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oRésumé
Dans ce travail, nous proposons une approche d’amélioration de la prédiction de la qualité du lo
giciel en utilisant la combinaison et l’adaptation des modèles prédictifs (CAMP). C’est une approche
inspirée de la technique de mélange d’experts qui, à partir d’un ensemble de modèles existants et d’un
échantillon reflétant les spécificités d’un environnement particulier (un contexte logiciel dans une or
ganisation particulière), dérive un modèle le plus adapté possible à ce contexte. Concrètement, notre
approche vise, comme les autres alternatives d’amélioration de la prédiction, à augmenter l’exactitude
des modèles prédicti[’s. Mais elle se distingue par la prise en considération de detix autres propriétés im
portantes de modèles, à savoir, la facilité d’interprétation et la capacité, ou le potentiel de généralisation.
L’approche CAMP est fondée sur une idée reposant sur trois principes qui se chargent respecti
vement de la promotion des trois propriétés étudiées. Ces principes pecivent être résumés de la façon
suivante:
décomposer les modèles en expertises pour faciliter leur interprétation et lecir manipulation
— combiner les expertises pour enrichir et généraliser les modèles
adapter les expertises pour mieux convenir à un contexte spécifique.
Pour appliquer ces principes, trois principaux mécanismes sont définis pour se charger respective
ment de l’identification (éventuellement la décomposition), de la combinaison et de l’adaptation des
expertises contenues dans les modèles. Afin de bien adhérer à ces principes et de contourner la com
plexité de ces mécanismes, nous avons eu recours aux techniques métaheuristiques. Deux familles des
ces techniques sont utilisées pour mettre en oeuvre notre approche. à savoir, les méthodes basées sur la
population et représentées par les algorithmes génétiqties tAG). et les méthodes basées sur la recherche
locale et représentées par le recuit simulé (RS) et la recherche avec tabous (RT). Ainsi, deux appli
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cations particulières de notre approche sont également conçues, l’une s’intéresse aux modèles de type
arbres de décisions et l’autre s’occupe des classificateurs bayésiens. Dans le but d’effectuer l’évaluation
de l’approche CAMP, nous avons construit un environnement « semi-réel » dans lequel le contexte d’or
ganisation est une évolution d’un vrai système logiciel (API Java), mais les modèles sont « simulés
(c’est-à-dire, obtenus par apprentissage sur des données réelles). La construction de cet environnement
est à double apport. En effet, nous avons défini d’une part, un facteur de la qualité crucial pour la main
tenance de logiciel qui est la stabilité de classes dans un logiciel orienté objets, d’autre part, nous avons
construit des modèles de stabilité de type arbres de décision et de type classificateurs bayésiens. Les ré
sultats obtentts dans le cadre des différentes expériences montrent que les objectifs fixés pour améliorer
la prédiction sont bien atteints, à savoir, la bonne capacité prédictive (exactitude), la bonne capacité de
généralisation et la facilité d’interprétation du modèle dérivé par l’approche CAMP.
Mots Clés




In this work, we propose an approach b improve software quality prediction by using combination
and adaptation ofmodels. It’s a new approach that we cali CAMP, inspired from the technique of mixture
of experts. By using a set of existing models and a sample of data reflecting specihcities ofa particular
environment fa software context in a particular organization). the approach derives a more suitable
model to this context.
Concretely, CAMP approach aims. like the other alternatives of prediction improvement, to increase
the accuracy of moUds. furthermore. it is characterized by taking mb account two other signihcant
properties of software quality predictive models, namely, the interpretability and the generalisability.
The CAMP approach is founded on three principles that consider the promotion of the three studied
model properties (predictive accuracy. mnterpretability and gcneralisability). These principles can be
summarized as follows
— decompose the moUds into expertises to facilitate their interpretation and their handiing;
— combine the expertises to enrich and generalize the models;
— adapt the expertises to be more appropriate fbr a specific context.
To apply these principles. three main rnechanisms are dehned to be given the responsibilities. respecti
velv, of ideniification (possibly decomposition), combination and adaptation of expertises contained in
the moUds. In order to adhere well to these princip]es and to overcome complexity ofthese mechanisms,
we had recourse to metaheunstic techniques. Two families of these techniques are used to implement
our approach. name]y. the methods based on the population and represented by the genebic algorithms,
and the methods based on local search and represented by simulated annealing and tabu search.
Two particular applications of our approach are also conceived. The tirst is interested in clecision
oo
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trees based models and the second deals with bayesian classifiers. To empirically evaluate CAMP, we
built a “semi-real” environment in which context of organïzation is a real software systems (API Java),
but the models are “sïmulated” (i.e., obtained by training on real data). The construction of this envi
ronment is with double contribution. On the one hand, we defined, a quality factor that is crucial for the
maintenance of software which is the stability of classes in object oriented software, on the other hand,
we built stability models based on decision trees and on bayesian classifier.
The resuits obtained by various experiments show that the objectives fixed to improve software qua
lity prediction are well achieved, namely, the higher predictive accuracy, the good generalisability and
ilie good interpretability of the model derived by the CAMP approach.
Keywords
Software quality, decision trees, Bayesian classifiers, genetic algorithms, tabu search. simulated annea
lin e.
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Chapitre 1
Introduction
1.1 Contexte et problématique
Pendant les trois dernières décennies, la communauté de génie logiciel s’intéressait de plus en plus
à la qualité, à ses caractéristiques, à ses indicateurs, et aux modèle.s qui permettent de la prédire. L’his
toire des modèles de prédiction de la qualité du logiciel remonte aux années 60. À cette époque. le
champ d’application de l’informatique commençait à s’étendre et le besoin de budgétiser, de planifier.
de contrôler, d’analyser les risques, et d’estimer les coûts s’est fait cruellement sentir. Ainsi, des travaux
de recherche significatifs sur estimation dti coût débutait par une étude étendue en 1965 sur l’impact
de 101 attributs de 169 projets logiciels sur le coût [Nelson. 19661. Ceci a mené au développement
dc qtielques modèles d’estimation du coût qui se sont avérés tort utiles. Vers la fin des années 70, des
modèles plus robustes tels que SLIM. Checkpoint. PRICE-S. SEER SEM et COCOMO sont proposés.
La plupart de ces modèles ont été développés à peu près en même temps et leurs concepteurs ont fait
face au même dilemme: l’augmentation de la taille du logiciel rend le développement plus complexe et
augmente le risque de l’échec. Il est donc nécessaire de bien planifier ce développement. Or cette même
complexité rend toute forme de prédiction ou d’estimation (coût et qualité) extrêmement difficile. Par
la suite, de nombreux cherchetirs se sont penchés sur le problème de la prédiction de la qualité donnant
lieu à de nombreuses contributions (oir section 3.5).
Plus tard, l’avènement de la conception et la programmation par objets n’a fait qu’accentuer la
problématique de la prédiction. En effet. durant les premières années de cet avènement, l’industrie a fait
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preuve de beaucoup de tolérance vïs-à-vis de ce nouveau paradigme. Maintenant, la conception et la
programmation par objets ont atteint l’étape de maturité et les produits logiciels 00 deviennent de plus
en plus complexes. Les besoins en matière de qualité deviennent davantage des facteurs déterminants
dans le choix des alternatives de conception et de codage pendant le développement des logiciels. Par
conséquent, il est important que la qualité du logiciel soit évaluée pendant les différentes étapes du
développement.
Pendant les dernières années, il a été proposé un grand nombre de modèles de prédiction de la qualité
dans la littérature. Habituellement, le but de ces modèles est de prédire un facteur de qualité à partir d’un
ensemble de mesures directes. En général, il existe deux méthodes pour construire les modèles prédictifs
de qualité. La première repose sur les données historiques. Dans cette alternative, diverses techniques
sont appliquées pour dériver des régularités à partir de ces données (voir par exemple [Briand et Wtist,
2002]). La deuxième méthode est basée sur les connaissances d’experts qui se présentent soLivent sous
la forme d’heurtstiques spécihqties à un domaine en particulier (voir par exemple [Fenton et Ohisson.
2000]).
Les données collectées à partir de vrais systèmes logiciels sont cruciales dans les deux méthodes de
construction : dans la première. nous en avons besoin pour construire les modèles, et dans la seconde.
nous en avons besoin potir la validation empirique des modèles. Dans la plupart des domaines où des
modèles prédictifs sont établis (comme la sociologie. la médecine, les finances, et la reconnaissance de
la parole). les chercheurs ont le privilège d’utiliser des grands dépôts de données à partir desquels des
échantillons représentatifs peuvent être extraits. Cependant. dans le domaine du génie logiciel. de tels
dépôts sont rares. Le inanque de données tend les modèles existants difficiles à généraliser, à valider et
à utiliser. Le choix d’un modèle de prédiction de la qualité approprié à un contexte d’Line compagnie
en particulier est une décision difficile et non triviale puisque les modèles universels de prédiction de
la qualité n’existent pas encore tfenton et Pfleeger, 1997; Ahdel-Ghaly et al., 19861. La pénurie de
données ne fait qu’accentuer ce problème. Plusieurs raisons sont à l’origine de cette pénurie de données.
Nous relevons par exemple la rareté, voir l’absence, des collectes systématiques de données dans les
compagnies de logiciels ou encore la confidentialité de l’information. Ces deux problèmes ne sont pas
purement d’ordre technique et leur résolution n’est pas facilement réalisable, du moins à court terme
[Khoshgoftaar et al.. 1995aJ.
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Outre l’exactitude (la capacité prédictive) d’un modèle, qui est d’une importance capitale, d’autres
propriétés doivent être considérées. La facilité d’interprétation, ou le potentiel d’explication d’un modèle
est une propriété importante. En effet, les modèles de prédiction de la qualité s’adressent en premier
lieu aux gestionnaires et aux responsables de projets. Toute décision découlant de ces modèles doit être
clairement justifiée pour permettre à ces derniers d’entreprendre les actions correctives. Dans beaucoup
de travaux, ces propriétés sont rarement atteintes [Jeffery et Low, 1990]. Ceci est dû à de nombreuses
difficultés allant des mauvaises caractéristiques des données sur la qualité à l’utilisation inappropriée
des techniques de construction de modèles pour sa prédiction [Gray et MacDonell, 19971.
Notre présent travail est motivé par la recherche de solution à la pénurie de données et par la promo
tion de la qualité des modèles prédictifs en considérant en plus de leur capacité prédictive. leur facilité
d’interprétation, ou «utilisation et leur capacité de généralisation.
1.2 Objectifs
Nous proposons dans notre recherche, une approche d’amélioration de la prédiction de la qualité
du logiciel par combinaison et adaptation de modèles prédictifs (CAMP). À partir d’un ensemble de
modèles existants qui prédisent un même tactecir de qualité et en tenant compte des spécificités d’un
environnement logiciel partictilier. notre approche Construit Ufl nouvcati modèle se caractérisant pir les
propriétés suivantes : tine bonite capacité prédictite. utie facilité d’interprétation et taie capdlcité de
générulistuion suffiscinte. La première propriété permet de garantir une adéquation du modèle à I ‘en
vironnernent considéré. La seconde propriété offte la facilité d’utiliser le modèle comme un outil de
décision. Enfin, la troisième permet au modèle de tenir compte de l’évolution future du contexte logi
ciel où il est utilisé. Ainsi, la performance de ce dernier se maintient longuement, permettant une vie
prolongée du modèle.
inspirée de la technique de mélange d’experts [Jacobs et cd.. 1991]. notre approche consiste à com
biner des modèles existants et à les adapter afin de produire (voir section 4.4), un meilleur modèle.
Le processus de combinaison et d’adaptation de notre approche est guidé par un petit échantillon de
données représentant tin environnement logiciel particulier (contexte).
Afin de considérer les propriétés précédemment socilignées des modèles et en tenant compte la
CHAPITRE 1. INTRODUCTION 4
complexité des problèmes de combinaison, nous utilisons deux familles des métaheuristiques comme
techniques de notre approche t les méthodes basées sur la population, représentées par les algorithmes
génétiques (AG) et tes méthodes basées sur la recherche locale, représentées par le recuit simulé (RS)
et la recherche avec tabous (RI) [Ferland et Costa, 2001].
Notre approche générale, basée sur les métaheuristiques, peut être appliquée à plusieurs types de
modèles de prédiction. Pour illustrer son application, deux « spécialisations » de notre approche sont
réalisées respectivement sur deux types de modèles que sont les arbres de décision et les classificateurs
bayésiens. Plus particulièrement, un algorithme par métaheuristique (AG, RS et RI) est proposé pour
chaque type de modèle.
Une évaluation rigoureuse de notre approche est également réalisée sur la problématique de prédic
tion de la stabilité des classes dans les logiciels orientés objets (00).
1.3 Les contributions majeures
Les contributions majeures de cette thèse sont les suivantes:
(‘ amélioration de la prédiction dans une organisation particulière: nous avons proposé une
approche qui permet de produire un modèle de prédiction de la qualité plus approprié à une
organisation particulière. Ce modèle est dérivé en utilisant des modèles existants généralement
peti adaptés à cette organisation et une description du contexte (spécificités) de cette dernière.
— considération de plusieurs propriétés des modèles de prédiction dela qualité: oLitre l’exacti
tude, nous avons considéré d’autres propriétés des modèles de prédiction de la qtialité du logiciel.
Malgré leur importance. ces propriétés sont rarement atteintes dans beaucoup de travaux [Fenton
et Neil, 1999aj. Dans cette thèse nous avons d’abord identifié les plus importantes d’entre elles.
par la suite nous leurs avons proposées un ordre de priorité qui considère le modèle comme un ou
til d’aide à la prise de décision devant être précis, stable et facile à utiliser. En effet, notre approche
considère les trois premières propriétés les plus prioritaires selon cet ordre, à savoir, l’exactitude
(la bonne capacité prédictive). la facilité d’interprétation et la bonne capacité de généralisation du
modèle.
— proposition d’une méthode de combinaison de modèles basée sur les métaheuristiques: Pour
(—J
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combiner des modèles nous avons utilisé deux familles de méthaheuristiques (1) les méthodes
basées sur la population représentées par les algorithmes génétiques (AG) et (2) les méthodes
basées sur la recherche locale (ou basée sur le voisinage) représentées par la recherche avec tabous
(RT) et par le recuit simulé (RS). Nous avons proposé pour chacun des trois algorithmes deux
adaptations, une pour combiner des modèles de type arbres de décision et une autre pour combiner
des classificateurs bayésiens.
— Une solution pour l’apprentissage de modèles en cas de pénurie de données: Afin de construire
un modèle de prédiction en circonstance de rareté de données, nous avons proposé une approche
qui permet d’apprendre à partir des connaissances contenues dans des modèles existants. Il s’agit
d’un apprentissage à haut niveau qui utilise des expertises à la place des données d’entraînement.
Ces expertises sont apprises sur des données qui ne nous sont pas disponibles.
— Modèles de la stabilité de classes: Nous avons créé un environnement semi réel afin de mener
une évaluation empirique rigoureuse de notre approche. L’utilisation du facteur « stabilité de
classes » d’un lociciel 00, pour valider les résultats de l’approche CAMP est une contribution à
dotible apport. Le premier consiste en la définition de la stabilité de classe en tant que telle, basée
sur la variation entre les versions, le deuxième consiste en la construction des modèles pour la
prédire à partir d’un nombre de métriques structurelles convenables.
Cettc thèse présente un travaïl regroupani plus qu’un domaine de recherche notamment le domaine
de la qualité du logiciel, le domaine d’optimisation et le domaine d’apprentissage. En efiet. les commu
nautés respectives de ces domaines peuvent se servir de cette thèse et en tirer des conclusions.
Enfin, l’originalité et la contribution des travaux de recherche présentés dans cette thèse ont été
reconnues par la communauté de la qualité de logiciel à travers les publications suivantes: IBouktif,
2002; Azar et al.. 2002; Bouktif et al., 2002a; Bouktif et al., 2002b; Bouktif et aÏ., 2004]. Les autres
aspects de nos travaux sont en cours de publication.
1.4 Organisation de la thèse
Le présent document est organisé comme suit. Le deuxième chapitre introduit deux domaines im
pliqués dans notre travail sur les modèles de prédiction de la qualité du logiciel. Ainsi, le domaine
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d’apprentissage et celùi de l’optimisation combinatoire sont présentés à travers la description de leurs
principaux méthodes, concepts et notations.
Le troisième chapitre présente l’état de l’art de la qualité du logiciel, il est inévitablement grand
à cause de l’ampleur et la diversité de la littérature sur la qualité de logiciel. Dans ce chapitre nous
donnons plus d’intérêt aux modèles de prédiction de la qualité, à leurs problèmes ainsi qu’aux solutions
présentées dans la littérature.
Le quatrième chapitre est le coeur de notre thèse, il décrit notre solution pour améliorer la prédic
tion de la qualité du logiciel. Une approche générale de combinaison et d’adaptation des modèles de
prédiction (CAMP) est proposée dans ce chapitre.
Le cinquième chapitre présente une solution spécifique qui se réalise par l’application de notre
approche CAMP aux modèles de type arbres de décision. Cette application comporte la proposition et
l’adaptation de trois algorithmes basés respectivement stir les algorithmes génétiques. sur la recherche
avec tabous et sur le recuit simulé.
Le sixième chapitre est une deuxième application de notre approche CAMP aux modèles probabi
liste représentés par les classificateurs bayésiens. Dans ce chapitre nous proposons trois autres adapta
tions de AG, de RT et de RS, au problème de combinaison classificateurs bayésiens.
Le septième chapitre s’intéresse à l’évaluation empirique de notre approche CAMP. Nous y présen
tons un processus expérimental rigoureux pour vérifier plusieurs hypothèses portant sur la supériorité
des modèles résultant de l’application de CAMP. Notre approche est éprouvée sur des modèles de pré
diction du facteur « stabilité de classes » dans un logiciel 00.
Et enfin nous concluons sur les perspectives qu’ouvre le travail présenté dans cette hèse, où nous
ferons aussi une synthèse de nos recherches et de nos travaux futurs.





Dans ce chapitre notre intérêt porte d’abord, sur certaines définitions empruntées au domaine de
l’apprentissage qui vont servir à comprendre plusieurs mécanismes utilisés dans la modélisation de la
qualité du logiciel. D’autre part. nous nous intéressons à certaines notions et techniques d’optimisation
combinatoire qui vont servir d’outils pour la mise en oeuvrc des solutions apportées au problème de
l’amélioration de la qualité des prédictions traité dans ce travail. Certaines techniques ou définitions
(d’apprentissage) sont illustrées par des exemples touchant la qualité du logiciel, d’autres sent décrites
d’une manière brute sans aucune adaptation à un problème particulier car leurs applications pour l’amé
horatien de la prédiction de la qualité du logiciel est un objectif principal de notre présente recherche.
2.2 L’apprentissage
Les résultats des algorithmes d’apprentissage sont de plus en plus utilisés dans la tâche de modé
lisation de la qualité du logiciel pour remplacer éventuellement des opinions d’experts. Les modèles
produits sont utilisés pour prédire le coût et l’effort de développement et d’autres facteurs représen
tant la qualité du logiciel. Le processus d’apprentissage à partir de données, qui va être décrit dans la
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section 2.2.2, se déroule en plusieurs étapes. D’abord, une présentation de données sous forme d’ob
servations (voir section 2.2.1) est nécessaire. Ensuite, il faut spécifier le type de prédiction à savoir, s’il
s’agit d’une régression ou d’une classification. Et puis, un processus de généralisation commence à par
tir de données pour y dériver des régularités. Une fois formé, un modèle de prédiction est évalué pour
déterminer son exactitude ainsi que la performance de l’algorithme d’apprentissage utilisé.
2.2.1 Présentation de données
Un exemple de données (appelé également cas ou observation) est une agrégation de proprié
tés appelées attributs. Ils décrivent une même entité, par exemple. un composant ou un produit lo
giciel. Supposons qu’il s’agisse de déterminer l’effort de développement pour un projet à partir de
certains attributs, comme la tc,ilÏe et le type du projet. Pour ce faire, on a besoin d’un ensemble
d’occurrences de valeurs de ces attributs appelées observations. Une observation serait par exemple
(type = organiqtte;tctitle = 25 000), c’est-à-dire que ce projet est de type organique et sa taille est esti
niée à 25 000 lignes. On peut l’écrire sous forme d’un vecteur x1’,-1 (organicpte.25 000). D’une façon
générale, une observation désignée par x peut être notée x = (x),x(2) ,..,x0), où x1 est la valeur du
jième attribut et d est le nombre d’attributs. Une observation x est constituée d’un nombre d’attributs
d’entrée qui sont associés à un autre attribut appelé attribut de sortie noté conventionnellement y. Dans
l’exemple de calcul de Fettort de développement d’un projet. l’effort est égal à 70. donc Vp,-I - 70 est
associée XJ’,I pour former le couple (xp,i
.ypri) L’espace décrit par toutes les valeurs des attributs de x
est appelé l’espcice d’entrée et celui décrit par les valeurs de y est appelé l’espace rie sortie. Les valeurs
des attributs d’entrée ou de sortie peuvent être généralement discrètes ou continues.
2.2.2 Ttiche d’apprentissage
Le processus de prédiction de la valeur de l’attribut de sortie d’un cas se réalise en utilisant une
méthode (ou un modèle) de prédiction. Plusieurs méthodes de prédiction sont utilisées, comme les sys
tèmes de règles. les systèmes de régression, les réseaux de neurones, etc. La construction d’un modèle
nécessite une collection d’observations pour lesquelles les valeurs de sortie sont déjà connties, on les
appelle. données d’entraînement. données d’apprentissage ou encore données de construction. Un en
semble d’entraînement défini par D = (xj
.yi) (x,,.y) est un échantillon de n observations tirés de
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la même distribution inconnue p(z), où z (x,y) et de manière indépendante (i.i.d: independant and
identicaÏly clistributect).
Le but de l’apprentissage d’un modèle est de trouver une fonction f étant donné un ensemble de
points de données de la forme (x,f(x)). L’apprentissage supervisé suppose l’existence d’une fonction
de perte L : X x Y x Y
—+ R, avec X le domaine de x et Y te co-domaine de y et de f. La quantité
L(z,J) est un réel non négatif indiquant le désaccord en un point de donnée entre la valeur de sortie
réelle et la valeur de sortie issue de l’apprentissage. La fonction de perte détermine comment l’erreur
est pénalisée en un point spécifique de donnée. Pour considérer tous les erreurs au niveau de tous les
points de données, on doit trouver une méthode qui combine toutes les pénalités locales. La fonction de
risque est ainsi définie dans cet objectif. À une fonction J -solution du problème d’apprentissage- est
associé un risque R(f) défini comme l’espérance de la fonction de perte:
R(f) = E(L(z,f)) jL(z:J)p(z)clz.
Puisque la distribtition p(z) est inconnue, le risque doit être calculé d’une manière empirique en utilisant




Le processus de consirtiction «un modèle à partir d’un ensemble de données «entraînemenl s’appelle
cIppre!itis.uge inductif Le but de l’induction est de trouver une approximation J de I à partir de D (lui
minimise J(f.D). avec I est Fensemble de solutions possible de f. Le modèle J construit par appren
tissage inductif peut être utilisé comme abstraction de l’échantillon D ou pour fluire des prédictions sur
des observations avec (les valeurs de sortie inconnues.
Le processus de prédiction peut être une régression (voir la section 2.2.3) ou une classification (voir
la section 2.2.4). L’exactitude ou la capacité prédictive d’un modèle construit pour faire des prédictions
est appelée aussi performance de généralisatioii. Elle est habituellement mesurée en utilisant une fonc
tion de mesure d’erreurs et un ensemble d’observations appelées données de test prises de la même dis
tribution que les données d’entraïnement et pour lesquelles les valeurs de sortie sonl également connues.
Une estimation précise de l’exactitude (la capacité prédictive) nécessite aussi une méthode permettant
de mieux utiliser les données, pour une évaluation plus fiable. Nous présentons en détails ces mesures
C
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et ces méthodes d’évaluation de la capacité prédictive des modèles de prédiction dans les sections 2.2.6
et 2.2.5.
2.2.3 Régression
La régression est la tâche qui permet de prédire la valeur d’un attribut numérique continu, qualifiée
de variable (ou attribut) de sortie, en fonction d’autres attributs qualifiés de variables d’entrée
(2.1)
Exemple tiré de COCOMO I
Dans le but de prédire l’effort nécessaire pour le développement d’un logiciel, un estimateur, ou modèle
de prédiction de l’effort E. peut être celui de COCOMO I [Boehm. 19811 t
— Si Type de logiciel orgcmique
alors Ê = 2,4 taille105
— Si Type de logiciel = seau détaché
alors Ê = 3.0 taille112
— Si Type logiciel = enibarqité
alors Ê = 3.6 taille120
Soit un projet de gestion de compte bancaire de type or’auique et qui nécessite t priori un code
de taille estimé à 25 000 lignes de code. l’etfort nécessaire de développement est Ê = 2.4(25)’° = 70
honime mois.
Pour une régression. la fonclion de perte est définie par t
L(z,f) = L((x.y),f) = (f(x) -
Ainsi, sa fonction de risque empirique est définie par t
(fD) = !(f(X)_y1)2.
Pour estimer l’exactitude des prédictions (la capacité prédictive) d’un modèle de régression f, une fonc
tion de mesure d’erreur est appliquée sur un ensemble de test de in observations. La fonction la plus
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La classification est la tâche qui permet de prédire, en fonction des attributs d’entrée, une valeur
d’un attribut de sortie qui prend ses valeurs dans un ensemble fini C d’étiquettes (labels), appelées aussi
classes (voir l’équation 2.3).
J(x)=C. (2.3)
Considérons la prédiction de la qualité du logiciel en utilisant le nombre de défauts dans un module
ou dans un composant. La majorité des composants contiennent zéro ou très peu de défauts, ce qui
engendre une distribution du nombre de défauts complètement déséquilibrée. Dans ce cas, au lieu de
piédire le nombre de défauts potentiels dans un composant logiciel, on détermine seulement si un com
posant est susceptible de contenir des défauts ou non. Ainsi, on prédit la classe à laquelle le composant
appartient (à la classe des composants à haut risque ou à celles à faible risque de contenir des défauts),
de sorte que le modèle de prédiction est réduit à un modèle de classification binaire. L’ensemble des
valeurs possibles de sortie C -= liaitt risquc.faihle ri.çcjne}. Pour prédire à quelle classe de C appar
tient un composant logiciel. on a besoin «un modèle de prédiction. ou un classificatetir. Par exemple.
Si Complexité > s V EJJort de test < s, Alors y liant risque
Sinon y .faible riscjtie.
avec s, et s, respectivement un seuil de Complexité et un seuil de l’Effbel de test.
Pour une classification, la fonction de perte est définie par:
L(z,f) = L((x.y).f)
=
Ainsi, sa fonction de risque empirique est définie par:
(f.D)
avec I{(ttb) est O quand o et b sont égaux, et 1 autrement.
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Comme pour la régression, il y a des fonctions de mesure d’erreurs associées à la classification J. La
fonction la plus connue de mesure de la capacité prédictive d’un classificateur est calculée sous forme
du pourcentage des observations mal classifiées dans ensemble de test de taille ni (voir l’équation 2.4).
Erretir de Classification = — (2.4)
2.2.5 Méthodes d’évaluation des modèles
Toutes les méthodes d’évaluation de la performance d’un modèle se basent sur un processus de
prélèvement, dans le but de former à partir d’un nombre d’observations disponibles (ayant toutes des
valeurs de sortie), deux ensembles de données. Le premier constitue l’ensemble d’entraînement qui va
servir à la construction du modèle, le deuxième constitue l’ensemble de test qui va servir à l’évaluation
du modèle produit. Par la suite, la capacité prédictive de ce dernier est déterminée en utilisant une
fonction de mesure d’erreurs comme celles décrites dans la section 2.2.6. Cette section décrit trois des
méthodes les plus connues d’évaluation de modèles, à savoir, la validation croisée de « k-fold » ([Efron.
1979; Stone, 1977]), la validation croisée de Monte Carlo et le bootstrapping ([Rao et Tibshirani, 1997;
Shao. 19961). Les deux premières méthodes seront employées dans le présent travail.
2.2.5.1 Validation croisée « k-fold»
Dans cette méthode. l’ensemble des observations disponibles est aléatoirernent divisé en k parti
tions [Efwn, 1979]. L’ensemble de test est constitué en mettant de côté une des k partitions. Les k —
partitions restantes constituent l’ensemble d’entraînement. De cette façon. on crée k ensembles d’entraî
nement et k ensembles de test. Chaque fois qu’un modèle est construit sur tin ensemble d’entraînement.
sa capacité prédictive est mesurée sur l’ensemble de test correspondant. La capacité prédictive moyenne
(moyenne des k performances de généralisation) servira comme une estimation de la capacité prédictive
du modèle.L’avantage de l’utilisation de cette ‘alidation croisée réside dans l’augmentation de la va
riance de l’estimé de l’erreur (de test) avec le nombre d’échantillons de test (partitions) tout en gardant
le plus possible d’observations pour l’entraînement.
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2.2.5.2 Bootstrapping
Dans cette méthode, l’ensemble d’entraînement est formé d’un échantillon (sous ensemble d’ob
servations disponibles) sur lequel on fait des remplacements à partir de l’ensemble des observations
disponibles [Efron, 1979; Efron et Tibshirani, 19931. L’ensemble du test est formé de la même façon.
Dans des versions du bootstrapping, l’ensemble d’entraînement est constitué de toutes les observations
disponibles sur lesquelles on fait les remplacements (c’est-à-dire que chaque observation disponible est
considérée zéro ou plusieurs fois) et l’ensemble du test est formé de l’ensemble entier des observations
disponibles sans iemplacements. Des versions récentes préfèrent la formation de l’ensemble du test par
des observations disponibles qui ne participent pas à l’ensemble d’entraînement, voir [Rao et Tibshirani,
1997] et [Shao. 1996].
2.2.5.3 Validation croisée de Monte Carlo
La validation croisée de Monte Carlo est un cas particulier de la validation bootsrapping. L’ensemble
d’entraînement est constitué en général de 2/3 des observations disponibles choisies aléatoirement et
Ç l’ensemble du test est formé du reste. La capacité prédictive du modèle produit est calculée sur 1/3 desobservations disponibles formant l’ensemble du test. Ce processus est généralement répété plusieurs
fois et l’évaluation des algorithmes est faite en utilisant la moyenne des capacités prédictives.
2.2.6 Les fonctions dévaluation
Plusieurs fonctions d’évaluation de la performance des modèles de prédictions sont proposées dans
la littérature. Nous trouvons entre autres. l’erreur moyenne quadratique (voir équation 2.2 dans la sec
tion 2.2.3). Toutefois, nous nous intéressons plus dans cette section aux mesures utilisées en génie
logiciel.
Dans ce domaine, Conte et ses collaborateurs ont proposé l’erreur relcitive (ER) comme mesure de
l’inexactitude d’une prédiction [Conte et (11., 1986], ER avec. A est la valeur réelle de la sortie
du modèle et E est sa valeur estimée. Pour calculer cette erreur sur un ensemble d’observations (du test)
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Dans cette formule, certaines petites valeurs de l’erreur relative peuvent annuler (ou compenser) l’effet
d’autres grandes valeurs. Autrement dit, les erreurs de sous-estimation peuvent annuler les erreurs de
sur-estimation. C’est pourquoi on a défini la valeur absolue de ER comme la magnitude de l’erreur
relative (MER). Par la suite on a défini ta magnitude moyenne de l’errettr rekttive par la formule de la
moyenne suivante:
‘n
= MER1. (2.6)in i=I
Si MR est petite alors les prédictions sont bonnes. Conte et ses collaborateurs suggèrent que
soit inférieure à 25% pour parler d’une prédiction acceptable. Ils définissent ainsi une autre mesure de
Ici qualité de prédiction qui peut exprimer leur suggestion. En effet, soit in le nombre d’observations
qui vont servir à l’évaluation de la prédiction d’un modèle et soit k le nombre d’observations dont
la magnitude moyenne de l’eneur relative (J7) est inférieure ou égale à un seuil q, la qttcilité de
prédiction notée PRED est alors définie par Pl?ED(q) = . Par exemple. PRED(0,25) = 0.9 indique
que 9OÇf des valeurs prédites avec un ajustement d’au plus 25% font partie de l’ensemble de leurs
valeurs réelles. Ainsi. Conte et ses collaborateurs peuvent exprimer leur suggestion en affirmant qu’un
modèle est acceptable si sa qualité de prédiction PRED(0,25) est au moins égale à 0.75.
Les précédentes fonctions sont généralement utilisées pour évaluer la qualité des prédictions de type
régression. Dans le cas de classification. plusietirs mesures sont proposées dans la littérature. FI Emam
a présenté la plupart de ses mesures dans [il Emam. 20001. parmi lesquelles nous citons le test chi
square (z2) [Almeida et al.. 1998: Basili et cil.. 19971. la sensitivité et la spécificité [Àlmeida et al..
19981, la proportion correcte (appelée aussi exactitude dans [Porter etSelby, 1990h] et [Porter. l993bJ).
l’erreur de classification type I et type Il [Khoshgoftaar et ciL, 1995a; Khoshgoftaar et al., l996b]. le
taux correct positif [Briand et cii.. 1998] et Kappa (K) [Briand et ai., 1998: Briand et al.. 2000]. Ces
mesures sont utilisées surtout dans les cas de classification binaire. Elles sont définies en fonction d’un
nombre de variables exprimant des résultats intermédiaires «évaluation de la classification sous forme
d’une notation connue sous le nom de matrice de confusion.





— Matrice de confusion d’une classification binaire à cieux classes, classe1 et ctasse
Nous supposons que nous évaluons un modèle de classification binaire sur un ensemble de test
contenant N observations. La matrice de confusion correspondante est données par le tableau 2.1 où njj
est le nombre d’observations qui sont réellement classiFiées en tant que classe1 mais prédites classe1, N1
est le nombre de toutes les observations réellement classifiées en tant que classe1 et N1 est le nombre de
toutes les observations prédites clcisse.
Le tableau 2.2 présente une brève description de chacune des mesures précédemment énumérées. Pour
permettre une meilleure lecture, nous allons considérer la prédiction de la stabilité des composants
logiciels en utilisant une classification à deux classes de composants logiciels respectivement, stable
(classe) et instable (ctasse).
Classes classet n
, réelles classe 21 n22
N1
N
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Mesure Description Définition Utilisation
Proportion des composants instables
La sensibilité qui ont été correctement classifiés en s = [Almeida et al., 1998]
fl2 I 1U22
tant que composants instables
Proportion des composants stables
[Almeida et al., 1998]La spécificité qui ont été correctement classifiés en p 1111+9112





Fausses Taux des composants mal classifiés
classifications de Type I et Type II
Proportion des composants stables tKhoshgoflaar et al..Typel (l)=l—pqui ont été classifiés instables 1995a]
Proportion des composants instables [Khoshgoftaar et al.,Type II (II) 1
— squi ont eté classifiés stables 1 996hj
Taux correct Proportion des composants [Briand et cii.. 19981VTP=positif correctement prédits instables N2 [Briand et cii., 2000]
Généralement employé pour
[El Emam et cii.. 2001 a],
mesurer laccord entre les K
K’tppi
— [Cohen, 1960]. I Briandproportions (réelles et prédites), voir
‘
et cii., 20001(tEl Emam et ai., 200lal)
C’est la moyenne des proportions El Eniirn, 20001Taux d’erreur
—des composants correctement TEE -,équilibré
-
classifiés de toutes les classes [HI Emam et al.. 200 lb]
Indice J de appelé aussi J-index est une
J s-J-p—1 [Youdcn, 19611Youden transformation linéaire de TEE
TA B. 2.2 — Mestires cl ‘évaÏttcttioii de la ckissificcition binaire
o
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2.3 L’optimisation combinatoire
2.3.1 Introduction
Cette section décrit les techniques d’optimisation combinatoire utilisées dans cette dissertation.
La résolution d’un problème d’optimisation combinatoire consiste à explorer un espace de recherche
afin d’optimiser une ou plusieurs fonctions données, appelées aussi critères cl’optïiniscttion, oufimctions
objectfs. La complexité de la taille et de la structure de l’espace de recherche et le nombre de fonctions
à optimiser conduisent à l’utilisation des méthodes de résolutions différentes. Dans la littérature, nous
trouvons deux familles de techniques d’optimisation combinatoire: les méthodes exactes et les méthodes
heitrïstiques [Talbi. 20011. Les méthodes exactes garantissent à tout coup de trouver la meilleure solu
tion. Cependant, ces techniques ne sont pas efficaces devant la complexité d’un problème ou devant le
nombre de critères d’optimisation. Elles peuvent dans certains cas ne pas ébaucher une solution dans un
temps de résolution réaliste. Parmi ces méthodes, nous trouvons principalement la méthode Brcmch mu!
Botmndct les algorithmes A. voir [Talbi. 20011. En revanche, les méthodes heuristiques ne garantissent
pas de trouver la meilleure des solutions, mais plutôt une solution approchée de la solution optimale
dans un temps raisonnable. Elles sont primordiales pour résoudre les problèmes de grandes tailles. Ces
méthodes peuvent être divisées en deux classes. La première représente les algorithmes spécifiques à
un problème donné qtii utilisent les connaissances du domaine [Gandibletix et al.. 1994]. la deuxième
s’intéresse aux métaheuristiques qui sont des algorithmes généraux applicables à une grande variété de
problèmes « optimisation.
Dans cette dissertation, notre ïntérêt poite sur trois métaheuristiques réputées efficaces et largement
utilisées dans la résolution des problèmes combinatoires complexes. Elles représentent à leur tour, deux
familles de métaheuristiques: celle basée sur la population, comprenant les algorithmes génétiques, et
celle basée sur la recherche locale (ou sur le voisinage), comprenant le recuit simulé et la recherche avec
tabous. La justification détaillée du choix de ces techniques est liée aux problèmes de la prédiction de la
qualité du logiciel traités dans ce travail et est présentée dans le chapitre 4.
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2.3.2 Les algorithmes génétiques
Les algorithmes génétiques (AG) ont été proposés par Holland [19751. Leur fonctionnement est ins
piré de mécanismes biologiques basés sur les critères de sélection naturelle. Dans une population d’une
espèce donnée, les individus ont des capacités différentes à s’adapter à un environnement quelconque;
on dit alors que la population n’est pas uniforme. Ce phénomène se produit parce que certains individus
sont mieux préparés que d’autres pour survivre et ils ont par conséquent plus de chances de se repro
duire. Via la reproduction, les « bonnes » caractéristiques du pète et de la mère sont transmises aux
enfants et la nouvelle population sera globalement mieux adaptée à l’environnement qtie la population
ancienne. C’est en recombinant les « bonnes » caractéristiques des « bons » individus et avec un peu
de hasard que les générations évoluent vers une meilleure adaptation à l’environnement. Ce principe
d’évolution des espèces est imité dans la recherche de l’optimum «une fonction objectiL Cette fonction
est considérée analogue à l’aptitude d’un individu à s’adapter.
2.3.2.1 Principe des a]gorithmes génétiques
Comme tout algorithme d’optimisation. un AG cherche le minimum (ou le maximum) d’une fonc
tion objectif définie dans un espace de solutions. Le processus de l’AG parcourt l’espace de solutions.
en partant d’un ensemble dc solutions admissibles appelé population initiale (G0) et produit itérative-
ment plusieurs générations de solutions potentielles. À chaque étape. pour passer d’une génératiOli G, à
la génération G,+1, les opérations suivantes sont répétées pour les élémcnts (solutions) de la génération
G,:
— une évaluation de tous les éléments est effectuée pour connaître leurs niveaux «aptitude respec
tifs
— une opération de croisement est appliquée avec une probabilité p, sur des couples parents sélec
tiunnés en fonction de leurs aptitudes, cette opération génère des couples enfants héritiers;
— une opération de mutation est appliquée avec une probabilité p,,, généralement inférieure à p•, sur
des éléments parents. elle génère des enfants mutés;
— Les enfants issus du croisement et de la mutation sont intégrés dans la nouvelle génération G,±1.
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Le processus s’achève lorsqu’un critère d’arrêt est rencontré. Ce critère peut être un nombre maximal
de générations que l’on veut exécuter dans un temps raisonnable ou une convergence vers une solution.
La convergence vers une solution survient lorsque un nombre d’itérations consécutives est effectué sans
amélioration de la solution. Le principe de l’AG est résumé sur la figure 2.1. L’utilisation de l’AG
nécessite la définition des mécanismes suivants que nous détaillons par la suite:
1. Un codage des éléments d’une population.
2. Un choix de la population initiale.
3. Une fonction d’évaluation des individus, ou fonction defitness.
4. Un opérateur de croisement.
5. Un opérateur de mutation.
6. Un principe de sélection d’individus.
ALGORtTHMEGENET1QUE(p.p,,
I initialiser G0
2 MEILLEUR — meilleur chromosome de G0
3 MEILLEURSOL MEILLEUR initiciliserla meilleure solution
4 pourt—OàT
O S Q paires parmi les meilleurs membres de la génération G,6 Q’ enfants des paires dans Q en utilisant le croisement et ta mutation
7 remplacer les membres les pitis faible de G, par Q’ pour créer G,1
S M Et LLEU R meilleur chromosome in G,.





— Résumé de l’algorithme génétique.
2.3.2.2 Codage des éléments d’une population
L’objectif de cette opération est d’associer à chaque point de l’espace de recherche, une structure de
données capable de le décrire et de le distinguer des autres. La qualité du codage des solutions détermine
le succès des algorithmes génétiques [Goldherg, 1989]. Ainsi, chaque solution est codée d’une manière
qui reflète sa nature. Le codage a pour intérêt de permettre de bien définir ultérieurement, des opérateurs
de croisement et de mutation simples. Généralement, chaque solution est représentée par une structure
modulaire appelée cIîi jnosmne un composant dans un chromosome constitue un gène.
o
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Traditionnellement, le codage en bits est le plus reconnu, cependant, il n’est pas efficace dans cer
tains cas. Par exemple, deux codes voisins (en terme de distance de Hamming) peuvent correspondre
à des éléments qui ne sont pas nécessairement proches. Cet inconvénient peut être évité en utilisant un
codage de Gray par exemple. Aussi, dans des cas où l’espace de recherche est de grande dimension,
chaque variable est représentée par une partie de la chaîne de bits, ce qui complique la structure du
problème qui ne sera plus reflétée simplement. Afin de conserver les variables et la structure du pro
blème, on utilise généralement, des vecteurs réels pour coder les solutions IGoldberg. 1991; Wright.
1991). Toutefois certains problèmes imposent des codages plus ou moins complexes pour bien refléter
la structure des solutions.
2.12.3 Choix de la population initiale
Ce choix est fait dans l’objectif de produire une population non homogène (non uniforme) d’indivi
dus qui servira de base pour les générations futures. Si la solution optimale est complètement inconnue
dans l’espace de recherche, on procède à une génération aléatoire des membres de la population ini
tiale. Alors que si certaines informations sur la solution recherchée sont disponibles. la génération de la
population initiale va concerner des individus favorisant une coiwergence plus rapide [Goldberg. 19891.
2.3.2.4 Fonction d’évaluation
Elle évalue les chromosomes en fonction de leurs aptitudes à s’adapter dans un environnement.
L’évaluation de l’aptitude d’un chromosome doit être indépendante de celles des autres lHolland, 1975].
La fonction d’évaluation est appelée fonction de firness. car elle donne à chac1uc chromosome une valeur
qui correspond à sa force de résister pour survivre dans un environnement. Elle permet de sélectionner
ou de refuser un individu pour ne garder que les individus les plus forts dans la population courante. Par
exemple, pour le Problème du Voyageur de Commerce (PVC), la fonction d’évaluation utilisée calcule
Ïa distance parcourue par le commis voyageur pour un chemin donné. Plus la distance est courte. plus le
parcours est meilleur car moins coûteux.
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2.3.2.5 Opérateur de croisement
Cet opérateur est appliqué dans le but de diversifier la population. Une opération de croisement est
effectuée entre deux parents, en combinant ensemble les gènes de l’un et de l’autre. Deux types de
croisement sont le plus souvent utilisés:
— le croisement par découpage de chromosomes (appelé siicing crossover dans [Barnier et Brissct,
19981). Il consiste à découper en une position aléatoire ou fixe, chacun des chromosomes parents
ensuite à échanger les morceaux des deux parents pour produire deux chromosomes enfants. Le
découpage peut être fait en plusieurs positions, ou points de coupure. Ce type de croisement est
efficace pour les problèmes discrets. La figure 2.2 montre un exemple de croisement à deux points
de coupure.
— le « croisement barycentriquc » est tin croisement efficace pour les problèmes continus ILouchet
et cii., 20011. lI consiste à combiner linéairement les gènes de deux parents de la façon suivante:
deux gènes Gp1 fi) et Gp2(i) sont pris à la même position i chez chacun des parents. Leur croi
sement donne naissance à deux nouveaux gènes enfants G1 (ï) et GE2(i) après une combinaison
GE2(i) = (1 —c)Gp1(i)+uGp2(i).
linéaire définie par:
GEI(i) = aGp1(i)+(1 —a)Gp2(i).
où cL est une pondération choisie aléatoirement, il est généralement compris entre O et 1.
FIG. 2.2
— Croisement par découpage de climniosonies (.slicing crossover).
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2.3.2.6 Opérateur de mutation
Cet opérateur est appliqué dans le but de garantir l’exploration de l’espace de recherche. En progres
sant, l’opérateur de croisement seul devient moins efficace, car les individus deviennent similaires et la
population est plus uniforme. C’est à ce moment là que l’opérateur de mutation prend la responsabilité
de diversifier la population et d’atteindre plus de solutions. Pour un problème discret, la mutation stan
dard consiste à sélectionner aléatoirement un gène dans un chromosome et à le remplacer par un autre
qui lui est ditïérent (voir la figure 2.3). Dans le cas d’un problème continu, le gène sélectionné est mo
difié en lui ajoutant un bruit [L.ouchet et ut., 2001]. Théoriquement, cet opérateur influence énormément
la convergence de l’AG.
2.3.2.7 La sélection
La sélection a comme objectif de choisir les individus de la population qui doivent sur\ivre et déli
miner les mauvais. On trouve plusieurs principes de sélection plus ou moins adaptés aux problèmes
qu’ils traitent
Sélection par roulette de casino Comme son nom l’indique, c’est une sorte de roulette de casino
sur laquelle sont placés tous les chromosomes de la population. La place accordée à chactin des chro
mosomes est proportionnelle à sa force (fitness), de cette manière les bons chromosomes occupent les
places les plus grandes Ifalkenauer, 1998]. La figure 2.4 illustre ce principe avec tin exemple d’une
population de neuf chromosomes (individus). Ainsi, une bille lancée a plus de chance de tomber sur les
bons chromosomes. qtn seront sélectionnées pour un croisement ou une mutation que sur les mauvais.
Un aspect important de la sélection par roulette de casino est qu’elle permet de choisit les chromo
somes «une manière probabiliste, non pas d’une manière déterministe. En effet le chromosome 5 dans
Chromosome aprês mutation
FIG. 2.3 — Principe de la mutation (gj est le gène à mnodifier).
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la figure 2.4 possède la force la plus élevée de la population, maïs il n’y a aucune garantie qu’il soit
réellement sélectionné à un moment donné. On est cependant sûre qu’en moyenne les chromosomes





Sélection par rang Lorsque la valeur defitiiess des chromosomes varie énormément, la sélection
par roulette de casino pose le problème suivant: le chromosome le plus fbrt qui occupe par exemple,
80% de la place sur la roulette fait en sorte que les autres chromosomes auront très peu de chance
d’être sélectionnés, ce qui a pour effet de stopper l’évolution. La sélection par rang [Falkenauer. 19981
commence par trier la population des N chromosomes selon lafitness et se poursuit en attribuant un rang
C à chaque chromosome égal à sa position après le tri. Ainsi, le plus faible chromosome aura le rang I et
le plus fort aura le rang N. Par la suite, la sélection par roulette est appliqtiée, mais le rang est considéré
à la place de lafitness. La place occupée par un chromosome est proporlionnelle à son rang. Avec la
sélection par rang. l’écart entre les chances est réduit et tous les chromosomes ont une chance d’être
sélectionnés. Cependant, la convergence sera plus lente.
Sélection « steady-state » Cette sélection est plutôt une stratégie de renouvellement de la population
tfalkenauer, 1998]. À chaque génération de iV individus, les n meilleurs chromosomes, n < iV. sont
sélectionnés, pour créer des chromosomes enfants. Ensuite, ces derniers prennent la place des chro
mosomes les plus faibles dans la génération suivante. Le reste de la population survit à la nouvelle
génération.
Élitisme On utilise la stratégie d’élitisme [Holland, 1975] dans le but de ne pas perdre les meilleurs
chromosomes de l’ancienne génération après les opérations de croisement et de mutation. L’élitisme
consiste en tait à cloner un ou plusieurs de ces meilleurs chromosomes et à les mettre dans la nouvelle
C
FIG. 2.4 Principe de la sélection par roulette du casino.
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génération. Le reste de la population subit les opérations usuelles de la reproduction. Cette méthode
accélère la convergence de l’AG et peut être utilisée avec d’autres méthodes de sélection.
2.3.2.8 Les paramètres d’un algorithme génétique
Les algorithmes génétiques peuvent être contrôlés à travers différents paramètres dont les plus im
portants sont: la taille de la population, la probabilité de croisement et la probabilité de mutation. La
détermination de ces paramètres dépend étroitement de la nature du problème auquel est appliqué l’AG.
On sait que la tai]le de la population peut être fixe ou variable pendant l’exécution de l’AG et que la
probabilité de mutation est faible (K 0,2) par rapport à celle du croisement (> 0,5). Les bonnes valeurs
de ces paramètres sont tixées empiriquement, après un nombre important d’exécutions.
2.3.3 Le recuit simulé
Le recuit simulé (RS) a été proposé par Kirkpatrick et ses collaborateurs [1983] lorsqu’ils ont montré
l’analogie entre la recherche d’une solution optimale en optimisation combinatoire et la recherche de
l’état d’équilibre thermique d’un solide (énergie minimale) en thermodynamique. Cette méthode est
C ainsi inspirée de celle de Métropolis [19531 qui était utilisée pour modéliser l’évolution d’un solide vers
son état «équilibre thermique.
2.3.3.1 Principe du recuit simulé
Dans le domaine de la métallurgie, Fétat de la matière dépend de la température: elle est en général
à Fétat liquide à haute température et à Fétat solide à basse température. Si on souhaite obtenir un solide.
on procède à un abaissement de la température. Deux façons de diminuer la température sont possibles.
La première est une baisse très brusque. on obtient ainsi un « verre », caractéristique de la technique
de « trempe ». Il s’agit d’une structure avec un minimum local «énergie. La deuxième est une baisse
progressive de la température, laissant le temps aux atomes d’atteindre l’équilibre, on tendra alors vers
une structure de plus en plus régulière avec un minimum global d’énergie, en obtenant ainsi un cristal. Si
l’abaissement n’est pas assez progressif, on obtient une structure avec des défauts. Ceci peut être conigé
par un réchauffement léger de la matière de façon à permettre une mobilité aux atomes qui finissent par
de retrouver une configuration plus stable. Ce réchauffement est connu sous le nom de
C
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Le recuit simulé cherche donc à imiter le processus précèdent dans la recherche d’un minimum glo
bal d’une fonction objectif. Il fait une analogie, d’une part, entre la fonction objectif C et l’énergie E
d’un solide et, d’autre part, entre un paramètre global de contrôle Trs (pseudo-température) et la tem
pérature de recuit T. À partir d’une solution initiale sO et d’une température initiale Trs0, l’algorithme
RS commence à explorer toutes les solutions en procédant par étapes. À chaque étape, l’algorithme
fait des transitions de la solution courante dans son voisinage N(s) (voir la section 2.3.3.2). Après une
transition, on mesure la variation AC de la fonction C. Si elle est négative (la fonction C diminue), alors
la nouvelle solution est acceptée, sinon (la fonction C augmente). la nouvelle solution est acceptée avec
une probabilité d’acceptation p. Cette acceptation est utilisée pour s’échapper des optima locaux, elle
est analogue à la phase du réchauffement (recuit) effectué pour corriger les défauts de la matière. La
probabilité d’acceptation p est basée sur la fonction de Boltzman (e’).
Après tin nombre de transitions Nrs jugé suffisant pour atteindre tout le voisinage de la solution
courante (toutes les configurations de la structure à cette température), la température est abaissée à
une température Trsk+1. selon une stratégie appelée schéma de décroissance de la telllpércttttre. Le
processus s’arrête lorsque l’on atteint la température de recuit (inférieure à une valeur arbitraire égale à
1) où quand l’évolution de ta solution n’est plus possible. Le résumé de l’algorithme de RS est donné par
la figure 2.5. L’utilisation de l’algorithme de RS nécessite la définition d’une ftrnction de transition afin
de parcourir l’espace de recherche et la spécification d’un nombre de paramètres. comme ta température
initiale, le critère d’acceptation de ta transition, le schéma de décroissance de la température. la longueur
de température et le critère d’arrêt.
2.3.3.2 Fonction de transition
Une transition est tine fonction qui associe à une solution s. une solution voisine s’ avec s’ C N(s),
où N(s) est le voisinage de s. La définition des transitions d’une solution est une tâche spécifique à la
nature du problème traité. Dans la littérature. il est conseillé de choisir des transitions qtii modifient
légèrement la solution Kirkpatrick et al.. t9831.
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RECUITSIMULE(Trs0,Nrs,...)
1 Choisir so t’ choisir une solution initiale
2 Trs — Trs0 initialiser ta température
3 SToP—faux
4 s’—50
5 MEILLEURS0L ‘— s0 initialiser la meilleure solution
6 tant que II0nSTOP
7 pour i 1 Nrs début du pas de température
8 Générer s’ E N(s) transiter daits le voisinage de s
9 C(s’) — C(s) calculer la variation de la fonction C
10 siAC<0
11 alors s ‘- s’ accepter la solution
12 sinon Générer un nombre aléatoire r E [0.1]
13 sir<e7T
14 alorss’—s’
accepter lct solution en utilisant
le critère de Met ropolis
15 si C(s’) <C(MEILLEuRS0L) alors MEILLEuRSOL s’
16 Trs — Œ.Trs abaisser la températttre
17 si critère d’arrêt alors STOP irai
1$ retourner MEILLEURSOL
FIG. 2.5 — Résumé cl ‘un algoritiune c/tt recuit simulé.
2.3.3.3 Température initiale
C’est le paramètre qui détermine le nombre de solutions qui vont être acceptées initialement. Il
doit être suffisamment éleé pour favoriser l’acceptation «un grand nombre de mauvaises solutions
(solutions avec valeur rIe C élevée). La aleur de la température initiale Tri0 est généralement choisie de
manière à avoir un taux «acceptation initial compris entre 50% et 80%. Par exemple Trs0 r. max(AC)
avec r» 1(= 10).
2.3.3.4 Schéma de décroissance de la température
La température est réduite progressivement au cours du processus selon une méthode de décrois
sance appelée schéma de décroissance ou encore schéma de rectal. Parmi les nombreux schémas de
recuit qui ont été proposés deux sont fréquemment utilisés. Le premier est de type géométrique. II
consiste à multiplier l’ancienne température par tine constante c positive inférieure à 1 (généralement,
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Œ est comprise entre 0,9 et 1, ce schéma est donné par:
Trsk+I = CI.Trsk.
Le deuxième est de type arithmétique. Il est défini par:
Trsk+I =Trsk—8,
avec O une constante positive.
D’autres schémas plus élaborés sont proposés, comme ceux d’Aarts et Van Laarhoven [1985].
2.3.3.5 Longueur de la température
C’est une traducnon de Ïeng!h ofthe temperature, ou longueur de pas, (noté Nrs dans l’algorithme
de la figure 2.5). Ce paramètre représente le nombre de solutions à visiter avant d’atteindre t’équilibre
thermique. En optimisation. c’est te nombre de solutions qu’on peut atteindre à partir de la solution cou
rante. La longueur de température est souvent fixée à une valeur déduite d’expériences préalables. Après
avoir eftèctué ce nombre de transitions, on change la température en utilisant le schéma de décroissance
de la température.
2.3.3.6 Critère d’acceptation des transitions
Les critères les pltis connus sont ceux de Metropolis t 1953] et de Glauber [19631. Chacun des deux





— Pour Glaubei. p
1 +eT
À noter que le critère de Glauber peut ne pas accepter les transitions qui diminuent le coût de la
solution.
2.3.3.7 Critère d’arrêt
Comme pour les autres paramètres. il existe plusieurs choix du critère «arrêt, les plus utilisés sont
ceux de Dolan et de ses collaborateurs [1990]. qui proposent de signaler la fin du processus soit lorsque
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la température sera inférieure à 1 ou après un nombre de décroissances (10 par exemple) de la tempéra
ture sans amélioration de la solution ou encore lorsque la probabilité d’acceptation devienne inférieure
à un certain seuil.
2.3.4 La recherche avec tabous
La recherche avec tabous (RI) a été proposée pour la première fois par Glover [1986]. Elle cherche
un minimum, ou un maximum, d’une fonction objectif C qui est définie dans un espace de solutions.
L’idée de base consiste à introduire la notion de mémoire dans la stratégie d’exploration des solutions.
En effet, pour éviter de tomber dans le piège d’optima locaux, le processus RI interdit de reprendre
des solutions récemment visitées. Il utilise pour cette raison une structure de mémorisation appelée liste
taboue dans laquelle on garde les traces, ou les attributs des solutions interdites dites taboues.
2.3.4.1 Principe de la recherche avec tabous
Dans la RI. le parcours de l’espace des solutions se fait comme celui du recuit simulé par le biais
des transitions de la solution courante. Une transition permet de passer d’une solution s à une autre s’.
On dit que la nouvelle solution est une voisine de la précédente. L’ensemble des solutions que l’on peut
atteindre à partir d’une solution s s’appelle le voisinage de s noté N(s). L’intention originale derrière la
liste taboue n’est pas d’empêcher une transition passée d’être répétée mais de s’assurer plutôt qu’elle ne
soit pas inversée pendant un nombre f d’itérations, où f est appelé longueur tic la liste tahotoe. Comme
le montre l’algorithme de la figure 2.6. inspiré de [Ferland et Costa. 20011, le processus dc la RI part
d’une solution initiale et d’une liste taboue vide. À chaque itération, une meilleure oisine s’ est choisie
dans un voisinage BON VoisiNs de la solution courante s. Chaque élément de BON VOISINS est obtenu
par une transition qui satisfait au moins l’une des deux conditions suivantes
— elle ne doit pas être taboue
— elle doit minimiser la fonction objectif C.
Par la suite, la meilleure solution et la liste taboue sont mises à jour (voir section 2.3.4.3). Le processus
se termine lorsqu’un critère d’arrêt est rencontré. Nous remarquons que cet algorithme utilise un critère
d’aspiration qui ne considère pas le caractère tabou pour une solution qui minimise la fonction objectif
C.
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L’utilisation de la RI nécessite la définition d’une fonction de transition qui permet de parcourir
l’espace de recherche et une stratégie de gestion de la liste taboue et une longueur maximale de cette
liste. Quant à la fonction de transition, elle est généralement de la même nature que celle utilisée dans
le recuit simulé. La gestion de la liste taboue et la spécification de sa longueur seront décrites dans les
paragraphes qui vont suivre.
REcHERcHEAvEcTABOus(....)






s i initialiser la meilleure solution
6 tantqnenonSTOP
7 Déterminer un sous-ensemble BON VOISINS C N(s) de
solutions obtenues par des transitions de s qui
minimisent Cou qui ne sont pas taboues.
8 Déterminer s’ E BON VOISINS tel que s’ — argmin {C(z)}
.sBoNVoIsINs
9
10 si C(s’) < C(MEuILLEURSOL) alors MEuILLEURSOL *— s’
11 Mettre à jour LISTTABOuE
12 si critère d’arrêt alors STOP vrai
13 retourner MEUILLEURSOL
FIG. 2.6 — Résumé d’un algorithme de km recherche avec tabous.
2.3.3.2 Longueur de la liste taboue
La longueur, ou taille é de la liste taboue, est à déterminer empiriquement. Elle dépend étroitement
du problème traité par la RI mais c’est une donnée primordiale. En effet, une liste trop petite peut
conduire à un cycle de solutions explorées qui va se répéter indéfiniment, alors qu’une liste trop grande
peut interdire des transitions intéressantes. En général, la liste taboue doit être maintenue à une longueur
minimale permettant d’éviter un cycle.
2.3.4.3 Gestion de la liste taboue
La liste taboue est une structure cyclique qui permet de garder taboue une transition pour un nombre
é d’itérations. Sa gestion consiste à lui ajouter. à chaque itération, les attributs associés à une transition
que l’on veut rendre taboue et à y supprimer des attributs associés à une transition que l’on veut autoriser
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après itérations d’interdiction. Si nous supposons que chaque transition t est réversible, alors il existe
une autre transition t telle que t’ (t(s)) = s. Dans ce cas, la liste taboue peut, par exemple, inclure
les transitions inverses (t) des transitions récemment utilisées (t). Ainsi, une transition t reste interdite
tant que sa transition inverse (t ) est dans la liste taboue. Une transition est supprimée de la liste taboue
après L itérations de son insertion.
D’autres stratégies de gestion de la liste taboue sont envisageables. Par exemple, dans une stratégie
on peut procéder à la mémorisation des meilleures solutions rencontrées afin d’extraire quelques pro
priétés communes pour définir les régions où la recherche est prometteuse. Dans ce cas, on rend taboues
toutes les transitions qui font sortir de ces régions. On appelle cette façon de procéder, stratégie d’in
tensification. Dans une autre stratégie, on mémorise les solutions les plus fréquemment visitées, ainsi
en rendant taboues certaines de ces transitions, on favorise les transitions les moins souvent utilisés. Il
s’agit d’une stratégie de diversification.
2.3.4.4 Critère d’arrêt
Le critère d’arrêt pour la recherche avec tabous est spécifié généralement sous la ftwme d’un nombre
maximale d’itérations ou en fonction «un nombre maximale Maxitc’r d’itérations consécutives sans
amélioration de la solution.
2.4 Conclusion
Afin de résoudre certains problèmes de prédiction de la qualité du logiciel, nous avons introduit
dans ce chapitre deux domaines importants qui trouvent beaucoup d’applications dans le génie logiciel
en général. Nous considérons que le domaine de l’apprentissage devient de plus en plus utilisé dans
la construction de modèles prédictifs de la qualité. Cette utilisation est importante car elle permet aux
concepteurs de disposer de diverses alternatives atix méthodes paramétriques de construction de mo
dèles. Dans ce travail, nous explorons les utilisations de l’apprentissage dans le domaine de la qualité
du logiciel, en particulier dans le chapitre 3. Le deuxième domaine introduit est celui de l’optimisation
que nous allons utiliser pour améliorer la prédiction. Les techniques et les concepts de ce domaine sont
redéfinis et adaptés selon les particularités du problème de la prédiction de de la qualité du logiciel que
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nous traitons. Enfin, les formalismes et les notations empruntés à ces deux domaines seront utilisés à
travers les chapitres de cette dissertation.
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Chapitre 3
Evaluation et prédiction de la qualité du
logiciel
3.1 Introduction
Dans ce chapitre, nous donnons un aperçu du domaine de la qualité du logiciel. L’étude de ce do
maine comprend plusieurs centres d’intérêts. La prédiction de la qualité constitue l’intérêt principal de
ce travail, auquel nous accordons une place importante dans ce chapitre. En effet. nous commençons
dans la section 3.2 par une présentation de certaines déhnitions relatives aux différents points de ne de
la qualité du logiciel. Par la suite dans la section 3.3. la métrologie est présentée comme la pierre angu
laire de la qualité du logiciel, nous l’abordons à travers ses principaux avènements, une classihcation et
une validation des métriques. Une troisième section survole l’évaluation et la modélisation de la qualité
par l’intermédiaire d’une description sommaire des modèles les plus connus de la qualité comme. ceux
de McCall et de Boehm. Le reste du chapitre est consacré à l’étude de la prédiction de la qualité. Ainsi,
nous présentons différentes approches de modélisation de la qualité utilisées dans l’objectif de prédire
certains caractéristiques et comportements du logiciel, comme le coût et la habilité. Dans cette partie du
chapitre (à partir de la section 3.5), le regroupement, ou le mariage, entre le génie logiciel et l’appren
tissage constituera également un intérêt de cette dissertation. Une contribution marquant notre étude
de la prédiction est présentée dans la section 3.5.4.2. Elle a comme objet la proposition d’un ensemble
de critères d’évaluation des modèles de prédiction. La section 3.6 survole les techniques de construc
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tion de modèles prédictifs, un champ de recherche qui semble être la direction la plus empruntée par
les chercheurs en prédiction de la qualité du logiciel. Nous dégageons par la suite, dans la section 3.7,
une classification des problèmes de la prédiction selon différents points de vue. Enfin, une esquisse
d’approches d’amélioration de la prédiction est donnée dans la section 3.8.
3.2 Qualité du logiciel
Lalualité est en général une notion ambigué: cette ambiguïté réside dans la multitude de ses défi
nitions employées dans chaque domaine. Selon Kan [1995J. cela peut être attribué à plusieurs tacteurs
car, la qualité est multidimensionnel. Elle dépend. en fait, de la nature de l’entité étudiée, de son en
vironnement et de ses attributs. Dc plus, le terme « qualité » fait partie de notre langage quotidien et
sa popularité engendre plusieurs connotations (compréhensions) du terme qui peuvent être différentes
de son utilisation professionnelle et scientifique. Différentes dimensions de la qualité sont résumées par
Garrin 119841 en cinq vues à partit desquelles il décrit la qualité:
— la vue transcendantale: la qualité est quelque chose qu’on peut reconnaître, mais qu’on ne peut
C pas définir;—
— la vue d’utilisateur: la qualité est la force apparente du produit pour réaliser des fr)nctiOns;
— la vue de fabrication : la qualité est la conformité aux spécifications
— la vue du produit: la qualité est attachée aux caractéristiques intrinsèques du produit. c’est la vue
la plus évoquée par les experts de la qualité du logiciel
— la vue basée sur la valeur: la qualité dépend des coûts du produit.
Dans le domaine des logiciels, cette confusion est limitée. Cependant, la qualité d’un logiciel est sou
vent définie dans un sens étroit comme l’absence de « bogues » dans le produit logiciel. Cette définition
rejoint la notion de conformité, car un logiciel ayant des défauts est non conforme aux spécifications,
mais elle ne mesure pas la satisfaction du client vis-à-vis de certains aspects, comme la facilité d’utili
sation et de maintenance, la clarté de la documentation, etc. Une définition claire et juste de la qualité
demeure encore un souci pour la communauté du génie logiciel. Deux voies de recherche sur la qualité
sont généralement empruntées. Dans la première on s’occupe de la qualité du processus de développe
ment du logiciel et on croit que la qualité de ce dernier détermine la qualité du produit logiciel. Dans la
C
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deuxième on juge qu’un bon processus ne garantit pas un bon produit et que la qualité de ce dernier est
plutôt déterminée par un ensemble de propriétés intrinsèques contenues dans le produit.
Selon une troisième perspective, Kitchenham et Pfleeger [19961, en analysant la question « qu’est ce
qui distingue un bon logiciel d’un mauvais », soulignent que le contexte aide à déterminer la réponse. En
effet, les fautes tolérées dans un logiciel de traitement de textes ne sont pas acceptées dans un système
de contrôle de sécurité d’un avion. Par conséquent. ils suggèrent que la qualité doit être considérée au
moins de trois façons: la qualité du produit, la qualité du processus qui engendre le produit et la qualité
du produit dans le contexte d’environnement où il sera utilisé.
3.2.1 Qualité du produit
Si on demande û différentes personnes d’indiquer les caractéristiques d’un produit logiciel qu’elles
jugent importantes pour sa qualité, il est très probable que leurs réponses soient différentes. Cela est
dû au fait que l’importance des caractéristiques dépend du prohl de la personne qui analyse le produit.
En effet, l’utilisateur croit que la qualité réside dans la capacité du logiciel de faire ce qu’il veut et
d’une manière simple (facilité d’utilisation). Il privilégie ainsi, les caractéristiques externes du produit.
C Cependant, un produil logiciel est jugé aussi par d’autres acteurs, comme celui qui le conçoit, celui qui
l’implémente et celui qui fait sa maintenance après le codage et pendant Tamise en opération. Ces acteurs
voient la qualité à travers des caractéristiques internes dti produit logiciel, avant même son achèvement
[Pfleeger. 1998].
Des modèles de qualité sont construits pour relier certaines caractéristiques internes avec des carac
[éristiques externes qui peuvent représenter Ta vue de l’utilisateur ou celle dti développeur du logiciel.
Par exemple. le modèle McCall. construit par McCall et ses collègues en 1977. montre comment les
facteurs externes de la qualité sont reliés aux critères de la qualité de produit IMcCall et Walters. 1977]
(voir section 3.4.2.1).
Le modèle ISO 9126 est un standard de la qualité du produit grandement utilisé depuis sa création
au début des années 80. I] est inspiré du modèle de McCall. En plus de l’organisation hiérarchique
des différentes caractéristiques de la qualité du produit (voir T’annexe A), le modèle ISO 9126 offre
un ensemble de définitions et de termes usuels pour l’évaluation de la qualité du produit logiciel [ISO.
2003]. Plus de détails surie standard ISO 9126 sont donnés dans la section 3.4.2.3.
C
GCHAPITRE 3. ÉvALuATIoN ET PRÉDICTION DE LA QUALITÉ DU LOGICIEL 35
3.2.2 Qualité du processus
L’intérêt pour la qualité du processus découle du fait qu’un produit logiciel peut rencontrer des pro
blèmes sérieux, parce que certaines activités lors de son développement, sont négligées ou mal exécu
tées. Plusieurs chercheurs croient que la qualité du processus de développement et celui de maintenance
est aussi importante que la qualité du produit. L’avantage d’améliorer la qualité d’un processus est de
pouvoir améliorer en même temps la qualité des logiciels produits.
De la même manière que pour la qualité du produit, des modèles d’amélioration du processus logi
ciel et d’évaluation de ses capacités sont proposés, comme CMM (Capabihty Maturit Mode!) et SPICE
(Software Proce.s Improiement anci Capabilty dEterinination) [Pressman, 1996].
3.2.3 Qualité dans un contexte d’environnement commercial
Ce niveau de la qualité du logiciel est proposé par Kitchenham et Pfleeger [1996]. Il essaie de
montrer un autre coté du logiciel rarement analysé, à savoir, la qualité des services que le logiciel fournit
dans le milieu économique où il est exploité. Il s’agit de la valeur économique d’un logiciel tSimrnons,
1996]. Cette proposition vient de l’idée qui suppose que l’amélioration technique (la qualité technique
dtt processus ou du produit) est traduite en valeurs économiques. plus de détails sont disponibles dans
[Pllee2er. 199$].
3.3 Métrologie logicielle
L’utilisation des mesures est tndamentale dans toutes les disciplines de l’ingénierie et de la science.
En particulier, le fait d’assigner un descripteur ou une représentation numérique aux quantités et aux
qualités relatives à un processus. à une ressource de développement ou à un produit logiciel offre trois
avantages:
1. Le contrôle: gérer un processus revient en grande partie à le contrôler au travers des indications
issues d’une activité de mesure. La métrologie fournit une base pour mesurer et comparer les
solutions alternatives [DeMarco. 1982].
2. L’évaluation: les mesures permettent d’acquérir une aptitude pour évaluer l’état d’un proces
sus ou d’tin produit. La métrologie offre la possibilité d’identifier les tendances, les règles et la
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capacité de formuler des jugements.
3. La prédiction: la métrologie peut être utilisée pour prédire des valeurs futures d’attributs qui
sont a priori inconnues, ce qui permet d’aider à la prise de décisions futures. C’est dans cette
perspective que la modélisation de la qualité s’insère (voir section 3.5).
Plusieurs sujets sont reliés à la métrologie logicielle. Dans cette section, nous allons aborder les plus
importants d’entre eux d’une manière sommaire, en indiquant les références correspondantes. Ainsi,
après avoir donné quelques définitions utiles en métrologie, nous présentons les principaux avènements
de l’histoire de la métrologie logicielle, une classification des métriques, le paradigme GQM pour la
dérivation de métriques et enfin nous survolons la validation des métriques.
3.3.1 Définitions
Définition 3.3.1 Mesurage:
Selon JSO/IEC 9126 /2003], c’est l’opération qui consiste à affecter une valeur à un attribttt d’une
entité clatis le inonde réel, de sorte (lite cette fiernière soit bien représentée.
Selon Zuse [19981. le mesurage est le processus d’attribution empirique et objective de nombres aux
propriétés d’objets et «événements du monde réel qui permet leurs descriptions.
Définition 3.3.2 Mesure:
Selon lSO/IEC 9126 f 2003], une mesure est le nombre ou ict catégorie assignée à tin attribut d’une
entité après taie opération de mestircige (voir cléfininon 3.3.4).
Définition 3.3.3 Métrique:
Selon ISO/IEC 9126 /2003] on définit une métrique de qucilité dit logiciel comme une échelle quant ita
tive et une méthode qtd peuvent être employées pottr déterminer la valeur que prend um attribut d’tme
entité cl’ttn produit logiciel spécifique.
Définition 3.3.4 Métrologie:
C’est ici science des mesures. Elle s’occttpe de ici préparation et de l’exécution des opérations de
mesurage afin de garantir des résultcits fiables. La métrologie permet notamment de choisir ici méthode
de mesurage appropriée en ce qui concerne la précision recherchée et la praticjue des opércitions de
mmtestt rage de (otite omgcimi isation.
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3.3.2 Principaux avènements de la métrologie logicielle
L’histoire des métriques logicielles a commencé dans les années soixante, quand les modèles Delphi
d’estimation du coût sont apparus [Nelson, 1966; Helmer, 1966]. Cette histoire est parcourue à travers
des avènement que nous jugeons importants. Nous commençons cette histoire à partir du début des
années 70 et nous attribuons un titre à chaque avènement.
3.3.2.1 Métrique de « nombre de lignes de code» (LOC)
La métrique la plus ancienne et utilisée jusqu’à nos jours est LOC (nombre de ligne de code). En
1974. Wolverton était l’auteur de l’un des premiers essais de mesure de la productivité [Wolverton, 1974]
utilisant LOC. Cette mesure était aussi utilisée comme un « prédicteur » de la habilité et de la faci]ité
de la maintenance [Sheppard. 1993]. Probablement à cause de sa simplicité et de sa large utilisation
(selon Zuse [1998], il y a plus de dix milles articles scientifiques qui mentionnent cette métrique), elle
fait l’objet de nombreuses critiques, voit par exemple [Fenton et Neil, t999aJ.
3.3.2.2 Métriques connues en physique versus métriques logicielles
Au milieu des années 70. certains termes comme Ici physique dit logiciel (par Kolence [1975]) et la
science du logiciel (par l-Ialstead 119771) étaient crées pour introduire des méthodes scientifiques pour
manipuler les propriétés et les structures des programmes. La théorie de Kolence a tenté de faire des
rapprochements entre certaines métriclues connues en physique. comme celles de performance. celles
de disponibilité «un système. etc. et certaines métriques de gestion du développement de logiciels,
comme la productivité, le coût i” cinité de service, et les budgets.
3.3.2.3 Métriques de McCabe et dc Halstead
Dans la deuxième moitié des années 70, on a vécu l’apparition des métriques de McCabe [1979] et
de Haistead 11977]. McCabe définit la complexité cvcloniaticjtte d’un programme comme une métriqtie
dérivée de la théorie des graphes qui soit égale au nombre minimal des chemins dans le graphe de flots
de contrôle. Halstead montrait que l’effort estimé, la durée de développement, la difficulté et la longueur
des programmes. peuvent être calculés en fonction du nombre d’opérateurs, du nombre d’opérandes et
du nombres d’utilisalions de ces derniers [Halstead. 1977].
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3.3.2.4 Points de fonction d’Albrecht (Pf)
Aibrecht [1979] proposait sa méthode de mesurage de la production de logiciel, basée sur les fonc
tions « utilisateurs >. Cette méthode n’avait pas les inconvénients du comptage du nombre de lignes de
code. Plus tard en 1986, l’IFPUG (International Function Point Users Group) a été fondé pour veiller
sur la plus large diffusion de la méthode de comptage de points de fonction, tout en garantissant son
adéquation aux besoins des utilisateurs.
3.3.2.5 Techniques de mesurage et unités des mesures logicielles
Vers la fin des années 70 et au début des années 80, la communauté des métriques a commencé à
chercher plus de rigueur dans les techniques de mesurage logiciel. Curtis [19801 a écrit: « Plus nos tech
niques de mesurage sont rigoureuses, plus un modèle théorique peut être complètement testé et calibré.
Ainsi, le progrès sur une base scientifique en génie logiciel est tribtitaire d’un mesurage amélioré ». En
1981. Flanison a proposé une nouvelle technique de mesure de la complexité, basée sur la composition
du graphe de flots. La même année, Troy et ses col]ègues proposèrent un ensemble de 24 mesures éva
luant plusieurs aspects comme la modularité, la taille, la complexité, la cohésion et le couplage d’un
logiciel. À la même époque. Joncs [1978]. l’un des pionniers de la métrologie logicielle, s’est intéressé
aux unités de mesures logicielles.
3.3.2.6 Métriques de conception
Henry et Kafura ont proposé. en 1981. une mesure dans le bLit d’analyser la complexité des concep
tions de grands systèmes logiciels appelée « métrique d’interconnectivité ». Cette métrique est basée sur
la multiplication des métriques fan-in et fun-out
L’importance de la cohésion et du couplage dans la compréhension d’un logiciel a poussé plusieurs
chercheurs comme Emerson [1984] et Weiser [1982; 19841 à leur trotiver des métriques. Dans cette
même optique plusieurs travaux ont eu la cohésion pour objet principal tDhama, 1994; Selby et Porter.
1988; Ottenstein et Thuss. 1989; Ottenstein et Thuss. 1991; Ottenstein. 1992; Briand et al.. 2000].
Genero. Piattint et Calero ont distingué une insuffisance dans les métriques qui mesures les aspects
fan-in et fanout Sont déterminées partir du graphe d’appel de modules d’un programme. Elles désignent respectivement
le nombre d’arcs entrants et le nombre d’arcs sortants d’un module (voir [Zuse, 19981).
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relationnelles dans la conception comme les agrégations, les associations et les dépendances. Ils ont
proposé un ensemble de métriques couvrant ces aspects à différents niveau de granularité: (au niveau
classe et au niveau package). Ces métriques utilisent les concepts de UML et sont jugées utiles dans le
choix entre les alternatives des diagrammes de classes [Genero et al., 2000].
3.3.2.7 Modèle COCOMO
Boehm [1981] a proposé le fameux modèle COCOMO (COnstructive COst MOdel) d’estimation de
l’effort, du coût et de l’échéancier du développement d’un projet logiciel à partir de sa taille estimée en
nombre de lignes de code.
3.3.2.8 Métriques orientées objet
À la fin des années $0, des métriques analysant la programmation orientée objet (00) sont créées
[Rocacher, 1988]. Les métrIques 00 sont basées généralement sur l’arbre d’héritage. En 1989, Monis
[1989] a défini neuf métriques permettant de décrire différentes propriétés dans un programme 00 le
nombre de méthodes de classe, le nombre de dépendances d’héritage, le degré de couplage entre objets,
C le degré de cohésion d’objets, l’effectivité d’un objet, le degré de réutilisation, ]a complexité moyenne
des méthodes, la granLilarité d’une application et l’effectivité de factorisation.
Au début des années 90. Chidamber et Kernerer [19941 ont proposé un ensemble de métriques 00.
qui sont maintenant très utilisées. Cet ensemble comprend: WMC (Weighted Method Per Cltiss), DIT
(Depth 0f Interitence Trce), NOC (Number of Ckiss), CBO (Complving Between Classes), NOMCMC
(Niiniber of Other Methods Called bv u Method of Ctass) et LCOM (Lack of cohesion ct!Ilo!lg Mcthod).
Ces métriques sont évaluées sur des programmes écrits en Smalltalk. PlusieLtrs autres travaux effectués
durant les années 90 ont proposé différentes métriques 00. comme les métriques de Briand [1997J,
celles d’Abreu [1993] et d’autres tLake, 1994: Taylor, 1993J.
3.3.2.9 Métrique de base de données
Calero et ses collaborateurs ont proposé en 2001 un ensemble de métriques structurelles pour me
surer différents aspects d’une base de données relationnelles à objets. Parmi ces métriques notis citons
TS (Table Site). DRT (Depth ofReferenrial Tree) et NSC (iVtmiber ofShured Classes). Ces métriques
C
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sont jugées pertinentes pour l’estimation de facilité de compréhension et de facilité de maintenance de
la base de données de données relationnelles à objets [Calero et al., 20011.
3.3.3 Classification des métriques
Plusieurs classifications des métriques sont proposées dans la littérature [Pfieeger, 1998]. La plus
adoptée est celle de Fenton [1997]. En effet dans cette dernière, les métriques du logiciel se classent
parallèlement au classement des entités qu’elles mesurent. Par conséquent on en distingue trois classes:
les métriques de produit. les métriques de processus et les métriques de ressource. Pour chaque type
d’entités (produit, processus et ressource), on distingue deux types d’attributs : les ctttribttts internes et
tes cittributs externes. Les attributs internes d’un processus, d’un produit oti d’une ressource sont ceux
qui petivent être mesurés sur l’entité proprement dite, indépendamment de son environnement, alors que
les attribtits externes sont ceux qui peuvent être mesurés en considérant les relations entre l’entité et son
environnement (son comportement vis-à-vis de l’environnement). Par exemple. selon lSO/IEC 1459$
[20001 partie 3, tin attribut interne d’un produit logiciel est une propriété mesurable d’une entité qui petit
être dérivée purement en terme de l’entité elle-même. Selon le même standard, tin attribut externe est
une propriété mesurable d’une entité qui peut être seulement dérivée en considérant comment l’entité
est reliée à son environnement.
3.3.3.1 Métriques de processus
Ce sont les métriques qui sont généralement reliées une activité ou au processus. Elles com
prennent la durée d’tine ou de plusieurs activités du processus. les efforts correspondant aux activités.
le nombre et les types d’incidents survenus au cours des activités dti processus, etc.
3.3.3.2 Métriques de produit
Ce sont les métriques qui mesurent les attributs d’un produit. Ce dernier peut être toute entité pro
duite au cours du processus par une ou plusieurs activités : document, prototypes, spécification. concep
tion, test, code, produit final, etc. Ces métriques comprennent d’une part, les métriques d’attributs in
ternes comme la taille, la complexité, le couplage, la cohésion, la structure et. d’autre part. les métriques
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d’attributs externes comme la habilité, la facilité de maintenance, la facilité de réutilisation, l’intégrité,
la stabilité, la facilité de compréhension.
3.3.3.3 Métriques de ressource
Ce sont des métriques qui mesurent les attributs des ressources employées dans la production du
logiciel. Elles comprennent les attributs relatifs au personnel, aux matériaux, aux outils et aux méthodes,
etc. comme la taille de l’équipe de projet, le nombre d’individus impliqués dans le test, le coût de l’outil
AGL2 de test, l’expérience du personnel, etc.
3.3.4 Dérivation des métriques: le paradigme GQM
Goal Questions Metrics (GQM) est un paradigme qui ihurnit un cadre de dérivation des mesures.
Basili a proposé ce paradigme avec ses collègues après avoir remarqué que beaucoup de métriques sont
créées parce qu’elles sont faciles à mesurer et non pas parce qu’on en a besoin [Basili et PetTicone,
1984]. L’approche GQM, comprend trois étapes:
1. Spécitier les objectifs majeurs du développement ou de la maintenance.
2. Déri’er de chaque objectif les questions qui doivent être répondues de manière à savoir à quel
degré l’objectif est atteint.
I Décider qu’est-ce qu’on doit mesurer pour répondre aux questions de l’étape 2.
3.3.5 Validation des métriques
Dans le passé. il n’y avait pas de validation rigoureuse des métriques logicielles, on comptait sur la
crédibilité de celui qui proposait la métrique. Avec l’effbrt de certains chercheurs, comme Zuse [199$]
et Fenton [1997], la validation a prts d’autres formes plus rigoureuses et scientitiques. En général, la
validation d’une métrique logicielle est le processus qui permet de s’assurer que celle-ci est une carac
térisation numérique propre de l’attribut voulu en montrant que certaines conditions sont satisfaites. Par
exemple. la longueur d’un programme est mesurée d’une manière valide si certaines notions intuitives
ne sont pas contre-dites. En effet, si on concatène deux programmes P1 et P, une notion intuitive se-
2. Atelier de Génie Logiciel.
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fait d’avoir une métrique L qui satisfait L(P1 P) = L(P) + L(P2), et si Pi est plus long que P2, alors £
satisfait £(P1) > t(P2). On dit aussi que la condition de représentation de £ doit être satisfaite.
Ce type de validation est basé sur la théorie de la mesure qui n’est pas spécifique au domaine
du logiciel. Son objectif est de s’assurer que la métrique utilisée reflète bien te comportement et les
propriétés de l’entité dans le monde réel.
Certains chercheurs jugent que la validation fondée sur la théorie de la mesure est insuffisante, elle
est plutôt interne. Ils s’attendent à une validation qui vérifie que la métrique fait partie d’un système
de prédiction. Fenton dit qu’une métrique est valide dans le sens large, lorsqu’elle remplit, à la fois, les
deux conditions suivantes
1. Avoir une validité interne qui reflète fidèlement l’attribut à mesurer.
2. Être un composant d’un système valide de prédiction.
Cette manière de valider une mesure est aussi supportée par d’autre chercheurs comme Zttse [199$j.
Briand [2000] et El Emam [2000]. Cependant, elle teste problématique. faute d’un accord de la com
munauté des métriques logicielles sur ce que c’est qu’une métrique valide, cohérente et complète. C’est
ce qu’écrivait Kitchenham [1995] et qui a été repris par El Emam [2000] lorsqu’il a proposé une métho
dologie de vatidalion comportant trois phases : la planification, la modélisation statistique et la post
lflOdéliscltio!l ».
Compte lenu de ce qui précède. la validation des métriques peut êlre Ihéorique ou empirique. Dans
ce qui stnt nous allons donné une description sommaire des deux formes de validation.
3.3.5.1 Validation théorique
En général. pour s’assurer de la validité des métriques, plusieurs chercheurs proposent des en
sembles de propriétés qtie les métriques doivent satisfaire. Ces propriétés sont aussi appelées axiomes
[Cherniavsky et Smith, 19911. Par exemple, la complexité doit être reliée à taille: est un axiome que
la métrique de la complexité doit satisfaire. Deux inconvénients majeurs de cette approche axiomatique
sont notés dans la littérature IPoels et Dedene, 1997], il s’agit de l’incohérence dans certains ensembles
de propriétés et de l’insuffisance des propriétés proposées. Par conséquence. une métrique peut être
valide vis-à-vis d’un ensemble de propriétés mais invalide en considérant un autre ensemble.
Briand. Morasca et Basili [1996] ont proposé un ensemble de propriétés qui couvrent tine large
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gamme de métriques comprenant la taille, la longueur, la complexité, la cohésion et le couplage. Briand
et ses collègues ne prétendent pas que cet ensemble de propriétés est suffisant pour valider les mé
triques, en revanche, toutes les propriétés proposées sont nécessaires et peuvent être utilisées pour mon
trer qu’une métrique est invalide. Us affirment par ailleurs que l’ensemble de propriétés proposées est
générique et non contradictoire avec des ensembles d’axiomes formulés par des recherches précédentes.
Briand. Morasca et Basili ont relié explicitement leurs propriétés avec les concepts existants de la théo
rie de mesure et ont invité les chercheurs à étendre et à raffiner les propriétés proposées pour converger
vers une théorie de mesure plus complète.
Poels et Dedene [19971 voient que le framework mathématique proposé par Briand et ses collègues
[19961 n’est pas assez précis pour garantir une interprétation non ambigué des définitions des propriétés.
Particulièrement pour les propriétés reliées à I’additivité3, il existe un nombre d’incohérences qui pour
raient avoir comme conséquences la confusion et l’empêchement de l’évolution du iramework. Selon
Poels et Denene. ces incohérences peuvent être regelées en enlevant l’ambiguïté dans les définitions de
certaines propriétés présentées dans [Briand et al.. 19961. Poels et Dedene croient que pour atteindre un
consensus sur une théorie universelle de mesure de logiciel, la relation entre les métriques et leurs pro-
Ç priétés d’additivité doit être encore clarifiée. Ils proposent une solution pour enlever l’ambiguïté dans
les définitions en introduisant une métrique dont ]‘échelle est ordinale qui évalue la force de connexion
entre les modules dc logiciel et en reliant cette échelle aux propriétés d’additivité.
3.3.5.2 Validation empirique
Un autre volet de la validation des métriques est celui de la validation empirique. Cette validation est
critique pour le succès de toute activité de mesure [Kitchenham et aL. 1995; Fenton et Pfleeger. 199?J.
Quand on valide empiriquement une métrique, on essaye de répondre à la question suivante; est ce que
la métrique est utile dans un environnement particulier de développement étant donné un but derrière
la définition de la métrique. Selon Briand et ses collègues [1995J, dans un contexte donné, la métrique
d’un attribut interne particulier est utile si elle est reliée à une métrique d’un certain attribut externe de
l’objet étudié. Par exemple, une métrique de la complexité est toujours définie par rapport à un certain
3. Considérons par exemple les propriétés de complexité liées à l’additivité. L’additiviié revient à poser la question suivante
est ce ciue la complexité d’un système composé de deux entités de logiciel (par exemple, segments de programme, modules,
objets de classe) est égale à la somme des complexités des ditlérentes entités
o
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attribut externe comme la propension à engendrer des erreurs ou l’effort.
La validation empirique nécessite les trois étapes suivantes
1. Collecte des données sur la métrique externe de la qualité et les métriques internes du produit
concerné. Ceci nous permettra de déterminer une certaine relation statistique entre les deux types
de métriques.
2. Identification des échelles des métriques internes et externes d’attributs. Ceci détermine jusqu’à
un certain niveau les types d’analyse de données à effectuer.
3. Sélection des mécanismes adéquats pour l’analyse et la modé]isation des relations qui existent
entre les métriques.
3.4 Évaluation et modélisation de la qualité
Uévaluation de la qualité d’un produit logiciel revient à savoir mesurer ta présence de certains
attributs dans ce produit. Ces attributs qualifiés d’externes, sont ceux qui informent sur le comportement
du produit logiciel dans son environnement. Par exemple, s’il s’agit du code source, alors la fiabilité
est un attribut externe qui décrit un certain comportement vis-à-vis de la machine et de l’utilisateur.
formant ensemble. l’environnement du code. Un attribut externe n’est autre qu’une vue de la qualité du
logiciel [Fenton. 19911. S’intéresser séparément à chacune des vues de la qualité est aussi un moyen de
contourner la subjcctivité de sa définition. Étudier un seul attribut externe permet de rendre la notion de
la qualité moins abstraite.
1-labituellement. on mesure et on analyse certains attributs internes, parce qu’ils sont des « prédic
teurs » (bons indicateurs) d’attributs externes. Cette façon de mesurer la qualité apporte deux avantages:
premièrement tes attributs internes sont disponibles dans les phases précoces du cycle de vie d’un lo
giciel, alors que les attributs externes ne sont mesurables que si le développement du logiciel est au
moins, achevé. Deuxièmement, les attributs internes sont plus faciles à mesurer grâce à leurs définitions
précises qui impliquent uniqciement le produit.
Dans le processtis d’évaluation de la qualité, on commence par choisir des attributs particuliers de
la qualité qui reflètent un intérêt donné, par exemple, fonctionner sans avoir de défaillances. Il s’agit
d’un comportement définie par tin attribtit externe qui est la fiabilité. Par la suite, on cherche à mesurer
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cet attribut après avoir trouvé des relations qui l’expriment en fonction des attributs internes plus faciles
à mesurer et disponibles a priori (tôt dans le cycle de vie du logiciel). Le produit de ce processus est
capturé dans un modèle qui regroupe ces attributs (internes et externes) et ces relations. Ce processus
s’appelle la modélisation de la qualité.
3.4.1 Approches de modélisation de la qualité
Un modèle de qualité du logiciel exprime généralement une relation entre des attributs internes et
des attributs externes d’un produit logiciel. Il est un moyen de vulgariser la ou les vues de la qualité qu’il
exprime, et ceci par la combinaison d’attributs plus simples à mesurer. Un modèle est d’autant plus ac
cepté que la relation qu’il exprime est compréhensible. Le type de cette relation dépend primordialement
de l’approche selon laquelle le modèle est construit et par la suite présenté. Fenton [19971 voit que les
modèles de qualité d’un produit logiciel sont construits selon Fune des deux approches suivantes
— l’approche basée sur les modèles connus pour évaluer la qualité, on accepte la décomposi
tion offerte par le modèle prédéfini ainsi que la tiçon avec laquelle on combine les métriques
élémentaires pour calculer les valeurs des critères et des facteurs désirés.
— l’approche basée sur les modèles adhoc dans cette approche. l’utilisateur adopte la philosophie
générale de la décomposition dc la qualité en plusieurs attributs. Mais il définit sa propre façon
de décomposer les attributs et de combiner les métriques. Cette taçon permet plus de flexibilité et
plus d’adéquation entre les modèles et les spécificités des produits.
3.4.2 Approche basée sur les modèles connus
Dans cette section, nous nous intéressons aux modèles de la qualité qui ont connu une acceptation
dans la communauté du génie logiciel et qui prétendent représenter les différents aspects de la qualité.
Parmi ces modèles, nous présentons le modèle de McCall [l977J. le modèle de Boehm [19781 et le
modèle standard de la qualité ISO/IEC 9126 [20031. Par la suite, nous donnons une brève description
d’une approche de modélisation de la qualité proposée par Drorney qui tente d’apporter des solutions i
certaines limitations des modèles connus.
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3.4.2.1 Modèle MeCail
Ce modèle présente trois vues de l’utilisateur concernant un produit appelées respectivement, l’opé
ration du produit, ta révision dit produit et ta transition du produit. Les trois vues sont décomposées en
onze facteurs de qualité. En général, ces facteurs sont des attributs externes. Ces facteurs sont décom
posés à leur tour en un ensemble de critères (23 au total) et chaque critère est associé à un ensemble de
métriques (41 au total). Ces décompositions permet de présenter les caractéristiques de la qualité d’une
manières hiérarchique. La figure A.1 dans l’annexe A donne tine vue de ce modèle. Pour illustrer l’as
pect opérationnel du modèle de McCall, nous allons nous intéresser à un critère en particulier: Ainsi,
pour mesurer la complétude (completeness), on doit vérifier une liste prédéfinie de conditions et compter
combien sont applicables par phase de cycle de vie d’un logiciel: Spécification (S). Conception (C) et
Implémentation (1). La liste des conditions pour la complétude est la suivante.
1. Des références non ambigus (entrée, sortie, fonction) [S, C. 11.
2. Toutes les références de données (variables ou références directes à des adresses au moyen de
pointeurs) sont définies, calculées ou lues de l’extérieur [S, C. I].
3. Toutes les fonctions définies sont utilisées f5. C. J].
4. Toutes les fonctions utilisées sont définies [S, C. Il.
5. Toutes les conditions et tous les calculs utilisés à chaque point de décision sont définis [S. C. If.
6. Totis les paramètres d’appels formels et effectifs sont conformes [C, I].
7. Tous les problèmes de report sont résolus [S, C. I].
8. La conception est conforme aux besoins [C].
9. L’implémentation est conforme à la conception [1].
Il y a six conditions qui s’appliquent à la spécification, huit à la conception et huit à l’implémentation.
La mesure de la complétude est égale à:
I f le nmnhre de répon.se ,ruj pour S + le nombre de réponse.s mi pou, C + le nombre de te poni e.v 11ti? poil! I35 6 8 8
Les autres critères sont calculés de la même manière. Des pondérations pouffaient éventuellement être
associées aux réponses.
CCHAPITRE 3. ÉvALuATIoN ET PRÉDICTION DE LA QUALITÉ DU LOGICIEL 47
3.4.2.2 Modèle de Boehm
Le modèle de Boehm est similaire à celui de McCall du point de vue de la représentation hiérar
chique des caractéristiques de la qualité. Boehm intègre dans son modèle non seulement ]es besoins et
les attentes de l’utilisateur mais également les caractéristiques de la performance du matériel. En ef
fet, à travers son modèle, Boehm affirme que la qualité d’un logiciel réside dans le fait qu’il satisfasse
les utilisateurs et les programmeurs impliqués dans le cycle de vie de ce logiciel. Le modèle insiste
sur l’utilité générale du logiciel en s’appuyant sur les affirmations de Boehm et de ses collègues qui
considèrent qu’un logiciel doit être avant tout et pour tout utile. Cette utilité générale est décomposée
en trois caractéristiques (vues de la qualité). Chacune est associée à un type d’utilisateurs: l’utilité as
sociée à l’utilisateur original pour lequel le logiciel est initialement développé, la portabilité concerne
l’utilisateur intéressé sous réserve d’une adaptation à son environnement et la facilité de maintenance
recherchée par Je programmeur qui fait les modifications et les adaptatïons du logiciel. Les trois vues de
la qualité sont à leur tour décomposées en un nombre de caractéristiques comme le montre la figure A.2
dans Fannexe A.
3.4.2.3 Modèle standard de la qualité ISO 9126
Au début des années $0. la communauté de la qualité du logiciel a manifesté une volonté de créer un
seul modèle de qtialité qui regrouperait les différentes viles de la qualité et qui deviendrait tin standard
universel. L’avantage d’un tel modèle est de faciliter la comparaison des produits. Le fruit de cette
tentative a été le standard ISO 9126. Cest un modèle hiérarchique dérivé de celui de McCall et composé
de six facteurs de qualité : Ïafonctioiinati!é. la fiabilité. l’efficacité. la icilité cl’iniliscitio,i, la facilité de
mamtencince et la ponctbilité. Le standard prétend que ces six facteurs couvrent tous les aspects de la
qualité, c’est-à-dire qu’on peut décrire n’importe quels composants de la qualité d’une manière ou d’une
autre, en utilisant un ou plusieurs de ces facteurs. Chaque facteur (ou caractéristique) peut être décrit
par un nombre de sous caractéristiques (voir la figure A.3 dans l’annexe A). Par exemple, la fiabilité
est définie comme « l’ensemble des attributs portant sur l’aptitude du logiciel à maintenir son niveau de
service dans des conditions précises et pendant une période déterminée ». Les sous caractéristiques de
]a fiabilité sont: la maturité, la tolérance aux fautes et la facilité de récupération.
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3.4.2.4 Limitations des modèles connus et framework de Dromey
Les modèles connus présentés dans les sections précédentes fournissent une aide précieuse pour la
définition des attributs et pour la simplification des aspects abstraits de la qualité. Cependant, aucun
de ces modèles ne fournit une raison de la présence ou de l’absence d’un attribut et de son emplace
ment dans l’hiérarchie du modèle [Pfleeger, 19981. Par exemple, pourquoi la portabilité se situe-t-elle
au niveau le plus élevé de la hiérarchie de ISO 9126 et pourquoi ne constitue-t-elle pas une sous ca
ractéristique ? De plus, aucune directive n’est donnée pour la composition des caractéristiques de bas
niveau qui permettrait de définir les caractéristiques de niveau supérieur. Ces problèmes rendent difficile
l’évaluation de la complétude et la cohérence1 d’un modèle.
Dromey a considéré quelques problèmes associés aux modèles connus comme le manque de di
rectives de la composition des caractéristiques de bas niveau. Il a alors proposé un cadre générique de
construction de modèles de qualité en se basant sur le fait que « les propriétés internes tcingibles d’un
produit déterminent les attributs externes de sa qualité » [Dromey, 1996]. En eftèt. Dromey souligne
que la qualité d’un produit est déterminée essentiellement par le choix des composants représentant le
produit (comprenant les documents de spécification, les guides d’utilisateur, les conceptions et le code
source), des propriétés tangibles de ces composants et des propriétés tangibles de leurs compositions.
Dromey classifie ces propriétés tangibles en quatre classes: propriétés «exactittide. propriétés internes,
propriétés contextuelles et propriétés descriptives.
La construction d’un modèle utilisant le framework de Dromey comporte cinq étapes:
1. Identification de l’ensemble d’attributs de la qualité de haut niveau et significatifs (qui varient
«un projet à un autre).
2. Identification des composants du produit.
3. Identification et classification des propriétés tangibles les plus significatives et qui portent sur la
qualité de chaque composant.
4. Proposition d’un ensemble d’axiomes pour lier les propriétés du produit aux attributs de la qualité.
5. Évaluation et raffinement du modèle.
4. À noter que la complétude et la cohérence portent sur les aspects de la qualité. Etles ont un sens différent de celui traité
dans te chapitre 4.
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Dromey illustre l’utilisation de son franiework en construisant un modèle pour évaluer la spécifica
tion, un autre pour la conception et un dernier pour l’implémentation. Plus de détails sur les modèles de
Dromey se trouvent dans l’ouvrage [Dromey, 1996]. Malgré que le modèle de Dromey tienne compte
de certains problèmes présents dans les modèles précédents, il n’a pas eu une utilisation significative
dans l’industrie.
3.4.3 Approche basée sur les modèles adhoc
Les modèles de McCall, de Boehm et le standard 1S09 126 constituent des références intéressantes
pour comprendre la qualité d’un produit logiciel. Cependant, les limitations des uns et le manque de
maturité des autres (Modèle de Dromey) ont poussé plusieurs chercheurs et organisations à modéliser
la qualité d’une manière adhoc. Cette approche est beaucoup utilisée pour la prédiction de la qualité
(voir section 3.5. Dans cette section nous ne présentons pas des exemples de modèles issus de cette
catégorie d’approche de modélisation, en revanche, nous les abordons dans différentes sections de cette
dissertation (voir les sections 3.5.2.1. 3.5.2.2, 3.6 et 3.5.2.3). D’ailleurs, l’intérêt fondateur de notre
travail vise l’amélioration de la prédiction des modèles adhoc.
C
3.5 Prédiction de la qualité du logiciel
Le mesurage de la qualité du logiciel est généralement utilisé potir évaluer une entité déjà existante.
Le résultat du mesurage est utile car elle permet de comprendre l’existant. Mais dans plusieurs situations,
le besoin de prédire la qualité d’une entité qui n’existe pas encore est crucial. Dans la catégorie des
logiciels embarqués dans les avions par exemple. on a besoin de construire des programmes avec un
haut niveau de fiabilité. En général, le développement de ce type de logiciels prend beaucoup de temps.
Néanmoins, if faut s’assurer de la fiabilité désirée le plus tôt possible et certainement avant la mise en
opération. Paradoxalement, la fiabilité d’un logiciel est définie à partir de sa performance opérationnelle
qui ne peut être mesurée qu’après une période de fonctionnement du logiciel. Ainsi, un recours à la
prédiction s’impose pour évaluer la fiabilité du logiciel encours de développement. Dans ce cas, La
fiabilité est prédite à partir des indicateurs qui représentent notre compréhension du logiciel et qui sont
disponibles dès les premières étapes du développement.
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Plusieurs besoins de prédiction portant sur d’autres aspects de la qualité, du coût et de la durée se
manifestent dans les premiers moments du développement d’un logiciel. Dans la littérature, différentes
motivations justifient les efforts investis dans la prédiction. Fenton [1999a1 et Khoshgoftaar [1995c1
croient que la prédiction permet de ménager l’effort et d’épargner temps et argent car la correction
retardée des fautes (après déploiement du logiciel) est une tâche très souvent coûteuse. Par conséquent,
l’identification des modules susceptibles d’avoir un nombre élevé de défauts durant le développement
permet d’économiser l’effort du développement et de la maintenance, tout en se concentrant sur le
perfectionnement de ta qualité de ces modules à « haut risque
L’importance de la prédiction a attiré l’attention de plusieurs chercheurs qui ont essayé de proposer
un formalisme qui définit d’une manière rigoureuse les concepts de la prédiction. Nous tirons de la
littérature quelques définitions utiles pour comprendre la prédiction. Ces définitions seront illustrées par
un exemple de la vie courante utilisé dans la littérature potir simplifier les concepts de la prédiction (voir
section 3.5.1.4.
3.5.1 Définitions
3.5.1.1 Système de prédiction
Un système de prédiction consiste en un modèle mathématique accompagné d’un ensemble de pro
cédures de prédictions qui permettent de déterminer des paràmètres inconnus et d’interpréter le résultat
[Fenton et Pfleeger. 1997: Zuse. 1998]. Le but de la prédiction est dc fournir aux développeurs une pré
vision de la qualité dès les premières phases dit développement du logiciel. Ainsi, à l’aide de certaines
mesures, les praticiens peuvent entreprendre les actions correctives convenables.
3.5.1.2 Fonction de prédiction
Selon Zuse [1998], la fonction de prédiction est de la forme V(P) = f(ti(P)), avec V la variable à
prédire, P un programme (produit logiciel) et u une mesure de P. Un petit changement de la variable ii
doit causer un petit changement dans la variable externe V. II en est de même pour un grand changement.
oCI-IAPITRE 3. ÉVALUATION ET PRÉDICTION DE LA QUALITÉ DU LOGICIEL 51
3.5.1.3 Variable externe
La variable externe est une quantification d’un attribut externe (un facteur de qualité) [Zuse, 19981.
Elle est généralement exprimée par une mesure indirecte dérivée de certaines autres mesures de logiciel
[ISO, 20031. Des exemples de variables externes peuvent être le coût de la maintenance, le temps de
réparation d’un module, le temps nécessaire pour la compréhension d’un module, etc.
3.5.1.4 Exemple de système de prédiction
Nous présentons ci-après un exemple de système de prédiction inspiré de celui de Fenton [19971. Le
but de cet exemple est d’éclaircir, à travers un problème familier de prédiction, certains éléments utilisés
dans les définitions précédentes. Il s’agit de la prédictton du coût d’un voyage en voiture de Montréal à
Toronto. Les éléments de ce système sont les suivants:
— L’entité sujet de prédiction est le voyage.
— L’attribut de « qualité» à prédire est le coût du voyage.
— Le modèle mathématique est la formule t coût . où est la variable externe, ci (la distance
entre Montréal et Toronto). b (le coût par litre du carburant) et e (la distance moyenne parcou
rue par le type de voiture utilisée par litre de carburant) sont des paramètres qui définissent les
mesures.
— L’ensemble de procédures utilisées pour déterminer les paramètres des modèles (ct. h et e) peut.
par exemple, être constitué par des consultations d’une association automobile, questionnements
des amis ou lecture du manuel de description dc la voiture.
3.5.2 La prédiction de la qualité du logiciel dans la littérature
On trouve dans la littérature plusieurs travaux qui présentent des résultats et des expériences de
prédiction de variables, associées à tin facteur donné de la qualité du logiciel. Les facteurs qui ont attitré
l’intérêt de nombreux groupes de recherches sont l’effort5 et la fiabilité.
5. On désigne par effort, non seulement l’effort du développement du logiciel mais aussi son coût et sa durée.
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3.5.2.1 Prédiction de l’effort
Le gestïonnaire et le chef du projet ont de nombreuses motivations pour prédire le coût d’un projet
ainsi que son effort et sa durée, dès les premières étapes du cycle de vie d’un logiciel. Ils veulent
planifier leurs tâches et allouer des ressources dans le but de diriger la gestion vers l’optimisation du
coût. Par conséquent, plusieurs modèles d’estimation du coût et de l’effort ont été proposés comme
SLIM de Putman, COCOMO de Boehm et les points de fonction d’Albrecht. Ces modèles utilisent la
taille estimée, ou le nombre de points de fonctions comme entrées.
Putman [19781 a proposé le modèle SLIM parmi les premiers modèles de prédiction du coût et de
l’effort, pour les projets de grande envergure: Effort = 0,4 * ()3 *
- où C est un facteur technolo
gique qui dépend de la compétence de développement et la complexité du projet, et t(/ est la durée du
développement. Les deux mesures LOC (voir section 3.3.2.1) et tU sont estimées.
Dans un registre légèrement différent, Boehm [19811 a proposé les modèles COCOMO pour prédire
l’effort de développement d’un projet logiciel. Dans ces modèles, il distingue entre trois types de projets:
organique, semi-délaché et embarqué. Il propose par conséquent. un modèle par type de projet:
— Modèle simple: Effort = 3.2LOC’°5
— Modèle intermédiaire: Effort = 3.OLOC’’2
— Modèle complexe: Effort 2.$LOC’°.
Par la suite. Boehm a étendu son modèle pour tenir compte de plusieurs ficteurs influençant la qualité
appelésfactenrs du catit. li multiplie le second membre de son équation de l’effort par le produit de ces
facteurs. Ce modèle de Boehrn peut être vu comme un seul modèle dont la variable de sortie (variable
externe) dépend de la taille estimée et de deux paramètres (a et h) qui inftrment sur le type de projet
(voir l’équation 3.1).
Effort = aLOCb. avec a et b > 0. (3.1)
Plusieurs autres modèles de l’effort ou de coût proposés par la suite sont considérés comme très
proches de l’équation de COCOMO:
— Walston Félix propose une nouvelle version de COCOMO et définit son modèle: Effort = 5,2LOC°
[Walston et Felix. 1977J.
— Bailey etBasili [Conte et fil.. 1986j. afoutent une constante à COCOMO : Effort = 5.5 -i-0.73L0C116
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— Doty propose un autre modèle similaire à celui de Walson feux avec n et b modifiés:
Effort = 5,288LOCi047.
3.5.2.2 Prédiction de la fiabilité
La fiabilité est un facteur de qualité présent dans la plupart des modèles comme ISO 9126, McCall,
Boehm, etc. La nécessité de prédire la fiabilité est à tel point cruciale que sa modélisation a fait l’objet
d’une discipline séparée. Musa, Littlewood et d’autres ont montré, par des exemples, que l’importance
donnée à la fiabilité a permis d’améliorer la compréhension et le contrôle du produit logiciel [Fenton et
Pfieeger, 19971. Tout cela a fait de la fiabilité l’aspect de la qualité le plus étudié (le plus présent dans la
littérature) et dont les travaux stir la prédiction remontent aux années 70.
L’objectif’ de la prédiction de la fiabilité est de connaître quand le logiciel aura une défaillance. Étant
donné que ce phénomène est probabiliste, on exprime l’incertitude sur la défaillance par une fonction
appelée la fonction de dcn.çité de pivbubilité. oti pclf Cette fonction est choisie, dans la plupart des mo
dèles, sous une forme exponentielle du temps t. fQ) = Àe’, où À est appelé le taux de détection des
erreurs, ou le taux de défaillance instantanée, ou également le taux de hasard [Kan, 1995].
O La probabilité de défaillance entre l’instant Oct t est définie par: F(t) ffQ)dt. On dit que le logiciel
survit jusqu’à sa première défaillance. Donc, la fonction de fiabilité n’est atitre qtie la fonction de survie
définie par: R(t) 1
— Et,’). En effet, la survie d’un logiciel (ou d’un composant logiciel) à l’instant t,
de la défaillance est définie par: R1(t1) = 1
— f(t).
La fiabilité d’un ]ogiciel est supposée croissante d’une défaillance à une autre. En effet, après une mo
dification (une correction). il est très probable d’avoir minimisé la récurrence des fautes qui ont causé
les défaillances déjà survenues: c’est la notion de la croissance de fiabilité.
Jelinski et Moranda ont développé. en 1972, un modèle(JM)de cmissance fiabilité avec une pcÏf définie
par:
f(t) = (N i + 1 )c (N-i 1,,
où N est le nombre initial de fautes et est la contribution de chaque faute au taux de défaillance. Ainsi,
le temps entre detix défaillances croît avec chaqcie défaillance qui survient [Jclinski et Moranda, 1972].
Plusieurs modèles apparentés à JM sont apparus comme celui de Schick et Wolverton [1978[ dont laptU
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est définie par:
f(t.) = (N — i+ 1)t1e__1+1)t?/2.
Le modèle de croissance de ]a fiabilité MOde Musa et Okumoto [1983] vient insister sur la considération
de la durée de correction d’une défaillance, contrairement au modèle JM qui suppose que celle-ci est
négligeable, et qu’une telle correction n’engendre pas d’autres défauts. Goel et Okumoto [19791 traitent
aussi le même problème en introduisant la probabilité de débogage imparfait p, dans la fonction pdf de
leur modèle GO
f(t,) = Ø(N — p(i — 1 ))e_1V_0t1_I ))r,
D’autres modèles de prédiction de la croissance de la flabilité ont été proposés. Ils sont généralement
basés sur une fonction pdf de forme exponentielle. Nous mentionnons dans ce sens, le modèle LW de
Littlewood [1973] et les modèles NHPPM (Non Homogeneons Poisson Process Mode!) [Cox et Isham,
19801.
3.5.2.3 Autres travaux et résultats de prédiction
O Les résultats présentés ci-après sont le fruit de plusieurs travaux sur la prédiction d’un facteur de laqualité ou d’une relation reliant deux attributs d’un produit logiciel. Avec leur présentation. nous voulons
souligner deux constats. Le premier concerne la diversité des prédictions et le deuxième a trait la ftirme
dans laquelle sont exprimées les relations découvertes. En effet. plusieurs de ces relations sont exprimées
dans un langage naturel sans aucun formalisme ou technique de présentations dc Connaissance.
Hetzel [1993]. en utilisant la métrique KLOC. a fait des investigations pour conclure qu’il y a
une corrélation de 0,82 entre KLOC et l’effort réel de développement, et que seulement l2 des
prédictions de l’effort sont 20% de leurs valeurs réelles. Autrement dit, près de 9 projets sur 10
ont un effort correctement prédit.
Basili et Perricone [19841 ont trouvé une relation évidente entre la mesure de la complexité du
logiciel et les elTeurs découverte durant le développement et la phase opérationnelle.
— Khoshgoftaar et ses collègues [19901 ont rapporté qu’il y a une relation étroite entre la complexité
et le nombre de changements causés par les erreurs trouvées plus tard dans les phases de test et
de validation.
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— Basili et Perrïcone [19841 et Kafura et son équipe [19881 ont conclu à l’existence d’une relation
linéaire entre mesures de complexité et nombre d’erreurs. La même conclusion à été plus tard
confirmée par Khoshgaftaar et ses collaborateurs [1990] et parHenry et ses collaborateurs [19901.
— Schach [1993] a soutenu que le nombre de lignes de codes est une bonne mesure pour prédire le
nombre de défauts. Il a aussi ajouté que si un programmeur croît qu’une ligne de code a 2% de
chance de contenir une faute, alors un module de 100 lignes de longueur à tester est sensé contenir
deux fautes.
— Takahashi 11996] affirme l’existence d’une relation linéaire entre d’une part la fréquence de chan
gement dans les spécifications du programme, l’expérience du programmeur, le volume du docLi
ment de conception et datitre part, le taux d’erreurs.
— Akiyama 119711 a développé des équations de régression pour prédire le nombre de défauts.
le nombre de décisions C. le nombre de sous-routines J et tine variable composée C + J. La
première équation, par exemple. prédit le nombre de défauts à partir du nombre de lignes de
code (LOC). De cette équation, on peut déduire qu’un module de 1 KLOC (1 000 lignes de code)
est sensé avoir approximativement 23 déftiuts. Une des équation de Akiyama est de la forme
D
- 4.86+0.O18LOC, où D représentant le nombre de défauts.
— Ralstead [1977] a proposé de prédire le nombre de défauts «un programme à partir d’une nié-
trique de volume V. Cette dernière est définie, comme les autres métriques de Flalstead. en fonc
tion du nombre d’opérateurs et du nombre d’opérandes dans un programme. Le nombre de défauts
est pi-édit par l’équation suivante: D
=
avec 3 000 indiquant le nombre moyen de discrimi
nations mentales entre des décisions faites par le programmeur.
— Lipow [1982] utilise la théorie de Halstead et intègre le calcul de V dans une équation de pré
diction de la densité de défauts à partir du nombre de lignes de code A0 + A1 LogLOC
-f
ALog2LOC. où les coefficients À1 sont dépendants de la moyenne de nombre d’opérateurs et
d’opérandes par lignes de code pour un langage particulier. Par exemple. peur Fortran, A0 =
0.0047, A1 = 0.0023 et A- = 0,000043.
— Lotinis, Sahraoui et Mcm j 1998] ont vérifié l’hypothèse selon laquelle certaines formes de coti
plage (mesures de couplage) ont un impact direct sur la propension des classes 00 à engendrer
des erreurs (error-pt’oneizess). Ils ont défini une relation entre le couplage et un attribut important
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de la qualité du logiciel qui est l’error-proneness.
— Mao, Sahsaoui et Lounis [1998] ont utilisé l’apprentissage et particulièrement les arbres de déci
sion pour prédire la réutilisabilité des programmes 00.
Ces travaux sont présentés à titre d’exemples. Ils ne couvrent ni toutes les activités de la prédiction ni ses
différentes techniques. Par ailleurs, une autre liste non exhaustive accompagnera, dans la section 3.6.2,
la présentation des techniques utilisées pour différentes activités de la prédiction. Toutefois, nous notons
qu’un modèle de prédiction peut être disponibles sous forme de relations, de règles ou d’affirmations
exprimées dans un langage naturel comme le montre certains des exemples présentés ci-dessus.
3.5.3 Validation de la prédiction
Un système de prédiction est valide, s’il produit des prédictions exactes [Fenton et Ptleeger. 1997].
En effet, valider un système de prédiction dans un environnement donné consiste à évaluer la perlbr
mance du modèle sur des observations dont la valeur de sortie est connue (données de test ou d’éva
luation). La validation d’un système de prédiction est identique à celle d’un résultat d’un apprentissage
telle que notis la décrivons dans le chapitre 2.
3.5.4 Critères d’évaluation d’un modèle de prédiction
3.5.3.1 État de l’art
lannino et ses collègues [19841 ont proposé un ensemble de critères pour évaluer les modèles de
habilité. Ces critères sont aussi applicables aux autres modèles, sauf qtie leur importance varie d’une
caractéristique de qualité à une autre (habilité, facilité de la maintenance, effort, stabilité). Les critères
d’évaluation proposés sont:
— Ici capacité préclictive c’est la capacité du modèle à prédire la valeur de leur sortie d’une manière
exacte (avec le minimum d’erreurs).
— la pos.tibïlitéprédictii’e: c’est la possibilité du modèle à prédire avec une exactitude satisfaisante
les quantités (les valeurs de variables externes) nécessaires pour bien contrôler le développement
et les phases opérationnelles, c’est le nombre de variables que le modèle petit prédire.
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— ta qualité des hypothèses: c’est le degré de concordance et de consistance des hypothèses avec la
réalité logique et à partir d’un point de vue du génie logiciel.
— t’appÏicabit ité : c’est le degré d’applicabilité du modèle à différents produits logiciels ayant diffé
rentes propriétés (taille, structure, domaine d’application, fonction, etc.).
— ta simplicité: c’est le degré de simplicité du modèle qui doit être simple en tenant compte de
trois aspects: (I) avoir une collecte de données (pour déterminer les paramètres des modèles)
simple et peu coûteuse; (2) avoir des concepts simples et ne pas exiger une connaissance mathé
matique profonde de la part des développeurs afin de simplifier la compréhension; (3) être prêt à
l’implémentation sous forme d’outil d’aide à la décision.
Les critères d’évaluation des modèles de fiabilité décrits sont présentés dans l’ordre d’importance pro
posé par le groupe d’Iannino. Cet ordre reflète un point de vue purement académique. Ceci a poussé Kan
[1995] à proposer un ordre basé plutôt sur un point de vue de praticien en génie logiciel. Le nouvel ordre
de Kan donne plus d’importance à la simp]icité et à la qualité des hypothèses après la capacité prédic
tive et moins d’importance à Fapplicabilicé et à la possibilité prédictive (nombre de variables externes
prédites).
C La simplicité et la transparence d’un modèle, à la différence de sa complexité et de la difficulté de
son interprétation. sont des critères importantes pour l’acceptation des modèles. En effet, les modèles de
prédiction s’adressent en premier lieu aux gestionnaires et aux responsables de projets. Toute décision
découlant des modèles doit être clairement justiliée pour permettre à ces derniers d’entreprendre les
actions correctives nécessaires. Andrew et ses collègues 11997] jugent que la simplicité des formules
mathématiques et leurs facUltés d’être comprises sont des facteurs de iéussite des modèles de prédiction.
Ils affirment qu’un modèle sans sémantique qui lui soit attaché est très stisceptible d’être refusé.
Plusieurs efforts sont investis en ce qui a trait au problème de calibrage et d’adaptation des modèles.
L’objectif de ces efforts est d’élargir leurs applicabilités. En particulier, les versions de COCOMO in
termédiaire et de COCOMO Il ne sont autres que des améliorations pour permettre leur utilisation par
une large gamme de clients. Aussi, l’applicabilité des points de fonction d’Albrecht est l’une des raisons
d’être d ‘ IFPUG (International Fonction Point User Grottp).
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3.5.4.2 Proposition d’un ordre de critères d’évaluation des modèles
À la lumière de notre précédente analyse, nous proposons dans cette dissertation un ordre d’éva
luation des modèles qui favorise, successivement, la capacité prédictive, la simp]icïté, et l’applicabilité.
La capacité prédictive est considérée avec sa définition commune utilisée dans la littérature [Fenton et
Pfleeger, 19971. Cependant, nous considérons dans la définition de la simplicité d’un modèle principa
lement sa capacité d’expliquer les relations de causalité entre caractéristiques de la qualité et métriques.
En d’autres termes, nous nous intéressons à la capacité d’aider dans le processus de la prise de décision.
Nous regroupons dans la simplicité d’un modèle, la facilité de son interprétation, la facilité de son utili
sation et encore sa transparence (visibilité des connexions entre les entrées et les sorties des modèles).
Dans la suite nous utiliserons « la facilité de son interprétation » pour désigner la simplicité.
Le critère d’applicabilité, également désigné dans notre dissertation par l’expression « capacité de
généralisation ». est la possibilité d’appliquer e modèle dans diverses circonstances en maintenant une
capacité prédictive satisfaisante. Ceci peut être réalisé par le biais d’un calibrage, par exemple, ou par
divers moyens d’adaptation. L’applicabilité est alors la capacité du modèle à s’adapter et à résister, en
gardant une capacité prédictive satisfaisante, au changement de l’environnement.
3.6 Techniques de construction des modèles de prédiction
La construction de modèles prédictifs de qualité du logiciel est une tàche complexe qui peut 1mph-
qtier pltisieurs techniques dans le but de produire des modèles ayant Line bonne prédiction. Ces tech
niques peuvent être basées sur lopinion d’experts, sur l’analogie, sur la décomposition. sur les statis
tiques ou sur des méthodes d’apprentissage. Nous nous intéressons, dans ce présent travail, aux deux
dernières familles de techniques, vu lecirs utilisations répandues.
Nous rappelons que nous abordons de nouveau le sujet de la modélisation de la qualité, mais dans
un objectif de prédiction. Et comme nous l’avons mentionné dans la section 3.4. nous nous intéressons,
dans cette section, à la modélisation basée sur l’approche adhoc identifiée par Fenton et Pfleeger [1997J.
En effet, les techniques de construction sont empruntées généralement au domaine de la statistique ou
au domaine de l’apprentissage.
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3.6.1 Techniques statistiques
Les techniques statistiques essayent, dans l’ensemble, de trouver une formule mathématique ex
plicite qui exprime la relation entre les variables d’entrée d’un modèle et ses variables de sortie. Les
modèles qui en résultent sont basés généralement sur des équations de régression.
Ces techniques sont très utilisées dans la prédiction en général et dans celle visant des facteurs
économiques et financiers en particulier. Ce type de prédiction aide à comprendre le marché et par
conséquent à prendre des décisions de type « À quel moment dois-je me retirer du marché ». Cette
tendance a influencé la prédiction de la qualité du logiciel. En effet, les premiers travaux de prédiction
ont concerné les facteurs économiques du logiciel tel que l’estimation du coût.
Parmi ce type de techniques. on trouve la régression linéaire (RL), avec ses variétés, l’analyse dis
criminante (ADis), la régression logistique (RLog). À cette liste non exhaustive, nous pouvons ajouter,
l’analyse en composantes principales (ÀCP) qui a été impliquée souvent comme un prétraitement per
mettant un meilleur choix des variables d’entrée. Une description sommaire des principales techniques
de régression est donnée dans l’annexe B.f.
Ces techniques ont une popularité considérable comme en témoignent de nombreux travaux de pré
C diction de la qualité du logiciel. En effèt. la régression linéaire a été employée pour prédire le nombre de
changements coiTectits [Khoshgoftaar et ctÏ.. 1992: Khoshgoftaar et aL. 1993]. lanalvse discrirninanle a
été appliquée pour détecter les modules contenant des défauts [Khoshgoftaar et Szabo. 1994a: Munson
et Khoshgoftaar. 1992] et la régression logistique a été employée pour identifier les composants à haut
risque [Briand et al., 1993b; Briand et aL. l993a].
3.6.2 Techniques d’apprentissage
Les techniques d’apprentissage sont utilisées dans la prédiction de la qualité du logiciel dans le but
de surmonter certaines limitations des méthodes statistiques qui concernent surtout les caractéristiques
irrégulières de données servant à la construction ou à la validation des modèles prédictifs. Ces techniques
essayent de trouver des régularités dans les données pour pouvoir exprimer des règles. des expertises,
des connaissances, des jugements d’experts. etc.
C
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Prédiction de la taille
Prédiction du coût
Prédiction de l’effort de maintenance
Prédiction et analyse de ressources
Prédiction du coût de correction
Prédiction de la fiabilité
Prédiction de défauts
Prédiction de la facilité d’utilisation
Prédiction de la date de la prochaine version
Prédiction de la testabilité
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Elles tiennent compte de l’intelligence de l’humain, par exemple, de la façon d’exprimer des opi
nions ou de la capacité à comprendre les relations entre les attributs de la qualité d’un logiciel. Parmi ces
techniques nous citons les arbres de décision (AD), le raisonnement à base de cas (RBC), les réseaux et
les classificateurs bayésiens (RB et CB), la programmation et les algorithmes génétiques (PG et AG),
les réseaux de neurones (RN) et la programmation logique (PL). Une description sommaire de certaines
de ces techniques est donnée dans l’annexe B.2.
Le tableau 3.1 extrait d’une étude sur l’état de la pratique des techniques d’apprentissage en génie
logiciel [Zhang et Tsai, 1986] présente un ensemble d’utilisations des techniques d’apprentissage pour
construire des modèles de prédiction. Ces utilisations montrent les tendances de la modélisation de la
qualité de logiciel.
3.7 Problèmes de la prédiction de la qualité du logiciel
Dans cette section. nous abordons ce que nous considérons comme les principaux problèmes de
la 1rédiction de la qualité du logiciel. En analysant ces problèmes, nous remarquons qu’ils sont liés
généralement à l’un des facteurs suivants:
— l’environnement de construction et dapplication du modèle de prédiction:
— les hypothèses considérées lors de la construction du modèle
— les caractéristiques de la technique de modélisation (construction)
— la capacité prédictive du modèle;
— les données de construction du modèle.
3.7.1 Problèmes liés à l’environnement
Un des problèmes fondamentaux de la prédiction de la qualité du logiciel est dû à la difficulté de
la prise en compte de la variation de l’environnement. Cette variation prend plusieurs formes, elle peut
être causée par des changements au niveau du processus de développement, du style et des concepts de
programmation, des domaines d’applications des logiciels. etc.
Par exemple, les conditions sous lesquelles Akiyama a développé son modèle de régression pour
prédire le nombre total de fautes n’ont aucune relation avec les environnements de programmation
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contemporains [Fenton et Neil, 1999aJ. Au sein d’un même environnement, on peut avoir des variations
qui sont causées par l’évolution à court terme des organisations, pour faire face aux pressions techno
logiques dans le milieu du logiciel. À titre d’exemple, Humphrey [19891 rapporte que dans la même
organisation, la densité des fautes peut varier de I à 10 fois. Cette variation est attribuable, en grande
partie, à l’évolution de l’environnement, se produisant par exemple par l’amélioration des procédures
de test.
En conclusion, le fait qu’un environnement logiciel est en évolution constante doit être pris en
compte lors de la construction des modèles de qualité du logiciel.
3.7.2 Problèmes liés aux hypothèses de la prédiction
L’objectif des modèles de prédiction est de trouver une relation entre le présent (attributs internes
disponibles o priori) et le futur (facteur de qualité mesurable ci posteriori). Pour simplifier la réalisation
de cet objectif, les chercheurs formulent des hypothèses, en supposant par exemple. que le modèle est
une relation linéaire entre les variables et que les attributs « prédicteurs » sont indépendants les tins
des autres, ou encore, en supposant que le temps de réparation des erreurs est négligeable: hypothèse
utilisée dans la plupart des modèles de habilité. Plusieurs hypothèses sont valables dans certaines cir
constances, mais elles ne le sont pas dans d’autres. Certaines hypothèses sont rarement réalistes comme
l’indépendance de tous les attributs d’entrées [Kan. 1995]. Par exemple. l’examen de certains modèles.
par Breslawski et Subramanian [19891 et par Pfleeger [19891, a montré que les facteurs de coût du
modèle COCOMO ne sont pas indépendants comme ils sont supposés l’être.
3.7.3 Problèmes liés aux techniques de modélisation
Des études ont été effectuées sur les structures des modèles de prédiction et sur les techniclues de
leur construction ont révélé plusieurs raisons deiTière l’échec des modèles à atteindre leurs objectifs.
Ces raisons sont directement liées aux limitations des techniques de construction des modèles [Fenton
et Neil. l999a; Fenton et Ohlsson, 2000; Gray et MacDonell, 19971. En effet, plusieurs problèmes de la
prédiction sont hérités directement des techniques utilisées pour construire les modèles. La plupart des
techniques présentent une portée limitée décrite sotis forme d’hypothèses restrictives et non réalistes.
Nous présentons dans ce qui suit quelques exemples de limitations des techniques de construction.
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La régression linéaire est encore parmi les techniques les plus utilisées. Pourtant elle présente plu
sieurs limitations. Une étude critique des approches basées sur la régression a été menée par fenton
[1999a], dans laquelle il a montré plusieurs problèmes comme la multi-colinéarité, la suppression non
justifiée des points de données, l’utilisation des données transformées à la place des données originales,
la distribution uniforme exigée de données, etc. Ces problèmes sont détaillés dans [Fenton et Neil,
1 999aj.
Les réseaux de neurones se comportent comme des boîtes noires car ils ne fournissent pas une
explication concernant la manière dont les sorties du modèle sont obtenues. Ils souffrent aussi d’un
problème appelé l’oubli catastrophique: quand il est entraîné sur de nouvelles données, le RN perd ses
connaissances existantes [Robins, 1995].
Avec les systèmes flous, il est difficile de garantir une haute capacité prédictive sans perdre la facilité
d’interprétation du modèle. Ce problème apparaît quand on construit un modèle avec un très grand
nombre de règles [Gray et MacDoneil, 1997].
Les modèles basés sur le raisonnement à base de cas sont connus par letir intolérance au bruit
de données [Breiman et aÏ., 1993]. Aha [19911 rapporte que la création de ce type de modèle n’est
C pas une tàche triviale à cause du choix difficile de la bnction de similarité qui influence fortement ta
performance du modèle.
Les arbres de décision présentent aussi un problème connu sous le terme d’instabilité Takahashi
et cii.. 1997]. En effet un petit changement dans l’ensemble d’entraînement petit provoquer un grand
changement dans la structtire de l’arbre.
3.7.4 Problèmes liés à la difficulté d’interprétation des modèles
Ces problèmes concernent l’incapacité d’un modèle à expliquer ses prédictions. Les modèles expri
més par des formules mathématiques sont souvent mal compris par les utilisateurs, surtout lorsqu’ils
mettent en jeu picisieurs variables. Parfois, on perd les traces des attributs originels lorsque ces derniers
subissent des transformations (logarithmique par exemple). La capacité d’explication d’un modèle est
un facteur principal qui influence grandement son acceptation.
Avec l’établissement d’une liaison claire et explicite entre tes attributs d’entrée et le facteur prédit de
qualité, l’utilisateur peut être aidé à prendre une décision en dirigeant, éventuellement, ses efforts vers le
C
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perfectionnement d’un attribut interne en particulier. Andrew et ses collègues [19971 affirment que sans
sémantique claire attachée à un modèle, on ne peut pas atteindre un niveau satisfaisant de validité de ce
dernier. Dans cette perspective, nous pouvons donner l’exemple des réseaux bayésiens qui sont basés sur
l’équation de la sémantique globale (voir l’équation B.6) qui garantit cette interprétation explicite. En
effet, la structure et la procédure de construction des RB sont basées sur cette équation qui préserve les
relations de causalité (voir [Fenton et Neil, 1999a; Fenton et aÏ., 2002]) entre les attributs de la qualité.
Ceci dote un modèle basé sur les probabilités bayesiènnes (RB ou CB), d’une capacité d’explication
précise. explicite et en même temps réaliste.
3.7.5 Problèmes liés à la capacité prédictive
Bredero et ses collègues [19891 ont effectué plus d’une vingtaine d’études sur l’évaluation de la
capacité prédictive des modèles de prédiction de l’effort et de la durée. Ces études ont amené aux deux
résultats suivants
I. Les valeurs réelles sont très différentes des valeurs prédites, même avec des valeurs connues et
non estimées du nombre de lignes de code.
2. Diflrents modèles donnent des prédictions très ditiérentes pour les mêmes valeurs d’entrée.
Pareillement, dans le cas de la habilité, nous citons l’étude effectuée par Abdel-Ghaly [1986] qui a mon
tré une grande variation des comportements de différents modèles sur le même ensemble de données.
Plus de détails sur celte étude seront donnés dans le chapitre 4.
Ces éltides sur la capacité prédictive ont abouti à deux conclusions communes très importantes : La
première concerne la relation étroite entre la capacité prédictive d’un modèle et les données. En effet,
Ahdel-Ghaly et ses collègues concluent que la capacité prédictive d’un modèle varie d’un ensemble
de données à un autre. fenton [1997] ajoute qu’un modèle qui produisait de bonnes prédictions dans le
passé n’est pas garanti de garder les mêmes performances dans le futur. Ceci est attribuable à l’évolution
des données qui suivent l’évolution de l’environnement (voir section 3.7.1).
La deuxième concerne le choix d’un modèle. En effet, plusieurs techniques de mesure de la capacité
prédictive peuvent aider dans la décision du choix d’un modèle, mais elles ne peuvent pas indiquer
définitivement le meilleur modèle pour des circonstances futures o priori inconnues.
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3.7.6 Problèmes liés aux données
La prédiction de la qualité est une problématique essentiellement empirique. Lorsqu’on parle d’un
modèle de la qualité du logiciel, plusieurs problèmes sont à résoudre par des expérimentations et par des
observations de la pratique réelle. On a besoin de données pour représenter, abstraire, analyser et valider
les relations et les phénomènes observés. Les données sont cruciales, au moins pour construire et valider
les modèles de prédiction. Malheureusement, la pénurie de données sur de vrais systèmes logiciels
constitue un obstacle qui empêche d’atteindre un niveau de maturité acceptable pour la discipline de la
prédiction de la qualité du logiciel.
Même si la prédiction de la fiabilité nécessite une collecte de données plus simple que les autres
aspects de la qualité et qu’elle a déjà concentré sur elle l’intérêt de plusieurs chercheurs, Littlewood
montre que seulement une poignée de données est publiée sur le problème de la croissance de fiabilité
[Littlewood, 1991]. Le problème est plus sérieux dans la prédiction des autres facteurs de la qualité.
Parfois, la pénurie de données est duc à un problème de confidentialité. Certaines organisations sont
réticentes envers l’accès à leurs données, par crainte de perdre la bonne réputation de leurs produits. Une
autte raison très valable est le manque d’expertises et d’outils nécessaires pour la collecte de données,
ce qui rend la tàche complexe et coûteuse.
Les données sur la qualité dti logiciel, lorsqu’elles sont disponibles. ont des caractéristiques qui
rendent leurs analyses difficiles. Ces caractéristiques comprennent les données manquantes. le grand
nombre de variables (dimensions), les valeurs extrêmes, la petite taille d’échantillons et la forte colinéa
rité entre les variables. Elles rendent le processus de modélisation de la qualité beaucoup plus difficile et
les modèle dérivés moins performants. Certains de ces problèmes peuvent être traités par l’application
de techniques. comme les transformations de variables ou l’analyse en composantes principales, alors
que d’autres sont difficiles à résoudre, comme les données manquantes et la taille réduites des ensembles
de données [Gray et MacDonell. 1997].
Un autre problème qui concerne la représentativité des données est associé généralement à la taille
réduite des ensembles de données disponibles sur la qualité et techniques d’échantillonnage utilisées.
Ce problème est principalement à l’origine de l’inadéquation des modèles. Ceci est dû au fait que les
modèles sont construits à partir d’échantillons non représentatifs de l’environnement. L’application d’un
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modèle à un ensemble de données issues d’un nouvel environnement différent de celui où le modèle a
été construit, suppose que les nouvelles données sont assez bien représentées par l’ensemble des don
nées de construction (ou d’entraînement). Cette hypothèse est très loin d’être réaliste. Kemerer [19931
conclut dans son étude sur les modèles d’estimation du coût que le fossé entre les valeurs prédites et les
valeurs réelles varie de 85% à 610% lorsque le modèle est appliqué dans un environnement différent de
celui de son développement. Ce problème nous amène à parler de la capacité de généralisation du mo
dèle car propriété du modèle dépend étroitement de la représentativité des données de construction. En
soulignant que la représentation de toutes les circonstances est un objectif irréaliste, nous comprenons
évidement qu’il n’y ait pas de modèles universels, et nous pouvons viser des compromis de généralisa
tion d’un modèle (voir la section 4.4).
3.8 Approches d’amélioration de la prédiction
Face aux problèmes de la prédiction présentés dans la section précédente, plusieurs directions sont
suivies dans le but de surmonter certaines de ces limitations. Des efforts sont fournis pour améliorer la
capacité prédictive des modèles, augmenter leurs capacités d’explication, palier au manque de données
de construction, etc. Ces efforts ont donné naissance à des. pprtches d’amélioration de la prédiction
nous pouvons classer en trois catégories. (1) des approches basées sur le choix dc la techniqtie de
modélisalion (2) des approches fondées sur le calibrage et Foptimisation de paramètres du modèle; (3)
des approches basées sur la combinaison des prédictions de modèles.
3.8.1 Approche basée sur le choix de la technique de modélisation
L’objectif de cette approche est de proposer des technique alternatives qui permettent généralement
à résoudre plusieurs problèmes à la fois, comme la faible capacité prédictive et la difficulté d’interpréta
tion des modèles. Cette approche est très critique envers les modèles statistiques traditionnels basés sur
la régression linéaire. Fenton est l’un des premiers supporteurs de cette voie d’amélioration de la pré
diction. Elle considère que la cause de la faiblesse des prédictions est l’utilisation inappropriée de tech
niques de construction des modèles. Les supporteurs de cette approche suggèrent qu’on tient compte du
comportement de la technique choisie vis-à-vis des caractéristiques restrictives des données de construc
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tion du modèle. ils recommandent que le choix d’une technique soit basé sur sa capacité d’exprimer,
d’une manière logique et appropriée au domaine du génie logiciel, les connaissances extraites à partir
des données. Cette manière comprend la garantie d’une sémantique claire des relations exprimées par
le modèle, la prise en compte de la notion d’incertitude nécessaire pour mener un discours réfléchi et
réaliste sur la qualité, etc. (voir Fenton et al., 2002; Gray et MacDonell, 1997; Sahraoui et al., 20021).
Nous rappelons qu’une meilleure capacité prédictive est un objectif commun de toutes les tentatives
d’amélioration de la prédiction, entre autres, l’approche que nous développons dans ce travail. En ef
fet, plusieurs chercheurs travaillent sur l’amélioration de la prédiction en adoptant cette approche, nous
mentionnons à titre d’exemple, fenton, Khoshgoofiar, Sahraoui. Dans ce qui suit, nous allons présenter
de brèves descriptions de certains de ces travaux.
3.8.1.1 Travaux de Fenton et son équipe
Fenton constate qu’un problème majeur de la prédiction est l’utilisation inappropriée des méthodes
de construction des modèles. Dans plusieurs de ses écrits, Fenton 11997; 1999a; 2000; 20021 critique
fortement les mesurages employant des opérations statistiques. II qualifie ces modèles de uafs parce
qu’ils ignorent les relations causales entre des attributs internes et les attributs externes de la qualité. Ces
modèles utilisent naïvement la taille et de la complexité. par exemple. sans une validation rigoureuse
qui montre que ces mesures sont appropriées à la prédiction d’un facteur particulier de la qualité. Les
développeurs de ces modèles donnent peu d’attention à la riguetir et au réalisme des hypothèses utilisées
avec la technique de construction. Fenton ajoute que la faiblesse de ces modèles découle, entre autres, de
la confusion entre la capacité du modèle à représenter les données historiques et sa capacité de prédire
l’inconnu, de la multi-colinéarité. de la suppression noii justifiée des points de données, de l’utilisation
des données transformées à la place des données originales. etc.
Ainsi, Fenton résume la plupart des problèmes de la prédiction dans la naïveté des techniques et de
leur utilisation. Le raisonnement de Fenton permet de développer une grande partie de son approche. Il
reconnaît que les problèmes liés aux données et à la complexité d’évaluation de la qualité du logiciel
ne seront pas résolus facilement. Cependant. il croit que l’utilisation d’une technique probabiliste est
une piste vers la résolution des problèmes de la prédiction. Ces méthodes sont basées sur les réseaux
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bayésiens, décrits dans la section B.2.4. Les avantages des RB comprennent, selon fenton [1999aJ
— la spécification de relations complexes en utilisant les expressions basées sur les probabilités
conditionnelles;
— l’utilisation de l’analyse de type «quoi-si »;
— la facilité de comprendre les enchaînements des raisonnements apparemment contradictoires et
complexes, par l’intermédiaire d’un format graphique;
— la modélisation explicite de l’incertitude et de l’ignorance accompagnant les estimations;
— la possibilité de la prédiction malgré les données incomplètes, ou manquantes.
Fenton [1999a1 présente un prototype d’un RB développé dans le but de montrer le potentiel des RB.
Avec son exemple de RB. Fenton ne prétend pas résoudre tous les problèmes des modèles tradition
nels naïfs, mais il montre la possibilité de combiner différentes écoles de pensées sur la prédiction des
cÏéfctttts, dans un seul modèle. Ce réseau contient plusieurs noeuds représentant des attributs couvrant
la phase de spécification et la phase du test du cycle de vie d’un logiciel. Les noeuds représentant les
efforts et la complexité prennent les états suivants: <e très haut ». <e haut », « moyen », <e bas » et « très
bas », les noeuds représentant les nombres de défauts prennent des valeurs entières et celles représcnO tant les densités de défaut prennent des valeurs réelles. Les relations entre ces noeuds sont exprimées
sous forme de probabilités qui peuvent être déterminées suite à Line analyse de la littérature ou à partir
d’hypothèses logiques sur la direction et la force de la relation entre les ittributs. Ces probabilité sont
organisées dans des tables de probabilités conditionnelles attachées aux noeuds. La figure 3.1 montre
l’allure du modèle RB. La prédiction des défauts en utilisant ce modèle consiste à déterminer les valeurs
des noeuds de défauts à partir des états respectives de l’effort de conception, de la complexité du pro
blème et de l’efïort de test (noeuds racines) et en utilisant les tables de probabilités attachées aux noeuds
non racines (ombrés dans la figure 3.1). La description détaillée de ce prototype peut être trouvée dans
[Fenton et Neil, l999aJ. Fenton [2000] rapporte qu’il contintie de travailler sur de nombreux projets. en
utilisant les réseaux bayésiens, comme méthode pour créer des modèles de qualité plus sophistiqués.
3.8.1.2 Travaux de Khoshgoftaar et son équipe
Khoshgoftaar et son équipe ne s’intéressent pas de la même façon que Fenton à la sémantique et
aux relations de causalité exprimées dans les modèles. Leur objectif est plutôt d’améliorer la capacité
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C prédictive. Leurs travaux contribuent essentiellement à l’introdtiction de certaines techniques dans la
modélisation de la prédiction dc la qualité du logiciel, comme le raisonnement à base de cas, la pro
grammation génétique. les arbres de régression et de décision, les réseaux de neurones et la régression
logistique. Un échantillon de ces travaux est donné dans le tableau 3.1. Avec chacune de ces techniques.
Khoshgoftaar et son équipe essayent d’améliorer un aspect ou de résoudre un problème pour maximiser
la capacité prédictive par rapport aux techniclLles statistiques traditionnelles. Parmi ces tentatives nous
relevons ce qui suit.
Pour classiher les modules par rapport à leur propension à générer des fautes. Khoshgoftaar et ses
collègues ont utilisé, entre autre, les arbres de régression [Liu et Khoshgoftaar, 2004] avec lesquels ils
ont pu trouver des résultats satisfaisants.
L’analyse discriminante a été employée pour détecter les modules ayant une faible testabilité. Un
programme a une faible testabilité, si étant donné un ensemble de tests, ces derniers ne sont pas sus
ceptibles de détecter des fautes. Cette technique a été jugée excellente. Elle a permis de comprendre la
relation entre les attributs d’entrée et la mesure de testabilité [Khoshgoftaar et Szaho. 1994h].
Fic. 3.1
— Un exemple /n’otorvpe d’un réseau bayésien développé par Fenton.
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Les algorithmes génétiques sont employés afin de construire les réseaux de neurones optimisés pour
la détection des modules ayant une grande propension à générer des fautes. Ce regroupement des deux
techniques (AG et RN) a produit des RN plus performants que le meilleur RN construit manuellement
et en un temps plus court [Khoshgoftaar et al., 1997].
Ces contributions sont d’autant plus intéressantes qu’elles permettent d’enrichir l’activité de la pré
diction par de nouvelles méthodes.
Dans le même but d’utiliser méthodes performantes, KImshgofiaar et ses collègues combinent sou
vent plusieurs techniques empruntées à l’IA pour résoudre des problèmes qui ne peuvent pas être
contournés avec une seule technique. En particulier pour estimer l’effort, la logique floue a été com
binée avec le raisonnement à base de cas (RBC). Ainsi, l’utilisation de la logique floue a permis de
surmonter la limitation du RBC qui se manifeste lorsque les attributs d’un projet sont décrits par des
mesures catégorielles (« petit ». « moyen » et « grand »). L’approche obtenue permet d’estimer l’effort.
quelles qtie soient les mesures citilisées, numériques ou catégoriel les [Khoshgoftaar et al., 2002].
3.8.1.3 Travaux de Sahraoui et son équipe
Sahraoui et son équipe s’intéressent à l’amélioration de la prédiction en général, en travaillant sur
la prédiction de plusieurs facteurs de la ciualité (maintenabilité. stabilité. changeabilité, etc.) et en em
ployant diverses techniques empruntées de FIA. À mi-chemin entre les travaux de Fenton et ceux de
Khoshgoftaar. Sahraoui et son équipe s’intéressent d’tine part à l’amélioration de la facilité de compré
hension et de la facilité d’interprétation des modèles et d’autre part à l’augmentation de leurs capacités
prédictives. Ils utilisent des techniques comme la logique floue, les arbres de décision, les algorithmes
génétiques et les classificateurs bayésiens pour améliorer les prédictions.
Pour promouvoir l’interprétabilité. les arbres de décision sont employés potir prédire la facilité de
réutilisation des composants logiciels. Par la suite, la capacité prédictive du modèle ainsi construit est
améliorée par un algorithme génétique [Sahraoui et Azar. 1999].
Sahraoui et son équipe [2001] distinguent deux types de techniques de construction de modèles de
prédiction. Le premier type utilise des données historiques et se base généralement sur des analyses
statistiques les modèles issus de ce type de techniques sont le plus souvent naïfs (inefficaces à la prise
de décision) à cause de la grande distance cognitive entre les mesures internes et les caractéristiques à
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prédire de la qualité. Le deuxième type utilise les connaissances extraites des heuristiques spécifiques
du domaine: les modèles ainsi produits comprennent les opinions d’experts sur les liens entre le facteur
de qualité à prédire et les mesures internes sous forme de relations causales. Mais, malgré le fait que
ces modèles soient enrichis pour supporter la prise de décision, ils restent difficiles à généraliser. Dans
l’objectif d’améliorer la qualité de la prédiction en ciblant, en même temps, le problème de la naïveté et
celui de la généralisabilité des modèles, Sahraoui et son équipe ont proposé une approche d’extension
des modèles naïfs obtenus par des techniques statistiques. L’idée de cette approche est d’intégrer, dans
ces modèles naïfs, des heuristiques spécifiques du domaine. Ces heuristiques sont des affirmations ba
sées sur des prépositions floues, comme «éviter les méthodes longues)> au lieu « d’éviter les méthodes
dont la longueur est supérieur à 50 lignes » pour éviter un engagement sur la valeur du seuil (50) qui
dépend de plusieurs facteurs liés à un contexte particulier. L’intégration des deux raisonnements (flou
et classiqcie) dans un seul modèle est réalisée par la transformation du modèle naïf (statistiqLie) en Lifl
modèle naïffiott, pour enfin étendre ce dernier en utilisant les heuristiques du domaine. La figure 3.2 ré
capitule Fapproche globale de cette transformation d’un modèle naïf en un modèle flou causal ISahraoui
et al., 20011.
FIG. 3.2 — Approche de transformation du modèle naïf au modèle causal.
Sahraoui et son équipe [2002] présentent un cadre de construction et d’utilisation de modèles de
prédiction de la qualité basés sur les règles. Pour contourner le problème des valeurs seuils connu dans
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dérivés par ce cadre ont une meilleure performance et ils sont plus facile à interpréter. Ces modèles sont
étendus par des heuristiques du domaine afin de les utiliser dans la prise des décisions.
Dans un autre travail [Grosser et aÏ., 2003] au sein de la même équipe on propose une approche de
construction des modèles prédictifs basée sur le raisonnement à base des cas. Ce travail traite le cas la
stabilité des classes 00. L’approche proposée permet de contourner de l’insuffisance des connaissances
théoriques sur la stabilité. Elle cherche les similarités structurelles entre les classes exprimées par des
métriques pour déterminer leurs degrés de stabilité.
3.8.1.4 Conclusion sur l’approche basée sur le choix des techniques
Nous avons présenté trois types de travaux illustrant l’amélioration de la prédiction, qui se basent stir
le choix d’une ou de plusieurs techniques de modélisation. Les exemples brièvement abordés utilisent
les réseaux bayésiens. le raisonnement à base de cas et la logique floue. Cependant, l’amélioration de la
prédiction employant des techniques d’lA ne se limite pas à ces travaux présentés ci-de.stis. D’autres
travaux utilisant la programmation génétique, la programmation logique, les arbres de décisions, les
réseaux de neurones, etc. (voir [Zhang et Tsai, 19861) peuvent s’inscrire sous la portée de cette approche.
3.8.2 Approche basée sur le calibrage
Comme nous l’avons présenté dans la section 3.5.4.1, l’étude de Kemerer ii relevé que les estima
tmons du coût variaient dc $5% à 6l0è entre les valeums prédites et les valeurs réelles. En revanche, par
la suite d’tin calibrage, le modèle d’estimation est significativement amélioré et son erreur varie seule
ment entre 50% et 100%. Le calibrage à pour objectif d’améliorer la capacité prédictive d’un modèle,
surtout lorsque ce dernier est sur ajusté6. Le calibrage est effectué lorsque un modèle est appliqué dans
un nouvel environnement, autre que celui où il a été développé. Il consiste ainsi à déterminer les valeurs
d’un ensemble de paramètres d’un modèle existant dans le but d’améliorer sa performance (capacité
prédictive). Ces paramètres peuvent être des Eicteurs multiplicatifs des coetficients d’une régression,
des seuils d’attributs7. etc. Certains définissent le calibrage comme une action de configuration oti de
spécialisation d’un modèle générique. Cette technique a été initialement utilisée pour les modèles d’es
6. Un modèle sur ajusié (eoerfiued) signifie que fa capaciié prédiciive du modèle est bonne sut les donnees denirainement,
mais faible sur les données de icsi.
7. Comme les constantes utilisées dans Tes noeuds iniernes d’un arbre de décision.
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timation du coût et de l’effort, puis pour les modèles de la fiabilité afin de réduire le bruit dans les
prédictions. Dans la littérature, fenton présente des techniques sophistiquées de calibrage pour le cas
de la fiabilité [Fenton et Pfteeger, 1997]. Par ailleurs, Pfleeger [19981 souligne que ces techniques sont
utilisables pour les autres tâches de prédiction de la qualité du logiciel.
Zuse [19981 considère le calibrage comme une tâche de mesurage. Il définit le calibrage d’une me
sure rn comme la modification d’un système relationnel numérique à l’aide d’une fonction f tel que in’ =
f(nt), sans modifier le système relationnel empirique.
3.8.2.1 Calibrage basé sur l’ajustement de paramètres
Ce type de calibrage est utilisé dans le cas des modèles statistiques comme COCOMO. Il consiste à
ajuster un ensemble de paramètres du modèle pour l’adapter à un environnement particulier. Plusieurs
modèles commerciaux d’estimation du coût de développement comme FASI, PRICE et SEER sont
conçus pour servir «outils d’estimation pour une large gamme d’organisations. Le calibrage, dans ce
cas, est nécessaire pour augmenter la capacité prédictive du modèle générique en le « spécialisant « pour
une nouvelle situation (un contexte d’organisation particulier, voir la section 7.5).
C Dans le cas de COCOMO le calibrage ajuste les paramètres u et/ de l’équation 3.1 et un ensemble
de facteurs de coût. Malgré un désaccord concernant le nombre de facteurs d’ajustement d’un modèle
du coût ou de lcffort. les chercheurs sentendent sur la nécessité du calibrage [Goodman. 1993].
3.8.2.2 Calibrage basé sur l’apprentissage par renforcement
Ce type de calibrage est utilisé pour améliorer la prédiction des modèles la fiabilité. Durant un
certain temps du fonctionnement du logiciel, ces modèles sont utilisés de la même manière. sans aucun
ajustement. Pendant ce même temps. des défaillances surviennent et des données avec lesquelles on peut
juger la capacité prédictive des modèles sont disponibles. Ces deux sources d’informations constituent
un moyen pour améliorer la capacité prédictive d’un modèle de fiabilité. Cette idée vient du fait qu’on
petit apprendre à partir des défaillances qui surviennent et à partir des mauvaises prédictions déjà effec
tuées, de leurs natures et de leurs causes. Ceci peut être fait très tôt, après un nombre d’observations.
afin d’améliorer les prédictions futures. Ce processus est appelé re-calibrage [Fenton et Pfleeger, 1997].
il se base sur le diagramme u-plot. Les détails sur cette technique peuvent être trouvés dans IFenton et
C
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Pfleeger, 1997], [Brocklehurst et al., 19901 et [Denton, 1999].
3.8.2.3 Calibrage basé sur les algorithmes génétiques
Ce calibrage est utilisé par Azar [20041 pour améliorer la capacité prédictive des modèles de stabilité
de composants logiciels (classes).
Un modèle est un ensemble de règles de classification et chaque règle est un ensemble de condi
tions associées à une réponse de la forme, « SI DIT < 6 OU cou > 0,2 ALORS instable (composant
instable)». Azar utilise une fonction de calibrage Fondée sur les opérateurs d’un algorithme génétique
pour dériver un modèle adapté un environnement particulier. Ce processus de calibrage consiste à re
combiner les conditions des règles. à modifier les valeurs seuils des conditions ou à modifier la réponse
d’une règle. Ceci sert à améliorer la capacité prédictive du modèle calibré.
3.8.3 Approche basée sur la combinaison
La combinaison des modèles est une approche très utilisée dans l’apprentissage. précisément dans
le but d’améliorer les prédictions des modèles déjà entraînés (existants). Cette approche consiste dans la
C plupart des cas à faire la combinaison linéaire des prédictions (sorties) d’un ensemble de modèles. On
utilise sotivent des techniques comme celles présentées dans la section 4.6. I.e résultat de cette méthode
de combinaison est une prédiction moins biaisée.
Lyu et Nikora [1992] ont examiné quatre méthodes pour combiner différents types de modèles
de prédiction de la fiabilité, notamment les modèles logarithmique, exponentiel et de Littlewood et
Ven-ali. Ils ont comparé la performance de la combinaison avec celles des modèles composants . Ils ont
trouvé que la combinaison a permis une meilleure capacité prédictive. Quatre méthodes ont été utilisées
pour combiner trois modèles composants afin d’obtenir un modèle composite9. Ces méthodes sont les
suivantes:
La première est la combinaison linéaire à coefficients égaux (CLI), où chaque modèle est pondéré
par , avec N qui est le nombre de modèles composants (3 dans ce cas).
La deuxième est la combinaison linéaire à coefficients inégaux (CLI). Pour chaque observation, la
8. Un modète composant est un modète qui participe à ta combinaison.
9. Un moctète composite est le modèle formé par la combinaison ctes modètes composants.
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moyenne pondérée des trois prédictions composantes est calculée en favorisant la médiane des prédic
tions. En effet, pour la combinaison de trois modèles, la plus faible prédiction ainsi que la plus forte
contribuent par le un sixième à la prédiction finale et la prédiction médiane contribue par les quatre
sixièmes. Les coefficients sont alors déterminés dynamiquement en se basant sur la prédiction des trois
modèles.
La troisième est la combinaison linéaire orientée médiane (CLM). À chaque observation d’entrée.
la prédiction composante est égale à la médiane des prédictions et les autres prédictions sont ignorées.
La détermination de la médiane est dynamique (à chaque observation d’entrée).
La quatrième est la combinaison linéaire à coefficient dynamique (CLD). C’est la méthode la plus
performante selon Lyu et Nikora [19921. Cette combinaison utilise la tecnnique de ta variation de la vrai
semblance « préquentielle » pour déterminer les valeurs des coefficients de pondération des modèles
composants [Denton. f 999J.
3.8.4 Conclusion sur les approches d’amélioration
En analysant la littérature, nous constatons que la majorité des approches d’amélioration de la pré
diction ont pour but la maximisation de la capacité prédictive. Ceci est les cas des approches de ca
librage et de combinaison. Nous trouvons par ailleurs certains travaux, comme ceux décrits dans les
sections 3.8.1.1 et 3.8.1.3 qui donnent importance à la facilité d’interprétation des modèles. On sou
ligne dans ces travaux que le modèle doit servit d’outil d’aide à la piise des décisions dans le processus
d’amélioration de la qualité du logiciel. On conclut que des modèles causaux. basés pat exemple sur les
réseaux bayésiens ou sur la logiqLie fiotie. sont recommandés pour l’amélioration la prédiction tout en
garantissant la traçabilité des relations exprimées par le modèle.
Les approches d’amélioration de la prédiction que nous avons présentées visent généralement l’amé
lioration explicite d’un seul critère d’évaluation du modèle. Cette limitation est plus distingue lorsque
il s’agit d’un critère important comme la facilité d’interprétation. Par exemple, une approche basée sur
la combinaison a pour objectif principal l’amélioration de la capacité prédictive. cependant. elle néglige
le critère de facilité d’interprétation du modèle. Par consequent. après des combinaisons comme celles
présentées dans la section 3.8.3. Ofl ne petit pas savoir quel modèle est responsable de la valeur prédite.
0. Un a[Nrçu sur cetie technique est présenté dans lfenton et Pfleeger, 1997].
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Ce manque de traçabilité rend l’interprétation du modèle composite difficile.
Afin de contourner la limitation de ces approches il est question de considérer simultanément plu
sieurs propriétés des modèles prédictifs. Considérer toutes les propriétés peut s’avérer une tâche très
difficile, cependant, viser les plus importantes est plus admissible.
L’avantage des approches existantes de combinaison réside dans la réutilisation des connaissances
offertes par les modèles déjà construits. Profiter de plusieurs expertises est avantageux pour la capacité
prédictive et la capacité de généralisation du modèle, sauf que les méthodes de combinaisons utilisées
risquent de dérager le critère d’interprétabilité. Une solution envisageable consiste à trouver une mé
thode de combinaison qui préserve la facilité d’interprétation du modèle composite.
3.9 Conclusion
Ni cette présentation de l’état de l’art, ni cette dissertation n’aborde la question de mesurer OU de
ne pas mesurer la qualité et ses attributs, car nous considérons que cette question est déjà répondue par
plusieurs chercheurs. Durant les dernières années, plus d’un millier de métriques sont proposées et plus
de 5 000 papiers concernant le mesurage et la qualité ont été publiés [ZLise, 1998]. Pour cette même
raison, la présente dissertation ne peut pas couvrir toute Fhistoire ni tout l’état de l’ai-t de la qualité du
logiciel, avec son mesurage et sa prédiction. Nous avons préféré orienter ce chapitre vers la réalisation
de trois objectifs que nous jugions nécessaires pour le travail présenté.
Ainsi. nous avons abordé l’historique de la qualité de son mesurage et de sa piédiction dans l’objec
tif de présenter leur importance et leurs concepts dc base. Par la suite. nous avons consacré une grande
partie à la présentation de la modélisation de la qualité et de l’état de l’art du mariage entre la prédic
tion de la qualité et les techniques empruntées de l’IA. La dernière partie de ce chapitre a discuté les
problèmes de la prédiction et les solutions proposées dans la littérature pour l’améliorer.
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Chapitre 4
CAMP: Approche de combinaison et
d’adaptation des modèles prédictifs
4.1 Introduction
Ce chapitre présente une approche générale de combinaison et d’adaptation des modèles prédictifs
(que nous appelons CAMP) pour améliorer la prédiction de la qualité du logiciel. Nous entendons par
amélioration de la prédiction, la prise en compte d’une ou plusieurs propriétés de modèles prédictifs dc
qualité atin de les promouvoir. Pendant que les tentatives d’améliorations existantes (voir section 3.8)
considèrent habituellement une seule propriété de modèles, nous travaillons dans notre approche sur la
considération de trois propriétés de modèles. Nous notis intéressons explicitement à la capacité prédic
tive. à la facilité «interprétation et à la capacité de généralisation . Notre choix de ces trois propriétés
est justifié dans la section 3.5.4 OÙ nous proposons un ordre de priorités des propriétés de modèles.
Afin de justifier certains choix «idées et orientations, nous commençons par présenter les motivations
de notre approche. La première section contient une analyse des principales causes du problème de la
faible capacité prédictive des modèles de qtialité. Par la suite, nous précisons. dans la deuxième sec
tion. ]es objectifs visés par notre approche CAMP. Dans la troisième section. nous fournissons une
description formelle du problème ciblé de combinaison de modèles, tout en tenant compte des objec
t. Nous rappelons ctue nous ne préiendons pas è la généralisaiion absolue, ou à t’universatiié du modèle. Nous visons ta
capaeiié du modèle à supporier au moins l’évoluiion du coniexie d’une organisalion en pariiculier.
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tifs fixés. Dans la quatrième section, nous passons en revue et discutons les méthodes habituellement
utilisées pour combiner des modèles. Nous consacrons la cinquième et la sixième section à la descrip
tion de l’approche CAMP, en présentant ses principes et ses mécanismes. Les techniques utilisées pour
définir les mécanismes et appliquer les principes de CAMP sont présentées dans la septième section.
Les concepts de ces techniques ont été décrits dans le chapitre 2, leurs adaptations respectives à notre
problème dépendraient essentiellement du type des modèles prédictifs de la qualité mis en jeux. Ces
adaptations seront décrites sommairement dans ce chapitre, elles seront détaillée dans les chapitres 5
et 6 portant respectivement sur deux applications de CAMP à deux différents types de modèles.
4.2 Analyses et motivations
Les modèles de qualité du logiciel souffrent de plusieurs problèmes qui ont été décrits dans le cha
pitre 3. Dans cette section, nous n’allons pas nous intéresser à tous les problèmes mais plutôt nous
concentrer sur le problème de la faible capacité prédictive des modèles. Notre analyse consiste à cher
cher progressivement les origines de ce problème pour lui trouver une cause principale que nous pouvons
O tenter de résotidre ou contourner. Ainsi, nous choisissons en connaissance de cause,
les alternatives les
plus sûres qtn amènent à la solution la plus appropriée.
En analysant la faible capacité prédictive des modèles (voir la section 4.2.1). deux problèmes sont
mis en cause sticcessivement : fa faible représentativité de données (voir la section 4.2.2) et la pénurie des
données (voir la section 4.2.3). Par la suite, une alternative de contourner ce dernier problème (la pénurie
des données) est montrée dans la section 4.2.4 par une comparaison théorique entre la combinaison des
données et la combinaison des modèles. Le résultat de cette comparaison est une prémisse à l’idée
principale de l’approche CAMP.
4.2.1 Analyse de la faible capacité prédictive
Les expériences montrent que les modèles de prédiction présentent une grande variation vis-à-vis
de leur capacité prédictive Fenton et Pfieeger, 1997]. [Pfleeger. 1998]. En effet, la capacité prédictive
varie d’tin modèle à un autre et d’un ensemble de données2 à un autre. Une expérience menée par Abdel
2. Ensemble de données sur lequel on applique le modèle, que nous allons appeler souvent dans cett
e disseriation < en
semble d’appheaoon
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Ghaly dont le but était de comparer plusieurs modèles de fiabilité a montré des écarts importants entre
les prédictions des différents modèles utilisés sur un même ensemble de données (données de Musa
[Fenton et Pfleeger, 1997]). La figure 4.1 illustre les résultats trouvés [Abdel-Ghaly et al., 1986] avec
les modèles de fiabilité JM, GO, LNHPI DU et LV (voir section 3.5.2.2 pour plus d’informations sur
certains de ces modèles).
Fic. 4.1
— Pivblè,ne dc la capacité prétÏictne t ca.ç des modèles clefictbilité
De tels résultats sont typiquement décourageants pour les utilisateurs potentiels des modèles de pré
diction de la qualité, car la capacité prédictive d’un modèle est un critère important pour sa crédibilité
et son acceptation. Une fiible capacité prédictive se manitèste de deux manières. D’une part, les prédic
tions sont biaisées car les valeurs prédites sont considérablement différentes des valeurs réelles. D’autre
part. les prédictions sont bruitées parce que les valeurs prédites de cas similaires varient d’une façon net
tement différente de la variation des valeurs réelles correspondantes. Pour une fin comparative, certaines
techniques notamment statistiques, sont utilisées pour analyser la capacité prédietive «un modèle. Dans
le cas des modèles de la habilité. Abdel Ghaly suggère le diagramme « u-plot » pour analyser le biais et
la vraisemblance « préquentielle » afin d’analyser le bruit PHeeger. 1998].
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eux et à décider si un modèle est meilleur qu’un autre pour un ensemble de données particulier. Par
contre, elles ne peuvent pas identifier d’une manière définitive le meilleur modèle. D’ailleurs, il est
impossible de connaître, a priori, quel modèle utiliser car le comportement d’un modèle dépend d’une
part de l’ensemble des données sur lesquelles ce dernier va être appliqué et qui est o priori inconnu
et d’une autre part de la représentativité des données qui ont été utilisées pour entraîner ce modèle
[Abdel-Ghaly et cit.. 1986; fenton et Pfleeger, 1997; Denton, 1999].
4.2.2 Représentatïvité des données
La plupart des travaux analysant les modèles de qualité reconnaissent que la principale cause de
l’inexactitude de ces derniers est le grand écart qtu existe entre le milieu où le modèle est construit et
celui où le modèle est utilisé. En effet, lorsqu’un modèle est construit à partir d’un ensemble particulier
de données, sa capacité prédictive est à son niveau maximal sur cet ensemble. Lorsqu’il est appliqué
sur un deuxième ensemble de données, sa capacité prédictive baisse selon l’écart entre l’ensemble de
construction et celui d’application. Il s’agit du problème de la représentativité des données utilisées pour
construire le modèle. C’est en fait la similarité entre les données de construction et celles d’application
qui fait auementer ou diminuer cette représentativité. La hgure 4.2 montre le cas le plus habituel de
l’écart entre les données de construction et celles d’application. Cet écart est exprimé par une faible





FIG. 4.2 — L’écart entre I ‘ensemble de construction et celui cl’cippliccition
CHAPITRE 4. CAMP: APPROCHE DE COMBINAISON ET D’ADAPTATION DES MODÈLES PRÉDICTIFS 81
o
Concrètement, les ensembles de données peuvent se ressembler essentiellement dans certains cri
tères comme la répartition des données dans l’espace, la nature et la taille des systèmes logiciels à partir
desquels les données sont collectées, la densité de certaines données, etc. Intuitivement, plus la taille
des données utilisées pour construire le modèle est grande, plus on peut favoriser l’existence de certains
de ces critères de ressemblance. Ainsi, on augmente la chance d’avoir une grande intersection entre
l’ensemble de construction et d’autres ensembles d’application.
Erreur de généralisation
FiG. 4.3 — influence de ki tctïlle d’échantillon de données dentraîneineni sur ki perJormcmce du modèle
La hgure 4.3 montre l’influence de la taille des données de construction sur la performance de
modèle (résultats des travaux présentés dans IKai et Boon, 19971). Dans cet exemple. si on double la
taille de l’ensemble des données d’entraînement, l’erreur de généralisation diminue et la capacité pré
dictie du modèle augmente. surtout au début du processus d’apprentissage quand la taille des données
est petite (cas habituel en génie logiciel, comme on peut le voit dans section 4.2.3). Avoir un grand
ensemble de données permet une meilleure représentativité gràce à une diversité et à une plus grande
couverture de l’espace des données. Par conséquent. la combinaison des ensembles de données est un
moyen conventionnel et encourageant3 pour produire un meilleur modèle. Cependant. cette solution est
tributaire de la disponibilité de données, un « cauchemar » dans la prédiction de la dualité du logiciel.
Courbe dentrainernent
T 21 Taille dc l’ensemble de données
d’entrainernent
3. Plus il y a de données, mieux c’esi «.
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Ceci nous ramène à analyser le problème de la pénurie de données dans l’espoir de résoudre celui de la
représentativité de données.
4.2.3 Pénurie de données
Malgré la nécessité d’établir des bases scientifiques appropriées en génie logiciel (lois, mesures,
modèles, etc.) et de mener des études empiriques rigoureuses, ce domaine souffre de la pénurie de don
nées publiées sur des systèmes logiciels industriels [fenton et aï., 20021. En particulier, la modélisation
de la qualité du logiciel en souffre davantage, en dépit de certains efforts précieux d’un nombre réduit de
groupes de recherches qui ont rétissi à travailler sur des données provenant de vrais systèmes industriels
(voir par exemple [Shen et cL, 19$5j. ILevendel. 1990]. [Daskalantonakis. 1992], tKenney et Veuk,
1992j. [Carrnan et ctt.. 1995]. [Kaaniche et Kanoun, 1996]. [Khoshgoftaar et al., t996a]. [Ohlsson et
Alberg, 1996] et [Mao et ctÏ.. 199$] ).
Ce problème de pénurie de données affecte directement la représentativité des ensembles utilisés
pour la construction de modèles de la qualité. En effet, certains chercheurs construisent et valident leurs
modèles sur des petits ensembles de données qui représentent des cas étroitement liés aux particularités
de l’environnement où ces données sont collectées. Dans des situations pareilles. les modèles produits
sont imprécis, instables et peu généralisables. La pénurie de données est causée par le manque de pro
grammes de contrôle de la qualité et de méthodologies de collections autonlatiques de données au sein
des organisations. lui-même dû en grande partie au coût élevé des collectes de données. Par exemple, le
laboratoire de génie logiciel de la NASA dépense 15% du coût du développement de ses projets sur la
collecte et le traitement des données [Choornan, 1983]. Une autre cause de cette pénurie est la réticence
des organisations à divulguer des données qui peuvent nuire à la confidentialité professionnelle ou à la
réputation de ses produits.
La résolution du problème de pénurie de données nécessite un effort considérable sans pour autant
garantir un bon résultat. Cette difficulté réside dans la nature des tâches que l’on peut entreprendre pour
vaincre la pénurie de données: on doit sensibiliser les organisations à intégrer un programme de qualité,
à développer ou à adopter une méthodologie de collecte, de traitement et de validation de données.
inviter les chercheurs à publier les données qu’ils utilisent potir construire leurs modèles, etc. À court
terme, la réalisation de telles tâches est très difficile.
CHAPITRE 4. CAMP: APPRoCHE DE COMBINAISON ET D’ ADAPTATION DES MODÈLES PRÉDICTIFS 83
4.2.4 Combinaison de données versus combinaison de modèles
Supposons qu’un ensemble d’échantillons de données soit disponible, une première approche intui
tive est de combiner tous ces échantillons pour entraîner un seul modèle de prédiction plus performant en
utilisant un algorithme d’apprentissage. Cette approche est fondée sur la règle « plus il y a de données,
mieux c’est » [Kai et Boon, 19971. Une autre approche, qui diffère de la première par la manière avec
]aquelle les données sont utilisées, entraîne un modèle de prédiction sur chaque échantillon de données
puis combine les modèles produits. La première approche est appelée « combinaison de données >, la
deuxième est appelée « combinaison de modèles ».
La disponibilité de différents ensembles de données fournit une certaine variation de la représen
tation des données dans un espace d’observations et les modèles construits séparément, à partit de ces
ensembles indépendants de données, deviennent des « spécialistes » dans différentes parties de l’espace.
Par conséquent, la combinaison de ces modèles permet une coopération entre ces spécialistes. Chaque
modèle a une participation plus ou moins importante, selon la partie de l’espace où l’on se trouve et se
lon la façon avec laquelle la combinaison a été effectuée (voir section 4.6). Cependant. la combinaison
des données réduit la variation de ces dernières et en forme une représentation globale.
C La figure 4.4 est une version modifiée d’une figure proposée dans [Kai et Boon, 1997] qui explique
cette dernière constatation en utilisant la densité des données dans un espace à une seule dimension. Un
algorithme dapprentissage utilisant des ensembles combinés de données (voir la figure 4.4(b)) produt
toujours un modèle avec une bonne performance dans la régit)n de densité élevée (ri) alors que les
régions de faible densité (i» et r3) peuvent être négligées, c’est-à-dire que la perfbrmance du modèle est
faible à l’extérieur de r1. En revanche, les modèles construits à partir des ensembles séparés des données
A et B (voir la figure 4.4(a)) fonctionnent mieux stir leurs régions respectives et particulièrement sur r
et r. Cette performance est expliquée par la vue plus limitée (concentrée) sur les données qtie possède
chacun des modèles.
À titre illustratif, les travaux publiés par Meir [19941 et par Sollich et Krogh [1996] ont comparé la
performance de la combinaison des modèles de type régression linéaire à celle du modèle résultant de
la combinaison des ensembles séparés de données. Ils ont attribué la supériorité de la combinaison des
modèles à la réduction de la variance des données causée par la combinaison des ensembles.
C








Fic. 4.4 — Différentes vues sur les données: Ensembles combinés Versus ensembles séptrés
En dépit de la disponibilité des données, le choix entre les deii alternatives de combinaison est en
faveur de la combinaison des modèles [Kai et Boon. 19971. En situation de pénurie de données sur de
vrais systèmes logiciels, la combinaison des modèles s’impose davantage.
4.3 Hypothèses de l’approche
Nous présentons dans ce chapitre une approche générale de combinaison et d’adaptation de modèles.
Par ailleurs, une spécialisation de cette approche est nécessaire en vtie de son application à différents
types de modèles. La diversité des types de modèles et de leurs techniques de construction constitue
une entrave à l’application de notre approche à tous les types de modèles. Dès lors, nous limitons
notre spécialisation, dans le présent travail, aux modèles non traditionnels basés essentiellement sur les
techniques d’intelligence artificielle qui constituent une tendance de la modélisation de la qualité (voir
section 4.3.1) et plus précisément, à ceux de types classificateurs (voir section 4.3.2). Par conséquent,
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4.3.1 Tendance de la typologie des modèles
Les solutions qui sont apportées aux problèmes de la prédiction de la qualité sont fondées princi
palement sur l’utilisation des techniques d’apprentissage et surtout sur celles qui considèrent certaines
propriétés de modèles comme la facilité d’interprétation de modèles. Par exemple, face à l’importance
de cette propriété, certains chercheurs comme Fenton [1999b; 2000; 2000b; 20021. Neil [2000a; 2001]
et Boehm [1999] ont proposé ces dernières années, l’utilisation des réseaux bayésiens comme solution
potentielle pour modéliser la causalité dans le processus de prédiction de la qualité du logiciel.
Les arbres décisions ont été grandement utilisés pour permettre une meilleure capacité d’explication
des modèles produits [Porter et Selby. 1990a; Esteva et Reynolds. 1991; Briand et aï., 1993b: Briand
et aï., 1993a; Porter, 1993a; Briand et cil., 1993a: Mao et ai., 1998; Lounis et cii., 1998]. Aussi, parallè
lement à ces tendances, nos priorités dans cette dissertation. portent sur les modèles non traditionnels.
Ces modèles tiennent compte des aspects de la prédiction en génie logiciel, comme la subjectivité.
l’incertitude. Ils possèdent une structure transparente qui permet au praticien de comprendre les rela
tions causales entre les attributs prédicteurs et le facteur de qualité prédit. Nous croyons aussi que ces
modèles basés essentiellement sur les techniques d’apprentissage constituent la tendance future de la
modélisation de la qualité de logiciel.
4.3.2 Prédictions versus classifications
Plusieurs problèmes de prédiction sont réduits à des problèmes de classification. Cette réduction
est surtout titilisée lorsque la variable à prédire possède une distribution désécluilibrée. Considérons
la prédiction de la qualité du logiciel, exprimée en nombre de défauts. La majorité des composants
contiennent zéro ou très peu de défauts. ce qtn engendre une distribution complètement déséquilibrée
du nombre de défauts. Dans ce cas, au lieu de prédire le nombre de défauts potentiels dans un composant
logiciel, on détermine ta susceptibilité du composant à contenir des défauts. Ainsi, on prédit la classe
à laquelle le composant appartient (à hciut risque ou à faible risque). Par conséquent, le modèle de
prédiction est réduit à un modèle de classification binaire. Une autre raison pour laquelle on convertit
la variable à prédire en une variable dans l’échelle ordinale ou nominale est de mener un discotirs
facilement compréhensible sur la qualité du logiciel. Pour ces raisons, les mécanismes de notre approche
G:
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sont illustrés par des exemples de modèles de classification.
4.4 Objectif et idée de l’approche
4.4.1 Constats
Suite à l’analyse des problèmes majeurs dont souffre la prédiction de la qua]ité du logiciel, nous
sommes convaincus que l’inexactitude et la difficulté de choix des modèles sont causées principalement
par la non représentativité des données qui est engendrée avant tout par la pénurie de données.
La résolution du problème de pénurie de données nécessite un effort considérable sans pour autant
garantir un bon résultat. En fait, à part quelques initiatives très rares et coûteuses, comme celle du
laboratoire de génie logiciel de la NASA qui vient de publier une base de données collectées sur leurs
systèmes industriels, la pénurie de données demeure un problème difficile à résoudre.
Parallèlement à la pénurie de données publiées, plusieurs modèles de prédiction sont publiés dans
la littérature [Fenton et Ohlsson. 2000; Fenton et Neil. 2000b; Fenton et Neil. 1999a: Denton. 1999;
Aroui, 1996]. Ces modèles peuvent être de type connu, utilisant une technique bien identifiée comme
la régression linéaire, les réseaux de neurones, les arbres de décision, le réseaux bayésiens, le raisonne
ment à base de cas (voir la section 3.6.2). ou peuvent être également exprimés dans Lin langage naturel
sans avoir utilisé une formalisme déterminé : sous tbrmc «affirmations, opinions d’experts. résultats
de vérification d’une hypothèse, etc. Ce dernier type est très fréquent (voir des exemples dans la sec
tion 3.5.2.3). Même si le nombre de modèles varie considérablement «un facteur de qualité à un autre,
il est toujours en croissance [Fenton et Pfleeger. 1997: Pfleeger. 1998; Fenton et Ohlsson, 2000; Denton,
1999]. La fiabilité est un exemple de facteurs qui attirent le plus d’efforts de modélisation et dont Je
nombre de modèles est de plus en plus croissant IFenton et Pfleeger. 1997; Denton, 1999].
Le dernier constat est fondé sur un raisonnement qui considère que les modèles disponibles sont des
abstractions faites à partir de données qui ne sont pas ou ne sont plus disponibles. Ils sont d’ailleurs les
seules traces disponibles sur les données. Par conséqtient. la pénurie de données peut être contournée en
utilisant les connaissances représentées dans ces modèles.
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4.4.2 Objectif
L’objectif de notre recherche est de permettre aux praticiens d’avoir un modèle de prédiction possé
dant les propriétés suivantes:
1. Une meilleure capacité prédictive: les prédictions doivent être précises lorsqu’on utilise le modèle
dans un eivironnement logiciel propre à une organisation (dans [Aroui, 19961, cette propriété est
appelée Ici capacité réplicative).
2. Une bonne capacité de généralisation: le modèle doit avoir une aptitude à tenir compte au moins
de certaines variations futures dans le contexte de l’organisation (dans [Aroui. 1996], cette pro
priété est appelée la capacité prévisionnelle). Le modèle doit alors garder un certain niveau de
performance à l’extérieur du contexte actuel.
3. Une interprétation facile: le modèle doit aider dans l’explication des prédictions et dans la prise
de décision quelques soient les phases du processus de développement du logiciel, en exprimant
les relations de causalité entre les entrées et les sorties du modèle (cette propriété est appelée aussi
la trctnspctrence) [Gray et MacDonell, 1997; Fenton et ciL, 2002; Aroui, 1996]. C’est aussi par la
Q connaissance des valeurs des métriques responsables de chaque décision qu’on faorise la facilitéd’interprétation du modèle.
4.4.3 Idée maîtresse de l’approche
Nous proposons une approche «amélioration de la prédiction de la qualité. Cette approche réutilise
les modèles existants qui prédisent un même facteur de qtialité pour produire un modèle plus adéquat
à un environnement logiciel particulier. Cet environnement est représenté par un petit ensemble de
données collectées à partir de certains systèmes logiciels développés par une organisation particulière
ou dans un contexte logiciel particulier. Le modèle résultant doit vérifier les propriétés citées ci-dessus.
Inspirée du fameux mélange d’experts, notre idée consisle à combiner ces modèles et à les adapter
pour obtenir une meilleure prédiction de la qualité. Nous appelons notre approche CAMP (approche de
Combinaison et d’Adaptation de Modèles Prédictifs).
o
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4.5 Description formelle du problème
Dans cette section, nous présentons les définitions et le formalisme utilisés dans la suite de ce cha
pitre, afin de bien décrire notre approche. La notation et les concepts utilisés proviennent des forma
lismes habituellement utilisés en apprentissage. Pour décrire notre problème d’une manière claire et
transparente, nous le relions le plus possible aux notations et aux concepts appropriés au génie logiciel.
4.5.1 Définitions
Définition 4.5.1 Échantillon de données:
Un échantillon de données est un ensemble D = {(xt ,y ). . . . (x, .u )} de n obsen’cttions oti points de
données où x E R” est un vecteur de fi attributs et y E C est une valeur de sortie (un label dans le cas
de modèles de classification).
Dans le domaine de la prédiction de qualité du logiciel, une observation x représente un composant
bien défini d’un système logiciel (par exemple, une classe dans Te cas d’un logiciel 00). La valeur de
sortie y représente le facteur de qualité à prédire du composant logiciel x1. Les attributs de x, (notés par
(I) (d)
.
. .x1 , s ) sont des metnques logicielles (comme le nombre de methodes, la profondeur dans I arbre
d’héritage). Ces attributs sont considérés comme appropriés au facteur particulier de qttalité du logiciel
à prédire.x prend ses valeurs dans .4 C R, où A est le domaine de définition du attribut4.
Le facteur de la qualité v prend ses valeurs dans l’ensemble C. Dans le cas d’une classification où
ï peut prendre seulement tin nombre fini de valeurs, C est un ensemble fini de ces valeurs possibles.
Dans la prédiction de la qualité du logiciel l’espace de sortie C est habituellement un ensemble ordonné
cl .C2 ,cq d’étiquettes. ou labels (voir la section 4.3.2).
Définition 4.5.2 Un modèle:
Un modèle de qualité est une représentation qui exprimne mie relation établie entre, d’une part, les
ctttribttts d’un composant logiciel x et d’autre part, unfacteurcle qualité)’. Cette relation peut être définie
par une fonction f : ‘V — C qui prédit la valeur y E C cl ‘tin facteur de qualité y de n ‘importe quelle
ob,çervation X E ‘V. ‘C est l’espace d ‘entrée de f, il est défini par le produit cartésien A i x ... x
,,
où
4. Nous notons que la valeur d’un attribut peut être un réel, un enlier, une étiquette, etc. Mais, nous la supposons réel pour
alléger la notation.
o
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est le domaine de définition du jième attribut et d est te nombre d’attributs cÏ’entrée.
Un modèle est construit ou validé sur un échantillon de données comme D. La relation que le modèle
exprime peut être représentée de plusieurs manières, selon la méthode employée pour sa construction
(méthode d’apprentissage, analogie, jugement d’experts ou autres). Par conséquent, la fonction f qui
définit le modèle peut prendre plusieurs formes (formules mathématiques, système de règles).
Définition 4.5.3 Coittexte d’organisation:
Nous appelons contexte d’organisation, tin ensemble de données D(. = {(xt yi), . . de ne
obsen’citioizs tel que pour tout composant x,, lct valeur dufactetir de quctiité v est connue.
Le contexte d’organisation est en fait un ensemble de données qui sont collectées sur des systèmes
logiciels opérationnels, produits par tine organisation donnée. D’un coté. ces données représentent une
description détaillée des composants des logiciels produits. Pour chaque composant. cette description
comporte un ensemble d’attributs internes (généralement strticturels et relationnels) et un attribut externe
représentant son comportement dans son environnement. Ce comportement est le facteur de la qualité
désiré par l’organisation.
C D’un autre coté, ces données reflètent un style de développement de logiciels, une expérience de
développeurs, de bonnes et de mauvaises pratiques dans le processus de développement, une expérience
antérieure d’organisation en matière de développement d’un type particulier de logiciels. etc. Ces don
nées inthrment alors sur plusieurs conditions qui peuvent influencer l’atteinte de certains objectits de
la qualité dans l’organisation. C’est le contexte l’activité de développement de logiciels au sein d’une
organisation.
4.5.2 Formulation du problème
Nous considérons le problème de combiner et d’adapter N modèles existants fi fv. afin d’ob
tenir un modèle de prédiction adéquat pour un contexte d’organisation D disponible. Ces modèles
existants sont supposées être construits, respectivement, à partir des échantillons D1 Dx et prédisent
le même facteur de qualité.
La combinaison et l’adaptation doivent permettre la réalisation des objectifs mentionnés dans la
Section précédente 4.4: produire un modèle compromis ayant une meilleure capacité prédictive dans le
C,
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contexte d’organisation D(. et ayant une bonne capacité de généralisation, tout en étant le plus interpré
table possible.
4.6 Alternatives de combinaison
La première façon de combiner les N modèles est de trouver parmi eux le modèle qui prédit mieux
que les autres dans le contexte D(.. L’avantage de cette méthode réside dans sa simplicité et dans sa ca
pacité à conserver les propriétés provenant des modèles originaux. Son inconvénient est qu’elle n’utilise
que les connaissances d’un seul expert et ne combine pas les expertises.
Une deuxième façon de combiner les modèles, quoique plus compliquée, est de construire une
somme pondérée de leurs sorties [Perrone et Cooper, 19931. formellement,
J(x)
=
où w > 0. j = 1,. . . .N. Potir trouver les poids par apprentissage, on peut utiliser, par exemple. un algo
rithme de la famille ensemble de vote comme AdctBoost [Freund et Schapire. 1997]. Si nous considérons
le cas des modèles de classification binaires, avec 1 et —l comme valeurs de sortie possiblestlabels). la
combinaison des classificateurs est donnée par:
t si Z w1f1(x) >0.
(4.1)
-—1 sinon.
Les poids. ou les coefficients de pondération n’1 des modèles, ont une interprétation naturelle du fait
qu’ils mesurent la confiance en le j1t modèle. sur l’ensemble de données du contexte D(. Cepen
dant. certaines bonnes propriétés provenant des modèles originaux sont en quelque sorte perdues. Par
exemple, l’interpretabilité est dégradée par le fait qu’il y ait plus d’un modèle responsable de chaque
décision.
D’autres méthodes de combinaison à coefficients variables sont utilisées pour combiner un ensemble
de modèles, afin de prodture un modèle plus performant. La plus répandue de ces méthodes est celle
utilisée par Jacob et ses collègues, connue sous le nom de « mélange d’experts > [Jacobs et aÏ., 19911.
Cette mélhode utilise un réseau de pondération qui décide comment déterminer les poids des experts
en fonction de chaque point de données. Ce réseau de pondération sélectionne un ou un petit nombre
o
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d’experts qui apparaissent les plus appropriés pour fonctionner sur un exemple de données. Durant leur
apprentissage, les poids changent seulement pour les experts choisis. Les experts qui classifient bien
l’exemple se voient attribuer plus de poids pour cet exemple alors que les experts qui le classifient mal
verront leurs poids diminués. Les autres experts sont considérés spécialisés dans d’autres cas de données
suffisamment différents. Durant le processus d’entraînement des poids, les experts se découplent les uns
des autres et se spécialisent dans des petites portions de l’espace d’entrées.
Ces méthodes sont plus générales que les méthodes des ensembles sur deux aspects. D’abord, les
poids w1 des experts ne sont plus constants mais plutôt évalués en fonction des entrées w(x). Deuxiè
mement, après l’apprentissage des poids, les experts j, sont entraînés une seconde fois et les deux étapes
sont réitérées jusqu’à convergence. En raison de cette deuxième propriété, nous ne pouvons pas utiliser
les algorithmes généraux de mélange d’experts. En effet, notre but est de réutiliser des experts exis
tants. De plus. nous ne ocilons pas perdre les bonnes propriétés des modèles existants comme la facilité
d’interprétation.
Toutefois, il tacit mentionner qu’il existe des algorithmes à mi-chemin entre les méthodes «en
sembles et l’approche par mélange d’experts qui apprennent les poids en fonction des données sans
C avoir changé les experts originaux (voir [Moerland et Mayoraz. 1999; Meir et ai., 20001). Ces méthodes
peuvent être appliquées à notre problème mais la complexité croissante des fonctions des poids w1(x)
rend l’interprétation des modèles difficile.
Les méthodes existantes de combinaison ne considèrent pas certaines propriétés de modèles de pré
diction comme la facilité «interprétation, appelée aussi transparence [Merz. 19981. Cette limitation
nous impose la recherche d’autres manières de combiner les modèles de qualité du logiciel. Les mé
thodes recherchées doivent préserver les propriétés ciblées par les objectifs de notre approche.
4.7 Principes de l’approche CAMP
Trois préoccupations conditionnent notre approche de combinaison et d’adaptation de modèles pré
dictifs (CAMP). La première concerne la capacité prédictive du modèle résultant (ou composite), la
deuxième est l’adaptabilité dci modèle au changement de l’environnement (de sa construction et de son
application), il s’agit de la capacité de généralisation du modèle, la troisième est l’aptitude de l’ap
o
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proche à améliorer, ou du moins à conserver le niveau d’interprétabilité des modèles originaux (ou
modèles composants). Considérons, par exemple, la combinaison de modèles de type arbres de déci
sion, réputés avoir un bon niveau d’interprétabilité. Nous voulons que notre approche puisse produire
un modèle transparent, aussi interprétable qu’un arbre de décision et dont la capacité prédictive et la
capacité de généralisation sont meilleures que celles des arbres existants.
Afin de répondre à ces trois préoccupations, nous adoptons les trois principes suivants:
1. Premier principe: adapter pour améliorer la capacité prédictive des modèles.
2. Deuxième principe: combiner pour généraliser les modèles.
3. Troisième principe: décomposer pour faciliter l’interprétation des modèles.
4.7.1 Premier et deuxième principe: adapter et combiner
Soient fi Lv, N modèles qui prédisent un même facteur y de qualité. Ces modèles sont construits
respectivement à partir des échantillons D D,, qui peuvent éventuellement se chevaucher (couvrir
un même sous espace de données). Nous voulons prédire le facteur)’ de qualité pour les produits logiciels
développés par tine organisation DZERO (représentable par un ensemble virtuel de données D0). Soit
D C D0. un ensemble de données disponibles formant le contexte de l’organisation DZERO. Trois
solutions sont en isaeahles. La première consiste à évaluer tous les modèles sLir D, et à choisir le
meilleur d’entre eux. La deuxième consiste à utiliser seulement D,. pour entraîner un nouveau modèle
f. pour prédire tous les cas de Dç1. La troisième solution propose de combiner et d’adapter les modèles
fi fv en utilisant D,
Le modèle résultant désiré est un modèle qui doit à la fois être spécialisé dans son contexte D,. et
être général par ailleurs. au moins sur tout l’ensemble D0. C’est-à-dire, il doit bien prédite à l’extérieur
du contexte ci garder. lorsque ce dernier change ou é\olue, une capacité prédictive satisfaisante.
Lorsqtie le contexte évolue, deux types d’observations lui sont généralement ajoutés. Le premier
type représente une nouvelle5 gamme de composants logiciels et reflète une nouvelle pratique dans le
processus de développement. L’ajout de ce type d’observations est très occasionnel. Le second type est
le plus fréquent. représente des composants comparables à ceux produits par d’autres organisations, et
5. Nouvelle pour ioutes les organisaiions dc logiciels.
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reflète des pratiques communes à plusieurs environnements de développement de logiciels.
Une grande partie du deuxième type d’observations est fort probablement représentée par la com
binaison des ensembles de données D, j E {1,.. . ,N}. Plusieurs nouveaux cas du contexte évolué sont
ainsi bien prédits pas la combinaison des modèles fj.
En conséquence, nous constatons que le modèle désiré à la fin doit acquérir (ou avoir une vision sur)
deux types de connaissances: (1) des connaissances spécifiques au contexte particulier d’organisation
D et (2) des connaissances communes (générales) à plusieurs contextes du domaine de développement
de logiciel.
Le premier type de connaissances peut être acquis, soit en choisissant un modèle (première alter
native), soit en utilisant un algorithme d’apprentissage (deuxième alternative), soit en adaptant certains
modèles (troisième alternative). Le deuxième type de connaissances (connaissances communes du do
maine) n’est acquis dans les conditions décrites ci-dessus6 que par la combinaison des « expertises »
contenues dans les modèles existants.
Suite au précédent raisonnement, nous retenons donc la troisième alternative qui permet de réunir
les deux types de connaissances. Ainsi, en réutilisant des modèles existants, nous acquérons les connais
O sances communes du domaine (c’est la combinaison). Par ailleurs, en guidant la combinaison par les
données spécifiques du contexte de l’organisation. nous considérons les connaissances spécifiques (c’est
l’adaptation). Les connaissances des modèles existants sont éventuellement ajustées pour s’adapter et
mieux convenir au contexte particulier de l’organisation.
4.7.2 Troisième principe: décomposer
Concernant l’interprétation du modèle, nous proposons une décomposition de chacun des modèles
existants en un ensemble d’expertises. Un critère de décomposition est la variation de la performance du
modèle d’une région à une autre dans l’espace de données, ou l’espace d’entrée. En effèt, un modèle est
généralement construit à partir d’un échantillon de données qui ne représente pas tous les cas possibles.
Ces mêmes données sont. le plus souvent, réparties d’une manière non équilibrée dans l’espace ce qui
rend la capacité prédictive du modèle construit variable d’une région de l’espace à l’autre. La prédiction
est plus fiable dans les régions où l’échantillon d’entraînement a une bonne couverture des données.
6. Conditions caractérisées, entre autres, par ta disponibilité des modêtes et la rareté des données (D1 Dv).
C
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Cette représentation inéquitable des régions de l’espace de données nous suggère l’idée d’étudier le
comportement ou l’expertise d’un modèle par région de l’espace que nous appelons partition.
Concrètement, une partition de l’espace des données représente une gamme de composants logiciels
qui partagent un certain nombre de propriétés, comme l’appartenance à une catégorie de taille, de com
plexité ou de couplage. Par exemple, un modèle peut être plus performant dans la ou les partitions qui
correspondent aux composants ayant une faible cohésion, alors que dans les cas de forte cohésion, un
autre peut donner des meilleurs résultats.
La figure 4.5 montre l’allure d’une décomposition d’un modèle en expertises.
e : expertise : partition
PaOitionnernent >
Modèle : ensemble dexpertise
FiG. 4.5 — Déconïpc.s illo!? d’un modèle en un ensemble d’experîises
Selon te type des modèles. lespace d’entrée ‘1/ peut être traité de deux manières. Dans la première.
il est subdivisé en un nombre de partitions prédéterminées par l’algorithme d’apprentissage utilisé OUV
entraîner le modèle et dans ce cas, une fonction de prédiction est définie pour chac1ue partition. Par
exemple. un modèle de type arbre de décision est décomposable en un ensemble de règles qui couvrent
chacune une région de décision. Plus de détails sur la décomposition d’un arbre de décision sont donnés
dans le chapitre 5.
Pour la deuxième manière, l’espace d’entrée est vue comme une seule entité. Dans ce cas, la même
fonction de prédiction est définie pour tout l’espace. Par exemple, un modèle de type régression linéaire
est représenté par la même fonction dans tout l’espace d’entrée. Pour ce second type de modèles, nous
procédons à une subdivision de l’espace d’entrée ‘k’ en un ensemble de partitions dont le nombre et les
dimensions seront des paramètres de notre décomposition. La restriction du modèle à chaque partition
C
Espace Vpartitionné
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constitue donc la fonction de prédiction en local. Une expertise est dans ce cas définie comme la restric
tion du modèle sur une partition y de l’espace d’entrée V. Ainsi le modèle est un ensemble d’expertises
locales.
Définition 4.7.1 Expertise:
Une expertise est la restriction d’uit modèle à un sous-espace, oti partition, y c V, définie par une
fonction d’expertise e y C gui prédit la valeur du factettr de qualité y E C de n ‘importe quelle
observation x E y, avec e(x) = f(x1). Notts appelons aussi cette expertise, un expert local.
Définition 4.7.2 Modèle comme tm ensemble d’expertises:
Un modèle de c1t,alité peut être perçu connue un ensemble d’expertises ou d’experts locaux. Il peut être
formellement, défini pctr
ei(x) sixEv1.
e(x) six E ‘2•
f t) = (4.2)
eR(x) SiXEVR.
où chacjtie e1, j = 1 R est if! fonctiomt d’expertise cicins la partition n1 C ‘V Lct décomposition d’un
modèle en tin nombre d’expertises correspond di tilt partitioltmtememtt dc 1 ‘espace dent mée ‘j! en R parti
tioits ï civec f(x) -= ej(x) et x E v ci j 1, R.
4.7.3 Description sommaire de CAMP
Une récapitulation de notre approche est donnée par la figure 4.6. dans laquelle un ensemble de
modèles qui prédisent le mème facteur de qualité sont réutilisés et adaptés à un contexte d’organisation
représenté par un ensemble de données D,. Chaque modèle correspond à un partitionnement de l’es
pace de données en un ensemble de régions (partitions). Sur chaque partition est définie une expertise.
Les mécanismes de l’approche CAMP consistent à combiner et à adapter les expertises pour mieux
convenir au contexte D,.. Le résukat de CAMP est un modèle composé de deux types «expertises: (1)
des expertises originelles provenant des modèles existants et (2) des expertises adaptées obtenues par
modifications d’un nombre d’expertises originelles.
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o
La tâche de combinaison et d’adaptation peut être traitée comme un problème d’apprentissaee à hai.it
niveau7 utilisant les expertises existantes et ayant comme entrées les données d’un contexte D,. L’induc
tion ou l’apprentissage d’un modèle consiste à construire, progressivement. de meilleures combinaisons
d’expertises. Ce processus nécessite plusieurs itérations qui comportent évidement des combinaisons et
éventuellement des adaptations de ces expertises. En effet, le processus part d’un ensemble de modèles
initiaux qui subissent d’abord, une opération de prétraitement afin de fournir une structure modulaire
et unifiée pour tous les modèles (section 4.8.1). Par la suite, l’étape itérative s’amorce, elle alterne des
opérations de combinaison (section 4.8.4) et d’adaptation (section 4.8.5) afin de produire de nouveaux
modèles. La progression des opérations est guidée par une évaluation des modèles (section 4.8.2) dans
le but de choisir les meilleurs pour les itérations suivantes. Le processUs se termine lorsque le meilleur
7. II s’agii d’un apprentissage non pas à parut des données mais ptutôt à partir d’experiises entraînées sur des données.
Données du contexte
Modèle Résultant de CAMP
“
O ‘4 Expertises provenant des nouvelles expertises
I O modèles existants ou expertises adaptées
FIG. 4.6
— Vue d’ensemble de l’approche CÀMP
4.8 Mécanismes de l’approche CAMP
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modèle est produit. Les modèles initiaux, ainsi que les modèles intermédiaires, doivent vérifier deux
propriétés fondamentales qui sont: la coniplétude et la cohérence (voir section 4.8.3).
4.8.1 Prétraitement des modèles
Cette opération consiste en premier lieu à identifier tous les attributs (les métriques) utilisés dans les
différents modèles f1.... ,f,.. En second lieu, un espace ‘V sera défini par ‘V = A1 x ...., x Ad, commun
pour tous les modèles, où A1 est le domaine de définition unifié de la métrique t’ et U est le nombre total
de métriques utilisées dans tous les modèles. Par la suite, selon le type de modèle, un partitionnement
P1 de l’espace ‘V est associé à chaque modèle J. En dernier lieu, chaque modèle f est décomposé en un
ensemble d’expertises e,i eIR.
Cette opération de prétraiternent s’effectue au début du processus pour préparer une structure du
modèle flexible et manipulah]e. Cette structure (en morceaux) nous permet de varier aisément la com
position en expertise du modèle. En effet, nous pouvons effèctuer des modifications de différentes am
p]eurs. ati niveau du modèle et au niveau des expertises (section 4.8.5). C’est grâce à cette structure que
nous favorisons plus de transparence qui aide à mieux interpréter les valeurs de la sortie du modèle.
o
4.8.2 Evaluation d’un modele: mesure de la capacite predictive
Les opérations de notre processus sont effectuées dans le but de créer, progressivement. de nou
veaux modèles plus performants. Afin d’évaluer ces derniers, de les comparer entre eux et de choisir
le meilleur, nous utilisons d’une part un contexte d’organisation D comme ensemb]e d’évaluation et
d’autre part une fonction de mesure de performance du modèle qui dépendra de la nature de la prédic
tion (une régression ou une classification). Cette évaluation est un moyen de guider la progression du
processus itératif de combinaison et d’adaptation. Par ailleurs, l’échantillon D peut également être vu
comme un ensemble d’entraînement au travers de la tâche d’apprentissage que l’approche CAMP réa
lise. Les fonctions de mesure de performance de modèles sont présentées dans le chapitre 2. Nous nous
limitons dans ce travail à l’utilisation des mesures de la performance des classificateurs. Nous stipposons
que la taille de notre ensemble d’entraînement D est ii et que des résultats intermédiaires d’évaluation
(n, dans le tableau 4.1) sont rassemblés sous forme d’une représentation matricielle appelée matrice de
confusion [El Emam. 2000]. Cette matrice a été présentée dans le chapitre 2 pour le cas de la classifica
o
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tion binaire, sa version généralisée pour la classification à q classes est donnée par le tableau 4.1, où n,1
est le nombre d’observations avec label reel c- mais classiflees Cj, avec t,j 1,... ,q. Une revue de la
Label prédit
Ci C2 Cq
Ci flhi fli2 fllq
Label c2 t2l 22
- 132q
réel :
C 11qi 11q2 fltjq
TA B. 4.1 — Matrice de confitsion cltt,IeJnctic?n de décision à q classes.
littérature nous propose plusieurs mesures d’évaluation de la capacité prédictive des classificateurs (voir
la section 2.2.6). Cependant, nous avons choisi deux mestires qui nous semble être les plus utilisées dans
la littérature. Ce sont ta proportion correcte, ou l’exactitude . et l’indice J de YoucÏen.
4.8.2.1 La proportion correcte
Q Cette mesure est aussi appelée en anglais correctness. La plupart des travaux d’évaluation ou de
validation de modèles de classification de la qualité du logiciel utilisent la valeur de la proportion cor
recte comme mesure de la capacité prédictive. par exemple [Schneidewind. 19941. lAlmeida et aL.
1998]. [Fenton et Kitchenham. 1990] et [HaneH et aL. 19961. Elle est également appelée exactitude
dans [Glasberg et cd., 2000] et Hanley, 19821. Cette mesure est employée intuitivement afin de donner
le tacix de réussite globale de la tùche de classification du modèle. Une bonne raison de son utilisation
est la facilité de son interprétation. La proportion coiTecte est souvent utilisée pour évaluer les classifi
cateurs binaires (voir chapitre 2). Toutefois, elle est facilement généralisable aux cas de la classification
non binaire, sa définition est donnée par l’équation 4.3.
C(f) qZ1flH (4.3)
ZIi Z1 liii
où f est un classificateur et n9 est le nombre de cas d’évaluation avec label réel c1 et classifiés comme
e1 (voir tableau 4.1).
o
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4.8.2.2 L’indice J
Cette mesure est aussi appelée en anglais Youden Jindex [Youden, 1961]. L’indice] est utilisé pour
surmonter le problème de la répartition non équilibrée des exemples sur les classes, propre à certaines
mesures d’évaluation des classificateurs binaires couramment utilisées dans la littérature de la qualité du
logiciel, telles que la proportion correcte, les fausses classifications de type I et de type II, le coefficient
kappa, etc. Dans le cas des classifications binaires, j’indice J est défini par l’équation 4.4.
1 1111 —hp 11 —112j
-+ --
- ) (4.4)2 ‘t + f12 fl22 + 1121
La mesure de Youden consiste à considérer que la capacité prédictive d’un classificateur binaire est ta
moyenne des deux termes suivants:
1111
+ 11 2
qui mesure la réussite du classificateur dans l’identification des cas de la première classe et:
1122 2 I
“22 +!121
O qui mestire la réussite dti classificateur dans l’identification des cas de la deuxième classe.On déduit ainsi, une autre forme de l’indice], donnée par l’équation 4.5. où p et s sont respectivement.




Dans la littérature, l’indice J est habituellement utilisé pour évaluer les classificateurs binaires, mais
il peut être généralisé pour servir aux classifications à q classes. Sa forme généralisée est définie par
l’équation 4.6.
I “ii —
= — q (4.6)Q
où le terme mesure la réussite du classificateur dans l’identification des cas de la i’” classe.
I IJ
L’indice J est la moyenne des réussites du classificateur dans l’identification des cas des différentes
classes. Il varie de —1 (poLir la plus faible capacité prédictive) I (lorsque la capacité prédictive est
parfaite). Toutefois, nous proposons de relativiser cette mesure. afin de faciliter son interprétation et sa
comparaison avec celle de la proportion correcte. Nous effectuons donc une transformation linéaire de
O
oCHAPITRE 4. CAMP: APPROCHE DE COMBINAISON ET D’ADAPTATION DES MODÈLES PRÉDICTIfS 100




4.8.2.3 Justification de l’utilisation d’une mesure d’évaluation
Si nous avons le même nombre d’observations pour chaque classe, alors JT(f) = C(f), où f est
un classificateur. Cependant, si l’ensemble de données d’évaluation n’est pas équilibré8. JT(f) donne
un poids (une considération) plus bas aux observations dont les classes sont minoritaires. C’est le cas
pour les données de prédiction de la qualité du logiciel qui sont souvent non équilibrées. Les compo
sants logiciels tendent à être classifiés d’une manière non équilibrée par rapport à un facteur de qualité.
Par exemple, dans nos expériences (voir chapitre 7), nous avons eti beaucoup plus de classes stables
que de classes instables. Par ailleurs, sur un ensemble de données non équilibrées, une faible erreur
d’entraînement (tine grande proportion coiTecte) peut être atteinte par le classificateur constant f•,,,,,,,
qui assigne la classe de la majorité à chaque observation d’entrée. Avec il. le classificateur constant
f,,,, et le classificateur aléatoire (qui assigne des classes d’une manière aléatoire et uniforme aux
observations d’entrée), auraient une capacité prédictive proche de 0.5. tandis qu’un classificateur partait
devrait avoir un JT = I.
De point de vue statistique. JT(f) mesure lexactitude moyenne p’ classe : cest Iexactitude C(f)
en supposant que la distribution est o priori uniforme pour toutes les classes. cest-à-dire lorsque le
nombre d’observations par classes est presque constant.
En conc]usion. la justification de l’utilisation de Findice JT se résume dans son adéquation aux en
sembles de données non équilibrés (voir aussi le chapitre 7).
4.8.3 Propriétés d’un modèle
Définition 4.8.1 C’omplétude d’un modèle:
Un modèle f est dit complet lorsque citaqtte obsen’citïon représentant un composant logiciel x a, au
moins, une valeur de sortie y indiquant la valeur de son fricteur de qualité. La conipléttide est vérifiée
si, pour chaqtie x ‘V, ii existe ait motus une expertise e qui est définie tt point x tel que e’(x) = y.
8. Le nombre d’ohseraijons Iar etasse est très variabte.
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On déduït que l’incomplétude se manifeste lorsque aucune expertise du modèle f n’est applicable à au
moins un composant x E ‘V.
Définition 4.8.2 Cohérence d’un modèle:
Un modèle f est dit cohérent lorsqu’à chaque observation x, il doit correspondre au plus, une seule
valeur de sortie y. Ceci revient à dire qtte chaqtte composant logiciel doit avoir une seule décision
indiquant la valeur de son facteur de qualité. La cohérence est vértfiée si, pour chaque x E V, il existe
au plus une seule expertise e qtti est définie au point x tel que e1(x) = y.
On déduit que l’incohérence se manifeste lorsque, plusieurs expertises du modèle f sont applicables au
même composant logiciel x E ‘V, dans ce cas f n’est même pius une fonction.
4.8.4 Mécanisme de combinaison
C’est le mécanisme le plus sollicité de notre approche. Il s’appuie sur des opérations de combinaison.
Chacune de ces opérations fait intervenir des modèles existants et est fondée sur la réutilisation des
expertises. Il s’agit de regrouper plusieurs expertises provenant de modèles différents, pour former à
chaque fois, un nouveau modèle.
L’objectif de la combinaison est de rechercher les bonnes expertises (<c poches d’expertises »). Ce
sont les expertises (lui ont servi dans des environnements (où elles ont été construites) différents de D,
et elles oht montré leLirs performances dans le contexte D. Nous qualifions ces expertises de réuti
li.scibles. Elles sont susceptibles de représenter les connaissances communes du domaine. Ce type de
connaissances fvorise une bonne capacité de généralisation des modèles, ce qui répond à l’une des
nos préoccupations. Recombiner cette catégorie d’expertises est susceptible de produime un modèle
plus généralisable. Afin de guider cette recherche, les combinaisons produites sont évaluées et celles
qui contiennent des bonnes expertises sont sélectionnées. Concrètement, la combinaison consiste en
un nombre d’opérations successives d’ajout ou de suppression d’une expertise dans un modèle. Nous
appelons ces opérations opérations de hase (voir section 48.6). Ces dernières ont comme mission de
changer légèrement le comportement du modèle en y intégrant des expertises empruntées des autres
modèles existants.
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4.8.5 Mécanisme d’adaptation
C’est le mécanisme qui donne à un petit nombre d’expertises d’un modèle, la chance de changer.
Cette opération est effectuée dans l’objectif de donner une flexibilité aux expertises pour mieux s’adapter
au contexte particulier D( Les expertises qui sont mauvaises (ou faibles) auront moins de responsabilités
et ceci est réalisé par un rétrécissement de leurs «territoires» (ou partitions vi). Celles qui sont bonnes
(ou fortes) auront plus de responsabilités, ce qui se réalise par un élargissement de leurs partitions y.
Lorsqu’une partition v est rétrécie, plus de responsabilités sont données aux expertises des partitions
voisines pour combler l’incomplétude du modèle (voir le paragraphe 4.8.6.2 sur la suppression).
Une adaptation d’une expertise peut aussi se faire par la modification de sa fonction d’expertise
e1. En effet, en la changeant, la fonction d’expertise e1 peut prendre la valeur d’une autre fonction J
parmi les fonctions représentant les modèles originaux. Une opération d’adaptation est accomplie en
effectuant plusieurs opérations de hase d’ajout et de suppression.
Après une adaptation, un nouveau modèle contenant une proportion de nouvelles expertises est
produit. Une fois validées sur D, les nouvelles expertises enrichissent le modèle par des connaissances
spécifiques du contexte. Ainsi, l’adaptation supporte notre objectif qui concerne l’amélioration de la
capacité prédictive du modèle.
4.8.6 Opérations de base
4.8.6.1 Ajouter une expertise à un modèle
Cette opération consiste en l’ajout d’une expertise t un modèle, tout en préservant sa propriété de
cohérence (voir définition 4.8.2).
Soit e0 une expertise définie dans une partition y, de l’espace rjj et soit f un modèle composé de
R expertises R définies respectivement dans les partitions i R de ‘V. l’ajout de e0 à f en
traîne un nouveau partitionnement de l’espace ‘V. Ce partitionnement est différent du précèdent dans les
régions qui se chevauchent avec la partition y0 et se manifeste par le rétrécissement des partitions inter
sectées par y0. Formellement, soit e1 une expertise définie dans y1, tel que v1fl y,, est non vide, alors v.
la nouvelle partition de c, serait égale à v
— (v1nv,,) (voir la figure 4.7). Une opération d’élargissement
est en tait une suppression suivie d’une opération d’ajout. par conséquent. la propriété de cohérence doit
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4.8.6.2 Supprimer une expertise d’un modèle
Cette opération consiste en la suppression d’une expertise d’un modèle tout en préservant la pro
priété de complétude du modèle (définition 4.8.1).
Soit e, une expertise définie dans la partition y, de l’espace i7 et soit f un modèle composé de R
expertises e1 définies respectivement dans les partitions ii R de ‘1”. la suppression de e, de
f entraîne la suppression de y,. donc un nouveau partitionnement touchant les régions voisines de la
partition y, est nécessaire pour préserver la complétude du modèle. 1] se traduit par l’élargissement de
certaines partitions voisines de e,. Cet élargissement peut être effectué selon différentes stratégies. Un
choix simple de stratégie consiste à élargir une partition voisine choisie au hasard.
Formellement, soit e une expertise définie dans v voisine de t’, choisie au hasard, pour combler
le vide crée par la suppression de y, il suffit d’élargir v et d’étendre par conséquent le domaine de
définition de e. La nouvelle partition v’ de e serait égale à y, + t’,. La figure 4.8 montre une autre façon




ea : expertise ajoutée V,
Nouveau partitionnement >
Nouvelle coIl,positioll Espace “ partitionné
du modèle
après ajout
FIG. 4.7 Ajout d’une expc’rtise à tin modèle
o
G
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N ouvelle composition Espace Vpartitionné
du modèle
aptes suppression
4.9 Techniques utilisées dans CAMP pour la combinaison et l’adaptation
lhtn des objectifs principaux de l’approche CAIvIP est de trouver le modèle qui commettrait le
mininrnm d’erreurs une fois utilisé dans un contexte particulier D. La combinaison et l’adaptation
prodttisent à chaque itération de nouveaux modèles qui forment un espace grandissant de solutions
potenttelles à notre problème de recherche du meilleur modèle. Trouver la meilleure solution revient à
explorer cet espace de recherche afin de maximiser une fonction de mesure de pertormance du modèle
dans le contexte D. Ainsi, nous sommes en présence d’un problème d’optimisation combinatoire. Vu
la taille de l’espace de recherche qui ne cesse de grandir à cause du nombre de combinaisons possibles
d’expertises. les méthodes de recherche exactes ou déterministes nécessitent une puissance calculatoire
qui croit exponentiellement avec la taille des instances du problème (nombre d’expertises dans notre
cas).
Afin d’avoir un ordre de la complexité de notre problème. supposons que nous voulons combiner
trois modèles qui utilisent deux métriques en entrée et que chaque modèle est composé en moyenne.
Ancienne composition
du modèle Espace V partitionné
FIG. 4. $ — suppres.rion cÏ’tine expertise d’un modèle
C
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de 9 expertises (c’est l’équivalent de trois intervalles par attribut ou un espace d’entrée de 9 partitions).
Si nous considérons seulement les modèles produits par les combinaisons possibles sans compter les
adaptations, la taille de l’espace de recherche serait nettement supérieure à 18!.
C’est approximativement la somme des arrangements, respectivement à 1, à 2 et à N dans N qui
est égale à (N! + N! + N!/2! + ... + N!/N!). C’est un problème plus complexe que celui du voyageur
de commerce (N!/2N), où N est le nombre des villes, et qui correspond par analogie, au nombre total
d’expertises dans les modèles existants. Il s’agit alors d’un problème NP-complet [Garey, 19791. Pat
conséquent, un recours aux méthodes métaheuristiques ou approchées s’impose pour limiter l’explosion
combinatoire [Talbi, 20011.
Ces méthodes sont prometteuses pour ce genre de problèmes d’optimisation. Elles conduisent à des
solutions plus que satisfaisantes appelées aussi solution approchées optimales en un temps raisonnable.
Parmi ces méthodes, nous mentionnons celles qui sont basées sur la population tels que les algorithmes
génétiques (AGs), les colonies dc fourmis. etc. et celles qui sont basées sur la recherche locale, ou le
voisinage tels que le recuit simulé (RS). la recherche avec tabous (RT), etc. [Ferland etCosta. 20011 (voir
chapitre 2). Les plus utilisées de ces méthodes sont les AG, le RS et la RT qui sont souvent employées
ensemble afin de comparer leurs adéquations respectives à un même problème particulier. Ces trois
méthodes font l’objet des techniques de combinaison et «adaptation de notre approche CAMP.
4.9.1 Technique basée sur la population: algorithme génétique
Comme il est détaillé dans la section 2.3.2 dti chapitre 2, FAG est une métaheuristique basée sur la
population. L’idée fondamentale de l’AG est de commencer à partir d’un ensemble de solutions initiales
et d’utiliser des mécanismes inspirés de l’évolution biologique, pour dériver des nouvelles solutions pro
bablement meilleures Iflolland. 19751. Cette dérivation débute dans notre problème par un ensemble ini
tial de modèles existants Go (appelé la population initiale de modèles) qui produit progressivement une
séquence de générations de modèles G1 GT, chacune obtenue par transmutation de la précédente.
Chaque modèle composé d’un ensemble d’expertises constitue un chromosome et chaque expertise cor
respond à un gène. La lbrce de chaque chromosome (modèle) est mesurée par une fonction objectif
appelée fonction de fitness qui correspond ici à la capacité prédictive du modèle (voir chapitre 3). À
chaque génération, l’algorithme choisit un nombre de modèles en utilisant une méthode de sélection qui
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accorde une priorité aux modèles les plus performants. Sur les modèles choisis, l’algorithme applique
un des deux opérateurs: le croisement ou la mutation, avec des probabilités respectives pc et pn, OÙ pe
et p,, sont des paramètres d’entrées de l’algorithme. L’opérateur de croisement mélange des expertises
(gènes) provenant de deux modèles (chromosomes) différents, ce qui permet d’accomplir l’opération
de combinaison visée par notre approche, alors que l’opérateur de mutation change aléatoirement cer
taines expertises dans un modèle, ce qui permet d’accomplir l’opération d’adaptation. Les nouveaux
modèles produits par les croisements et les mutations constituent la prochaine génération. L’algorithme
s’arrête lorsqu’un critère de convergence est satisfait ou si un nombre fixe de générations est atteint.
Afin d’accélérer la convergence de l’algorithme, certaines techniques d’optimisation sont uti]isées. La
plus courante est l’élitisme qui consiste à garder tin nombre de meilleurs modèles d’une génération à la
génération suivante.
En plus des correspondances établies ci-après, entre les mécanismes de notre approche et ceux de
l’AG (voir le tableau 4.2), le codage détaillé des chromosomes, le croisement, la mutation et la fonction
defitness. doivent être définis en détail. CAMP est une approche générale développée pour plusieurs
types de modèles et son application en utilisant un AG dépend de la structure et du type de sortie
des modèles. Par conséquent nous détaillons des adaptations de l’AG, aux aspects de certains types
particuliers de modèles dans les chapitres 5 et 6. consacrés à l’application de l’approche CAMP.
Approche CAMP Algorithme génétique AG
Modèles Chromosomes




Mesure de performance du modèle fonction defitness
TAB. 4.2
— Iciblectu de Correspondance CAMP - Méthode basée sur Ïct population (GAi).
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4.9.2 Technique basée sur la recherche locale
4.9.2.1 Recherche avec tabous
La méthode de recherche avec tabous [Glover, 1986] est une métaheuristique fondée sur le principe
de la recherche locale. Partant d’une solution initiale qui est l’un des modèles existants dans notre cas , le
processus consiste à chaque itération, à choisir le meilleur modèle dans le voisinage du modèle courant,
même si ce choix n’entrafne pas une amélioration. Ce voisinage est constitué de tous les modèles obtenus
en efiectuant des transitions ou mouvements, à partir du modèle courant. Une transition est une opération
effectuée sur une expertise du modèle. Elle peut être un ajout, une suppression, un changement de
la fonction de l’expertise. etc. Afin d’éviter le problème des optima locaux dans lequel ce processus
peut facilement tomber, la recherche avec tabous utilise une structure de mémorisation temporaire dans
laquelle elle conserve les caractéristiques des dernières transitions ou de leurs transitions inverses : cette
structure est appelée liste tabotte. Une transition reste interdite pendant un nombre d’itérations égal à
la taille de cette liste. Le meilleur modèle du voisinage est choisi pour la prochaine itération. Ce choix
doit améliorer la meilleure solution ou du moins, il ne doit pas être une transition taboue. C’est grâce
aux transitions que nous pouvons accomplir les opérations de combinaison et d’adaptation de notre
approche.
Tout comme l’AG. l’application de la recherche avec tabous dépend du type de modèles ainsi que de
leur type sortie. En effet, l’adaptation de cette technique à notre problème nécessite de définir en détail.
les éléments et les paramètres de la RI. comme la fonction de transition, la taille et la gestion de la liste
de tabous. Une récapitulation de la correspondance entre les mécanismes de l’approche CAMP et les
concepts de la recherche avec tabous est donnée dans le tableau 4.3.
4.9.2.2 Recuit simulé
La méthode du recuit simulé RS est tine métaheuristique fondée aussi sur le principe de la recherche
locale. Elle est inspirée de la méthode du recuit utilisée en métallurgie, qui consiste à simuler l’évolution
d’un solide vers son équilibre thermique tKirkpatrick et cil., 1983]. Le RS utilise une analogie entre la
minimisation d’un critère en optimisation combinatoire et la recherche de l’équilibre thermique d’un
solide. Cette analogie est expliquée en détail dans la section 2.3.3 du chapitre 2. En parlant d’un modèle
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Approche CAMP Recherche avec tabous ou recuit simulé
Modèles Solutions
Modèles existants Différentes solutions initiales
Combinaison Transitions
Adaptation Une transition
Mesure de performance du modèle fonction objectif
TAB. 4.3
— Tableau de Correspondance CAMP - Méthodes de recherche tocale (RI et RS).
existant (une solution initiale), le processus consiste à chaque itération, à choisir arbitrairement un mo
dèle dans le voisinage du modèle courant. Le voisinage d’un modèle est constitué de la même manière
que celui de la RT. Le nouveau modèle obtenu après transition du modèle courant est accepté ou refusé
selon un critère d’acceptation probabiliste. Ce critère dépend de la variation de la performance du mo
dèle causée par l’effet de transition et d’un autre paramètre de contrôle clu’on appelle la température de
recuit. Ce critère basé stir la fonction de Boltzmann (voir section 2.3.3.6). permet d’accepter certaines
C transitions même si celles-ci dégradent la performance du modèle (< transitions dégradantes »). Grâceà ce phénomène d’acceptation probabiliste, l’algorithme de RS échappe au piège des optima locaux.
Lorsqu’un nombre suffisant de transitions est effectué (déterminé en tonction de la taille de l’espace de
recherche). on réduit légèrement la température de recuit selon une méthode appelée sc/iénia de recuit
(voir détails dans le chapitre 2). Le processus débute avec une température de recuit initiale relativement
élevée permettant d’accepter un grand nombre de transitions dégradantes. Par la suite, la température
est progressivement diminuée, ceci baisse par conséquent le nombre de transitions acceptées. Ainsi, en
se dirigeant vers la fin du processus. les modèles obtenus auront des pertbrmances très proches les unes
des autres et on s’approche foilement du meilleur modèle.
Une première adaptation de la méthode RS à notre approche CAMP est résumée dans le tableau 4.3.
Un deuxième niveau d’adaptation va dépendre du type de modèles manipulés. Ce sujet est détaillé dans
les chapitres 5 et 6. Pour son application à un type donné de modèles. le RS doit avoir comme la RT, une
fonction de transition. une stratégie d’acceptation, un schéma de recuit et certaines valeurs de paramètres
à spécifier comme la température initiale et le nombre de transitions avant de baisser la température de
C
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recuit, appelé aussi palier de température.
4.10 Conclusion
Dans ce chapitre, nous avons fixé trois objectifs pour améliorer la prédiction de la qualité du logiciel.
Nos objectifs proposent la considération de trois propriétés, ou facteurs de qucilité de modèle qui sont:
la capacité prédictive, la capacité de généralisation et la facilité d’interprétation d’un modèle.
À l’égard du sérieux problème de pénurie de données, nous avons opté pour une amélioration de la
prédiction basée sur la combinaison de modèles. Habituellement, cette solution est utilisée en appren
tissage pour combiner, d’une manière ou une autre, tes sorties des modèles. Une telle solution permet
d’augmenter la capacité prédictive et d’améliorer la capacité de généralisation mais néglige et souvent
détériore « l’interprétabilité » ou la transparence des modèles.
Notre approche de combinaison et d’adaptation de modèles CAMP est une approche basée sur la
combinaison Inspirée du mélange d’experts. avec l’avantage de garantir un niveau « d’interprétabilité »
de la prédiction. supérieur ou égal à celui des modèles originaux.
(_ L’approche CAMP est fondée sur une vision microscopique (fine) qui considère le modèle oti ]es
modèles comme un ensemble d’expertises qui peuvent être selon des circonstances, faibles, fortes.
moyennes. etc. Ces expertises peuvent collaborer par combinaison et évoluer par adaptation. pour former
les meilleures prédictions dans des circonstances particulières. Cette manière de réutiliser les modèles
existants repose sur les principes suivants
1. Décomposer potir mieux interpréter.
2. Combiner potir augmenter Je potentiel de généralisation.
3. Adapter pour améliorer la capacité prédictive et mieux convenir.
Nous avons eu recours aux métaheuristiques pour mettre en oeuvre les mécanismes de l’approche
CAMP en respectant les trois principes précédents. Nous proposons. l’utilisation de deux familles de
métahetiristiques: celle basée sur la population et représentée par les algorithmes génétiques et celle
basée sur la recherche locale et représentée par le recuit simulé et par la recherche avec tabous. Ces
trois techniques sont souvent utilisées ensemble dans un but comparatif. Afin de les appliquer à notre
approche CAMP, ces techniques nécessitent tine adaptation qui dépend étroitement du type des modèles
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et du type de la tâche de prédiction (classification ou régression).
Dans ce chapitre, nous avons commencé par décrire un premier niveau d’adaptation de ces méthodes
(AG, RT et RS) en identifiant la correspondance entre les principaux mécanismes de l’approche CAMP
et ceux des méthodes. Une adaptation complète sera détaillée dans les chapitres 5 et 6, relativement
aux applications de CAMP, respectivement, aux arbres de décision et aux classificateurs probabilistes
(classificateurs bayésiens).
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Chapitre 5
Application de l’approche CAMP aux
modèles arbres de décision
5.1 Introduction
Ce chapitre présente une application de notre approche de combinaison et d’adaptation de modèles
prédictifs aux modèles de qualité du logiciel de type arbres de décision. Nous appelons cette application
spécicilisation de l’approche CAMP. Pour ce faire, nous allons utiliser les trois techniques métaheuris
tiques jugées adéquates pour la mise en oeuvre des mécanismes de CAMP, à savoir, les algorithmes
génétiques tAG), le recuit simulé IRS) et la recherche avec tabous (RT). Ces techniques sont présentées
dans le chapitre 2. sans aucune adaptation à un problème quelconque. Dans le chapitre 4. nous avons
établi une correspondance entre les mécanismes de CAMP d’une part et les opérations offertes par cha
cune des tiols techniques d’une autre part. Dans le présent chapitre. nous détaillons l’adaptation des
trois algorithmes pour la spécialisation de CAMP en vue de son application aux modèles de type arbres
de décision.
Après avoir présenté une description des arbres de décision (section 5.2), nous commençons la mise
en oeuvre de l’approche CAMP par la définition d’un concept commun aux trois techniques qui est une
représentation de modèle de type arbre de décision (section 5.3). Dans la section 5.4. nous décrivons
l’opération de prétraitement des arbres de décision candidats à l’application de l’approche CAMP. Par la
suite, nous décrivons successivement les adaptations à notre problème des concepts spécifiques de l’AG
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(section 5.5), puis de la RI et du RS (section 5.6). Dans la section 5.8, nous présentons une solution
particulière aux limitations (voir section 5.7) des modèles résultant de l’application de CAMP aux arbres
de décision.
5.2 Description d’un modèle de type arbre de décision
Un arbre de décision (ou de classification) est composé d’un ensemble de noeuds et d’arcs étiquetés.
Les noeuds incluent les noeuds internes, tes feuilles et la racine. Les noeuds internes et la racine de
l’arbre sont appelés noeuds de décision, chacun est étiqueté par un test. Dans un modèle de prédiction
de la qualité du logiciel de type arbre de décision, chaque noeud interne est un test qui compare la
valeur d’un attribut (une métrique) à un seuil. Ce test peut être appliqtié à toute observation d’entrée.
Les réponses possibles correspondent aux étiquettes des arcs. Dans le cas de noeuds de décision binaires.
l’arc gauche correspond par convention, à une réponse positive au test et l’arc droit correspond à une
pon négative au test. Les feuilles sont étiquetées par des labels appelés classes. À toute observation
est associée une seule feuille de l’arbre de décision. On définit cette association en commencant à la
racine et en descendant dans l’arbre selon les réponses aux tests qui étiquettent les noeuds internes. Le
label de la feuille atteinte présente la valeur à prédire (facteur tle qualité) associée à une observation,
Cette structure de classification n une traduction immédiate en terme de règles de décision mu
tuellement exclusives. Une règle représente une branche formée d’une séquence de noeuds et «arcs,
commençant de la racine jusqu’à une feuille. Elle représente géométriquement une région de [espace
dont les coordonnées des points vérifient les inéquations exprimées dans les conditions de la règle.
La figure 5.1 montre un exemple d’arbre de décision, qui classifie les composants logiciels en deux
classes indiquant leurs niveaux de stabilité (stable ou instable), en utilisant deux attributs, ou métriques
LCOMB et NPPM’.
I. Ces deux métriques sont décrites dans te chapitre 7.







Fi G. 5.1 — Arbre de décision qui classifie tes composants selon leurs ntveattx de stabilité.
5.3 Représentation d’un modèle de type arbre de décision sous forme
d’expertises
5.3.1 Notations et formalismes
Nous utilisons les notations de la section 4.5, mais afin d’adapter l’approche CAMP au cas des arbres
de classificatIon, nous tntrocluirons certaines notatIons empruntées de la géométrie clans un espace à
plusieurs dimensions.
Soit T un arbre de classification utilisant d attributs pour classifier des observations d’entrée x E
en un nombre de classes cl
,,.
Chaque noeud interne de T est un test de type x1’ < cs. avec j
cl. xt un attribut de l’observation x et une constante appartenant au domaine de définition de
l’attributx(l). Chaque attribut xti) prend ses valeurs dans un domaine de définition limité par deux bornes
L1 et U1. respectivement, inférieure et supérieure. Cet arbre T peut être représenté par un partitionnement
binaire S d’un espace V C IRU défini par le produit cartésien des intervalles
. j = I cl:
x IL,i.U,tJ.
Le partitionnement S revient à subdiviser récursivement l’espace ‘V au moyen d’un hyperplan h
d’équation = a1 en deux sous-espaces. Un hyperplan h1 est associé à chaque noeud interne de test
(.tJ < ui). La subdIvision se poursuit jusqu’à ce que chaque sous-espace ne contienne que les points
>10
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ayant la même classe.
Le partitionnement S nous permet de voir un arbre de décision comme un ensemble d’hyperrec
tangles isothétiques (c’est-à-dire, ayant des faces parallèles aux axes des attributs). Ainsi, un modèle de
type arbre de décision peut être codé par un vecteur de paires (hyperrectangÏe,tabeÏ). Un hyperrectangle
(aussi appelé d-rectangle) Rk est défini par un produit cartésien d’intervalles [t?j,u],
Rk V1 ,uI] x ,..., x [t?d,ttdJ,
avec et uj sont les coordonnées des arrêts du d-rectangle, sur l’axe de l’attribut ti). De plus amples
détails sur la manipulation et l’utilisation des hyperrectangles peuvent être trouvés dans [Petty et Mu
kherjee, 199$; Berchtold et al., 1996; D Amore et al., 1995].











— tin arbre de décision représenté par tut pf!r!lnonîtente!tt binaire d’un espace bichntcnsïan,tel.
5.3.2 Identification des expertises dans un arbre de décision
Les expertises qui composent un modèle de type arbre de décision sont les paires (Rk,Labeflj. Une
fonction d’expertise est définie par t
ek:RkC={ct....,cI}.
avec eh(x) -r Labelk et ùzbelk prenant ses valeurs dans C. Nous remarquons qtte la ftnction d’expertise
est constante sur toute la partition Rt et, par conséquent, un modèle de type arbre de décision est donc
redéfini conformément à la forme générique exprimée dans l’équation 4.2, par la lhnction de décision
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suivante:
Label1 sixER1,
Label2 si x E R,
f: C= {ci,...,cq} et f(x) (5.1)
LabetR S X E R,
Pour simplifier la notation, nous représentons un d-rectangle par le vecteur ((é1 ,ui),. . . ,(4,,ttd)).
Supposons, potir l’arbre de la figure 5.1, que 0 < NPPM 100 et 0 < LCOMB 50. cet arbre est
donc représenté par:
(((0,10), (16,50)): Inst cible)
(((10,100),(16,50)) : Stctbte).
(((0,100),(0,16)) : Stable)
5.4 Prétraitement des modèles de type arbre de décision
Comme il est indiqué dans le chapitre 4, le prétraiternent des modèles (arbres de décision dans notre
cas) consiste à « unifier » l’espace d’entrée ‘V pour tous les arbres candidats à la combinaison. Chaque
arbre aura après pi-étraitement comme attributs d’entrée toutes les métriqLics de tous les arbres. Chaque
métrique aura les mêmes bornes, respectivement. supérietire et inférieure dans tous les arbres. Ainsi.
seul le partitionnement de l’espace ‘V va distinguer un arbre d’un autre.
Pour illustrer cette opération. nous considérons deux arbres de décision qui prédisent le même hic
teur de qualité. Le premier utilise les deux métriques NPPM et LCOMB et le deuxième titilise les deux
métriques DIT et LCOMB. Après le prétraitement désiré, les deux arbres auront les trois métriques




Cette illustration est représentée dans la figure 5.3. L’opération de prétraitement des modèles de type
arbres dc décision est indépendante de la technique de mise en oeuvre de l’approche CAMP. Par consé
quent, les arbres de décision sont prétraités de la même manière préalablement à l’application de cha
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FIG. 5.3 Prétraite,nent des modèles de tpe arbre de déciiou.
5.5 Algorithme génétique
Dans cette section, nous allons utiliser plutôt les concepts empruntés des algorithmes génétiques.
En effet. nous déduirons le codage des chromosomes (section 5.5.1) 1i partir de la représentation dun
arbre de décision (section 5.2) et la fonction defitness i partir de la section 4.8.2 sur l’évaluation des
modèles. Par la suite. notis proposons dans les sections 5.5.3 et 5.5.4 inc adaptation des opérateurs de
l’AG Fapproche CAMP ahn de l’appliquer aux arbres de décision.
5.5.1 Codage d’un arbre de décision en chromosome
Étant donnée la représentation d’un arbre de décision ftiurnie dans la section 5.3 et en tenant compte
de la correspondance établie dans la section 4.9.1, chaque modèle, après avoir subit l’opération de
prétraitement, doit être représenté par un chromosome. Ce dernier est codé sous fbrme d’un ensemble
de couples (d_rectcmgle.Label). Chacun de ces couples (une expertise) constitue alors un gène2 du
chromosome, avec d_rect angle = ((p1 .01) (Cd.ud)).
2. Pour des raisons de simplification, nous allons confondre gène ci d-rectangle.
L C O!B
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Par exemple, dans la représentation de l’arbre de la figure 5.2, les gènes sont de simples rectangles
colorés où la couleur représente la valeur du label (classe), ils sont au nombre de trois. Donc, le chro
mosome correspondant à cet arbre est un partitionnement de l’espace
‘V = [LLCOMB,ULCOAIB] X
5.5.2 Fonction defituess
Une façon de mesurer la fonction de fitness d’un chromosome est d’utiliser, selon la nature de
la distribution des labels des observations, la mesure de la proportion correcte, ou l’exactitude (sec
tion 4.8.2.1) ou l’indice] transformé (il) (section 4.8.2.2). Le choix retenu de la fonction defitness est
abordé et justifié empiriquement dans le chapitre 7.
5.5.3 Opérateur de croisement
L’opérateur du croisement est lié étroitement au codage des chromosomes. Dans le cas de structures
simples comme les chaînes de bits, un croisement par découpage est convenable. Cependant. lorsque
la structure d’un chromosome présente une certaine complexité comme dans le cas des arbres de déci
sion, d’autres formes de croisement sont nécessaires [Falkenauer, 1998]. Le recours à ces formes vise à
réduire la complexité du calcul des chromosomes enfants et à respecter les contraintes imposées par cer
taines propriétés de la solution (propriétés d’un modèle). Nous discutons dans la suite de cette section,
trois tentatives de croisement.
5.5.3.1 Croisement intuitif’
Une manière intuitive d’effectuer l’opération de croisement entre les chromosomes est celle du croi
sement par découpage ou slicïng crossover (voir section 2.3.2.5). Elle consiste à découper chacun des
deux chromosomes parents en deux sous-ensembles de gènes (d-rectangles dans notre cas). Ce décou
page est aléatoire et n’est pas unique. Deux nouveaux chromosomes enfants sont créés en intercalant les
sous-ensembles de d-rectangles. Si nous appliquons une telle opération à notre problème. il est possible
que les chromosomes résultants ne puissent plus vérifier les propriétés d’un modèle, en l’occurrence, la
complétude et la cohérence, définies dans la section 4.8.3. Cette première tentative de croisement, ainsi
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Enfantl (S 11+ S21) Enfant2 (S 12+ S22) j
o
FIG. 5.4
— Pmblènies de l’utilisation ctti croisement standard.
Chacun des deux chromosomes parents fPcirentl et Parent2) est divisé en deux sous ensembles de
d-rectangles (S11 et SI2, issLlS du Parentl et S’i et Si, issus du Parent2). Les chromosomes enfants
(Enfant I et Enfanr2) sont formés respectivement par les combinaisons de S i avec S21 et de 22 avec
S2. Chaque d-rectangle dans les chromosomes enfants garde ses mêmes coordonnées dans l’espace ‘V.
Inévitablement, les deux situations d’incomplétude et de l’incohérence, sont rencontrées. En effet, la
région B de l’espace partitionné par le chromosome Enfant2 n’est pas couverte par un d-rectangle et
dans ce cas, le modèle représenté par Enfant2 peut être une tonction mais non définie dans la région B
que les deux problèmes (d’incomplétude et d’incohérence) qui peuvent se produire dans le cas d’arbres
de décision sont décrits dans la figure 5.4.
Parent 1 Parent2
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Parenti — Parent2 -
I
I I ]
Sous-ensemble du Sous-ensemble du
Parent2ÇS2) jÏE -- ÏE
1 1 —
Enfanti (Parentl + S2) Enfant2 (Parent2 + Si)
FIG. 5.5 — Croi.çe,nent qui présen’e la cohérence et lu complétude.
En gardant tous les d-rectangles de l’un des parents. nous préservons la complétude du chromo
some enfant qui n’était pas autornatiquemenl assurée. Et pour garantir la cohérence, nous décidons que
c’est le problème d’incomplétude. La région A de l’espace partitionné par le chromosome Enfant 1 est
couverte en même temps par deux d-rectangles ayant deux labels (décisions) différents et dans ce cas
ci, le modèle représenté par le chromosome Enfant 1 n’est même pas une fonction: c’est le problème
d’incohérence.
5.5.3.2 Croisement par greffe de d-rectangles
Dans le but de préserver la cohérence et la complétude des modèles enfants, nous proposons un
nouvel opérateur de croisement inspiré des opérateurs définis pour les problèmes de groupement [Fal
kenauer, 1998]. Afin d’obtenir un enfant avec le nouvel opérateur, nous choisissons un sous-ensemble
aléatoire de d-rectangles à partit d’un parent et nous l’ajoutons à l’ensemble entier de d-rectangles du
deuxième parent. La taille du sous-ensemble aléatoire des d-rectangles ajoutés vaut a fois le nombre de
d-rectangles du parent, où a > O est un paramètre de l’opérateur du croisement.
C
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les d-rectangles ajoutés seront prédominants (les d-rectangles ajoutés l’emportent sur les d-rectangles
originels dans le processus de décision). La figure 5.5 illustre le nouvel opérateur de croisement.
Après croisement, il est possible que parmi les régions de décision de l’espace V nouvellement
partitionné, il y ait certaines régions qui ne soient pas des d-rectangles. Cette situation résulte du fait
que certains d-rectangles sont partiellement « couverts » par d’autres (voir figure 5.6). Pour maintenir
la conformité des nouveaux chromosomes enfants au codage de modèle (décrit dans la section 5.5.1),
nous transformons toutes les régions résiduelles en d-rectangles. comme indiqué par la figure 5.6.
La transformation des résidus en d-rectangles crée un nouveau partitionnement de l’espace ‘V. Cette
opération est extrêmement consommatrice du temps et de l’espace. Elle constitue un problème de re
cherche ù part entière en géométrie computationnelle (D’ Amore et al., 1995; Berchtold et cil., 1996;
Petty et Mukherjee, 19981. D’une part. des résidus doivent ètre calculés pour chaque paire possible des
d-rectangle après chaque croisement ceci est fait pour plusieurs croisements et est répété pour toutes
les générations dans le processus de l’ÀG. D’autre part. dans le pire des cas, un résidtt doit être décom
posé en 2d d-rectangles (où cl est la dimension de l’espace d’entrée ‘17). Par conséquent, après plusieurs
générations, l’espace peut devenir très fragmenté. la complexité de l’opération de transformation des
résidus en d-rectangles croit, ce qui la rend irréaliste dans les conditions de notre problème.
Résidus
5.5.3.3 Croisement par superposition des couches de d-rectangles
Pour éviter les problèmes de complexité de la fragmentation de l’espace. nous modifions notre
codage du modèle ainsi que l’opérateur de croisement. Nous gardons intact le sous-ensemble de d
FIG. 5.6 — La transformcnion des résidus.
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rectangles ajoutés (qui cachent des parties de l’espace) et attribuons un niveau de prédominance comme
élément supplémentaire aux d-rectangles.
Chaque gène devient ainsi un triplet (d_rectangle,tabet,niveau de prédominance). Les d-rectangles de
la population initiale ont le niveau 1. Chaque fois qu’un d-rectangle est ajouté à un chromosome, son
niveau de prédominance sera égal au niveau maximal des d-rectangles du chromosome « d’accueil »
incrémenté de 1 (voir la figure 5.7). Pour trouver le label d’une observation d’entrée x (un composant
logiciel, par exemple), nous devons d’abord trouver tous les d-rectangles qui contiennent le point de
coordonnées x. puis nous assignons à x le label du d-rectangle qui a le niveau de prédominance le plus
élevé. Cette stratégie de prédominance est semblable à ce qui est utilisé dans les systèmes de règles où les
règles ont des priorités qui doivent être considérer pour résoudre les conflits et les contradictions entre
elles. Le modèle enfant dérivé par ce croisement conserve totalement la propriété de transparence des
experts originaux (arbres de décision) puisque chaqtie décision petit être associée à un seul d-rectangle
et chacun des d-rectangles provient d’un seul expert qui est identifié.
T
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Sous-ensemble du Sous-ensemble du
Parent 1 (Si) Parent 2 (S2)
I
Enfanti (Parent I + S2) Enfant2 (Parent2 + Si)
o
FIG. 5.7
— Ci-oi.çenient par superposition de couches de d—rectangles.
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5.5.4 Opérateur de mutation
L’opérateur de mutation, comme il est décrit dans le chapitre 2, est un changement aléatoire que
subissent les gènes et qui se produit avec une faible probabilité p. Dans notre problème, cet opérateur
consiste à changer, aléatoirement, le label d’un d-rectangle. Dans la prédiction de qualité du logiciel,
particulièrement pour un arbre de décision, l’espace de sortie C est habituellement un ensemble ordonné
C1,... ,Cq de labels. La mutation que nous proposons consiste à permettre le label d’un d-rectangle (gène)
ck de changer avec la probabilité p,n en ck±l ou en ck si I <k <q. en c2 si k = I ou en CqI S k q.





Chromosome avant mutation Chmosome muté
FIG. 5.8 — Mutcttion par changement du label d’un cl—rc’ctangle.
mutation est sa simplicité. Toutefhis. en tenant compte des objectifs dtt mécanisme d’adaptation de notre
approche CAMP (décrit dans la section 4.851. nous pouvons envisager «autres types de mutations. Par
exemple. notis poinTions changer la taille (lencornbrement) d’un d-rectangle ou afïecter le label d’un
d-rectangle à un d-rectangle adjacent.
5.6 Recuit simulé et recherche avec tabous
L’algorithme du recuit simulé (RS) ainsi que celui de la recherche avec tabous (RT) sont tous deux
des métaheuristiques basées sur la recherche locale pour optimiser une fonction appeléeJzctioii de coût,
ou encore fonction objectif. Dans notre cas, cette fonction n’est autre que la capacité prédictive d’un
arbre de décision. Elle est mesurée de la même façon que la fonction de fitiiess dans les AG. Comme il a
été mentionné dans le chapitre 4. les algorithmes RS et RT utilisent deux concepts communs qui sont la
représentation de solutions et la fonction de transition, appelée aussi fonction de voisinage. Concernant
la représentation des solutions, nous allons utiliser le même codage que celui retenu pour l’application
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de l’AG, à savoir le triplet (d_rectangte,labeÏ ,niveau de prédominance), tandis que nous proposons une
fonction de transition qui permet de parcourir le voisinage d’une solution courante (arbre de décision
dans notre cas). Nous rappelons que cette fonction réalisera les tâches des deux mécanismes principaux
de l’approche CAMP. à savoir, la combinaison et l’adaptation des solutions. Quant aux autres concepts
spécifiques à chacun des algorithmes (RS et RT) et nécessaires pour son application, nous procédons de
la manière suivante:
— Pour le RS. nous utilisons les mêmes paramètres et stratégies décrits dans la section 2.3.3. à savoir,
la longueur de température, le schéma de décroissance de la température, le critère d’acceptation
des transitions et le critère d’arrêt.
— Pour la RT, nous définissons une stratégie de gestion de la liste taboue et nous employons les
critères d’arrêt usuels et le paramètre de longueur de la liste taboue.
Nous présentons dans la section 5.6.1 une description de la fonction de transition et dans la section 5.6.2,
nous proposons une manière de gérer la liste taboue. Concernant les choix des autres stratégies et les
valeurs des paramètres des deux algorithmes, ils Sont abordés dans le chapitre 7.
5.6.1 Fonction de transition
Une transition intuitive serait réalisée en effectuant un changement dans la structure de l’arbre de
décision courant, afin «obtenir un arbre voisin. En «autres termes, étant donné la représentation «tin
arbre de décision sous forme d’un ensemble de d-rectangles texpertises). une transition consiste à appor
ter une modification raisonnable sur sa composition en d-rectangles. Nous entendons par modification
raisonnable un petit changement qui touche un nombre réduit de d-rectangles situés dans une même
région de l’espace ‘f1, Un choix simple est de considérer une transition qui ne modifie qu’un seul d
rectangle. Ainsi, une transition peut être l’une des actions suivantes:
I. Un changement du label (fonction d’expertise) d’un d-rectangle choisi aléatoirement dans le vec
teur de d-rectangles qui composent le modèle. Ce type de transition est comparable à l’opérateur
de mutation décrit dans la section 5.5.4.
2. Un ajout. au modèle courant. d’un nouveau d-rectangle (nouvelle expertise) choisi aléatoiremeni
dans un dépôt de d-rectangles. Cette action suppose l’existence d’cin dépôt de d-rectangles (ou
d’expertises) obtenu par la dissociation de tous les d-rectangles composant les modèles existants,
C
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FIG 5.9 — Formation d’iut dépôt de cl-rectangles
nouseau d—rectangle domine les d-rectanoles originels dans la région qu’il occupe dans l’espace
‘1’ Une fraomentation de l’espace ‘i) aurait pû étie préférée pour obtenir, après chaque tiansrtion.
]a même structure du modèle, mais cette dernière est problématique cause de sa complexité (voir
section 5.5.3 2) Afin d’éviter les inconvénients de la fragmentation dc l’espace. nous adoptons
la même méthode utilisée dans le croisement par superposition de d-rectangles Ainsi, chaque
d-rectangle ajouté aura un niveau de prédominance égal au plus haut niveau des d-rectangles
originels incrémenté de I Le niseau de prédominance des d-rectangles du modèle initial est égal
à I. La figure 5 10 illustre l’opération d’ajout d’un d-rectangle à un modèle de type arbre de
décision.
3 Une stippression, à partir du modèle courant, d’un d-rectangle choisi aléatoriement parmi ceux qui
ont tin niveau de prédominance supérieur à 1. Cette dernière condition est également un moyen
simple pour préserver la complétude du modèle
Ce dépôt exclut les d-rectangles composants le modèle initial choisi pour débuter l’algorithme
de recherche (RS ou RT). Cette exclusion est une façon simple de préserver la propriété de la
complétude du modèle.




Dépôt de d -rectangles
CHAPITRE 5. APPLICATION DE L’APPROCHE CAMP AUX MODÈLES ARBRES DE DÉCISION 125
4. Un élargissement d’un d-rectangle du modèle courant choisi aléatoirement: ceci revient à rajouter
ce d-rectangle. au modèle courant, après avoir augmenter son «volume» (en augmentant certaines
de ses dimensions).
5. Un rétrécissement (diminution du «volume ») d’un d-rectangle de niveau de prédominance supé
rieur à 1.
6. Un choix aléatoire d’une action parmi les précédentes.
C’est cette dernière stratégie que nous utilisons dans nos implémentations.
Fi C. 5.10 — Transition par ajout cl ‘1(11 cl-rectangle.
5.6.2 Gestion de la liste taboue dans la RT
La gestion de la liste taboue consiste, après chaque itération de l’algorithme RI. à mettre ijour une
liste de transitions qualifiées de taboues. Chacune de ces transitions est interdite pendant un nombre
L (longueur de la liste) d’itérations. Dans le cas des modèles de type arbres de décision, nous propo
sons une stratégie basée sur l’élimination du mouvement inverse tHansen. 1986]. Elle vise à interdire
les transitions inverses des transitions récemment effectuées. Pour ce faire. nous représentons une tran
sition par le couple f iclentï[icatcur_d_recta,igle.type_transition), où iclentifiecî!eurji_rectcuigle est
un attribut qui désigne d’une manière unique chaque d-rectangle appartenant au modèle ou au dépôt
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transition (changement abet, ajout, suppression, élargissement ou rétrécissement). Une transition est
identifiée d’une manière unique par le couple (identificateur_d_rectangte,type_transition). Notre liste
taboue est une file (FIFO) de longueur de couples représentant les transitions taboues. Après chaque
transition, un couple représentant la transition inverse est ajouté en queue de la liste et un autre couple,
représentant une transition dont la transition inverse était taboue durant les L dernières itérations, est
supprimé de la tête de la liste. Le couple représentant une transition inverse est déduit à partir de celui
de la transition effectuée en gardant le même identificateur du d-rectangle (identificateur_d_rectangle)
et en déduisant le type de transition inverse, à partir de la correspondance entre type de transition et type
de transition inverse, établie dans le tableau 5.1.





changement de label (de c à e1) changement de label (de cf à c)
TA 8. 5.1
— Correspomïttuce entre type de transition et type de transition inverse
5.7 Limitation des modè]es résultant de CAMP
Dans cette section, nous discutons deux propriétés des modèles résultant de l’application des Irois
techniques d’optimisation AG. RS et RI lors la mise en oeuvre de notre approche CAMP au cas d’arbres
de décision. La première propriété est relative à la structure en couche du modèle obtenu et la deuxième
concerne sa taille en nombre de d-rectangles.
5.7.1 Structure en couches et aplatissement du modèle
L’introduction du niveau de prédominance des d-rectangles, pendant les opérations de croisement,
de mutation et de transilion (voir sections 5.5.3,5.5.3 et 5.6.1), est justifiée par la complexité du calcul
des intersections entre d-rectangles. Le modèle résultant de CAMP peut être vu comme un ensemble de
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«couches », regroupant chacune les d-rectangles ayant un même niveau de prédominance. Un exemple
de modèles en couches composées de simples rectangles est illustré dans la figure 5.11.
Cette structure du modèle est d’une part plus complexe que celle des modèles initiaux et d’autre
part difficilement convertible en un simple arbre de décision. Cependant, un modèle sans niveaux de
prédominance peut être rétabli en aval du processus de combinaison et d’adaptation. Nous appelons
cette opération aplatissement du modèle car nous obtenons une seule couche de d-rectangles.
Après l’opération d’aplatissement. le modèle a l’avantage de conserver le même codage que les
modèles initiaux et d’être facilement traduit en un arbre de décision.
Niveau dc prédominance
Couches de U rectangles
Concrètement, l’aplatissement est une série d’opérations de greflè de d-rectangles appartenant aux
couches supérieures (dont le niveaux de prédominance supérieur à 1), dans la couche du plus bas niveau
de prédominance (couche de niveau 1). Une opération de greffe d’un d-rectangle R1, dans la couche de
niveau 1. comporte les étapes suivantes:
— Étape I : identifier un ensemble F des d-rectangles R1 appartenant à la couche de niveau 1 et qui
sont intersectés par R1.
— Étape 2: supprimer dans F les d-rectangles R1 qui sont complètement couverts par R, (c’est-à-dire
Cvrrv Uprri
FIG. 5.11 — St,’uctiuc’ cii couche des modèles résultants $ exemple bidiitieiision,iet (deux ,tiétriques).
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lorsque R Ç R1).
— Étape 3: fragmenter chacun des d-rectangles R testant dans f, comme il est montré dans la
figure 5.12, de manière à conserver le même codage que celui des modèles initiaux.
_Ï
fr4EE/./’// Îy
FIG. 5.12 — Gr.ffe d’wi d-rectangle
Généralement, le nombre de d-rectangles augmente à chaque opération de greffe Cette augmentation
peut atteindre 2d, où d est la dimension de l’espace d’entrée du modèle, cependant il peut y avoir des
opérations de greffe où le nombre de d-rectangles diminue considérablement Ce dernier événement est
occasionnel durant l’opération d’aplatissement, il survient lorsque le nombre de d-rectangles supprimés
à l’Étape 2 est suHisamment grand.
L’aplatissement à la Lin demeure tine meilleure soltition qu’tine giefle systématique Pour l’AG.
nous le Liisons que sur le dci nier modèle et non sm tous les modèles intermédiaires qui peuvent étie
au nombre de plusieurs milliers Potir le RS et la Rf, les suppressions peuvent réduire le nombre de
d-rectangles et éviter des greffes inutiles
5.7.2 Taille grandissante du modèle
Les modèles iésultant de l’application des trois techniques d’optimisation (AG, RS et RT) dans
la mise en oeuvie de CAMP au cas des arbres de décision sont constitués d’un grand nombre de d
rectangles qui ont des niveaux de prédominance différents En effet, plus nous utilisons de manière
optimale les capacités de ces précédents algorithmes, en augmentant par exemp]e leuis nombres d’ité
rations, plLis les modèles obtenus sont de grande taille. Le problème. ainsi engendré est celui de la
dégradation de la transparence et de la facilité d’interpiétation du modèle À paitir d’un certain nombre
de d-rectangles. il n’est pas facile de construire une image mentale claiie de la sémantique du modèle
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5.8 Optimisation des modèles résultants
Dans le but de résoudre le problème de la taille, nous proposons un algorithme qui minimise te
nombre de d-rectangles dans un modèle. Cet algorithme est fondé sur une idée qui permet de saisir les
moments opportuns durant l’opération d’aplatissement, précisément, quand l’événement d’une diminu
tion considérable de la taille du modèle survient. L’algorithme consiste en les étapes suivantes:
— Étape 1: supprimer tous les d-rectangles complètement couverts par d’autres d-rectangles de ni
veau de prédominance supérieur.
— Étape 2: effectuer l’opération d’aplatissement au complet en enregistrant les différentes variations
de la taille du modèle, respectivement, à la suite de chaque opération de greffe. L’objectif de cette
étape est de trouver, pour toute l’opération d’aplatissement, un minimum global d’une fonction
que nous appelons « tctilÏe du modèle >. Cette fonction est calculée après chaque opération de
greffe comme la somme du nombre de d-rectangles qui forment la couche de niveau I et du
nombre de d-rectangles qui restent à greffer. La hgure 5.13 montre un exemple de la courbe de la
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Cette opération est effectuée sur un modèle en couches composé de 40 d-rectangles dont 10 consti
tuent la couche de niveau 1 (30 greffes sont nécessaires pour l’aplatissement du modèle). En
effectuant la 221<1t greffe la taille du modèle atteignit son minimum global.
— Étape 3: soit jo le rang de l’opération de greffe qui permet d’atteindre le minimum de la fonction
«taille du modèle », cette étape consiste à aplatir partiellement le modèle. En effet, nous greffons
les jo premiers d-rectangles des couches supérieures, en commençant des plus basses, cette partie
du modèle peut être enregistrée à l’étape 2 et le reste des d-rectangles est laissé sous forme de
couches.
5.9 Conclusion
Dans ce chapitre nous avons adapté les trois techniques AG, RS et RI emprtintées du domaine
de l’optimisation au problème de combinaison et d’adaptation de modèles de type arbres de décision.
Nous avons défini d’une part. les éléments communs acix trois algorithmes, à savoir, la représentation
ou le codage d’un arbre de décision pour tous les algorithmes et la fonction de transition (commune
à RS et RI). D’autre part, nous avons spécifié les éléments spécifiques à chacun des algorithmes, à
savoir, le croisement et la mutation pour l’AG et la gestion de la ]iste taboue pour la RT. Les choix
respectifs des principaux paramètres et critères de contrôle des différents algorithmes sont discutés dans
le chapitre 7. Ces paramètres et critères incluent les conditions d’arrêts pucir tous les algorithmes, les
probabilités respectives du croisement et de la mutation, la taille de cénération pour l’AG, la probabilité
d’acceptation des transitions et la longueur et la stratégie de décroissance de la lempérature pour le RS
ainsi que la longueur de la liste taboue pour la RI.
La solution apportée au problème de la grande taille du modèle est une solution de compromis qui
permet de diminuer le nombre de d-rectangles mais le modèle résultant peut contenir encore un nombre
couches. Plusieurs améliorations peuvent être intéressantes pour l’application de l’approche CAMP aux
arbres de décision. À titre d’exemple, nous pouvons exploiter la multitude de bons modèles dérivés par
les dernières itérations du processus de combinaison et d’adaptation. pour mieux parfaire le modèle
solution. En choisissant les meilleurs modèles et en tenant compte d’un autre critère d’évaluation à coté
de la capacité prédictive. nous pouvons produire à la fin tin modèle respectant les propriétés ciblées
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par notre approche CAMP, par exemple, la facilité d’interprétation. Concrètement, cela peut être réalisé
par l’introduction de la taille du modèle en d-rectangles comme deuxième fonction d’évaluation parmi
les fonctions objectives des algorithmes qui implémentent CAMP. Ainsi, nous serions amenés à traiter
un problème d’optimisation à deux objectifs où l’utilisation des métaheuristiques (AG, RS et RT) est
tout à fait indiquée. Nous faisons illusion à l’optimisation multi-critère, ou multi-objectif(PMO) [Talbi,
20011, qui cherche à optimiser plusieurs composantes d’un vecteur fonction coût. Dans notre cas ce
vecteur comporterait deux composantes: une mesure de la capacité prédictive et une autre de la taille
d’un modèle.
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Chapitre 6
Application de l’approche CAMP aux
classificateurs bayésiens
6.1 Introduction
Ce chapitre est consacré à l’application de l’approche de combinaison et d’adaptation CAMP aux
classificateurs bayésien (CB). Outre la représentation d’un autre type de modèles exprimant des rela
tions probabilistes entre attributs (métriques et facteur de qualité), un CB constitue une version simplifiée
d’un réseau bayésien. jugé prometteur pour la prédiction de la qualité du logiciel [fenton et Ohlsson.
20001. Nous commençons ce chapitre par une présentation détaillée des classificateurs bayésiens (sec
tion 6.2). Par la suite, dans la section 6.3, nous donnons une représentation fhrmelle des modèles de type
classificateurs bayésiens. Comme étape préalable au processus de combinaison et d’adaptation. les clas
sificateurs bayésiens subissent un prétraitement qui permet d’unifier leurs domaines de définitions (voir
section 6.4). Le reste du chapitre sera consacré à la description de la mise en oeuvre des mécanismes
de l’approche CAMP, en utilisant les trois techniques métaheuristiques ÀG. RS et RI. Nous décrivons
l’adaptation au cas des CB de certains concepts spécifiques à chacune de ces techniques. Nous com
mençons par définir les opérateurs gétlétiques de l’AG (section 6.5), puis nous abordons dans la même
section 6.6 l’adaptation de la RI et de RS en commençant par leurs concepts communs.
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6.2 Description d’un modèle de type classificateur bayésien
Un classificateur bayésïen (CB) est une représentation probabiliste, créée pour résoudre un problème
fondamental d’apprentissage qui est la classification. Cette tâche consiste à construire un classificateur
capable de prédire le label de classe e d’une observation x étant donné ai,.. . ,a1 ; les valeurs respectives
des attributs de x, avec cE C = {ci ,cq}, cl le nombre d’attributs et q le nombre de labels
de classe. Lorsqu’il s’agit d’un CB, cette tâche consiste à sélectionner le label c le plus probable pour
l’observation x, vérifiant l’équation suivante:
p(cIaj,...,a1,) = argmaxp(ckat ad),
où c E C = {ct,. . . ,c,}.




p(ai , . ..
En réutilisant une seconde fois la règle de Bayes, la probabilité a posteriori peut être écrite comme:
p(at,. . . ,ac)
q —p(ck).
fij p(at at/c,,)p(c),)
Ce calcul est rendu beaucoup plus simple grâce à une hypothèse assez torte qtu suppose que tous les
attributs sont conditionnellement indépendants étant donnée la aleur du label cl. Ainsi p(at ,. .
.
.ajq)
avec I = 1 (lest réduite à
p(at Ici) x ... x ptaulci)
Enfin, on déduit l’équation 6.1 exprimant la forme usuelle dela probabilité aposteriori:
flt Pt.iICk)Ptk)p(ck lai, f’)
= q d p(’Â) (6.1)
Zht fl,—i p(ailc/)p(ch)
La probabilité de type p(ci) appelée probabilité inaiçi,iale [Fenton et Neil. 1999a], ou encore probabi
lité de base [Elkan. 1997]. est facilement estimée à partir des données d’entraînement. Elle est associée
inconditionnellement à chaque valeur de label de classe e1, avec 1 = 1 q. Quant à la probabilité de
t. On dii qu’un attribut .é’) est indépendant d’un attribut étant donné te label q. si ta probabilité p(xh1)xt1).q) =
ptx1’1 q), puur toutes tes sateurs de x, de t11 ci de q.
o
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type p(ajlci), appelée probabilité conditionnelle, elle est déterminée par apprentissage également à par
tir de l’ensemble de données d’entraînement. Elle est associée à chaque valeur d’un attribut d’entrée x(
étant donné le label de sortie c1, avec j=r 1,:..,d etl=r l,...,q. Ces deux types de probabilités consti
tuent les probabilités a priori d’un classificateur bayésien. Ainsi, la construction d’un classificateur à
partir d’un ensemble de données d’entraînement, consiste à déterminer ses probabilités a priori.
6.2.1 Classificateur bayésien versus réseau bayésien
Un classificateur bayésien peut être représenté sous la forme d’un réseau bayésien (voir section B.2.4).
Ce réseau considère l’hypothèse principale derrière la structure simple du CB à savoir que chaque at
tribut d’entrée (chaque feuille dans le réseau) est indépendant du reste des attributs étant donné le
label de sottie (la racine dans le réseau). La figure 6.1 montre une structure simple d’un réseau bayésien
qui représente un CB.
o
À chaque attribut (feuille) est associée une distribution de probabilités conditionnelles de la
torme {p(a/jch)} étant donné un label de classe c, où a, est l’une des ni valeurs que peut prendre
l’attribut x•’, avec j = 1,... .d et où I < t ni. Pour chaque attribut xU). la somme des probabilités u
priori est égale à 1 étant donné un label de classe cL (voir l’équation 6.2). Nous appelons cette propriété
triviale propriété de distribution
‘n
P(ai,Ick) = 1. (6.2)
Pareillement, une distribution de probabilités marginales {p(ck)}, avec k = L...,q, est associée à l’at
tribut de sortie (la racine)
o
FIG. 6.1 — Représentation Ï ‘un CB sous forme d’un réseau bayésien.
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6.2.2 Classificateur bayésien et attributs continus
Dans notre présentation du classificateur bayésien, nous avons supposé que chaque attribut d’en
trée est représenté par une variable 1L1) discrète qui prend ses valeurs dans un domaine fini Dom
{a ct1,1}. Cependant, plusieurs attributs (continus) peuvent admettre une infinité de valeurs . Dans
ce cas, on utilise une méthode de discrétisation pour avoir un nombre fini d’intervalles à la place d’un
nombre infini de valeurs [Ramoni et Sebastiani, 19991. On parle alors de l’appartenance d’une valeur
d’un attribut xt•’) à un interva]le I inclus dans son domaine de définition. Par conséquent, on exprime par
p(1]Ick) la probabilité conditionnelle (o priori) d’appartenance d’une valeur de l’attribut à l’inter
valle 1 sachant que le label de sortie est ck. De cette manière. les probabilités aposteriori ptckcti 0(j)







Le tableau 6.1 est un exemple de classificateur bayésien représenté par ses probabilités o priori orga
nisées par attribut. Ce CB classifie les composants logiciels selon leurs niveaux de stabilité en deux
classes stable (1) et instable t— I). Il utilise des attributs d’entrée comme COH, LCOMB et STRESS.
Les probabilités marginales (inconditionnelles) d’avoir des composants stables et instables sont respec
tivement égales à 0.777 et à 0.223. Le domaine de chaque attribut est subdivisé en intervalles. À chaque
intervalle sont associées deux probabilités conditionnelles o priori t la première indique la probabilité
d’appartenance d’une valeur de l’attribut à cet intervalle quand le composant est stable. la deuxième
indique la même probabilité mais quand le composant est instable. À titre d’exemple, prenons l’attribut
COH qui est défini dans le domaine [0. 1]. Ce domaine de définition est subdivisé en un nombre d’inter
valles (20) dont le premier est [0. 0.05[. À ce premier intervalle sont associées une première probabilité
conditionnelle ci priori (0,094) indiquant la chance d’avoir une valeur de COH appartenant à l’inter
valle [0. 0,005[ sachant que le composant est instable t—l) et une deuxième probabilité conditionnelle
o priori (0,9 16) indiquant la chance de la même appartenance mais lorsque le composant est stable (1).





(O , 0,05) (0,05 , 0,1) ... (0,9500000000000003, 1,0)
-1 0,094 0,094 ... 0,042
t 0,916 0,015 ... 0,051
Attribut LCOMB
(0, 1033/20) (1033/20, 1033/10) ... (19627/20, 1033)
-1 0,698 0,042
... 0.010
1 0.916 0.015 ... 0,006
Attribut STRESS
(0,0 , 0.04 166) (0.04 166 , 0,0833) ... (0,79 166 , 0,833)
-t 0,156 0,073 ... 0.021
1 0,928 0,003
... 0.003
TÀ\ B. 6. 1 — Un exemple de classficateur bavésie,,.
6.3 Représentation d’un classificateur bayésien sous forme d’expertises
6.3.1 Notations et formalismes
Considérons un CB, tel qu’il est décrit dans la section 6.2, utilisant des attributs continus. Chaque
attribut prend ses valeurs dans un domaine [L1.U1. avec L- et U1, j = 1 U. les deux bornes
respectivement inférieure et supérieure de cet altribut. Supposons que 1L1.U11 soit divisé en in interva]les
J, avec ,n variant d’un attribut à un autre. Soit une observation x = (al cld). la première
étape d’inférence du CB consiste à trouver pour chacune des valeurs aj. un intervalle Ij C fL.U].
tel que a1 lj. Le produit cartésien des intervalles trouvés forme un d-rectangle R
= ! x ... x ‘il La
deuxième étape consiste à calculer les probabilités n posteriori pour chaque label de classe c sachant
que l’observation x est localisée dans R (x R). Ces probabilités u posteriori p(Ck1l avec k =
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1,... ,q, sont calculées à partir des probabilités a priori et en utilisant l’équation 6.3. À la troisième
étape, on identifie le label c de l’observation x, tel que p(cIIi.... ,Id) = argmaxp(ckItI ,...,Id). Les
probabilités a posteriori p(ckllI
,.. ,Id) sont notées par p(ckIR).
Enfin, un CB peut être représenté, comme tout classificateur, par une fonction f qui est définie dans
‘Vz= [L1,U1] X ... X [L,j,U,jl par:
f: ‘1! C = {cI ,c(/} et f(x) = c telle que p(cx) argmaxp(ckR) et x e R. (6.4)
6.3.2 Identification des expertises dans un classificateur bayésien
Afin de décomposer un CB en expertises, deux choix sont envisaceables: le premier permet d’ex
primer une expertise sous forme de probabilités o posteriori, le deuxième considère qu’une expertise
peut être représentée par des probabilités ct priori.
6.3.2.1 Expertise sous forme de probabilités a posteriori
Avec cette alternative, une expertise e1 est représentée parle (q+1)—tiplet : (R1.p p,,,)’ où p,,
est la probabilité o posteriori du label c dans le d-rectangle R,. p, = p( c1R1). Nous appelons ce type
d’expertises expertises aposteriori. La fonction de l’experlise aposteriori est donnée par l’équation 6.5.
e1 : R1 C = {c c,,} et e1() e telle que p arg max p(cIRj). (6.5)
Cette décomposition est similaire à celle d’un arbre de décision (voir l’équation 4.2). Son avantage
est de combiner facilement un classificateur bayésien avec d’autres types de modèles comme les arbres
de décision. L’application de l’approche CAMP, revient alors à manipuler les d-rectangles et la mise
en oeuvre des mécanismes de combinaison et d’adaptation en utilisant AG. RS ou RT est la même que
dans le cas d’arbres de décision. Cependant. en manipulant des expertises o posteriori, la structure d’un
modèle résultant de CAIVIP ne correspond plus à celle d’un classificateur bayésien. Supposons que nous
ajoutons (par greffe d’expertises. voir section 5.5.3.2) un sous ensemble d’expertises o posteriori à un
CB CB1. Les probabilités a posteriori des expertises ajoutées ne correspondent plus aux distributions des
probabilités o priori de CBI. En etïel, pour préserver les bonnes distributions et conserver la struclure
d’un CB, il est indispensable de manipuler les probabililés o priori.
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6.3.2.2 Expertise sous forme de probabilités a priori
En général, la variation de la probabilité marginale a priori de type p(ck) d’un CB à un autre est
faible. Cette affirmation est vérifiée empiriquement dans la section 7.6.3 pour le cas d’un CB de qualité
du logiciel. C’est pourquoi ce type de probabilités ne constitue pas une information effective qui permet
de distinguer les CB (voir dans [Elkan, 1997J).
Un grand avantage des modèles bayésiens que nous avons évoqué dans cette dissertation est leur
transparence. En particulier, un CB exprime gràce aux probabilités conditionnelles apriori, les relations
de causalité établies entre chaque métrique d’entrée et le facteur de qualité à prédire. Par conséquent.
nous cherchons à conserver la structure d’un CB tout au long de notre processus de combinaison et
d’adaptation sous forme de probabilités ct priori (voir le tableau 6.1). Par ailleurs, une expertise ci poste
riori peut être recalculée et retrouvée en utilisant les probabilités ci priori (voir équation 6.3). Pour ces
raisons, nous avons décidé d’utiliser les probabilités conditionnelles ct priori pour définir une expertise
que nous appelons expertise ci priori. En effet, pour chaque attribut t’ sont définies in expertises o
priori. Chaque expertise est représentée par le (q+ I )—upÏet : (Ij,.p pj). où P est la proba
bilité conditionnelle ci priori (probabilité u priori tout court) t(Ii,ick) et est l’intervalle de rang t
dans le domaine de l’attribut x1J1. où 1 < t < in. La fonction de l’expertise ct priori e11 est donnée par
l’équation 6.6
[011 et e11(v)
= (Jjr.P, pj,,). (6.6)
L’utilisation de ce type d’expertise permet de conserver la structure d’un CB (voir figure 6.2). Une
fçon de surmonter le problème relié à l’utilisation des expertises u posteriori est de manipuler ces
dernières à travers les expertises u priori. En effet, vis-à-vis des mécanismes de combinaison et d’adap
tation, nous considérons un CB comme un ensemble d’expertises u priori. Par contre. nous utilisons la
décomposition en expertises u posteriori du CB pour faire l’opération d’évaluation de la performance
de ce dernier. Cette représentation d’un classificateur bayésien est utilisée par les trois techniques de
combinaison à savoir l’algorithme génétique, le recuit simulé et la recherche avec tabous.




— Une représentation graphique d’un cicissijicdueur bayésien.
6.4 Prétraitement des modèles de type classificateur bayésien
Confbrmément au but de l’étape de prétraitementde l’approche CAMP, décrit dans la section 4.8.1,
les classificateurs bayésiens candidats à la combinaison doivent avoir le même espace d’entrée ‘V. De la
même manière que les rhres de décision, chaque CB aura comme attributs d’entrée toutes les métriques
utilisées dans tous les CB. Ainsi, un classificateur peut se voir ajouter zéro ou plusieurs attributs. Lorsque
un attribut xt1 est ajouté aux entrées d’un CB. son domaine de définition ÇL1.U,] est gardé sans aucune
subdivision et avec une probabilité o priori p([Lj.Uj]Ick) égale à 1 pour tout k = 1 q. Les bornes L1
et U1 de attribut C) prennent. respectivement, le minimum des bornes inférieures et le maximLim des
bornes supérieures proposés par les différents CB candidats à l’application de CAMP. Dans chaque CB.
le domaine de chaque attribut xtt est élargi par l’ajout d’un intervalle (lorsque on modifie exclusivement
la borne inférieure ou supérieure) ou de deux intervalles (lorsque on modifie les deux bornes). Les
probabilités o priori associées aux intervalles ajoutés prennent des valeurs nulles afin de garder, pour
chaque attribut, la somme des probabilités o priori égale à 1 étant donné un label de classe ck (voir
l’équation 6.2). Ce choix nous semble le plus justifié car si un attribut x n’est pas défini dans un




Probabilités a priori du 2 “intervalle
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par conséquent les probabilités a priori p(IUIck)) = 0. Ceci peut être interprété comme un manque
de représentativité de l’échantillon de données utilisé pour construire le CB de plus petit domaine de
Cependant, d’autres choix peuvent être envisagés pour préserver la distribution, comme étendre le
premier et/ou le dernier intervalle(s).
































FIc;. 6.3 — Exemple dti prétraiteinent des classificateurs ba’ésie,is.
Nous considérons deux classificateurs bayésiens CB1 et CB2 pour prédire le niveau de la slabilité des
composants logiciels selon deux classes stable et instable. Ie premier utilise les deux métriques NPPM
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et LCOMB, le deuxième utilise les deux métriques COH et LCOMB. Dans cet exemple, l’opération
de prétraitement comprend une première tâche qui consiste à déterminer les domaines de définition de
chaque attribut. Le domaine de NPPM est le même que celui proposé par CBI, COH garde son domaine
proposé par CB2 etle domaine de LCOMB est le même que celui proposé par CRi. Par conséquent, dans
CRi, le domaine de définition de l’attribut LCOMB est étendu par l’intervalle EULcOMBc.,,2,ULcOMBC.,3]
dont les probabilités a priori associées sont nulles, ULc0P,7Bc11, et ULco7B(.f,I sont les deux bornes supé
rieures de LCOMB proposées respectivement par CRi et CR2. La seconde tâche consiste à ajouter d’une
part, l’attribut COH aux entrées du CRi, avec p([Lcou,UcoHllstabte) p([LcOH,UcoIf]f instable) = 1
et d’autre part, l’attribut NPPM aux entrées du CR2, avec
p( [LNppfy, ,UNpp,wl stable) = p( [LNpp,.VJ,UNpps,] instable) 1.
Cette opération de prétraitement de modèles de type classificateur bayésien est indépendante de la
technique de mise en oeuvre de l’approche CAMP, ainsi, tin CB est préalablement « prétraité » de la
même manière pocir les trois algorithmes GA. RS et RT.
6.5 Algorithme génétique
Dans cette section, nous utilisons les concepts empruntés aux algorithmes génétiques. D’abord.
nous identifions à partïr de la section 6.2 le codage d’un CB en chromosomes. La fonction fitness est
brièvement abordée dans la section 6.5.2. Par la suite, nous proposons une adaptation des opérateurs de
l’AG au problème de l’application de CAMP aux classificateurs bayésiens.
6.5.1 Codage d’un classificateur bayésien en chromosome
En utilisant la représentation d’un classificateur bayésien sous forme d’expertises fournie dans la
section 6.3 et en tenant compte de la correspondance établie dans la section 4.9.1. chaque CB doit être
représenté par un chromosome. Ainsi un gène conespondra à une expertise a priori. Concrètement.
c’est un intervalle auquel sont associées des probabilités a priori. Un gène est alors représenté par le
(q+ I )—upler (Jntervalle.p( p,.,,), où Intervalle est un intervalle d’un attribut et p, est égale à
p(Intervallelcc). Pour des raisons de simplification, nous confondons gène et intervalle. Un chromo
some est codé sous forme d’un ensemble d’intervalles. La taille d’un chromosome est égale au nombre
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de tous les intervalles de tous les attributs. Par exempte, dans la figure 6.2 les gènes sont 15 intervalles.
À chacun sont assocïées deux bandes colorées où les deux couleurs représentent respectivement, les
labels de sortie cl (stable) et c2 (instable) et l’épaisseur d’une bande est proportionnel à la valeur de la
probabilité a priori représentée.
6.5.2 fonction defitness
Notre fonction defitness d’un chromosome n’est autre que la capacité prédictive du classificateur
bayésien. De la même manière que pour un arbre de décision, une proposition de fonction defitness est
alors ]afonction d’exactitude (section 4.8.2.1) ou l’indice] transformé il (section 4.8.2.2) dépendam
ment de la distribution des labels de classes.
6.5.3 Opérateur dc croisement
Étant donnée la structure d’un classificateur bayésien, Fopération de croisement la plus intuitive
entre deux chromosomes CB (voir section 2.3.2.5) consiste à effectuer un nombre d’opérations plus
élémentaires de « croisement entre attributs ». Un croisement entre attributs s’eftectue entre deux
instances2 d’un même attribut, issues respectivement des deux chromosomes parents. Pour réaliser un
croisement entre detix chromosomes. le nombre de «croisements entre attributs» peut atteindre t! si nous
supposons que tous les attributs participent au croisement. Deux nouvelles instances du même attribut
sont formées après chaque croisement élémentaire. Chacune de ces deux nouvelles instances participe à
la formation «un nouveau chromosome enhmt. Deux nouveaux CB sont produits au bout d’un nombre
de «croisements entre attributs». Les instances d’attributs qui n’ont pas participé à un croisement sont
insérées directement dans les deux nouveaux CB.
Le problème du croisement est de cette façon réduit à un problème de combinaison d’intervalles qui
composent les instances d’attribut. Cette combinaison ressemble à l’opération du croisement utilisée
dans le cas d’arbres de décision, sauf que cette dernière manipule des d-rectangles à la place «inter
valles. Par conséquent, plusieurs formes de croisement entre attributs sont envisageables. L’adéquation
de ces formes de croisement à notre problème dépend de leur pouvoir de préserver, pour les classifica
2. Nous appetons insiance d’un attrihui, une composiiion pariicutière de I’attribui (ensemble d’intervalles auxquets sont
aiiachées des valeurs de probabilité u priori).
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teurs bayésiens produits, d’une part la cohérence et la complétude (voir section 4.8.3), d’autre part la
propriété de distribution définie pour chaque attribut (voir l’équation 6.2).
6.5.3.1 Croisement standard
- La manière standard d’effectuer l’opération de « croisement entre ctttributs » est celle du croise
ment par découpage, ou siicing crossover (voir section 23.2.5). Elle consiste à découper chacune des
deux instances parents d’un même attribut (issue chacune d’un chromosome) en deux sous-ensembles
de gènes (intervalle dans notre cas). Ce découpage est aléatoire et n’est pas unique. Deux nouvelles
instances de l’attribut sont créées en intercalant les sous-ensembles. Si nous appliquions de telles opé
rations dans notre problème, il est possible que les chromosomes résultants ne puissent pitis vérifier les
propriétés d’un modèle (la complétude et la cohérence) et que la propriété de distribution ne soit pas
respectée pour tous les attributs.
Cette première tentative de croisement ainsi que les deux premiers problèmes (dincomplétude et
d’incohérence) qui peuvent se produire dans le cas dc classificateurs bayésiens sont décrits dans la fi
gure 6.4. Dans cette figure, chacune des deux instances de l’attribut COH (COH1 et COH) est divisée en
O deux sous ensembles d’intervalles (S1 I et S’ proviennent de COH1 et S2I et S proviennent de COH2).
Les instances enfants de l’attribut COH (COHEU[,,,111 et COHE,,f,,,7) Sont formées respectivement par
les combinaïsons de S avec S et S-’-’ avec 812. Le problème d’incomplétude et celui d’incohérence
rencontrés sont se manifestent comme suit
Dans l’instance COHp,,J(,,711, aucune expertise api-lori (intervalle avec probabilités) n’est associée
à l’intervalle J du domaine de définition de l’attribut COH. Il s’agit du problème d’incomplétude d’at
tribut affèctant précisément l’instance COHEf,,1,1. Par conséquent, la fonction représentée par le CB
utilisant n’est pas définie pour les observations ayant une valeur de COH dans l’intervalle
‘t et pour lesquelles on ne peut calculer de probabilités o posteriori p(ckj .. ,!j,..
.), avec k = 1,2. Nous
montrons ainsi le problème d’incomplétude d’un modèle de tt’pe CB.
À l’intervalle 12 de l’instance COHE,/u,7 sont associées deux expertises différentes. Ceci est re
présenté par un chevauchement de deux intervalles auxquels sont associées deux probabilités a priori
différentes étant donnée la valeur d’un label de classe. Il s’agit du problème d’incohérence dans un at
tribut qui se produit précisément dans l’instance COHc,q,. Le CB contenant COHF,/,,,’ n’est même
C
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pas une fonction car deux probabilités a posteriori sont associées aux cas ayant une valeur de COH dans
l’intervalle ‘2. Nous montrons à travers ce cas le problème d’incohérence d’un modèle de type cB.
Quant à la propriété de distribution, le croisement standard n’offre aucun moyen de la préserver, la
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FIG. 6.4 — Problèmes tic 1 ‘titilisatien chi crolscittc’Ilt .tcindard.
6.5.3.2 Croisement par greffe d’intervalles
Comme il est montré dans la section précédente, la propriété de cohérence ainsi que celle de com
plétude d’un modèle de type classificateur bayésien découlent respectivement de la cohérence et de la
complétude des attributs qui composent le CB. Notre souci est de préserver, après chaque opération de
croisement, trois propriétés d’attribut qui sont la cohérence, la complétude et la distribution. Pour ce
faire, nous proposons un nouvel opérateur de croisement (entre attributs) inspiré des opérateurs définis
pour résoudre les problèmes de groupement [Falkenauer, 1998j.
Pour obtenir une instance enfant d’un attribut, nous choisissons un sous-ensemble aléatoire d’inter
C
oCHAPITRE 6. APPLIcATION DE L’APPROCHE CAMP AUX CLASSIFICATEURS BAYÉSIENS 145
valles3 à partir d’une instance parent de l’attribut et nous l’ajoutons à l’ensemble entier d’intervalles
d’une deuxième instance parent du même attribut. En gardant tous les intervalles de l’un des parents,
la complétude de l’instance enfant est assurée. Pour préserver la cohérence, nous décidons que les in
tervalles ajoutés soient prédominants, c’est-à-dire que les probabilités o priori attachées aux intervalles
ajoutés l’emportent sur celles des intervalles originels dans la nouvelle composition d’un attribut. Ce
croisement est à son tour réalisé par une série d’opérations plus élémentaires. Chacune consiste à gref
fer un seul intervalle de la première instance parent dans la deuxième. Lorsque un intervalle gretié !
prend place dans la composition de la deuxième instance de l’attribut, les intervalles qui l’intersectent
sont supprimés (lorsqu’ils sont complètement couverts par J) ou rétrécis (lorsqu’ils sont partiellement
couverts par 1g).
Après chaque greffe d’un intervalle I, un ajustement de probabilités est nécessaire a6n de préser
ver la propriété de distribution. En effet, seules les probabilités u pi-ion attachées à l’intervalle greffé
p(JIck), k 1 cj sont conservées alors que celles des intervalles originels restants I I,,,, sont
ajustées. Plusieurs choix sont envisageables pour préserver la propriété de dtstributton. Il suflit, pour
chaque classe ck de distribuer le reliquat de probabilité (1 p(Ick)) sur les intervalles restants ‘t l,.
Par exemple, nous pouvons affecter à chaque intervalle restant une probabilité u priori proportionnelle à
sa longueur. Ce choix suppose que distribution uniforme des valeurs de F attribut et ignore la distribution
originelle des probabilités ci priori. Une autre alternative consiste à affecter à chaque intervalle testant
une probabilité ct priori proportionnelle à sa probabilité ci priori originelle. Cette alternative est plus
raisonnable car elle ne suppose aucune distribution arbitraire des valeurs de Fattribut et pend en compte
les expertises originelles attachées aux intervalles restants I I,,,. Les nouvelles probabilité ci priori







où k = I q. t = I,. .. .m et ni est le nombre d’intervalles originels restant après greffe. Dans cette
équation. nous pondérons le reliquat 1
—
p(I I ci), au prorata de la probabilité ci priori originelle p(I I C/J.
La taille du sous-ensemble aléatoire des intervalles greffés vaut a fois le nombre d’intervalles de l’at
tribut parent. où ci est un paramètre de l’algorithme génétique. La figure 6.5 illustre le nouvel opérateur
3. Un intervalle est équivalent à une expertise qui est représentée par un intervalle avec ses probabilités tîpnorI.
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FIG. 6.5 — Croise,nent qui présent’ lct cohérence, la complélude et la distribtitwn.
6.5.4 Opérateur de mutation
La mutation est un changement aléatoire des gènes qui se produit avec une probabilité faible. Dans
notre problème. l’opérateur de mutation consiste à changer aléatoirement certaines probabilités o priori
attachées à un intervalle dans un attribut. Un tel changement engendre le plus souvent l’ajustement
de toutes les probabilités ct priori de tous les intervalles de l’attribut afin de préserver la propriété de
distribution. Afin d’atteindre l’objectif du mécanisme d’adaptation de l’approche CAMP (décrit dans la
section 4.8.5). nous envisageons plusieurs formes de mutation dont nous présentons les plus importantes
I I H I
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et les plus simples.
6.5.4.1 Mutation par inter-changement des probabilités apnori
Une première forme de mutation consiste à sélectionner d’une manière aléatoire deux intervalles I
et 12 d’un même attribut et d’inter-changer leurs probabilités e priori respectives. Après la mutation, les
valeurs des probabilités p(Ii Ick) sont remplacées par les valeurs de p(I2Ick) et vice versa, pour tous les
labels de classe ck avec k 1 q. L’intérêt de cette tentative de mutation découle de sa préservation
automatique de la propriété de distribution et du nombre réduit des intervalles impliqués. La figure 6.6(a)
montre un exemple de cette mutation effectuée dans un CB à trois classes.
6.5.4.2 Mutation par permutation cyclique des probabilités a priori
Cette tentative de mutation implique tous les intervalles J, d’un attribut, avec t = 1 jn où in est le
nombre d’intervalles composant l’attribut à « muter ». Elle change les valeurs des probabilités u priori
p(Jjck), dans tous les intervalles I, d en:
— Pt1,Ick±I)s1 1 k<q
— p(J,ct)sîk=q.
ou en:
— p(I,ck ) S t <k <q
—
t(J,V,) si k I.
La figure 66fb) illustre la mutation d’un CB4. L’attribut COH est présenté avant et après la mutation.
dans cet exemple les probabilités p(J, Ici) changent en p(4lc2), p(J, Ic2) en p(I 1c3) et pff, 1c3) en p(I, ci).
L’avantage de cette l’orme de mutation est qu’elle préserve également la propriété de distribution.
4. Nous utilisons un CB à trois classes afin de mieux illustrer l’opération de la mutation par permutation cyclique des
probabilités.
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FIG. 6.6
— Exemples de mutation.
6.5.1.3 Mutation par changement arbitraire des probabilités a priori
Cette tentative de mutation consiste à permettre à une ou plusieurs probabilités ci priori de changer
aléatoirement en prenant des valeurs arbitraires comprises entre O et I Après ce changement, un ajus
tement des probabilités o priori dti reste des intervalles est indispensable pour préserver la propriété de
distribution dans l’attribut « muté ». Cet ajustement est effèctué d’une manière similaire à celle utili
sée dans le croisement par greffè d’intervalles. Après changement aléatoire d’une probabilité o priori
d’un intervalle, les probabilités o priori des intervalles restantes changent au prorata de leurs valeurs
originelles (voir section 6.5.3.2).
6.6 Recuit simulé et recherche avec tabous
Comme il a été mentionné dans le chapitre 4. les algorithmes RS et RT optimisent une fonction
objectif qui mestire la capacité prédictive d’un classificateur bayésien. Ils utilisent trois concepts com
muns qui sont la fonction objectif, la représentation des solutions et la fonction de transition. La fonction
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nant la représentation des solutions, nous utilisons le même codage des classificateurs bayésïens retenu
pour l’application de l’AG, tandis que nous proposons, dans la section 6.6.1, une fonction de transition
qui permet de parcourir le voisinage d’une solution courante (classificateur bayésien dans notre cas).
Quant aux autres concepts spécifiques et nécessaires pour appliquer chacun des deux algorithmes, nous
utilisons pour le RS, les mêmes paramètres et stratégies décrits dans la section 2.3.3 à savoir, la longueur
de température, le critère d’arrêt, le schéma de décroissance de la température et le critère d’acceptation
des transitions. De même, pour la RT, nous définissons dans la section 6.6.2, une stratégie de gestion de
la liste taboue. La longueur de cette dernière et les choix des autres stratégies et valeurs des paramètres
des deux algorithmes sont présentés dans le chapitre 7.
6.6.1 Fonction de transition
La fonction de transition est l’élément de RS et de RT sur lequel se basent les deux mécanismes prin
cipaux de l’approche CAMP: la combinaison et l’adaptation des classificateur bayésiens. Une transition
intuitive est réalisée en effectuant un changement dans la structure du classificateur bayésien représen
tant la solution courante afin d’obtenir un CB voisin. Plus concrètement, à partir d’une représentation
C d’un CB sous forme d’un ensemble d’expertises (intervalles), une transition consiste à apporter une mo
dification raisonnable sur un nombre réduit d’intervalles. Le grand nombre d’informations attachées à
chaque intervalle nous laisse penser à plusieurs formes de transition, en particulier à celles proches des
actions utilisées comme alternatives de mutation et qui sont décrites dans la section 6.5.4. Par ailleurs,
le mécanisme de combinaison de l’approche CAMP est tbndé sur la réutilisation des expertises prove
nant des différents classificateurs bayésiens existants. En effet, pour implanter ce mécanisme au mieux,
nous proposons aussi deux autres formes de transitions basées respectivement sur l’ajout d’expertises
(intervalles) à un CB et sur la suppression d’expertises à partir d’un CB.
— l’ajout d’une expertise: afin de préserver la cohérence du CB. nous procédons à une greffè
d’un nouvel intervalle (nouvelle expertise), choisi aléatoirement à partir d’un dépôt d’intervalles,
dans la composition de l’attribut adéquat5 du CB. Cette action suppose l’existence d’un dépôt
d’expertises obtenues par la dissociation de tous les intervalles qui composent les attributs des CB
existants.
5. Par exemple, un intervalle de l’attribut COI! dans le dépôt est ajouté à l’attribut COU du modèle.
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un intervalle
‘g greffé, les probabilités a priori à l’extérieur de ‘g sont ajustées en utilisant l’équa
tion 6.7 pour préserver la propriété de distribution (voir section 6.5.3.2). La figure 6.8 illustre
l’opération d’ajout d’une expertise à un modèle de type classificateur bayésien.
— la suppression d’une expertise: cette forme de transition consiste à supprimer un intervalle
! choisi aléatoirement dans la composition d’un attribut. Afin de préserver la complétude, l’un
ou les deux intervalles voisins de I sont élargis pour combler le vide causé par la suppression.
Quant à la propriété de distribution, elle est préservée par un ajilstement qui peut s’effectuer de
plusieurs manières. Nous pouvons par exemple multiplier chaque probabilité apriori p(t,ck) de
l’attribut concerné par t i_p(’It)) Ainsi les probabilités sont augmentées proportionnellement
à leurs valeurs originelles. Cette manière d’ajustement est raisonnable grâce à sa considération
des probabilités originelles (distribution originelle). D’autre choix d’ajustement sont également
possibles comme celui qui consiste à remplacer les valeurs probabilités originelles par des valeurs
proportionnelles aux longueurs des intervalles. Ce choix suppose une distribution uniforme des
valeurs de l’attribut en question.
Un choix aléatoire d’une forme de transition parmi les précédentes est adopté pour l’implémentation
de nos algorithmes RI et RS.
6.6.2 Gestion de la liste taboue pour la RT
D’une manière similaire au cas des arbres de décision (Voir section 5.6.2). nous proposons une straté
gie de gestion de la liste taboue basée sur ]‘élimination de la transition inverse jHansen. 19861. Elle vise
à interdire les transitions inverses des transitions récemment effectuées. Pour ce faire, nous représentons
une transition par le couple (identijicciteur_inten’alle, type_transition). où identificateur_inten’aÏte
est un attribut qui désigne d’une manière unique chaque intervalle appartenant au modèle ou au dépôt
et type tran.sition distingue entre cinq types de transition (ajout. sIippressioil. inter-changement de pro
babilités, permutation de probabilités et changement arbitraire de probabilités). Notre liste taboue des
couples représentant les transitions interdites est une file (FIFO) de longueur f. Après chaque transition.
un couple représentant sa transition inverse est ajouté en queue de la liste et un autre représentant une
transition dont la transition inverse était tabotie durant les f dernières itérations est supprimé de la tête de
liste. Le couple représentant une transition inverse est déduit à partir de celui de la transition effectuée
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en gardant le même identificateur d’intervalle (identificateur_intervalle) et en déduisant le type de ]a
transition inverse à partir de la correspondance établie dans le tableau 6.2:
Type de transition Type de transition inverse
ajout suppression
suppression ajout
inter changement de probabilités(J,l) inter changement de probabilités(11,!)
permutation de probabilités permutation inverse de probabilités
changement arbitraire de probabilités changement arbitraire de probabilités
TAB. 6.2 — Correspondance entre type de transition et type de transition inverse dans le ccts d’un CB
6.7 Conclusion
Une autre application de notre approche CAMP aux classificateurs bayésiens a été décrite dans
ce chapitre. L’titilisation les métaheuristiques ÀG. RS et RT comme techniques de mise en oeuvre de
l’approche CAMP nous a permis de profiter de la richesse des classificateurs bayésiens pour mieux
implanter les mécanismes de combinaison et d’adaptation. En effet. la définition des principaux concepts
des trois algorithmes a été fondée sur la manipulation des probabilités n priori. Nous avons procédé de
la même manière que dans le chapitre 5. en définissant «une part les éléments communs aux trois
algorithmes, à savoir le codage d’un classificateur bayésien. sa fonction d’évaluation (fonction objectif)
et la fonction de transition (commune à RS et à RI) et d’autre part les éléments spécifiques à chacun
des algorithmes, à savoir le croisement et la mutation pour l’AG et la gestion de la liste tabotie pour la
RI. Les choix des principaux paramètres et critères de contrôle des différents algorithmes comme les
conditions d’arrêts, les probabilités respectives de croisement et de mutation et la taille de génération
dans l’AG, la probabilité d’acceptation des transitions et la stratégie de décroissance de la température
dans le RS et la longueur de la liste taboue dans la RT, sont discutés dans le chapitre 7.
Durant l’exécution de l’approche CAMP aux classificateur bayésiens. et afin de préserver les pro
priétés de ce type de modèles, nous avons choisi certaines stratégies qui concerne essentiellement la
distribution des probabilités a priori des CB. Ces choix d’ajustement de probabilités nous ont semblé
C
oo
CHAPITRE 6. APPLICATION DE L’APPROCHE CAMP AUX CLASSIFICATEURS BAYÉSIENS 153
raisonnables. Cependant, plusieurs autres manières de préserver la propriété de distribution sont égale
ment possibles et méritent d’être étudiées.
Les modèles résultant de l’application des trois techniques d’optimisation dans la mise en oeuvre de
CAMP au cas des classificateurs bayésiens, sont constitués d’un grand nombre d’intervalles. En effet,
plus nous utilisons de manière optimale les capacités de ces précédents algorithmes (en augmentant,
par exemple, leurs nombres d’itérations), plus les attributs des CB sont morcelés, c’est-à-dire composés
d’un grand nombre d’intervalles. La prise en considération de la taille (nombre d’intervalles) comme
un deuxième critère d’évaluation de modèle avec de la capacité prédictive peut réduire la complexité
du CB résultant et simplifier son inférence. Il s’agira ainsi de résoudre un problème d’optimisation
multi-cri tères.
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Chapitre 7
p
Evaluation expérimentale de l’approche
CAMP
7.1 Introduction
Le but de ce chapitre est l’évaluation empirique de l’approche CAMP. Deux expérimentations sont
menées en parallèle afin de valider les résultats de l’application de CAMP, respectivement, sur les arbres
de décision et sur les classificateurs bayésiens. Pour chacune des expérimentations, nous avons besoin,
d’une part. d’un ensemble de modèles qui prédisent un mème facteur de qualité «un produit logiciel et.
d’autre part. d’un ensemble d’observations qui décrivent un contexte d’organisation particulière et pour
lesquelles les valeurs du l’acteur de la qualité en question sont ci priori connues.
Le facteur de la qualité choisi pour la validation des résultats de notre approche est celui de la
stabilité de classes dans tin logiciel orienté objets (00). Nous réduisons la définition de la stabilité
d’une classe d’un logiciel à la capacité de cette dernière à évoluer tout en préservant son interface. Ce
choix est justifié par le fait que la stabilité ainsi définie est relativement facile à mesurer d’une manière
objective et sans avoir recours à une période opérationnelle du logiciel évalué (voir section 7.3).
Un environnement semi-réel est crée afin de fournir les deux entrants de notre approche qui sont les
modèles de stabilité de classes 00 et les données du contexte (classes 00 dont la stabilité est déterminée
ci priori). En tenant compte des spécifications précédentes, ce chapitre est organisé de la manière qui
va suivre. D’abord, dans la section 7.2. nous formulons les hypothèses de notre évaluation de CAMP,
C
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en fonction desquelles nous allons concevoir nos expérimentations. Dans la section 7.3, nous proposons
notre perception de la prédiction de la stabilité des classes dans un logiciel 00. Par la suite, dans la
section 7.4, nous décrivons les étapes de construction des modèles de stabilité de types arbres de décision
et classificateurs bayésiens. Dans la section 7.5, nous présentons le contexte d’organisation choisi pour
les expérimentations, qui guidera la progression du processus de notre approche CAMP. La conception et
le plan détaillé des expérimentations sont décrits dans la section 7.6. Outre la vérification des hypothèses,
un autre défi de ce chapitre est la détermination de meilleurs valeurs de paramètres des algorithmes
métaheuristiques qui implémentent notre approche. Une bonne configuration de ces algorithmes est
primordiale pour renforcer la validité des résultats de CAMP. Pour cette raison, nous consacrons la
section 7.7 à la discussion de la configuration des AG, RS et RI utilisés dans CAMP. L’analyse et
l’interprétation des résultats sont présentées dans la section 7.8. Avant de conclure cette évaluation
empirique de CAMP dans la section 7.11, une discussion portant sur la validité des expériences et des
résultats de CAMP est présentée dans la section 7.10.
7.2 Formulation des hypothèses de l’évaluation empirique de CAMP
Dans le but de répondre à des questions qui portent sur l’évaluation de notre approche CAMP, trois
catégories d’hypothèses sont à vérifier dans Fenvironnement expérimental que nous allons créer. Cet
environnement est constitué de deux types de modèles de stabilité et un contexte d’organisation.
La première catégorie suppose que les objectifs de l’approche CAMP sont atteignables. à savoir, la
meilleure performance des modèles résultants, leur bonne capacité d’explication, ou « interprétabilité
», et leur bonne capacité de généralisation. La bonne « interprétabilité », est une propriété garantie par
le mécanisme de la décomposition des modèles en expertises, sa considération est d’ailleurs un choix
stratégique dans Fapproche CAMP. Cependant. il faut vérifier la réalisation des deux autres objectifs.
Par conséquent, les deux hypothèses suivantes sont formulées
— hypothèse HI: la capacité prédictive du modèle obtenu en un temps raisonnable par l’approche
CAMP est équivalente à celle du meilleur modèle existant.
— hypothèse 112: le modèle résultant de l’approche CAMP garde une bonne capacité prédictive lors
de l’évolution du contexte d’organisation.
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La deuxième catégorie d’hypothèses vise à comparer notre approche à d’autre alternatives d’amé
lioration de la capacité prédictive des modèles comme la « combinaison des ensembles de données » et
la « combinaison de prédictions » Cette catégorie comporte les hypothèses suivantes:
— hypothèse 113: la capacité prédictive du modèle résultant de l’approche CAMP est supérieure à
celle du modèle résultant de la combinaison des ensembles de données qui ont servi à la construc
tion des modèles existants.
— hypothèse 114: la capacité prédictive du modèle résultant de l’approche CAMP est comparable à
celle du modèle résultant de la « combinaison des prédictions » des modèles existants.
La troisième catégorie d’hypothèses se charge d’identifier certains facteurs qui pourraient influencer
la performance du modèle résultant de l’approche CAMP. Cette catégorie comporte les hypothèses
suivantes:
— hypothèse 115: il y a une corrélation assez forte entre Je nombre des modèles existants et la
capacité prédictive du modèle résultant de l’approche CAMP.
— hypothèse 116: un modèle existant de faible capacité prédictive peut participer à l’amélioration
du modèle résultant de l’approche CAMP, car il peut renfermer ce que nous appelons des «poches
de bonnes expertises».
7.3 La stabilité
Durant sa phase opérationnelle, tin logiciel subit divers changements dictés par plusieurs raisons.
Nous citons, entre autres, la détection des crieurs. I’ évolution des besoins et le changement de l’envi
ronnement. Au fur et à mesure que Je nombre de changements augmente. le comportement du logiciel
se détériore. En particulier sa capacité à absorber de nouveaux changements s’a(Ïaiblit et la récession
de sa qualité peut aller jusqu’à ce qu’il devient imprévisible [Parnas, 1994]. Il est indispensable de
garder, après des modifications vitales et incontournables, un logiciel qui résiste aux effets négatifs du
changement. Il s’agit donc de s’occuper de la stabilité du logiciel.
Deux alternatives sont envisageables pour accomplir cette tâche. La première consiste à intégrer
des règles garantissant la stabilité dans la phase de la conception, comme proposé dans IMartin. 1997].
I C’est la cornhrnaison des sorties des modèles.
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Cette alternative est supportée par plusieurs chercheurs qui s’intéressent à la stabilité du logiciel (voir
section 7.3.1). La deuxième consiste à évaluer et à prédire la stabilité en utilisant des modèles de pré
diction pour décider, après un certain nombre de versions, si une restructuration majeure du logiciel est
nécessaire pour éviter les effets négatifs de l’évolution des besoins futurs. Sur cette dernière alternative
est fondée notre initiative d’améliorer la stabilité. Par conséquent, nous proposons dans la section 7.3.2
une nouvelle manière d’évaluer la stabilité des classes dans un logiciel 00.
7.3.1 Stabilité du logiciel dans la littérature
Le sujet principal traité lors d’un atelier dans une grande conférence sur la programmation 00
(OOPSLA)2, était comment réaliser ou aboutir à la stabilité du logiciel? Ce sujet a été réduit, après
discussion, à la question suivante: « quelles sont les relations entre un logiciel qui a été stable pour une
bonne période du temps et son architecture? » La réponse à cette question est venue sous formes de
recommandations et de règles sans méthode effective d’évaluation de la stabilité, voici les plus impor
tantes:
— les architectes de logiciels doivent travailler à réduire le nombre d’interfaces entre les composants
C d’un logiciel afin de maintenir une flexibilité suffisante, dans l’espoir de satisfaire par une telle
architecture les besoins futurs [Pekarek. 1999]
— trois concepts 00 utilisés dans la conception et le développement de logiciels: les classes abs
traites. l’héritage et le polymorphisme sont critiques pour la robustesse et la stabilité d’un logiciel
[Panthaki et Sahu, 19991;
— si un système est assez flexible pour suivre les buts d’une organisation et changer facilement selon
les nouveaux besoins qui émergent, alors il peut être considéré stable [feathers. 1999]
— pour réaliser une architecture facilement changeable. les développeurs doivent appliquer les deux
principes suivants
1. Un composant devrait seulement dépendre des composants qui sont plus stables que lui.
c’est te principe des dépendances stables (ilie Sîci hie Dependencies Principle).
2. Les composants qui sont les pltis stables devraient être les plus abstraits, c’est le principe
2. Ohject-Orienied Pwgramming, Sysiems. Languages and Appticaiions.
o,
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des abstractions stables (the Stable Abstractions Pnnciple).
Les composants instables devraient être concrets et l’abstraction d’un composant devrait être pro
portionnelle à sa stabilité [Martin, 1997].
La conclusion que nous pouvons tiret de ces réponses suggère que la stabilité du logiciel est af
fectée par plusieurs attributs liés à la flexibilité, à la complexité, à la visibilité, aux dépendances entre
composants, à l’abstraction et à la rigueur d’emploi des concepts 00.
7.3.2 Définition et évaluation de la stabilité
Le paradigme orienté objet est doté de plusieurs principes qui favorisent certains facteurs de la
qualité du logiciel, entre autres, le principe de la conception 00 recommandant « qu’un module doit
être ouvert pour les extensions mais fermé pour les modifications ». Un module peut être une classe.
un ensemble de classes, ou un framework entier. Pour qu’il soit stable, un module doit être fermé aux
modifications, au moins au niveau de son interface, cependant, il doit être ouvert pour l’extension, de
sorte qu’il puisse être adapté à de nouveaux besoins érnergents. Ce principe est connu sous le nom du
principe « ouvert-fermé » de la conception 00 (The open-closed principle of object-oriented design)
[Panthaki et Sahu, 19991.
Notre évaluation de la stabilité est fondée sur ce principe. Nous nous intéressons à la stabilité d’un
logiciel 00 à travers l’évaluation de la stabilité de ses classes. Nous considérons qu’une classe est stable
si son interface demeure inchangé entre versions. Ainsi, le taux de modification d’un interface indiquera
le degré d’instabilité de la classe correspondante.
Définition 7.3.1 Soit Cl?1 une classe dans un système logiciel 00 dans sa version j et soit I(C?1) l’in
teiface tic Cl?1 (méthodes publiques locales ou héritées). Nous définissons tin niveau de stabilité noté
NS tic Ctj qui peut être mesuré en compctrant I(C?1) à I(Cl?1+1 ) (interface la version suivante i+ 1). le
niveau tic stabilité est donné sous forme d’un pourcentagc’ tic comisenation tics élémemits tic l(C(,) tians
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7.3.3 Prédiction de la stabilité
À partir des règles et des recommandations recensées dans la littérature et résumées dans la sec
tion 7.3.1, nous faisons l’hypothèse que la stabilité d’une classe dépend d’une part, de sa conception
(sa structure), d’autre part, d’un facteur de stress qui est dû aux implantations de nouveaux besoins. Ce
stress mesure les effets, à la fois, des modifications directes (ajout de nouvelles propriétés locales) et des
modifications indirectes (subies par les autres classes du système), sur la stabilité de la classe considé
rée. Un modèle de prédiction de la stabilité d’une classe C prend la forme d’une fonction f qui reçoit
en entrée un ensemble de métriques structurelles (mt(Ct1) .n1d_t(CI)) et une estimation du stress
notée Str(Cé1
—k C+1) et produit une prédiction du niveau de stabilité notée NSP(Ce1 —* Cl?,11) de
cette classe définie par:
NSP(Ct1
—> Cé ) = f(mi (Cl?1) iti,,(C111),Str(Cl?1 —y Cl?±1))
Tenir compte de tous les types de modifications dont dépend le stress est une tàche difficile. Par
conséquent. pour des raisons pratiques, nous nous contentons d’estimer ce dernier en considérant seule
ment les modifications locales effectuées sous tbrme d’ajout de méthodes à l’interface de la classe
C considérée.
Définition 7.3.2 Une estimation cltt stress Str(CL1 — - Cl? i ) est approximée par le poitrceîi!cu,’e des
méthodes ctjoutées dans ki classe Cl?, entre deux versions. Formellement.
___
#((CC,.1) — 1(d1))Str(C, C?1)
= )
7.4 Construction des modèles de la stabilité
Dans cette section, nous décrivons les étapes qui amènent à la construction de modèles de stabi
lité d’une classe d’un logiciel 00. En premier lieu, nous effectuons une sélection d’un ensemble de
métriques à partir desquelles la stabilité sera prédite. En second lieu et après avoir développé ces mé
triques, nous procédons à la collecte de données à partir d’un ensemble hétérogène de systèmes logiciels.
Les données collectées servent à l’entraïnement d’algorithmes d’apprentissage utilisés pour construire
deux types de modèles de stabilité basés sur les arbres de décision et les classificateurs bayésiens.
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7.4.1 Attributs d’entrée des modèles
Conformément à notre perception de la prédiction de la stabilité d’une classe 00, nous avons choisi
1$ métriques structurelles de classe qui vont, avec une estimation de stress, servir comme variables d’en
trées aux modèles. Les métriques choisies appartiennent à une des quatre catégories suivantes: couplage,
cohésion, héritage, et complexité et elles constituent une union de métriques utilisées dans différents mo
dèles théoriques [Abreu, 1993; Chidamber et Kemerer, 1994; Briand et aÏ., 1997; Zuse, 1998; Briand
et ctl., 2000]. La liste de ces métriques regroupées par catégorie est donnée par le tableau 7.1.
7.4.2 Collecte de données
Les programmes d’extraction des métriques choisies ont été développés à l’aide de l’outil ACCESS
de l’environnement DISCOVER©3. DISCO VER permet d’analyser du code source pour en créer un
modèle d’information comprenant une base de données qui renferme les structures, respectivement,
physique et logique du code et également les relations entre les différentes entités. À coté des fonction
nalités usuelles de navigation et de requêtes au modèle ainsi créé, DISCOVER otTre un langage appelé
ACCESS, basé sur ICI4, pour développer des scripts dans l’objectif d’exécuter des opérations com
plexes. comme le calcul des métriques. C’est ce langage qui nous a servi pour le développement des
extracteurs des différentes métriques utilisées.
Les données (valeurs des métriques) sont extraites à partir des 11 systèmes logiciels donnés par
le tableau 7.2. Au moins deux versions majeures de chaque système sont disponibles afin d’évaluer la
stabilité des classes en utilisant la définition 7.3.1 et le stress en employant la définition 7.3.2. Chaque
classe d’un système logiciel est représentée par une observation regroupant ses 18 valeurs des métriques,
sa valeur de stress et sa valeur de stabilité.
7.4.3 Entraînement des modèles
Deux algorithmes d’apprentissage supervisé sont utilisés pour entraîner les modèles. L’algorithme
C4.5 [Quinlan. 1993J est employé pour entraîner des classificateurs de type arbres de décision et ROC5
3. Voir: hIIp://wwsrnks.cornIproductJdiscover/developers.htm.
4. bol Command Langufige.
5. The Rtbt,.vt Bavesicin C’lasvifie, version 1.0.. développé dans te cadre de The Bave.dan Knmvledge Discoverv projeci
Robusr Bave %Iafl Glu vs 1/1er
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Nom Description” Référence
Métrique de cohésion
LCOM Ïack of cohesion methods [Chidamber et Kemerer, 19941
COH cohesion [Zuse, 1998J
COM cohesion ntetric [Zuse, 1998]
COMI cohesion metric I inspirée de [Zuse, 19981
Métrique de couplage
OCMAIC other class ,nethod ctttribo’te import cotipling [Briand et al., 19971
OCMAEC other class niethod cittribute export cottpling [Briand et at., 1997]
CUB tiumber of clctsses used by a class [Zuse, 1998]
Métrique d’héritage
NOC ,zuntber ofchiÏcïren [Chidamber et Kemerer, 1994]
NOP ntnnber ofpctrents [Abreu, 1993]
DIT depth ofinheritance [Chidamber et Kemerer. 1994]
MDS nessage clo,nain size [Zuse, 1998]
CHM clctss hierarcÏtv inetric [Zuse, 1998]
Métrique de taille et de complexité
NOM ,ittmber oJ ,,,etÏ,ods [Abreu. 19931
WMC weightecl inethods per class [Chidamber et Kemerer, 19941
WMCLOC L0C weightecÏ ,nethods per class inspirée dc [Chidamber et Kemerer, 19941
MCC McC’ahe s coiitplexirt weighted ,,ietÏi. per cl. [Abreu, 1993]
NPPM number ofpublic aucÏprotectecÏ ,neth. in o cl. inspirée de [Zuse, 1998]
NÀA iuimber ofAvailable attriht it es [Zuse, 1998]
TAB. 7.1
— 18 métriques structurelles utilisées pour prédire la stabilité d’une classe 00.
“L’utilisation de la désignation en anglais des métriques s’impose à cause de la familiarité de la communauté avec ces
appellations.
[Ramoni et Sebastiani. 19991 est utilisé pour entraîner des classificateurs bayésiens. Nous nous conten
o
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Système Nombre de Nombre de
versions (major) classes
Bean browser 6(4) 388—392











— Les systèmes logiciels utilisés pour construire les modèles.
tons dans ce travail d’éwdier des classificateurs binaires6, avec deux classes stable (ou 1) quand NS = 1
et instable (ou — 1) quand NS < 1.
Pour imiter l’hétérogénéité des experts réels (modèles existants). chaque modèle a été entraîné en
considérant un sous-ensemble différent des métriques extraites à parlir «un système logiciel particulier
(hypothèses différentes). Ainsi nous avons formé 15 sous-ensembles à partir des 18 métriques, en com
binant un. deux, trois, ou quatre des catégories des métriques (voir section 7.4.1). En explorant toutes
les possibilités et en utilisant les 11 ensembles de données provenant respectivement des 11 systèmes lo
giciels, nous avons oblenu 15 x 11 165 ensembles de données. Chacun des algorithmes C4.5 et ROC
est exécuté sur les 165 ensembles entiers de données. Parmi les modèles entraînés, nous avons gardé
40 arbres de décision en éliminant les classificateurs constants et ceux avec une erreur d’entraînement
supérieure à 10 %. quant aux classificateurs bayésiens, nous avons conservé les 40 avec le plus petit
biais.
6. Parce que la construction de modèles dc qualité n’est pas notre objectif principal.
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7.5 Description du contexte d’organisation
Nous proposons dans nos expérimentations d’améliorer la prédiction de la stabilité des classes
constituant les APIs standards de Java7. L’environnement pour lequel nous effectuons la promotion
de la prédiction de la stabilité est un milieu au sein Son Microsystems où les API java sont développés.
Selon notre approche CAMP, nous devons guider l’amélioration de la prédiction par un ensemble de
propriétés qui représentent les produits et qui reflètent les spécificités de Son Microsystems en matière
de développement logiciel, comme la rigueur d’utilisation des concepts 00, l’expérience en matière
de développement des classes avec le langage Java, la compétence des développeurs, etc. Nous préten
dons abstraire ces propriétés dans un ensemble de données que nous appelons contexte d’organisation
et auquel nous donnons le nom contexte Stm Microsystemsjctva. Ce contexte est un ensemble de don
nées collectées sur quelques 2920 classes Java, représentant l’expérience de Sun Microsystems à travers
quatre versions du Jdk (Jdkl.0, Jdkl.1. Jdkl.2. et Jdkl.3). Pour chacune des classes des trois premières
versions, sont calculées les valeurs des 18 métriques. tine estimation du stress Str et une évaluation NS
de la stabilité. Trois évolutions majeures de Java sont ainsi retracées, respectivement, par les trois tran
C sitions suivantes: de Jdkl.0 à Jdkl.l, de Jdkl.1 à Jdkl.2 et de Jdkl.2 à Jdkl.3. Le tableau 7.3 donneune description sommaire du contexte Son Microsystems_Java.
Version JDK Nombre de classes classes instables
jdkl.0.2à 1.1.6 187 42
jdkl.1.6à 1.2.004 583 217
jdkl.2.004à1.3.0 2162 180
TAu. 7.3 — Les transition.r Java co,istitticmt le contexte de Son Microsystems_Java
7.6 Conception des expérimentations
Une étape de préparation est nécessaire pour mener l’exécution des expérimentations d’évaluation
de l’approche CArvi?. Cette étape comporte essentiellement l’implémentation des différents algorithmes
7. Voir http//java.sun.coin.
o
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AG, RS et RI utilisés dans l’approche CAIVIP et leurs configurations respectives. Vu l’importance de
l’étape de configuration pour les métaheuristiques, nous préférons la traiter séparément dans la sec
tion 7.7. Dans cette section, nous donnons seulement une brève description des différentes implémen
tations développées pour expérimenter l’approche CAMP, ainsi que leurs objectifs respectifs (voir sec
tion 7.6.1). Par la suite, nous spécifions les choix respectifs de la méthode et de la fonction d’évaluation
des modèles employées dans les différentes expérimentations (voir section 7.6.2 et 7.6.3). Dans la sec
tiOn 7.6.4 nous établissons le plan de ces expérimentations et nous introduisons les notations qui sont
utilisées plus tard pour interpréter les résultats.
7.6.1 Implémentations de l’approche CAMP
Afin de valider empiriquement les résultats de l’approche CAMP sur les deux types de modèles
étudiés dans ce travail (arbres de décision et classificateurs bayésiens) en utilisant les trois techniques
métaheuristiques AG, RS et RT. nous développons six algorithmes.
Désignation de
Objeclif de l’algorithmel’algorithme
L Implémenter l’app]ication de l’approche CAMP aux arbres de décision enCAMP.AG.AD
utilisant les algorithmes génétiques.
Implémenter l’application de l’approche CAMP aux arbres de décision enCAMP.RS.AD
utilisant le recuit simulé.
Implémenter l’application de l’approche CAMP aux arbres de décision enCAMP.RI. AD
utilisant la recherche avec tabcus.
Implémenter l’application de l’approche CAMP aux classificateursCAMP.AG.CB
bayésiens en utilisant les algorithmes génétiques.
implémenter l’application de l’approche CAMP aux classificateursCAMP.RS.CB
bayésiens en utilisant le recuit simulé.
implémenter l’application de l’approche CAMP aux classificateursCAMP.RT.CB
bayésiens en utilisant la recherche avec tabous.
TAn. 7.4 — Les différentes implémentations de l’approche CAMP
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La désignation ainsi que l’objectif de chacun des algorithmes sont donnés par le tableau 7.4.
7.6.2 Méthode d’évaluation
Sauf mention contraire, nous utilisons deux méthodes pour estimer avec précision la capacité pré
dictive des modèles et choisir éventuellement les meilleurs paramètres des algorithmes AG, RS et RI.
La méthode de validation croisée de Monte Carlo (voir la section 2.2.5.3) est employée afin de choisir
les bonnes configurations des différents algorithmes, la méthode de la validation croisée IO-fold (voir la
section 2.2.5.1) est utilisée dans la vérification des hypothèses principales de notre validation empirique
des résultats de CAMP. Nous rappelons que l’ensemble de données d’évaluation est formée pat les ob
servations qui constituent le contexte d’organisation Suit Microsystems Jcivct. Dans le cas de la méthode
de validation de Monte Carlo, l’ensemble d’entraînement est formé de 1946 observations et celui de test
en contient 973, tandis que dans le cas de la validation croisée 1O-fold chaque ensemble d’entraînement
est formé de 2628 observations et celui de test contient 292 observations.
7.6.3 Fonction d’évaluation
À partir de ]a discussion menée dans la section 4.8.2.3 sur le choix de la fonction d’évaluation
de la capacité prédictive de modèles, nous avons étudié la distribution des classes stables et instables
dans 15 transitions des systèmes logiciels disponibles de tailles allant de 16 2337 classes (‘.oir les
tableaux 7.2 et 7.3). La figure 7.1 montre les proportions respectives des classes stables et des classes
instables dans un ensemble de 15 transitions. Un déséquilibre entre les deux proportions est très visible
dans la plupart des systèmes. il est caractérisé par une probabilité moyenne élevée, de 85% de classes
stables contre seulement (15%) de classes instables. En conséquence. nous avons décidé d’utiliser la
fonction d’évaluation fondée sur l’indice J de Youden et que notis notons JT (voir l’équation 4.7).
7.6.4 Plan des expérimentations
Dans l’objectif de vérifier les hypothèses formulées dans la section 7.2. des exécutions des différents
algorithmes qui implémentent l’approche CAMP sont effectuées dans le cas des arbres de décision
et dans le cas des classificateurs bayésiens. Chaque hypothèse est le sujet d’une vérification. Tenant
compte des objectifs principaux de notre approche (voir section 4.4). les deux premières hypothèses
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FIG. 7.1 — Proportions non équilibrées des classes stables et instables.
principales Hi et H2 sont vérifiées en utilisant tous les algorithmes, tandis que nous nous contentons.
pour la vérification des autres hypothèses, de l’utilisation d’un algorithme par type de modèles. Chaque
algorithme, saur mention particulière, utilise d’tine part. 40 modèles construits pour simuler les experts
existants et d’autre part. le contexte d’organisation Son Microsyst cois Java constitué de quelques )20
classes. Le tableau 7.5 présente le planning des différentes expériences qui comportent, pour chaque
hypothèse à vérifier, les algorithmes utilisés et une description des principales manipulations effectuées.
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Hypothèse Algorithmes
Description de l’experience et objectifa verifier utilises
CAMP.AG.AD
CAMP.RT.AD Aucune manipulation particulière n’est effectuée sur les entrées ou sur les
HI
CAMP.RS.AD paramètres de l’algorithme durant son exécution. L’objectif de cette
CAMP.AG.CB expérience est de comparer, pour chaque algorithme, la capacité prédictive
CAMP.RT.CB du modèle résultant à celle du meilleur modèle existant.
CAMP.RS.CB
Nous allons appliquer le modèle résultant de CAMP sur un ensemble «
d’application » (ou test) et sur différentes évolutions de celui-ci. Notre
contexte est formé des observations présentant les classes des deux
CAMP.AG.AD premières versions du Jdk (Jdkl.O et Jdkl.2), l’ensemble d’application est
CÀMP.RT.AD représente des classes choisies aléatoirement dans la version Jdkl.3 et sa
CAMP.RS.AD taille vaut 1/3 de la taille du contexte. L’évolution de ce contexte estH2
CAMP.AG.CB simulée par 5 variations de l’ensemble d’application (de de 2, de
CAMP.RT.CB 3Œ7e. de 4Y7n et de 5 de sa taille initiale), en ajoutant à chaque fois un
CAMP.RS.CB nombre de nouvelles observations provenant du Jdkl.3. L’objectif de cette
expérience est de retracer la variation de la capacité prédictive du modèle
résultant lorsque il est appliqué aux différents ensembles représentant
l’évolution du contexte.
Tous les échantillons de données qui ont servi à la construction des
modèles « existants » sont combinés dans un même ensemble. Par la suite.
deux modèles sont entraînés sur cet ensemble en utilisant les aleorithmesCÀMP.AG.AD
H3 d’apprentissaee C4.5 et ROC. L’objectif de cette expérience est deCAMP.AG.CB
comparer pour chaque type de modèles la capacité prédictive du modèle
construit à partir de la combinaison de données à celle du modèle résultant
de l’approche CAMP.
Les pi-édictions (les sorties) des modèles existants sont combinées en
utilisant un algorithme de la fomille ensembles de vote, connu sous le nomCAMP.AG.AD
F14 de AdaBoost (voir section 4.6). L’objectif de cette expérience est deCAMP. AG.CB
comparer la capacité prédictive du modèle dérivé de l’application de
l’approche CAMP à celle du modèle produit par AdaBoost.
Nous varions le nombre de modèles existants en entrée des algorithmes.
CAMP.AG.AD L’objectif de cette expérience est de retracer, en changeant le nombre deH5 et H6
CÀMP.RS.CB modèles existants. la variation de la capacité prédictive du modèle
résultant de l’approche CAMP.
TAri. 7.5 — Picin des expériences.
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7.6.5 Notations
Le tableau 7.6 présente les notations utilisées pour exposer et interpréter les résultats des expériences
dans la suite de ce chapitre.
Notation Signification
fweilleurAD(E) Meilleur modèle de type arbre de décision sur l’ensemble de données E
fcAMPAGAD Modèle dérivé par l’algorithme CAMP.AG.AD
fcAMp.Rs.AD Modèle dérivé par l’algorithme CAMP.RS.AD
fcAMP.RTlD Modèle dérivé par l’algorithme CÀMP.RT.AD
Meilleur modèle de type classificateur bayésien sur l’ensemble de données
flIeilIeurÇB (E)
E
fc1p.AG.cB Modèle dérivé par l’algorithme CAMP.AG.CB
ICAMP.RS.CB Modèle dérivé par l’algorithme CAMP.RS.CB
fc14irRrcB Modèle dérivé par l’algorithme CAMP.RTCB
C fDoiv/tD Modèle de type arbre de décision entraîné sur la rétinion de tous lesensembles de données
Modèle de type classificateur bayésien entraîné sur la réunion de tous les
ensembles de données
Modèle dérivé par combinaison de prédictions en utilisant Ac/aBoost
tout modèle dérivé par l’approche CAMP
wLqueu,-.’ ou Jthi1Ic,,CI?
TAn. 7.6 — Notations
7.7 Configuration algorithmique
Étant donné les caractères heuristiques des algorithmes AG. RS et RT, le choix de leurs configura
tions se fait d’une manière empirique. Pour chaque algorithme, plusieurs exécutions sont effectuées afin
d’affecter les meilleures valeurs îi ses différents paramètres. Dans cette section nous donnons nos choix
de valeurs des paramètres. les résultats importants d’exécutions sont présentées dans l’annexe C.
o
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7.7.1 Configuration de l’algorithme génétique
Dans Je cas des arbres de décision (CAMP.AG.AD) ou dans celui des classificateurs bayésiens
(CAMP.AG.CB), la population initiale de notre algorithme génétique est formée des modèles existants.
Après plusieurs variations des paramètres de l’AG. la stratégie d’élitisme a été utilisée comme moyen
de promotion des bons modèles. Ainsi, à chaque itération, la population entière est remplacée à l’excep
tion d’un petit nombre Ne de bons chromosomes. Afin d’obtenir un compromis entre tine bonne qualité
de la solution (modèle) et un temps d’exécution raisonnable, le nombre de générations T a été fixé à
100 (critère d’arrêt) et le nombre maximum des chromosomes dans une génération a été fixé à 160.
Les deux probabilités p, (probabilité de croisement) et p,,, (probabilité de mutation), a (la proportion
du sous-ensemble aléatoire de gènes utilisés dans l’opération de croisement) et Ne (nombre d’élites)
évoluent en fonction du nombre t de générations déjà complétées. Le tableau 7.7 décnt le changement
de ces paramètres de l’AG pour les deux types des modèles. Le paramètre ct est noté a1w dans le cas
des arbres de décision et il exprime une proportion de d-rectangles ajoutée à un modèle parent lors d’un
croisement (voir la section 5.5.3). Il est noté acu dans le cas des classificateurs bayésiens et il représente
deux proportions aa,, et a,,1 qui indiquent la proportion d’attributs et la proportion des intervalles par
attribut utilisés dans une opération de croisement (voir section 6.5.3). La méthode de sélection utilisée
est celle de la roulette de casino car la fitness des chromosomes ne varie par excessivement pour les
deux types de modèles (voir section2.3.2.7).
t 0—10 11—30 31—99
Ne 3 5 10
p,. 0.65 0,65 0.60
p,,, 0,02 0.03 0.05
a/.LD 0.3 0,1 0.05
CcB t (a,, ; t11,,) (03; 0.5) (0,1: 0.3) (0,05; 0.2)
TAB. 7.7 — Paramètres de l’AG.
C,
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7.7.2 Configuration de la recherche avec Tabous
Comme il a été mentionné dans le chapitre 2, l’algorithme de recherche avec tabous dépend de la
longueur £ de la liste taboue et du nombre maximal d’itérations sans amélioration de la performance du
modèle résultant Maxiter.
Par ailleurs, étant donné le cas des classificateurs bayésiens, un modèle peut avoir un grand nombre
de bon voisins (une taille par défaut très grande de l’ensemble BONVOISINS, voir l’allure de l’algo
rithme de RI dans la section 2.3.4.1). Par conséquent, lataille TBon Voisins du bon voisinage BON VOISINS
doit être gérée et considérée comme paramètre de notre RI. Puisqu’une transition utilise un dépôt d’ex
pertises (d-rectangles ou intervalles), nous allons exprimer TBon Voisins en fonction de la taille de ce dé
pôt, désigné par TailleDepotDrectnagÏes dans le cas des arbres de décision et par TaitieDepotlnten’attes
dans le cas des classificateurs bayésiens.
Pour obtenir un compromis entre la bonne capacité prédictive du modèle résultant et un temps rai
sonnable d’exécution de CAMP, plusieurs exécutions des algorithmes CAMP.RT.AD et de CAMP.RT.CB
ont été effectuées pour déterminer les meilleures valeurs de ces trois paramètres. Le résultat de notre
choix est résumé dans le tableau 7.8.
Algorithme Mcixiter TBon Voisins
CAMP.RT.AD 3 20 0.5 TaitteDepotDrectnagles
CÀMP.RT.CB 9 50 0.2 TaiÏleDepotlntervt,lles
TAu. 7.8 — Pciramètres de la RT
Dans les algorithmes CAMP.RT.AD et CAMP.RT.CB. nous profitons de la disponibilité de plusietirs
solutions initiales (modèles existants) pour réitérer la RI autant de fois que nous avons de modèles
existants en choisissant à chaque fois un nouveau modèle initial s (voir l’allure de l’algorithme de RS
dans la section 2.3.3.1). De la sorte, le modèle résultant est le plus performant des modèles dérivés par
toutes les itérations utilisant chacune un modèle initial différent.
Cette même idée d’enrichissement de l’espace de recherche est aussi utilisée dans les algorithmes
de recuit simulé, CAMP.RS.AD et de CAMP.RS.C3., pour produire un meilleur modèle.
C
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7.7.3 Configuration du recuit simulé
La performance du recuit simulé est également tributaire du choix de ses paramètres, notamment, le
choix de la température initiale Trs0, de la stratégie de recuit (schéma de recuit), de la longueur de la
température Nrs et du critère d’acception des transitions (voir la section 2.3.3). Comme nous l’avons fait
pour les deux autres algorithmes (AG et RI), nous effectuons plusieurs exécutions pour de déterminer
les meilleures valeurs de ces paramètres. Les exécutions montrent que le comportement du RS utilisé
dans notre problème dépend principalement de la stratégie de recuit, du critère d’acception de transitions
et de la longueur de la température. Cependant l’algorithme est tout à fait indifférent à partir de certains
seuils pour certains paramètres. En effet, la qualité du modèle résultant ne semble pas être beaucoup
affectée par le choix de la température initiale si cette dernière est suffisamment élevée. Nous l’avons
fixé à 10 x AiT, où AiT est le maximum de la variation de la capacité prédictive des modèles existants.
Au dessus de cette valeur, ce paramètre n’influe que sur le temps d’exécution du RS. Nous avons opté
pour un schéma de recuit de type géométrique avec Trsk+j = Œ.Trsk (voir la section 2.3.3.4) et pour
une stratégie d’acceptation de transition basée sur le critère de Glauber (voir la section 2.3.3.6). Puisque
la longueur de la température dépend de la fonction de transition et, par conséquent. de la taille du
voisinage qu’on peut atteindre avant d’abaisser la température, sa valeur est liée au type des modèles.
Les valeurs de c (appelé aussi vitesse de recuit) ainsi que celles de la longueur de température sont
présentées par le tableau 7.9. Le recuit simulé se termine lorsque la température Trs passe au dessous
de 1.
Algorithme ct Longueur dc’ telnprctture
CAMP.RS.AD 0.925 300
CAMP.RS.CB 0.915 600
TAn. 7.9 — Paramètres de lct RS
7.7.4 Conclusion sur h configuration algorithmique
Les choix de configuration des différents algorithmes sont animés par la recherche d’un compromis
entre la performance du modèle résultant et un temps d’exécution raisonnable. Ils sont justifiés empi
C
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riquement pour chacun des deux types de modèles. La méthode d’évaluation employée est celle de la
validation croisée de Monte Carlo. Les traces détaillées des exécutions sont données dans J’annexe C.
La justification théorique de ces choix est hors de la portée de notre travail. Enfin, nous concluons que le
choix de plusieurs valeurs de paramètres des métaheuristiques que nous considérons comme paramètres
de J’approche CAMP, est étroitement dépendant du type des modèles manipulés.
7.8 Analyse et interprétation des résultats
Dans cette section, notre objectif est de vérifier les hypothèses pour l’évaluation expérimentale de
notre approche. Nous utilisons pour chaque hypothèse l’expérience et les algorithmes spécifiés dans le
tableau 7.5. Les configurations des différents algorithmes sont déterminées dans la section 7.7. Dans ce
qui suit de cette section, nous analysons et interprétons ]es résultats obtenus pour chaque hypothèse.
7.8.1 Hypothèse 111: la capacité prédictive
Pour estimer précisément la capacité prédictive JT des modèles résultant de CAMP, nous avons
utilisé la validation croisée ]O-foÏd et nous avons calculé d’une part. les valeurs de la moyenne et de
l’écart type de JT sur les données d’entraînement et les données de test, et d’autre part, les valeurs de la
moyenne du temps mis pour obtenir un modèle résultant. Cette opération est etïectuée pour chacun des
algorithmes implémentant l’approche CAMP. Le tableau 7.10 montre les résultats.
Modèles ]T(%) du modèle (écart type) Temps d’exécution (mm)
Entraînement Test
fMeiIleu,AD 66,47 (0.51) 66,39 (4,37) -
fçIp,.G,D 78,29 (2,44) 77,82 (4,99) 14
fciu’IP.RT.AD 82,16 (0.24) 78,35 (2.66) 9
JCMIPRS,AD $2,13 (0,27) 78,51 (1,48) 10
j’1eiI/cur.CB 63,15 (0,54) 63,10 (4,67) -
fcwP.AG.cB 78,56 (1,32) 77,63 (2,95) 12
fcwP.RT.cB 79,66 (0,86) 77,67 (2.92) 10
JC,4MP.RSCB 77,62 (1,14) 77,15 (3,37) 11
TAB. 7.10
— C’cipacité prédictive des modèles résultant de CAMP
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Les résultats obtenus montrent une amélioration de la capacité prédictive car les écarts entre les JT
des modèles dérivés par CAJvIP fcAMR*.* et le meilleur modèle fMeitleur.* sont plus grands que les écarts
types. Par exemple, l’écart entre ]T(fcAMPAG.AD et JT(fMej!t,ir*) (11,43%) est supérieur aux écarts
types de JT(ffeit1e,irAD) (4,37%) et de ]T(fCAAIpAGAD (4,99%).
Dans le cas des arbres de décision, la recherche avec tabous et le recuit simulé produisent des
modèles légèrement supérieurs à celui produit par l’algorithme génétique comme le montre la figure 7.2.
Ceci petit être expliqué par le fait que la manière de se déplacer dans l’espace de recherche en utilisant
la RI ou le RS est caractérisée par un « pas » plus petit quand il s’agit des arbres de décision. En effet,
l’opération de combinaison réalisée en utilisant un AG est basée sur l’opérateur le plus probable qui est
celui du croisement; Toutefois, dans le cas des arbres de décision. ce dernier présente concrètement un
déplacement à grand «pas» dans l’espace de recherche, c’est-à-dire après un croisement, la composition
d’un modèle en d-rectangles subit un changement significatif. En revanche, la combinaison assurée
graduellement par des transitions dans la RI ou le RS permet de parcourir minutieusement (avec de
petits pas ») l’espace de recherche et de ne pas manquer des solutions qui peuvent être meilleures et plus
proches de l’optimale.
C Par contre, dans le cas des classificateurs bayésiens comme le montre la figure 7.3, les résultats du
test ne montrent pratiquement pas d’avantages d’un algorithme sur les autres. Les trois algorithmes uti
lisent dcs « pas » assez grands pour parcourir Fespace de recherche. Un croisement, une mutation ou
une transition cause un changement significatif dans les probabilités du CB courant et en particulier dans
ses probabilités ci posteriori. Par conséquent, la décision de ce dernier change dans un grand nombre
de régions de l’espace d’entrée. Ainsi, le CB obtenu après combinaison ou adaptation est significati
vement différent de CB courant. Par ailleurs, l’analyse de l’écart type (voir tableau 7.10) montre que
la dispersion des capacités prédictives (il) autour de la moyenne est relativement étroite pour tous les
algorithmes. Ce résultat prouve que les modèles produits8 sont stables (malgré le caractère non déter
ministe des algorithmes) et que l’estimation de la valeur de la capacité prédictive est plus précise. En
particulier, pour les arbres de décision, la dispersion de JT est plus étroite lorsque on utilise la RI et le
RS. Ceci est dû à la manière de parcourir l’espace de recherche discutée ci-dessus et qui a tendance à
rejeter (ne pas visiter) les modèles avec des valeurs de JT relativement aberrantes.
8. Mod1es produits au cours des itérations dc la validation croisée.
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FIG. 7.3 — Résultats de CAMP sur les classificateurs bayésiens
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Nous notons enfin que la petite différence entre les résultats d’entraînement et ceux du test indiquent
qu’il n’y a pas un «overfiuing » clair et que le temps moyen nécessaire pour l’exécution de l’approche
CAMP est effectivement raisonnable pour les différentes algorithmes (une dizaine de minutes pour 19
métriques et 2920 observations comme taille du contexte).
7.8.2 Hypothèse 112: la capacité de généralisation
L’expérience effectuée pour vérifier l’hypothèse 112 est décrite en détail dans le tableau 7.5. Pour
mieux présenter les résultats de cette expérience, les ensembles représentant les différentes évolutions
du contexte originel (ContexteOrig) sont désignés respectivement par ÉvoÏution0%, ÉvoÏtttionl0%,
Évolution20%, Évolution30%, Évolution40% et Évotution50%.
Nous avons appliqué les modèles tMeitIe,ir.AD(C01te.tteOr1g), fcAMp.AG.ÀD, fcwP.RTw. fc,tiwp.Rs,ID,
ftjeilieur.cB(CoittexteOrig), fc,1MR,4GcB, fcÀMpRr.cB et fc,’JpRscB sur les ensembles précédents de don
nées. Les résultats sont présentés par le tableau 7.11. Les valeurs de la moyenne et de l’écart type de JT
sont calculées pour chaque modèle.
Capacité prédictive JT(%) du modèle appliqué sur
Modèle Conie.yte Évolution Évolution Évolution Évotution Évolution Évolution Écart Moyenne
Ong 0% 10% 20% 30% 40% 50% type JT
.11
f1ci1hu.,.W 58.15 60.53 58.41 57.89 61,36 61,22 58.64 1.52 59.67
fciiwpG.,w 79.65 76,02 72.58 72,65 75,00 74,86 72,02 2.65 74.68
.JC,MP.RTAD $3.27 76.02 72.58 72.89 75,23 75,07 74,42 1.37 74,37
.fc,ixiPRs..w $1.32 $2,75 78,74 79,22 80,23 79,94 77,95 1.62 $0,02
fweillei,rCB 56.20 74.85 71,32 73,09 70,00 70,75 69.54 6,10 69,39
fcwP.,.G.cB $0.75 79,82 $0,99 82.25 78,64 79,09 76,95 1.75 79,79
fcJP.RT.cB 80.31 80.41 80.49 $1.62 $1,14 81,01 77.30 1,41 80,33
fC’i’’IP.RS.CB $0.13 82,75 78,74 79.22 80.23 79.94 77.95 1.54 $0,16
TA 13. 7.11
— Comportement des modèles résttltantsfcice à I ‘évolution titi contexte.
Deux résultats intéressants peuvent être tirés de ce tableau. Le premier concerne les écarts types
faibles qui montrent une dispersion étroite des valeurs de la capacité prédictive JT autour de la moyenne.
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Ce résultat est vrai pour tous les modèles produits par CAMP alors que le meilleur modèle fMeitleur.AD
présente une dispersion relativement large de ses valeurs de JT. Ceci montre qu’avec une bonne confi
guration de l’approche CAMP (voir section 7.7), on peut produire des modèles qui ne présentent pas de
«overfitting » visible et qui sont mieux adaptés à l’évolution du contexte. I.e deuxième résultat concerne
les bonnes valeurs de la capacité prédictive des modèles produits par CAMP. Ces modèles ont gardé de
hautes capacités prédictives. Malgré le taux d’évolution des ensembles de données qui s’élève à 50 %,







fIG. 7.4 — Comportement des arbres de décision dérivés par C’AMP face à I ‘évolution dii contexte.
Les figures 7.4 et 7.5 montrent le comportement des modèles résultant vis-à-vis de l’évolution du
contexte, respectivement, pour les arbres de décision et les classificateurs bayésiens.
Ces résultats nous permettent de conclure qu’avec l’approche CAMP, on peut produire des mo
dèles ayant des bonnes capacités de généralisation. La bonne qualité des modèles peut être considérée
comme le fruit du deuxième principe de notre approche CAMP « Combiner pour généraliser » (voir la
section 4.7). Ainsi, la combinaison des expertises qui contiennent des connaissances générales sur le
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FIG. 7.5 — Comportement des classificateurs bayésiens dérivés pctr cAMPface à l’évoltttion du contexte.
7.8.3 Hypothèse F13: comparaison entre CAMP et la combinaison des ensembles de don
nées
Afin de mieux comparer les modèles produits par les différentes implémentations de CAMP au
modèle entrafné sur l’union de tous les ensembles de données (fovo dans le cas des arbres de décision
et fDoNct dans le cas des classificateurs bayésiens). nous avons utilisé la validation croisée ]O-fold sur
le contexte Son Micros.steuisJAVA afin d’estimer précisément la capacité prédictive (iTt de chaque
modèle. Les valeurs de la moyenne et de l’écart type de JT. sur les données «entraînement et stir les
données de test, sont calculées pour chaque modèle et elles sont présentées dans le tableau 7.12.
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Modèles ]T(%) du modèle (écart type)
Entraînement Test
fDoN.AD 65,24 (0,58) 65,32 (5,10)
fWeilleur.AD 66,47 (0,51) 66,39 (4,37)
fcAMP.AG.AD 78,29 (2,44) 77,82 (4,99)
fcAMPRT.AD 82,16 (0,24) 78,35 (2,66)
fc;iiolP.Rs.AD 82,13 (0,27) 78,51 (1,48)
fDoN.cB 63,15 (0,54) 63.10 (4,58)
JOIei/!e,,r,CB 63,15 (0.54) 63,10 (4,67)
JcAMPAG.CB 78,56 (1,32) 77.63 (2.95)
fc,OMPRT.cB 79,66 (0,86) 77,67 (2,92)
JCAMPRS.CB 77,62(1,14) 77,15 (3,37)
TAB. 7.12












— Comparaison de l’approche CAMP avec la combinaison de données.
ci’
Ces résultats sont illustrés sur la figure 7.6. qui montre visiblement que tous les algorithmes de
l’approche CAMP produisent des modèles nettement plus pcrfbrmant que ceux entraînés sur l’tinion de
tous les ensembles de données qui ont servi à la construction de tous les modèles existants (arbres de
décision ou classificateurs bayésiens).
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Cette réalité empirique est expliquée par la réduction de la variance des données après leur combi
naison. L’inconvénient de cette manière de combiner les données était une prémisse qui nous a motivé
à préférer, dans notre approche, ta combinaison des expertises sur celle des données. Plus de détails sur
les deux types de combinaison sont discutés dans la section 4.2.4 et dans [Kai et Boon, 19971.
7.8.4 Hypothèse H4: comparaison entre CAMP et la combinaison des prédictions avec
AdaBoost
Les méthodes de combinaison des prédictions sont les moyens les plus utilisés pour combiner les
modèles, cependant, elles ne répondent pas à nos objectifs liés aux exigences du domaine de la qualité de
logiciel. Toutefois, nous avons décidé de nous en servir comme repère pour juger la performance de notre
approche CAMP. Nous avons effectué une comparaison prématurée entre les résultats d’une première
implémentation de l’approche CAMP qui utilise l’AG, et ceux de la combinaison des prédictions avec
l’algorithme connu sous le nom AclaBoost [Freund et Schapire, 1997].
Dans cette expérience, seulement 23 modèles existants de type arbre de décision ont été combinés
et adaptés par la première implémentation CAMP.GA.AD et un contexte d’organisation de 690 observa
C tions a été utilisé d’une part pour guider l’approche CAME d’autre part pour servir comme un ensemble
d’entraînement à AdaBoost. Les résultats d’évaluations des deux modèles ÏÀa,,nm,,AD et fcAiwr.1G.,.lD
résultant de AdftBoost et de CAMP sont récapitulés dans le tahleau7. 13. Ces résultats montrent que
i1duBtn,,, ,ID est légèrement plus performant que fWci//cur.,4D du meilleur expert et que fc IPG.1!) est le
meilleur des trois.
Modèles JT(%) du modèle (écart type)
Entraînement Test
JMciIIcur.AD 57,97 (0.44) 55,06 (4,50)
- £ldcinoost.,4D 59,41 (0,42) 58.92 (3.84)
fC/LMIAG.AD 68,52 (1,13) 65.52 (4.03)
TAB. 7.13
—
Comparaison de t’approche CAMP avec la combinaison des prédictions utilisant AclaBoost.
o
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7.8.5 Hypothèse 115: la performance de J’approche CAMP et le nombre de modèles exis
tants
Les résultats montrent une corrélation entre la capacité prédictive d’un modèle résultant de CAMP
et le nombre de modèles combinés (existants). Plus précisément, la capacité prédictive du modèle ré
sultant est directement proportionnelle au nombre de modèles existants impliqués dans le processus de
l’approche CAMP. Ainsi, les résultats présentés par les courbes 7.7 et 7.8 vérifient l’hypothèse H5 pour
les algorithmes CAMP.AG.AD et CAMP.RS.CB. Les valeurs de la corrélation entre la capacité prédic
tive JT du modèle résultant et le nombre de modèles existants sont calculées pour les deux algorithmes
précédents et présentées dans le tableau 7.14.
TAu. 7.14
existct,its.
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FIG. 7.7 — Relation entre km capacité préclicfive du modèle résultant et le nombre de ,nodèle.r existants:
cav des arbres de décision.
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Par exemple dans le cas de l’algorithme CAMP.AG.AD, les deux variables manifestent une forte
corrélation égale à 0,92 lorsque le modèle est évalué sur les données d’entraînement et à 0,78 lorsque il
est évalué sur les données de test.
En analysant la variation de JT après chaque implication d’un nouveau modèle dans le processus de
l’approche CAMP pour vérifier l’hypothèse 116, nous constatons que le modèle résultant est de plus en
plus performant en dépit de la faib]e capacité prédictive de certains modèles impliqués. Dans la courbe
de la figure 7.8, par exemple, même si le 191èe modèle impliqué dans le processus CAMP.RS.CB (f19)
est d’une faible capacité prédictive égale à 50.72%. nous avons bien distingué l’augmentation de la
capacité prédictive du modèle résultant de (6%) comme il le montre la figure 7.8. Le même phénomène
se produit aprés l’implication des modèles fis(49.46%), f(52.24%) et fg(5l38<7c.). Vu la fréquence
de ce phénomene nous croyons qu’il est justifié par la possibilité d’avoir de bonnes expertises locales (e








— Variation de la capacité préclictive du modèle résultant en fonction dii nombre de modèles
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Nombre de modèles existants
(classificateurs bayésiens)
Test
M oU et e s exista et = t
.. ,,,
r ,=.,,,..,,00-CO,O, t.,i.,..00,,,,jîk,.,
f 49465, 47.84% 07,10% 68,11%
f 19 00,72% 55.79% 73,10% 71.51%
28 52,24% 48,49% 76.26% 73,53%
f 38 51,38% 49,92% 74,63% 76,63%
f xo 56,84% 57,00% 82.13% 78.51%
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7.9 Optimisation de modèles
Dans cette section, nous évaluons l’algorithme d’optimisation des modèles issus de l’application de
CAMP aux arbres de décision. Nous rappelons que cet algorithme est proposé et décrit en détails dans
la section 5.7.1. Les modèles à aptimiser sont composés de couches de d-rectangles. Étant donné la
difficulté des calculs d’intersections de d-rectangles et à cause de la fragmentation excessive de l’espace
d’entrée, notre algorithme d’optimisation est complexe. Pour ces raisons et afin d’éviter les effet de
la complexité, nous avons choisi d’éprouver notre algorithme sur des modèles produits par la version
CAMP.AG.DT de l’approche CAMP effectuant seulement 50 générations. Le tableau 7.15 présentes des
résultats très encourageants montrant une diminution significative du nombre de d-rectangles dans les
modèles optimisés.
Modèles Nombre de d-rectangles
Avant optimisation Après optimisation
Ml 134 11
M2 12$ 27




TA 8. 7.15 — Résultat de Ï ‘algorithme d’optimisation de modèles.
D’après ce tableau, le taux de réduction du nombre de d-rectangles peut atteindre 90’k (Ml par
exemple, passe de 134 11 d-rectangles). Une telle diminution est encourageante bien que notre algo
rithme peut ne pas avoir d’effet considérable sur certains modèles.
Dans l’objectif de trouver un moyen d’interpréter les modèles de grandes tailles, nous avons recensé
les proportions des d-rectangles de différentes classes (stable et instable). Nous avons trouvé que la
proportion de d-rectangles étïc1uetés stable est environ 70%. Ceci flOUS permet d’exprimer les expertises
représentées par les 30% des d-rectangles (instable) d’une maniere explicite et le reste (70%) sous forme
d’ expertise par défaut » (stable). Par conséquent. l’interprétation du modèle devient plus simple. Par
o
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exemple, un modèle comportant 100 d-rectangles dont environ 30 étiquetés instable, est exprimé par 30
règles explicites (< Si Condition Alors instable») localisant les régions instables de l’espace d’entrée et
tine règle par défaut (c< Sinon stable »). Le remplacement des d-rectangles de la classe majoritaire par
une règle (expertise) par défaut permet de mieux simplifier l’expression des expertises du modèle et par
conséquent son interprétation.
Avec l’utilisation de notre algorithme d’optimisation suivi d’une simplification en employant « les
expertises pir défaut », nous allégeons considérablement l’interprétation des modèles.
7.10 Validité des résultats de l’approche CAMP
En vue de nous prononcer sur la validité des résultats de notre approche CAMP, deux volets de la
validité inspirés de la littérature sur les études empiriques (comme par exemple [Serrano et aÏ., 2003] et
[Perry et Votta, 20001), sont discutés dans celte section à savoir la validité interne et la validité externe.
7.10.1 Validité interne des résultats de l’approche CAMP
C Ce premier volet concerne les menaces internes à la validité qui pourrait empêcher de tirer desconclusions fiables dans le cadre de notre étude spécifique (application de CAMP aux modèles de pré
diction de la stabilité de types arbres de décision et classificateur bayésiens). Nous discutons sous ce
même volet, les menaces aux validités de conclusion (statistique) et dtt construit. Notre évaluation de
l’approche CAMP à travers cette étude spécifique comporte plusieurs expériences effectuées selon une
démarche hypothétiques. La validité de tous les résultats n’est pas exposée à toutes les menaces propo
sées par Cook [1979]. Certaines menaces, comme l’instrumentation et la fiabilité des mesures, sont liées
et concernent toutes les expériences alors que d’autres comme l’ambiguïté ne concernent que certains
résultats spécifiques. Par conséquent parmi les menaces de Cook aux validités interne, de conclusion et
du construit nous considérons les suivantes.
— l’instrumentation et la fiabilité des mesures: cette menace a trait à la validité des mesures uti
lisées dans nos expériences. Cette validité stipule qu’une mesure est valide si elle mesure ce que
l’on cherche à mesurer. Elle concerne précisément toutes les métriques de la qualité, l’évaluation
de la stabilité ainsi que la mesure de la capacité prédictive des modèles. Les programmes cal
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culant ces différentes métriques sont conçus d’une manière rigoureuse puis testés sur plusieurs
systèmes logiciels de différentes tailles (de 16 à 2700 classes). Le calcul de la capacité prédictive
est également testé minutieusement sur une population hétérogène de modèles.
— le «fishing » et le taux de l’erreur: cette menace concerne notre comportement envers les ré
sultats des expériences. Sous ce même volet de validité s’inscrit l’utilisation de la méthode de
la validation croisée pour estimer précisément la capacité prédictive des modèles résultants. À
chaque expérience, la moyenne et l’écart types des résultats sont calculés et interprétés. Pour
affirmer qu’un résultat de notre approche est supérieur à ceux des autres alternatives, nous véri
fions une condition assez sévère sur l’écart type de la capacité prédictive du modèle résultant de
CAMP. Cette condition exige que cet écart type doit être inférieur à la différence entre la capacité
prédictive du modèle résultant de CAMP et celle du modèle issu de l’alternative étudiée.
— explication pré-opérationnelle inadéquate de construction: cette menace concerne la mesure
de la capacité prédictive. Cette mesure est bien définie et suffisamment expliquée et disctttée (voir
section 4.8.2). Avant toute expérience, nous avons décidé l’utilisation de la proportion correcte
(correctlzess) comme mesure de la capacité prédictive mais par la suite nous avons découvert que
C ce choix est inadéquat dans un environnement où les données sont mal distribuées. Un deuxième
choix de mesure a été effectué dès Jes premières expériences après une comparaison entre l’utili
sation de la proportion correcte et l’utilisation de l’indice] de Youden. Une décision en faveur de
ce dernier nous a évité une inadéquation de la mesure de la capacité prédictive. Une justification
est donnée dans les sections 4.8.2.3 et 7.6.3.
— ambiguïté sur la causalité: cette menace concerne certaines conclusions, en particulier celle qui
vérifie l’hypothèse H6. En effet, la cluestion qui peut être posée est: Est-ce que l’amélioration
de la capacité prédictive est causée par l’arrivée des nouvelles expertises provenant du modèle
nouvellement impliqué dans la combinaison ou grâce à des expertises qui sont déjà impliquées
mais qui se manifestent en même temps que l’implication du nouveau modèle? Cette ambiguïté
est résolue par la répétition de l’expérience plusieurs fois et l’observation du même phénomène (le
même résultat confirmant la variation significative de la capacité prédictive du modèle résultant
suite à l’implication de certains des ces mêmes modèles).
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7.10.2 Validité externe des résultats de l’approche CAMP
Le deuxième volet de la validité est celui qui concerne la généralisation des résultats de notre ap
proche. Ce type de validation est une tâche assez délicate car elle comporte plusieurs composantes.
Elle concerne la généralisation de l’approche en considérant différents types de modèles de prédiction,
différentes tâches de prédiction (stabilité, maintenabilité, fiabilité) et différentes dimensionnalités du
problème de prédiction (nombre de métriques utilisées, taille du contexte d’organisation, etc.). Ce volet
constitue la validité externe des résultats de l’approche CAMP.
Quoique les modèles traités dans nos expérimentations soient des classificateurs, nous avons appli
qué notre approche à deux types différents de modèles. À propos de l’évaluation de l’approche CAMP
sur plusieurs tâches de prédiction, cette action est tributaire de la disponibilité et des modèles déjà
construits pour différentes tâches de prédiction et des données de contexte d’organisation. Ces deux élé
ments supposés préalables à l’approche CAMP ne sont pas immédiatement disponibles. Ils nécessitent
un travail préparatif comportant la collecte des données du contexte et des modèles publiés souvent sous
forme de règles exprimées en langage naturel. Ce travail est relativement ardu pour certains ticteurs
de la qualité du logiciel qui n’ont pas encore été sujets à un nombre important d’études. En revanche,
nous croyons qu’avec la progression de la maturité des programmes dc la qualité de logiciel, ce travail
deviendra plus facile. Par ailleurs, dans ce chapitre. nous nous sommes plutôt concentrés sur les méca
nismes et ]es résultats de F approche, cest pourquoi nous avons conçu un environnement semi-réel sous
notre contrôle, qui nous a permis d’expérimenter l’approche CAMP sur la « stabilité de classes ». Nous
sommes convaincu que la nature de la tâche de prédiction ne va véritablement pas nuire à la validité
des résultats de l’approche CAMP car cet aspect de validité externe peut être aussi vérifié sur d’autres
domaines moins contraints que celui de la qualité de logiciel.
En ce qui concerne la dimensionnalité du problème de prédiction, notre environnement nous a per
mis d’éprouver notre approche sur des modèles utilisant un nombre assez élevé de métriques d’entrée
(19) et sur un contexte assez connu (données sur les API standard de Java). Sous ce même volet de
la validité externe de l’évaluation de CAMP, s’inscrivent les comparaisons de résultats de ce dernier
avec, d’une part, ceux de la combinaison des prédictions et d’ autre part, ceux de la combinaison des
ensembles de données. Ces comparaisons ont bien montré les résultats meilleurs de l’approche CAMP.
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7.11 Conclusion
Deux objectifs sont réalisés dans ce chapitre. Le premier qui est principa], s’intéresse à l’évaluation
de l’approche CAMP. Le deuxième, considéré comme secondaire mais important, se rapporte à la bonne
configuration des techniques métaheuristiques d’optimisation. Nous nous sommes limités dans la réali
sation du deuxième objectif à la détermination des paramètres adéquats à chaque type de modèles. En
ce qui concerne l’évaluation empirique de notre approche, nous avons formulé six hypothèses qui ont
été par ta suite vérifiées avec des résultats très satisfaisants. Cependant, nous ne prétendons pas avoir
répondu à toutes les questions sur les caractéristiques et les comportements de notre approche. En effet
une question que le lecteur de ces lignes peut se poser est: Quand est ce qu’une technique d’implémen
tation de CAMP (AG, RS ou RT) est plus adéquate qu’une autre. Il est délicat de donner une réponse
finale à cette question. Il nous faudrait utiliser ces techniques afin d’appliquer CAMP à plusieurs types
de modèles. Finalement, il est à noter que malgré le peu de place allouée dans ce chapitre à la définition
de ta stabilité et à la construction des modèles qui la prédisent, ce travail est ttne contribution en soi au
domaine de la qualité.
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Chapitre $
Conclusion et perspectives
Dans ce travail nous avons proposé une approche d’amélioration de la prédiction de la qualité du
logiciel en utilisant la combinaison et l’adaptation des modèles prédictifs. C’est une approche qui, à
partir d’un ensemble de modèles existants et d’un échantillon reflétant les spécificités d’un environne
ment particulier (contexte d’organisation), dérive un modèle le plus adapté possible à ce contexte. Cette
approche est fondée sur un nombre de principes qui peuvent être résumés de la façon suivante:
— décomposer les modèles en expertises pour faciliter leur interprétation et leur manipulation
— combiner les expertises pour enrichir et généraliser les modèles;
— adapter les expertises pour mieux convenir à un contexte spécifique.
Pour appliquer ces principes, trois principaux mécanismes sont définis pour se charger, respective
ment, de l’identification (éventuellement la décomposition), de la combinaison et de l’adaptation des
expertises. Afin de bien adhérer à ces principes et de contourner la complexité de ces mécanismes, nous
avons eu recours aux techniques métaheuristiques. Ainsi les algorithmes génétiques. le recuit simulé et
la recherche avec tabous ont été utilisées pour mettre en oeuvre notre approche de différentes façons,
mais aussi pour choisir éventuellement la meilleure d’entre elles, dépendamment des spécificités des
modèles. Ainsi, deux applications particulières de notre approche sont conçues, l’une s’intéresse aux
modèles de type arbres de décision et l’autre s’occupe des classificateurs bayésiens.
Dans Je but d’effectuer l’évaluation expérimentale de l’approche CAMP, nous avons construit un
environnement « semi-réel > dans lequel le contexte d’organisation est une évolution d’un vrai système
logiciel (API Java), mais les modèles sont « simulés » (c’est-à-dire. obtenus par apprentissage sur des
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données réelles). La construction de cet environnement est à double apport. En effet, nous avons défini
d’une part, un facteur de la qualité assez crucial pour la maintenance de logiciel qui est la stabilité
de classes dans un logiciel 00 et, d’autre part, nous avons construit des modèles de stabilité de type
arbres de décision et de type classificateurs bayésiens. Les résultats obtenus dans le cadre des différentes
expérimentations montrent parfaitement que les objectifs fixés pour améliorer la prédiction sont bien
atteints, à savoir, la meilleure capacité prédictive, une bonne capacité de généralisation et une facilité
d’interprétation du modèle dérivé par l’approche CAMP.
Bien que nous ayons étudié la validité des résultats de CAMP, il reste à vérifier expérimentalement
le comportement de notre approche sur d’autres types de modèles. CAMP peut être éprouvé aussi sur
d’autre domaines où des modèles existants sont plus abondants et où des données moins ambiguès sont
plus disponibles. Enfin, il nous semble que l’applicabilité de notre approche dans le domaine de la
qualité du logiciel croîtrait parallèlement avec l’augmentation du nombre de modèles disponibles.
L’ apport de ce travail peut être résumé dans les contributions suivantes:
— une méthode de combinaison de modèles basée sur les métaheuristiques: les résultats de notre
approche, quand elle est comparée avec d’autres techniques, ont montré que la méthode basée sur
C la population (AG) et les méthodes basées sur la recherche locale (RT ou RS) sont efficaces pour
la combinaison de modèles. Cependant nous ne prétendons pas avoir démontré d’une manière
absolue ta supériorité de l’une des méthodes sur d’autres.
— une solution pour l’apprentissage de modèles en cas de pénurie de données: notre approche
peut être vue également comme une méthode d’apprentissage à haut niveau qui utilise des exper
tises à la place des données d’entraînement. Ces expertises ont été apprises sur des données qui
ne sont pas ou ne sont plus disponibles.
— amélioration de la qualité des prédictions: dès le chapitre 3, nous avons discuté des critères
d’évaluation d’un modèle de prédiction pour lesquels nous avons proposé un ordre de priorité.
En effet, outre la capacité prédictive des modèles, l’approche CAMP promeut simultanément la
facilité d’interprétation et la capacité de généralisation. Même si ces propriétés sont primordiales
pour l’acceptation des modèles, elles sont souvent négligées autant par les travaux sur la prédiction
J. Nous voulons dire la généralisation au sein du coniexie d’organisaiion susceptible d’évoluer.
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de la qualité de logiciel que par les méthodes de combinaison îMoerland et Mayoraz, 1999].
— prédiction de la stabilité: l’utilisation du facteur « stabilité de classes » d’un logiciel 00 pour
l’évaluation de l’approche CAMP est une contribution à plus d’un titre. Premièrement, nous avons
proposé une définition de la stabilité de classe basée sur les variations entre les versions d’un logi
ciel. D’un autre côté, nous avons construit des modèles pour la prédire à partir d’un ensemble de
métriques structurelles appropriées. De plus, nous avons proposé un meilleur modèle de stabilité
grâce à l’approche CAMP.
— utilisation des métaheuristiques dans le domaine de la qualité du logiciel: nous avons utilisé
des techniques d’optimisation combinatoire pour résoudre un problème en génie logiciel. Les ré
sultats montrent une réussite de l’application de ces techniques dans la prédiction de la qualité du
logiciel. En particulier, les techniques métaheuristiques ont montré une applicabilité pour la réso
lution certains problèmes de prédiction. Ceci constitue une contribution au niveau de l’implication
des méthaheuristiques dans le domaine de la qualité du logiciel.
8.1 Limitations et travaux futurs
8.1.1 Facilité d’interprétation et optimisation multi-objectif
Les modèles dérivés par l’approche CAMP peuvent être formés d’un grand nombre d’expertises. En
particulier, ces expertises sont des d-rectangles dans le cas des arbres de décision et des intervalles dans
le cas des classificateurs bayésiens. Plus nous utilisons de manière optimale les capacités des algorithmes
d’optimisation (AG. RS et RT). plus les modèles obtenus sont de grande taille. Le problème engendré
est alors celui de Ta dégradation de la transparence et de la facilité d’interprétation des modèles. En effet.
à partir d’un certain nombre d’expertises, il n’est plus facile de construire une image mentale claire de
la sémantique du modèle. Un algorithme a été conçu pour palier à ce problème dans le cas des arbres de
décision. Bien que cet algorithme ait montré des résultats intéressants, il résout le problème seulement
dans le cas d’une décomposition de modèles en d-rectangles. Même si Ta sévérité de ce problème et
son impact sur la flicilité d’interprétation du modèle sont discutables. nous le considérons comme une
limitation générale de notre approche. C’est pourquoi nous avons pensé à plusieurs manières de le
résoudre. En effet, sans s’éloigner des méthodes d’optimisations, nous avons orienté notre réflexion
C
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vers l’optimisation multi-objectif ou multi-critère. C’est ainsi que l’utilisation de cette dernière dans
l’approche CAMP serait l’un de nos préoccupations dans les travaux futurs..
En effet, selon Talbi 200 11, l’optimisation multi-objectif cherche à optimiser plusieurs composantes
d’un vecteur « fonction coût ». Contrairement à l’optimisation mono-objectif, la solution d’un problème
multi-objectif(PMO) n’est pas une solution unique, mais un ensemble de solutions, connu comme l’en
semble fies solt,tions de Pareto optimales (P0). Ces solutions sont appelées aussi solutions admissibles,
efficaces, non dominées, ou non i,férieures. Toute solution de cet ensemble est optimale dans le sens
qu’aucune amélioration ne peut être faite sur une composante du vecteur sans dégradation d’au moins
une autre composante du vecteur. Dans notre cas, les composantes du vecteur « fonction coût » sont: la
capacité prédictive du modèle résultant de l’approche CAMP et la taille du modèle exprimée en nombre
d’expertises. L’ensemble de solutions Pareto optimales dérivées par CAMP comporterait des modèles
ayant des bonnes capacités prédictives et n’ayant pas un grand nombre d’expertises.
8.1.2 Application de l’approche CAMP aux modèles de régression
Pour diverses raisons décrites dans la section 4.3, nous avons commencé par l’app]ication de notre
approche ainsi que par son évaluation sur des modèles de classification. Dans nos travaux futurs, nous
allons nous occuper des autres types de modèles, particulièrement de ceux de régression. L’application
dc CAMP aux modèles de régression est un souci pour la généralisation de notre approche. Nous pen
Sons que CAMP produirait dans le cas de la régression des modèles dont la fonction d’expertise est
variable d’une région ii une autre de l’espace d’entrée. La figure 8.1 montre un exemple de résultat en
visageable de l’approche CAMP dans le cas d’une régression linéaire utilisant deux attribtits d’entrée x
et y et prédisant tin facteur de qualité z.
8.1.3 Application de l’approche CAMP aux modèles de types différents
Une t’ois l’approche CAMP éprouvée sur plusieurs types de modèles, nous procéderons à son ap
plication sur une population hétérogène de modèles. Cette application est justifiée, d’une part par la
diversité de types des modèles disponibles (voir, section 3.6.2) et d’autre part par les tendances à ié
soudre des problèmes de la prédiction en impliquant diverses techniques. Cette application de CAMP
nécessite. jour chaque type de modèle, une représentation sous formes d’expertises. une unification de




FIG. 8.1 — MocÏèle résultant de CAMP clans te cas d’une régression linéaire à cieux variables.
types des entrées et de type la sortie.
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Annexe A
Exemples de Modèles fixes de la qualité du
logiciel
Dans cette annexe. nous donnons les structures de quelques modèles de la qualité qui ont connu une
acceptation dans la communauté du génie logiciel et qui prétendent représenter les différentes vues de la
qualité. Parmi ces modèles, nous citons le modèle de McCall (voir la figure A.!), le modèle de BoehrnQ (voir la figure A.2) et le modèJe standard de la qualité 1S09 126 (voir la figure A.3).
G.
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FIG. A.1 — Modèle de McC’all.
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Caractéristique( facteur)
FiG. A.3 — Modèle standard de la qualité ISO 9126.
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Annexe B
Techniques de construction de modèles de
prédiction
Dans cet annexe, nous présentons les techniques utilisées dans la construction de modèles de qualité
du logiciel. Ces techniques comprennent des méthodes statistiques basées généralement sur la régression
et des méthodes d’intelligence artihciefle basées sur l’apprentissage.
C)
B.1 Techniques statistiques
B.1.1 Régression linéaire (RL)
Le modèle associé ù cette technique est de forme:
f(x) =9= (B.l)
où la variable de sortie appelée aussi vai-iahle dépendante est continue, les variables d’entrée x sont
appelées variables explicatives, cl est le nombre de variables explicatives et les a1.j = 1 cl sont les
paramètres de la régression. La régression linéaire suppose que les variables d’entrée sont indé
pendantes les unes des autres et que la relation exprimée par le modèle est linéaire. Les procédures de
détermination des paramètres de la régression consistent ù minimiser l’erreur entre la réponse observée
et la réponse prédite. qui est appelée « résidu ». Une façon de ce faire est de minimiser la somme des
ANNEXE B. TECHNIQUES DE CONSTRUCTION DE MODÈLES DE PRÉDICTION 214
carrées des résidus, exprimée par la fonction suivante:
argminr (B.2)
Le résidu ou l’écart résiduel est défini par:
r=y—3,aveci=1,...,1t,
avec n le nombre d’observations de construction (d’entraînement) du modèle, y la valeur de sortie
réelle et 9j la valeur de sortie prédite de la observation. Cette régression est appelée régression des
moindres carrés (RMC). Elle est bien appropriée pour les situations suivantes:
plusieurs degrés de liberté sont disponibles (c’est-à-dire, qu’il y a beaucoup plus d’observations
que de paramètres à estimer);
— les données ont un comportement régulier (dans le sens statistique, par exemple, il n’y a aucune
valeur extrême);
— un nombre restreint de variables d’entrées après transtbrmations
— pas de données manquantes.
O Ces contraintes imposent des restrictions sévères sur l’utilisation de cette technique sur les données en
génie logiciel qui respectent rarement toutes ces conditions lGray et MacDonell. 1997; El Emam. 2000;
Fenton et Neil. 1999a1.
8.1.2 Régression robuste (RI’1MC)
La limitation de la régression linéaire des moindres carrés est due partiellement au fait que cette
technique suppose que les données sont distribuées d’une manière statistiquement régulière. Les don
nées en génie logiciel comportent souvent des points relativement éloignés par rapport à l’ensemble des
données (valeurs extrêmes). Ce problème peut être contourné par l’application de la technique de la ré
gression de médiane des moindres carrés (RMMC) [Gray et MacDonell, 19971 qui consiste à minimiser
la médiane des résidus pour déterminer les paramètres de la régression (voir l’écluation B.3). La RMMC
revient à trouver (dans un plan) la pente de la droite de régression qui correspond à « la médiane des
1. Changement de variables, au besoin, afin de permettre une représentation inierprétahie de la variable de Sortie.
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point de donnée
Q nouvelle de donnée Régression RMC
RMIVIC
C
FIG B. 1 — L’influence des points de données avant des i’aleurs extrêmes sur la régression.
pentes». Elle utilise la même équation que la RMC sauf que les paramètres a, j = 1 d sont estimés
en minimisant la médiane des carrés des écarts résiduels:
arg min ,nediane r? (B.3)
La figure B.1 montre qu’une valeur extrême a généralement des effets indésirables sur ta droite de
régression utilisant RMC et elle est sans effet sur la droite de régression robListe (RMMC). Cette figure
montre aussi que le pointA ne peut pas être prédit parle modèle de régression utilisant RMC mais il l’est
avec RMMC. Pour en connaître plus sur la régression de médiane de moindres carrés (voir [Rousseeuw,
1984J).
8.1.3 Régression logistique (RLog)
La régression linéaire a pour but de modéliser la relation entre une variable dépendante continue
et un nombre de variables explicatives. Cependant, lorsque l’on veut prédire une variable dépendante
binaire ou discrète, on a recours à une autre forme de régression connue sous le nom de régression
logistique. C’est une technique employée pour la tâche de classification. Pour obtenir un modèle de
classification, une méthode consiste à faire des transformations de la régression linéaire afin de convertir
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sous forme de probabilité (comprise entre O et 1). Dans le cas binaire, une codification très simple est
effectuée de la façon suivante: si y est supérieure à un seuil alors on lui attribue le code 1, sinon on lui
attribue le code O. Après transformation la régression revient à prédire une probabilité d’appartenance
à une classe ou à une catégorie. La régression linéaire est ainsi transformée en utilisant la fonction
exponentielle et en relativisant y. Ces deux transformations sont montrées sur la figure B.2. On obtient
enfin une équation d’une courbe sigmoïde qui représente la régression logistique de la forme:
ujx{’)
y= . (3.4)
1 + e(0 aj..(J))
Sigmoîde
C
La figure B.2 représente le passage de la régression linéaire à la régression logistique dans le cas
d’une seule variable d’entrée.
B.J.4 Analyse discriminante (ADis)
L’analyse discriminante est aussi utilisée pour produire un modèle de classification. Considérons
la classification des composants logiciels en composants stables et instables à partir de deux variables
d’entrée LCOMB et NPPM2. En analysant la figure B.3, on se rend compte que sur chacun des axes
représentant les deux métriques, il y a une région importante d’incertitude dans laquelle, pour les mêmes
wdeurs d’une métrique, on trouve des composants appartenant aux deux classes. Le but de l’analyse
discriminante est de trouver un nouvel axe sous forme d’une combinaison linéaire des variables d’entrée
(métriques dans notre cas), qui permet de réduire cette zone d’incertitude et de séparer au mieux les deux
classes. L’équation de cet axe est appelée fonction linéaire discriminante. Dans le cas de notre exemple,
2. Deux métrIques 00. oir tableau 7.1.
.
Linéaire Exponentielle
FIG. B.2 — De la régression linéctire à let régression logistique.





par rapprot â NPPM
LCOMB
elle prend la forme de
FIG. B.3 — Principe de l’analyse discriminante.
z = axW +bxt2, (B.5)
G
avec xtU et (2) respectivement les variables correspondantes aux métriques LCOMB et NPPM. Les
coefficients de cette fonction linéaire sont dérivés de telle manière que la variation de z soit la plus
grande possible enlre les deux classes et la plus petite possible à I’ intérieur des classes. Plus de détails
peuvent être trouvés dans [Calciti et Benavcnt. 1992]. Pour classifier ]es composants dans l’une des
classes. on fixe un seuil z qui joue le rôle de frontière entre les classes. Normalement, ce seuil est
la moyenne des valeurs de z si les nombres de composants par classe sont égaux, sinon Ofl utilise la
moyenne pondérée z, = où et 2 sont les valeurs moyennes de z par classe et nj et n sont
les tailles de deux classes. 11 est à noter que la moyenne de chaque classe est pondérée avec la taille
de l’autre. Dans le cas de plusieurs classes, l’analyse discriminante permet de trouver les meilleures
fonctions linéaires discriminantes qui séparent d’une manière maximale les différentes classes.
B.1.5 L’analyse en composantes principales (ACP)
L’analyse en composantes principales (ACP) est une technique permettant de trouver, à partir d’un
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compte la variance des données. Simplement, à partir des attributs originels l’ACP dérive
de nouveaux attributs x1) Un nouvel attribut X(k) est une transformation sous forme d’une
combinaison linéaire des attributs d’origine, X(k) = aIkx’ + .. . + a,x(’). Les coefficients aJk sont dé
terminés de telle sorte que les X(k) soient:
deux à deux non corrélés;
— de variance maximale;
— d’importance décroissante.
On dit que xt1) est la première composante principale, elle a la plus grande variance. Par la suite, la
combinaison qui a la deuxième plus grande variance représente la deuxième composante principale x2
et ainsi de suite. L’analyse en composantes principales projette alors les données d’un espace originel
à d dimensions sur un sous-espace à d’ dimensions (d’ inférieur à d) défini par les nouveaux attributs
x(L). On procède ainsi à une réduction de dimensionnalité en gardant généralement la plupart des infor
mations intrinsèques des données originel les.
B.2 Techniques d’intelligence artificielle
B.2.1 Réseaux de neurones (RN)
Les réseaux de neurones sont des structures inspirées du fonctionnement des neurones du cerveau.
Ils sont utilisés dans diffirents domaines pour modéliser les relations entre attributs. En général. un
réseau de neurones comprend trois couches une couche d’entrée qui contient les attributs d’entrées,
une cotiche de sortie qui contient les attributs de sortie et une ou plusieurs couches « cachées » (voir la
figure B.4).
Les réseaux de neurones les plus utilisés dans la littérature sont développés en choisissant d’abord
une architecture appropriée de neurones. L’architecture décrit combien de couches de neurones sont
utilisées, le nombre de neurones dans chaque couche et comment les neurones sont reliés entre eux.
D’autres décisions sont également possibles. concernant la nature précise des neurones, tels que leur
fonction de transfert et les paramètres potir l’algorithme d’entraînement. Généralement, les connexions
entre couches de neurones sont pondérées.
Pour évaluer la réponse à une entrée. chaque neurone calcule la somme de ses entrées. Si cette
C
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somme est supérieure à un seuil, le neurone s’active et délivre une sortie aux neurones de la couche
suivante du réseau jusqu’à la sortie. Les fonctions d’activation peuvent être des fonctions à seuil, à
valeurs discrètes, linéaires ou non linéaires. Le réseau est construit en ajustant les poids (qui fonctionnent
comme les paramètres dans un modèle statistique, mais d’une façon beaucoup plus hiérarchique et
souvent non linéaire) en utilisant le plus souvent l’algorithme connu sous le nom rétro-propagation.





où y est la valeur réelle, est la valeur prédite, et n et s sont respectivement le nombre d’observations et
le nombre de sorties.
L’exemple représenté sur la figure B.4 montre la structure d’un modèle de type réseau de neurones
qui prédit l’effort de développement d’un système à partir d’un ensemble d’attributs (métriques) de spé
cification. Le réseau utilise l’algorithme de rétro-propagation afin de déterminer les poids qui permettent







Nombre de mises sjour
Un inconvénient assez évident des réseaux de neurones est relié à leur nature « boîte noire ». où





— Une structure d’iut réseau de nen rafles pottr la prédiction de l’effort.
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Une voie intéressante pour éviter ce problème est l’utilisation des réseaux hybrides de neurones flous.
Ces derniers héritent des avantages des réseaux de neurones, comme le comportement non linéaire et la
bonne capacité de généralisation, et préservent le sens sémantique du modèle offert par la logique floue.
B.2.2 Arbres de régression et de décision (AD)
Bien que les arbres de régression et ceux de décision soient basés sur le même principe, ils ont deux
buts différents. Les arbres de régression peuvent être utilisés quand la valeur de sortie à prédire est dans
l’échelle intervalle3, alors que les arbres de décision, également connus sous le nom d’arbres de clas
sification, sont employés pour prédire la classe de sortie d’une observation: il s’agit alors de l’échelle
nominale ou ordinale (catégorielle). Les deux algorithmes fonctionnent en apprenant les règles néces
saires pour classifier les cas pris dans un ensemble de données d’entraînement. Pour plus d’information
sur les arbres de décision ainsi que sur ]eur utilisation, voir le chapitre 5 ou encore les travaux dans
[Breiman et aï., 1993]. [Selby et Porter. 1988] et [Porter et Selby, 1990a].
La figure B.5. montre un exemple d’arbre de régression binaire dont les noeuds sont des attributs
d’entrée (comme le Nombre d’écrans) et les arcs sont des expressions booléennes (comme le Nombre
d’écrans > 10) et les feuilles sont les valeurs de sortie qui représentent différentes moyennes du temps
de développement (comme la Moveiu,c de 1 12h).
3. Voir le livre de Zuse[ 19981 pour plus de détails sur les échelles de mesure
o
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FIG. B.5 — Arbre de régression potir la prédiction dii temps de développemeitt.
Afin de créer l’arbre, l’algorithme d’apprentissage cherche quels attributs d’entrée peuvent être em
ployés pour mieux classifier les données et construire itérativement l’arbre. Ces attributs formeront des
noeuds et, si nécessaire, ces noeuds seront éclatés. Les algorithmes d’éclatement en deux sont les plus
utilisés (des algorithmes pour subdiviser les intervalles dans le cas de notre exemple). Une expérience
menée par Srinivasan et Fisher [1995] a permis de constater qu’en utilisant l’erreur résiduelle moyenne
comme mesure de la capacité prédictive, la technique d’arbres de régression utilisée pour estimer l’efftrt
est plus performante que COCOMO ou SLIM. mais moins perftrmante que les réseaux de neurones et
les points de fonction.
B.2.3 Raisonnement à base de cas (RBC)
Le raisonnement à base de cas est une technique basée sur la mémorisation d’observations. À chaque
fois qu’on est confronté à une nouvelle observation, une recherche dans la base des cas (les observations
enregistrées) est effectuée pour trouver les observations les plus proches de celle-ci. En employant les
valeurs de sortie associées aux cas trouvés, on dérive une valetir de sortie pour le nouveau cas. Un
système de raisonnement à base de cas a un pré-processeur pour préparer les données d’entrée, une
fonction de similitude pour rechercher les cas similaires et une certaine jonction de combinaison de
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cas pour dériver la valeur de sortie du nouveau cas. Si nécessaire, la base des cas est mise à jour par
l’ajout du nouveau cas [Aha, 19911. Les systèmes de raisonnement à base de cas sont conçus pour imiter
le processus d’un expert prenant une décision basée sur ses expériences précédentes [Vicinanza et al.,
1991; Mukhopadhyay et ai., 19921. La figure B.6 montre la structure générale d’un système RBC.
Nouveau cas
Preprocessing








Estiniaiion du nous eau cas
FIG. B.6 — Le processus de classification du raisonnement à base de cas.
Ce type de systèmes souffre de certains problèmes. Comme il est indiqué par Breiman et ses col
lègues t 1993], ils sont intolérants au brtiit. Les autetirs montrent également que la fonction de similitude
utilisée exerce une forte influence sur la performance du raisonnement [Aha, 1991]. Ce problème fait de
la création d’un système de raisonnement à base de cas une tâche non triviale.
Dans une expérience menée par Mukhopadhyay et ses collaborateurs [1992]. la performance d’un
système RBC est comparée, simultanément, à celle d’un expert humain et à celles des modèles standards
de points de fonction (PF) et COCOMO. Le système RBC ESTOR, construit pour estimer l’effort, et
l’expert humain ont été limités à utiliser les entrées standards des points de fonction et du modèle
COCOMO. Les résultats ont montré une capacité prédictive du RBC meilleure que celles de PF et
du modèle COCOMO mais légèrement inférieure à celle de l’expert humain. Ainsi, les auteurs ont
conclu que la technique de raisonnement à base de cas mérite plus d’études en raison de ses résultats
C
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encourageants.
B.2.4 Réseaux Bayésiens (RB)
Un réseau bayésien (RB) est un graphe orienté, toujours acyclique, constitué de noeuds et d’arcs. Les
noeuds représentent des attributs généralement discrets (il y a quelques extensions aux réseaux bayésiens
pour représenter les attributs continus mais avec des limitations). Les arcs sont orientés et représentent
des liens de dépendance directe (de causalité) entres les noeuds, l’absence d’arc ne renseigne que sur
l’inexistence d’une dépendance directe. Certains noeuds n’ont pas de noeuds parents (les attributs qu’i]s
représentent ne dépendent d’aucun autre attribut): ils sont appelés noeuds rctcines. Le grand avantage
des réseaux bayésiens est de permettre de modéliser des relations non déterministes. Ceci grâce au
concept de table de probabilités conditionnelles (TPC) associée à chaque noeud. Pour comprendre le
contenu de ces tables, nous considérons la modélisation du problème des retards à l’école3. Supposons
que le retard d’un élève peut être causé par un mauvais état de santé ou par un retard du bus, alors que
le retard d’un enseignant ne peut être causé que par un mauvais état de santé (voir hgure B.7).
o
Quatre variables sont représentées dans ce réseau, qui prennent seulement l’une des deux valeurs
Vrai et Faux. Le tableau B.1 montre ce que pourrait être la table de probabilités TPC associée au noeud
Retard enseignant. Elle modélise la dépendance entre le retard de l’enseignant et son mauvais état de
santé.
Cette table est en tait ladistributton de la probabilité de l’attribut Retard enseignant. conditionnelle à
4. faute d’exemples simples de RB en qualité du logiciel, nous choisissons d’illustrer par un exemple facile de la vie
(Itotidienne.
C
FIG. B.7 — Un résecuu bayésien modélisant le problème des rc’tards l’école.
ANNEXE B. TECHNIQUES DE CONSTRUCTION DE MODÈLES DE PRÉDICTION 224
mauvais état de mauvais état de
santé = Vrai santé = faux
_Probabilité (Retard enseignant = Vrai) 0,6 0,1
TAB. B.1 — Table de probabilités conditionnelles (TPC)
l’attribut Mauvais état de santé. Elle donne seulement la probabilité de l’événement Retard enseignant =
Vrai, car Probabilité (Retard eitseignant = Eaux) = 1 — Probabilité (Retard enseignant = Vrai).
Les tables de probabilités associées respectivement aux noeuds Mauvais état de santé et Retard du bus.
ont une nature particulière. Ces noeuds n’ont pas de noeuds parents dans ce modèle, ce sont des noeuds
racines, et se voient donc assigner des probabilités pour leurs deux valeurs Vrai et faux, en supposant
par exemple que Probabilité (Mauvais état de santé = Vrai) = 0,4 et Probabilité (Retard du bus =
Vrai) = 0,1.
Dans le cas de trois attributs x(i)tt etx”t, la table TPC associée à 1tD contient des probabilités condi
tionnelles de la forme p(xti) = Vjjjxt1 = Vj.xt’ = V,1)
=
p. C’est-à-dire que l’attribut dépend
Q conditionnellement des attributs t1 et x(m) et que la probabilité avec laquelle l’attribut xt peut prendrela valeur Vj, est égale à p sachant que la valeur de l’attribut x1 est V1 et que la valeur de l’attribut x
est V,fl(/. Les tables TPC associées aux noeuds racines x’ ont des probabilités marginales de la forme
p(x ï) Vrk.




= fl p(x Parents(xU))). (B.6)
À partir de cette même équation, on peut exprimer n’importe quelle préposition de la forme p(xt’
= w) en fonction d’autres probabilités conditionnelles continues dans les TPC du RB.
Des algorithmes sont proposés pour faire ce genre de calcul (voir dans IPearI, 19821 et [Kim et Pearl.
1983]). C’est en se basant sur cette dernière propriété que se fait l’inférence dans un RB. En effet, la
modification des probabilités, suite à l’introduction d’une évidence (valeurs certaines d’attributs), pro
voque la mise à jour de toutes les probabilités des autres attributs (par propagation et calcul). Concernant
l’apprentissage d’un RB à partir des observations d’entraînement, il est réalisé par la mise à jour des
o
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probabilités conditionnelles en utilisant des algorithmes comme celui de la méthode EM (Expectation
Maxirnization) [Pearl, 2000].
Un modèle de type réseau bayésien est une représentation explicite des dépendances causales entre
des attributs de la qualité du logiciel (dans notre cas). Grâce à la sémantique globale du RB (voir l’équa
tion B.6) et à la manipulation des probabilités conditionnelles [Fenton et Ohlsson, 20001. un RB per
met de combiner des données empiriques et des jugement d’experts, de représenter explicitement des
connaissances incertaines de phénomènes complexes de la qualité et d’introduire des évidences empi
riques [fenton et Ohlsson, 2000; Sunita. 19991. Pour plus de détails sur les résultats de l’utilisation du
RB dans la prédiction de la qualité, nous référons à un exemple [Fenton et Ohlsson, 2000] construit pour
prédire la densité des défauts et le coût de développement des bibliothèques de classes à objets.
Un cas particulier des RB est celui des classificateurs bayésiens (CB). Ce sont des structures moins
complexes qui utilisent les mêmes concepts qu’un RB comme les tables TPC et le processus d’inférence.
Il sont, comme leur nom l’indique, utilisés pour les problèmes de classification. Une description plus
détaillée des CB est fournie dans le chapitre 6.
C B.2.5 Logique floue (LF)
La logique floue a été développée suite à des critiques envers la logique classique (tout ou rien).
L’affirmation principale soutenue par cette technique est que les attributs des entités dans le monde réel
ne prennent pas de valeurs précises. Par exemple. un projet peut n’être ni petit. ni moen. ni grand.
Il pouiTait en fait, être entre deux, il est par exemple, beaucoup plus qu’tin petit projet. mais moins
qu’un projet moyen. Ceci peut être représenté comme par des degrés d’appartenance respectivement à
la catégorie des moyens et à celle des petits projets.
o
















— Fonctions d’appartenance à tics ensembles flous.
La figure B.8 montre un projet avec 162 entités qui appartient à la classe des projets moyens à un
degré de 0,4 et à la classe des grands projets à un degré de 0.6.
Supposons que nous désirons prédire l’effort de développement d’un projet logiciel. Pour ce faire, plu
sieurs données doivent être estimées comme le nombre de fichiers. le nombre d’entités et d’autres attri
buts. Une telle évaluation peut être à l’origine d’une hésitation à s’engager avec des mesures précises.
Q Dans une situation pareille, la logique floue fournit un moyen moins rigide d’engagement. Ainsi, unchef de projet peut dire qu’un projet aura un grand nombre d’entités. un nombre restreint de fichiers.
et de la même manière sont évaluées d’autres variables. Ces données peuvent être représentées sotis
forme d’ensembles flous comme il est montré par la figure B.8. Une série de règles représentée sur la
figure B.9 peut alors être employée pour déri\er une certaine prédiction pour la solfie, qui est dans ce
cas-ci l’« effort d’un projet ».
Q
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Système flou pour prédire ici durée de cléveloppemnent d’uni logiciel.
Cette mesure de l’effort pourrait être « defuzzifiée » en une valeur précise ou laissée comme une
valeur linguistique (label ou étiquette) potir souligner qu’il s’agit seulement d’une simple estimation. Il
est u noter que les systèmes flous les plus utilisés sont les classificateurs flous.
B.2.6 Systèmes basés sur les règles (SBR)
Les systèmes de règles Houes sont une version élaborée des systèmes de règles précises. Un système
basé sur les règles peut être simulé par un système flou. Pour cette raison, les systèmes précis sont
considérés comme redondants [Ramsey et Basili, 1989; Griech et Pomerol, 19941. Cependant, le plus
grand avantage d’un système basé sur des règles précises est son adéquation avec le cas où beaucoup
de variables d’entrée sont impliquées. En effet, un système basé sur les règles est organisé autour d’un
ensemble de règles qui sont activées par des faits et qui peuvent activer d’autres faits, comme le montre
dans la figure B.1O.
5. Rendue précise après avoir été floue.
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Insertion de nouveaux faits
De cette façon, un enchaînement se produit entre les règles permettant leurs activations successives.
Un exemple de système à base de règles peut être le suivant:
SI la taille de module > 40 LOC OU
SI la tctille de module > 20 LOC ET le temps de développement > 2 heures
ALORS le module est à risque d’erreur élevé.
Même si les deux modules de tailles respectives 20 et 21 LOC nécessitent la même durée de développe
ment, ils sont différenciés par la règle ci-dessus. Les detix modules sont très semblables, mais seulement
le premier active la règ]e. Comparé à un système flou, le système à base de règles a l’inconvénient d’être
rigide. En effet. toutes les conditions doivent être vraies ou fausses, sans degrés de vrai ou de faux per
mis.
Quand aucune règle
ne peut être activée
fiG. BiO — La structure générique des systèmes à base de règles.
oo
ANNEXE C. CoNFIGuRATIoNs DES MÉTAHEURISTIQUES 229
Annexe C
Configurations des métaheuristiques
Dans cette annexe, nous présentons une synthèse des plus importantes exécutions effectuées dans le
cadre de la recherche des bonnes valeurs des paramètres des différentes métaheuristiques. Les résultats
de ces expériences sont organisés par métaheuristique et par paramètre. Pour chaque paramètre des











































02,79% 140 21 49065











































02 98% 181 36.2654333
82,99% 185 36,6938033
82.90% 186 37,1634




— Choix du nombre des géltérations (arbres de décision).
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C.1 Algorithme génétique: Nombre des générations (T)
C.1.1 Cas des arbres de décision
230
T Temps JT T Temps JT T Temps JT T Temps
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CJ.2 Cas des classificateurs bayésiens
H T Temps JT T Temps JT T Temps JT T Temps
Entrainement #Génért. Exécution Entrainement #Génért. Exécution ntrainement #Génért. Exécution Entraînement #Génért. Exécution
73,54% 10 0,70932417 74,37% 42 3,9266 75,81% 137 17,5232333 75,58% 105 12,2756833
73,54% li 0,74152417 74,37% 43 4,05011667 74,51% 74 8,00926667 7558% 106 12,4382667
73,54% 12 0,77727242 74,37% 44 4,1718 74,51% 75 8,1443 75,58% 107 12,5991667
73,54% 13 0,82777777 74,37% 45 4,2933 74,51% 76 8,27781667 75,58% 108 12,7634
73,54% 14 0,87454332 74,37% 46 4,41781667 74,57% 77 8,41468333 75,58% 109 12,9259833
73,83% 15 091024167 74,37% 47 4,5395 74,57% 78 8,54855 7558% 110 13,0937167
73,83% 16 0,96544898 74,37% 48 4,66318333 74,68% 79 8,68441667 75,58% 111 13,26965
73,83% 17 1,00241667 74,37% 49 4,7867 74,80% 80 8,82095 75,58% 112 13,4223667
73,86% 18 1,12416667 74,37% 50 4,90955 74,80% 81 8,95715 75,58% 413 13,5971333
73,86% 19 1,17416667 74,37% 51 5,03205 74,80% 82 9,09218333 75,58% 114 13,74835
73,86% 20 1,26241667 74,37% 52 5,15456667 74,80% 83 9,22738333 75,64% 115 13,9094167
73,86% 21 1,35241667 74,37% 53 5,27691667 74,80% 84 9,36258333 75,64% 116 14,0556333
73,89% 22 1,49924167 74,37% 54 5,40043333 74,80% 85 9,56028333 75,64% 117 14,2041833
74,22% 23 1,61241567 74,37% 55 5,52211667 74,80% 86 9,63448333 75,64% 118 1435575
74,22% 24 1,71241667 74,37% 56 5,64228333 74,80% 87 9,78036667 75,64% 119 14,5188167
74,22% 25 1,83241667 74,37% 57 5,76146667 74,80% 88 9,9164 75,64% 420 14,6727167
74,22% 26 1,95241667 74,37% 58 5,8813 74,90% 89 10,0522667 75,64% 121 14,8519667
74,22% 27 2.07241657 74,37% 59 6,00065 74,99% 90 10,18745 75.64% 122 15,0032
74,22% 28 2,19241667 74,37% 60 6.12115 74,99% 91 10,3223167 75,64% 123 15,1816167
74,22% 29 2,31241667 74,37% 61 6.242 74,99% 92 10,4605333 75,81% 124 15,3351833
74,22% 30 2,43241667 74,37% 62 6,36468333 74,99% 93 10,5979 75,81% 125 15,4905833
74,22% 31 2,5601 74,37% 63 6,48636667 75,33% 94 10,7349333 75,81% 126 15,6453
74,22% 32 2,68678333 74,37% 64 6,62038333 75,33% 95 10,8736333 75,81% 127 15,8200667
74,22% 33 2,8128 74,37% 65 6,7424 75,33% 96 11,912 75,84% 120 15,9908167
74,22% 34 2,94515567 74,37% 66 6,8771 75,33% 97 11,1463667 75,81% 129 10,1615667
7422% 35 306918333 74,37% 67 7,0158 75,33% 98 11,2830667 75,81% 130 16,3289667
74,22% 36 3,19235 74,37% 68 7.15001667 75,58% 99 11,4172667 75,81% 131 1650005
74,22% 37 3,31436667 74,37% 69 7,29855 75,58% 100 11,5546333 75,81% 132 16,67965
74,22% 38 3,43571667 74,37% 70 7,44043333 75,58% 101 11,69 75,81% 133 16,8367167
74,22% 39 3,5579 74,37% 71 7,5048 75,58% 102 11,8302 75,81% 134 17,0193167
74,22% 40 3.68123333 74,37% 72 774180667 75,58% 103 11,97275 75,84% 135 171792167
71.22% 41 300400333 74,0% 73 78754 75.50% 104 12,11595 75,81% 136 173638333
Fio. C.2 — Choix du nombre tic générations (classificateurs bayésiens).
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C.2 Recuit simulé
C.2.1 Longueur de la température (palier de la température Nrs)
C.2.1.1 Cas des arbres de décision
JT JT Nrs Temps
Entraînement Test Exécution
79,95% 83,45% 150 5
80,31% 81,14% 200 7
80,85% 81,88% 250 12
80,79% 81,88% 300 14
81,22% 81,88% 350 18
81,51% 78,55% 400 21
81.67% 79.16% 450 26
81,60% 82,29% 500 31
82,19% 83,64% 550 35
81 .78% 80,25% 600 40
82,07% 8480% 650 47
82,02% 83,03% 700 50
81.88% 79,09% 750 56
82,04% 83,31% 800 62
82,21% 81,27% 850 67
82,45% 81,34% 900 74
82,57% 80,73% 950 78
82,50% 79,57% 1000 88
82,65% 82,35% 1050 96
FIG. C.3
— Choix de ta longitetir de ici température de recuit(arbres de décision).
C.2.1.2 Cas des classificateurs bayésiens
]T JT Nrs Temps
Entrainement Test Exécution
80,51% 82,00% 200 6
79,34% 76,55% 250 5
7864% 76,44% 300 7
78,04% 74,12% 350 10
80,08% 81,60% 400 9
80,56% 76,65% 450 9
79,93% 8220% 500 11
79,68% 77,66% 550 13
80,54% 83,32% 600 13
80.66% 80.79% 650 13
81,39% 78.97% 700 15
80,10% 80,59% 750 15
81,48% 82,51% 800 16
80,89% 78,88% 850 17
82.04% 81,40% 900 19
80.22% 82,91% 950 20
80,12% 82,61% 1000 21
80,57% 82.81% 1050 22
81,09% 80,79% 1100 23
FIG. C.4 — Choix de la longueur de la température de recuit (classificateurs ba’ésie,is).
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(J C.2.2 Stratégie d’acceptation de transition et Schéma de décroissance de la température
C.2.2.1 Cas des arbres de décision




72,72% 69,87% 0.9 6
74,25% 74,55% 0.91 6
73,51% 74,94% 0,915 6
76,99% 77.72% 0.92 7
78.20% 81.71% 0.925 9
74,12% 74,09% 0,93 9
76,48% 77,10% 0,935 10
75,18% 78,14% 0,94 12
76,14% 79,39% 0.945 1 1
73,49% 76,52% 0.95 11
74,55% 75,98% 0.955 12
75,71% 76,89% 0,96 13
76,33% 80,51% 0.965 13
78,27% 79,92% 0,97 14
77,44% 80,10% 0,975 14
78,09% 78,72% 0,98 14
78.82% 81,09% 0,985 16
77,78% 78,93% 0.99 22
77,98% 80,30% 0,995 25
Moyenne 76,11% 77,71%
JT JT , Temps
Entraînement Test Exécution
71 .07% 67,45% 0,9 6
70,59% 73,69% 0,91 8
72.26% 73,35% 0,915 7
75,03% 74,33% 0,92 7
75,02% 71.57% 0.925 9
75,62% 78,96% 0,93 10
74,77% 75,10% 0.935 10
75,40% 76.27% 0,94 11
75,59% 74,42% 0,945 11
75,58% 75.18% 0.95 13
74.04% 72.32% 0.955 12
71.31% 71.22% 0,96 13
73,38% 73,51% 0,965 14
73,09% 71,62% 0,97 15
76,25% 77,68% 0,975 14
76,03% 77.80% 0,98 16
74,62% 78,81% 0,955 16
73.06% 73,77% 0.99 20
73.18% 75,18% 0,995 24
Moyenne 73,99% 74.31%
FIG. C.5
— Stratégie d’t:cceptatiou tic transitio,t et Schéma tic recuit (arbres de décision).
C.2.2.2 Cas des classificateurs bayésiens





76,25% 7888% 0,9 7
76,58% 75.51% 0,91 7
77.33% 80.22% 0.915 8
77.48% 79,68% 0.92 8
80.59% 92,50% 10 8
73,32% 93,00% 10 9
76,50% 76,35% 0.935 10
77,71% 79.76% 0,94 10
75,03% 75.50% 0.945 10
77.24% 78,77% 0.95 10
76,82% 80,80% 0.955 11
76,96% 75,21% 0.96 11
76,56% 79.60% 0.965 11
76,22% 79,92% 0.97 12
77,26% 78,35% 0.975 12
77,83% 79,68% 0.95 13
77,23% 78,33% 0.985 14
77,86% 77,55% 0,99 16




75,90% 79,05% 0,9 11
76,21% 78,27% 0,91 10
77,33% 77,00% 0,915 10
75.24% 75,18% 0,92 11
74.79% 75,22% 0,925 12
76 62% 77,47% 0,93 12
77.28% 78,38% 0,935 11
75,55% 74.54% 0.94 13
72.64% 74,09% 0.945 12
77,33% 79.34% 0.95 14
76,37% 77.80% 0.955 15
73,69% 75.59% 0.96 16
74,97% 80,34% 0.965 15
73,98% 72,26% 0.97 12
75.07% 76,97% 0.975 14
77,00% 80,35% 0,98 14
74,56% 78,22% 0.985 15
74,80% 76.27% 0.99 17
75,90% 76.97% 0,995 21
Moyenne 75,54% 77,02%
o
FIG. C.6 — Stratégie d’acceptation de transition et Schéma tic recuit (classificateurs bayésiens).
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C.3 Recherche avec Tabous: Longueur £ de la liste taboue
C.3.1 Cas des arbres de décision
JT JT Longueur Liste Temps
Entraînement Test Taboue Exécution
8110% 8180% 3 10
80,94% 77,86% 4 11
80,87% 76,45% 5 10
81,63% 77,96% 6 12
81,75% 7826% 7 12
81,13% 80,49% 8 13
81,25% 79,37% 9 12
81,38% 76,55% 10 14
80,95% 77,55% 11 11
81,14% 79,27% 12 13
81,17% 7826% 13 14
81,31% 78,97% 14 15
81,18% 76,25% 15 14
8149% 7887% 16 15
81,26% 78,97% 17 15
FIG. C.7 — Choix de ici longueur de la liste taboue (arbres de décision).
o
C.3.2 Cas des dassificateurs bayésiens
]T JT I:Longueur Liste Temps
Entraînement Test Taboue Execution
79,92% 78,16% 3 8
78,98% 80,29% 4 8
80,31% 80,39% 5 8
80,19% 80,59% 6 7
80,27% 82,41% 7 8
80,04% 78,16% 8 8
80,46% 82,61% 9 8
79,10% 77,76% 10 9
80,04% 7816% 11 9
8032% 78,37% 12 10
80,04% 7B,37°/ 13 10
80,04% 78,87% 14 11
79,40% 77,05% 15 12
80,70% 78,17% 16 13
80,16% 79,17% 17 13
o
FIG C.8
— Choix de ici longueur de ki liste taboue (classificateurs bayésiens).
