The present work addresses binary classification by use of the k-nearest neighbors (kNN) classifier. Among several assets, it belongs to intuitive majority vote classification rules and also adapts to spatial inhomogeneity, which is particularly relevant in high dimensional settings where no a priori partitioning of the space seems realistic.
Introduction
Cross-validation (CV) refers to a set of widely used procedures introduced and analyzed by [45, 24, 44 ] to assess the performance of an estimator and choose the best one among a given collection, that is to perform model selection (or parameter calibration). For a given 1 ≤ p ≤ n − 1, all CV procedures rely on splitting a sample of cardinality n into two disjoint subsets called training and test sets with respective cardinality n − p and p. The n − p data in the training set serve to compute an estimator, while its performance is evaluated from the p left out data of the test set. This splitting scheme avoids overly optimistic performance estimations such as that of the re-substitution error which evaluates the performance of an estimator on the data used to compute it. For a complete and comprehensive review on cross-validation procedures, we refer the interested reader to [1] .
Among CV procedures, two types can be distinguished: exhaustive and non-exhaustive ones. For 1 ≤ p ≤ n−1, the leave-p-out cross-validation (LpO) is an instance of exhaustive procedure since it considers all possible splits of the sample into a training set of cardinality n − p and a test set of cardinality p. Therefore LpO enjoys a minimal variance property among CV procedures with a test set of cardinality p. However due to the high induced computational cost, LpO cannot be computed in general, except for instance if p = 1 where it reduces to the celebrated leave-one-out (L1O). To avoid this high computation cost, approximations to the LpO procedure has been proposed such as the Hold-Out (HO) and the V -fold cross-validation (V -FCV) (with p = ⌊n/V ⌋). V -FCV is less computationally demanding than LpO but more variable since it depends on a preliminary random partition of the data into V disjoint subsets [1] . For instance in density estimation, [12] have quantified the additional variance of V -FCV in comparison to that of LpO. Recently a new interest has been given to LpO since it has been shown closed-form formulas can be derived for the LpO estimator in a wide range of settings, which makes LpO attractive from a statistical and also a computational point of view. For instance such closed-form formulas have been settled in density estimation [14, 10] , in nonparametric regression with projection or kernel estimators [13] , and change-point detection [2] .
Despite the practical success of CV, only very few things are known on its theoretical properties in terms of model selection with respect to p. And also probably for technical reasons, existing results are mainly settled for HO and L10. For instance, the asymptotic equivalence between L1O and penalized criteria such as AIC or Mallow's C p is settled by [35] . In the density estimation framework, [12, 14, 13] describe the behavior of LpO in terms of bias and variance, while [4, 10] respectively analyze the performance of V −FCV and LpO for model selection. With a focus on regression, [9] considers V -FCV for which he settles the asymptotic dependence of the bias and variance with respect to V , and [40, 41] characterize the asymptotic behavior of CV for model selection in the linear regression framework. Note that in a general regression model, [46] recently studied the performance of CV to recover the best predictor among a finite number of candidates depending on p. The binary classification framework has also attracted some attention. First [30] addresses the HO model selection performance under assumptions on the VC dimension of the models, and then provides sanity-check bounds for the L1O [31] . Second, [47] proves consistency in selection for some CV procedures for identifying the best classifier among a finite number of candidates. A noticeable aspect in the CV literature is that unlike a common idea about the way p should be chosen "in practice", numerous settings have been reported where the ratio p/n → 1 is required as n tends to +∞ to be able to recover the best model in a collection for instance. This phenomenon, called "paradox of CV" by [47] , had already been noticed by [40] in linear regression. More recently [46] (regression) and [10] (density estimation) have made this observation more precise by relating the optimal value of the ratio p/n to the convergence rate of the best candidate estimator. For more references, we refer to [1] and also to the recent paper by [49] for ongoing misleading ideas about CV.
The present work mainly focuses on the popular k-nearest neighbor rule (kNN) introduced by [22] . It is based on a simple idea that the predicted value at a new point is based on a majority vote among the k nearest neighbors of that point. Since it automatically adapts the scaling to low-density regions of the space, the kNN rule is particularly relevant in high dimensional settings where no preliminary partitioning of the space seems realistic. However from a theoretical point of view, there is no existing guideline that could help to choose the influential number k of neighbors in practice. In regression, [33] provide a bound on the performance of 1NN that has been further generalized to the kNN rule (k ≥ 1) by [5] , where a bagged version of the kNN rule is also analyzed and then applied to functional data [6] . In the present work, the main focus is given to the binary classification framework where preliminary theoretical results date back to [17, 16, 25] . More recently, [37, 34] derived an asymptotic equivalent to the performance of the 1NN classification rule, further extended to kNN by [42] . Under various distributional assumptions, [26] derived asymptotic expansions of the risk of the kNN classifier, which relates this risk to parameter k and other unknown distributional parameters. By contrast to previous results, [18, 15] settled finite sample upper bounds on the risk of the kNN classifier under mild assumptions.
Since these results cannot serve to provide a data-driven choice of k at this stage, this choice is usually made by HO or V -FCV in practice without any theoretical validation of the resulting choice [19, 27] . However, [43, 11] have recently derived closed-form formulas respectively for the bootstrap and the LpO estimator of the performance achieved by the kNN classification rule. In particular such formulas for the LpO estimator allow to improve on the more variable V -fold estimator (with p = ⌊n/V ⌋), while the traditional question "Which p leads to the best k?" still remains an open problem.
The first step toward an answer is to understand the link between the moments of the LpO estimator and parameters p and k. Deriving upper bounds on these moments would then provide concentration inequalities [8, 7] . Some preliminary results in this direction are only available for the L1O (p = 1) estimator of the kNN classifier [20, 38, 21] .
The connection between the LpO risk estimator and U -statistics is stated in Section 2. A first general result is provided for order q moments (q ≥ 2) of the LpO estimator that are related to moments of the L1O estimator. This result applies to any classifier as long as the considered quantities remain well defined. Section 3 then specifies the upper bounds stated by the previous result in the case of the kNN classifier. This leads to the main Theorem 3.2 that characterizes the behavior of the LpO estimator with respect to p and k. In particular while the upper bounds increase with 1 ≤ p ≤ n/2 + 1, it is no longer the case if p > n/2 + 1. Deriving exponential concentration inequalities for the LpO estimator is the main concern of Section 4. We illustrate the strength of our strategy based on U −statistics and moment inequalities by first providing concentration inequalities derived with less sophisticated tools. We then state our main inequality as a consequence of Theorem 3.2 and highlight the improvements it allows by comparison to the previous ones. Finally Section 5 briefly collects some new results that are extensions to LpO of previous ones originally stated for L1O. This section ends with a corollary assessing the magnitude of the gap between the LpO estimator and the risk of the kNN classifier with high probability.
U -statistics and LpO estimator 2.1 Statistical framework
We tackle the binary classification problem where the goal is to predict the unknown label Y ∈ {0, 1} of an observation X ∈ X ⊂ R d . The random variable (X, Y ) has an unknown joint distribution P (X,Y ) defined by P (X,Y ) (A) = P [ (X, Y ) ∈ A ] for any Borelian set in X × {0, 1}, where P denotes a reference probability. To this end, one aims at building a classifier f : X → {0, 1} that predicts f (x) given x ∈ X with the best possible classification error
The minimizer of the classification error over the set F all mesurable functions from X to {0, 1} is known to be the Bayes classifier f * defined for every x ∈ X by
where 1 U (x) denotes the indicator function of the set U that is equals to 1 if x ∈ U and 0 otherwise, and η(·) is the regression function of Y given X = ·. Any classifierf ∈ F results from a strategy A, called classification algorithm or classification rule, applied from a set of training random variables Z 1,n = {Z 1 , . . . , Z n }, where
In what follows, let us further define Z v = {Z i | i ∈ v} for any subset v ⊂ {1, . . . , n} such that if v = {1, . . . , n}, Z v = Z 1,n . When applied to different samples, any classification rule A : ∪ n≥1 {X × {0, 1}} n → F, which maps a training sample Z 1,n onto the corresponding classifier A (Z 1,n ; ·) =f ∈ F, leads to different classifiers. When no confusion is possible, the notation A will be used as a shortcut for A (Z 1,n ; ·) ∈ F. Many classification rules have been considered in the literature and it is out of the scope of the present paper to review all of them (see [19, 27] for various instances). Here we mainly focus on the k-nearest neighbor rule (kNN) initially proposed by [22] and further studied for instance by [20, 38] . For 1 ≤ k ≤ n, the kNN rule, denoted by A k , consists in classifying any new observation x using a majority vote decision rule based on the label of the k closest points X (1) (x), . . . , X (k) (x) to x among the training sample X 1 , . . . , X n :
where V k (x) = 1 ≤ i ≤ n, X i ∈ X (1) (x), . . . , X (k) (x) denotes the set of indices of the k nearest neighbors of x among X 1 , . . . , X n , and Y (i) (x) is the label i-th neighbor of x for 1 ≤ i ≤ k. For a given sample Z 1,n (respectively for a given sample size n ≥ 1), the performance of any classifierf =f (Z 1,n ; ·) is assessed by the classification error L(f ) (respectively the risk R(f )) defined by
In this paper we focus on the estimation of L(f ) (and R(f )) by use of the Leave-p-Out (LpO) cross-validation [48, 12] . Let us briefly recall what it consists in. LpO successively considers all possible splits of Z 1,n into a training set of cardinality n − p and a test set of cardinality p. The final LpO estimator is the average (over all these splits) of the classification error estimated on each test set:
where E n−p denotes the set of indices of all possible training samples of cardinality n − p, for every e ∈ E n−p ,ē = E n−p \ e, andf (Z e ; ·) is the classifier built from Z e . We refer the reader to [1] for a detailed description of LpO and other cross-validation procedures.
However unlike what arises from (2.3), the LpO estimator can be efficiently computed by use of closed-form formulas with a time complexity linear in p when applied to the kNN classification rule [11] . This property remains true in other contexts such as density estimation [12, 10] , regression [13, 2] , and so on. In particular this property contrasts with the usual prohibitive computational complexity suffered by LpO due to the high cardinality of E n−p that is equal to n p . LpO can be therefore used to assess the performance of any kNN classifier and to choose the best value of the parameter k.
U-statistics: General bounds on LpO moments
The purpose of the present section is describe a general strategy allowing to derive new upper bounds on the moments of the LpO estimator of the risk. As a first step of this strategy, we settle the connection between the LpO risk estimator and U-statistics. Second, we exploit this connection to derive new upper bounds on the moments of order q > 1 of the LpO estimator. In particular these upper bounds, which relate moments of the LpO estimator to those of the L1O estimator, hold true with any classifier.
Let us start by introducing U -statistics and recalling some of their basic properties. For an extensive review, we refer to books by [39, 32] . The first step is the definition of a U -statistic of order m ∈ N * as an average over all m-tuples of distinct indices in {1, . . . , n}. 
where m ≤ n, is a U -statistic of order m and kernel h.
Before clarifying the connection between LpO and U -statistics, let us introduce the main property of U -statistics our strategy relies on. It consists in representing any Ustatistic as an average, over all permutations, of sums of independent variables. 
where r = ⌊n/m⌋ denotes the integer part of n/m. Then
where σ denotes the summation over all permutations σ of {1, . . . , n}.
We are now in position to state the key remark of the paper. All the developments further exposed in the following of the paper result from this connection between the LpO estimator defined by Eq. (2.3) and U -statistics.
Theorem 2.1. For any classification rule A (leading to the classifier A(Z 1,n :, ·) =f ) and any 1 ≤ p ≤ n − 1 such that the following quantities are well defined, the LpO estimator 
The kernel h m is a deterministic and symmetric function of its arguments that does only depend on m. Let us also notice that h m (Z 1 , . . . , Z m ) reduces to the L1O estimator of the risk of the classification rule A computed from Z 1 , . . . , Z m , that is
In the context of testing whether two binary classifiers have different error rates, this fact has already been pointed out by [23] . We now derive a general upper bound on the q-th moment (q > 1) of the LpO estimator that holds true for any classification rule. This results from the combination of Proposition 2.1 and Theorem 2.1. 
Furthermore as long as p > n/2 + 1, one also gets
where γ > 0 is a numeric constant and B(q, γ) denotes the optimal constant defined in the Rosenthal inequality (Proposition D.2).
The proof is given in Appendix A.1. Theorem 2.2 relates the upper bounds on the moments of the LpO estimator to those of the L1O estimator. Eq. (2.6) and (2.7) emphasize different convergence rates for the moments of the LpO estimator that can be achieved in the particular setting where p > n/2 + 1. This point will be further discussed in Remark 2 (following Theorem 3.2) and illustrated by Proposition 4.2.
3 New bounds on LpO moments for the kNN classifier Our goal is now to specify the general upper bounds provided by Theorem 2.2 in the case of the kNN classification rule
Since Theorem 2.2 expresses moments of the LpO estimator in terms of those of the L1O estimator, the next step consists in focusing on the L1O moments. Deriving tight upper on the moments of the L1O is made by use of a generalization of the well-known Efron-Stein inequality (see Theorem D.1 for Efron-Stein's inequality and Theorem 15.5 in [7] for its generalization). For the sake of completeness, we first recall a corollary of this generalization that is proved in Section D.1.5 (see Corollary D.1).
Proposition 3.1. Let X 1 , . . . , X n denote n independent random variables and
. . , X ′ n are independent copies of the X i s, there exists a universal constant κ ≤ 1.271 such that for any q ≥ 2,
Then applying Proposition 3.
) provides the following Theorem 3.1, which specifies the upper bound on the q-th moment of the L1O estimator. Its proof is detailed in Section A.2.
• for every q > 2, We are now in position to state the main result of this section. It follows from the combination of Theorem 2.2 and Theorem 3.1 in a straightforward way.
(3.1)
• for every q > 2,
2)
and
, where γ d denotes the constant arising from Stone's lemma (Lemma D.6) . Furthermore in the particular setting where n/2 + 1 < p ≤ n − k, then
3)
The proof is detailed in Section A. 
Exponential concentration inequalities
In this section, we provide exponential concentration inequalities for the LpO estimator of the risk when the kNN classification rule is used. The main inequalities we provide at the end of this section heavily rely on the moments inequalities previously derived in Section 3 (namely Theorem 3.2). In order to highlight the interest of our approach based on moment inequalities, we start this section by stating two exponential inequalities obtained with less sophisticated tools. For each of them, we discuss its strength and weakness to justify the refinements we further explore step by step. A first exponential concentration inequality for R p (f k ) can be derived by use of the bounded difference inequality following the line of proof of [19] originally developed for the L1O estimator. Its proof is given in Appendix B.1.
where
The upper bound (4.1) obtained for the difference strongly relies on the facts that: (i) for X j to be one of the k neighbors of X i in at least one subsample X e , it requires X j to be one of the k + p − 1 neighbors of X i in the complete sample, and (ii) the number of points for which X j may be one of the k + p − 1 neighbors is bounded by Lemma D.6. This reasoning results in a rough upper bound since one does not distinguish between points for which X j is among the k first neighbors or above the k-th one, whereas these are strongly different situations in practice. Subsequently the dependence of the convergence rate on k and p in Proposition 4.1 is not optimal, as confirmed by Theorems 4.1 and 4.2.
Based on the previous comments, a sharper quantification of the influence of each neighbor among the k + p − 1 ones of a given point in the complete sample leads to the next result.
Then there exists a numeric constant > 0 such that for every t > 0,
The proof is given in Section B.2. Note that with p = 1 one recovers (up to constants) the bound derived by [19] for L1O. Compared with Proposition 4.1, we still have a k 2 in the denominator but also a (k + p) × (p − 1)/(n − 1) term. The latter vanishes as long as (k ∨ p)p/n = o(1), which makes this bound tighter than the previous one.
However the upper bound of Theorem 4.1 does not reflect the same dependencies with respect to k and p as what has been proved for polynomial moments in Theorem 3.2. In particular, we do not observe the concentration improvement allowed with high order moments as p is chosen large enough with p > n/2 + 1 (see also the remarks following Theorem 3.2). This drawback is overcome by the following upper bounds.
where ∆ = 4 √ e max C 2 , √ C 1 with C 1 , C 2 > 0 defined in Theorem 3.1. Furthermore in the particular setting where p > n/2 + 1, it comes In order to allow a better interpretation of the last inequality (4.3), we also provide the following proposition (proved in Appendix B.3) which focuses on the description of each deviation term in the particular case where p > n/2 + 1.
Proposition 4.2. For any p, k ≥ 1 such that p + k ≤ n, p > n/2 + 1, and for every t > 0
where Γ > 0 is the constant arising from (3.4).
Let us notice that for every fixed k, both deviation terms are of order 1/ √ n as long as
as n tends to +∞. However if p/n → 1 as n tends to +∞, by setting r n = 1 − p/n = o(1), it results the first deviation term remains of order 1/ √ n while the order of the second one becomes r n /n = o(1/ √ n) as n tends to +∞. Note also that the dependence of the first (sub-Gaussian) deviation term with respect to k is only k √ k, which improves upon the k 2 provided by usual results such as Ineq. (4.2) in Theorem 4.2.
Assessing the gap between LpO and prediction error
In the present section, we derive new upper bounds on different measures of the discrepancy between R p (f k ) and L(f k ). These bounds on the LpO estimator are completely new for 1 < p ≤ n − 1. Some of them are extensions of former ones specifically derived for the L1O risk estimator of the kNN classifier.
Following the same line of proof as Theorem 2.1 in [38] originally developed for the L1O estimator, we were able to upper bound the mean of the (squared) difference between R p (f k ) and L(f k ). These bounds reflect the reliable dependence of this error in terms of influential quantities such as p, k, and n.
Moreover,
The proof of Ineq. (5.2) is more intricate and has been postponed to Appendix C.1. First, Ineq. (5.1) can be interpreted as an upper bound on the bias between the classification error of the kNN classifier computed from respectively n and n − p observations. Therefore, the fact that this upper bound increases with p seems reliable since the two classification errors becomes more and more different from one another as p grows. Note also that Ineq. (5.1) combined with Jensen's inequality leads to a less accurate upper bound than (5.2). Second, let us notice we recover (up to constants) the original bound derived for the L1O estimator with p = 1. However we have no idea whether the precise dependence on p and k is optimal or not. Finally Ineq. (5.1) entails the LpO estimator
, which is in accordance with the traditional consistency assumption on the kNN classification rule, that is k/n → 0 as n tends to +∞ (see [19] , Chap. 6.6 for instance).
Let us conclude this section with a corollary, which provides a finite-sample bound on the gap between R p (f k ) and R(f k ) = E L(f k ) with high probability. It relies on the combination of the exponential concentration result we derived for R p (f k ) (Theorem 4.2) with our upper bound on the bias (5.1).
Corollary 5.1. With the notation of Theorems 4.2 and 5.1, let us assume p, k ≥ 1 with p + k ≤ n, and p ≤ n/2 + 1. Then for every x > 0, there exists an event with probability at least 1 − 2e −x such that
Let us observe that if k is kept fixed (independent of n), making this gap decrease to 0 is possible following our upper bound by requiring p/n → 0 as n tends to +∞. More precisely it allows to achieve a convergence rate of 1/ √ n as long as p = O( √ n). According to the proof of Proposition 2.1, it arises that the LpO estimator can be expressed as a U -statistic since
and 
If q = 2, then by independence it comes
Var R 1 ( g n−p+1 ) , which leads to the result. If q > 2 and p ≤ n/2 + 1, then a straightforward use of Jensen's inequality from (A.1) provides
If q > 2 and p > n/2 + 1, let us use Rosenthal's inequality (Proposition D.2) by introducing symmetric random variables ζ 1 , . . . , ζ ⌊n/m⌋ such that
Then using for every i that
Hence, it results for every q > 2
which concludes the proof.
A.2 Proof of Theorem 3.1

From Theorem 2.2 and Eq. (2.4), let us observe it is enough to upper bound
Then, Proposition 3.1 provides for every q ≥ 2
The j-th term in the above sum is now upper bounded by
1,n with the notation of Theorem 2.1. Furthermore, let us introduce for every 1 ≤ j ≤ n,
where V k (X i ) and V ′ k (X i ) denote the indices of the k nearest neighbors of X i respectively among X 1 , ..., X j−1 , X j , X j+1 , ...X n and X 1 , ...,
From now on, we distinguish between q = 2 and q > 2 because we will be able to derive a tighter bound for q = 2 than for q > 2.
A.2.1 Case q > 2 From (A.3), Stone's lemma (Lemma D.6) provides
This leads for every q > 2 to
which enables to conclude.
A.2.2 Case q = 2
It is possible to obtain a slightly better upper bound in the case q = 2 with the following reasoning. With the same notation as above and from (A.3), one has
using Jensen's inequality. Lemma D.6 implies |B j | ≤ 2kγ d , which allows to conclude
Summing over j, one derives
where Z 0 is an independent copy of Z 1 , and the last but one inequality results from Lemma D.7.
A. 
. . , Z n ). Then using Eq. (2.3), one has
where Z ′,j,e denotes the set of random variables among Z ′,j 1,n having indices in e, and V e k (X i ) (resp. V ′,j,e k (X i )) denotes the set of indices of the k nearest neighbors of X i among Z e (resp. Z ′,j,e ).
Setting E n−p = E, let is now introduce
Applying McDiarmid's inequality (Section D.1.6) then completes the proof.
B.2 Proof of Theorem 4.1
The first step of the proof consists in using Ineq. (D.5) (generalized Efron-Stein inequality) to upper bound the 2q-th moments of
With the same notation as in the proof of Proposition 4.1, one gets for every 1
Absolute values and Jensen's inequality then provide
where P e denotes the discrete uniform probability over the set E n−p of all n − p distinct indices among {1, . . . , n}.
Let us further notice that f
where V ′,j,e k (X i ) denotes the set of indices of the k nearest neighbors of X i among Z ′,j,e with the notation of the proof of Proposition 4.1. Then it results
which leads to
Summing over 1 ≤ j ≤ n the square of the above quantity, it results
Further using that
let us now successively deal with each of these two terms.
Upper bound on T 1 First, we start by partitioning the sum over j depending on the rank of X j as a neighbor of X i in the whole sample (X 1 , . . . , X n ). It comes
Then Lemma D.5 leads to
where the upper bound results from j a 2 j ≤ (max j a j ) j a j , for a j ≥ 0. It results
Upper bound on T 2 Let us now apply the same idea to the second sum, partitioning the sum over j depending on the rank of j as a neighbor of ℓ in the whole sample. Then,
We then apply Stone's lemma (Lemma D.6) to get
Gathering the upper bounds The two previous bounds provide
Then (D.5) provides for every q ≥ 1
Hence combined with q! ≥e −q √ 2πq, it comes
The conclusion follows from Lemma D.3 with C = 16eκ
B.3 Proof of Theorem 4.2 and Proposition 4.2 Proof of Theorem 4.2.
If p < n/2 + 1: From (3.1) and (3.2) applied with 2q, and further introducing a constant ∆ = 4 √ e max C 1 /2, C 2 > 0, it comes for every q ≥ 1
with≤ q!e q / √ 2πq. Then Lemma D.3 provides for every t > 0
If p ≥ n/2 + 1: Let us now use (3.1) and (3.4) combined with (D.1), where C = n n−p+1 , q 0 = 2, and min j α j = 1/2. This provides for every t > 0
where Γ arises in Eq. (3.4).
Proof of Proposition 4.2.
With the same notation and reasoning as in the previous proof, let us combine (3.1) and (3.4) . From (D.2) of Proposition D.1 where C = n n−p+1 , q 0 = 2, and min j α j = 1/2, it results for every t > 0
where Γ > 0 is given by Eq. The proof follows the same strategy as that of Theorem 2.1 in [38] . Along the proof, we will repeatedly use some notation that we briefly introduce here. First, let us introduce Z 0 = (X 0 , Y 0 ) and Z n+1 = (X n+1 , Y n+1 ) that are independent copies of Z 1 . Second to ease the reading of the proof, we also use several shortcuts: f k (X 0 ) = f k (Z 1,n ; X 0 ), and f k (e, X 0 ) = f k (Z e 1,n ; X 0 ) for every set of indices e ∈ E n−p (with cardinality n − p). Finally along the proof, e, e ′ ∈ E n−p denote random sets of distinct indices with discrete uniform distribution over E n−p . Therefore the notation P e (resp. P e,e ′ ) is used to emphasize that integration is made with respect to e (resp. to e, e ′ ).
C.1.1 Main part of the proof
Starting from
It immediately comes
The proof then consists in successively upper bounding the two terms (C.1) and (C.2) of the last equality.
Upper bound of (C.1) First, we have
Let us now introduce the following events.
A e,e ′ ,i = {i / ∈ e, i / ∈ e ′ },
Then,
+n(n − 1)
e,e ′ ,1,2 P e,e ′ A ℓ e,e ′ ,1,2 .
Furthermore since 1 p 2 nP e,e ′ A e,e ′ ,1 + n(n − 1)
e,e ′ ,1 P e,e ′ A e,e ′ ,1 ,
e,e ′ ,1,2 .
• Upper bound for A:
To upper bound A, simply notice that:
A ≤ P e,e ′ A e,e ′ ,i ≤ P e,e ′ i / ∈ e, i / ∈ e ′ ≤ p n 2
• Upper bound for B:
To obtain an upper bound for B, one needs to upper bound
e,e ′ ,1,2 (C.4) which depends on ℓ, i.e. on the fact that index 2 belongs or not to the training set indices e.
• If 2 ∈ e (i.e. ℓ = 1 or 3): Then, Lemma C.2 proves
• If 2 ∈ e (i.e. ℓ = 2 or 4): Then, Lemma C.3 settles
Combining the previous bounds and Lemma C.1 leads to
e,e ′ ,1,2 + P e,e ′ A 3 e,e ′ ,1,2
e,e ′ ,1,2 + P e,e ′ A 4 e,e ′ ,1,2
Upper bound of (C.2) First observe that
where we used Lemma D.7 again to obtain the last inequality.
Conclusion:
The conclusion simply results from combining bonds (C.1) and (C.2), which leads to
.2 Combinatorial lemmas
All the lemmas of the present section are settled with the same notation as in the proof of Theorem 5.1 (see Section C.1.1).
Lemma C.1.
e,e ′ ,i,j = (
Proof of Lemma C.1.
e,e ′ ,1,2
= P e,e ′ i / ∈ e, j / ∈ e ′ , i / ∈ e ′ , j / ∈ e = P e,e ′ (i / ∈ e, j / ∈ e) P e,e ′ j / ∈ e ′ , i / ∈ e ′ = (
e,e ′ ,i,j = P e,e ′ i / ∈ e, j / ∈ e ′ , i / ∈ e ′ , j ∈ e = P e,e ′ (i / ∈ e, j ∈ e) P e,e ′ j / ∈ e ′ , i / ∈ e ′ = (
e,e ′ ,i,j = P e,e ′ i / ∈ e, j / ∈ e ′ , i ∈ e ′ , j / ∈ e = P e,e ′ (i / ∈ e, j / ∈ e) P e,e ′ j / ∈ e ′ , i ∈ e ′ = (
e,e ′ ,i,j = P e,e ′ i / ∈ e, j / ∈ e ′ , i ∈ e ′ , j ∈ e = P e,e ′ (i / ∈ e, j ∈ e) P e,e ′ j / ∈ e ′ , i ∈ e ′ = (
With the above notation, for ℓ ∈ {1, 3}, it comes
Proof of Lemma C.2. First remind that Z 0 is a test sample, i.e. Z 0 cannot belong to either e or e ′ . Consequently, an exhaustive formulation of
Then one has
by Lemma D.7.
Lemma C.3. With the above notation, for ℓ ∈ {2, 4}, it comes
Proof of Lemma C.3. As for the previous lemma, first notice that
where f k e 0 is built on sample e with observation (X 2 , Y 2 ) replaced with (X 0 , Y 0 ). Then 
This lemma is proved in [28] .
D.1.2 From moment to exponential inequalities
Proposition D.1 (see also [3] , Lemma 8.10). Let X denote a real valued random variable, and assume there exist C > 0, λ 1 , . . . , λ N > 0, and α 1 , . . . , α N > 0 (N ∈ N * ) such that for every q ≥ q 0 ,
Then for every t > 0,
Furthermore for every x > 0, it results
Proof of Proposition D.1. By use of Markov's inequality applied to |X| q (q > 0), it comes for every t > 0
Now using the upper bound N i=1 λ i q α i ≤ N max i {λ i q α i } and choosing the particular valueq =q(t) = e −1 min j t N λ j 1 α j , one gets
which provides (D.1).
Let us now turn to the proof of (D.2). From
Hence,
since e q 0 min j α j ≥ 1 and −x + q 0 min j α j ≥ 0 if q < q 0 .
D.1.3 Sub-Gaussian random variables
Lemma D.2 (Theorem 2.1 in [7] first part). Any centered random variable X such that
for all q in N + .
Proof of Corollary D.1. First note that
Consequently,
.., X n be independent random variables taking values in a set A, and assume that f : A n → R satisfies
Then for all ε > 0, one has
A proof can be found in [19] (see Theorem 9.2) .
. . , X n denote independent real random variables with symmetric distributions. Then for every q > 2 and γ > 0,
where a ∨ b = max(a, b) (a, b ∈ R), and B(q, γ) denotes a positive constant only depending on q and γ. Furthermore, the optimal value of B(q, γ) is given by 
Proof of Proposition D.3. From Lemma D.4, let us observe
by choosing γ = 1.
• if 4 < q,
Plugging the previous upper bounds in Rosenthal's inequality (Proposition D.2), it results for every q > 2
which leads to the conclusion. • for every 2 < q ≤ 4,
• for every 4 < q,
by use of Lemma D.10 and √ q 1/q ≤ √ e for every q > 2.
If q > 4, In the same way,
Proof of Lemma D.5. The first equality is straightforward. The second one results from simple calculations as follows. 
where f k = f k (Z 1,n−1 ; .) is the kNN classifier built from a sample of cardinality n − 1.
This lemma corresponds to Theorem 24.4 in [19] where the proof can be found. by setting x = √ 2t. In particular, this implies
Lemma D.11. Let S denote a binomial random variable such that S ∼ B(k, 1/2) (k ∈ N * ). Then for every q > 3, it comes
Proof of Lemma D.11. Since S − E(S) is symmetric, it comes
Using Chernoff's inequality and setting u = k/2v, it results 
where N = X + Y . Furthermore, the conditional distribution of X given N = X + Y is a binomial distribution B(N, 1/2). Then Lemma D.11 provides that .
