This letter aims to present a novel approach for unmanned aerial vehicles (UAV)' path planning with respect to certain quality of service requirements. More specifically, we study the max-min fairness problem in an air-to-ground communication system where multiple UAVs and multiple ground stations exist. We jointly optimize the UAVs trajectories and power allocation as well as the user scheduling. To this end, we propose an effective iterative algorithm that relies on the successive convex approximation and the block coordinate decent techniques.
complex and challenging missions with higher speed and especially with increased performance and efficiency. However, with the use of a multi-UAV system, we are facing a new kind of problems such as interference, energy efficiency, path planning, user scheduling, etc. For instance, the work in [7] has treated the path planning problem for a multi-UAV system using genetic algorithms and Bezier curves. Furthermore, a game theoretic approach has been presented in [8] to reduce the interference between the UAVs. However, none of these works provided a systematic solution for all these problems considered together. And it is in this context that we conducted this research.
In this letter, we study a multi-UAV aided wireless system where a group of UAVs are used to provide down-link communication to a group of ground stations (GT) in a two dimensional area given certain quality of service requirements in communication. The objective here is to maximize the minimum average rate among ground stations in order to achieve fair performance among them during a given finite period. To this extent, we consider a joint optimization problem in which we have to provide an efficient flight trajectory solution for every UAV with specifying the optimal UAV-user association and power allocation at each time. To that end, we propose an iterative algorithm based on the successive convex approximation (SCA) and the block coordinate decent (BCD) techniques. The proposed algorithm and the resulting fairness will be verified by simulation results.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a wireless communication system where M UAVs are employed to communicate with K ground stations. Furthermore, we assume that every ground station k (k = 1, .., K) has a fixed position w k = [x k , y k ] on the ground, while all the UAVs (m = 1, .., M ) fly on the two dimensional coordinate q m (n) = [x m (n), y m (n)] at a fixed altitude H 1 . Thus, the distance between an UAV m and a ground station k is expressed by d k,m (n) = H 2 + q m (n) − w k 2 . For ease of exposition, we assume that the high altitude of UAVs enables them to effectively establish line-of-sight (LoS) link and the Doppler effect caused by their mobility is well compensated at 1 We suppose here that the trajectory optimization problem is intractable over continuous time. For ease of exposition, we use the discrete linear state-space approximation. This method consists of discretizing the time horizon T into N time slots with a step size δt. So, we have t = nδt with n = 0, 1, . . . , N . Thus all the formulas in this letter will be defined as a function of the discrete time instant n. the receivers. Therefore, the time-varying channel between an UAV m and a ground station k follows the free-space path loss model, which can be expressed as h k,m (n) =
where β 0 represents the channel gain at reference distance (d = 1 m).
We also assume that all the UAVs operate in the same frequency band. Thus, the corresponding received signal to interference plus noise ratio (SINR) at user k from UAV m is computed as
where p m (n) denotes the down-link transmit power of UAV m, σ 2 0 represents the variance of additive white Gaussian noise (AWGN) at the receiver and the term
for the co-channel interference (CCI) received by ground station k during its communication with the UAV m at time n. We consider the power control of the signals transmitted by UAVs to ground stations at each time n in order to manage co-channel interference to the other users. The down-link transmit power of an UAV m at time instant n is constrained on 0 ≤ p m (n) ≤ P max , where P max denotes the maximum allowable transmit power at the UAV.
In order to define the UAV-user association and scheduling, we use a binary variable α k,m (n) that takes 1 during communication between an UAV m and a ground station k in time n.
Otherwise, it is equal to 0. Then, we can define the achievable rate of user k over the period N is given by:
Each UAV operates with a finite amount of energy due to the compact size requirement which is limiting the serving time and data rate on flight. As explained in [9] , we assume that the communication energy consumption is much smaller than the propulsion energy consumption and we only consider the propulsion power as the source of energy consumption, which can be expressed by
where c 1 and c 2 are constants, g is the gravitational acceleration, w is the mass of an UAV and E max is the maximum allowable propulsion energy during the period N . In (3) v m (n) and a m (n) are the velocity and acceleration of UAV m at time instant n which are approximated by the first order Taylor expansion as
The velocity and acceleration speed are limited to
where V max and V min are the maximum and minimum velocity during flight and a max is the maximum acceleration.
We suppose that, at each time slot, each UAV serves at most one ground station and that each ground station is served at most by one UAV. Thus, the constraints on association binary variables are given by
III. MAX-MIN RATE PROBLEM FORMULATION
In order to better understand the problem, we adopt the following notations :
• S= {α k,m (n) ∀k, m, n}: the User-UAV association.
• P= {p m (n), ∀m, n}: the transmit power of the UAVs.
• Q= {q k,m (n), ∀k, m, n}: the UAVs' trajectories.
• V= {v k,m (n), ∀k, m, n}: the UAVs' velocities.
• A= {a k,m (n), ∀k, m, n}: the UAVs' accelerations.
As explained in the first section, we want to jointly optimize the down-link communication and the UAV-user scheduling as well as the trajectory, velocity and acceleration of each UAV in order to maximize the minimum average rate among all users. To this end, if we set µ = min
we end up with the following problem (P1) :
Problem (P1) is challenging to solve due to the following reasons. To begin with, our problem includes integer constraint that is expressed in (11) due to the presence of the binary optimization variables of UAV-user scheduling and association. Furthermore, the constraints (3), (8), and (10) are not convex with respect to either Q, V, A, P. Finally, all the optimization variables are closely correlated. For instance, even a slight change of a given UAV trajectory can have an enormous impact on the trajectories of the other UAVs. So, we need to jointly optimize these variables in order to reach the better solution. All these constraints yield a mixed-integer non-convex problem and, in general, there is no standard method for solving this kind of problems efficiently.
IV. PROPOSED ALGORITHM
Our problem is a mixed-integer non-convex problem that involves integer constraints. To tackle our problem of interest, we relax our problem by changing the binary variables of UAV-user scheduling into continuous variables. So, the resulting problem (P2) is:
This relaxation implies that the objective value of the new problem (P2) will be considered as an upper bound of the problem (P1). Thus, from now on, we will optimize this new problem (P2) which is still non-convex due to the constraints (3), (8) and (10).
In order to do so, we use an iterative algorithm by leveraging the (BCD) method. Specifically, we divide our optimization variables into two blocks; the first block is for the user scheduling and association (S) and the second one is represented by the UAVs trajectory and power control (Q, V, A, P). So, these two blocks are alternately optimized in each iteration. As a result, we obtain two sub-problems of problem (P2).
In the first sub-problem, we only retain the constraints that are related to the user scheduling, while other variables (Q, V, A, P) are fixed. Thus the first sub-problem (P2.1) can be expressed as:
(P2.1) is a standard linear problem. So, it can be solved directly by using some known optimization tools.
In the second sub-problem (P2.2), we only retain the constraints that depend on the UAVs' trajectory, velocity, acceleration and power control. Thus, (P2.2) is defined by
The sub-problem (P2.2) is still non-convex due to the constraints (3), (8) and (10). In order to solve it, we first couple the trajectory and the transmit power variables by introducing an
Additionally, the constraint (12) is transformed into
which is still non-convex. Thus, if we set B= [B k,m (n), ∀k, m, n], we have the new problem (P3) which can be formulated as
.
In the following, we will try to solve the sub-problem (P3) using the successive convex optimization techniques. The main idea consists in finding another convex problem which represents a lower bound of (P3). Then, we successively maximize the lower bound of (P3) via optimizing the trajectory and the auxiliary variable.
Using the approximations in (Appendix A), we can find a convex problem (P4) for a given trajectory, velocity and the auxiliary variable (Q r , V r , B r ) at iteration r defined by:
where the constants D k,m (n), F k,m (n) and R upper k,m (n) are given by:
It is worthy noting that the feasible set of problem (P4) can be considered as a subset of the sub-problem (P2.2). Thus, by solving iteratively the problem (P4), we will be successively optimizing the lower bound of sub-problem (P2.2) in order to better approximate it. Thus, we will end up with an efficient approximate solution of the latter. Finally, we present an overall algorithm that synthesizes all the work done in this perspective:
Algorithm : (BCD) Algorithm for problem (P2).
2) Repeat a) Solve problem (P2.1) for given Q r ,V r ,B r , and denote the optimal solution as S r+1 .
b) Solve problem (P4) for given S r+1 , and denote the optimal solutions as Q r+1 ,V r+1 ,B r+1 .
c) Update r = r + 1. 3) Until The fractional increase of the objective value of problem (P2) is below a threshold
As explained in (Appendix B), our algorithm performs better at each iteration and is guaranteed to converge. We will prove that our algorithm performs very well by testing its effectiveness on some examples.
V. NUMERICAL RESULTS
We consider a system model composed of M = 2 UAVs and K = 6 ground stations that are randomly and uniformly distributed in a two dimensional area of 500 × 500 m 2 . We assume that all the UAVs fly at a fixed altitude H = 100 m and the channel power at reference distance (d = 1 m) and the noise variance are respectively equal to β 0 = −60 dB and σ 2 0 = −110 dBm. The peak transmission power is set at P max = 0.1 Watt and the threshold accuracy is set to = 0.1. We assume that the constants c 1 and c 2 in the expression of the propulsion energy are equal to c 1 = 9.26 × 10 4 and c 2 = 2250, respectively. We set the minimum and maximum velocity and acceleration to be equal to V min = 3 m/s, V max = 50 m/s and a max = 5 m/s. We also choose N = 100 and δt = 1.
Next, in order to use our algorithm, we need to provide an initial scheme for the different variables of our model. To that end, we start by providing a simple systematic circular trajectory design for all the UAVs using the K-mean clustering algorithm to find the radius and center (also called centroid) of each trajectory as explained in (Appendix C). We also assume that the initial speed of every UAV m is set to be constant during all the flight.
Regarding the user scheduling, at each time slot, every UAV m will communicate with the closest ground station that belongs to its assigned cluster m that results from the K-mean clustering algorithm. Also, the transmission power of all the UAVs is set to be at its maximum level P max .
Thus, we end up with an efficient initialization scheme for our problem due to the following reasons. First, this method offers a feasible solution that is compliant with all the constraints of our problem. Second, by using this method, we ensure that all the UAVs will provide full coverage for the areas that contains the ground stations. As a result, all the ground stations will be served equally during the flight. Thus, this will help achieve fair performance between all the ground stations which represents our main goal from the beginning.
Finally, since the K-mean clustering algorithm divides the ground stations into clusters that are generally far away from each other, we can guarantee that the UAVs are sufficiently separated during their communications with the ground stations. As a result, this tends to minimize the co-channel interference on the ground stations and thus, the achievable data rate at the ground stations will be at its maximum level. We note that, in the initial solution that we provided, the UAV 2 communicates only with two ground stations which are represented by the red dots in Figure 1 . After applying our proposed algorithm, the UAV 2 extended its trajectory in order to serve a third ground station that was only served by the first UAV in the initial solution as shown in Figure 1 .
A. Convergence of our Algorithm
Let us study the convergence behavior of our algorithm. It can be observed from the Table I below that the max-min throughput increases in every iteration. We also note that our algorithm converges quickly to a final solution within about 10 iterations. 
B. Performance Analysis
Let us compare the performance of our proposed solution to the initial trajectory solution.
We note that our proposed solution allows us to achieve results that are significantly better than those obtained from the initial solution. Indeed, the max min rate has increased from R = 70
Bps/Hz to R = 212 Bps/Hz for a duration T = 100 s. This represents an improvement of nearly 150 Bps/Hz in the overall performance. We also note from the Table II that the UAVs have planned their movements so that the users have the same duration of communication with them. Additionally, we note that the ground stations have received roughly the same rate which is equal to R = 208 Bps/Hz. Thus, we consider that the objective of achieving a fair performance among all users is achieved.
VI. CONCLUSION
In this paper, we have investigated the max-min fairness problem between users in wireless communication with multiple UAVs. The main objective behind this problem was to design an efficient solution that jointly optimizes the UAVs' trajectories, the transmission power and the use scheduling that meet certain quality of service requirements. To this end, we proposed an effective iterative algorithm that regroups the BCD and the SCA techniques. Then, we demonstrated the effectiveness and performance of our algorithm compared to the baseline circular path planning scheme.
APPENDIX A
In this section, we will solve (P3) using the successive convex optimization techniques. Let us first start by the constraints (3) and (8) . The resulting sets of these constraints are not convex with respect to V. Thereby, we start by introducing a slack variable λ m (n) and replacing it with v m (n) . As a result, by defining Λ = {λ m (n) ,∀m, n} we obtain the following problem (P3.a) :
Λ is now considered as a new decision variable set. Additionally, we have also two new constraints (16) and (17). It is worth noting that at the optimal solution of this new problem (P3.a),
we must have λ m (n) = v m (n) . Otherwise, we can enlarge the feasible region corresponding to the constraint (17) by increasing λ m (n). Therefore, we can say with certainty that the problem (P3.a) is equivalent to the previous problem (P3).
In addition, with this new reformulation, the resulting set of the energy constraint (15) is now convex with respect to (V, A, Λ). The constraint (16) is also convex with respect to Λ. However, the new constraint (17) is non-convex with respect to V.
Next, As stated earlier, we are trying to solve (P3.a) approximately by solving iteratively a series of convex problems that represent a lower bound to this latter. So, as we want to maximize µ, our approach consists into shrinking the feasible set of the non-convex constraints by making some approximations in order to make them convex.
Specifically, we apply the successive convex optimization. So, we define the given velocity of an UAV in the r th iteration as V r = {v r m (n) , ∀m, n} which represents the solution of V r computed at the (r − 1) th iteration. Then, we use the following lemma:
If f is a convex (respectively concave) function with respect to a certain variable x ∈ X. Then f is lower (respectively upper) bounded by its first order Taylor expansion at any point x, y ∈ X. Thus:
Since f (x)= x 2 is convex, we apply the previous lemma by taking x = v m (n) and y = v r m (n) Consequently, we have the following result:
As a result, we define the new constraint
As a result, for a given trajectory B r defined in the r th iteration, the non-convex constraint (10) can be approximated by:
Now, Let us consider the constraint (14). The resulting set of this constraint is not convex with respect to Q. So, as explained in the beginning of this section, we need to find a lower bound to the right-hand side of this constraint which is convex.
As shown in (Appendix D), the function B k,m,max (n) =
2 is a concave surrogate function. As a result, after we define Q r = {Q r m (n) , ∀m, n} which represents the given trajectory calculated in the (r − 1)
th iteration, we have the following results:
where the constants D k,m (n) and F k,m (n) are given by
As a result, for a given trajectory Q r defined in the r th iteration, the non-convex constraint (14) can be approximated by:
Finally, for a given trajectory, velocity and the auxiliary variable (Q r , V r , B r ), we obtain the problem (P4).
Thanks to the lower bounds that we adopted in the constraints (10), (14) and (17), the resulting set of all the constraints of the problem (P4) are convex. As a result, the problem (P4) is now considered as a convex optimization problem that can be solved efficiently using some predefined optimization solvers.
As a result, we can affirm that, in each iteration, the objective value µ of our main problem (P2) increases or at least remains unchanged. Additionally, since the objective value is upper bounded, the convergence of our algorithm is thus proved.
APPENDIX C K-MEANS CLUSTERING ALGORITHM
A. Definition K-means clustering is an unsupervised learning algorithm which is mainly used in data mining and statistics. This iterative method aims to partition the data into K clusters by allocating each point to the cluster with the nearest mean. In other words, this method clusters automatically similar data examples together.
The intuition behind K-means is an iterative procedure that is explained in the following algorithm:
Algorithm : K-means Clustering Algorithm 1) Centroids initialization.
2) Repeat a) Calculate distance between the points and the centroids.
b) Assign the points to the closest cluster.
c) Update the position of the centroids.
3) Until Convergence
As explained in the above algorithm, we first start by initializing the position of the centroids (points that represent the center of the clusters). In the second step, for each point, we calculate its distance to all the centroids and then assign it to the closest one. More formally, if we define C as the set of centroids, then each point x is attributed to a cluster based on:
arg min
In the third step, we update the position of the centroids by taking the mean of the locations of all the points assigned to that centroids cluster. More precisely, the new positions of the centroids are given by :
where S i and |S i | are respectively the set and the number of the ground stations that belongs to the i th cluster.
Finally, we repeat iteratively the second and third steps until there is no change in the position of centroids.
B. Application of the K-means Clustering Algorithm
We apply the K-means clustering algorithm in order to divide the ground stations into M clusters. First, we randomly initialize the position of the M centroids. Then, as explained in the previous subsection, we first assign every ground station to the closest centroid and then we update the position of these centroids by taking the mean of the cluster. So, this process is repeated iteratively until convergence to a final solution.
Next, we attribute every cluster to a UAV m. So, every UAV m will communicate only with the ground stations that are located in its given cluster. The figures 2 and 3 illustrate the iterative process that we used. So, in the end, we obtain two clusters of ground stations in which the red dots are assigned to one UAV and the blue dots are assigned to the other UAV.
Afterwards, we provide a circular trajectory as an initialization scheme for every UAV in which the centroids that we obtained from the K-mean clustering algorithm will represent the center of the circular trajectory of every UAV. Furthermore, the radius of this trajectory circles will represent the average distance from the centroid to its assigned ground stations which belong to the same cluster. In other words the radius r m is defined by: 
