The multicanonical basin hopping ͑MUBH͒ method, which uses a multicanonical weight in the basin hopping ͑BH͒ Monte Carlo method, was found to be very efficient for global optimization of large-scale systems such as Lennard-Jones clusters containing more than 150 atoms. We have implemented an asynchronous parallel version of the MUBH method using the message passing interface ͑MPI͒ to take advantage of the full usage of multiprocessors in either a homogeneous or heterogeneous computational environment. Based on the intrinsic properties of the Monte Carlo method, this MPI implementation used the task parallelism to minimize interthread data communication. For a Co nanocluster consisting of N atoms, we have applied the asynchronous multicanonical basin hopping ͑AMUBH͒ method ͑for 181Ͻ N ഛ 200͒, together with BH ͑for 2 ഛ N Ͻ 150͒ and MUBH ͑for 150ഛ N ഛ 180͒, to search for the molecular configuration of the global energy minimum. AMUBH becomes the only practical computational scheme for locating the energy minimum within realistic computational time for a relatively large cluster.
I. INTRODUCTION
Global optimization of a multivariable function that has a complex landscape is a challenging task which has continuously attracted attention. 1 By taking the target function as an effective "energy potential" and treating the involved variables as the coordinates of particles, searching for the global minimum can be interpreted as a procedure to locate the ground state of a physical system. Stochastic computational methods, mostly variations of the Monte Carlo method, are based on the statistical aspect of a physical problem and have become one of the major branches in the field of optimization. For complex systems where a large number of energy minima exist, these methods are much more effective.
Since its first appearance half a century ago, 2 there are different implementations of the Monte Carlo method for optimization. Of central importance to all Monte Carlo methods, the statistical weight relates the energy potential to the coordinate system. The simulated annealing ͑SA͒ method 3 is the most commonly used algorithm in which a Boltzmann weight has been adopted where temperature plays a pivotal role in determining the thermodynamic properties. Initially, system configurations are generated at high temperature, based on the Boltzmann weight, simulating the melted state of the system. Following a prescribed cooling schedule, the temperature is lowered in stages until the system freezes at a low-temperature solid state, corresponding to an energy minimum. A well chosen cooling strategy encourages the simulation to yield a crystal state close to the global energy minimum. However, because of the fluctuation nature of the thermodynamics, SA cannot predict the precise value of the global energy minimum. Furthermore, it is also possible that the system can be trapped in undesirable local energy minima.
The introduction of non-Boltzmann weighting scheme into Monte Carlo ͑MC͒ methods by Torrie and Valleau 4 offered a new insight into the traditional MC method, which partially resolved the trapping issue. The basic idea behind a reweighting scheme is to introduce a statistical weight other than the canonical Boltzmann one to ensure a more extensive searching of the low-energy space to improve the chance of reaching the global minimum. An ideal choice of the weight is the inverse of the density of states of energy, which would lead to the desired uniform random-walk trajectory over the entire energy space. However, the density of states is unknown a priori, and the multicanonical ͑MUCA͒ Monte Carlo method [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] generates an approximation to it by improving the estimate iteratively. The procedure is repeated until no further significant improvement of the multicanonical weight is obtained, and the approximate location of the energy minimum is determined.
There are other Monte Carlo based methods that can be used to pin down the precise value of energy minima. The basin hopping ͑BH͒ method 1 is the combination of a Boltzmann-weight-based Monte Carlo method and a deterministic local minimization procedure. The original configuration is replaced by its nearest local minimum configuration, precisely computed from the deterministic procedure. Using the local minimum rather than the original energy potential, such a scheme maps the energy landscape into a staircase form where plateaus are the local energy minima. In BH, a Boltzmann weight is then used to move the system from plateau to plateau in the transformed energy space.
Both MUCA and BH have already shown success in their applications to finding stable structures of crystalline clusters 1, [15] [16] [17] [18] [19] [20] and predicting protein native structures. 9, 12, 14, 17, 21, 22 MUCA, inasmuch as SA, has some difficulties in locating the energy minimum accurately because of the thermodynamic nature of the methods. In BH, though each new energy minimum is precisely determined, the hopping between the energy minima can still be trapped in a deep minimum area for a long time, which is an inherited problem from the finite-temperature Monte Carlo method. When the system size is large it becomes difficult to reach the global minimum within a reasonable computational time. The multicanonical basin hopping ͑MUBH͒ method, 23 which combines the advantages of BH and MUCA, was recently proposed. MUBH takes the main idea from MUCA by using the multicanonical weight but this weight, as in BH, is based on the nearby local minimum of each visited configuration, calculated deterministically. In other words, MUBH is a MUCA method based on the reduced energy landscape of BH. When applied to the Lennard-Jones ͑LJ͒ clusters, MUBH shows substantial improvement in efficiency over BH for relatively large clusters. 23 The success is mainly the result of avoiding the potential pitfalls in the original MUCA and BH methods.
Beyond the improvement of computation algorithm, we can also take advantage of the distributed computation environment that can carry out a single computational task on multiple processors. A typical Monte Carlo algorithm is a Markov chain procedure in which every new step is generated from the previous step. The acceptance or rejection of a step is determined by the relative weight generated from the current step in comparison with that from the previous step, according to a selection rule, such as the Metropolis criterion. There are two main directions to implement a Monte Carlo based optimization algorithm in a distributed environment. Intrinsically, a Markov chain is a serial task that is most suitable for linear processing. However, depending on the physical system, the computation could still be parallelized, by using for example the domain decomposition method 24 or the energy parallelization method. 25, 26 The parallelization of this category can follow nearly the same trajectories as its corresponding sequential code, but the procedure is difficult to implement and the speedup is strongly system dependent. An alternative approach is based on several different simultaneous Markov chains. 27 Starting with different initial ͑random͒ conditions for multiple Markov chains, each Markov chain runs independently on one processor. Because of the stochastic nature of these optimization methods, this would multiplicatively increase the probability of finding the final result; hence the computational time would be shortened. To this end, we propose the asynchronous multicanonical basin hopping ͑AMUBH͒ method in this paper, which is a parallel implementation of the MUBH method. A single computation is carried out over multiple processors, each carrying out one independent computation starting from a different initial condition. AMUBH combines the statistical histograms collected from all processors for occasional update of the multicanonical weight, which is then distributed to each processor for continuing calculations. Running threads are not required to finish synchronously for the update.
The study of nanoclusters composed of either metallic atoms, nonmetallic atoms, or their mixture is of fundamental importance 1, 16, 18, [28] [29] [30] [31] [32] [33] [34] to nanotechnology where unusual physical and chemical properties of nanoclusters depend strongly on cluster size N. Even changing a single atom in the cluster may dramatically alter the nanocluster properties, such as specific heat and the magnetic susceptibility. 29, 31, 32 The parallelization of MUBH enables us to examine the crystal structures of large clusters. The present study employs BH, MUBH, and AMUBH to compute the global minimum energies of the Co nanoclusters 28 with size up to N = 200.
By first giving a brief review of MUBH, we introduce the AMUBH method which employs the message passing interface ͑MPI͒ in Sec. II. After discussing the empirical Gupta potential of the Co-Co interaction and presenting the main computational results in Sec. III, we analyze the Co nanocluster structures in Sec. IV. We identify the most stable structures by subtracting the individual cluster minimum energies from a smooth background fitted to all the cluster energies, and introduce the procedure of structure mapping to facilitate the locating the global minima of the clusters. We then compare our theoretical results with the experimental data. Finally, we summarize our findings in Sec. V.
II. COMPUTATIONAL METHOD

A. Multicanonical basin hopping "MUBH… method
We consider a physical system described by a potential energy E͑r͒, where r is the multidimensional vector of the internal coordinates, and we search for the global energy minimum of E͑r͒. In the basin hopping method, 1 for an initially given system configuration r, we first locate its local minimum E͑r min ͒ at r min by using, e.g., the limited-memory quasi-Newton optimization method. 35 Then, a small trial "move" deviating from r min is attempted so that a new configuration rЈ is generated. The local minimum near rЈ, E͑r min Ј ͒ at r min Ј , is generated by the same method. The acceptance of the new configuration is determined according to the Metropolis criterion using the relative Boltzmann weight
This procedure is performed iteratively. In principle, the procedure is equivalent to transforming the potential-energy landscape E͑r͒ into a new one which contains only the local minima of E͑r͒, i.e.,
where min͕¯͖ stands for the local energy minimization procedure. A schematic illustration of this energy transformation of two variables is shown in Fig. 1 . Figure 1͑c͒ is the transformed energy landscape, each plateau representing ͕r min ͖ of the original potential-energy surface. Several BH trajectories with different starting conditions are illustrated in Fig. 1͑e͒ , demonstrating the Brownian movement on the transformed energy landscape, jumping from plateau to plateau. The transformation significantly simplifies the energy landscape and eliminates the original energy barriers, so that the Monte Carlo procedure browses over the minima only. This method has been demonstrated to be very efficient in locating the global minima of small systems. 1 However, there still exist energy barriers in the new landscape, i.e., new maxima, which are actually some of the original minima, that separate deeper minimum wells. 23 The Boltzmann weight is used in BH for evaluation of acceptance of a move:
where Ẽ stands for the Ẽ ͑r͒ in Eq. ͑1͒ and ␤ is the inverse temperature ͑k B T͒ −1 . Denoting the density of states of the transformed landscape as ͑Ẽ ͒, we can write the energy probability distribution as
which is strongly peaked at the average energy corresponding to temperature T. 23 For small systems, the reduced energy landscape is rather simple so that BH can browse over most of the energy space effortlessly. For large systems, however, the reduced energy space can still be complicated and energy wells can be separated by high barriers. Similar to the usual Monte Carlo simulation the searching process could be trapped in an energy well for a long time, missing the real global minimum within a finite computational time. To overcome this problem, the merits of the multicanonical Monte Carlo method is noticeable.
In a multicanonical ensemble, the weight function is designed in a very different way compared to the Boltzmann weight. To ensure a uniform probability distribution in reduced energy, 
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the multicanonical weight function w mu ͑Ẽ ͒ is chosen to be inversely proportional to the density of the reduced energy states,
Without loss of generality, the constant of proportionality in Eq. ͑4͒ is set to unity because only the relative weight is required in the Metropolis scheme. This new weighting scheme is designed with the expectation that the system moves through the entire reduced energy space by a random walk. In theory, the probability of visiting a lower energy can be improved without losing the ability to sample a higher energy; this helps the system to move out of the deep energy wells.
In practice, however, the density of the reduced energy states, and thus the multicanonical weight, w mu ͑Ẽ ͒, are not known a priori, and must be estimated by a numerical procedure in a computer simulation. We adopted the recursive scheme of Berg and Neuhaus 5, 6 and Berg 7, 8, 10 for estimating the weight, which is a stable method in determining w mu ͑Ẽ ͒ iteratively. We first performed a limited BH run, and estimated an energy lower bound E 0 as well as an energy upper bound E L by setting it close to the histogram maximum collected in the run.
Each bin is labeled by i ͑i =1,2, ... ,L͒ and characterized by its upper energy E i , so that the histogram in the ith bin is denoted by H͑E i ͒. Two additional bins are further defined, the zeroth bin for Ẽ ഛ E 0 and the ͑L +1͒th bin for Ẽ Ͼ E L . Hence the bin division covers the entire energy space. Following Berg's MUCA implementation, the system entropy S͑Ẽ ͒ϵln ͑Ẽ ͒ =−ln w mu ͑Ẽ ͒ in bin i is parametrized as
The parameters ␣ i and ␤ i , i =0,1, ... ,L − 1, for the ͑n +1͒th iteration can be computed from the histogram distributions using 
͑0͒ is the initial temperature parameter. For i = L and i = L +1, ␤ i and ␣ i are always chosen to be ␤ ͑0͒ and 0 respectively. The correction coefficient ĝ i ͑n+1͒ in Eq. ͑7͒ has the form of
After every iteration update of ␣ i and ␤ i , the multicanonical weight within bin i is then calculated from
We illustrate the multicanonical weight updating procedure by the flow chart shown in Fig. 2 .
B. Asynchronous multicanonical basin hopping
"AMUBH… method We have mentioned the benefit of distributed computing in a considerable speedup in searching for the global minimum. Another crucial aspect of any algorithm is the portability in variable computational environments, in particular, in differently structured computer clusters. The program is implemented using the MPI with C bounding, since MPI is accepted as the future message passing standard 36 and is widely available. There is no need to modify the source parallel codes when porting from one platform to another as long as it supports MPI. To ensure that the code can make the full usage of various types of processors in a cluster, we have designed the code so that faster CPUs would not need to wait for the slower CPUs to finish a certain segment of computation. The flow chart for AMUBH is shown in Fig. 3 . Suppose there are N p processors. After the input of all the parameters for the system in the initialization step, jobs are distributed to each of the N p processors. A simulation begins in a processor with a random configuration obtained by providing the random number generator a distinct seed, which results in the uncorrelated random number sequence across the cluster. From these initial conditions, N p different Markov chains were generated simultaneously in the simulation. Except for the weight updating step, all the other steps in each processor were carried out identically to those in a stand-along sequential MUBH calculation. When the weight updating step ͑MUCA update͒ is reached, the main node, which we call CPU0, sends a request to all the other CPUs to ask for their collected histogram and waits for their answers. Upon receiving such request, each CPU sends their histogram collection to CPU0 after the current Monte Carlo step is completed-a minimal amount of delay because each Monte Carlo step takes a short CPU time. After the arrival of all the histograms, CPU0 combines them with its own and use the resulting tally to calculate ␣ i and ␤ i according to Eqs. ͑7͒ and ͑8͒. Then the updated ␣ i and ␤ i are sent back to other CPUs to continue on the next iteration using the multicanonical weight of Eq. ͑11͒ until another request for a histogram update arrives. In implementing this scheme, the only idle time occurs at CPU0 during the period between sending out the MUBH update request and receiving the histograms from the last CPU. All the other CPUs keep on running after sending out the histograms to CPU0, in case a new global minimum is found before the updated ␣ i and ␤ i from CPU0 arrive. Of course the histogram information collected during this "waiting period" by these CPUs cannot be used for the next update since the old weight is still being used. For a large system, the idle time is inconsequential compared to the total time required for the computation.
The main feature of AMUBH is that the convergence in estimating ␣ and ␤ can be obtained approximately N p times faster than that in a sequential code. If we need M Monte Carlo steps in sequential MUCA to update the weight, we may need approximately M p = M / N p Monte Carlo steps on average to obtain the new ␣ i and ␤ i . The sooner the multicanonical weight converges, the earlier AMUBH offers the probability for the system to visit the rare configurations, although the real time required to locate the global minimum may not scale linearly with the number of processors.
To demonstrate the improvement, AMUBH was applied to finding the minimum-energy configurations of LennardJones cluster of sizes N = 165, 170, and 180, with initial temperature T ͑0͒ = 2.0. The results were compared with those obtained from sequential MUBH presented in Ref. 23 ͑shown in Table I͒ . For each AMUBH run, the job was stopped when a global minimum obtained in Ref. 23 was found. The tests were run on a homogeneous computer cluster, and we took the MC steps of the CPU that found the global minimum as the MC steps of the entire run. In Table I , we have listed the average AMUBH steps needed to find the minimum in successful runs. To more faithfully present the statistics, we have also listed F, the number of runs in which the job met a preset upper limit of MC steps without finding the global minimum, and T, the total number of runs conducted. The upper limit of total MC steps was set at 8 ϫ 10 4 , 1.5ϫ 10 5 , and 2 ϫ 10 5 for N = 165, 170, and 180, respectively. We can see from the table that there is substantial improvement of the performance of AMUBH over MUBH. 
III. CRYSTAL STRUCTURE OF THE COBALT NANOCLUSTERS
Recently, the size distribution of monodispersed Co nanoclusters on a single-crystal Si 3 N 4 film at room temperature has been experimentally determined. 28 Thus it is of interest to determine theoretically the energy and structure of the global minima of Co clusters and compare with experimental results.
Empirical many-body potential played an important role in computer simulation of the thermodynamic and structural properties of physical clusters. The Gupta potential 37 has been successfully applied to metal clusters 16, 18, 30, 33 even though it was originally proposed for studying lattice relaxation at a metal surface. The N-body Gupta potential energy is given by
Here, V d ͑i͒ is a many-body potential for particle i based on the tight-binding model, which has the form
where r 0 is the equilibrium nearest-neighbor interatomic distance in the bulk. The excluded-volume nature of the cluster is represented by a short-range repulsive potential V r ͑i͒, Results from the structure mapping of the corresponding Lennard-Jones configuration; BH gives −391.937 075 9 eV for N = 103 and −395.935 966 7 eV for N =104.
where and q in Eq. ͑13͒ and and p in Eq. ͑14͒ are parameters for different metallic clusters. For the Co clusters = 1.4880 eV and q = 2.286, and = 0.0950 eV and p = 11.604. 38 Using data from Ref. 37 , r 0 is determined to be 2.497 Å even though this parameter is not needed in our simulation as interatomic distance can be measured in units of r 0 .
Using the BH, MUBH, and AMUBH methods, we are able to locate the global minima of Co clusters with system size N up to 200. As discussed in Ref. 23 , BH is sufficiently efficient for small clusters, so that for cluster size N ഛ 150, we used BH to calculate the global minima. For 150Ͻ N ഛ 180, MUBH is utilized to improve the sampling efficiency. When the system becomes even larger, 180Ͻ N ഛ 200, MUBH will take too long to locate the global minimum in a single simulation, and only AMUBH, the asynchronous parallel version of MUBH, is capable to locate the global minima within reasonable computational time by utilizing several processors. In most of our runs, we used eight processors.
We summarize the results of the global minima of Co clusters with N up to 200 in Table II , obtained from the BH, MUBH, or AMUBH methods as discussed above. It is possible that there may still exist global minima which we are unable to locate. Even for a "small" Lennard-Jones system of N = 98, it has been estimated that there are of the order of 10 40 local energy minimum states. 15 It is only recently that a new configuration, the Leary tetrahedron structure, 15 was discovered with lower energy minimum than previously found. Technically, it is impossible for Monte Carlo methods, no matter how efficient they are, to browse over all the system configurations in reasonable time, especially for large systems. Nonetheless, we believe that the great majority of the energy minima listed in the table are the true global minima.
IV. ANALYSIS AND DISCUSSIONS
A. Most stable structures
The global minimum energies by themselves do not provide too much information about the structural changes in the system. To observe how particularly stable clusters stand out from the average trend, we first fitted the energies in Table II to a smooth background,
The 
B. Structure mapping
For clusters with binary interaction between particles, the relative potential range and shape determine the most stable structure for a typical cluster size N. The interaction potentials between any two atoms in a cluster is repulsive at a short distance due to the strong Coulomb repulsion when electron clouds of the atoms overlap, and is attractive at a long distance because of induction and dispersion effects, so that there is a potential well with a minimum at the two-atom equilibrium separation. Model potentials such as the Lennard-Jones potential, the Morse potential, and the Gupta potential all share these general features. The similarity of the potentials will give rise to similar physical properties, which may include the lowest-energy structure. In Fig. 5 , we compared the Lennard-Jones potential with the Gupta potential of two atoms, and we can see that they are very similar to each other. Taking data from the Cambridge Cluster the interatomic distances in the clusters by the ratio of the equilibrium distance of the Co Gupta potential to the LJ equilibrium distance and map all of the structures to the Co cluster. We then carried out a single energy minimization to obtain the stable structures for Co, which we called the mapped structures. For the mapped structures, we also plotted their energy differences with E fit ͑N͒ in Fig. 4 ͑crosses joined by the dotted line͒ for comparison with the minimum energies obtained from the BH method. Here we note that for N = 103 and 104, the unbiased BH method failed to locate the decahedron structure, which is the structure of the global minima for these Co clusters obtained from structure mapping. Note that the energies listed in Table II for N = 103 and 104 are obtained from structure mapping, while the corresponding data points in Fig. 4 are the BH results. For N = 102, we found the decahedron structure in our first BH try, but all subsequent searches ͑more than 10͒ failed. In addition to N = 102, 103, and 104, there are 52 clusters ͑for N ഛ 150͒ which have minimal-energy structures different from their Lennard-Jones mapped siblings. These structures are shown in Fig. 7 . N = 98 is amongst them, which means that the Leary tetrahedron is no longer the global minimum for the 98-atom Co cluster. Nevertheless, a collection of all the structures obtained from simple model potentials may provide a shortcut in determining the most stable structure of any cluster system.
C. Comparison with experiment
Recently, Gwo et al. reported the formation of monodispersed Co nanoclusters on a single-crystal Si 3 N 4 dielectric film at room temperature. 28 Since most of the energy difference between the lowest-energy state and the second lowestenergy state ͑−392.151 085 and −391.937 075 9 eV, respectively, for N = 103͒ is greater than k B T Ϸ 0.026 eV at room temperature, we can compare our computed lowest-energy structure with the room-temperature experimental results. It is convenient to plot the discrete second derivative of E͑N͒ defined by
as a function of cluster size N, as shown in Fig. 8 . A large positive ⌬ 2 E͑N͒ thus represents a stable cluster with size N. We also included in the figure the ranges of stable structures determined in the experiment, 28 and we found that peaks can be found within most of these ranges. There is only one exception, at N = 55 for which the closest experimental range is 51-54. Since N = 55 is a magic number indicating a closedshell structure, it should be more stable compared to its neighbors. The cluster size of the experimental result was obtained from the droplet volume, measured using scanning tunneling microscopy ͑STM͒, and the atom number density, which was estimated by assuming that all atoms are packed together following the hexagonal-close-packed ͑hcp͒ structure in the droplets. 41 Our calculation shows that most of the stable structures are icosahedral. While the density of the hcp and icosahedral structures are not the same, an icosahedron can be considered to consist of 20 tetrahedra packed around a common vertex with minor distortion, 42 so that the density difference between the icosahedral and the hcp structures is small. Thus comparison between the experimental and our calculated results remains valid. Our results and the experimental ones agree very well for most of the stable structures, which in turn shows that the Gupta potential is reliable for modeling Co nanoclusters.
V. SUMMARY
AMUBH, an asynchronous parallelization of the multicanonical basin hopping method, was proposed in this paper. The method was found to be efficient when applied to large systems that the sequential MUBH method finds difficult to process. The BH, MUBH, and AMUBH methods were utilized to determine the structures of Co nanoclusters with system size N from 2 to 200. Most of the stable structures we found to agree well with those determined experimentally. This agreement in turn illustrates that the Gupta potential we employed describes the Co clusters well. Mapping the structures of the known Lennard-Jones systems to the Co clusters helped us locate the real global minima for N = 103 and 104. Even though there remain differences in the mapped and actual lowest-energy structures, configuration mapping provides a useful method for global minimum determination. 
