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GENERALIZED SRB MEASURES, PHYSICAL PROPERTIES, AND
THERMODYNAMIC FORMALISM OF SMOOTH HYPERBOLIC SYSTEMS
SNIR BEN OVADIA
Abstract. We generalize the notion of SRB measures and characterize their existence, uniqueness, and
ergodic, thermodynamic, and physical properties. We show that there exists a generalized SRB measure
(GSRB for short) if and only if there exists some unstable leaf with a positive leaf volume for the set of
hyperbolic points HWTχ (which are not necessarily Lyapunov regular). This condition is called the leaf
condition. We show that the leaf condition also implies that the Gurevich pressure of the geometric potential
is 0, and characterize all GSRBs as equilibrium states of the geometric potential, which gives the analogue to
the entropy formula. Every finite GSRB is an SRB, and the finiteness of GSRBs is characterized by modes of
recurrence of the geometric potential. We define a set of positively recurrent points, and characterize positive
recurrence of the geometric potential by the leaf condition for the said points. We show the uniqueness
of GSRBs on each ergodic homoclinic class, and that each ergodic component of a GSRB is a GSRB. In
particular, this offers new proofs for the entropy formula and for the uniqueness of hyperbolic SRB measures,
and for the fact that an ergodic component of a hyperbolic SRB measure is a hyperbolic SRB measure. We
show physical properties for GSRBs (w.r.t. the ratio ergodic theorem, and by distributions). In our setup,
M is a Riemannian, boundaryless, and compact manifold, with dimM ≥ 2; f ∈ Diff1+β(M), β > 0. These
results offer an extension to the Viana conjecture, and serve as a partial answer to the Viana conjecture,
and to its extension.
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1. Introduction
1.1. Motivation and Background. An invariant ergodic measure is called physical if the set of all points
which abide its time-forward ergodic theorem is a set of positive Riemannian volume in M (often referred
to as Lebesgue volume). The convention is that the events which are observable are events with a positive
Lebesgue volume, as these are the events expected to be observed in a simulation, for example.
An SRB measure is a hyperbolic and invariant probability measure, such that given any measurable
partition into unstable leaves- almost all of its conditional measures are absolutely continuous w.r.t. to the
respective leaf’s Riemannian volume. SRB stands for Sinai, Ruelle and Bowen, due to their pioneering work
in the context of Axiom A systems (see [Sin68, Bow08, BR75]).
It has been shown that ergodic SRB measures are physical w.r.t. Birkhoff’s ergodic theorem. This was first
done by Pesin in [Pes77] for volume preserving transformations, using Pesin’s absolute continuity theorem
for the stable leaves foliation; this work was later extended by Katok and Strelcyn in [KSLP86] who allowed
singularities; and eventually shown by Pugh and Shub in the general case in [PS89] (see [You02] for a more
detailed review of the history of SRB measures and their motivation). Generally, physical measures on their
own, by focusing on one trait, carry little information (see [You02] for examples of physical measures which are
not SRB). SRB measures, on the other hand, by being hyperbolic and being considered the most compatible
with the Riemannian volume when it is not preserved, display rich dynamics and geometric structure. They
carry additional special properties and meaning (such as the entropy formula, see [LS82, LY85]).
In [HY95], Hu and Young have shown an example of an “almost Anosov” system, where no SRB mea-
sure exists. This generates motivation to study a greater class of physical measures, which will describe
the asymptotic behavior of observable events on a wider set of dynamical systems. Asymptotic behavior
and ergodic theorems go hand in hand with recurrence and conservativity properties. This motivated the
generalization of hyperbolic SRB and physical measures to include conservative (perhaps infinite) hyper-
bolic measures with absolutely continuous conditional measures (see Definition 6.2). We call such measures
Generalized SRB measures, or GSRB for short. We show that GSRB measures are physical w.r.t. the ratio
ergodic theorem (see Theorem 7.1), and display distributional physicality (see Theorem 7.2 and Theorem
7.9). In addition, we show that their existence implies thermodynamic properties, such as that the geometric
potential is recurrent and has a Gurevich pressure 0, even when an SRB measure might not exist; and that
GSRB measures are equilibrium states of the geometric potential (see §5,§6.4). We show that an ergodic
homoclinic class admits at most one GSRB measure, and that it is ergodic, analogously to the result for SRB
measures in [RHRHTU11] (see Theorem 6.9). In particular, we offer new proofs for the entropy formula for
hyperbolic SRB measures, for the uniqueness of hyperbolic SRB measures on ergodic homoclinic classes, and
for the fact that an ergodic component of a hyperbolic SRB measure is a hyperbolic SRB measure.
Our work gives a sufficient and necessary condition for the existence of a GSRB measure, and a sufficient
and necessary condition for the existence of a finite GSRB measure (i.e. a hyperbolic SRB measure). Both
conditions are in the form of the leaf condition (i.e. the existence of an unstable leaf with a positive leaf
volume for a set of points, see Definition 4.29), where the sets include points which display hyperbolic
behavior, but are not restricted to be Lyapunov regular. The question of the existence of an SRB measure
under an assumption of the form of a leaf condition, was raised to the author by Y. Pesin. This work,
together with the example by Hu and Young, answers this question.
Our results hold for a compact, boundary-less and Riemannian manifold M with dimM ≥ 2, and f ∈
Diff1+β(M), β > 0.
In [CDP16], Climenhaga, Dolgopyat and Pesin have introduced the notion of a leaf condition, with a
set of “effectively hyperbolic” points replacing our set of non-uniformly hyperbolic points. The conditions
of effective hyperbolicity impose some uniform hyperbolic behavior only on the future of a set of points of
positive Lebesgue measure. The restriction of the conditions to the future orbits of hyperbolic points makes
the assumptions of effective hyperbolicity independent of the assumptions for non-uniform hyperbolicty. In
this case, Climenhaga, Dolgopyat and Pesin show that if there exists a forward invariant set of positive
Riemannian volume, which admits a measurable invariant family of stable and unstable cones, and the leaf
condition is satisfied for an effectively hyperbolic subset of it, then there exists a hyperbolic SRB measure.
Recently, in [CLP19], Climenhaga, Luzzatto and Pesin were able to show, using different methods than ours,
a weaker version of Claim 6.5, in the two-dimensional setup. They assume the existence of a geometric
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rectangle, with boundaries defined by the area between the stable and unstable leaves of two homoclinically
related periodic hyperbolic points, such that it contains a set of non-uniformly hyperbolic points which return
in a positive recurrent way to the geometric rectangle and to some Pesin level set; such that the saturation of
their stable leaves has a positive Riemannian volume. In this case, they show that a hyperbolic SRB measure
exists, and go further to show that when a hyperbolic SRB measure exists, this condition is satisfied. Their
methods involve the construction of a Young tower, and are inherently two-dimensional,1 but they are able
to construct the tower in a way which makes it a first-return tower for a power of f (which depends on
the periods of the two periodic points which define the geometric rectangle). When omitting the restriction
of the geometric rectangle and the positive recurrence to it, in the two-dimensional setup, their statement
becomes similar to our Claim 6.5, due to Pesin’s absolute continuity theorem.
Our results serve as a partial answer to the Viana conjecture in two senses, by both claiming that a more
natural question would be “what systems admit a GSRB measure?”, rather than just SRB measures; and
by giving sufficient and necessary conditions to this extended question (and also to the original question).
This raises two questions: one, what class of systems satisfies the leaf condition? two, is the leaf condition
generic in some class of dynamical systems?
1.2. Notations.
(1) For every a, b ∈ R, c ∈ R+, a = e±c ·b means e−c ·b ≤ a ≤ ec ·b, and a = b±c means b−c ≤ a ≤ b+c.
(2) ∀a, b ∈ R, a ∧ b := min{a, b}.
(3) For every topological Markov shift Σ which is induced by a graph G := (V , E) (e.g. Theorem 3.2),
for every finite admissible path (v0, ..., vl), vi ∈ V ,0 ≤ i ≤ l, a cylinder is a subsets of the form
[v0, ..., vl]m = {u ∈ Σ : ui+m = vi, ∀0 ≤ i ≤ l}. When the m subscript is omitted, if not mentioned
otherwise, m = 0 or m = −l.
(4) TMS stands for a topological Markov shift.
(5) In our context, a Borel measure is conservative if it gives every wandering set a measure 0 (see
Definition 6.1).
(6) Given two Borel measures µ, ν on a measure space (X,B), we write µ≪ ν to mean “µ is absolutely
continuous w.r.t. ν” (i.e. ∀E ∈ B, ν(E) = 0⇒ µ(E) = 0), and µ ∼ ν to mean “µ is equivalent to ν”
(i.e. ∀E ∈ B, ν(E) = 0⇔ µ(E) = 0).
1.3. Setup. LetM be a compact and Riemannian manifold, with no boundary, of dimension d = dimM ≥ 2.
Let β > 0 be a positive constant, and f ∈ Diff1+β(M) (i.e. f, f−1 are differentiable, and d·f, d·(f−1) are
β-Ho¨lder continuous).
2. The Set of Hyperbolic Points HWTχ
The definition of χ-hyperbolic points (χ > 0), in the context of Lyapunov regular points, is quite natural-
considering all points with no zero Lyapunov exponents, with at least one positive exponent and one negative
exponent, and with all exponents having absolute value greater than χ. The collection of points which display
hyperbolic behavior can be a much bigger set than the Lyapunov regular points. We would like to consider
a larger set of hyperbolic points, in order to study hyperbolicity on a bigger class of measures, which are not
necessarily carried by Lyapunov regular points.
Definition 2.1.
(1)
χ− summ :={x ∈M : ∃ a splitting TxM = Hs(x) ⊕Hu(x) s.t.
sup
ξs∈Hs(x),|ξs|=1
∞∑
m=0
|dxfmξs|2e2χm <∞, sup
ξu∈Hu(x),|ξu|=1
∞∑
m=0
|dxf−mξu|2e2χm <∞}.
1Although, their methods involve proving a refined shadowing theorem which one expects to extend to high dimensions.
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(2)
χ− hyp :={x ∈M : ∃ a splitting TxM = Hs(x)⊕Hu(x) s.t. ∀ξs ∈ Hs(x) \ {0}, ξu ∈ Hu(x) \ {0},
lim sup
n→∞
1
n
log |dxfnξs|, lim sup
n→∞
1
n
log |dxf−nξu| < −χ}.
(3) We define for each x ∈ χ− hyp,
χ(x) := −max{ sup
ξs∈Hs(x)
lim sup
n→∞
1
n
log |dxfnξs|, sup
ξu∈Hu(x)
lim sup
n→∞
1
n
log |dxf−nξu|} > χ.
Notice that χ− hyp ⊆ χ− summ.
Theorem 2.2 (Pesin-Oseldec Reduction Theorem). For each x ∈ χ−summ, write s(x) := dim(Hs(x)), u(x) :=
dim(Hu(x)). For each such point x ∈ χ− summ, there exists an invertible linear map Cχ(x) : Rd → TxM ,
which depends measurably on x, such that Cχ(x)[R
s(x)×{0}] = Hs(x), Cχ(x)[{0}×Ru(x)] = Hu(x). Cχ(·) are
chosen measurably on χ− summ, and the choice is unique up to a composition with an orthogonal mapping
of the “ stable” and of the “unstable” subspaces of the tangent space. In addition,
C−1χ (f(x)) ◦ dxf ◦ Cχ(x) =
(
Ds(x)
Du(x)
)
,
where Ds(x), Du(x) are square matrices of dimensions s(x), u(x) respectively, and ‖Ds(x)‖, ‖D−1u (x)‖ ≤
e−χ,‖D−1s (x)‖, ‖Du(x)‖ ≤ κ for some constant κ = κ(f, χ) > 1.
The Pesin-Oseledec reduction theorem has many different versions, which are suitable for different setups.
We use the version which appears, with proof, in [BO18, Theorem 2.4].
‖C−1χ (x)‖ serves a measurement of the hyperbolicity of x- the greater the norm, the worse the hyperbolicity
(i.e. slow contraction/expansion on stable/unstable spaces, or small angle between the stable and unstable
spaces).
Definition 2.3. Let ǫ > 0, and let x ∈ χ− summ, then
Qǫ(x) := max{Q ∈ {e
−ℓǫ
3 }l∈N : Q ≤ 1
3
6
β
ǫ
90
β ‖C−1χ (x)‖
−48
β }.
Qǫ(·) depends only on the norm of C−1χ (·) (a Lyapunov norm on the tangent space of a point), which is
indifferent to composition with orthogonal mappings of the “stable” and “unstable” subspaces.
Definition 2.4. A point x ∈ χ− summ is called ǫ-weakly temperable if
∃qǫ : {fn(x)}n∈Z → (0, ǫ]∩{e
−ℓǫ
3 }l∈N s.t. qǫ ◦ f
qǫ
= e±ǫ, q(fn(x)) ≤ Qǫ(fn(x)), ∀n ∈ Z and lim sup
n→±∞
qǫ(f
n(x)) > 0.
The set of all ǫ-weakly temperable points is denoted by ǫ-w.t.
Definition 2.5. Hyperbolic and Weakly Temperable points:
(1) HWTχ := χ−summ ∩ ǫχ−w.t, where ǫχ > 0 is given by [BO, Definition 3.1], and is a constant
depending on M, f, β, χ.
(2) From this point onward, in our context, a hyperbolic measure (which is not necessarily finite) is a
measure carried by
⋃
χ′>0
HWTχ′ , and a χ-hyperbolic measure is a measure carried by HWTχ.
Remark: HWTχ carries all χ-hyperbolic f -invariant probability measures; and HWTχ is defined canoni-
cally,2 see [BO].
In the following parts of this paper, when χ > 0 is fixed, the subscript of ǫχ would be omitted to ease
notation. In addition, we may assume ǫ > 0 is arbitrarily small, since the results of [BO18, BO] apply to all
ǫ ∈ (0, ǫχ], for a fixed χ > 0.
2I.e. its definition does not rely on a specific construction of symbolic dynamics, but only on the quality of hyperbolicity of
the orbit of the point.
4
3. Preliminary Constructions
3.1. Symbolic Dynamics. Sarig first constructed a Markov partition for non-uniformly hyperbolic surface
diffeomorphisms in [Sar13]. Later, we extended his results to manifolds of any dimension greater or equal
to 2 in [BO18]. In [BO], we introduce the set HWTχ, which is defined canonically, and still consists of
all recurrently-codable points (see Proposition 3.7) in the symbolic dynamics which were constructed in
[Sar13, BO18]. In the following section , we present an exposition of those results, which will be of use to
us.
Definition 3.1 (Pesin-charts). Since M is compact, ∃r = r(M) > 0, ρ = ρ(M) > 0 s.t. the exponential map
expx : {v ∈ TxM : |v| ≤ r} → Bρ(x) = {y ∈ M : d(x, y) < ρ} is well defined and smooth. When ǫ ≤ r, the
following is well defined since Cχ(·) is a contraction (see [BO18, Lemma 2.9]):
(1) ψηx := expx ◦Cχ(x) : {v ∈ TxM : |v| ≤ η} → Bρ(x), η ∈ (0, Qǫ(x)], is called a Pesin-chart.
(2) A double Pesin-chart is an ordered couple ψp
s,pu
x := (ψ
ps
x , ψ
pu
x ), where ψ
ps
x and ψ
pu
x are Pesin-charts.
Theorem 3.2. ∀χ > 0 s.t. ∃p ∈ χ-hyp a periodic hyperbolic point, ∃ a countable and locally-finite directed
graph G = (V , E) which induces a topological Markov shift Σ := {u ∈ VZ : (ui, ui+1) ∈ E , ∀i ∈ Z}. Σ admits
a factor map π : Σ→M with the following properties:
(1) σ : Σ→ Σ, (σu)i := ui+1, i ∈ Z (the left-shift); π ◦ σ = f ◦ π.
(2) π is a Ho¨lder continuous map w.r.t. to the metric d(u, v) := exp (−min{i ≥ 0 : ui 6= vi or u−i 6= v−i}).
(3) Σ# := {u ∈ Σ : ∃nk,mk ↑ ∞ s.t. unk = un0 , u−mk = u−m0 , ∀k ≥ 0}, π[Σ#] carries all f -invariant,
χ-hyperbolic probability measures.3
This theorem is the content of [BO18, Theorem 3.13] (and similarly, the content of [Sar13, Theorem 4.16]
when d = 2). V is a collection of double Pesin-charts (see Definition 3.1), which is discrete;4 And we consider
the modified construction that is introduced in [BO, Definition 3.1].
Definition 3.3.
(1) ∀u ∈ V, Z(u) := π[[u] ∩Σ#], Z := {Z(u) : u ∈ V}.
(2) R is a countable partition of ⋃
v∈V
Z(v) = π[Σ#], s.t.
(a) R is a refinement of Z: ∀Z ∈ Z, R ∈ R, R ∩ Z 6= ∅⇒ R ⊆ Z.
(b) ∀v ∈ V, #{R ∈ R : R ⊆ Z(v)} <∞ ([Sar13, § 11]).
(c) The Markov property: ∀R ∈ R,∀x, y ∈ R ∃!z := [x, y]R ∈ R, s.t. ∀i ≥ 0, R(f i(z)) =
R(f i(y)), R(f−i(z)) = R(f−i(x)), where R(t) :=the unique partition member of R which con-
tains t, for t ∈ π[Σ#].
(3) ∀R,S ∈ R, we say R→ S if R ∩ f−1[S] 6= ∅, i.e. Ê = {(R,S) ∈ R2 s.t. f−1[S] ∩R 6= ∅}.
(4) Σ̂ := {R ∈ RZ : Ri → Ri+1, ∀i ∈ Z}.
Remark: Given Z, such a refining partition as R exists by the Bowen-Sinai refinement, see [Sar13, § 11.1].
By property (2)(b), and since Σ is locally-compact (see Theorem 3.2, local-finiteness of G implies local-
compactness of Σ), Σ̂ is also locally-compact.
Definition 3.4.
(1) Σ̂# := {R ∈ Σ̂ : ∃nk,mk ↑ ∞ s.t. Rnk = Rn0 , R−mk = R−m0 , ∀k ≥ 0}.
(2) Every two partition members R,S ∈ R are said to be affiliated if ∃u, v ∈ V s.t. R ⊆ Z(u), S ⊆ Z(v)
and Z(u) ∩ Z(v) 6= ∅ (this definition is due to O. Sarig, [Sar13, § 12.3]).
Claim 3.5 (Local finiteness of the cover Z). ∀Z ∈ Z,#{Z ′ ∈ Z : Z ′ ∩ Z 6= ∅} <∞.
This claim is the content of [BO18, Theorem 5.2] (and similarly [Sar13, Theorem 10.2] when d = 2).
Remark: By Claim 3.5 and Definition 3.3(2)(b), it follows that every partition member of R has only a
finite number of partition members affiliated to it.
3I.e. hyperbolic measures with Lyapunov exponents greater than χ in absolute value.
4Every v ∈ V is a double Pesin-chart of the form v = ψp
s,pu
x with 0 < p
s, pu ≤ Qǫ(x); and discreteness means that ∀η > 0 :
#{v ∈ V : v = ψp
s,pu
x p
s ∧ pu > η} <∞.
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Theorem 3.6. Given Σ̂ from Definition 3.3, there exists a factor map π̂ : Σ̂→M s.t.
(1) π̂ is Ho¨lder continuous w.r.t. the metric d(R,S) = exp (−min{i ≥ 0 : Ri 6= Si or R−i 6= S−i}).
(2) f ◦ π̂ = π̂ ◦ σ, where σ denotes the left-shift on Σ̂.
(3) π̂|Σ̂# is finite-to-one.
(4) ∀R ∈ Σ̂, π̂(R) ∈ R0.
(5) π̂[Σ̂#] carries all χ-hyperbolic invariant probability measures.
This theorem is the content of the main theorem of [BO18], Theorem 1.1 (and similarly the content of
[Sar13, Theorem 1.3] when d = 2).
Proposition 3.7. π̂[Σ̂#] = π[Σ#] =
⋃· R = HWTχ.
This is the content of [BO, Proposition 3.8, Corollary 3.9].
3.2. Maximal Dimension Unstable Leaves.
Definition 3.8. An unstable leaf (of f) in M , V u, is a (1 + β3 )-regular, embedded, open, Riemannian
submanifold of M , such that ∀x, y ∈ V u, lim sup
n→∞
1
n log d(f
−n(x), f−n(y)) < 0. Similarly, a stable leaf is an
unstable leaf of f−1.
Definition 3.9. An unstable leaf is called an unstable leaf of maximal dimension, if it is not contained in
any unstable leaf of a greater dimension.
Notice that if x ∈ HWTχ belongs to an unstable leaf of maximal dimension V u, then dimHu(x) = dimV u.
It can be seen from the following claim.
Claim 3.10. ∀u ∈ Σ, there exists a maximal dimension unstable leaf V u(u), which depends only on (ui)i≤0,
and a stable leaf V s(u), which depends only on (ui)i≥0, s.t. {π(u)} = V u(u) ∩ V s(u).
This is the content of [BO18, Proposition 3.12,Theorem 3.13, Proposition 4.4] (and similarly [Sar13,
Proposition 4.15,Theorem 4.16,Proposition 6.3] when d = 2). By construction, V s(u), V u(u) are local, in
the sense that they have finite (intrinsic) diameter.
Claim 3.11. ∀u ∈ Σ, f [V s(u)] ⊂ V s(σu), f−1[V u(u)] ⊂ V u(σ−1u).
This is the content of [BO18, Proposition 3.12] (and similarly [Sar13, Proposition 4.15] when d = 2).
3.3. Ergodic Homoclinic Classes and Maximal Irreducible Components.
Definition 3.12. Let x ∈ HWTχ, and let u ∈ Σ# s.t. π(u) = x. The global stable (unstable) manifold of
x is W s(x) :=
⋃
n≥0 f
−n[V s(σnu)] (Wu(x) :=
⋃
n≥0 f
n[V u(σ−nu)]).
This definition is proper and is independent of the choice of u, for more details see [BO18, Defini-
tion 2.23,Definition 3.2].
Let p be a periodic point in χ − summ, i.e. hyperbolic periodic point. Since p is periodic, ‖C−1χ (·)‖ is
bounded along the orbit of p, and therefore p ∈ HWTχ.
Definition 3.13. The ergodic homoclinic class of p is
H(p) := {x ∈ HWTχ :Wu(x) ⋔W s(o(p)) 6= ∅,W s(x) ⋔ Wu(o(p)) 6= ∅} ,
where ⋔ denotes transverse intersections of full codimension, o(p) is the (finite) orbit of p, and W s/u(·) are
the global stable and unstable manifolds of the point, respectively.
This notion was introduced in [RHRHTU11], with a set of Lyapunov regular points replacing HWTχ. Ev-
ery ergodic conservative χ-hyperbolic measure is carried by an ergodic homoclinic class of some periodic
hyperbolic point.
Definition 3.14. Consider the Markov partition R from Definition 3.3.
(1) Define ∼⊆ R × R by R ∼ S ⇐⇒ ∃nRS , nSR ∈ N s.t. R nRS−−−→ S, S nSR−−−→ R, i.e. a path of length
nRS connecting R to S, and a path of length nSR connecting S to R. The relation ∼ is transitive
and symmetric. When restricted to {R ∈ R : R ∼ R}, it is also reflexive, and thus an equivalence
relation. Denote the corresponding equivalence class of some representative R ∈ R, R ∼ R, by 〈R〉.
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(2) A maximal irreducible component in Σ̂, corresponding to R ∈ R s.t. R ∼ R, is {R ∈ Σ̂ : R ∈ 〈R〉Z}.
Proposition 3.15. Let p be a periodic χ-hyperbolic point. Then, there exists a maximal irreducible compo-
nent, Σ˜ ⊆ Σ̂, s.t. π̂[Σ˜#] = H(p) modulo all conservative measures, where Σ˜# := {u ∈ Σ˜ : ∃v, w s.t. #{i >
0 : ui = v},#{i < 0 : ui = w} =∞}.
This is the content of [BO, Theorem 4.10].
3.4. The Canonical Part of The Symbolic Space.
Definition 3.16.
Σ̂L :={(Ri)i≤0 ∈ R−N : ∀i ≤ 0, Ri−1 → Ri}, σR : Σ̂L → Σ̂L, σR((Ri)i≤0) = (Ri−1)i≤0.
Notice, σR is the right-shift, in opposed to the more commonly used left-shift. In order to prevent any
confusion, we will always notate σR with a subscript R (for “right”), when considering the right-shift.
Definition 3.17 (The canonical coding R(·)).
∀x ∈ π[Σ#] =
⋃
· R, (R(x))i := R(f i(x)), i ∈ Z.
One should notice that π̂(R(x)) = x,R(x) ∈ Σ̂◦ (see Definition 3.20 for Σ̂◦).
Definition 3.18.
∀R ∈ Σ̂L, Wu(R) :=
∞⋂
j=0
f j [R−j ].
This definition admits the following very important property.
Corollary 3.19. ∀R ∈ Σ̂L,
f [Wu(R)] =
⋃
·
σRS=R
Wu(S).
Proof. Since f is a diffeomorphism,
f [Wu(R)] =f [
∞⋂
j=0
f j [R−j ]] =
∞⋂
j=0
f j+1[R−j ] = f [R0] ∩
∞⋂
j=1
f j+1[R−j ]
=(
⋃
·
R0→S
S) ∩ f [R0] ∩
∞⋂
j=1
f j+1[R−j ] =
⋃
·
R0→S
(S ∩
∞⋂
j=0
f j+1[R−j ]) =
⋃
·
σRS=R
Wu(S),
where the transition from the top equation to the bottom one, is due to the fact that f [R0] ⊆
⋃· R0→S S by
definition, whence f [R0] = f [R0] ∩
⋃· R0→S S .

Definition 3.20.
Σ̂◦ := {R ∈ Σ̂ : ∀n ∈ Z, fn(π̂(R)) ∈ Rn},
Σ̂◦L := {R ∈ Σ̂#L :Wu(R) 6= ∅},
where Σ̂#L := {(Ri)i≤0 : (Ri)i∈Z ∈ Σ̂#}. We call Σ̂◦, Σ̂◦L the canonical parts of the respective symbolic
spaces. Notice that R(·) is the inverse of π̂|Σ̂◦ .
Remark: One should notice that Σ̂◦ ⊆ Σ̂#, Σ̂◦L ⊆ Σ̂#L . This can be seen as follows: If R ∈ Σ̂◦, then
π̂(R) ∈ ⋃· R = π[Σ#]. Take any u ∈ Σ# s.t. π(u) = π̂(R) ≡ x, then Z(ui) ⊇ R(f i(x)), ∀i ∈ Z, whence by
the local-finiteness of the refinement and the pigeonhole principle, R(x) ∈ Σ̂#. In addition, since Σ̂◦L = τ [Σ̂◦]
(where τ is the projection to the non-positive coordinates), and Σ̂#L = τ [Σ̂
#], we get Σ̂◦L ⊆ Σ̂#L .
Next, since every admissible cylinder contains a point in Σ̂◦ ([Sar13, Lemma 12.1]), we get that Σ̂◦ is a
dense invariant subset (Corollary 3.21 shows in addition that its image under π̂ covers the Markov partition
elements). Thus, Σ̂◦L is dense Σ̂L; and for every R,S ∈ Σ̂◦L s.t. σRS = R, the Markov property tells us there
is a point in Wu(S)- whence Σ̂◦L is also invariant.
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Corollary 3.21.
π̂[Σ̂◦] = π̂[Σ̂#] = π[Σ#] =
⋃
· R.
Proof. In the remark after Definition 3.20 we saw that Σ̂◦ ⊆ Σ̂#. In addition, π[Σ#] ⊆ π̂[Σ̂◦] because for
any x ∈ π[Σ#] = ⋃· R, R(x) ∈ Σ̂◦ and π̂(R(x)) = x. In total, by Proposition 3.7,
π̂[Σ̂◦] ⊆ π̂[Σ̂#] =
⋃
· R = π[Σ#] ⊆ π̂[Σ̂◦].

4. A Space of Absolutely Continuous Measures
4.1. Unstable Leaves and Absolutely Continuous Measures.
Lemma 4.1. If R0 → R1, where R0, R1 ∈ R, and R0 ⊆ Z(u0), u0 ∈ V then ∃u1 ∈ V s.t. u0 → u1 and
R1 ⊆ Z(u1). Analogously, if R0 → R1 and R1 ⊆ Z(v1), then ∃v0 s.t. v0 → v1 and R0 ⊆ Z(v0).
Proof. Let x ∈ f−1[R1]∩R0 (exists by definition since R0 → R1). By assumption, x ∈ Z(u0), hence ∃u˜ ∈ Σ#
s.t. u˜0 = u0 and π(u˜) = x. Define u1 := u˜1; thus f(x) = π(σu˜). Hence f(x) ∈ R1 ∩ Z(u˜1) = R1 ∩ Z(u1).
Since R1 ∩ Z(u1) 6= ∅, and R refines Z, R1 ⊆ Z(u1). The proof of the second part is similar. 
Definition 4.2. Given a chain R ∈ Σ̂L we say a chain u ∈ V−N covers the chain R if u is admissible and
Ri ⊆ Z(ui) for all i ≤ 0. We write uy R.
By using Lemma 4.1 in succession, for every chain R ∈ Σ̂L, the collection of chains which cover R is not
empty.
Definition 4.3. Given R ∈ R, define W (R) := ⋂{ψx0 [Rpu0 (0)] : u y R, ui = ψpsi ,puixi , R0 = R} =⋂{ψx0 [Rpu0 (0)] : Z(u) ⊇ R, u = ψps0,pu0x0 }, where Rpu0 (0) is the open ‖ · ‖∞-ball (box) around 0 of radius
pu0 .
Given a chain R ∈ Σ̂L, we define V u(R) :=W (R0) ∩ V u(u) for some (any) uy R.
The equality in the first part of the definition above is given by Lemma 4.1, since for every R s.t. R0 = R,
and every u s.t. Z(u) ⊇ R, u can be extended to a chain u s.t. uy R.
Lemma 4.4. Definition 4.3 is proper: V u(R) is independent of the choice of u.
Proof. By Claim 3.5, ∀R ∈ R, |{u : Z(u) ⊇ R}| < ∞. Therefore W (R0) is well defined and is an open set.
Assume u, v y R, and write ui = ψ
psi ,p
u
i
xi , vi = ψ
qsi ,q
u
i
yi , i ≤ 0. We show V u(u) ∩W (R0) = V u(v) ∩W (R0).
∀i ≤ 0, Z(ui) ∩ Z(vi) ⊇ Ri, hence ∃zi ∈ Ri, u˜(i), v˜(i) ∈ Σ# s.t. π(u˜(i)) = π(v˜(i)) = zi and u˜(i)0 = ui, v˜(i)0 = vi.
Therefore, by [BO18, Theorem 4.13], ψ−1y−i ◦ ψx−i = O−i + a−i + ∆−i, where O−i is an orthogonal linear
transformation, |a−i|∞ < 10−1(qs−i ∧ qu−i) is a constant vector, and ∆−i : Rǫ(0) → Rd is a differentiable
map s.t. ∆−i(0) = 0 and ‖d·∆−i‖ ≤ 12ǫ
1
3 . In addition, the same theorem states that
pu−i
qu−i
= e±ǫ
1
3 . Take
some z ∈ V u(u) ∩ W (R0) ⊆ V u(u) ∩ ψy0 [Rqu0 (0)], hence ∀i ≥ 0 f−i(z) ∈ ψx−i [Rpu−i(0)] = ψy−i [ψ−1y−i ◦
ψx−i [Rpu−i(0)]] ⊆ ψy−i [R10√dQǫ(y−i)(0)]. One could check that the factors in the statements of [BO18,
Proposition 2.21,Proposition 3.12(4)] can be changed without affecting the proofs to say the following:
V u(v) = {x ∈ ψy0 [Rqu0 (0)] : ∀i ≥ 0, f−i(x) ∈ ψy−i [R10√dQǫ(y−i)(0)]}.
Hence, z ∈ V u(v) as well. So V u(u) ∩W (R0) ⊆ V u(v) ∩W (R0). By symmetry V u(u) ∩W (R0) = V u(v) ∩
W (R0). 
Definition 4.5.
ΣL := {(ui)i≤0 : u ∈ Σ}.
Corollary 4.6. V u(R) is an open submanifold of M , and so it is equipped with its own induced (positive
and finite) Riemannian volume measure.
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Proof. Let some u ∈ ΣL s.t. u y R. By Definition 4.3, V u(R) = V u(u) ∩ W (R0). V u(u) is an open
submanifold (with a finite volume) of M by definition, and W (R0) is a finite intersection of open subsets of
M (recall Definition 4.3, and Definition 3.3(2)(b)). The claim follows. 
Definition 4.7. Let R ∈ Σ̂L, then Vol(V u(R)) ∈ (0,∞) denotes the volume of V u(R) w.r.t. its induced leaf
volume.
Corollary 4.8. For all R ∈ Σ̂L, V u(R) =
⋂{V u(u) : uy R}.
Proof. ⊇: Recall, V u(R) = ⋂{ψx0[Rpu0 (0)] : Z(u) ⊇ R0, u = ψps0,pu0x0 } ∩ V u(u) for any u s.t. u y R. Fix
some u′ s.t. u′ y R, and let z ∈ ⋂{V u(u) : u y R}. For each u s.t. Z(u) ⊇ R0, use Lemma 4.1
in succession to extend u to a chain u s.t. u y R and u0 = u; Then, since V u(u) ⊆ ψx0 [Rpu0 (0)] for
u0 = ψ
ps0,p
u
0
x0 , we get z ∈
⋂{ψx0 [Rpu0 (0)] : Z(u) ⊇ R0, u = ψps0,pu0x0 }. In addition, z is in V u(u′), whence
z ∈ ⋂{ψx0 [Rpu0 (0)] : Z(u) ⊇ R0, u = ψps0,pu0x0 } ∩ V u(u′) = V u(R).
⊆: If x ∈ V u(R) and uy R, then x ∈ V u(u) ∩W (R0) by definition. Hence x ∈ V u(u). 
Corollary 4.9. For all R ∈ Σ̂L, f [V u(σRR)] ⊇ V u(R).
Proof. By Corollary 4.8, V u(R) =
⋂{V u(u) : uy R}. Therefore
f−1[V u(R)] =
⋂
{f−1[V u(u)] : uy R} (1)
⊆
⋂
{V u(σRu) : uy R} (2)
⊆
⋂
{V u(v) : v y σRR} = V u(σRR). (3)
The inclusion in line (3) is correct due to Lemma 4.1: ∀v ∈ ΣL s.t. v y σRR, there exists u ∈ ΣL s.t.
uy R and σRu = v; thus the intersection in line (2) is over a bigger collection of sets, and thus smaller. 
Using Corollary 4.6 and Corollary 4.9, we are able to re-adapt a construction by Sinai ([Sin68]), and
construct our family of absolutely continuous measures which we will call the natural measures.
Theorem 4.10. There exists a family of natural measures {mV u(R)}R∈Σ̂L s.t. ∀R ∈ Σ̂L mV u(R) is a
measure on V u(R), and mV u(σR) ◦ f−1|V u(R) = mV u(R) · eφ(R) , where φ(R) := lim
n→∞
Vol(f−n−1[V u(R)])
Vol(f−n[V u(σRR)])
,
φ : Σ̂L → (−∞, 0]. In addition, mV u(R) ∼ λV u(R), dmV u(R)dλV u(R) = e±ǫ, where λV u(R) is the normalized induced
Riemannian leaf volume on V u(R).
Proof. Fix R ∈ Σ̂L. By Corollary 4.9, ∀n ≥ 0, f−n[V u(R)] ⊆ V u(σnR(R)). Denote by λn the normalized
Riemannian leaf volume on f−n[V u(R)]. Define µn = λn ◦ f−n. This is an absolutely continuous probability
measure on V u(R). Let ρn(y) :=
dµn
dλV u(R)
(y) = Jac(dyf
−n|TyV u(R)) · Vol(V
u(R))
Vol
(
f−n[V u(R)]
) . Define m as the
Riemannian leaf volume on V u(R) (not normalized). Then
ρn(y) = Jac(dyf
−n|TyV u(R)) ·
1∫
V u(R) Jac(dzf
−n|TzV u(R))dm(z)
·Vol(V u(R)).
Define gn(y) :=
∫
V u(R)
Jac(dzf
−n|TzV u(R))
Jac(dyf−n|TyV u(R))dm(z). Then
gn(y) =
∫
V u(R)
n−1∏
j=0
Jac
(
df−j(z)f
−1|T
f−j(z)f
−j[V u(R)]
)
Jac
(
df−j(y)f−1|Tf−j(y)f−j [V u(R)]
)dm(z) (4)
=
∫
V u(R)
exp
[ n−1∑
j=0
log Jac
(
df−j(z)f
−1|Tf−j(z)f−j [V u(R)]
)
− log Jac
(
df−j(y)f
−1|Tf−j(y)f−j [V u(R)]
)]
dm(z).
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Let z ∈ V u(R). Thus by [BO18, Proposition 4.4(3)], for any n ≥ 0, and ω(f−n(y)), ω(f−n(z)) any normalized
volume forms on Tf−n(y)f
−n[V u(R)], Tf−n(z)f−n[V u(R)] respectively,
∀m ≥ 0,
∣∣∣log |df−n(y)f−(n+m)ω(y)| − log |df−n(z)f−(n+m)ω(z)|∣∣∣ ≤ ǫd(f−n(y), f−n(z))β4 . (5)
Let any u ∈ ΣL, ui = ψp
s
i ,p
u
i
xi , i ≤ 0 s.t. u y R, then by the strong bound shown in the proof of [Sar13,
Proposition 6.3(1)], ǫd(f−n(y), f−n(z))
β
4 ≤ ǫ(6pu0e
−χn
2 )
β
4 ≤ ǫ 34 (pu0 )
β
4 e
−βχn
8 . Hence
∣∣∣ n+m−1∑
j=0
log Jac
(
df−j(z)f
−1|Tf−j (z)f−j [V u(R)]
)
− log Jac
(
df−j(y)f
−1|Tf−j (y)f−j [V u(R)]
)
(6)
−
[ n−1∑
j=0
log Jac
(
df−j(z)f
−1|T
f−j(z)f
−j[V u(R)]
)
− log Jac
(
df−j(y)f
−1|T
f−j(y)f
−j [V u(R)]
)]∣∣∣
=
∣∣∣ n+m−1∑
j=n
log Jac
(
df−j(z)f
−1|Tf−j (z)f−j [V u(R)]
)
− log Jac
(
df−j(y)f
−1|Tf−j(y)f−j [V u(R)]
)∣∣∣
=
∣∣∣ log Jac(df−n(z)f−m|Tf−n(z)f−n[V u(R)])− log Jac(df−n(y)f−m|Tf−n(y)f−n[V u(R)])∣∣∣ ≤ ǫ 34 (pu0 )β4 e−χβ8 n.
This bound is uniform in y, z ∈ V u(R), thus ∑nj=0 log Jac(df−j(z)f−1|Tf−j(z)f−j [V u(R)])−
log Jac
(
df−j(y)f
−1|T
f−j (y)f
−j [V u(R)]
)
converges uniformly as n→∞. Therefore, the sequence of its expo-
nents,
∏n−1
j=0
Jac
(
d
f−j(z)f
−1|
T
f−j(z)f
−j [V u(R)]
)
Jac
(
d
f−j(y)f
−1|
T
f−j(y)f
−j [V u(R)]
) , converges uniformly. A uniform limit commutes with integral,
so gn also converge for every y, and thus also ρn. In fact, since the bound for a fixed n is uniform in
y, z ∈ V u(R), then gn uniformly−−−−−−−→ g, to a continuous limit (since gn are continuous),
g(y) := lim
n→∞
gn(y) =
∫
V u(R)
lim
n→∞
n−1∏
j=0
Jac
(
df−j(z)f
−1|Tf−j(z)f−j[V u(R)]
)
Jac
(
df−j(y)f−1|Tf−j(y)f−j [V u(R)]
)dm(z). (7)
ρ = Vol(V
u(R))
g , and by equation (5) (with n = 0) and the remark after it, g = Vol(V
u(R))e±
√
ǫ(pu0 )
β
4 = e±ǫ,
then ρ = e±ǫ. Therefore, ρn
uniformly−−−−−−−→ ρ, a continuous density. Define the measure on V u(R):
mV u(R)(A) =
∫
A
ρdλV u(R).
Notice: To ease notations in what comes next we omit the restriction of the differential to the appropriate
tangent space.
Claim: If A ⊆ f−1[V u(R)] ⊆ V u(σRR), then
mV u(σRR)(A) =
(
mV u(R) ◦ f
)
(A) ·
(
mV u(σRR) ◦ f−1
)
(V u(R)).
Proof: We start with the following calculation by definition, for A˜ := f [A]:
mV u(σRR) ◦ f−1(A˜) =
∫
f−1[A˜]
lim
n→∞
Jac(dzf
−n)
Vol(f−n[V u(σRR)])
·Vol(V u(σRR))
dmV u(σRR)(z)
Vol(V u(σRR))
=
∫
A˜
lim
n→∞
Jac(df−1(z)f
−n)Jac(dzf−1)
Vol(f−n−1[V u(R)])
dmV u(R)(z) · lim
n→∞
Vol(f−n−1[V u(R)])
Vol(f−n[V u(σRR)])
=mV u(R)(A˜) · lim
n→∞
Vol(f−n−1[V u(R)])
Vol(f−n[V u(σRR)])
,
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where mV u(σRR),mV u(R) are the un-normalized Riemannian volumes of the respective leaves; We could
separate the second equation into two limits since their product is finite for a positive volume A˜, and since
we additionally know that the limit on the left term exists and is finite for A˜ (whence the limit on the right
term must exist and be finite as well).
Plugging in A˜ = V u(R) yields mV u(σRR)(f
−1[V u(R)]) = lim
n→∞
Vol(f−n−1[V u(R)])
Vol(f−n[V u(σRR)])
. Substituting A˜ = f [A]
gives the requested result. QED 
Definition 4.11. For every R ∈ Σ̂, define the absolutely continuous probability measure mV u(R) on V u(R)
by Theorem 4.10. We call {mV u(R)}R∈Σ̂L the family of natural measures.
We are now free to define the following space of absolutely continuous measures:
∀R ∈ Σ̂L,mR := 1Wu(R) ·mV u(R).
(Wu(R) may be empty, and mR may be the zero measure).
In what follows, we will mold the structure of a TMS onto our space of absolutely continuous measures,
and will be able to use results in thermodynamic formalism in order to construct invariant measures with
absolutely continuous conditional measures.
4.2. Analytic Properties of The Symbolic Construction and The Geometric Potential.
By Theorem 4.10, We get the following important property for the family of natural measures:
Claim 4.12. Given φ : Σ̂L → (−∞, 0] from the statement of Theorem 4.10, ∀R ∈ Σ̂L,mR ◦ f−1 =∑
σRS=R
mS · eφ(S).
Proof. The following is true by the definition of the natural measures, the property shown in Corollary 3.19
(i.e. f [Wu(R)] =
⋃· σRR→SWu(S)) and Theorem 4.10. For any measurable A ⊆ f [V u(R)],
mR ◦ f−1(A) =mV u(R)(Wu(R) ∩ f−1[A]) = mV u(R)(f−1[
⋃
·
σRS=R
Wu(S) ∩ A])
=
∑
σRS=R
mV u(R)(f
−1[Wu(S) ∩A]) =
∑
σRS=R
eφ(S)mV u(S)(W
u(S) ∩ A) =
∑
σRS=R
eφ(S)mS(A),
where mV u(R) ◦ f−1|V u(S) = eφ(S) ·mV u(S) = lim
n→∞
Vol(f−n−1[V u(S)])
Vol(f−n[V u(σRS)])
·mV u(S) for any S s.t. σRS = R, by
Theorem 4.10. 
φ is sometimes being associated with the geometric potential, for reasons that will be more obvious in §5.
Definition 4.13. Mf := maxx∈M{‖dxf‖, ‖dx(f−1)‖}.
Definition 4.14. For every x ∈ M there is an open neighborhood D of diameter less than ρ and a smooth
map ΘD : TD → Rd s.t. :
(1) ΘD : TxM → Rd is a linear isometry for every x ∈ D
(2) Define νx := ΘD|−1TxM : Rd → TxM , then (x, u) 7→ (expx ◦νx)(u) is smooth and Lipschitz on D×B2(0)
w.r.t. the metric d(x, x′) + |u− u′|
(3) x 7→ ν−1x ◦ exp−1x is a Lipschitz map from D to C2(D,Rd) = {C2-maps from D to Rd}.
Let D be a finite cover of M by such neighborhoods. Denote with ̟(D) the Lebesgue number of
that cover: If d(x, y) < ̟(D) then x and y belong to the same D for some D.
(4) ∃E0 = E0(M) s.t. ∀D ∈ D, (x1, u1, v1) 7→ (ΘD ◦ dv1 expx1)(νx1u1) is E0-Lipschitz on D × B2(0)×
B2(0), w.r.t. the metric d(x1, x2) + |u1 − u2|+ |v1 − v2|.
(5) ∃H0 = H0(M, f) s.t. ∀D,D+, D− ∈ D, ∀x, y, z ∈ D, s.t. f(x), f(y) ∈ D+, f−1(x), f−1(z) ∈ D−,
‖ΘD−dx(f−1)νx −ΘD−dy(f−1)νy‖, ‖ΘD+dxfνx −ΘD+dyfνy‖ ≤ H0 · d(x, y)β .
(6) We assume w.l.o.g. that ǫ > 0 is small enough, so sup
|v|<ǫ
{‖dv expx−IdTxM‖, ‖dv exp−1x −IdTxM‖} ≤ 12 ,
∀x ∈M .
The following two definitions are due to Sarig in [Sar13, § 4.2,Definition 4.8] (the version here corresoponds
to the case d ≥ 2 from [BO18, Definition 3.1,Definition 3.2]). We use the notation “u/s” to define both
u-manifolds and s-manifolds, without having to write everything twice.
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Definition 4.15. Let x ∈ HWTχ, a u−manifold in ψx is a manifold V u ⊂M of the form
V u = ψx[{(Fu1 (ts(x)+1, ..., td), ..., Fus(x)(ts(x)+1, ..., td), ts(x)+1, ...td) : |ti| ≤ q}],
where 0 < q ≤ Qǫ(x), and −→F u is a C1+β/3 function s.t. max
Rq(0)
|−→F u|∞ ≤ Qǫ(x).
Similarly we define an s−manifold in ψx:
V s = ψx[{(t1, ..., ts(x), F ss(x)+1(t1, ..., ts(x)), ..., F sd (t1, ..., ts(x))) : |ti| ≤ q}],
with the same requirements for
−→
F s and q. We will use the superscript “u/s” in statements which apply to
both the u case and the s case. The function
−→
F =
−→
F u/s is called the representing function of V u/s at ψx.
The parameters of a u/s manifold in ψx are:
• α−parameter: α(V u/s) := ‖d·−→F ‖β/3 := max
Rq(0)
‖d·−→F ‖+Ho¨lβ/3(d·
−→
F ),
where Ho¨lβ/3(d·
−→
F ) := max
~t1,~t2∈Rq(0)
{ ‖d−→t1
−→
F −d−→
t2
−→
F ‖
|−→t1−−→t2 |β/3
} and ‖A‖ := sup
v 6=0
|Av|∞
|v|∞ .
• γ−parameter: γ(V u/s) := ‖d0−→F ‖
• ϕ−parameter: ϕ(V u/s) := |−→F (0)|∞
• q−parameter: q(V u/s) := q
A (u/s, α, γ, ϕ, q)−manifold in ψx is a u/s manifold V u/s in ψx whose parameters satisfy α(V u/s) ≤
α, γ(V u/s) ≤ γ, ϕ(V u/s) ≤ ϕ, q(V u/s) ≤ q.
Notice that the dimensions of an s or a u manifold in ψx depend on x. Their sum is d.
Definition 4.16. Suppose x ∈ HWTχ and 0 < ps, pu ≤ Qǫ(x) (i.e. ψps,pux is a double Pesin-chart). A
u/s-admissible manifold in ψp
s,pu
x is a (u/s, α, γ, ϕ, q)−manifold in ψx s.t.
α ≤ 1
2
, γ ≤ 1
2
(pu ∧ ps)β/3, ϕ ≤ 10−3(pu ∧ ps), and q =
{
pu u−manifolds
ps s−manifolds .
Remark: Recall Claim 3.10, ∀u ∈ Σ there exist a maximal dimenstion stable leaf V s(u) = V s((ui)i≥0),
and a maximal dimension unstable leaf V u(u) = V u((ui)i≤0); which is the content of [BO18, Proposi-
tion 3.12,Proposition 4.4] (and similarly [Sar13, Proposition 4.15,Proposition 6.3] when d = 2). The con-
struction in [BO18, Proposition 3.12] (and [Sar13, Proposition 4.15] when d = 2) in fact tells us that V s(u)
are V u(u) are admissible stable and unstable manifolds in u0 = ψ
ps0,p
u
0
x0 , respectively.
Definition 4.17. Let V u and Wu be u-admissible manifolds in ψp
s,pu
x , and Let F
u, Gu be their representing
functions, respectively. Then,
dC0(V
u,Wu) := max
Rpu (0)
|Fu −Gu|, dC1(V u,Wu) := max
Rpu (0)
|Fu −Gu|+ max
Rpu (0)
‖d·Fu − d·Gu‖,
where Rpu(0) := {u ∈ Rd : |u|∞ ≤ pu}.
Definition 4.18. Let R,S ∈ Σ̂L be two chain s.t. R0 = S0, then
dC0(V
u(R), V u(S)) := max
uyR,vyS,u0=v0
{dC0(u, v)} , dC1(V u(R), V u(S)) := max
uyR,vyS,u0=v0
{dC1(u, v)} .
The maximum is finite (and so the definition is proper), since ∀R ∈ R, #{u ∈ V : Z(u) ⊇ R} < ∞, and
∀u, v ∈ ΣL s.t. u, v y R and u0 = v0 = ψps,pux , V u(u) = V u(v), by [BO18, Proposition 4.15].
Claim 4.19. ∃K > 0, θ ∈ (0, 1) s.t. d(R,S) ≤ e−n ⇒ dC1(V u(R), V u(S)) ≤ C · θn, ∀n ≥ 1.
Proof. Let u ∈ V s.t. Z(u) ⊇ R0 = S0. Use Lemma 4.1 in succession to obtain an admissible sequence
(u−n+1, ..., u−1, u) s.t. Z(u−i) ⊇ R−i = S−i, ∀0 ≤ i ≤ n− 1. By continuing to use Lemma 4.1 in succession,
separately, obtain two admissible chains wR(u), wS(u) ∈ ΣL ∩ [u] s.t. wR(u) y R, wS(u) y S, and
d(wR(u), wS(u)) ≤ e−n. By [BO18, Proposition 4.15], ∀w′ ∈ ΣL ∩ [u] s.t. w y R, V u(wR(u)) = V u(w′),
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and similarly with wS(u). By [BO18, Proposition 3.12], ∃K > 0, θ ∈ (0, 1) which depend on β and χ s.t.
dC1(V
u(wR(u)), V
u(wS(u))) ≤ K · θn. Therefore,
dC0(V
u(R), V u(S)) ≤ dC1(V u(R), V u(S)) = max
u∈V:Z(u)⊇R0
{
dC1
(
V u(wR(u)), V
u(wS(u))
)}
≤ K · θn.

Lemma 4.20. Let R,S ∈ Σ̂L s.t. d(R,S) = e−n, n ≥ 1. Then, there exists a diffeomorphism I : V u(R)→
V u(S), s.t. for ρR :=
dmV u(R)
dλV u(R)
, ρS :=
dmV u(S)
dλV u(S)
, ∃θ2 ∈ (0, 1) independent of R,S s.t. ‖ρR − ρS ◦ I‖∞ ≤ ǫθn2 ,
where λV u(R), λV u(S) are the normalized Riamannian volume on the respective leaf.
Proof. Let u, v ∈ ΣL s.t. u y R, v y S, d(u, v) = e−n, and dC1(V u(R), V u(S)) = dC1(V u(u), V u(v)) (as
constructed in Claim 4.19). Denote by F v and Fu the representing functions of V u(v) and V u(u) respectively.
Write u = dimV u(R) = dimV u(S) (since R0 = S0).
Part 0: Write ∀i ≥ 0, u−i = ψp
s
−i,p
u
−i
x−i , v−i = ψ
qs−i,q
u
−i
y−i and recall that u−i = v−i for all i ≤ n by assumption.
Hence, ψx0 = ψy0 . In addition R0 = S0, thus O := ψ
−1
x0 [W (R0)] is an open subset of R
d for which
V u(R) = (ψx0 ◦ F˜u)[O], V u(S) = (ψx0 ◦ F˜ v)[O] where F˜u/v(t) = (Fu/v(t), t). I is defined in the following
way: ψx0(F
u(t), t) I7→ ψx0(F
v(t), t). I = ψx0 ◦ F˜ v ◦ πu ◦ ψ−1x0 , where πu is the projection onto the last u
coordinates, and F˜u/v are diffeomorphisms onto their images. So I is a diffeomoprphism. I satisfies
d(I(x), x) ≤ ‖ψx0‖dC0(Fu, F v) ≤ 2dC0(Fu, F v). (8)
Notice, the identity map V u(R) can be written as Id = ψx0 ◦ F˜u ◦ πu ◦ψ−1x0 : V u(R)→ V u(R). Hence, for
all z ∈ V u(R):
‖ΘDdzI −ΘDdzId‖ = ‖ΘDdz(ψx0 ◦ F˜ vπu ◦ ψ−1x0 )−ΘDdz(ψx0 ◦ F˜uπu ◦ ψ−1x0 )‖
= ‖[ΘDdt(ψx0 ◦ F˜ v)−ΘDdt(ψx0 F˜u)]πu ◦ dz(ψ−1x0 ))‖
≤ 2‖C−1χ (x0)‖ · ‖ΘDdt(ψx0 ◦ F˜ v)−ΘDdt(ψx0 ◦ F˜u)‖
= 2‖C−1χ (x0)‖ · ‖ΘDdF˜v(t)ψx0dtF˜ v −ΘDdF˜u(t)ψx0dtF˜u‖
= 2‖C−1χ (x0)‖ · ‖ΘDdF˜v(t)ψx0(dtF˜ v − dtF˜u) + (ΘDdF˜v(t)ψx0 −ΘDdF˜u(t)ψx0)dtF˜u‖
≤ 2‖C−1χ (x0)‖[dC1(F˜u, F˜ v)‖d·ψx0‖+ Lip(d·ψx0)dC0(F˜u, F˜ v) · ‖d·F˜u‖]
≤ 8‖C−1χ (x0)‖dC1(V u(R), V u(S)), (9)
where t = πuψ
−1
x0 (z), and ΘD : TD→ Rd is the local isometry as in Definition 4.14 s.t. D is a neighborhood
which contains z, I(z). It follows that,
|Jac(dzI)− 1| = |Jac(dzI)− Jac(dzId)| ≤ C1‖ΘDdzI −ΘDdzId‖ ≤ 8C1‖C−1χ (x0)‖dC1(V u(R), V u(S)), (10)
where C1 is the Lipschitz constant for the absolute value of the determinant on the ball of (d× d)-matrices
with a bounded operator norm of 2Mf .
5 By [BO18, Proposition 3.12(5)], dC1(V
u(u), V u(v)) ≤ Kθn; and in
addition, as detailed in the remark after [BO18, Definition 3.2], dC1(V
u(u), V u(v)) ≤ 2(pu0 )
β
3 . Therefore,
dC1(V
u(R), V u(S)) =dC1(V
u(u), V u(v))
=dC1(V
u(u), V u(v))
5
6 · dC1(V u(u), V u(v))
1
6 ≤ 2(pu0 )
5β
18 ·K 16 · θ 16 . (11)
Plugging this back in equation (10) gives (for sufficiently small ǫ > 0),
|Jac(dzI)− 1| ≤ 8C1‖C−1χ (x0)‖ · 2(pu0 )
5β
18 K˜θ˜n ≤ ǫ(pu0 )
β
4 θ˜n, (12)
where θ˜ := θ
1
6 ∈ (0, 1), and K˜ := K 16 > 0.
5Write u = dimV u(R), and let A,B be u×u matrices s.t. |aij − bij | ≤ δ for all i, j ≤ u. detA =
∑
σ∈Su
sgn(σ)
∏u
i=1 aiσ(i).
Then | detA− detB| ≤
∑
σ∈Su
|
∏u
i=1 aiσ(i) −
∏u
i=1 biσ(i)| ≤ |Su| · u‖B‖
u−1
Fr
δ. Take maximum over u ≤ d− 1.
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Part 1: As in equation (4), given R ∈ Σ̂L, let
gRn (y) :=
∫
V u(R)
exp[
n−1∑
k=0
log Jac(df−kzf
−1|T
f−k(z)f
−k[V u(R)])− log Jac(df−kyf−1|T
f−k(y)f
−k[V u(R)])]dmR(z),
where mR is the induced Riemannian volume of V
u(R) (not normalized). We saw in Theorem 4.10 that for
a fixed z ∈ V u(R), the inner sum (denoted by SRn,z(y)) converges uniformly, to a limit denoted by SRz (y).
Therefore, also uniformly in y, z, 6
|SRn,z(y)− SRz (y)| ≤ ǫ
3
4 (pu0 )
β
4 e−
χβ
8 n = ǫ
3
4 (pu0 )
β
4 θn3 , (13)
where θ3 := e
−χβ8 n ∈ (0, 1).
Part 2:
|gR(y)− (gS ◦ I)(y)| ≤
∣∣∣∣∣
∫
V u(R)
eS
R
z (y)dmR(z)−
∫
V u(S)
eS
S
z′(I(y))dmS(z
′)
∣∣∣∣∣ (14)
=
∣∣∣∣∣
∫
V u(R)
eS
R
z (y)dmR(z)−
∫
V u(R)
e
S
S
I(z)
(I(y))
Jac(dzI)dmR(z)
∣∣∣∣∣
≤
∫
V u(R)
|eSRz (y) − eS
S
I(z)
(I(y))|dmR(z) +
∫
V u(R)
e
S
S
I(z)
(I(y))|Jac(dzI)− 1|dmR(z)
=
∫
V u(R)
e
S
S
I(z)
(I(y)) · |eSRz (y)−S
S
I(z)
(I(y)) − 1|dmR(z) +
∫
V u(R)
e
S
S
I(z)
(I(y))|Jac(dzI)− 1|dmR(z)
≤eǫ
(∫
V u(R)
|eSRz (y)−S
S
I(z)
(I(y)) − 1|dmR(z) +
∫
V u(R)
|Jac(dzI)− 1|dmR(z)
)
,
because S
R
a (b), S
R
c (d) = ±ǫ for all a, b ∈ V u(R), c, d ∈ V u(S), as seen in equation (5).
By part 0, |Jac(dzI)− 1| ≤ ǫ(pu0 )
β
4 θ˜n. Plugging this in equation (14), yields,
|gR(y)− gS ◦ I(y)| ≤ eǫ · Vol(V u(R))
(
2 sup
y,z∈V u(R)
|SRz (y)− SSI(z)(I(y))|+ ǫ(pu0 )
β
4 θ˜n
)
. (15)
Part 3: By [BO18, Lemma 2.15], ∃ω0 > 0 which depends only on M, f and β, s.t. Qǫ◦f(·)Qǫ(·) = ω
±1
0 . Let
κ = κ(f, χ) > 0 be the constant given by Theorem 2.2. Define,
r := logθ˜
(
θ
ω
β
4
0 + κ+ 1
)
+ 1, (16)
and notice that r > 1. For n > r, define m = ⌊nr ⌋. Then,
|SRz (y)− SSI(z)(I(y))| ≤ |SRz (y)− SRm,z(y)|+ |SRm,z(y)− S
S
m,I(z)(I(y))| + |S
S
m,I(z)(I(y)) − S
S
I(z)(I(y))|
(∵ eq. (13)) ≤ 2ǫ 34 (pu0 )
β
4 · θ
n
r−1
3 +
m∑
k=0
∣∣∣ log Jac(df−k(y)f−1|T
f−k(y)f
−k[V u(R)])− log Jac(df−k(z)f−1|T
f−k(z)f
−k[V u(R)])
+ log Jac(df−k(I(y))f
−1|T
f−k(I(y))f
−k[V u(S)])− log Jac(df−k(I(z))f−1|T
f−k(I(z))f
−k[V u(S)])
∣∣∣
≤ (pu0 )
β
4
2ǫ
3
4
θ3
· (θ
1
r
3 )
n +
m∑
k=0
∣∣∣ log Jac(df−k(y)f−1|T
f−k(y)f
−k[V u(R)])− log Jac(df−k(I(y))f−1|T
f−k(I(y))f
−k[V u(S)])
∣∣∣
+
m∑
k=0
∣∣∣ log Jac(df−k(z)f−1|T
f−k(z)f
−k[V u(R)])− log Jac(df−k(I(z))f−1|T
f−k(I(z))f
−k[V u(S)])
∣∣∣. (17)
6If an −−−−→
n→∞
a, and ∃cn ↓ 0 s.t. ∀n ≥ m ≥ n, |an − am| ≤ cn, then |an − a| ≤ |an − am| + |am − a|, ∀m ≥ 0. Since the
second term tends to 0 as m→∞, we get |an − a| ≤ cn for all n. We apply this to the bounds from equation (6).
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Part 4: We wish to bound the expressions of the form
| log Jac(df−k(z)f−1|T
f−k(z)f
−k[V u(R)])−log Jac(df−k(I(z))f−1|T
f−k(I(z))f
−k[V u(S)])
∣∣∣ for k ≤ m. Set Ik : V u(σkRR)→
V u(σkRS), ψx−k(F
σkRu(t), t) Ik7→ ψx−k(F
σkRv(t), t), where F σ
k
Ru, F σ
k
Rv are the representing functions of V u(σkRu), V
u(σkRv)
respectively (as in the definition of I). By Corollary 4.9, f−k[V u(R)] ⊆ V u(σkRR), f−k[V u(S)] ⊆ V u(σkRS).
Jac(df−k(z)f
−1|T
f−k(z)V
u(σkRR)
)
Jac(df−k(I(z))f−1|T
f−k(I(z))V
u(σkRS)
)
=
Jac(df−k(z)f
−1|T
f−k(z)V
u(σkRR)
)
Jac(dIk(f−k(z))f
−1|T
Ik(f
−k(z))V
u(σkRS)
)
·
Jac(dIk(f−k(z))f
−1|T
Ik(f
−k(z))V
u(σkRS)
)
Jac(df−k(I(z))f−1|T
f−k(I(z))V
u(σkRS)
)
. (18)
We proceed to bound the first term. Consider the local isometries ΘDk : TDk → Rd, k ≥ 0, as in Definition
4.14, s.t. Dk is a neighborhood which contains ψx−k [RQǫ(x−k)(0)] ⊇ V u(σkRR), V u(σkRS); νp : Rd → TpM is
the local inverse such that νpΘDk = IdTpM for all p ∈ Dk. For easier notation, we omit the restriction to
appropriate tangent spaces when context makes it clear. It then follows that,
‖ΘDk+1df−k(z)f−1 −ΘDk+1dIk(f−k(z))f−1df−k(z)Ik‖
= ‖ΘDk+1df−k(z)f−1νf−k(z)ΘDkdf−k(z)IdT
f−k(z)V
u(σkRu)
−ΘDk+1dIk(f−k(z))f−1νIk(f−k(z))ΘDkdf−k(z)Ik‖
≤ ‖d·Ik‖ ·H0d(f−k(z), Ik(f−k(z)))β +Mf‖ΘDkdf−k(z)IdTf−k(z)V u(σkRR) −ΘDkdf−k(z)Ik‖
≤ 2H0 · 2dC0(V u(σkRR), V u(σkRS))β +Mf8‖C−1χ (x−k)‖dC1(V u(σkRR), V u(σkRS)) ≤ (4H0 + 8Mf)ǫ(pu−k)
β
4 θ˜n−k,
where H0 is given by Definition 4.14, and the last line is by equation (9) and equation (12), applied to the
shifted sequences σkRu, σ
k
Rv. Then we get,
|Jac(df−k(z)f−1|T
f−k(z)V
u(σkRR)
)− Jac(dIk(f−k(z))f−1|TIk(f−k(z))V u(σkRS))|
≤ |Jac(df−k(z)f−1)− Jac(df−k(z))(f−1 ◦ Ik)|+Mdf |Jac(df−k(z)Ik)− 1|
≤ C1(4H0 + 8Mf)ǫ(pu−k)
β
4 θ˜n−k +Mdf ǫ(p
u
−k)
β
4 θ˜n−k ≤ C1(4H0 + 9Mdf )ǫQǫ(x0)
β
4 ω
kβ
4
0 θ˜
n−k,
where C1 is Lipschitz constant for the Jacobian. In addition, since
Jac(df−k(z)f
−1|T
f−k(z)V
u(σkRR))
), Jac(dIk(f−k(z))f
−1df−k(z)Ik|T
f−k(z)V
u(σkRR)
) ≥ 1
(2Mf)d
.
we get,
Jac(df−k(z)f
−1|T
f−k(z)V
u(σkRR)
)
Jac(dIk(f−k(z))f
−1|T
Ik(f
−k(z))V
u(σkRS)
)
= exp(±C1(2Mf )d(4H0 + 9Mdf )ǫ(pu0 )
β
4 e
kβǫ
4 θ˜n−k)
= exp(±ǫ 34Qǫ(x0)
β
4 ω
kβ
4
0 θ˜
n−k) = exp(±ǫ 34Qǫ(x0)
β
4 (
ω
β
4
0
θ˜
)k(θ˜
n
m )m)
= exp(±ǫ 34Qǫ(x0)
β
4 (
ω
β
4
0
θ˜
)m(θ˜r)m)
= exp(±ǫ 34Qǫ(x0)
β
4 θm) = exp(±ǫ2θm). (19)
The last line is due to the choice of r in equation (16). We continue to bound the second term of equation
(18). Define fxixi+1 := ψ
−1
xi+1 ◦ f ◦ ψxi . By [BO18, Proposition 2.21],
fxixi+1(−vs−,−vu−) = (Dsvs + hs(vs, vu), Duvu + hu(vs, vu))
for vu = πuψ
−1
xi ξi, vs = πsψ
−1
xi ξi, where πs is the projection onto the (d−u) first coordinates, ∀ξi tangent to ψxi [RQǫ(xi)(0)],
where κ−1 ≤ ‖D−1s ‖−1, ‖Ds‖ ≤ e−χ and eχ ≤ ‖D−1u ‖−1, ‖Du‖ ≤ κ, ‖∂(hs,hu)∂(vs,vu) ‖ < ǫ, and ‖
∂(hs,hu)
∂(vs,vu)
|v1 −
15
∂(hs,hu)
∂(vs,vu)
|v2‖ ≤ ǫ|v1 − v2|β/3 on RQǫ(xi)(0). A similar statement holds for f−1xixi+1 . Notice, κ = κ(f, χ) > 0
was introduced before in Theorem 2.2. Then,
|ψ−1x−k(Ik(f−k(z)))− ψ−1x−k(f−k(I(z)))| ≤|ψ−1x−k(Ik(f−k(z)))− ψ−1x−k(f−k(z))|+ |ψ−1x−k(f−k(z))− ψ−1x−k(f−k(I(z)))|
≤(κ+ ǫ)kdC0(V u(u), V u(v)) + dC0(V u(σkRu), V u(σkRv))
≤(κ+ ǫ)kdC1(V u(u), V u(v)) + dC1(V u(σkRu), V u(σkRv)). (20)
By the estimates of equation (11) and equation (12), applied to the shifted sequences, we get ∀0 ≤ k ≤ m,
dC1(V
u(σkRu), V
u(σkRv)) ≤ (pu−k)
β
4 θ˜n−k. (21)
In addition, by the admissiblity of the chain u (or v), pu0 ≤ eǫkpu−k (see [BO18, Definition 2.23]). Plugging
this back in equation (21) yields,
|ψ−1x−k(Ik(f−k(z)))− ψ−1x−k(f−k(I(z)))| ≤(κ+ ǫ)kθ˜n(pu0 )
β
4 + (pu−k)
β
4 θ˜n−k
≤
(
(eǫ(κ+ ǫ))m(θ˜r)m + θ˜n−k
)
(pu−k)
β
4
≤
(
(κ+ 1)m(θ˜r)m + θ˜n−k
)
(pu−k)
β
4 ≤ 2(pu−k)
β
4 θm. (22)
Define Ak : Tf−k(I(z))V
u(σkRS)→ TIk(f−k(z))V u(σkRS), Akdψ−1x−k (f−k(I(z)))ψxk
( u
dπuψ−1x−k (f−k(I(z)))
F σ
k
Rvu
)
:=
dψ−1x−k (Ik(f−k(z)))
ψxk
( u
dπuψ−1x−k (Ik(f−k(z)))
F σ
k
Rvu
)
. Then by equation (22), it can be shown similarly to
equation (9), that
‖ΘDkIdTf−k(z)V u(σkRS) −ΘDkAk‖ ≤2‖C
−1
χ (x−k)‖ · (Ho¨l β
3
(d·F σ
k
Rv) · 2|ψ−1x−k(Ik(f−k(z)))− ψ−1x−k(f−k(I(z)))|
β
3
+2|ψ−1x−k(Ik(f−k(z)))− ψ−1x−k(f−k(I(z)))| · 2) ≤ 8‖C−1χ (x−k)‖(2pu−kθm)
β
3 ≤ ǫ4(θ β3 )m.
Then,
‖ΘDk+1df−k(I(z))f−1 −ΘDk+1dIk(f−k(z))f−1Ak‖
= ‖ΘDk+1df−k(I(z))f−1νf−k(I(z))ΘDkdf−k(z)IdTf−k(z)V u(σkRS) −ΘDk+1dIk(f−k(z))f
−1νIk(f−k(z))ΘDkAk‖
≤ ‖Ak‖ ·H0d(f−k(I(z)), Ik(f−k(z)))β +Mf‖ΘDkdf−k(I(z))IdT
f−k(z)V
u(σkRS)
−ΘDkAk‖
≤ 2H0 · (2|ψ−1x−k(Ik(f−k(z)))− ψ−1x−k(f−k(I(z)))|)β +Mfǫ4(θ
β
3 )m ≤ ǫ3(θ β3 )m.
Therefore,
Jac(dIk(f−k(z))f
−1|T
Ik(f
−k(z))V
u(σkRS)
)
Jac(df−k(I(z))f−1|T
f−k(I(z))V
u(σkRS)
)
=
Jac(dIk(f−k(z))f
−1Ak)
Jac(df−k(I(z))f−1)
· 1
Jac(Ak)
= e±((2Mf )
dC1ǫ
3(θ
β
3 )m+2dǫ3(θ
β
3 )m).
Plugging this, together with equation (19), back in equation (18), yields,
Jac(df−k(z)f
−1|T
f−k(z)f
−k[V u(R)])
Jac(df−k(I(z))f−1|T
f−k(I(z))f
−k[V u(S)])
= exp(±2ǫ2.5(θ β3 )m) = exp(±2 ǫ
2.5
θ
β
3
(θ
β
3r )n) = exp(±ǫ2(θ β3r )n).
Hence, by plugging this back in equation (17),
|SRz (y)− SSI(z)(I(y))| ≤(pu0 )
β
4
2K3
θ3
· (θ
1
r
3 )
n + ǫ2
m∑
k=0
(θ
β
3r )n ≤ (pu0 )
β
4
2K3
θ3
· (θ
1
r
3 )
n + ǫ2n · (θ β3r )n
≤ ǫ
3
2
2
· (θ
1
r
3 )
n +
ǫ
3
2
2
(θ
β
6r )n (for small enough ǫ) ≤ ǫ 32 · (max{θ
1
r
3 , θ
β
6r })n = ǫ 32 θn2 ,
where θ2 := max{θ
1
r
3 , θ
β
6r , θ˜}. Plugging this in equation (15) yields (for ǫ sufficiently small),
|gR(y)− gS ◦ I(y)| ≤ eǫVol(V u(R))(2ǫ2θn2 + ǫ(pu0 )
β
4 θ˜n) ≤ ǫ 32Vol(V u(R))θn2 . (23)
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Part 5:
|Vol(V u(R))−Vol(V u(S))| =|
∫
O
Jac(dt(ψx0 F˜
u)dLeb(t)−
∫
O
Jac(dt(ψx0 F˜
v)dLeb(t)|
≤
∫
O
|Jac(dt(ψx0 F˜u))− Jac(dt(ψx0F˜ v))|dLeb(t)
≤
∫
O
C1‖ΘDdt(ψx0 F˜u)−ΘDdt(ψx0 F˜ v)‖dLeb(t),
where C1 is the Lipschitz constant for the Jacobian operator (it is used properly here, since ‖d·(ψx0 F˜u/u)‖ ≤
3). In equation (9) we saw that ‖ΘDd·(ψx0 F˜u)−ΘDd·(ψx0 F˜ v)‖ ≤ 4·dC1(V u(R), V u(S)); hence |Vol(V u(R))−
Vol(V u(S))| ≤ C1 · 4 · 2K˜(pu0 )
β
4 θ˜n. In addition, Jac(d·(ψx0 F˜
u))−1 = Jac((d·(ψx0F˜
u))−1) ≤ 3‖C−1χ (x0)‖.
Therefore,
|Vol(V u(R))−Vol(V u(S))|
Vol(V u(R))
≤Leb(O)8C1K˜(p
u
0 )
β
4 θ˜n
Leb(O) 1
3‖C−1χ (x0)‖
≤ ǫ 32 θ˜n, (24)
when ǫ is sufficiently small.
≤ Vol(V u(R))ǫ 32 θ˜n (for small enough ǫ). In particular,
|Vol(V u(R))−Vol(V u(S))| ≤ Vol(V u(R)) · ǫ 32 θ˜n, and Vol(V
u(S))
Vol(V u(R))
= e±ǫ. (25)
Part 6: Recall, gR = e±ǫVol(V u(R)) since gR(y) =
∫
V u(R)
eS
R
z (y)dmR(z) (and similarly for g
S). Hence
‖ρR − ρS ◦ I‖ =‖Vol(V
u(R))
gR
− Vol(V
u(S))
gS ◦ I ‖
≤‖ 1
gR
‖ · ‖ 1
gS
‖ · ‖Vol(V u(R))(gR − gS ◦ I) + gS(Vol(V u(R))−Vol(V u(S)))‖
≤e2ǫ 1
Vol(V u(S))
‖gR − gS ◦ I‖+ e3ǫ 1
Vol(V u(R))
|Vol(V u(R))−Vol(V u(S))|
(∵ eq. (23)) ≤e2ǫVol(V
u(R))
Vol(V u(S))
1
Vol(V u(R))
ǫ
3
2Vol(V u(R))θn2 + e
3ǫ 1
Vol(V u(R))
Vol(V u(R))ǫ
3
2 θ˜n
≤ǫ · √ǫ
(
e2ǫ + e3ǫ
)
θn2 ≤ ǫθn2 for small enough ǫ.

Claim 4.21. There exist n0 ∈ N and θ2 ∈ (0, 1), constants depending only on χ, β, f , such that for any
n ≥ n0, if d(R,S) = e−n, then |φ(R)− φ(S)| ≤
√
ǫθn2 . In addition, φ has summable variations
7.
Proof. We define n0 := ⌈r⌉+1, where r is a constant given by equation (16). We assume n ≥ n0. Recall the
formula from the statement of Theorem 4.10,
eφ(R) = lim
m→∞
Vol(f−mf−1[V u(R)])
Vol(f−m[V u(σRR)])
= lim
m→∞
∫
f−1[V u(R)]
dmσRR(y)∫
V u(σRR)
Jac(dzf−m)
Jac(dyf−m)dmσRR(z)
=
∫
f−1[V u(R)]
dmσRR(y)
gσRR(y)
=
∫
V u(R)
Jac(dyf
−1)dmR(y)
gσRR ◦ f−1(y) ,
wheremσRR andmR are the induced Riemannian volumes of V
u(R) and V u(σRR) respectively, the Jacobians
refer to the Jacobians of the restriction of the differential to the tangent space to the domain of integration
manifold, and gσRR is the continuous limit function as defined in equation (7), for V u(σRR).
7As defined in [Sar09],
∑
∞
k=2 vark(φ) <∞, vark(φ) = sup{|φ(R)− φ(S)| : d(R,S) ≤ e
−k}.
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Assume d(R,S) = e−n, n ≥ 2. Consider the maps I1 : V u(R) → V u(S), I2 : V u(σRR) → V u(σRS) as
given by Lemma 4.20. Then,
eφ(S) =
∫
V u(S)
Jac(dy′f
−1)dmS(y′)
gσRS ◦ f−1(y′) =
∫
V u(R)
Jac(dyI1)Jac(dI1(y)f
−1)dmR(y)
gσRS ◦ f−1 ◦ I1(y) . (26)
We now wish to bound the ratio between the integrands in the formulae of eφ(S) and eφ(R): by equation (12),
Jac(dyI1) = e
±ǫθ˜n where θ˜ ∈ (0, 1) is a constant depending only on χ, β. By equation (19) (with m = k = 0),
Jac(dI1(y)f
−1)
Jac(dyf−1)
= e±ǫ
2θn2 , where θ2 ∈ [θ˜, 1) is a constant depending only on χ, β,M, f . We are therefore left to
bound g
σRS◦f−1◦I1(y)
gσRR◦f−1(y) :
|gσRR(f−1(y))− gσRS(f−1(I1(y)))| ≤|gσRR(f−1(y))− gσRS ◦ I2(f−1(y))| (27)
+|gσRS ◦ I2(f−1(y))− gσRS(f−1(I1(y)))|
≤ǫ 32Vol(V u(σRS))θn−12 + |gσRS ◦ I2(f−1(y))− gσRS(f−1(I1(y)))|,
where the last line is by equation (23), and since all estimates with I1 hold with I˜1 := I
−1
1 : V
s(S)→ V u(R).
We continue to bound the second summand: denote t1 = f
−1 ◦ I1(y), t2 = I2 ◦ f−1(y). Denote ∀a, b ∈
V u(σRS),
S
σRS
m,a (b) :=
∑m−1
k=0 log Jac(df−k(a)f
−1|T
f−k(a)f
−k[V u(σRS)]) − log Jac(df−k(b)f−1|Tf−k(b)f−k[V u(σRS)]). Then,
|gσRS(t2)− gσRS(t1)| = lim
m→∞
|
∫
V u(σRS)
(eS
σRS
m,z (t2) − eSσRSm,z (t1))dmσRS(z)|
≤ lim sup
m→∞
∫
V u(σRS)
eS
σRS
m,z (t1)|eSσRSm,z (t2)−SσRSm,z (t1) − 1|dmσRS(z)
= lim sup
m→∞
∫
V u(σRS)
eS
σRS
m,z (t1)|eS
σRS
m,t2
(t1) − 1|dmσRS(z)
≤eǫVol(V u(σRS)) sup
m
|Jac(dt2f
−m|Tt2V u(σRS))
Jac(dt1f
−m|Tt1V u(σRS))
− 1|, (28)
where by equation (5) (with n = 0), we get the uniform bound S
(·)
m,z(b) = ±ǫ. In addition, equation (5)
(with n = 0) also yields the bound,
Jac(dt2f
−m|Tt2V u(σRS))
Jac(dt1f
−m|Tt1V u(σRS))
= e±ǫ·d(t1,t2)
β
4 . We wish to bound its exponent:
d(t1, t2) = d(f
−1(I1(y)), I2(f−1(y))) ≤ d(f−1(I1(y)), f−1(y)) + d(f−1(y), I2(f−1(y))) ≤ Mfd(y, I1(y)) +
d(f−1(y), I2(f−1(y))); equation (8) bounds this byMf2dC0(V u(R), V u(S))+2dC0 (V u(σRR), V u(σRS)). By
equations (11) and (12), dC0(V
u(σRR), V
u(σRS)), dC0(V
u(R), V u(S)) ≤ (pu0 )
β
3 θ˜n−1. Thus, in total,
|gσRS(t2)− gσRS(t1)| ≤ 2 ·
(ǫ2
2
Vol(V u(σRS))θ˜
n−1 +
ǫ2
2
Vol(V u(σRS))θ˜
n−1
)
≤ 2ǫ2Vol(V u(σRS))θ˜n−1.
Pluggin this back in equation (27) yields,
|gσRR(f−1(y))− gσRS(f−1(I1(y)))| ≤ 2ǫ2Vol(V u(σRS))θ˜n−1 + ǫ 32Vol(V u(σRS))θn−12 ≤ 2ǫ
3
2Vol(V u(S))θn−12 .
Putting this together with the fact that gσRS = e±ǫVol(V u(σRS)) (since S
σRS
m,z (·) = ±ǫ, ∀z ∈ V u(R)), gives
us,
gσRR(f−1(y))
gσRS(f−1(I1(y)))
= exp(±4ǫ 32 1
θ2
θn2 ) = exp(±ǫθn2 ),
when ǫ is sufficiently small. Plugging this in equation (26), together with the bound
Jac(dI1(y)f
−1)
Jac(dyf−1)
= e±ǫ
2θn2
(by equation (19)), and the bound Jac(dyI1) = e
±ǫθ˜n (by equation (12)), gives,
eφ(S)
eφ(R)
= exp(±(ǫθn2 + ǫ2θn2 + ǫθ˜n)) = exp(±
√
ǫθn2 ) (for small enough ǫ).
18
We are then left to show summable variations: for this it is enough to show that |φ(R)−φ(S)| is bounded
uniformly whenever d(R,S) ≤ e−2. Indeed,
φ(R) = log
∫
f−1[V u(R)]
dmσRR(y)
gσRR(y)
= log(e±ǫ
Vol(f−1[V u(R)])
Vol(V u(σRR))
). (29)
By equation (25), whenever d(R,S) ≤ e−2, Vol(V u(R)) = e±ǫVol(V u(S)),Vol(V u(σRR)) = e±ǫVol(V u(σRS)).
Therefore,
|φ(R)− φ(S)| ≤ 2ǫ. (30)

Corollary 4.22. R ∈ Σ̂L, the function ρR = dmV u(R)dλV u(R) : V u(R) → [e−ǫ, eǫ] is Ho¨lder continuous, with a
Ho¨lder constant and exponent uniform in R.
Proof. From equation (28) in Claim 4.21 and the three lines following it we get,
|gR(t)− gR(s)| ≤ eǫVol(V u(R))(2 · ǫ · d(t, s)β4 ), ∀R ∈ Σ̂L, t, s ∈ V u(R).
Hence g
R
Vol(V u(R)) =
1
ρR is (2ǫe
ǫ, β4 )-Ho¨lder continuous. Since ρ
R = e±ǫ, ρR is (2ǫe3ǫ, β4 )-Ho¨lder continuous.

Definition 4.23. We define the following Ruelle operator on C(Σ̂L):
(Lφψ˜)(R) :=
∑
σRS=R
eφ(S)ψ˜(S).
The sum has finitely many terms since Σ̂ (and thus Σ̂L) is locally-compact (see remark after Definition
3.3).
Definition 4.24. For any R ∈ R, define
AR :=
⋃
· {V s(S) : S ∈ Σ̂◦R, S0 = R},
where Σ̂◦R := {S ∈ RN :
⋂∞
i=0 f
−i[Si] 6= ∅}, and for R ∈ Σ̂◦R, V s(R) := W (R0) ∩ V s(u) for some (any)
(ui)i≥0 ∈ VN s.t. Z(ui) ⊆ Ri ∀i ≥ 0 (V s(R) is well defined, similarly to Definition 4.3, by arguments
analogous to those in Lemma 4.4).
This union is disjoint in the sense that for any two stable leaves, they either coincide or are disjoint, as
they all span over the same window W (R) (recall Definition 4.3), and two stable leaves which span over the
same window either coincide or are disjoint (see [BO18, Proposition 4.15], or [Sar13, Proposition 6.4] when
d = 2).
Claim 4.25. ∀R ∈ Σ̂◦L, mR = 1AR0 ·mV u(R).
Proof. Recall, mR = 1Wu(R) ·mV u(R), and we wish to show that Wu(R) = V u(R) ∩ AR0 . We start with
the easy inclusion; let x ∈ Wu(R), then (R(x)i)i≥0 ∈ Σ̂◦R and {x} = {π̂(R(x))} = V u(R) ∩ V s((R(x)i)i≥0).
Now for the other inclusion: let x ∈ V u(R) ∩ AR0 , then x ∈ V s(S), S ∈ Σ̂◦R, S0 = R0. Let y ∈ Wu(R),
z ∈ ⋂i≥0 f−i[Si]. One can easily check that then x must equal [y, z]R0 ; whence, by the Markov property,
(R(x)i)i≤0 = R. Meaning x ∈ Wu(R). 
Definition 4.26. The extended space of absolutely continuous measures: ∀R ∈ Σ̂L, µR := 1AR0 ·mV u(R),
where by Claim 4.25, if R ∈ Σ̂◦L then µR = mR.
Lemma 4.27. ∀h ∈ C(M), ψh(R) := µR(h) is continuous on Σ̂L.
Proof. Fixing some partition member T , we consider the holonomy map along the stable leaves in AT =⋃· {V s(S) : ⋂i≥0 f−i[Si] 6= ∅, S0 = T }, Γ : V u(S) ∩ AT → V u(R) ∩ AT , where R,S ∈ Σ̂L, R0 = S0 = T . By
Pesin’s absolute continuity theorem [BP07, Theorem 8.6.1], ‖Jac(Γ)− 1‖ ≤ KT θn whenever d(R,S) ≤ e−n,
where θ is as defined in Claim 4.19, and KT is a positive constant depending on the partition member T .
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Here Jac(Γ) refers to the Radon-Nikodym derivative of the mapping, and not the standard derivative (as it
may not exist).
Let h ∈ C(M), w.l.o.g. ‖h‖ = 1. M is compact, whence ǫh(δ) := sup{|h(x)− h(y)| : d(x, y) < δ} −−−→
δ→0
0.
Assume d(R,S) = e−n, n ≥ 1. First, notice that if x ∈ V u(S) ∩ AT , then ∃Q ∈ Σ̂◦R ∩ [T ] s.t. x =
π̂(S ·Q),Γ(x) = π̂(R ·Q), where S ·Q,R ·Q are the respective concatenations of two one-sided chains which
begin with the same symbol. In addition, d(R ·Q,S ·Q) = d(R,S) = e−n. Then by Claim 4.19, d(x,Γ(x)) ≤
3dC0(V
u(R), V u(S)) ≤ 3Cθn where θ ∈ (0, 1), C > 0 are constants and the factor of 3 comes from the
Lipschitz bound ofR′ 7→ unique element of
(
V u(R′)∩V s(Q)
)
, R′ ∈ [T ]∩Σ̂L (see [BO18, Proposition 3.5(3)]).
Now recall the mapping I : V u(S)→ V u(R) from Lemma 4.20.
Step 1: d(Γ(x), I(x)) ≤ d(x, I(x))+d(x,Γ(x)), and by claim 0 in Lemma 4.20, d(x, I(x)) ≤ 2dC0(V u(R), V u(S)) ≤
2Cθn, whence in total d(Γ(x), I(x)) ≤ 4Cθn.
Step 2: Recall mV u(R) =
1
gR
·mV u(R) where mV u(R) is the induced Riemannian leaf volume of V u(R).
By part 4 in Lemma 4.20, ‖gR ◦ I − gS‖ ≤ ǫ 32Vol(V u(S))θn2 where θ2 ∈ (0, 1) is a constant. Therefore
‖ 1
gR ◦ I −
1
gS
‖ ≤ ‖ 1
gR
‖ · ‖Vol(V
u(S))
gS
‖ · ǫ 32 θn2 .
By Theorem 4.10, ‖ 1gR ‖ ≤ 1Vol(R)e±ǫ,‖ 1gS ‖ ≤ 1Vol(S)e±ǫ. So in total ‖ 1gR◦I − 1gS ‖ ≤ 1Vol(R)e±2ǫǫ
3
2 θn2 . By part
5 of Lemma 4.20, Vol(V
u(R))
Vol(V u(S)) = e
±ǫ if R0 = S0; so define a constant Ctmp(T ) := sup{ 1Vol(V u(R′)) ;R′0 = R0 =
S0 = T } ≤ eǫ 1Vol(V u(R)) < ∞. Whence ‖ 1gR◦I − 1gS ‖ ≤ Ctmp(T )e±2ǫǫ
3
2 θn2 ≤ Ctmp(T )θn2 for ǫ > 0 small
enough.
Step 3: By Corollary 4.22, ρS = Vol(V
u(S))
gS
is (2ǫe3ǫ, β4 )−Ho¨lder continuous. Therefore 1gS is
( 1Vol(V u(S))2ǫe
3ǫ, β4 )−Ho¨lder continuous, whence (Ctmp(T )2ǫe3ǫ, β4 )−Ho¨lder continuous. Combining this
with steps 1 and 2 yields:
‖ 1
gR ◦ Γ −
1
gS
‖ ≤ ‖ 1
gR ◦ I −
1
gS
‖+ ‖ 1
gR ◦ Γ −
1
gR ◦ I ‖ ≤ Ctmp(T )θ
n
2 + Ctmp(T )2ǫe
3ǫ · d(Γ(x), I(x))β4
≤ Ctmp(T )θn2 + Ctmp(T )2ǫe3ǫ · (5Cθn)
β
4 ≤ C˜tmp(T )θn2 ,
where C˜tmp(T ) is a global constant of, and θ
β
4 ≤ θ2 < 1. In addition, ‖h−h◦Γ‖ ≤ ǫh(d(x,Γ(x))) ≤ ǫh(3Cθn).
Step 4: Γ is a bijection. So,∫
V u(R)∩AT
h
1
gR
dmV u(R) =
∫
Γ[V u(S)∩AT ]
h
1
gR
dmV u(R) =
∫
V u(S)∩AT
h ◦ Γ 1
gR ◦ ΓJac(Γ)dmV u(S)
=
∫
V u(S)∩AT
h
1
gS
dmV u(S) +
∫
V u(S)∩AT
(h ◦ Γ− h) 1
gR ◦ ΓJac(Γ)dmV u(S)
+
∫
V u(S)∩AT
h · ( 1
gR ◦ Γ −
1
gS
)Jac(Γ)dmV u(S) +
∫
V u(S)∩AT
h
1
gS
(Jac(Γ)− 1)dmV u(S)
=
∫
V u(S)∩AT
h
1
gS
dmV u(S) ± (ǫh(3Cθn) + ‖Jac(Γ)‖Vol(V u(S))C˜tmp(T )θn2 + ‖Jac(Γ)− 1‖),
where the last transition used the bound we achieved in step 3. Thus,
|µR(h)− µS(h)| = |
∫
V u(R)∩AT
h
1
gR
dmR −
∫
V u(S)∩AT
h
1
gS
dmS |
≤ ǫh(3Cθn) + (1 +KT )Vol(V u(S))C˜tmp(T )θn2 +KT θn).
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Therefore, ψh is uniformly-continuous on cylinders, and so it is continuous on Σ̂L. 
The following property is a crucial step in our construction:
Proposition 4.28. ∀h ∈ C(M), R ∈ Σ̂L, µR(h ◦ f) =
∑
σRS=R
µS(h)e
φ(S).
Proof. Fix any h ∈ C(M). By Lemma 4.27, ψh(R) := µR(h) and ψh◦f (R) := µR(h◦f) are continuous on Σ̂L.
By Claim 4.12 and Claim 4.25, ∀R ∈ Σ̂◦L, ψh◦f (R) = Lφψh(R). By the remark after Definition 3.20, Σ̂◦L is
dense in Σ̂L. Therefore, by the continuity of Lφ (φ is continuous and Σ̂ is locally-finite), ψh◦f (R) = Lφψh(R)
for R ∈ Σ̂L \ Σ̂◦L as well. 
4.3. The Leaf Condition.
Definition 4.29. We say that the leaf condition is satisfied, if there exists an unstable leaf of maximal
dimension which gives HWTχ a positive leaf volume. We say that the leaf condition is satisfied for a
measurable set A ∈ B, if there exists an unstable leaf of maximal dimension which gives A a positive leaf
volume.
A notion of a similar “leaf condition” was introduced earlier by Climenhaga, Dolgopyat, and Pesin in
[CDP16].
Definition 4.30.
Σ̂# :=
⋃
·
[S]⊆Σ̂
(
[S] ∩ Σ̂#L
)
×
(
[S] ∩ Σ̂◦R
)
.
Notice, Σ̂◦ ⊆ Σ̂# ⊆ Σ̂#.
Lemma 4.31. If there exists an unstable leaf of maximal dimension, V u, whose Riemannian volume gives
HWTχ a positive measure, then there exist a maximal irreducible component 〈S〉Z ∩ Σ̂ and a periodic chain
S ∈ Σ̂L ∩ 〈S〉−N s.t. µS(π̂[Σ̂# ∩ 〈S〉Z]) > 0.
Proof. V u gives a positive volume to
⋃· R, which is a countable union. Therefore, ∃R ∈ R s.t. V u ∩ R
has a positive leaf volume in V u. Since ∀y ∈ R ∩ V u, dim(V u) = dimV u(R(y)), ∃R ∈ Σ̂◦ ∩ [R] s.t.
mV u(R)(R) > 0. ∀x ∈ R, ∃S ∈ R s.t. R(f i(x)) = S for infinitely often i ≥ 0. Therefore, because there
is only a countable number of finite cylinders, ∃l ≥ 2 and and a cylinder [R,S1, ..., Sl−2, S] s.t. {x ∈ R :
R(x) ∈ [R,S1, ..., Sl−2, S],#{i : R(f i(x)) = S} = ∞} has a positive leaf volume in V u(R). Let R′ be
the admissible concatenation R · (R,S1, ..., Sl−2, S) ∈ Σ̂L. Whence, V u(R′) gives a positive leaf volume to
{x ∈ S : #{i ≥ 0 : R(f i(x)) = S} =∞}. Since S is a recurring symbol in the future of any of these points,
∃S ∈ [S] ⊆ Σ̂L which is periodic.
The holonomy map along stable leaves Γ : V u(R′) ∩ {x ∈ S : #{i ≥ 0 : R(f i(x)) = S} =∞} → V u(S) is
defined by Γ(x) = π̂((Si)i≤0 ·(R(f i(x))i≥0)) ∈ π̂[Σ̂#∩〈S〉Z], where the · denotes an admissible concatenation
of a negative chain to a positive chain. By Pesin’s absolute continuity theorem [BP07, Theorem 8.6.1],
applied to the holonomy map Γ, mV u(S)(Γ[{x ∈ S : #{i ≥ 0 : R(f i(x)) = S} = ∞}]) > 0. Thus,
µS(π̂[Σ̂
# ∩ 〈S〉Z]) > 0. 
Remark:
(1) Let S± be the periodic extension of S to Σ̂, then p′ := π̂(S±) is a periodic point. It follows that
H(p′) ⊇ π̂[〈S〉Z ∩ Σ̂#], whence µS(H(p′)) > 0.
(2) From this point on, we focus on one ergodic homoclinic class, and constructing a measure on it. By
Lemma 4.31, we may restrict our attention to a maximal irreducible component, while all defini-
tions and claims of §4.2 remain consistent. We therefore assume w.l.o.g. that Σ̂L, Σ̂ are irreducible.
From now on, this assumption will go without mentioning. The recurrent properties and the Gure-
vich pressure which we discuss in the next subsection will be relevant to the maximal irreducible
component to which we are restricted.
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5. Recurrence and The Gurevich Pressure
In this chapter we use the definitions of the Gurevich pressure, positive recurrence, and the “partition
function” Zn(φ,R) :=
∑
S∈Σ̂L∩[R],σnRS=S
e
∑n−1
k=0 φ(σ
k
RS) (this expression is finite since Σ̂L is locally compact).
The Gurevich pressure of the potential φ is defined as PG(φ) := lim sup
n→∞
1
n logZn(φ,R) ∈ (−∞,∞], and
when Σ̂L is topologically mixing, the limit exists and is independent of the choice of the symbol R (see
[Sar09, Proposition 3.2] for proof). We say that the potential φ is recurrent if
∑
n≥1 e
−nPG(φ)Zn(φ,R) =∞
for some symbol (in fact the finiteness of this expression is independent of the choice of R, as can be
seen in [Sar09, Corollary 3.1]). We say that the potential φ is positive-recurrent if it is recurrent, and∑
n≥1 n · e−nPG(φ)
∑
S∈Σ̂L∩[R],σnRS=S, and ∀0<l<n,R−l 6=R
e
∑n−1
k=0 φ(σ
k
RS) < ∞ for some (any) symbol R. For more
details, see [Sar09, § 3.1.3]. Sarig developed an extensive theory for such setups where the potential is
recurrent. For a detailed review of his theory, see [Sar09].
Definition 5.1. The Geometric potential:
ϕ : Σ̂→ [−d · logMf , d · logMf ], ϕ(R) := − log Jac(dπ̂(R)f |Tπ̂(R)V u(R)).
Theorem 5.2. PG(φ) ≤ 0.
Proof. Let φn :=
∑n
k=0 φ ◦ σkR, n ≥ 0. Notice:
eφ(R) ·mV u(R) = mV u(σRR) ◦ f−1|V u(R),
⇒ eφn(R) ·mV u(R) = mV u(σRR) ◦ f−n|V u(R),
⇒ eφn(R) = mV u(R)(f−n[V u(R)]), if σnRR = R.
Define E : Pn,L ↔ Pn as the natural association between the n-periodic points in Σ̂L and the n-periodic
points in Σ̂. Define ∆n(R) := φn(R)− ϕn(E(R)), where ϕn(S) :=
∑n
k=0 ϕ(σ
−kS).
Part 1: ∆n|Pn,L(·) is bounded uniformly in n.
Proof: Let some R ∈ Pn,L, and write x := π̂(E(R)). Denote by λ the (non-normalized) Riemannian leaf
volume on V u(R).
e∆n(R) =mV u(R)(f
−n[V u(R)]) · 1
Jac(dxf−n|TxV u(R))
=
∫
f−n[V u(R)]
1
gR(t)
dλ(t) · 1
Jac(dxf−n|TxV u(R))
(gR is the limit function defined in equation (7))
=
∫
V u(R)
1
gR(f−n(t))
· Jac(dtf−n|TtV u(R))dλ(t) ·
1
Jac(dxf−n|TxV u(R))
=
∫
V u(R)
1
gR(f−n(t))
· Jac(dtf
−n|TtV u(R))
Jac(dxf−n|TxV u(R))
dλ(t).
Recall that by Theorem 4.10, gR = Vol(V u(R))e±ǫ, and by equation (5) (with n = 0), Jac(dtf
−n|TtV u(R))
Jac(dxf−n|TxV u(R)) =
e±ǫ. Whence e∆n(R) = e±2ǫ, and therefore |∆n| ≤ 2ǫ. QED
Part 2: By [BO18, Proposition 6.1], and the regularity of f , ϕ is Ho¨lder continuous. Therefore, by Sinai’s
theorem (in its version for countable Markov shifts, as in [Dao13]), there exists a potential ϕ− : Σ̂ → R,
which is bounded on cylinders, and such that (Ri = Si, ∀i ≤ 0) ⇒ ϕ−(R) = ϕ−(S); and there exists a
bounded and uniformly continuous function A : Σ̂→ R such that
ϕ = ϕ− +A ◦ σ−1 −A.
In this case we say that ϕ− ϕ− is a coboundary. It follows that,
‖ϕn − ϕ−n ‖∞ ≤ 2‖A‖∞.
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ϕ− can be naturally identified with a potential on Σ̂L, s.t. ‖φn − ϕ−n ‖Pn,L,∞ ≤ 2(‖A‖∞ + ǫ) <∞, ∀n ≥ 0.
Part 3: Fix some symbol R. One should notice that since A,ϕ are bounded, so must ϕ− be; whence the
variational principle (see [Sar09, Theorem 4.4]) is applicable to it.
PG(φ) = lim sup
1
n
logZn(φ,R) = lim sup
1
n
logZn(ϕ
−, R)
= sup{hν(σR) +
∫
ϕ−dν : ν is an inv. prob. on Σ̂L} (∵ variational principle)
(1)
= sup{hν±(σ−1) +
∫
ϕ−dν± : ν± is an inv. prob. on Σ̂}
=sup{hν±(σ−1) +
∫
ϕdν± : ν± is an inv. prob. on Σ̂}
(2)
≤ 0 (∵ ϕ− ϕ− is a coboundary).
(1) is due to the entropy preserving natural bijection between shift invariant measures on Σ̂ and on Σ̂L.
(2) is because π̂ is finite-to-1 on Σ̂#, a set of full measure w.r.t. any invariant probability measure, whence
ν± 7→ ν± ◦ π̂−1 preserves entropy. Each such measure is an invariant probability Borel measure, and ϕ is
constant on fibers of π̂−1; whence by the Margulis-Ruelle inequality the pressure is bounded by zero. 
Proposition 5.3. ψ : Σ̂→ R+ ∪ {0}, ψ(R) := µR(1) is a non-negative continuous eigenfunction of Lφ with
eigenvalue 1. If there exists a chain R ∈ Σ̂L s.t. µR(1) > 0, then ψ is also positive.
Proof. By Lemma 4.27, ψ = ψ1 is continuous. If there exists a chain R ∈ Σ̂L s.t. µR(1) > 0, then by
continuity, ∃nR s.t. d(R,S) ≤ e−nR ⇒ ψ(S) > 0. This in turn means that ∀m ≥ 0, ψ(σmR S) > 0, since
Lφψ = ψ (by Proposition 4.28). By irreducibility, ∀S ∈ Σ̂L ∃S′ ∈ Σ̂L s.t. d(S′, R) ≤ e−nR , and ∃mS ≥ 0
s.t. σ
mS
R S
′ = S. Therefore ψ(S) > 0, and it follows that ψ is positive everywhere .

Theorem 5.4. If ∃R ∈ Σ̂L s.t. µR(1) > 0, then PG(φ) = 0 and φ is recurrent.
Proof. By Theorem 5.2 PG(φ) ≤ 0. Therefore, it is enough to show
∑
n≥1 Zn(φ,R) = ∞ for some symbol
R. In particular, the topological pressure of the geometric potential is 0, and ϕ− is recurrent. We assume
w.l.o.g. that µR(
⋃· {V s(S) : S ∈ Σ̂◦R ∩ [R0],#{i ≥ 0 : Si = R0} =∞}) > 0.8
Define An :=
⋃
W=R0,W1,....Wn−2,R0 f
−n[V u(R ·W )], where the “·” product denotes an admissible concate-
nation. Notice, V u(R)∩
(⋃· {V s(S) : S ∈ Σ̂#R ∩ [R0],#{i ≥ 0 : Si = R0} =∞}) ⊆ lim supAn = ⋂∞N=1⋃∞n=N An
naturally by the coding of each point in the LHS set. It follows that µR(lim supAn) > 0, and in particular,
mV u(R)(lim supAn) > 0. (31)
Therefore, by the Borel-Cantelli lemma,
∞ =
∑
n≥1
mV u(R)(An) ≤
∑
n≥1
∑
W=R0,W1,....Wn−1,R0
mV u(R)(f
−n[V u(R·W )]) =
∑
n≥1
∑
W=R0,W1,....Wn−1,R0
eφn(R·W ),
where the last equality is by Theorem 4.10. For every n ≥ 1, for every W = R0,W1, ...,Wn−1, R0, write RW
for the periodic concatenation of W to itself. It follows that d(R ·W,RW ) ≤ e−n. Therefore, by Claim 4.21,
and since φ is bounded on [R0],
9 ∃C > 0, n0 ∈ N s.t. ∀n ≥ n0, eφn(R·W ) = C±1eφn(RW ). We get,
∞ ≤ C±1
∑
n≥1
∑
W=R0,W1,....Wn−1,R0
eφn(R
W ) = C±1
∑
n≥1
Zn(φ,R0).
8Every S ∈ Σ̂◦
R
has some symbol recurring infinitely often in the future; then for some symbol S, the set of all points which
return to S infinitely often in AR0 ∩ V
u(R) has a positive measure. There are only countably many cylinders which begin in
R0, and end in S, therefore, there is some cylinder [R0, a1, ..., an−2, S] s.t.
⋃
{V s(S) : S ∈ Σ̂◦R ∩ [R0, a1, ..., an−2, S],#{i ≥ 0 :
Si = S} =∞} has a positive leaf volume in V u(R). Therefore, the admissible concatenation R˜ := R · (R0, a1, ..., an2 , S) ∈ Σ̂
◦
L
has the property that µ
R˜
(
⋃
· {V s(S) : S ∈ Σ̂◦
R
∩ [S],#{i ≥ 0 : Si = S} =∞}) > 0.
9By equation (30), φ is bounded on cylinders of length 2, and there are only finitely many such cylinders contained in [R0]
by the local-compactness of Σ̂L
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6. Existence, Uniqueness and The Generalized Entropy Formula
6.1. Generalizing the notion of an SRB measure.
Definition 6.1. Let (X,B′, ν) be a measure space. Let T : X → X be a measurable transformation.
(1) A measurable set W ∈ B′ is called wandering if {T−n[W ]}n≥0 are pairwise disjoint.
(2) ν is called conservative if ν gives every wandering set a measure 0.
(3) ν is called non-singular if ν ∼ ν ◦ T−1. In this case, (X,B′, ν, T ) is said to be a non-singular
transformation.
Halmos’ recurrence theorem ([Aar97, § 1.1.1]) states that if (X,B′, ν, T ) is a non-singular transformation,
then ν is conservative if and only if
∑
n≥=0 1E ◦ T n = ∞ ν-a.e. on E for every E ∈ B′ s.t. ν(E) > 0
(i.e. the Poincare´ recurrence theorem holds: in every positive measure set, almost every point returns to it
infinitely many times). It follows that every invariant probability measure is conservative by the Poincare´
recurrence theorem. We work in the context of non-singular transformations, and use the characterization of
conservativity by Halmos as the definition. Notice that if (X,B′, ν, T ) is an invertible transformation, then
any wandering set for T is a wandering set for T−1.
Definition 6.2. A generalized SRB measure (GSRB in short) is a Borel measure on M such that:
(1) It is a conservative, invariant, χ-hyperbolic measure (perhaps infinite, see Definition 2.5) for some
χ > 0; which is finite on regular sets (sets of bounded hyperbolicity, see [BP07, § 2.2]).10
(2) It has absolutely continuous conditional measures w.r.t. any measurable partition subordinate to the
lamination of maximal dimension unstable leaves (recall Definition 3.9) of any measurable subset of
finite measure.11
A finite GSRB measure is called an SRB measure.
6.2. Existence.
Theorem 6.3. If there exists a maximal dimension unstable leaf V u, which gives HWTχ a positive leaf
volume (for some χ > 0), then there exists a hyperbolic periodic point q, s.t. H(q) carries an ergodic GSRB
µ. µ is an SRB measure if and only if φ is positive recurrent.
Proof. By Lemma 4.31, we may assume w.l.o.g. that Σ̂L is irreducible, and that there exists a periodic chain
R ∈ Σ̂L s.t. µR(1) > 0. Then, by Theorem 5.4, PG(φ) = 0 and φ is recurrent. By [Sar09, Theorem 3.4],[Sar01,
Theorem 1], there exists a unique (up to normalization) φ-conformal measure on Σ̂L, p (that is, L
∗
φp =
ePG(φ)p = p, where L∗φ is the dual operator of Lφ); and p is ergodic, conservative, non-singular, and finite on
cylinders.12 Define
µ :=
∫
Σ̂L
µRdp(R),
where {µR}R∈Σ̂L is the extended space of absolutely continuous measures (see Definition 4.26). µ is not the
zero measure, since µ(1) =
∫
µR(1)dp =
∫
ψ(R)dp, where ψ is a continuous positive function (see Proposition
5.3); whence µ(1) > 0.
Claim 1: µ ◦ f−1 = µ.
Proof: By Proposition 4.28, µR ◦ f−1 =
∑
σRS=R
eφ(S)µS , whence
µ ◦ f−1 =
∫
µR ◦ f−1dp =
∫ ∑
σRS=R
eφ(S)µSdp =
∫
µRdp = µ,
10Every subsetset of HWTχ of bounded hyperbolicity (i.e. a level set) can be covered by a finite number of members of R,
and every partition member is contained in a level set. This can be seen immediately by [BO18, Proposition 4.4(2)].
11It is well defined due to Rokhlin’s disintegration theorem.
12The condition of topological mixing can be assumed w.l.o.g. to be satisfied, using the Spectral Decomposition theorem
(see [Sar15, Theorem 2.5]), and composing our measure as a uniform average over the measures corresponding to the mixing
components of the decomposition.
24
where the last transition is by the φ-conformalism of p, and the fact that PG(φ) = 0.
Claim 2: µ is finite iff φ is positive-recurrent.
Proof: As in the beginning of the proof, write µ(1) = p(ψ), where ψ is a positive continuous eigenfunction
of Lφ with eigenvalue 1. Then ψ must be the unique (up to normalization) harmonic function associated
with p (see [Sar09, Theorem 3.4],[Sar01, Theorem 1]). Then, by [Sar09, Proposition 3.5], p(ψ) < ∞ iff φ is
positive-recurrent.
Claim 3: µ is conservative. The first item in the list below also shows that µ is finite on regular sets.
Proof: Let A ⊆M be a measurable set s.t. µ(A) > 0. Write R = {R(i)}i∈N, ki := ∪{V u(R) ∩AR(i) : R ∈
[R(i)]∩ Σ̂#L }. It is clear that µ is carried by
⋃
i≥0 ki, since p is conservative and carried by Σ̂
#
L . We show the
following three steps to complete the proof:
• ∀i ∈ N, µ(ki) <∞: If S,R ∈ Σ̂#L , R0 = R(i) and (V u(R) ∩ AR(i)) ∩ (V u(S) ∩AS0) 6= ∅, then ∃x s.t.
x = π̂(R±) = π̂(S±) whereR±, S± ∈ Σ̂# and S±0 = S0, R±0 = R0 = R(i). Therefore S0 ∈ {S ⊆ Z(v) :
Z(u)∩Z(v) 6= ∅, Z(u) ⊇ R(i)}, and this collection is finite by the local finiteness of Z and its refine-
ment. In addition, p is finite on cylinders. Thus, µ(ki) ≤
∑
S⊆Z(v):Z(u)∩Z(v) 6=∅,Z(u)⊇R(i) p([S]) <∞.
• ∀i ≥ 0, µ-a.e. x ∈ A ∩ ki ∃nj ↑ ∞ s.t. f−nj (x) ∈ A ∩ ki: For every i ≥ 0, p-a.e. R ∈ [R(i)] returns
to it infinitely often with iterations of σR since p is conservative. For any such chain and n ≥ 0,
f−n[V u(R) ∩ AR0 ] ⊆ V u(σnRR) ∩ AR−n .13 Therefore, µ-a.e. point in ki returns to it infinitely often
with iterations of f−1. The first return map to ki, f , is well defined. If µ(ki ∩ A) > 0, then
µ|ki(·) := µ(ki∩·)µ(ki) is f -invariant, and finite by the first step. Therefore, by the Poincare´ recurrence
theorem, µ-a.e. point in ki ∩ A returns to ki ∩ A infinitely often with iterations of f−1.
• µ is conservative: Assume for contradiction that B := {x ∈ A : ∄n ≥ 0, fn(x) ∈ A} has a positive µ
measure. B =
⋃
i≥0(B ∩ ki) mod µ. Therefore, by step 2, µ-a.e. point in B returns to it infinitely
often with iterations of f−1. Take any such recurrent point x, w.l.o.g. x, f−n(x) ∈ B ⊆ A, whence
fn(f−n(x)) = x ∈ A- a contradiction to the definition of B! So µ(B) = 0. Therefore, almost every
point in A returns to it infinitely often with iterations of f (recall the remark following Definition
6.1).
Claim 4: µ is carried by H(q) ⊆ HWTχ, where q is a hyperbolic periodic point.
Proof: Since p is conservative, µ is carried by a union of sets which carry {µR}R∈Σ̂#L . Each such measure
is carried by V u(R) ∩ AR0 ⊆ π̂[Σ̂#]. Let R′ ∈ Σ̂ be any periodic chain, and define q := π̂(R′). Then, by
irreducibility, π̂[Σ̂#] ⊆ H(q).
Claim 5: µ is ergodic.
Proof: It follows directly from Theorem 6.6 below, since p is ergodic. 
6.3. Positive Recurrence, and Finiteness. In Theorem 6.3 we saw that the leaf condition implies the
existence of a GSRB, and that it is finite if and only if the geometric potential is positive recurrent. We now
offer a more refined condition to characterize when is φ positive recurrent.
Definition 6.4. The points HWTPRχ := {x ∈ HWTχ : ∃rx > 1 s.t. lim sup
n→∞
1
n
∑n−1
k=0 1[‖C−1χ (·)≤rx‖] ◦ fk(x) >
0} are called the positively recurrent points in HWTχ.
Claim 6.5. There exists a finite χ-hyperbolic GSRB if and only if the leaf condition is satisfied for HWTPRχ .
Proof. If there exists a finite χ-hyperbolic GSRB (i.e. an SRB), then the leaf condition is satisfied trivially
for HWTPRχ . Then assume that the leaf condition is satisfied by HWT
PR
χ ⊆ HWTχ. Let x ∈ HWTPRχ ,
then by the finiteness of {R ∈ R : inf{‖C−1χ (y)‖ : y ∈ R} ≤ rx}, there must be some symbol Rx s.t.
lim sup 1n
∑n−1
k=0 1Rx ◦ fk(x) > 0. Therefore, there exists R ∈ R s.t. the leaf condition is satisfied for
13If x = pi(R ·S), where the dot means an admissible concatenation, and S ∈ Σ̂◦
R
, then f−n(x) = pi(σn
R
R · ((R−n, ...,R0) ·S))
and (R−n, ...,R0) · S ∈ Σ̂◦R (by the Markov property); in addition R ∈ Σ̂
#
L
⇒ σn
R
R ∈ Σ̂#
L
.
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{x ∈ R : lim sup 1n
∑n−1
k=0 1R ◦ fk(x) > 0}. Whence, ∃R′ ∈ Σ̂#L ∩ [R] s.t. µR′({x ∈ R : lim sup 1n
∑n−1
k=0 1R ◦
fk(x) > 0}). Let R ∈ 〈R〉−N ∩ Σ̂#L ∩ [R], and let ΓR : V u(R′) ∩ AR → V u(R) ∩ AR be the holonomy
map along the stable leaves in AR. Then, ∀x ∈ V u(R) ∩ AR ∩ {x ∈ R : lim sup 1n
∑n−1
k=0 1R ◦ fk(x) > 0},
ΓR(x) has a coding in Σ̂
# with the same future as x. By [BO18, Proposition 4.8],
‖C−1χ (x)‖
‖C−1χ (ΓR(x)‖ = e
±4√ǫ.
Therefore, lim supn→∞
1
n
∑n−1
k=0 1‖C−1χ (·)‖≤rx·e4
√
ǫ ◦ fk(ΓR(x)) > 0, whence ΓR(x) ∈ HWTPRχ . By Pesin’s
absolute continuity theorem [BP07, Theorem 8.6.1], ΓR maps a positive leaf volume set to a positive leaf
volume set. Then,
∀R ∈ Σ̂#L ∩ 〈R〉−N, µR(HWTPRχ ) > 0. (32)
We may now continue to carry out the construction as in Theorem 6.3, and get a GSRB, µ =
∫
Σ̂#L
µRdp,
where ∀R ∈ Σ̂#L , µR is carried by V u(R) ∩ AR0 ; and p gives a positive measure to every cylinder by
[Sar09, Claim 3.5, pg. 76]. Thus, together with equation (32), it follows that µ(HWTPRχ ) > 0. There-
fore, ∃N ∈ N s.t. µ(lim sup 1n
∑n−1
k=0 1[‖C−1χ (·)≤N‖] ◦ fk) > 0 (while µ(1[‖C−1χ (·)≤N‖]) < ∞ by Theorem 6.3).
However, by the ratio ergodic theorem (see Theorem 7.1), ∀M ∈ N, lim sup 1n
∑n−1
k=0 1[‖C−1χ (·)≤N‖] ◦ fk(x) ≤
lim sup
∑n−1
k=0 1[‖C−1χ (·)≤N‖]
◦fk(x)
∑n−1
k=0 1[‖C−1χ (·)≤M‖]
◦fk(x) =
µ(1
[‖C−1χ (·)≤N‖]
)
µ(1
[‖C−1χ (·)≤M‖]
) , for µ-a.e. x; and if µ was infinite, then
µ(1
[‖C−1χ (·)≤N‖]
)
µ(1
[‖C−1χ (·)≤M‖]
) −−−−→M→∞
0. Therefore µ is finite. 
6.4. Generalized Entropy Formula. The following characterization (together with the uniqueness, which
is proved in Theorem 6.9 below, and the fact that PG(φ) = 0, see Theorem 5.4), serves as an analogue to
the entropy formula. It shows that every GSRB is the pull-back of the unique (up to scaling) equilibrium
state of the geometric potential φ on a corresponding maximal irreducible component.14 This coincides with
the celebrated result of Ledrappier and Strelcyn in [LS82], and the Margulis-Ruelle inequality for hyperbolic
SRB measures. The characterization of GRPF measures (i.e. ψ · p in our context) by a variational principle
is due to Sarig, in [Sar01]. Sarig proved that (in our context, where PG(φ) = 0) for every conservative and
invariant measure which is finite on cylinders, m,
∫
Σ̂L
(Im + φ+ logψ − logψ ◦ σR) dm ≤ 0 where Im is the
information function of m w.r.t. the partition by cylinders; and equality holds if and only if m ∝ ψ · p.
Theorem 6.6. Under the assumptions of Theorem 6.3, the measure µ which is given in its statement,
is proportional to ψ̂ · p ◦ π̂−1, where ψ̂ · p is the unique shift-invariant extension of ψ · p to Σ̂ such that
ψ̂ · p◦ τ−1 = ψ ·p (τ is the projection to the non-positive coordinates, ψ is the unique continuous and positive
φ-harmonic function on Σ̂L, i.e. Lφψ = e
PG(φ)ψ = ψ, and p is the unique φ-conformal measure on Σ̂, i.e.
L∗φp = e
PG(φ)p = p, where L∗φ is the dual operator of Lφ).
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Proof. As argued in claim 1 of Theorem 6.3, µR(1) = ψ(R) by the uniqueness of the continuous and positive
φ-harmonic function on Σ̂L (ψ is only determined up to scaling, so we choose the version ψ(R) = µR(1)).
Write ∀R ∈ Σ̂#L , pR := µRψ(R) =
µR
µR(1)
, a probability measure on V u(R), which is absolutely continuous w.r.t.
its leaf volume. One can check easily that ψ · p must indeed be invariant. Then,
µ =
∫
Σ̂L
µRdp =
∫
Σ̂L
pRd(ψ · p) =
∫
Σ̂
pτ(R)dψ̂ · p.
Notice that ∀R ∈ Σ̂L, pR
({
x ∈M : R ∈ τ [π̂−1[{x}]]}c) = 0. Then, for every measurable E ∈ B, where B is
the Borel σ-algebra of M ,
µ(E) =
∫
Σ̂
pτ(R)(E)dψ̂ · p =
∫
π̂−1[E]
pτ(R)(E)dψ̂ · p ≤
∫
π̂−1[E]
1dψ̂ · p = ψ̂ · p ◦ π̂−1(E).
Now, since p is conservative and ergodic (and σ-finite), so must ψ · p be, and so also ψ̂ · p, and in turn also
ψ̂ · p◦ π̂−1. In claim 3 of Theorem 6.3 we have seen that µ is conservative (and σ-finite). So µ is an invariant,
14Recall Part 2 in Theorem 5.4 for the relation between φ and the ϕ.
15ψ and p are unique up to scaling, but we choose the version of ψ which corresponds to R 7→ µR(1), and the version of p
which corresponds to µ =
∫
Σ̂L
µRdp.
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conservative, σ-finite measure, dominated by an ergodic, invariant, conservative, σ-finite measure ψ̂ · p◦ π̂−1,
whence µ ∝ ψ̂ · p ◦ π̂−1 (with a proportion constant less or equal to 1). 
6.5. Uniqueness and Ergodic Components.
Definition 6.7. Consider the Markov partition R from Definition 3.3. Let R ∈ R. Recall the relation ∼
from Definition 3.14.
(1) 〈R〉 := {S ∈ R : R ∼ S}.
(2) R† := {x ∈ R : ∀i ∈ Z, R(f i(x)) ∼ R}, is the recurrent part of the partition element R.
(3) Λ〈R〉 :=
⋃· S∈〈R〉 S†, is called an irreducible Markov partition.
Notice that every conservative measure is carried by a disjoint union of irreducible Markov partitions, since
every point which returns to its partition element infinitely often in the past and in the future, lies in the
recurrent part of its partition element. There could be at most countably many different irreducible Markov
partitions.
Every irreducible Markov partition is an invariant set. For every GSRB ν,
ν =
∑
irreducible Markov partition Λ〈R〉
1Λ〈R〉 · ν.
Each summand is by definition a GSRB as well.
The next lemma shows that there could be at most countably many ergodic GSRBs, and that every ergodic
component of a GSRB is a GSRB.
Lemma 6.8. Let ν be a GSRB, carried by an irreducible Markov partition Λ〈R〉. Then ν is ergodic.
Proof. The assumptions of this lemma imply that the leaf condition is satisfied for Σ̂# ∩ 〈R〉Z and a GSRB
µ can be constructed as in Theorem 6.3 with the maximal irreducible component 〈R〉−N∩ Σ̂L. We show that
ν ∝ µ, and in particular ergodicity would follow. w.l.o.g. ν(R) > 0. We write Σ̂L instead of 〈R〉−N ∩ Σ̂L to
ease notation. In this lemma, we say a point x is “generic” for a countable collection of integrable functions
if for every function in the collection, the limit in the ratio ergodic theorem exists for x for both f and f−1,
and these limits coincide (see Theorem 7.1). The set of generic points carries every invariant, conservative,
σ-finite measure by the ergodic decomposition of such measures (see [Aar97, Theorem 2.2.9]). We say that
a point is µ-generic for a countable collection of integrable functions, if it is generic, and its corresponding
limits abide the law of µ.
Let g ∈ C+(π̂[[R]]). By [Mic01], we may assume w.l.o.g. that g is locally-Lipschitz continuous, and so,
since π̂[[R]] is compact, also Lipschitz continuous. Set F := {g · 1π̂[[R]], g · 1R, 1π̂[[R]], 1⋃· {S:S is affiliated toR}}.
Disintegrate ν|R by {Wu(R)}R∈Σ̂◦L∩[R]. There exists R ∈ Σ̂
◦
L ∩ [R] s.t. mV u(R)(AR ∩ {x ∈ R : x is generic
for F}) > 0. Since p gives a positive measure to every cylinder ([Sar09, Claim 3.5, pg. 76]), there exists
R′ ∈ Σ̂#L s.t. µR′({x ∈ R : x is µ-generic for F}) = ψ(R′). Then by Pesin’s absolute continuity theorem
for the holonomy map Γ : V u(R) ∩ AR → V u(R′) ∩ AR [BP07, Theorem 8.6.1] (µR′ is equivalent to the
Riemannian leaf measure when restricted to AR), µR′(Γ[{x ∈Wu(R) : x is generic for F}]) > 0. Then, there
exist x ∈Wu(R), y ∈ V u(R) ∩ AR s.t. y = Γ(x), and x is ν-generic for F and y is µ-generic for F .
Write R+ = (R(f i(x)))i≥0 ∈ Σ̂◦R, then y = π̂(R′ · R+); and ∀k ≥ 0 s.t. fk(x) ∈ R, fk(y) ∈ π̂[[R]].
Therefore, the following properties hold for all n ≥ 1:
• C :=∑k≥0 ∣∣g ◦ fk(x) − g ◦ fk(y)∣∣ <∞.
• lim
ℓ→∞
∑ℓ−1
k=0 1π̂[[R]] ◦ fk(y) =∞.
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•
n−1∑
k≥0
(
g · 1π̂[[R]]
) ◦ fk(y) = n−1∑
k≥0
g ◦ fk(y) · 1π̂[[R]] ◦ fk(y) ≥
n−1∑
k≥0
g ◦ fk(y) · 1R ◦ fk(x)
=
n−1∑
k≥0
g ◦ fk(x) · 1R ◦ fk(x) +
n−1∑
k≥0
(
g ◦ fk(y)− g ◦ fk(x)) · 1R ◦ fk(x)
≥
n−1∑
k≥0
(g · 1R) ◦ fk(x)− C.
• ∑n−1k=0 1π̂[[R]] ◦ fk(y) ≤∑n−1k=0 1⋃· {S:S is affiliated to R} ◦ fk(x).
Therefore, ∀n ≥ 1,
µ(g · 1π̂[[R]])
µ(π̂[[R]])
= lim
n→∞
∑n−1
k=0
(
g · 1π̂[[R]]
) ◦ fk(y)∑n−1
k=0 1π̂[[R]] ◦ fk(y)
≥ lim
n→∞
∑n−1
k≥0 (g · 1R) ◦ fk(x)∑n−1
k=0 1
⋃· {S:S is affiliated to R} ◦ fk(x)
− lim
n→∞
C∑n−1
k=0 1π̂[[R]] ◦ fk(y)
= lim
n→∞
∑n−1
k≥0 (g · 1R) ◦ fk(x)∑n−1
k=0 1
⋃· {S:S is affiliated to R} ◦ fk(x)
=
ν(g · 1R)
ν(
⋃· {S : S is affiliated to R}) .
This is in fact true for ∀g ∈ C+(π̂[[R]]) (i.e. positive and continuous). Then, for every ergodic component of
ν, νω, s.t. νω(R) > 0, 1π̂[[R]] ·µ≫ 1R ·νω.16 Now, since µ is ergodic, conservative, and gives π̂[[R]] a positive
measure, π̂[Σ̂] =
⋃
n∈Z f
n[π̂[[R]]] mod µ. µ is ergodic and both µ and ν are invariant; therefore µ ∝every
ergodic component of ν which gives R a positive measure; but R was chosen arbitrarily s.t. ν(R) > 0, then
µ ∝every ergodic component of ν. Whence µ ∝ ν.

Theorem 6.9 (Uniqueness). Every ergodic homoclinic class H(p′) of a hyperbolic periodic point p′ carries
at most one GSRB, up to scaling.
Proof. If H(p′) does not carry any GSRB measure, we are done; then we assume otherwise. Let Σ˜ be
the maximal irreducible component constructed in Proposition 3.15 s.t. π̂[Σ˜#] = H(p′) modulo all GSRB
measures (since GSRB measures are conservative by definition). Then the leaf condition is satisfied for
π̂[Σ˜#]. Thus, it follows that there exists a cylinder [R] ⊆ Σ˜L, and a chain R ∈ Σ˜#L ∩ [R], s.t. equation (31)
is satisfied with An :=
⋃{f−n[V u(S)] : σnRS = R,S ∈ Σ˜#L ∩ [R]}, and mV u(R). Thus, as in Theorem 5.4,
φ : Σ˜L → (−∞, 0) is recurrent and PG(φ) = 0 on Σ˜L. Let h, q be the φ-harmonic function and φ-conformal
measure on Σ˜L (up to scaling), respectively. Let m := ĥ · q be the unique invariant extension of h · q to
Σ˜. It follows that since
(
φ, Σ˜L
)
is recurrent, h · q is conservative and ergodic, and so is m. By Lemma
6.8, every ergodic component of a GSRB on H(p′) is a GSRB carried by an irreducible Markov partition
which satisfies the leaf condition. Let Λ〈R〉 ⊆ H(p′) be such an irreducible Markov partition. By the proof
of Lemma 6.8, every ergodic component which is carried by Λ〈R〉 is proportional to the GSRB constructed
in Theorem 6.3, corresponding to the maximal irreducible component Σ̂L ∩ 〈R〉−N. Then, we may assume
w.l.o.g. that every GSRB on H(p′) is proportional to a GSRB as constructed in Theorem 6.3, since proving
that each such measure is proportional to m ◦ (π̂|Σ˜)−1 would be sufficient. Let µ be an ergodic GSRB
carried by Λ〈R〉 ⊆ H(p′), write Σ̂ for short instead of Σ̂ ∩ 〈R〉Z, and write π˜ := π̂|Σ˜. Fix [S] ⊂ Σ˜ s.t.
µ(π˜
[
[S] ∩ Σ˜#
]
) > 0.
Step 1: Let [S, ..., S] ⊆ [S] be a cylinder of length n. Whence, by definition of the extension ĥ · q,
m([S, ...S]) = (h · q)(1[S,...,S]) = C±1S q(1[S,...,S]) = C±1S q(Lnφ1[S,...,S]),
where CS := maxS∈[S]{h(S), 1h(S)}. One should notice that (Lnφ1[S,...,S])(S) = eφn(S·(S,...,S)) for all S ∈ [S]
and 0 outside [S], where the “·” product denotes an admissible concatenation. By Claim 4.21, eφn(S·(S,...,S)) =
16By the Riesz-Markov-Kakutani represenation theorem for measures on the compact set pi[[R]].
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C±1eφn(S
(S,...,S)), where C ≥ 1 depends on S alone, and S(S,...,S) is the periodic extension of (S, ..., S) to Σ˜L.
So,
m([S, ...S]) = (CS · C)±1eφn(S
(S,...,S)).
Notice, if ∀ admissible periodic cylinder of the form [S, ..., S], µ gives π˜
[
[S, ..., S] ∩ Σ˜#
]
a measure dominated
by eφn(S
(S,...,S)), then µ is dominated by m ◦ π˜−1, since both measures are carried by π˜[Σ˜#]. Thus, since
both m ◦ π˜−1 and µ are conservative, ergodic, and σ-finite, it would follow that µ ∝ m ◦ π˜−1. Our aim is
therefore to show that µ gives π˜
[
[S, ..., S] ∩ Σ˜#
]
a measure dominated by eφn(S
(S,...,S)).
Step 2: Fix a symbol a ∈ 〈R〉 s.t. ∫
[a]
µR(π˜
[
[S] ∩ Σ˜#
]
)dp > 0 (in particular a is affiliated to S, and so
there are finitely many such symbols, with a multiplicity bound depending on S).
Let R ∈ Σ̂#L ∩ [a], and assume µR(π˜
[
[S, ..., S] ∩ Σ˜#
]
) > 0 (the cylinder [S, ..., S] has its zeroth coordinate
at the right-most entry). Then ∃S ∈ Σ˜#L ∩ [S, ..., S] s.t. f−n[V u(S)] ∩ V u(R) 6= ∅ (where n is the length of
[S, ..., S]). Each unstable leaf is of diameter (in its inner induced metric) less than ǫ. By [Sar13, Proposi-
tion 6.3], ∀x, y ∈ V u(R), ∀k ≥ 0, d(f−k(x), f−k(y)) ≤ e−χ2 k, where an inspection of the short proof shows us
that this estimate holds for the induced metric of V u(σkRR) (i.e. leaf distances shrink, and the leaf contracts,
asymptotically). Then, ∀k ≥ 0, diam(f−k[V u(R)]) ≤ e−χ2 , in its intrinsic metric. All points of V u(R) ∩ Aa
lie within a ball in V u(R) which is separated from the boundary of V u(R) by at least 1100diam(V
u(R)) (see
[BO18, Proposition 3.5]). In addition,
supR′∈[a] diam(V
u(R′))
infR′∈[a] diam(V u(R′))
≤ eǫ.17 It follows that there exists some nS,a s.t.
if n ≥ nS,a and µR(π˜
[
[S, ..., S] ∩ Σ˜#
]
) > 0, then f−n[V u(S)] ⊆ V u(R). In fact, since a belongs to the finite
collection of symbols affiliated to S, we can choose nS,a large enough so it depends only on S, and denote it
by nS .
Step 3: Fix any x0 ∈ V u(R) ∩ π˜[[S] ∩ Σ˜#], and fix any SR ∈ [S] ∩ Σ˜# s.t. SR has an extension in
π˜−1[{x0}] ∩ Σ˜#. Then, for any x ∈ V u(R) ∩ π˜
[
[S] ∩ Σ˜#
]
, there exists a coding Sx ∈ Σ˜# ∩ [S] where
(Sx)i = (SR)i, ∀i ≤ 0: This is true since each such x can be coded by a chain in Σ˜# ∩ [S], and the
concatenation of its positive coordinates with SR would be admissible (since SR ∈ Σ˜#L ∩ [S]); and by the
fact that the new chain also shadows x, it follows that it must code it.
Step 4: Let λV u(R), λV u(SR) be the induced Riemannian volume of V
u(R), V u(SR) respectively. By part
5 in Lemma 4.20,
supR′∈[a] Vol(V
u(R′))
infR′∈[a] Vol(V u(R′))
≤ eǫ. By Theorem 4.10, dλV u(R)dmV u(R) ,
dλV u(SR)
dmV u(SR)
= e±ǫ. Therefore,
µR(π˜
[
[S, ..., S] ∩ Σ˜#
]
) ≤ mV u(R)
(
f−n[V u(SR · (S, ..., S))]
)
≤ e
ǫ
Vol(V u(R))
λV u(R)
(
f−n[V u(SR · (S, ..., S))]
)
)
=
eǫ
Vol(V u(R))
λV u(SR)
(
f−n[V u(SR · (S, ..., S))]
)
≤ e
ǫ
Vol(V u(R))
mV u(SR)
(
f−n[V u(SR · (S, ..., S))]
)
≤ C′S ·mV u(SR)
(
f−n[V u(SR · (S, ..., S))]
)
= C′S · eφn(SR·(S,...,S)) ≤ C · C′S · eφn(S
(S,...,S)),
where C′S := maxa affiliated to S
eǫ
infR′∈[a] Vol(V u(R′))
and the last inequality is by step 1. Therefore,
µ(π˜
[
[S, ..., S] ∩ Σ˜#
]
) =
∑
a affiliated to S
∫
[a]
µR(π˜
[
[S, ..., S] ∩ Σ˜#
]
)dp ≤
∑
a affiliated to S
p([a])·(CC′S)eφn(S
(S,...,S)).
Set C˜S :=
∑
a affiliated to S p([a]) · (CC′S).
17For every two chains R(1), R(2) ∈ [a], one can use the map I : V u(R(1)) → V u(R(2)) from Lemma 4.20, and compose it
with every path in V u(R(1)) to get a path in V u(R(2)). Then, by using equation (8) to bound the Jacobian of I, the estimation
for the path length follows.
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Step 5: So in total,
m◦π˜−1
(
π˜
[
[S, ..., S] ∩ Σ˜#
])
≥ m([S, ..., S]) ≥ (CSC)−1eφn(S
(S,...,S)) ≥ (CS ·C ·C˜S)−1µ
(
π˜
[
[S, ..., S] ∩ Σ˜#
])
.
S was chosen arbitrarily s.t. µ(π˜
[
[S] ∩ Σ˜#
]
) > 0 (m◦π˜−1 gives a positive measure to each cylinder by [Sar09,
Claim 3.5, pg. 76]), and the bound for all cylinder estimations depends only on S. Then, µ≪ m ◦ π˜−1, and
so µ ∝ m ◦ π˜−1. It follows that every GSRB carried by H(p′) is proportional to m ◦ π˜−1, and so all are
proportional to each other.

7. Ergodic Theorems and Physical Properties
Recall §1.1- an invariant ergodic measure is called physical if the set of all points which abide its time-
forward ergodic theorem is a set of positive Lebesgue volume. When a GSRB is finite (in particular it is an
SRB measure), it has been shown it is also physical w.r.t. Birkhoff’s ergodic theorem (see [Pes77, KSLP86,
PS89]).
The sketch of proof using the Absolute Continuity theorem is as follows: When µ is an SRB measure,
µ-a.e. point is hyperbolic and µ-regular w.r.t. to the pointwise ergodic theorem. By the disintegration of
µ into absolutely continuous measures, there is some unstable leaf, with a positive leaf volume for µ-regular
points which are hyperbolic points. Consider all local stable leaves which go through these points- they
demonstrate the same future behavior as the regular points, by the forward contraction of stable leaves.
Using the disintegration of the Lebesgue measure by a partition of transversals to the local stable leaves, and
Pesin’s absolute continuity theorem, it follows that the union of all the local stable leaves of the µ-regular
points must have a positive Riemannian volume.
7.1. The Physical Properties of an Infinite GSRB. The motivation for the definition of physical
measures is as follows: assume M is a phase-space of some chaotic physical system. Given a macroscopic
quantity of the system which we can measure, we would like for a random initial condition to have a
positive probability to have its orbit encoding information about the average of the macroscopic quantity
over the whole phase-space. That is, averaging the time series of measurements of the macroscopic quantity,
would reveal information about the average of the quantity over the whole phase-space (w.r.t. our physical
measure). Subsets of the phase-space with a positive Riemannian volume, are what we assume by convention
to have a positive probability to be observed in a simulation or an experiment. A physical measure describes
the asymptotic behavior of such a set, or event. Macroscopic quantities (e.g. pressure, temperature, etc.)
are not sensitive to a small change in the condition of a small amount of particles, and are conventionally
assumed to be continuous (as assumed when discussing physicality of SRB measures). These concepts in
mind motivated the study of physicality in the following sense for infinite measures as well.
Theorem 7.1 (The Ratio Ergodic Theorem). Let (X,B, µ, T ) be a σ-finite measure preserving transofrma-
tion, and assume that µ is conservative. Then for µ-a.e. x ∈ X, ∀g, h ∈ L1(µ) s.t. h ≥ 0 and ∫ hdµ > 0,∑n
k=0 g ◦ T k(x)∑n
k=0 h ◦ T k(x)
−−−−−→
n→±∞
∫
gdµ∫
hdµ
.
This theorem is due to E. Hopf, and an elegant proof in English can be found in [Zwe04].
Theorem 7.2. Assume there exists an unstable leaf with a positive leaf volume for HWTχ, and let µ be the
ergodic GSRB which we constructed in Theorem 6.3. Then,
∀g, h ∈ C(M) ∩ L1(µ) s.t. h ≥ 0, ∫ hdµ > 0,
Vol
({
x ∈M :
∑n
k=0 g ◦ fk(x)∑n
k=0 h ◦ fk(x)
−−−−→
n→∞
∫
gdµ∫
hdµ
})
> 0,
where Vol denotes the Riemannian volume of M .
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Proof.
Step 0: Let g, h ∈ C(M) ∩ L1(µ) be any two functions s.t. h ≥ 0, µ(h) > 0. µ is an ergodic, conservative
and invariant measure. Let X be the set of all points in
⋃{V u(R) ∩AR0 : R ∈ Σ̂#L } which are generic w.r.t.
the ratio ergodic theorem of µ for g, h.
X ′ :=
⋃
{V s(S) : S ∈ Σ̂#, π̂(S) ∈ X}. (33)
It is clear that ∃R ∈ Σ̂#L s.t. µR(X ′) = µR(1) > 0, therefore, by Pesin’s absolute continuity theorem, X ′
has a positive Riemannian volume. We wish to prove that the ratio ergodic theorem limit holds for every
point in X ′.
Step 1: We start by assuming that g, h are Lipschitz functions. Let y ∈ X ′, and write x := π̂(S) for a
chain S ∈ Σ̂# s.t. π̂(S) ∈ X and y ∈ V s(S).
Since x and y belong to the same local stable manifold, their orbits converge exponentially fast. Whence,
since h is Lipschitz,
∑∞
k=0 |h(fk(x)) − h(fk(y))| <∞. In addition, since µ is infinite and conservative, and∫
hdµ > 0, limn→∞
∑n
k=0 h(f
k(x)) = ∞ (recall Definition 6.1 and the remark following it). We therefore
get limn→∞
∑n
k=0 h ◦ fk(y) =∞ as well. Similarly,
∑∞
k=0 |g(fk(x)) − g(fk(y))| <∞. Whence,∑n
k=0 g ◦ fk(y)∑n
k=0 h ◦ fk(y)
=
∑n
k=0 g ◦ fk(x)∑n
k=0 h ◦ fk(x)
· (1 +
∑n
k=0 h ◦ fk(x)− h ◦ fk(y)∑n
k=0 h ◦ fk(y)
) +
∑n
k=0 g ◦ fk(y)− g ◦ fk(x)∑n
k=0 h ◦ fk(y)
=(
∫
gdµ∫
hdµ
+ o(1)) · (1 +O(1) · o(1)) +O(1) · o(1) −−−−→
n→∞
∫
gdµ∫
hdµ
. (34)
Step 2: Now, back to only assuming that g, h lie in C(M), and are not necessarily Lipschitz continuous.
It is enough to assume that g ≥ 0, by the linearity of the limit, and the fact that every integrable continuous
function can be written as the difference of two continuous, integrable and non-negative functions. log g ∈
C(g−1[(0,∞)]). g−1[(0,∞)] is an open set, and clearly a metric subspace of M . By [Mic01], log g can be
approximated on g−1[(0,∞)] uniformly by locally-Lipschitz functions. Fix δ > 0, and let log g˜δ be a locally-
Lipschitz function on g−1[(0,∞)] s.t. supg−1[(0,∞)]
∣∣∣ log g− log g˜δ∣∣∣ ≤ δ. Then g˜δ is a locally-Lipschitz function
on g−1[(0,∞)], s.t. limt→∂g−1 [(0,∞)] g˜δ(t) = 0, and
g˜δ|g−1[(0,∞)]
g|g−1[(0,∞)] = e
±δ. Write gδ := 1g−1[(0,∞)] · g˜δ, then gδ is
a locally-Lipschitz function on all of the compact manifold M . Thus, gδ is Lipschitz on M . In addition, by
the definition of gδ, g
δ
g = e
±δ (00 is set to be 1). Define h
δ analogously; and conclude h
δ
h = e
±δ as well. In
particular, it follows that gδ, hδ ∈ L1(µ) and ∫ hδdµ > 0. Let δn ↓ 0, and choose X s.t. each point in X is
generic for (gδn , hδn), ∀n ≥ 0 (it is still a full µ-measure set). Let δ ∈ {δn}n≥0. So, ∀y ∈ X ′,
e±2δ
∑n
k=0 g ◦ fk(y)∑n
k=0 h ◦ fk(y)
=
∑n
k=0 g
δ ◦ fk(y)∑n
k=0 h
δ ◦ fk(y)
(∵step 1)−−−−−−→
n→∞
µ(gδ)
µ(hδ)
=
µ(g)
µ(h)
e±2δ. (35)
Thus, since δ was arbitrary, ∑n
k=0 g ◦ fk(y)∑n
k=0 h ◦ fk(y)
−−−−→
n→∞
µ(g)
µ(h)
.

Corollary 7.3. Under the assumptions of Theorem 7.2 above,
inf
g,h∈C(M)∩L1(µ):h≥0,µ(h)>0
Vol
({
x ∈M :
∑n
k=0 g ◦ fk(x)∑n
k=0 h ◦ fk(x)
−−−−→
n→∞
∫
gdµ∫
hdµ
})
> 0.
Proof. Fix [R′] ⊂ Σ̂L, R′ ∈ [R]. Since µ =
∫
Σ̂L
µRdp is conservative, and p gives all cylinders a positive mea-
sure, ∀g, h ∈ C(M)∩L1(µ) s.t. h ≥ 0, µ(h) > 0, ∃R ∈ [R′] s.t. µR
({
x ∈M :
∑n
k=0 g◦fk(x)∑n
k=0 h◦fk(x) −−−−→n→∞
∫
gdµ∫
hdµ
})
=
µR(1). In Theorem 7.1 we show that for µR-a.e. x ∈ V u(R) ∩ AR′ , for every y ∈ V s(S) (where S ∈
[R′] ∩ Σ̂# s.t. π̂(S) = x),
∑n
k=0 g◦fk(y)∑
n
k=0 h◦fk(y) −−−−→n→∞
∫
gdµ∫
hdµ
. Thus, by Pesin’s absolute continuity theorem (since
µR = 1AR′ · mV u(R), µR′ = 1AR′ · mV u(R′), and mV u(R),mV u(R′) are equivalent to their respective leaf’s
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volume), for µR′ -a.e. x
′ ∈ V u(R′) ∩ AR′ , for every y′ ∈ V s(S′) (where S′ ∈ [R′] ∩ Σ̂# s.t. π̂(S′) = x′),∑n
k=0 g◦fk(y′)∑
n
k=0 h◦fk(y′) −−−−→n→∞
∫
gdµ∫
hdµ
.
Therefore, applying Pesin’s absolute continuity theorem to the global stable foliation through a full leaf
volume subset of V u(R′) ∩ AR′ , gives a positive Riemannian volume set of points, with a volume bound
uniform in g, h. In fact, the same bound holds for any countable collection of pairs of functions in C(M) ∩
L1(µ). 
7.2. Physical Measurements. This subsection, and Proposition 7.8 in it, were aimed to show that the
physicality of an infinite GSRB is not a null property, even in cases where it is difficult to check if C(M) ∩
L1(µ) 6= ∅, where µ is an infinite GSRB.
Lemma 7.4. Let z ∈ HWTχ and let x ∈ Wu(z)∩HWTχ. Let r > 1 s.t. ∃mk ↑ ∞ s.t. ‖C−1χ (f−m(x))‖ ≤ r.
Then ∀k ≥ 0, ∃an invertible linear map η(m) : Hs(f−m(x)) → Hs(f−m(z)) s.t. ∃C = C(x, y) > 0, γ =
γ(x, y) ∈ (0, 1), s.t. ‖ηm‖, ‖(ηm)−1‖ = eO(e−
χβ
12
n), and ∀ξ ∈ Hs(f−n(x)), |ξ| = 1, if mk ≤ m ≤ mk+1,
S(f−m(x), ξ)
S(f−m(z), ηm(ξ))
= e±Cγ
k
.
A similar claim holds for x ∈W s(z) ∩ HWTχ. The constants in the big O depend on x and z.
Proof. First notice that dimHs(x) = dimHs(z) = s(z), and a linear bijection can be defined. Since z ∈
HWTχ, by [Sar13, Lemma 4.6],
pun := max{t ∈ {e−
ℓǫ
3 }ℓ≥0 : e−Nǫt ≤ Qǫ(fn−N (z)), ∀N ≥ 0},
psn := max{t ∈ {e−
ℓǫ
3 }ℓ≥0 : e−Nǫt ≤ Qǫ(fn+N (z)), ∀N ≥ 0}, u := {ψp
s
n,p
u
n
fn(z)}n∈Z, (36)
are well defined, and the chain u is admissible. The formulae for pun, p
s
n are due to F. Ledrappier. We may
assume w.l.o.g. that x ∈ V s(u). Let Ps : Rd → Rs(z) be the projection to the s(z) first coordinates. V s(R(x))
is a C1+
β
3 -smooth manifold which intersects V u(u) tranversely. Therefore, there exists a number of iterations,
n˜, such that Ps◦ψ−1f−n˜(z)◦f−n˜◦ψz[ψ−1z [V s(R(x))] covers the domain in the chart ψ
ps−n˜,p
u
−n˜
f−n˜(z) . Let V
u(f−n˜−m(x))
be the part of W s(f−n˜−m(x)) which contains f−n˜−m(x) and spans over the chart ψ
ps−n˜−m,p
u
−n˜−m
f−n˜−m(z) . Assume
w.l.o.g. that n˜ = 0. Denote the function representing the graph of V s(σ−ku) by Fk, and the function
representing the graph of V s(f−k(x)) by Gk, k ≥ 0. By [BO18, Proposition 3.8], ∀m ≥ 0, ‖d·Gm− d·Fm‖ ≤
O(e−
βχ
8 m). Let ξ ∈ Hs(x) s.t. |dx(f−1)ξ| = 1. ξ = dψ−1z (x)ψz(u, dPsψ−1z (x)G0u) for some u ∈ Rs(x). Define
η = η(ξ) := d0ψz(u, 0) ∈ Hs(z).
Step 0: Let D ∋ z, x be a small neighborhood, and ΘD : TD→ Rd a local isometry as in Definition 4.14.
Then,∣∣∣|dx(f−1)ξ| − |dz(f−1)η|∣∣∣ =∣∣∣|dx(f−1)dψ−1z (x)ψz ( udPsψ−1z (x)G0u
)
| − |dz(f−1)d0ψz
(
u
0
)
|
∣∣∣
≤H0 · d(x, z)β · |ξ|+Mf
∣∣∣ΘD ◦ dψ−1z (x)ψz ( udPsψ−1z (x)G0u
)
−ΘD ◦ d0ψz
(
u
0
) ∣∣∣
≤H0Mf · d(x, z)β
+E0Mf
(
d(x, z) + |ψ−1z (x)− 0|+ |u| ·
(
1
2
|ψ−1z (x) − 0|
β
3 + ‖d·F0 − d·G0‖∞
))
≤8M2f (E0 +H0) · ‖C−1χ (z)‖2
(
d(x, z)
β
3 + ‖d·F0 − d·G0‖∞
)
=O
(
‖C−1χ (z)‖2
(
d(x, z)
β
3 + ‖d·F0 − d·G0‖∞
))
.
⇒
∣∣∣|dx(f−1)ξ|2 − |dz(f−1)η|2∣∣∣ = O (‖C−1χ (z)‖2 (d(x, z)β3 + ‖d·F0 − d·G0‖∞)) .
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Similarly, one gets that for m ≥ 0, ∀ξm ∈ Hs(f−m(x)) s.t. |df−m(z)(f−1)ξm| = 1,∣∣∣|df−m(x)(f−1)ξm|2 − |df−m(z)(f−1)ηm(ξm)|2∣∣∣
= O
(
‖C−1χ (f−m(z))‖2
(
d(f−m(x), f−m(z))
β
3 + ‖d·Fm − d·Gm‖∞)
))
= O
(
e−
χβ
12 m
)
, (37)
where ηm(ξm) := d0ψf−m(z)(um, 0) ∈ Hs(f−m(z)) when ξm = dψ−1
f−m(z)(f
−m(x))ψf−m(z)(um, dPsψ−1
f−m(z)(f
−m(x))Gmum)
for some um ∈ Rs(x); ηm : Hs(f−m(x))→ Hs(f−m(z)) are linear and invertible.
Step 1: Define ρ := max{S(x,ξ)S(z,η) , S(z,η)S(x,ξ))}. Let 0 < δ := (log ρ)2. Assume w.l.o.g. that
∣∣∣|dx(f−1)ξ|2 −
|dz(f−1)η|2
∣∣∣ ≤ δ.
S2(f−1(x), dx(f−1)ξ) =2
∞∑
m=0
|df−1(x)fmdx(f−1)ξ|2e2χm = S2(x, ξ)e2χ + 2|dx(f−1)ξ|2
≤ρ2e2χS2(z, η) + 2|dx(f−1)ξ|2.
S2(f−1(z), dz(f−1)η) =2
∞∑
m=0
|df−1(z)fmdz(f−1)η|2e2χm = S2(z, η)e2χ + 2|dz(f−1)η|2.
Then,
S2(f−1(x), dx(f−1)ξ)
S2(f−1(z), dz(f−1)η)
≤ρ
2e2χS2(z, η) + 2|dx(f−1)ξ|2
S2(z, η)22χ + 2|dz(f−1)η|2 (38)
=ρ2 − 2(ρ
2 − 1)|dz(f−1)η|2 + 2(|dz(f−1)η|2 − |dx(f−1)ξ|2)
S2(f−1(z), dz(f−1)η)
.
Now, since ρ ≥ e
√
δ, then ρ2 − 1 ≥ 2√δ, and so (ρ2 − 1)|dz(f−1)η|2 + (|dz(f−1)η|2 − |dx(f−1)ξ|2) ≥
(ρ2−1)(1−δ)−δ ≥ (ρ2−1)(1−δ)− (ρ2−1) δ
2
√
δ
= (ρ2−1)(1−δ−
√
δ
2 ) ≥ (ρ2−1)(1− 32
√
δ) ≥ (ρ2−1)e−2
√
δ,
for small enough δ ∈ (0, 1). We then get that all together,
S2(f−1(x), dx(f−1)ξ)
S2(f−1(z), dz(f−1)η)
≤ρ2 − 2(ρ
2 − 1)e−2
√
δ
S2(f−1(z), dz(f−1)η)
≤ ρ2 − 2(ρ
2 − 1)e−2
√
δ
‖C−1χ (f−1(z))‖ · |dz(f−1)η|
≤ ρ2 − 2(ρ
2 − 1)e−2
√
δ
‖C−1χ (f−1(z))‖(1 + δ)
≤ρ2
(
1−
2(1− 1ρ2 )e−2
√
δ
‖C−1χ (f−1(z))‖eδ
)
≤ ρ2
(
1−
2(1− 1
e2
√
δ
)e−2
√
δ
‖C−1χ (f−1(z))‖eδ
)
≤ ρ2
(
1− 2
√
δe−2
√
δ
‖C−1χ (f−1(z))‖eδ
)
≤ρ2
(
1− log ρ‖C−1χ (f−1(z))‖
)
. (39)
A lower bound is derived similarly. Define ρm := max{ S(f
−m(x),ξm)
S(f−m(z),ηm(ξm))
, S(f
−m(z),ηm(ξm))
S(f−m(x),ξm))
}, where ξm :=
df−m−1(x)f
−1 dx(f−m−1)ξ
|dx(f−m−1)ξ| .
Step 2: ∀m ≥ 0 s.t. (log ρm)2 <
∣∣∣|df−m(x)(f−1)ξm|2 − |df−m(z)(f−1)ηm|2∣∣∣, by equation (37), we get that
ρm := e
O(e−
χβ
24
m), where ξm := df−m−1(x)f
−1 dx(f−m−1)ξ
|dx(f−m−1)ξ| . Then we may assume w.l.o.g. that all m ≥ 0 are
not as such, and carry out step 1. It follows that ρm keep improving, and for a subsequence mk ↑ ∞ and a
constant r > 1 s.t. ‖C−1χ (f−mk(z))‖ ≤ r,
ρmk+1 ≤ρmk(1−
log ρmk
r
) = eλmk (1− λmk
r
) ≤ eλmk e−1r λmk
=
(
eλmk
)1− 1r ≤ · · · ≤ (eλm0 )(1− 1r )k = eO((1− 1r )k), (40)
where ρm := e
λm . The big O constants in equation (40) depend on x, y, but they do not depend on ξ.
We are left to bound ‖η(m)‖, ‖(η(m))−1‖. Write ξm = dψ−1
f−m(z)(f
−m(x))ψf−m(z)
(
um
dPsψ−1
f−m(z)(f
−m(x))Gmum
)
,
then |um| ≤ ‖C−1χ (f−m(z))‖ · |ηm(ξm)|. Let Dm ∋ f−m(z), f−m(x) be a small neighborhood, and ΘDm :
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TDm → Rd a local isometry as in Definition 4.14. Then,
|ξm| =|dψ−1
f−m(z)(f
−m(z))ψf−m(z)
(
um
dPsψ−1
f−m(z)(f
−m(x))Gmum
)
|
=|ηm(ξm)| ±
(
2‖ΘDmdψ−1
f−m(z)(f
−m(x))ψf−m(z) −ΘDmd0ψf−m(z)‖ · (1 + ‖d·Gm‖)|um|
+‖d0ψf−m(z)‖ · ‖dPsψ−1
f−m(z)(f
−m(x))Gm‖ · |um|
)
=|ηm(ξm)| ± |ηm(ξm)|‖C−1χ (f−m(z))‖ ·
(
3‖C−1χ (f−m(z))‖ ·E0|ψ−1f−m(z)(f−m(z))− 0|
+2 · 1
2
|ψ−1f−m(z)(f−m(x)) − 0|
β
3 + ‖d·Gm − d·Fm‖∞
)
= |ηm(ξm)|eO(e
− χβ
12
m). (41)

Lemma 7.5. Let x ∈ HWTχ, and let y ∈ V s(R(x)). Then ∀n ≥ 0∃an invertible linear map η(n) :
Hs(fn(y))→ Hs(fn(x)) s.t. ‖η(n)‖, ‖(η(n))−1‖ = eO(e−
χβ
8
n), and ∀ξ ∈ Hs(fn(y)), |ξ| = 1,
S(fn(y), ξ)
S(fn(x), η(n)(ξ))
= eO(e
− χβ
8
n).
A similar claim holds for V u(R(x)).
Proof. First, notice that s(x) = dimHs(x) = dimHs(y), so invertible linear maps can be defined. As in
equation (36), let u := {ψpsn,punfn(x)}n∈Z be an admissible chain. Let Fn be the function representing the graph
of the admissible manifold V s(σnu) in ψ
psn,p
u
n
fn(x) . Let ξ ∈ Hs(y), |ξ| = 1.
Define, ∀n ≥ 0, η(n) : Hs(fn(y))→ Hu(fn(x)), ηn = η(n)(dyfnξ) := Cχ(fn(x))◦Ps◦dfn(y)
(
ψ−1fn(x)
)
dyf
nξ,
where Ps : R
d → Rs(x) is a projection to the s(x) first coordinates, and Cχ(fn(x)) is linear and is associated
with its differential. Write ηn = Cχ(f
n(x))
(
un
0
)
, then |un| ≤ ‖C−1χ (fn(x))‖ · |ηn|. Let Dn ∋ fn(y), fn(x)
be a small neighborhood, and ΘDn : TDn → Rd a local isometry as in Definition 4.14. Then,
|dyfnξ| =|dψ−1
fn(x)
(fn(y))ψfn(x)
(
un
dPsψ−1fn(x)(fn(y))
Fnun
)
|
=|ηn| ±
(
2‖ΘDndψ−1
fn(x)
(fn(y))ψfn(x) −ΘDnd0ψfn(x)‖ · (1 + ‖d·Fn‖)|un|
+‖d0ψfn(x)‖ · ‖dPsψ−1fn(x)(fn(y))Fn‖ · |un|
)
=|ηn| ± |ηn|‖C−1χ (fn(x))‖ ·
(
3‖C−1χ (fn(x))‖ · E0|ψ−1fn(x)(fn(y))− 0|+ 2 ·
1
2
|ψ−1fn(x)(fn(y))− 0|
β
3
)
=|ηn|eO(e
− χβ
12
m). (42)
In addition,
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|dyfξ|
|dxfη0| =
∣∣∣∣∣dψ−1f(x)(f(y))ψf(x)
(
u1
dPsψ−1f(x)(f(y))
F1u1
)∣∣∣∣∣∣∣∣∣d0ψf(x)( u10
)∣∣∣∣
=1±

∣∣∣∣(ΘD1dψ−1f(x)(f(y))ψf(x) −ΘD1d0ψf(x))
(
u1
0
)∣∣∣∣∣∣∣∣d0ψf(x)( u10
)∣∣∣∣ +
∣∣∣∣∣dψ−1f(x)(f(y))ψf(x)
(
0
dPsψ−1f(x)(f(y))
F1u1
)∣∣∣∣∣∣∣∣∣d0ψf(x)( u10
)∣∣∣∣

=1±
(
E0|ψ−1f(x)(f(y))− 0| · ‖C−1χ (f(x))‖ + 2‖C−1χ (f(x))‖ ·
1
2
|ψ−1f(x)(f(y))− 0|
β
3
)
=1± 2E0‖C−1χ (f(x))‖ · |ψ−1f(x)(f(y))− ψ−1f(x)(f(x))|
β
3 = 1± 4E0‖C−1χ (f(x))‖2 · d(f(x), f(y))
β
3
=1± 1
4
d(f(x), f(y))
β
4 = e±
1
2d(f(x),f(y))
β
4 . (43)
Whence, together with equation (42), |dxfη
(0)ξ|
|η(1)dyfξ| = e
±d(f(x),f(y))
β
4 . The bounds in equation (43) in fact apply
∀n ≥ 0, so ∀ξn ∈ Hs(fn(y)),
|dfn(x)fη(n)ξn|
|η(n+1)dfn(y)fξn|
= e±d(f
n(x),fn(y))
β
4 . (44)
These commuting relations admit the following property ∀m ≥ 0 and ξ ∈ Hs(fm(y)),
|dfm(x)fnη(m)ξ| =|dfm+n−1(x)f · · · dfm+1(x)f · dfm(x)fη(m)ξ|
=|dfm+n−1(x)f · · · dfm+1(x)fη(m+1)dfm(y)fξ|e±d(f
m(x),fm(y))
β
4
= · · · = e±
∑m+n−1
k=m d(f
m+k(x),fm+k(y))
β
4 |η(n+m)dfm(y)fnξ|
=e
±e−
χβ
8
m4
n−1∑
k=0
e−
χβ
8
k
|η(n+m)dfm(y)fnξ| = e
±e−
χβ
8
m4
∞∑
k=0
e−
χβ
8
k
|η(n+m)dfm(y)fnξ|
= eO(e
−χβ
8
m)|η(n+m)dfm(y)fnξ|. (45)
Thus, the lemma follows. 
Corollary 7.6. Let x ∈ HWTχ and y ∈ V s(R(x)), and let r = r(x) > 0 and nk ↑ ∞ s.t. ∀k ≥ 0
‖C−1χ (fnk)(x)(x))‖ ≤ r. Then ∃C = C(x, y, r(x)) > 0, τ = τ(x, y, r(x)) ∈ (0, 1) s.t.
‖C−1χ (fnk (x))‖
‖C−1χ (fnk (y))‖ = e
±Cτk
∀k ≥ 0.
Proof. By Lemma 7.4 and Lemma 7.5, ∃C > 0, γ ∈ (0, 1) s.t. ∀n ≥ 0, ∃η(n) : Tfn(y)M → Tfn(x)M a
linear invertible map which preserves the decomposition T·M = Hs(·) ⊕ Hu(·), such that if nk ≤ n ≤
nk+1 then ∀ξsn ∈ Hs(fn(y)), ξun ∈ Hu(fn(y)), S2(fn(x), η(n)ξsn) = e±Cγ
k
S2(fn(y), ξsn), U
2(fn(x), η(n)ξun) =
e±Cγ
k
U2(fn(y), ξun).
Let ξsn ∈ Hs(fn(y)), ξun ∈ Hu(fn(y)) s.t. |η(n)ξsn + η(n)ξun | = 1 and ‖C−1χ (fn(x))‖2 = S2(fn(x), η(n)ξsn) +
U2(fn(x), η(n)ξun). Let Ps : R
d → Rs(x) and Pu : Rd → Ru(x) be the projections onto the first s(x) coordinates,
and last u(x) coordinates, respectively. Then,
‖C−1χ (fn(x))‖2 =S2(fn(x), η(n)ξsn) + U2(fn(x), η(n)ξun) ≤ eCγ
k (
S2(fn(y), ξsn) + U
2(fn(y), ξun)
)
=eCγ
k |ξsn + ξun|2 ·
(
S2(fn(y),
ξsn
|ξsn + ξun|
) + U2(fn(y),
ξun
|ξsn + ξun |
)
)
≤‖C−1χ (fn(y))‖2 · eCγ
k |ξsn + ξun|2. (46)
35
Now, denote by F sn and F
u
n the representing functions of V
s(fn(x)) and V u(fn(x)) (respectively), in the
chart ψ
psn,p
u
n
fn(x) , where p
s
n, p
u
n are given by the formulae in equation (36).
|ξsn + ξun| =
∣∣∣∣∣dψ−1fn(x)(fn(y))ψfn(x)
((
dPuψ−1fn(x)(fn(y))
Funu
u
n
uun
)
+
(
usn
dPsψ−1fn(x)(fn(y))
F snu
s
n
))∣∣∣∣∣
≤|η(n)ξsn + η(n)ξun |+ Lip(d·ψfn(x)) · |ψ−1fn(x)(fn(y))| · |
(
usn
uun
)
|+ 2 · 1
2
|ψ−1fn(x)(fn(y))|
β
3
≤1 + 6‖C−1χ (fn(x))‖ · d(fn(x), fn(y))
β
3 · |
(
usn
uun
)
| ≤ 1 + 24‖C−1χ (fn(x))‖2 · d(fn(x), fn(y))
β
3
≤1 + 24C2 · e−(χβ6 −2ǫ)n ≤ eO(e−(
χβ
6
−2ǫ)n) ≤ eO(e−
χβ
12
n),
where C = C(x) > 0 is given by the ǫ-weak temperablity of x s.t. ∀n ≥ 0 ‖C−1χ (fn(x))‖ ≤ C · enǫ.
Plugging this back in equation (46) yields,
‖C−1χ (fn(x))‖ ≤ ‖C−1χ (fn(y))‖ · eCγ
k+O(e−
χβ
12
n) = eO(max{γ,e
−χβ
12 }k) = eO(τ
k),
where τ := max{γ, e−χβ12 }. Whence, by symmetry, ‖C
−1
χ (f
n(x))‖
‖C−1χ (fn(y))‖ = e
O(τk). 
Definition 7.7. Let µ be an invarinat, σ-finite, and conservative Borel measure. A collection of µ-integrable
functions, A, is called a collection of physical measurements for µ, if ∀g, h ∈ A s.t. h ≥ 0 and ∫ hdµ > 0,
Vol
({
x ∈M :
∑n
k=0 g ◦ fk(x)∑n
k=0 h ◦ fk(x)
−−−−→
n→∞
∫
gdµ∫
hdµ
})
> 0.
Proposition 7.8. Let µ be ergodic GSRB. Then there exists a countable dense set A ⊆ L1(µ) such that
each function in A has a natural version- i.e. when restricted to each global stable leaf, it is either Lipschitz
continuous or identically 0, modulo the leaf volume. Furthermore, the collection of these versions is a
collection of physical measurements for µ.
Proof. Let g ∈ L1(µ), and let δ > 0. ∃rδ > 0 s.t. ∀n ≥ rδ, ‖1[‖C−1χ (·)‖≤n] · g − g‖L1(µ) ≤ δ2 . Denote
ωn(x) :=

1, ‖C−1χ (x)‖ ≤ n,
1− (‖C−1χ (x)‖ − n) , n ≤ ‖C−1χ (x)‖ ≤ n+ 1,
0, ‖C−1χ (x)‖ ≥ n+ 1.
The measure ωn·µ is finite, and so ∃gn ∈ Lip(M) s.t. (ωn·µ)(|gn−g|) ≤ δ2 . It follows that ‖gn·ωn−g‖L1(µ) ≤ δ.
Since Lip(M) is separable, there exists a countable dense set F ⊂ Lip(M). Then A := {g · ωn}n≥1,g∈F is a
countable collection of µ-integrable functions which is dense in L1(µ).
The functions in A are defined on HWTχ; we wish to show that each function in A has a natural version,
s.t. on each global stable leaf, which is either Lipschitz continuous (a.e. w.r.t. the leaf volume), or identically
0. Furthermore, we show that the collection of these versions satisfies is a collection of pysical measurements
for µ. In particular, this shows that the physicality of a GSRB is not a null property in cases where it is
difficult to check if C(M) ∩ L1(µ) is not empty.
We say a point x is µ-generic w.r.t. A if it is a generic point of µ by the ratio ergodic theorem, for every
two functions g, h ∈ A (where the function in the denominator is non-negative and has a positive integral).
Write X := {all µ-generic points w.r.t. A}. Let R ∈ Σ̂#L s.t. µR (X ) = µR(1). The Riemannian volume
Leb(X ) = 0, otherwise physicality follows trivially, thus for µR-a.e. x ∈ V u(R)∩AR0 ∩X , λV s(R(x))(X ) = 0,
where λV s(R(x)) is the induced Riemannian leaf volume of V
s(R(x)). We therefore assume w.l.o.g. that
∀x ∈ V u(R) ∩ AR0 ∩ X , λV s(R(x))(X ) = 0.
The following part of the construction invloves a transfinite recurssion, and so the axiom of choice. Let
g ∈ A. We wish to construct a version of g, denoted g′; such that for any h ∈ A s.t. h ≥ 0 and ∫ hdµ > 0,
{g′, h′} are a collection of physical measurements. Write g = ĝ · ωN , where ĝ ∈ Lip(M) and N ∈ N, and fix
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x0 ∈ V u(R) ∩ AR0 ∩ X . ∀x ∈ V u(R) ∩ AR0 ∩ X , define ps(x) := min{m′ ≥ 1 : ∃0 ≤ n < m′ s.t. fm
′
(x0) ∈
W s(fn(x0))}, and if the minimum is over an empty set, define ps(x) :=∞. Define, ∀0 ≤ n ≤ ps(x0)− 1,
g′|W s(fn(x0))(y) :=
{
ĝ(y)ωN (f
n(x0)), y /∈ HWTχ,
ĝ(y)ωN (y), y ∈ HWTχ.
Next, the transfinite recurssion is defined in the same way for the successor case and the limit case: Assume g′
is defined on
⋃ {∪n≥0{W s (fn(xi))}}i<α, where α is an ordinal and V u(R)∩AR0∩X\⋃ {∪n≥0{W s (fn(xi))}}i<α 6=
∅. Let xα ∈ V u(R) ∩ AR0 ∩ X \
⋃ {∪n≥0{W s (fn(xi))}}i<α. Let nα := min{m ≥ 0 : ∃i < α,m′ ≥
0 s.t. fm(xα) ∈ W s(fm′(xi))}, and set nα := ∞ if the minimum is over an empty set. Define ∀0 ≤ n ≤
min {ps(xα)− 1, nα − 1},
g′|W s(fn(xα))(y) :=
{
ĝ(y)ωN (f
n(xα)), y /∈ HWTχ,
ĝ(y)ωN (y), y ∈ HWTχ.
We continue this way by transfinite recurssion untill we exhaust all of V u(R)∩AR0∩X , and g′ is defined over
the global stable leaves of the forward-orbits of all points V u(R) ∩AR0 ∩X . g′ and g differ from each other
by at most a subset of M \HWTχ, which is a µ-null set. Therefore g′ is µ-integrable, and
∫
g′dµ =
∫
gdµ.
It remains to prove physicality: Let g, h ∈ A s.t. h ≥ 0, ∫ hdµ > 0 and h = ĥωN ′ , g = ĝωN , where
ĥ, ĝ ∈ Lip(M), N,N ′ ∈ N; and assume w.l.o.g. that N ≥ N ′. ∀x ∈ V u(R) ∩ AR0 ∩ X , ∀y ∈ V s(R(x)), we
divide into two steps:
(1) if y ∈ HWTχ, then
∑
n≥0 |g′(fn(y)) − g′(fn(x))| < ∞,
∑
n≥0 |h′(fn(y)) − g′(fn(x))| < ∞, by
Corollary 7.6.
(2) if y /∈ HWTχ, then by the transfinite construction, g′(fn(y)) = ĝ(fn(y))ωN (fn(y′)) with y′ ∈ HWTχ,
and so y′ ∈W s(x). Then∑n≥0 |g′(fn(y))−g′(fn(y′))| <∞,∑n≥0 |g′(fn(y′))−g′(fn(x))| <∞ (as
in step 1), and so
∑
n≥0 |g′(fn(y))− g′(fn(x))| <∞. Similarly,
∑
n≥0 |h′(fn(y))− h′(fn(x))| <∞.
By equation (34), this is sufficient to conclude that
∑n
k=0 g
′(fk(y))∑
n
k=0 h
′(fk(y)) −−−−→n→∞
∫
gdµ∫
hdµ
=
∫
g′dµ∫
h′dµ . As in Corollary 7.3,
∃C > 0 s.t. ∀g, h ∈ A s.t. h ≥ 0, ∫ hdµ > 0, Vol({y ∈M : ∑nk=0 g◦fk(y)∑n
k=0 h◦fk(y) −−−−→n→∞
∫
g′dµ∫
h′dµ
})
≥ C.

7.3. Distributional Physicality. When given a finite ergodic invariant measure µ, physicality is the prop-
erty of having a positive probability (w.r.t. the Riemannian volume) for an initial condition to be future-
generic for continuous macroscopic quantities of the system, i.e.
Vol
({
x ∈M : ∀g ∈ C(M), 1
n
n−1∑
k=0
g ◦ fk(x) −−−−→
n→∞
∫
gdµ
})
> 0.
When µ is infinite, and Birkhoff’s ergodic theorem does not apply anymore, one approach to physicality is
by the ratio ergodic theorem, as done so far in §7.1 (see Theorem 7.2 and Proposition 7.8). The ratio ergodic
theorem is relative, meaning we normalize the time-series of one function, by the time-series of another.
When µ is infinite, may it be conservative and σ-finite, Aaronson had shown in [Aar77] that no absolute
version of the ratio ergodic theorem can exist for even a single function. That is, ∀{bn}n≥0 ⊆ N, ∀g ∈ L1(µ)
s.t. g ≥ 0 and ∫ gdµ > 0,
lim sup
n→∞
1
bn
n−1∑
k=0
g ◦ fk =∞ a.e. , or
lim inf
n→∞
1
bn
n−1∑
k=0
g ◦ fk = 0 a.e. (or both).
Therefore, even though we cannot ask for a stronger (absolute) notion of point-wise physicality, we can
consider another natural approach to physicality. When recalling the original motivation of physicality, it
seems natural to consider a cluster, or distribution, of initial conditions, w.r.t. the Riemannian volume. This
leads us to the following theorem.
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Theorem 7.9. Let µ be an ergodic GSRB, and denote by Vol the Riemannian volume of M . There exist ρ ∈
L1(Vol) and a sequence an −−−−→
n→∞ ∞, which depend on µ, s.t. ρ ·Vol is a probability and ∀g ∈ C(M)∩L
1(µ),
(ρ ·Vol) ( 1
an
n−1∑
k=0
g ◦ fk) −−−−→
n→∞
∫
gdµ.
The statement also holds with the collection of physical measurements from Proposition 7.8, A, replacing
L1(µ) ∩ C(M).
This theorem is a consequence of a property which is not generally true for all σ-finite, conservative,
ergodic measures. It is called point-wise dual ergodicity (see equation (47)), and it holds for the conformal
measures of Ho¨lder continuous potentials on a locally-compact TMS. However, we will see that this property
can be used with GSRBs, by their unique relation with the conformal measure of the geometric potential.
Proof. Assume that there exists an unstable leaf with a positive leaf volume for HWTχ, and let µ be the
GSRB constructed in Theorem 6.3. Write µ =
∫
Σ̂L
µRdp where Σ̂ is an irreducible TMS and p is the confomal
measure of the (recurrent) geometric potential φ.
Fix a cylinder [R] ⊆ Σ̂L, and a chain R ∈ Σ̂#L ∩ [R]. Let g ∈ L1(µ) ∩ C(M), and let L be its Lipschitz
constant. Define ψg(S) := µS(g), ∀S ∈ Σ̂L. Then, by definition,
∫
ψgdp =
∫
gdµ, and so
∫ |ψg|dp ≤∫
ψ|g|dp =
∫ |g|dµ <∞. By [Sar01, Proposition 3], p is point-wise dual ergodic, i.e.
∃ a sequence an →∞ s.t. ∀ψ′ ∈ L1(p), for p-a.e. S ∈ Σ̂L, 1
an
n−1∑
k=0
(
Lkφψ
′) (S) −−−−→
n→∞
ψ1(S) ·
∫
ψ′dp. (47)
Notice that 1an
∑n−1
k=0
(
Lkφψg
)
(S) = µS(
1
an
∑n−1
k=0 g ◦ fk), by Proposition 4.28. Thus, since p gives a
positive measure to every cylinder ([Sar09, Claim 3.5, pg. 76]), we get that there exist {R(m)}m≥0 ⊆ [R] s.t.
d(R(m), R) ≤ e−m, and ∀m ≥ 0,
µR(m)(
1
an
n−1∑
k=0
g ◦ fk) −−−−→
n→∞ ψ1(R
(m)) ·
∫
ψgdp = µR(m)(1) ·
∫
gdµ.
Part 1: Let Γm : V
u(R(m)) ∩ AR → V u(R) ∩ AR be the holonomy map along the stable leaves of
AR. By Pesin’s absolute continuity theorem [BP07, Theorem 8.6.1], ‖Jac(Γm) − 1‖ ≤ KRθm,18 where θ
is as defined in Claim 4.19, and KR is a positive constant depending on the partition member R. Recall,
µR = 1AR · mV u(R), and mV u(R) = 1gR · λV u(R), where λV u(R) is the induced Riemannian leaf volume of
V u(R). Write Gn :=
1
an
∑n−1
k=0 g ◦ fk.
18Here Jac(Γm) refers to the Radon-Nikodym derivative of the mapping, and not the standard derivative (as it may not
exist).
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∫
V u(R)∩AR
Gn
1
gR
dλV u(R) =
∫
Γm[V u(R(m))∩AR]
Gn
1
gR
dλV u(R) =
∫
V u(R(m))∩AR
Gn ◦ Γm 1
gR ◦ Γm Jac(Γm)dλV u(R(m))
=
∫
V u(R(m))∩AR
Gn
1
gR
(m)
dλV u(R(m)) +
∫
V u(R(m))∩AR
(Gn ◦ Γm −Gn) 1
gR ◦ Γm Jac(Γm)dλV u(R(m))
+
∫
V u(R(m))∩AR
Gn · ( 1
gR ◦ Γm −
1
gR
(m)
)Jac(Γm)dλV u(R(m))
+
∫
V u(R(m))∩AR
Gn
1
gR
(m)
(Jac(Γm)− 1)dλV u(R(m))
=µR(m)(Gn) + µR(m)(1) · sup
V u(R(m))∩AR
|Gn ◦ Γm −Gn|
±‖Jac(Γm)‖ · ‖ g
R(m)
gR ◦ Γm − 1‖ · µR(m)(Gn)± ‖Jac(Γm)− 1‖ · µR(m)(Gn).
Notice, ∀m,n ≥ 0, x ∈ V u(R(m)) ∩ AR, |Gn ◦ Γm(x) − Gn(x)| ≤ 1an
∑n−1
k=0 L · d(fk(x), fk(Γm(x)) ≤
L
∑∞
k=0 e
− χ
2
k
an
.19 Therefore, ∀m ≥ 0,
lim sup
n→∞
µR(Gn) ≤ 1
µR(m)(1)
µ(g) +
µ(g)
µR(m)(1)
(
‖Jac(Γm)‖ · ‖ g
R(m)
gR ◦ Γm − 1‖+ ‖Jac(Γm)− 1‖
)
.
Since R′ 7→ µR′(1) is continuous on [R], µR(m)(1) −−−−→m→∞ µR(1). Therefore, by step 3 in Lemma 4.27, and
since ‖Jac(Γm)− 1‖ ≤ KRθm,
µ(g)
µR(m)(1)
(
‖Jac(Γm)‖ · ‖ g
R(m)
gR ◦ Γm − 1‖+ ‖Jac(Γm)− 1‖
)
−−−−→
m→∞
0.
Thus, in total, lim sup
n→∞
µR(Gn) ≤ 1µR(1) ·µ(g). Similarly, lim infn→∞ µR(Gn) ≥ 1µR(1) ·µ(g), and so µR(Gn) −−−−→n→∞
1
µR(1)
· µ(g).
Part 2: Define the probability ν := 1µR(1)
∫
V u(R)
λV s(R(x))dµR(x), where λV s(R(x)) is the normalized
induced Riemannian leaf volume of V s(R(x)); Thus, by Pesin’s absolute continuity theorem, and since
µR ≪ λV u(R), ν ≪ Vol. Write ρ := dνdVol .
∀x ∈ V u(R)∩AR, y ∈ V s(R(x)), since g is L-Lipschitz, |g ◦ fk(x)− g ◦ fk(y)| ≤ L · e−χ2 k, ∀k ≥ 0. Then,)
(ρ ·Vol)
(
1
an
n−1∑
k=0
g ◦ fk
)
=ν(
1
an
n−1∑
k=0
g ◦ fk) = 1
µR(1)
∫
λV s(R(x))
(
1
an
n−1∑
k=0
g ◦ fk
)
dµR
=
1
µR(1)
∫ (
1
an
n−1∑
k=0
g ◦ fk(x) ± 1
an
n−1∑
k=0
e−
χ
2 k
)
dµR
=
1
µR(1)
µR(
1
an
n−1∑
k=0
g ◦ fk) +O( 1
an
) −−−−→
n→∞
∫
gdµ. (48)
Part 3: Now, given g ∈ C(M)∩L1(µ) (w.l.o.g. g ≥ 0), by [HU80], ∀δ > 0 ∃g(δ) ∈ Lip(M) s.t. g(δ) = e±δ ·g;
whence g(δ) satisfies the assumptions for parts 1 and 2. As in equation (35), this is sufficient.
19By [BO18, Proposition 4.4], d(fk(x), fk(y)) ≤ e−
χ
2
k ∀k ≥ 0.
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Part 4: Let A be the countable collection of physical measurements from Proposition 7.8. Then a chain
R ∈ Σ̂L can be chosen to be generic (w.r.t. the point-wise dual ergodic theorem) for all {ψg}g∈A. Then we
may skip part 1, and carry out parts 2 and 3; the estimations apply. 
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