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The progress of science depends on reviewers as much as it depends upon researchers 
developing new science. Reviewers provide impartial, anonymous, and expert advice to 
researchers, and they screen which research gets published in scientific journals. When 
the review process works well, it acts as an effective filter and enables dissemination of 
high-quality and rigorous scientific work. As so much of scientific progress depends upon 
review, it is surprising that reviewers learn this science by doing. Of course, there are 
articles that suggest general norms of behavior for reviewers. For instance, to be a better 
reviewer, one should of course be punctual, polite to authors, and respect rules of 
confidentiality (Romanelli, 1996).  
But if the field of management is to advance a more comprehensive approach to 
review, additional training may be warranted. While such an endeavor is indeed 
worthwhile and in immediate need, in this article I review some of the common errors I 
have made as a reviewer and suggest ways to avoid them. I suggest that these errors could 
be reasons as to why the same artifact, i.e., paper, receives widely heterogeneous 
feedback from two or more reviewers. Thus, avoiding these review errors will lead to 
convergence between reviewers on the “true” deservingness of science as reported in 
academic papers.  
Before I review those errors I have made, let me first present a mental model that I 
suggest allows scientific papers to be ascertained on “true” deservingness. We in 
management research are in the domain of social sciences. As such, there may be 
multiple explanations for the same phenomenon. Why and when one explanation should 
be preferred over others is guided by whether it: i) explains more of a critical experiment 
that contrasts between different approaches and ii) is simple, i.e., it makes fewer 
assumptions (Lave & March, 1993). Since I am going to allude to the importance of a 
critical experiment at various points in this note, it is imperative that I offer an 
explanation of what constitutes a critical experiment. A critical experiment is a setting 
that allows two or more otherwise competing explanations, explanations that make the 
same predictions but use different processes to make them.  
 
Perhaps an example will make this definition of critical experiment easier to 
comprehend. Rather than offer a concrete example, which may sidetrack readers into 
specific domains, allow me to offer an abstract example. Consider a paper from an author 
that uses theory A to make two predictions on the relationship between input X and 
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outcomes 1 and 2 in a setting (see Table 1, column 4). Assume further that this author has 
tested and found support for these predictions. Reviewer #1 uses a different theory, theory 
B, and makes the same predictions on the relationship between input X and outcomes 1 
and 2 (column 5). Since the causal process in theory A and theory B are not the same, 
how can we ascertain which theory should be preferred? A critical experiment allows us 
to break this deadlock. We could also find another outcome, for example outcome 3, in 
the same setting where theories A and B make opposite predictions on the relation 
between input X and outcome 3. After the critical experiment, only one theory will 
explain all three outcomes. That theory should be preferred. For instance, the author’s 
theory A could make a positive prediction on the relationship between input X and 
outcome 3 (column 4), whereas reviewer #1’s theory B could make a negative prediction 
or no prediction at all (column 5). The converse also allows for us to set up a critical 
experiment. When tested, if the relationship between input X and outcome 3 is positive, 
then theory A as offered by the author should be preferred and not theory B, as offered by 
reviewer #1. There are other parts of Table 1 which I will explain later in this note. But 
for now, the key point is that outcome 3’s setting enables us to conduct a critical 
experiment to see if the author’s explanation or if reviewer #1’s explanation is preferred.  
 
---INSERT TABLE 1 ABOUT HERE--- 
Now that I have explained what constitutes a critical experiment, let me highlight 
some common errors I have made as a rookie reviewer and explain how I have learned to 
guard against them.  
 
Seven rookie errors I have made as a reviewer and how to correct them: 
1) Heroic assumption error: Let me take the strong line which I will soften a bit in the 
next section where I discuss how to avoid making this error. Authors are allowed to 
make any assumption they so desire. In the end, if authors explain many of the 
outcomes in a context using what reviewers think are incredulous assumptions, then 
their explanation merits publication. The only point the reviewers should focus on is 
this: do they propose an alternative model that can make the same predictions albeit 
with fewer assumptions? For instance in Table 1, let us assume that reviewer #1’s 
explanation, theory B (column 4), makes far fewer assumptions than the author’s 
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explanation, theory A (column 5), for outcomes 1 and 2. Then for the purpose of 
explaining outcomes 1 and 2, reviewer #1’s explanations should be preferred. There 
is no reason to select a theory that makes a simpler assumption when the theory at 
hand cannot be used to make predictions that explain all the facts of interest. For 
instance, if we assume that reviewer #2’s theory C makes the least number of 
assumptions of all the possible alternative theories, it still does not explain any other 
outcome in Table 1. Thus, reviewer # 2’s theory C is an inferior explanation 
compared to the author’s explanation as well as that of reviewer #1 (column 5). 
Developmental review that corrects the heroic assumption error: In the paragraph 
above, I have taken a strong line on assumptions that states how only outcomes 
matter and not assumptions. Having made this point, let me make a concession. If 
past work has consistently found evidence for processes and outcomes that are 
consistent with a different set of assumptions than the ones made by the author, then 
it is worthwhile to highlight this evidence. It becomes prudent to ask the author what 
about the context or measures used leads her to find results that are consistent 
with/her assumptions. The absence of specific work with which a reviewer can 
disagree on as far as assumptions go is akin to maintaining a dogmatic view that 
holds back the management field. 
2) Not counter-intuitive error: Many excellent scholarly statements are available on the 
subject of what makes for a good theoretical contribution. If a paper meets conditions 
laid down for a theoretical contribution, then trivializing the paper for not revealing 
counter-intuitive insights is misplaced.  
Developmental review that corrects the not counter-intuitive error: I say this tongue-
in-cheek; if the insights of a paper are not counter-intuitive to a reviewer, then 
perhaps the reviewer’s I.Q.is extremely high. My point is simple—what is not 
counter-intuitive to one may be counter-intuitive to someone else. My advice is not to 
apply this mode of thinking in the review process. Since there is no objective 
yardstick for what makes a paper counter-intuitive, evaluating the appeal of a given 
paper to a wider audience should be best left to the editors. There is one caveat. Let 
us say there exists a body of work in a field which shows the same relationship that 
the authors replicated. Then it is advisable to point to this body of work and to 
question what the new value of the focal paper is. 
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3) Many incomplete-alternative mechanisms error: The most common mistake I have 
made as a rookie reviewer, especially in graduate seminars, is what I call the “many 
incomplete-alternative mechanisms error.” Reviewers are encouraged to articulate an 
alternative explanation and not to list multiple mechanisms that make the some but 
not all predictions made by the author. It may well be the case. But what purpose 
does this serve, other than to point toward missing elements in training as a social 
scientist? The task is to come up with an alternative mechanism that explains all 
predictions and more in the context of the focal paper. By generating many 
alternative mechanisms that are different for each prediction made by the author, the 
noise content is only increased in a given review. For example in Table 1, reviewer 
#2 has two theories, C and D, that explain only one outcome of interest each outcome 
1 and outcome 2 respectively (columns 6 and 7). Theories: C or D should not be 
preferred to either the author’s or the reviewer # 1’s explanation, as C and D explain 
only one outcome each (column 8). 
Developmental review that corrects the incomplete-alternative mechanisms error: 
The solution is simple. Is there a single alternative explanation that can be used to 
explain all of the predictions? Highlighting such an explanation is helpful for the 
author since it allows both the reviewers and the author to focus on a critical 
experiment that could differentiate the two explanations for the outcomes at hand. 
4) Implicit implication that authors fabricated data error: One of the worst offenses I 
have made as a reviewer is to use a different theory than that used by the authors and 
to propose predictions contrary to their own. For instance, using Table 1 as an 
example, let us say that reviewer #2 keeps stating in her review that the author’s 
explanation should not be preferred since her theory, theory D, makes a different 
prediction on the relationship between X and outcome 2 (column 7). Why should 
anyone, in the context of someone else’s paper, care about reviewer # 2’s pet theory 
D that both makes the opposite prediction and is not supported by the data at hand? If 
a mechanism is internally consistent and has support for the data in the context, why 
is it the authors’ responsibility to explain why another theory—reviewer #2’s theory 
D that makes opposite predictions—does not hold in this context? Where, if any, is 
the limit to this critique? There are few reasons for levying this critique, then, unless 
reviewer #2 believes the authors have fabricated their data. 
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Developmental review that corrects the assumed data fabrication error: Let me leave 
this point with a caveat, that allows you to question the relationship between an input 
X and an outcome that the authors proposed and found evidence in favor. If prior 
work in a domain on the topic has found the relationship between input X and an 
outcome to be that of the reviewer’s proposed and not the authors’, for instance if 
prior work has repeatedly found that the relationship between input X outcome 2 is 
negative as suggested by reviewer # 2 using theory D (see column 7 in Table 1), then 
cite this body of empirical work and ask the authors why they proposed and found 
support for the opposite relationship. Having referred to such a body of counter-
veiling evidence, good reviewers could question whether or not the author’s setting is 
idiosyncratic enough and needs more explanations, or if the measures used by the 
author are imperfect. 
5) Disagreeing with derivations consistent with authors’ starting assumptions error: 
Assume that in Table 1, reviewer #2’s theory C suggests that the relationship between 
input X and outcome 3 is negative (column 6). Then, criticizing the authors for 
making a positive relationship prediction between input X and outcome 3 is 
unwarranted as  a reviewer. It is wrong if the authors have been internally consistent 
with their starting assumptions in the theory they used—theory A in this case—to 
make a positive relationship prediction from input X and outcome 3. Hence, it is 
unadvisable to criticize the prediction because the authors can make no other 
prediction from their starting assumption.  
Developmental review that corrects the derivation disagreement error: Disagreement 
with derivations consistent with authors’ starting assumptions is not a valid critique. 
Conversely, a valid critique is a reviewer points out those derivations in the rest of 
the paper that deviate from the authors' proposed mechanism and assumptions. Not 
only point out these points of departure by the authors from their assumptions but 
also recommend how the author could make the argument consistent with their 
corresponding mechanism. For example, it would be helpful to encourage the authors 
to add a missing transformation so as to be consistent with the mechanism the authors 
proposed. Once the paper is internally consistent then both the reviewers and authors 
can turn their attention to a critical experiment that can determine whether the authors 
explanation should prevail over another. 
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6) “I was not creative enough to think of a critical experiment” error: Frequently, my 
single biggest failing as a referee was my inability to devise a critical experiment that 
the authors could conduct within the data they possessed in order to rule out 
alternative explanations. For instance in Table 1, evidence from the test of outcome 3 
would be sufficient to separate out the author’s explanation from reviewer #1’s 
explanation. I would often suggest new data collection that would serve as the basis 
for a critical test. For instance, outcome 4 would serve as one such critical test as well 
as a means to separate the author’s explanation from reviewer #1’s explanation. 
However, outcome 4 would ultimately be a poor critical test, as it would require that 
the author collect new data. It is not a good use of society’s resources if a reviewer 
suggests that the authors collect new data when already collected data may be 
sufficient to determine whose explanations should be preferred.  
Developmental review that corrects the lack of a creative critical experiment error: 
The field depends upon contributors to be imaginative. Without the creation of a 
critical test, the field cannot advance. An ideal critical test would be outcome 3 in 
Table 1, something that the author can readily test with data at hand. When reviewers 
recommend a critical test, they must also commit to the authors if the evidence is 
consistent with their mechanism. Then, the paper merits being published. 
Accordingly, reviewers are welcome to suggest that the authors change their theory to 
the proposed mechanism if the results of the critical test support their point of view. 
Both author and reviewer should be open-minded enough to revise their explanations 
based on evidence from the critical experiment at hand. 
7) Emotional filibuster: I have rarely written reviews that are very long. By writing four 
pages of critical points without advice to the authors on how to improve the paper, 
reviewers put the editors in an untenable position. Yet, writing four pages on the 
reasons to reject a paper is not an act of service to the field. One must hope to raise 
the emotional bar that the editor has to cross to go against a reviewer’s 
recommendation. After all, raising points, without the aim of making the author’s 
explanation internally consistent and then offering a critical experiment to test the 
author’s explanation paper does not make for a valid critique. I am inclined to call 
this approach emotional filibustering so that the editor does not get to make a positive 
decision.  
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Developmental review that corrects the emotional filibuster error: If reviewers must 
write four pages of single-spaced comments, they can serve the field by including 
two sections in the review. The first would consist of a brief section that states the 
critical experiment(s)—for instance testing outcomes 3 or 4 in Table 1—that the 
author can conduct in addition to explaining how the authors can make their 
arguments more internally consistent. Then, reviewers can include a separate section 
with additional stream-of-consciousness comments or commentary more oriented 
toward their own individual tastes and preferences, which, of course, authors and 
editors are free to ignore.  
 
Appeal to Editors 
Before I wrap up this note in the next section, I would like to address an appeal to my 
senior colleagues, the editors. I’ve overheard editors say that they value a referee for their 
diligence even if they have not received a single referee report recommending publication 
during the course of a given term. As such, I offer two conclusions here based off what I have 
observed. Somehow, it seems that poor quality papers are often sent to the same referee. In 
that case the referees deserves our sympathies for being thus abused. Alternatively, the 
reviewer does not have a strong mental model of which papers can be accepted for 
publication. Any referee must have this null model of what he/she will recommend for 
publication. The reviewer must reveal this through comments on what specific changes will 
make a paper worthy of publication in the journal. Without evidence of this,  the editors must 
help the field by educating the reviewer. If the reviewer does not change habits or provide 
thanks for the contribution, it is necessary to remove the reviewer from the reviewer pool.  
 
Conclusion 
We in the management field are faced with a conundrum. The conundrum arises when a 
paper given to two or more expert results in little convergence as far as the experts’ opinion 
on the deservingness of the paper for publication. Accordingly, either we do not understand 
what makes a paper deserving, or the experts are biased. The experts are biased in the sense 
that they have subjective tastes that do not converge. Kuhn (1962) suggests that strong 
paradigms solve the taste issue by getting scholars to agree on what questions are interesting 
and what explanations are accepted as being worthy of pursuit. Being in domains like 
 9 
management, which contain relatively weak paradigms due to heterogeneity in assumptions 
and explanations used, does not mean that we should let our tastes run amok in the review 
process. 
Nothing I have said above is new. But this article serves as a template for identifying and 
responding to common errors that reviewers make during the review process. I have started 
with the assumption and the model that the deservingness of a paper can be objectively 
measured. I have followed Lave & March (1993) and listed factors that make a given paper a 
good paper. There are many variants of the basic approach outlined by Lave and March 
(1993), though most scholars agree with its core tenants. If one agrees with the formulation 
by Lave & March (1993) as a model that allows for objective classification of papers, then 
the only remaining problem to solve as a field is to educate ourselves to be good reviewers. 
Before that, we must we be willing to set aside our individual taste for a question or a type of 
solution.  
A good reviewer follows a widely accepted model which can objectively classify papers 
as worthy of publication or not regardless of her taste for the approach used by the authors. 
As such, I advocate that we sign up to be good reviewers by following a given model, 
articulating which model we are following, and then sticking to that model throughout the 
review. If we, as a field, do so, then I anticipate more convergence in our evaluations of 
papers as reviewers. Let me personally confess that, previously, my reviews did not follow 
the guidelines I listed above, as I was new to the reviewing process. I am guilty of being a 
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