In a related paper, (Kashyap 2018) , we show how our valuation method signifies that the best way for journals to select submissions would be randomly from a pool of papers meeting certain basic quality criteria. We specifically there show that the best decision we can make with regards to the selection of articles by journals requires us to formulate a cutoff point, or, a region of optimal performance and randomly select from within that region of better results. The policy implication (for all fields) is to randomly select papers, based on publication limitations (journal space, reviewer load etc.), from an overall pool of submissions that have a single shred of knowledge (or one unique idea) and have the editors and reviewers coach the authors to ensure a better final outcome.
3 Questions & Answers, Q&A, Definitions and Assumptions, D&A, in our DNA It would not be entirely incorrect to state that the majority of the attempts at knowledge creation start with answering questions. In present day society we seem to be focused on answering questions that originate in different disciplines.
Assumption 1. As a first step, we recognize that one possible categorization of different fields can be done by the set of questions a particular field attempts to answer. Since we are the creators of different disciplines, but we may or may not be the creators of the world in which these fields need to operate, the answers to the questions posed by any domain can come from anywhere or from phenomenon studied under a combination of many other disciplines.
Hence, the answers to the questions posed under the realm of knowledge creation can come from seemingly diverse subjects such as: physics, biology, mathematics, chemistry, marketing, economics, finance and so on. This suggests that we might be better off identifying ourselves with problems and solutions, which tacitly confers upon us the title Problem Solvers, instead of calling ourselves physicists, biologists, psychologists, marketing experts, economists and so on. This quest for answers is bounded only by our imagination (Calaprice 2000 ).
As we linger on the topic of Questions & Answers, Q&A. The field that is most concerned with the valuation of assets is finance (for lack of knowledge of a better word, or terminology, on behalf of the authors, let us categorize knowledge under the umbrella of assets). Hence, it should not come as a surprise that finance can provide a very surprising answer to our main research question.
Question 1. What is the value of knowledge in any field?
is: what is finance? The answer is that finance is a game where there are only three simple decisions to be made:
Buy, Sell or Hold; the complication are mainly to get to these results (Kashyap 2015 ).
Related Literature
A recent attempt, (Martin 1996) , in the context of the time periods discussed in section 2, acknowledges that measuring the value of knowledge has not progressed much beyond an awareness that traditional accounting practices are misleading and can lead to wrong business decisions. Right at the outset, we distinguish between our knowledge valuation methodology and the valuation of patents, 1 since all patents have some knowledge associated with them, but not all knowledge might lead to a patent or an industrial application. (Foray & Lundvall 1998 ) is a detailed discussion of the economic impact of knowledge. (Barnett 1999 ) mentions that even universities, which are solely meant to create and spread knowledge, might have lost their way and how they need a new sense of purpose. (Delanty 2001 ) is about the role of universities in the knowledge society. (Bozeman & Rogers 2002) admit that determining the value of scientific and technical knowledge poses a great many problems (the value of knowledge shifts dramatically over time as new uses for the knowledge emerge; a related problem is that market-based valuation of knowledge is an inadequate index of certain types of scientific knowledge). They present an alternative framework for the value of scientific and technical knowledge, one based not on market pricing of information, but instead on the intensity and range of uses of scientific knowledge. Their 1 A patent is defined as any new or non-obvious invention capable of industrial application (Pitkethly 1997) . (Wu & Tseng 2006) provide a valuation technique based on real options.
churn model of scientific knowledge value emphasizes the distinctive properties of scientific and technical knowledge and focuses on the social context of its production. They consider the value of scientific and technical knowledge in enhancing the activities of the set of individuals who interact in the demand, production, technical evaluation, and application of scientific and technical knowledge.
It is worth noting that goods that are not actively traded pose many valuation challenges. There are many interesting techniques used to determine the value of assets, especially non-financial ones. ( ) isolate brain regions that may constitute a system that automatically engages in valuating the various components of our environment so as to influence our future choices.
As we go about applying finance principles to assess the value of knowledge in all domains; we need to bear in mind that all valuations are subjective, since they are done by social beings and a hall mark of the social sciences is the lack of objectivity. Here we assert that objectivity is with respect to comparisons done by different participants and that a comparison is a precursor to a decision. (Nagel 2012) clarifies the distinction between subjective and objective; (Little 1991; Manicas 1991 ; Rosenberg 2018) discuss the philosophy of the social sciences; (Kashyap 2017) points out that the social sciences are objectively subjective; (Gerring 2011 ) is a detailed account of social science methods used to provide explanations of observed phenomena; (Harré 1985) explores the premise that knowledge is a basis for moral good and relates various views about the nature of science to different historical schools of philosophy; 
Framework (D&A) for Knowledge Valuation
Assumption 3. Despite the several advances in the social sciences, we have yet to discover an objective measuring stick for comparison, a so called, True Comparison Theory, which can be an aid for arriving at objective decisions. Hence, despite all the uncertainty in the social sciences, the one thing we can be almost certain about is the subjectivity in all decision making.
For our present purposes, the lack of such an objective measure means that the difference in comparisons, as assessed by different participants, can give rise to different valuations for the same element of knowledge (or asset).
We consider two extreme individuals and their perspectives, which would influence their valuations. Assumption 4. Then again, the homogeneous expectations assumption is perhaps a very futuristic one where we are picking the best habits and characteristics from our fellow beings (maybe not just humans?) and the environment we live in and the external stimulus we receive tends to become more similar (or we start to perceive it as more alike?), and at some point in the future, we might tend to have more in common with each other, fulfilling this great assumption, which seems more of a prophecy.
There are many issues if we become too much like one another (Slatkin 1987; Frankham 1995; ; End-note 10). But with respect to finance we might evolve enough, so that one day we might have the same expectations with respect to our monetary concerns. This would also be the day when the Bid-Offer spread would cease to matter, or, we would be indifferent to it making every coffee shop, theater, street corner, pub, or everywhere . . . a venue for any product (Kashyap 2015 ).
Assumption 5. Using a related concept from economics regarding equilibriums (Dixon 1990; Varian 1992 ; Endnote 12), when we continue to evolve and evolve towards similarity, both the type A and type Z kind of person can be equilibriums, since they are the same kind of person with respect to their views on identifying the value of elements around them.
To better understand knowledge, let us first start with what is not knowledge. Anything that we don't know is not knowledge (End-note 14). We will further try to provide one definition for what knowledge might be, keeping in mind that as generic as we want to make any definition, we need to be open to the possibility that the definition might need to be altered, depending on the specifics of the situation.
Definition 3. Knowledge is a connection between different elements of this universe. The elements could be many (more than two), two or in some cases, a link from one element to the same element and all other combinations. This requires us to clarify what is an element. We suggest that the element discussed here is anything that belongs to this universe and any characteristic of that element, as observable in this universe (End-note 15).
Remark 1. These connections can also be viewed as answers to appropriately posed questions governed by suitable assumptions and definitions. Our present endeavors in Knowledge creation, or scientific research, can be understood in this way.
Remark 2. Another possibility, which we consider in more detail in section 4.4, is that knowledge, or the connections between elements, exists with or without our observation of those links. Many times our cognizance or understanding could be incomplete or even incorrect and progressively gets better even though the actual phenomenon itself has not changed.
Remark 3. Section 4.5 considers the dimensions to which we are (seem to be?) presently restricted to and the possibility that any understanding of our universe is with respect to the limitations imposed by the dimensions we are able to perceive. The possibility of higher dimensions means the possibility of better comprehension or it could simply be an altered view of perception from a different number of dimensions.
Remark 4. It is important to emphasize here that the connection between elements is not just at any particular point in time, but inter-temporally and even across other higher dimensions. This also tells us that knowledge from one time period is valuable for other time periods since they could be linked. Knowledge across time periods can be useful should there be a possibility of the same connection reoccurring, or, by using the connection we know about to create a modified or new connection; that is the value of knowledge is enhanced if we are able to use (or reuse) existing connections discovered from another time period.
Definition 4. Knowledge machines are elements themselves that look to create, or discover, or record, connections between the various elements. They are people, research journals, books, music, robots and everything else that fulfills the property of being part of the efforts to add to the collective pool of knowledge. We can also term them knowledge seekers. selling the asset that we think is more expensive than what it should be. This is based on the price of the asset, or, the market assessment of the asset in an applicable market, as of today. When no price is available either due to the lack of a corresponding market or participants, we can use the expectation of discounted future cash flows.
There would rather have a certain sum of money now rather than the same sum of money later. This intuitively makes sense to most people, since we are not sure whether we will receive that certain sum in the future, due to the main uncertainties that the future holds. Though, it can be easily seen that for people that can travel through time, money would be the same whether now or later. As unlikely or likely the possibility of time travel might be, it is mainly being used here to illustrate further the notion of why money has different values at different periods of time (section 4.5).
Notation and Terminology
• P V is the value at time = 0 (present value).
• F V is the value at time = n (future value).
• n is the number of periods (not necessarily an integer).
• i, k are the rates (of money, known as interest rate or knowledge rate) at which the corresponding amount (of money or knowledge respectively) compounds each period.
• g is the growth rate of money or knowledge over each time period. Figure 2 ). The essence of the below equations, with regard to money are that, money in the future decreases in value when it is measured in the present, or brought into the present, since the interest rate is usually non-negative, i ≥ 0; to be precise, let us term this discounting (End-note 22). Likewise, money from the present, when it is to be valued in the future, or taken into the future, increases in value; again for precision sake, let us call it compounding.
The cumulative present value of multiple future cash flows can be calculated by summing the contributions of F V t , the value of cash flow at time t,
Expressed using discount functions, which for money is less than one, f (i, n) = 1/ (1 + i) n ≤ 1, we can write this as,
We could include the growth rate of money, g, to depict any increase or decrease in value not captured by interest rates. To get sensible results, we usually require g < i though g can be positive or negative. This would change the discount function as follows:
Once On, Never Off
When an opportunity to make money is known and if many people become aware of this opportunity, it usually disappears (Brealey, Myers, Allen & Mohanty 2012; End-notes 17, 18). In contrast to money (making), the most wonderful thing about knowledge (creation) is that if more people know about it, the more switched on it will be. Once we become acquainted with a connection (either ourselves, or due to the guidance of someone else), we generally see other links, we either put a spin on the connection by relating it to other elements, (new connections), or, we find other characteristics of the same connection, which by our definition 3 can be viewed as new connections. Hence as more people become aware of any piece of knowledge, they add more pieces of knowledge to it, making the overall body of knowledge grow with time.
That being said, the dissimilarities between money and knowledge do not end there. Money is not like knowledge in many ways. For most of us money is quantifiable but knowledge is not. It is hard to individuate or shred knowledge into bits and pieces in a way that is convincing to most. Money requires collective agreement and it has value due to this consensus; true knowledge does not require acceptance, though recognition of it does.
That knowledge has value is usually not questioned, but to persuade everyone that knowledge is like money is a tough ask; except perhaps for die-hard classical economists, who can will themselves to believe that everything has monetary value (Sandel 2012 ).
To overcome some of these objections, we start by looking at the current mechanisms through which we capture, represent and store knowledge. Knowledge is collected by doing research (Creswell 2008 ; End-note 23) and the most fundamental units or tools of research can be thought of as questions and answers. Knowledge is represented as concepts, ideas or in a more rigorous manner as mathematical theorems. Knowledge is deposited in journals, books, articles and the like. To provide a monetary analogy, this would be like the different currencies, denominations (dollars, cents, etc) and forms (credit card, cheques, cash, gold, etc.) we use for money and store it in banks, safes at home, under our mattress or wherever at times.
This simplification allows us to count (introduce numbers) or use numerical methods to measure knowledge that we have accumulated in familiar places (End-note 24). The impact of this knowledge or its worth would be in how many new connections it will spawn or how it will be connected to other elements of knowledge as time passes. This is a conservative approach as it would under-count and undervalue the knowledge we have gathered. We are ignoring the links to knowledge outside our stockpiles since we do not explicitly consider this knowledge outside our familiar stash. We would like to highlight that we are not trying to put an exact monetary value on knowledge. For example, if someone has come up with a new theorem and published it in an article, our valuation is not the exact amount of money to pay for their contribution; though our techniques are a numerical approach at putting a value, they will not provide a literal price for any knowledge transaction (our main result, theorem 1 makes this clear).
Another core problem is to attempt to value knowledge only in terms of time elapsed . But if anything, as time passes the breadth covered by any piece of knowledge, how well it integrates into its related topics (or seemingly unrelated fields; assumption 1) and how much support it has, will increase as new connections will get added. With additional breadth, value will increase. This can be measured by g, the growth rate of knowledge over It is certainly tempting to think that newer more accurate theories would render the older less accurate theories covering the same domain as less useful. Newtonian mechanics (Halliday & Resnick 1967 ; End-note 27) was incredibly useful and valuable but seems to have become less so once Einstein's theory of special relativity (Einstein 1956 ; End-note 28) replaced it to cover the cases of objects moving at speeds closer to the speed of light.
• First, we would like to distinguish between theory and knowledge.
We will continue with our mechanics example, but it will become clear that this distinction applies more generally. End-notes 31, 32). In Physics the models are usually mathematical that apply under certain physical criteria (Greca & Moreira 2002 discuss the relationships among physical, mathematical, and mental models in the process of constructing and understanding physical theories). Newton's laws are mathematical models that are limited to non-relativistic speeds (speeds much lower than the speed of light) and low gravitational fields, and within those limits they provide exceptionally accurate answers.
Saying that Newton was proved wrong by Einstein would be incorrect in any sense. What relativity did was to expand the range of physical conditions over which we can explain the movement of objects. Special relativity extended the range to include high speeds, and general relativity extended it again to include high gravitational fields. At present, we do not seem to need theories that explain motion above the speed of light (End-note 33) and even general relativity is not applicable everywhere because it fails at singularities like the center of black holes (Iyer & Bhawal 2013 ; End-note 34). To summarize, as new theories emerge the criteria under which we can apply them to obtain answers, or knowledge, becomes much larger.
• Second, we would like to emphasize that theory is not knowledge.
From definition 3, Knowledge exists independent of our awareness of it. Connections might exist between objects without our knowledge of those relationships. Theory only helps us to uncover or sense these connections. Then again, new knowledge only becomes more useful by knowing the old knowledge or connection, which shows how the new knowledge might be better and in which situations the new theory would apply. If old knowledge is forgotten or lost, new knowledge, might need to rediscover the old connections, before its value becomes enhanced.
• Lastly, if any theory is shown to be completely incorrect, it was never true knowledge in the first place. But old incorrect theories are necessary since they will help us recognize what new knowledge cannot be.
When any theory becomes known to be wrong, we cannot discard it entirely. We still need to know the old erroneous theory as we search for a better understanding of the cosmos using the new theory that has replaced the old theory as our tool. This is because, as we build upon the new theory to overcome any limitations it might have and come up with newer theories, we need to know what theories will not work. This means, new knowledge becomes more valuable in yielding newer knowledge when used together with old knowledge, even if it is now shown to be wrong since it tells us what not to do. This can also be compared to trial and error learning. We try and fail many times, but at last when we succeed we have avoided the many ways in which we have failed earlier to succeed this time (End-note 50). An example of this would be about finding a way (or connection) from one landmark in a city to another. It is easier to find newer better paths if we know older worse paths that tell us which routes not to take.
We will require newer and better theories as our understanding of the world improves or as our knowledge increases. Question 2 and associated remarks briefly consider the limiting case or the asymptotics of increasing knowledge. The discussion above (sections 4.3, 4.4) gives that the discount function for knowledge should always be one or greater than one, stated as the below axiom. Axiom 1. Knowledge never decreases in value. If it decreases in value, it was never knowledge to begin with. This gives the following discount function, h (k, n), for knowledge.
Remark 5. Another way to look at change in knowledge is by considering the connections any element of knowledge is likely to establish with other elements of knowledge as time passes. The growth rate in the number of connections to any element of knowledge can be expressed using the function in Eq. 5. The discount function then tells us how this piece of knowlege will link up with other elements of knowledge.
Instead of a discount function, since by the arguments in sections 4.3, 4.4 and axiom 1 knowledge never decreases in value (irrespective of whether it moves forward or backward in time), we will use the term weight. The weights to be used can be based on the following assumptions:
Assumption 6. Past knowledge is important the older it is. That is knowledge from long ago is more valuable than knowledge yesterday.
• This is because the knowledge we have today is built on the connections we have created or discovered in the past. So the foundation for today is the knowledge from long ago. The more knowledge we have from the past the more consistent the knowledge we have today (that it is connected to more elements making it important and crucial to new elements that will get added); otherwise any alternate connections from the past could render a large body of knowledge obsolete, but then again, only by knowing alternate chains of connections, which though fallow, we can create better connections. So knowledge is never wasted and it never loses value.
• A subtle point that we need to understand is that knowledge or the connections between elements could stay the same over time, while acknowledging that the connections could be time varying. Time is the dimension we do not have control over as per our current understanding and methods of navigating the cosmos (section 4.5 has more details). As we move through time we uncover new connections. This implies that someone could discover all the connections between various elements at some point in time, but another person could come to know about these same connections at another point in time. Their overall knowledge is the same, but this awareness has happened at different points in time, which is a constraint due to the physical limitations we presently have in our Universe. The assumptions we make here is with respect to the total recorded knowledge that is presently accumulated by all knowledge seekers.
• We can make a related assumption that knowledge becomes more important at an increasing rate, going back from today ( 
Assumption 7.
Future knowledge is important the closer it is to us. That is knowledge that is far away from today is less valuable than knowledge about tomorrow.
• If future knowledge cannot be immediately connected to the knowledge we have now, or at any point in time,
we fail to appreciate its value. For example, if we took the knowledge of differential equations to the past before we had knowledge of algebra or before zero was being used, it would be very hard to see the importance of calculus.
• While this assumption seems counter intuitive, let us clarify with an example: If someone tells us (correctly is another assumption which assumes they are using the right theory capable of making this prediction) that the world will end in 10 seconds versus 10 years. It would seem that it does no good to know that the world will end in 10 seconds, but knowing exactly when it will end in 10 years is incredibly valuable. In this latter case, it would seem that future knowledge is more important the "further" away from us it is, because there's more that we can do in preparation for the end of the world. But the knowledge that the world will end in 10 years has to be accompanied by the knowledge that it will not end in every smallest fraction of time before those ten years. Without this knowledge, it is no good that we prepare for ten years only to realize the world is gone well before those ten years and will reestablish itself, perhaps in the same or in an altered form. It is even likely that this could happen multiple times in those ten years and hence all the knowledge within those ten years is essential.
• We can make a related assumption that knowledge becomes less important at an increasing rate, going forward from today (End-note 35, 36; Figure 3 ; similar to what we discussed in the point above, 6, for past knowledge , when any piece of knowledge becomes most useful, its weight at that time can be represented as the position of the center of the peak of a Gaussian function, or the mean of a normal distribution and the weight at other times could taper off similar to the normal density function: End-note 37, 38; Figure 4 ).
• It is of course possible that knowledge from different times in the far away future, that can shed light on connections we are working with today, can become valuable; so there can be weights for future knowledge that have multiple regions of significant value. Tthis is expressed by the use of multi-modal probability distributions: (Cramér 2016 ; End-note 39; Figure 5 ).
Assumption 8. Certain knowledge could be useful at certain points in time, and then decays around a certain point of high importance.
• Theorem 1. The value of all knowledge, or the value of any knowledge at any point in time is growing. This means the past, present and future value of every piece of knowledge is infinity.
Here, P AV K, P RV K and F U V K denote the past, present and future value of any element of knowledge.
h (k, n) andh k , n are the weight functions and they satisfy the property given in axiom 1 as below,
Proof. Appendix 7.
Remark 6. This result provides a lower bound for the value of knowledge. The implications of this valuation exercise, which places a high premium on any piece of knowledge, are to ensure that participants in any knowledge system are better trained to notice the knowledge available from any source.
Remark 7. When a decision maker is confronted with two or more choices or options, all of which provide infinite value, he is indifferent between the choices and hence a random selection from the options available would suffice.
The policy implications based on this lower bound for all efforts regarding knowledge creation (which is the one of the main purposes or perhaps even the sole purpose of all journals, researchers, etc.) are discussed in (Kashyap 2018 ). When there are constraints (time and other resources) a random selection from many qualified papers with inputs from reviewers to improve the randomly selected papers will be a more fruitful outcome for everyone involved and for society as well. (Kashyap 2017 ) has a discussion of how this randomizing approach is part of a bigger series of solution techniques to counter the uncertainty we encounter in our lives.
The Limits, The Physics and The Motivation for Time Travel
The , which is one of the dimensions in the physical world we live in. We are four dimensional creatures: latitude, longitude, height and time are our dimensions since we need to know these four co-ordinates to fully specify the position of any object in our universe. This is perhaps best made clear to lay audiences with regards to physics, such as many of us, by the movie Interstellar (Thorne 2014). Also (Sagan 2006) has a mesmerizing account of many physical aspects, including how objects or beings can transform between worlds that are governed by higher or lower dimensions and change their shapes or their physical form when they enter a lower dimensional world though their shape is unchanged in the higher dimensional world. As they move from the higher dimensions into the lower dimensions, they would need to obey the physical laws of the lower dimension, or take the physical shape or be limited by the properties prescribed by the lower dimensional world. This also implies that changing the number of dimensions based on which we sense our environment could alter our understanding of what is around us.
Time is our last dimension, since it is the one which, we cannot control or move around in. But we can change the other three co-ordinates (the first three co-ordinates are the co-ordinates of space, and we can change where we are in space) and hence we have three degrees of freedom. This points to a possibility that, beings from a higher dimension can travel through time and enter our three dimensional world; but they would need to be limited by the physical rules as dictated by the dimensions of our world. This also suggests that one way to enter our dimension from a higher dimensional universe (or even a lower dimension) would be to be born in our world and likewise, the way to leave our universe to go into a higher (or lower) dimension, might be to die. And while it might be hard to take physical material from one universe to another. Thoughts, or knowledge, might be mobile 
Conclusion
We have formalized a methodology to estimate the value of knowledge and established a lower bound using well established principles from finance. In a related paper (Kashyap 2018), we show that our methodology has significant policy implications for all fields of research and also for all efforts aimed at the creation and dissemination of knowledge. If one of the main purposes or perhaps even the sole purpose of all journals, researchers, etc. is knowledge creation, our valuation suggests that the best way for journals to select submissions would be randomly from a pool of papers meeting certain basic quality criteria. Such a random selection from many qualified papers, (after factoring in constraints such as reviewer load, number of possible publications etc.), with inputs from reviewers to improve the randomly selected papers will be a more fruitful outcome for everyone involved and for society as
well. In such a scenario, the editors and reviewers are not looking for ways to reject a paper instead they are coaching the authors to ensure a better final end product.
Despite any rough edges in our discussion (End-note 49), our only hope is that this paper represents the first step towards a formal mechanism for putting the value on something, which we deem valuable, but fail to recognize it in most places we see it (End-note 50). Just because we do not see a connection does not mean that there is no connection. Newton discovered gravity, which has existed since time immemorial, only when an apple fell on his head. Though the truth behind this myth can be debated, the metaphor is relevant for us, since we sometimes Success is a very relative term. In the extreme case, which we study a bit about in finance as well, one person's success (profit) could be someone else's failure (loss). That being said, to triumph in creating a valuation for knowledge and almost everything else, it is important to know where we are and start the journey towards where we want to be. An unintended consequence of taking the first step on a journey, means that the percentage of the distance left to be traveled reduces from infinity to a finite number. So once we start the trip it becomes manageable immediately. The subjectivity in how we compare things (assumption 3) means that the benchmark (assumption 2 can be used if benchmark can be understood as falling under the category of definitions and assumptions) for knowledge valuation might be constantly changing; though our results show that whatever the measuring stick the value of every bit of knowledge will remain infinite, which means that we need to keep on learning till there is nothing left to learn or we no longer need to learn anything.
6 End-notes 1. As the name of section 2 (Knowledge for What Sake?) suggests, whatever knowledge might be if it can be traded for whichever sake, the Japanese drink that we might be able to ferret out, it might seem like a good exchange, or trade, to some of us. Such a trade or barter or willingness to pay for a commodity can help us establish the price or value for any good. The main issue with such an approach, though it can be helpful, is that it is an inaccurate estimate of the value of the article being transacted since it involves subjective decisions being made by the participants including any dependencies on the particular situation under which the transaction was performed (circumstances that might have forced one of the participants to participate).
Hence, our approach to estimating the value of knowledge is much broader in scope than finding the price for an exchange, which involves monetary or utilitarian connotations (End-note 46). Price and value are used synonymously in daily life and in most financial transactions. But it should be clear that price and actual value are entirely distinct for knowledge since someone truly looking for a certain piece of knowledge will know that in some cases no amount of money can help obtain that piece of knowledge.
2. Knowledge is a familiarity, awareness, or understanding of someone or something, such as facts, information, descriptions, or skills, which is acquired through experience or education by perceiving, discovering, or learning. 
This is because:
(a) Confusion is the beginning of Understanding.
(b) Necessity, is the mother of all creation / innovation / invention, but the often forgotten father, is Frustration, which is sometimes, even more necessary, than necessity herself.
(c) What we learn from the story of, Beauty and the Beast (De Beaumont 1804; End-note 14d), is that, we need to love the beasts to find beauty. Hence, if we start to love these monsters (Confusion and Frustration), we can unlock their awesomeness and find truly stunning solutions. one of which is direct and the other is indirect.
(a) When we compound we are accumulating interest, which is the direct return we get that justifies this increasing value we assign to money that we have today, which we could potentially invest. Likewise, when we discount a sum of money we are likely to receive in the future, we are taking away interest, which upholds our rule to decrease the value of money.
(b) The indirect possibility is that our investment could become more valuable not just due to the interest we receive but due to other factors wherein our investments could intrinsically do well becoming more valuable (other benefits such as good will, reduced taxes etc. can occur due to making investments), which could act as indirect returns to us when we have ownership in the investment. Similarly, when we discount we are taking into account the risk that we might never receive that sum of money in the future, which makes the value of money lesser in an indirect way.
(c) For simplicity, the general practice is to club together all these possibilities into one number called the discount rate, which is related to interest rates, inflation and risk among other things. This also tells us that the rate for compounding and discounting could be different. 24. For brevity we ignore knowledge outside the boundaries of our knowledge stores but available everywhere;
for example: growing on trees, hanging on statues, and so on, both literally and figuratively. We justify this preclusion by stating that for most of us there are no easy ways to snatch and store knowledge present in kaleidoscopic forms; for those of us unable to spot knowledge handed to us in papers (perhaps, sent to us for review), that do not match our exact templates, page limits, artificial discipline boundaries we have imposed and so no, it would be a hard ask to find knowledge lying under a paddy field. It would be even harder to assess the impact over time of this knowledge that has not yet been seen.
25. Scientific realism is the view that the universe described by science is real regardless of how it may be There is some awareness and much speculation about objects that can travel faster than light. A tachyon or tachyonic particle is a hypothetical particle that always moves faster than light. Most physicists believe that faster-than-light particles cannot exist because they are not consistent with the known laws of physics 
saying that the change per instant of time of x at time t is proportional to the value of x(t), and x(t) has the initial valuex(0). In the above differential equation, if k < 0, then the quantity experiences exponential decay (End-note 36).
36. A quantity is subject to exponential decay if it decreases at a rate proportional to its current value. Exponential
Decay, Wikipedia Link; Exponential Decay, Mathworld Link. Symbolically, this process can be expressed by the following differential equation, where N is the quantity and λ (lambda) is a positive rate called the exponential decay constant:
The solution to this equation is: (8) where N (t) is the quantity at time t, and N 0 = N (0) is the initial quantity, i.e. the quantity at time t = 0.
37. In mathematics, a Gaussian function, often simply referred to as a Gaussian, is a function of the form:
for arbitrary real constants a, b and non zero c. It is named after the mathematician Carl Friedrich Gauss.
The graph of a Gaussian is a characteristic symmetric "bell curve" shape. Gaussian Function, Wikipedia
Link; Gaussian Function, Mathworld Link 38. In probability theory, the normal (or Gaussian or Gauss or Laplace-Gauss) distribution is a very common continuous probability distribution. The normal distribution is sometimes informally called the bell curve.
However, many other distributions are bell-shaped (such as the Cauchy, Student's t, and logistic distributions).
Normal Distribution, Wikipedia Link. The probability density of the normal distribution is:
where µ is the mean or expectation of the distribution (and also its median and mode),σ is the standard deviation, and σ 2 is the variance.
39. In statistics, a multi-modal distribution is a continuous probability distribution with two or more different modes. These appear as distinct peaks (local maxima) in the probability density function.Multimodal Distribution, Wikipedia Link. Bi-modal distributions are an important sub-class, an important example of a bi-modal distribution is the beta distribution. The probability density function of the beta distribution, for 0 ≤ x ≤ 1, and shape parameters α, β > 0, is a power function of the variable x and of its reflection (1 − x)
as follows:
where the beta function, B, is a normalization constant to ensure that the total probability is 1. In the above equations x is a realization, an observed value that actually occurred, of a random process X. The beta function, also called the Euler integral of the first kind, is a special function defined by Link. The Dirac delta can be loosely thought of as a function on the real line which is zero everywhere except at the origin, where it is infinite,
and which is also constrained to satisfy the identity
(a) This is merely a heuristic characterization (End-note 41). The Dirac delta is not a function in the traditional sense as no function defined on the real numbers has these properties. The Dirac delta function can be rigorously defined either as a distribution (End-note 42) or as a measure (End-note 43).
(b) A closer look at the impulse function should tells us that we can also consider suitable impulse response functions (End-note 44) to capture the weight we are assigning to how the value of any particular knowledge might change over time.
41. A heuristic technique (Ancient Greek: "find" or "discover"), often called simply a heuristic, is any approach to problem solving, learning, or discovery that employs a practical method, not guaranteed to be optimal, (a) Being aware of the possibility of attaining complete knowledge, is that attempts at change might appear highly overrated and overstated. We are not saying that change is unnecessary, just that trying to change something without understanding it completely (that is, before attaining enlightenment) might be a recipe for a disaster. If we understood something and then wish to change it that might be warranted, but trying to change something without knowing it fully is ridiculous at best.
(b) Definitions 3, 4 suggest that everything in this universe has knowledge associated with it and / or it is contributing to the efforts at understanding everything else. This makes everything important, worthy of respect and infinitely valuable (Kashyap 2017; consider this in the case of publications, job interviews and school admissions).
(c) An unintended yet welcome consequence of our efforts to understand everything in the universe could be that we might just end up understanding one another better, perhaps, becoming more tolerant in the process; making us wonder whether the the true purpose of all knowledge creation might be to simply make us more tolerant. If someone is completely ignorant and still highly tolerant then they have If the only paper written thus far in recorded history (to the best of our knowledge) to attempt to find the value of knowledge using numerical techniques, does not find a place in every journal it is submitted to, then journals (and researchers) have lost touch with their roots which is to find and disseminate knowledge (no matter what form and shape it comes in).
50. Such unwanted outcomes creep up because we live in a world that requires around 2000 IQ points, to consistently make correct decisions; but the smartest of us has only a fraction of that (Ismail 2014 ). Hence, we need to rise above the urge to ridicule the seemingly obvious blunders of others, since without those marvelous mistakes the path ahead will not become clearer for us. As Taleb Proof. We first try to establish the present value of a particular piece of knowledge that will become known in the future.
Relationship between P RV K and F U V K
We divide the time between the future and the present into many intervals and consider that this knowledge will get linked to many pieces of knowledge in those intervals and this can be viewed as the growth in this knowledge or change in this knowledge based on the connections it has as given by the weight functions (assumptions 6, 7, 8)
We then consider the limit as the number of intervals goes to infinity, that is as n → ∞. The present value is then given by,
Using the property of the weight function,
Next, we consider the future value of any piece of knowledge that we have today,
Relationship between F U V K and P RV K Using a similar method of dividing the time between the present and future into many intervals, we consider the connections the piece of knowledge we have today is likely to establish with other elements of knowledge as time passes. This can be viewed as the growth in this knowledge or change in this knowledge based on the connections it will have as given by the weight functions (assumptions 6, 7, 8)
F U V K = P RV Kh k , n
We then consider the limit as the number of intervals goes to infinity, that is as n → ∞. The future value is then given by,
Using the property of the weight function, h k , n = 1 +k n ≥ 1 ⇒k ≥ 0
The relationships between the present value and past value; the past value and present value; the past value and future value; and future value and past value can be established using similar arguments as above. To summarize, the below relationships can be shown to give the results in the statement of Theorem one.
Relationship between P RV K and P AV K Relationship between P AV K and P RV K Relationship between P AV K and F U V K Relationship between F U V K and P AV K 
