ABSTRACT Bandwidth-efficient 5G optical fronthaul interfaces, such as the Ethernet-based common public radio interface (eCPRI), with novel low layer split (LLS) are being actively investigated. Regarding the uplink eCPRI, the burdened wireless resource blocks (RBs) are delivered and the traffic aggregation is leveraged; therefore, the eCPRI traffic is highly dynamic depending on the time-varying mobile traffic load. This dynamic property will lower the average fiber link utilization and complicate the sizing of link bandwidth for the deployment of low-latency fronthaul. To tackle this issue, we propose a load-adaptive quantization resolution scheme that enables elastic fronthaul capacity. By adjusting the quantization resolution of the resource elements in RBs, the fronthaul link capacity, measured by the amount of bearable RBs, can be scaled to fit the mobile traffic load. Specifically, a full resolution is applied during low-load period, while for high-load case, to boost the link capacity, a stringent resolution is performed by removing the least significant quantization bits (LSQBs). Besides, to minimize the signal fidelity deterioration caused by the decline of resolution, the resolution redundancy is evaluated based on the detected wireless signal quality at central unit, and the location of LSQBs is fed back to the radio unit through the eCPRI control plane. With the enhanced link flexibility, the required fronthaul bandwidth can be significantly reduced, while the user experience is barely compromised. Based on our developed low-MAC and PHY-layer wireless system model following 3GPP specifications and the 25-Gb/λ experimental fiber transmission, the bandwidth of eCPRI user data can be saved by 40%.
such as the low requirement on quantization resolution (QR) and the statistical multiplexing gain brought by traffic aggregation [14] . In this paper, we concentrate on the eCPRI-based uplink NGFI-I, which is referred to as fronthaul for short. Unlike the continuous CPRI flow which consumes constant transmission bandwidth, the requested bandwidth of eCPRI traffic is highly related to the dynamic mobile traffic [7] , [15] , [16] , and this feature can be further intensified by the tidal effect [5] . Considering the constant fiber link capacity, this fronthaul traffic fluctuation would bring difficulties in sizing the fronthaul link capacity and deploying suitable transmission bandwidth to balance the link utilization and the link performances such as the latency and the blocking probability [14] , [17] , [18] . For instance, 83% of the peak capacity should be provisioned to meet the jitter and latency requirement, yet the average link load is only 40%, and the fluctuation can be large-scale regardless of the number of aggregated cells [19] . Thereby, addressing this traffic fluctuation is necessary.
To handle the traffic dynamic for Ethernet-based front/backhauling, many investigations on the link capacity deployment and network scheduling are carried out [18] [19] [20] [21] [22] [23] [24] . However, most of the reported work was focusing on the network layer optimization instead of straightly mitigating the traffic load fluctuation. On the other hand, some work has discussed the flexible functional split [25] , [26] proposal where the split point is configurable. Whereas for different split points, the performances such as latency and CoMP-wise support are varied, therefore this technology is more about serving diverse scenarios rather than handling the traffic fluctuation [4] . To fundamentally address this issue, an eCPRI-based fronthaul realizing flexible link capacity would be an efficient solution. Meanwhile, for eCPRI uplink, the QR of the carried resource blocks (RBs) highly determines the bandwidth efficiency [7] . Thus, by altering the QR, the fronthaul capacity can be scaled. In our previous work [27] , a flexible quantization bit-width (FQB) scheme was firstly reported to promote the eCPRI bandwidth efficiency under static traffic load. This approach exploits the diversity of wireless signal quality, according to which the variable quantization bit-width is flexibly applied to RBs, hence reducing the redundant bits.
In this paper, we extend FQB and further demonstrate the load-adaptive FQB (LAFQB) to empower the eCPRI-based elastic fronthaul and serve the general loadvarying mobile scenarios. With the proposed two LAFQB strategies, the quantization bit-width is dynamically adjusted to adapt to the link load. For low-load case, the full resolution (8∼10 bit, [7] , [16] , [28] ) is applied to give priority to signal fidelity, while for high-load situation, the resolution is reduced, hence enlarging the capability of bearing RBs. In this way, the requested peak line rate can be suppressed, thereby saving the fronthaul link capacity. Besides, to mitigate the resolution-reduction-induced signal quality degradation, the wireless signal quality, measured by the short-term signal to interference and noise ratio (SINR) [25] , is also taken into consideration for the selection of QR. Furthermore, when the mobile system is highly loaded, the wireless SINR will inherently decline [5] , [16] , [29] , namely more quantization redundancy arises, making LAFQB more effective. To evaluate this proposal, an uplink wireless transmission model strictly satisfying the 3 GPP specifications [30] [31] [32] [33] is built based on the LTE System Toolbox on Matlab, and the 25 Gb/s experimental fiber transmission employing 10-GHz-class components are conducted. Results convince that, with a penalty of 1.2%∼1.9% enduser-speed loss during full-load period, 40% link bandwidth of the eCPRI User Data can be saved by LAFQB.
The rest of this paper is organized as follows: Section II formulates the information capacity offered by individual quantization bit with regard to wireless SINR. Section III illustrates the principle of LAFQB. Section IV depicts the system model and the experimental setup. Section V analyzes the results. And Section VI concludes the paper.
II. FORMULATION OF THE INFORMATION CAPACITY CONTRIBUTED BY QUANTIZATION BIT
To evaluate the QR redundancy of eCPRI and distinguish the removable least significant quantization bits (LSQBs), the expression of information capacity provided by the individual quantization bit is derived by jointly considering the wireless signal quality and the quantization bit-width. Fig. 1 shows a typical PHY-layer processing chain for uplink. As given in inset (i) and (ii), the frequency-domain samples, a.k.a. the resource elements (REs) of RBs, are VOLUME 7, 2019 delivered by eCPRI and the quantization operation is also performed in frequency domain. Therefore, in the following content, all the variables are defined in frequency domain. The signal quality after wireless-fiber transmission is limited by both the wireless-propagation-induced impairment including the additive white Gaussian noise (AWGN) and the interference signal, and the parameters of fronthaul interface such as QR and bit error rate (BER). All these factors jointly decide the capacity of the fiber-wireless link. Regarding the wireless Rayleigh fading channel, the typical channel model for LTE system, such as the extended pedestrian A model with 5-Hz Doppler frequency (EPA-5) specified by 3GPP [30] , [31] , can be concerned as a slow-fading channel, meaning the dynamic range of the signal is almost invariable within one-symbol period. We assume that the slow-fading can be fully compensated by the simple blockscaling method [35] given in Section IV, and based on which, the distribution of signal samples is assumed to be static. For the LTE and 5G new radio (NR) uplink, the modulation format of the baseband signal is single carrier frequency division multiplexing (SC-FDM) [32] , [36] . And the inphase (I) and quadrature (Q) component of the frequency-domain sample are approximately Gaussian-distributed as shown in the inset (i) of Fig. 1 . This distribution is noted as (0, σ 2 ), in this way the signal power is σ 2 . Assuming the air bandwidth (passband) is BW, the power of AWGN and the power of the interference signal is N W and I respectively. Note that the interference signal coming from other user signals is approximated to be Gaussian. With regard to the eCPRI interface, BER is neglected in this section, and only the signal impairment caused by quantization noise is concerned. Meanwhile, the uniform quantization is assumed to be applied at the interface. Given n-bit quantization, N Q (n) and q(n) denotes the power of quantization noise and the quantization interval respectively. Since the signal sample is Gaussian, the quantization noise satisfies uniform distribution within [−q(n)/2, q(n)/2] rather than Gaussian distribution [37] , thus the quantization noise cannot be directly applied to Shannon-Hartley Equation to calculate the information capacity. To solve this problem, the correction factor α n is introduced, making α n N Q (n) approximated to the power of an equivalent AWGN. Therefore, based on Shannon-Hartley Equation, the information capacity of the fiber-wireless link with n-bit QR can be expressed as
where α n as a function of n can be determined based on the following constraint.
For the digital communication system based on orthogonal frequency division multiplexing (OFDM) or SC-FDM, in a unit time τ , to distinguish the adjacent subcarriers in frequency domain, the minimum interval between them must be no less than 1/τ . Hence the number of maximum available subcarriers is BW · τ , namely BW · τ frequency-domain samples should be conveyed through fronthaul during τ . With n-bit QR for the frequency-domain samples, the bitrate of the generated fronthaul stream is
The binary fronthaul stream can be regarded as a two-state Markov chain with equal probability for ''0'' and ''1''. Hence, according to the calculation of [38] , the entropy rate of the stream is R, which indicates the maximum information density of an error-free transmission based on Shannon's Theory on entropy. Therefore, the information capacity of the overall wireless-fronthaul-cascaded link is bounded by the entropy rate of the fronthaul stream, namely
Based on the constraint of (3), for each bit-width n, α n is set to the value making the inequality hold with equality and is applied to the following analysis. By substituting the expression of α n into (1), C n can be further written as the function of SINR and n,
Here, SINR = σ 2 /(N W + I ). Obtained the expression of C n , the information capacity contributed by the very n th quantization bit can be calculated as
This equation means that with the additional n th quantization bit, the overall capacity of the fiber-wireless link is enlarged by c n . Based on the above derivation, c n /BW under typical uplink wireless SINR [34] is presented in Fig. 2 . From this result, two conclusions can be drawn: a) There are plenty of insignificant quantization bits containing little information, hence removing which will effectively promote the fronthaul efficiency without severely sacrificing the signal quality. b) Low-SINR signals tend to own more insignificant bits than the high-SINR ones, therefore, choosing suitable bit-width according to the SINR will achieve a better compression ratio compared to directly reducing the bit-width regardless of SINR. In addition, when the mobile system is highly loaded, the interference among user equipment (UE) signals becomes severer, and the signal quality is inherently reduced, thereby signals are more likely to be distributed in low-SINR region. According to [5] , [29] , the signal quality decline (SQD), which is defined as the decrease of average SINR with the rising of wireless link load, is more than 8 dB when the system is 100% loaded. With this concern, more quantization redundancy can be avoided during high-load period, which enhances the effectiveness of LAFQB.
III. PRINCIPLE OF LAFQB A. REVIEW OF FQB ENABLING ARCHITECTURE
As illustrated in the work [27] aiming at the static-load scenario, the optical-mobile cooperative system is demanded to realize FQB. Passive optical network (PON) is supposed to be the promising candidate to carry fronthaul traffic, and in the reported work focusing on low latency fronthauling [10] , [23] , the scheduling information from the mobile system is shared by time division multiplexing PON (TDM-PON) scheduler. Similarly, FQB involves the sharing of signal quality information such as the channel quality indicator (CQI) or the SINR to differentiate the wireless signal quality of UE signals. Given that the SINR of the received UE signals at RU can be diverse due to wireless propagation and the significance of quantization bit-width varies with SINR [11] , distinguishing SINR can help to precisely locate LSQBs. In the existing mobile system, the measurement and tracking of signal quality have been employed so that the adaptive modulation and coding (AMC) can be achieved to take full advantage of the channel capacity [39] . Given this situation, the fronthaul interface is informed of the measured signal quality by the wireless system to enable FQB. Fig. 3 illustrates how the feedback is realized on the eCPRI User Plane for uplink. At the CU-DU-integrated node, the wireless system detects the SINR of the received signal and predicts the SINR of the forthcoming signal for AMC purpose. Then in the QR manager module, based on the predicted SINR and the preset bit-width lookup table, a suitable bit-width is selected and further reported to RU, where the forthcoming signal samples are quantized with the selected bit-width. It is worth noting that the quantization bit-width is not specified by the eCPRI specification, where it is recommended as ''vendor specific'' [13] , thus the FQB-aided interface still obey the eCPRI standard. Besides, applying independent QR to different UE signals can be easy on eCPRI. Because without considering the complex scenario that multi-user sharing the same RB from the same component carrier (CC), UE signals are de-multiplexed after RB de-mapping. In contrast, this benefit is not owned by the CPRI interface, where the antenna carrier (AxC) signal is quantized in time-domain, hence the quantization noise will spread all over the entire AxC bandwidth.
B. LAFQB STRATEGIES
In this subsection, two LAFQB strategies, namely two SINR-bit-width mapping rules to build the lookup table, are exhibited. With the wireless traffic scheduled in advance by wireless system, the traffic load can be predicted and a targeted fronthaul compression ratio can be acquired. Based on which, the lookup table for LAFQB has two inputs, the SINR of the forthcoming UE signal and the traffic load, and outputs the QR for UE signal to meet the compression ratio requirement. Note that QR is configured on the transport block (TB) basis, meaning all samples corresponding to the same TB are quantized with the same QR. Because for LTE and 5G NR, the modulation and coding scheme (MCS) and the hybrid automatic repeat request (HARQ) are all working on TB basis, thereby samples from the same TB are treated equally. In addition, regarding the overhead due to LAFQB, one bit-width field of a control message can indicate the QR of at least one TB containing thousands of samples [32] , [33] , hence the overhead would be negligible.
The first strategy follows the SINR-degradation-based rule (SDR). The principle of SDR is based on setting a threshold for SINR degradation. The threshold for SINR degradation noted as δ is defined as the tolerable SINR degradation caused by quantization. Fig. 4 gives the relationship between the unquantized signal and the 2∼8-bitwidth-quantized signals in terms of SINR, which is based on the simulation model described in section IV. By setting a specific δ, the required minimum bit-width can be determined at each unquantized SINR. For instance, the static FQB curve in Fig. 4 is under δ = 1 dB. Based on the SINR of a UE signal, a suitable QR can be selected and applied to its corresponding RBs. Note that for better understanding, in this figure, only the integer QR is concerned for FQB, while for more efficient FQB, decimal QR is more favorable. To realize an equivalent decimal bit-width n, two types of samples with n and n -bit resolution respectively are mixed with the ratio of
where '' * '' and '' * '' represent the round down/up processing respectively, and C is the information capacity defined above. By altering δ, the compression ratio of the static FQB can be adjusted to fit the dynamic load, hence realizing LAFQB. The second strategy is based on the capacity-degradationbased rule (CDR), where a penalty factor ϕ is defined as the information capacity decline by percentage caused by the resolution reduction. Thus, given a larger ϕ, more bits will be sacrificed. For fairness concern, a uniform ϕ is applied to all signals within the same fronthaul link regardless of SINR diversity. The lookup table for CDR is generated as follows. ϕ is firstly configured as 0 and the fixed 8-bit QR is applied, the information capacity of a signal with q-dB SINR is C 8 (SINR = q). Regarding ϕ larger than 0, the specific QR applied to the q-dB-SINR signal is noted as n qϕ , which is the solution of
Here C is calculated using (4) . In this way, given any ϕ and q, n qϕ can be determined, which is regarded as the significant quantization bit-width. For reference, in Fig. 2 , the boundaries of the significant quantization bit-width are marked for ϕ = 1%, 2%, and 3% respectively, and bits outside the boundaries are regarded as redundant LSQBs which are abandoned during high-load period.
C. ESTIMATION OF END-USER SPEED PENALTY
For high-load period, the wireless signal quality is unavoidably sacrificed due to LAFQB, the only question is how badly this sacrifice can influence the quality of service (QoS). In this paper, the assigned wireless bandwidth for UE is assumed to be constant regardless of traffic load, and the end-user speed is concerned as the key performance indicator (KPI) for QoS. Taking the SDR-based LAFQB scheme for instance, the average speed penalty can be estimated from
Here, ρ is the probability density function of SINR. Based on this formula, given any ρ and a specific δ, the corresponding can be estimated. Section V will confirm that, with the ρ coming from a realistic scenario and a suitable δ, is negligible.
IV. WIRELESS SYSTEM MODEL AND EXPERIMENTAL SETUP
To evaluate the performance of LAFQB in practical scenarios, the test bed for the mobile access system is set up as shown in Fig. 5 , where the uplink wireless system is built to simulate the dynamic property of wireless signal, and the experiment of fiber transmission is conducted to support the optical fronthaul delivery.
Using the standard LTE System Toolbox of Matlab [40] , the wireless propagation of one UE is imitated by the wireless system. The PHY-layer functions, the transmission through standard wireless channel model, and partial MAC-layer functions ending at HARQ are realized. The functions and the configurations obey the 3GPP specifications, and Table 1 lists the primary parameters. In this system, CU and DU are co-deployed. After system initialization, 500 wireless frames are transmitted. Each wireless frame lasts for 10 ms and is composed of 10 subframes. Specific to the transmission of one certain subframe, at UE side, the data of one TB is firstly generated according to the HARQ state. After coding and SC-FDM modulation, the data are loaded onto the time-domain waveform, which further passes through the wireless channel model. The type of the channel model is extended pedestrian A model with 5-Hz Doppler frequency (EPA-5), which is time-varying and hence produces the signal quality diversity.
At RU, the low-PHY layer demodulation is executed. After resource element demapping, the demapped REs, namely the frequency-domain samples, are further quantized based on LAFQB, where the precision of bit-width is 0.1 bit in the system. It is worth mentioning that to compensate the wireless channel fading, the block-scaling method is achieved before quantization. By calculating the σ of the latest TB and using it to normalize the samples in the forthcoming TB, the dynamic range of the samples can be stabilized, hence the samples can be nicely covered by a fixed quantization range [−3σ , 3σ ]. Whereas due to this coarse fading compensation, the accuracy of CDR can be relatively reduced. For comparison, the performance of the fixed 8-bit quantization scheme is also measured. Following the quantization, the digitalized signal is coded by Reed-Solomon-FEC (RS-FEC 528/514) [6] and then launched by the arbitrary waveform generator (AWG, Keysight M8195A) in non-return-to-zesro (NRZ) format at 25 Gb/s to drive the directly modulated laser (DML) at 1311 nm. The incident optical power is 10 dBm. After the transmission via 20-km signal mode fiber (SMF), the optical signal is detected by an avalanche photodiode (APD) at CU-DU node, and the recovered electrical signal is captured by the oscilloscope (OSC, LeCroy SDA 845Zi-A) at 80 GSa/s. Note that both the DML and the APD are lowcost 10-G-class components, and the amplitude-frequency response of the optical link is given in Fig. 5 inset (i) . To address the bandwidth limitation, an 11-tap decisionfeedback equalizer (DFE) is applied. After eCPRI data recovery, the quantization bit-width is extended to 15-bit by filling the absent lest significant bits with random values. Following which, the high-PHY-layer processing is performed at CU-DU. For every subframe loop, the SINR is measured. Specific to LAFQB scheme, the QR manager will select the quantization bit-width according to both the predicted SINR for the forthcoming subframe and the given traffic load. The bit-width is then fed back to RU. For MAC-layer functions at CU-DU, the MCS and the precoding matrix index (PMI) are updated according to the channel characteristic. The HARQ state is updated according to the result of cyclic redundancy check (CRC). The HARQ state, MCS, and PMI are fed back to UE through downlink to configure another transmission loop until enough frames are collected. In the end, the amount of data passing CRC will be counted in final throughput.
V. RESULT ANALYSIS A. PREPARATORY WORK I: SINR DISTRIBUTION OF WIRELESS SIGNAL
Based on this system model, Fig. 6(a) depicts how the SINR of a UE signal varies over 5-second transmission, and the inset (i) shows the time-domain waveform during the first 0.5 seconds. The corresponding statistical distribution and the cumulative distribution function (CDF) of SINR are given in Fig. 6(b) and (c) respectively. This result well matches the SINR distribution of Urban Micro (UMi) scenario given in 3GPP specification [34] , and it will be utilized in the following analysis. 
B. PREPARATORY WORK II: EFFICIENCY-MAXIMIZED AMC
To make full use of the fiber-wireless link capacity, AMC is implemented as in most mobile systems. In our system, the efficiency-maximized (EM) strategy [39] is adopted for AMC. The concept of this strategy is to dynamically choose the MCS reaching the maximum spectrum efficiency for a given SINR. There are 29 optional MCSs provided by 3GPP [33] , and the order of quadrature and amplitude modulation (QAM) and the coding efficiency grow with the MCS index. The true average throughput of an MCS equals the transmitted data rate times the CRC success ratio, and the spectral efficiency is equal to the average throughput over bandwidth. The spectral efficiency of all MCSs versus SINR is given in Fig. 7 , where the spectral efficiency of the EM-AMC system is given by the envelope of the individual MCS curves and is marked out by the dashed line. According to this result, the selection of MCS in EM-AMC is determined and the SINR-MCS table is produced, which will be utilized in the following throughput calculation.
C. END-USER SPEED PENALTY FOR LAFQB
Based on the SINR variation and EM-AMC, the end-user speed penalty caused by LAFQB can be depicted. Regarding the SDR-based LAFQB scheme, with δ set as a specific value, the desirable bit-width for any SINR of the forthcoming signal is determined. By applying the SDR to the system, the dynamic bit-width variation can be observed, and the statistical average bit-width can be acquired. Fig. 8(a) sheds light on the relationship between the average quantization bit-width and δ, while Fig. 8(c) gives the average end-user speed versus δ. These results reveal that the end-user speed is only mildly sacrificed with the growing of δ, while the bitwidth reduction is considerably significant. Considering the 0-dB SQD case which assumes the SINR distribution won't be deteriorated in high load period, with δ = 0.125 dB, the bit-width is reduced by 40% (from 8-bit to 4.8-bit) while the end-user speed penalty is only 2.0%. This degree of speed penalty well matches the theoretical result of formula (8), indicating the average speed penalty is 1.4% with δ = 0.125 dB. In practical scenarios, the SINR distribution can vary with traffic load, thus the situation of SQD > 0 should be considered. To imitate an SQD of 1, 3, and 5 dB, the average signal to background noise ratio, which is previously fixed at 5 dB as listed in Table 1 , is changed to 4, 2, and 0 dB respectively. The results convince that the QR redundancy increases with the growth of SQD. And with SQD considered, the scarifying of end-user speed during high-load period is further insignificant. Take 5-dB SQD for instance, to realize a 40% bit-width reduction, the required δ is only 0.035 dB and the speed penalty is further mitigated to 1.3%. Moreover, if compared to more luxury configurations, say fixed 9 or 10-bit QR [7] , [16] , [28] , the efficiency advantage of LAFQB will be more significant, or to save the same bandwidth proportion, the speed penalty by percentage will be less. Fig. 8(b) and (d) illustrate the corresponding results of the CDR-based LAFQB scheme, where ϕ is the concerned parameter for LAFQB. Similarly, with ϕ being 6%, the bit-width is reduced by ∼40% while the end-user speed penalty is 1.9%. And considering 5-dB SQD, this penalty is only 1.2%. The results indicate the SDR-based LAFQB and the CDR-based one have similar performance in terms of the end-user speed penalty. Note that the performance of bitwidth reduction and the specific configurations of δ and ϕ under varying link load are based on the simulation model. For realistic deployment, the optimal strategies of LAFQB can also depend on the result of field trial by operators. In addition, the strategy shall also be updated periodically during network operating.
The end-user speed versus the SINR of unquantized wireless signal is also tested for the SDR-based LAFQB scheme with δ = 0.125 dB, the CDR-based LAFQB scheme with ϕ = 6%, fixed 8-bit scheme, and fixed 4.8-bit schemes. Note that SQD is unconsidered here. As depicted in Fig. 9,   FIGURE 9 . End-user speed versus the SINR of unquantized signal, δ = 0.125 dB for SDR-based LAFQB and ϕ = 6% for CDR-based LAFQB.
given any wireless SINR, the four schemes perform almost the same, except that for the fixed 4.8-bit scheme, the end-user speed under high-SINR situation is noticeably reduced. This result indicates that compared to directly reducing bit-width (4.8-bit), the LAFQB schemes are more transparent to the wireless signal regardless of the original SINR.
D. PERFORMANCE OF LAFQB FOR LOAD-VARYING FRONTHAUL
The above-mentioned results indicate that saving 40% bitwidth by LAFQB scheme can achieve a desirable tradeoff between bandwidth efficiency and end-user QoS. Based on which, a proof-of-concept design of the eCPRI-based elastic fronthaul for load-varying scenarios is demonstrated as follows. The link load is defined as the ratio of burdened RB number over total available RB number. When the link load is between 0 and 0.6, 8-bit QR is applied just like the traditional way. As the link load rises from 0.6 to 1, the bitwidth compression is gradually enhanced until reaching 40%. Thus, the demanded optical link bandwidth for LAFQB scheme is 60% of the one in fixed-QR case. Note that QR is updated every subframe period, which is immediate enough to respond to the signal quality variation. The demanded fronthaul capacities for the LAFQB schemes and the fixed-QR scheme are calculated based on Table 2 . To avoid package congestion and guarantee the latency performance during full load period, 32.3-Gbps capacity should be provided for the fixed 8-bit quantization scheme. While for the comparative LAFQB ones, only 32.3 × 60% ≈ 19.4 Gbps should be provisioned. Note that here SQD is assumed to be fixed 0 dB instead of being dynamic. Besides, since the number of UEs served by this fronthaul is large enough and the SINR of the UEs is assumed to be independent identically distributed (i.i.d.), the SINR distribution at any instant can well fit the previous results. The detailed quantization bit-width versus SINR as well as fronthaul load is given in Fig. 10(a) for SDRbased LAFQB and Fig. 10(b) for CDR-based LAFQB. With the growing of link load, the strategy of bit-width selection becomes more stringent in both schemes, and low-SINR signal is assigned with fewer bits. The overall throughput of the mobile access system and the fronthaul line rate are shown in Fig. 10(c) and (d) respectively. The normalization of the throughput results is based on the maximum throughput of the Fixed 8-bit scheme. It can be drawn from these results that at the cost of little throughput penalty during high-load period, the requested maximum fronthaul bandwidth is saved by 40%. At last, based on the 25 Gb/s fiber transmission, we experimentally evaluate the maximum bearable mobile throughput. It is assumed that the ratio of User Data over Control Data is 2:1 [13] for all schemes and the wireless system keeps fully-loaded. Results in Fig. 10(e) show that with -22-dBm received optical power, an error-free optical link is achieved, and the power budget is up to 32 dB, thanks to RS-FEC and DFE. And with 1311-nm wavelength, results of 20-km and back-to-back (BtB) case are similar. As shown in Fig. 10(f) , based on the error-free optical link and the enduser speed given in the last subsection, a mobile access system offering 1.86-Gbps throughput can be supported. Compared to the fixed quantization scheme, given the same optical bandwidth, ∼63% mobile throughput (from 1.14 Gbps to 1.86 Gbps) can be enlarged by LAFQB.
VI. CONCLUSION
In this paper, we propose and demonstrate the load-adaptive flexible quantization resolution to achieve the eCPRI-based elastic fronthaul. Two types of LAFQB strategies are also investigated. Based on the proposal, the flexibility of fronthaul capacity is significantly enhanced to overcome the eCPRI-induced traffic fluctuation, thereby saving the demanded fronthaul bandwidth. Through the theoretical analysis, the simulation system satisfying the 3GPP standards, and the experimental transmission, it is verified that LAFQB can reduce the eCPRI User Data by 40%. Meanwhile, even for the worst condition when the wireless system is fully loaded, the end-user speed penalty is only 1.2%∼1.9%. Furthermore, with the new QR dimension introduced by the proposed, the trade-off among link efficiency, network queuing delay, and signal fidelity can be better optimized aiming at diverse 5G scenarios. Taking the delay-sensitive services for instance, the Ethernet package size can be compressed by adopting low QR, hence lowering the probability of congestion. And the queuing under LAFQB is worth studying in future work. Therefore, the proposal would be a promising candidate for 5G and B5G fronthaul interface. 
