Household relocation modelling is an integral part of the Government planning process as residential movements influence the demand for community facilities and services. This study will address the problem of modelling residential relocation choice by estimating a logit-link class model. The proposed model estimates the probability of an event which triggers household relocation. The attributes considered in this study are: requirement for bedrooms, employment status, income status, household characteristics, and tenure (i.e. duration living at the current location). Accurate prediction of household relocations for population units should rely on real world observations. In this study, a longitudinal survey data gathered in the Household, Income and Labour Dynamics in Australia (HILDA) program is used for modelling purposes. The HILDA dataset includes socio-demographic information such general health situation and well-being, lifestyle changes, residential mobility, income and welfare dynamics, and labour market dynamics collected from the sampled individuals and households. The technique presented in this paper links possible changes in households' socio-demographic characteristics to the probability of residential relocation by developing a mixed effects discrete-choice logit model (MEDCLM) for longitudinal binary data using the HILDA dataset. The proposed model captures the effect of repeated measurements together with the area-specific random effects. 
Introduction
Household residential relocation decisions are influence community make-up and population levels in different geographical areas across countries. The risk of inefficient public policies and poor Government service provisions can be reduced by accurately modelling the location choices for large proportion of a population. At the same time, sporadic location choices decreases the reliability of traditional equilibrium-based approaches to modelling population movements. Changes in household configurations, individual attributes, and community structures strongly affect the demand for public services in regional and urban areas. Thus, planners are under increasing pressure to develop robust policies that provide adequate levels of the right services.
Traditionally, residential relocation has been modelled using aggregate forecasting techniques. However, many assumptions supporting these models can be ineffective when applied to specific socio-demographic population segments, increasing the need to adopt more sophisticated, robust planning tools based on peer-reviewed research. There are many relevant research studies in areas such as social psychology (Oishi and Schimmack (2010) ), demography (South and Crowder (1997) ), epidemiology (Jelleyman and Spencer (2008) ) and other social and behavioural sciences (Sergeant et al. (2008) ). Models of relocation typically require region-specific attributes as cultural and local geography factors can play a significant role in relocation decisions (Hu et al. (2008) ). Examples include tenure at the current residential location and the perceived net benefit of relocation.
This study presents a data-driven mixed effects model with repeated measurements to to determine if and when a household (in Australia) initiates the relocation process. It is assumed that all households can make relocation choices whenever relevant changes in socio-demographic and area-level factors sufficiently necessitate the initiation of this process. For example, a household may be in a situation whereby a change in job location may require a longer com-mute, triggering the possibility of relocation process to reduce commute time.
The increased commute time will translate to an increase in their willingness to relocate. However, if changes to the job situation are not significant enough, the household may not initiate the relocation process. Similar models are presented in studies on land-use and residential mobility (Kan (1999) , Vega and ReynoldsFeighan (2009) , Pagliara and Wilson (2010) , Ibeas et al. (2013) , Jun (2013) ).
The novelty of the modelling technique presented in the current study is in the inclusion of area-specific mixed effects together with the effect of repeated measurements.
In this paper, a certain class of behavioural models is discussed for modelling the trigger for residential movements using the Household, Income and Labour Dynamics in Australia (HILDA) longitudinal survey data while considering the effect of area of living and repeated measurements. The dataset used for the model presented in this paper comes from the Australian Government Department of Families, Housing, Community Services and Indigenous Affairs (FaHC-SIA). FaHCSIA initiated the HILDA program to gather reliable longitudinal data on family and household dynamics. In this survey socio-demographic information (e.g. general health situation and well-being, long term lifestyle changes, residential mobility, income and welfare dynamics, and labour market dynamics) is collected from selected sampled individuals and households living in different parts of Australia. The Melbourne Institute of Applied Economic and Social Research currently manages the HILDA project and the data repository (Watson and Wooden (2014) ).
Self-reported Area-specific Residential Mobility in Australia
Arguably, economic models have been the only conceptually consistent and analytically tractable framework to model residential relocation dynamics. In the urban economics context, a willingness-to-pay driven framework relies on five axioms that to provide its consistency: i ) prices adjust to achieve local equi-librium, ii ) self-reinforcing effects generate extreme outcomes, iii ) externalities cause inefficiency, iv ) production is subject to economies of scale and v ) competition generates zero economic profit (OSullivan (2009) ). This approach has been criticised by its reductionism, supported by arguments that residential relocation choices encompass factors like social bonding or 'sense of place' that hardly fit into a single currency framework. Moreover, assumptions of perfect competition, economies of scale, and equilibrium markets tend to reduce the validity of conclusions inferred from such models. Louviere and Meyer (2008) proposed to forge a better alliance between economic theories and behavioural research in order to improve representation of informal choices within a discrete choice-modelling paradigm. A common methodology used in discrete choice modelling is logit class models, whereby a number of alternatives are evaluated by the probability of each alternative being chosen by an individual autonomous entity. Here, the main objective is to use a datadriven statistical technique to model the trigger for residential movements in different parts of Australia (where HILDA survey data is available) while considering the effect of time and other important factors in residential mobility relevant to the context of this study. The model estimates the probability of a household choosing to relocate and implicitly initiating the relocation process.
The attributes considered in this study are: requirement for bedrooms, employment status, income status, household characteristics, and tenure (i.e. duration living at the current location). HILDA survey data is used for modelling the location choice trigger in Australia.
Cursory data analysis indicates that around 17% of the total households and 13% of couple families in the HILDA survey relocate each year. Figure 1 data analysis is that factors not captured in this study would also influence mass household relocations to different parts of Australia. However, the use of more accurate, and perhaps more sophisticated models, to further explore into the link between catastrophic events or governmentdriven redevelopment initiatives provides an exciting future research direction for this research.
Behavioural Models
The goal of behavioural models and in particular discrete choice models is to predict how different factors and the behavioural process collectively determine, or cause, the individual's (i.e., person, firm, or a decision maker unit) choice and to derive the probability of any particular outcome (Anderson et al. (2013) ).
Using such models in cases where we are interested in determining whether or not an individual takes a particular action, such as residential relocation, the choice probability can be calculated exactly from a closed-form formulation.
To describe the complexity of behavioural processes by which an individual makes a choice, or a series of choices over time (among a well-defined set of options), discrete choice models are derived. These models typically adopt the assumption that human beings will exhibit utility-maximising behaviour. This concept in terms of psychological stimuli was originally developed by Thurstone (1927) , leading to a probit model of whether respondents differentiate the level of stimulus. Further, Marschak (1960) interpreted the stimuli as utility and provided a derivation from utility maximisation.
Discrete choice models have received an increasing attention in the applications of residential mobility and transportation. For the purpose of modelling residential mobility, the class of discrete choice modelling based on logit models and its variations are used predominantly in the literature for modelling the trigger for residential mobility or residential location choices (e.g. Bhat and Guo (2004) , Lee and Waddell (2010) ). In this section, a mixed model of two-option choice is presented when using longitudinal survey data.
Linear Mixed-Effects Models
Survey sampling methods were developed in the first half of the last century in order to provide statistical techniques for conducting appropriate sample designs and describing the process of selecting sample individuals from the target population and producing estimates (Chambers and Clark (2012) ). Usually, sample information is not sufficient for direct estimation purposes in small areas due to small sample sizes. Therefore, resulting in unrealiable area-specific direct estimators. Indirect techniques are used in such cases using linking models with other data sources in order to achieve required estimators with acceptable quality (Namazi-Rad and Steel (2015)).
Here, we consider a population of size N divided into K small areas with N k agents (e.g. individuals, households) in the k th small area (N = K k=1 N k ) from which a sample of size n k participated in the survey. The total sample size out of the whole population is therefore equal to n = K k=1 n k . For the purpose of modelling the survey data in the current study, an indicator function is defined that takes only two values; i.e. 0 or 1. This function takes the value of 1, indicating that the i th unit (or agent) at the k th area chooses the choice 'a' (among a well-defined set of options,) which leads to the outcome y (2013)) to relate the probability of choosing the choice 'a' denoted by π (2013)) to relate the probability of choosing the outcome
ik with the vector of P auxiliary variables at the unit level denoted by x ik = [1 x ik1 x ik2 . . . x ikP ]. The binary logit-mixed model of a two-option choice behaviour is demonstrated as follows:
with the link-function η ik = logit(π ik ). In equation (1), β is the vector of model coefficients and ik = u k + e ik , where e ik denotes the model error associated with the i th unit within k th area with zero-mean and variance σ 2 e , while u k is the k th area-specific random effect with zero-mean and variance σ 2 u .
The aim of building the model presented in the form of equation (1) is for this model to be best fitted on the sample data for which the model parameters should be estimated accurately. Then, the variable of interest in the model is predicted asη
Here, η ik is assumed to be distributed logistically with the density function
Unlike the identity link-function, the logit-link function will always yield estimated means in the range of zero to one while the effect of one unit change in the linear predictor is not constant.
Logit-Mixed Model for Repeated Measurements
Longitudinal surveys have been used in research studies that involve repeated observations of the same variables over long periods of time. Longitudinal studies in sociology generally aim to study life events throughout lifetimes or generations by tracking population units (e.g. individuals, households) at multiple times (Wall and Williams (1970) ). Many of the variables of interest in longitudinal research studies are nominal variables with two or more categories (e.g., employment status, occupation, political preference, or self-reported health status) as discussed in Haynes et al. (2005) . In this method, the differences observed in those population units are less likely to be the result of cultural differences across generations (Hedeker and Gibbons (2006) ).
Generalised linear models (GLMs) and generalised linear mixed models (GLMMs) have attracted considerable attention over the years to model longitudinal social, psychological, and medical data. This is while the element of time is mostly considered to refer to as the random effects when using GLMMs for modelling longitudinal data (?, Gad and Kholy (2012) , Chiou et al. (2012) ). Alternatively, the repeated measurements in a longitudinal study can be modelled using a GLMM where the correlation structure within each time sequence of measurements can be included using parameters for measurement error, variation between experimental units, and serial correlation within units (?, Diggle et al. (2008) ). In this study, the unit-level mixed effects discrete-choice logit model (MEDCLM) that incorporates the repeated measurements discussed above is
where ∆ ik (t) denotes the repeated measurement effect for the i th unit within k th area from which information is recorded in the data more than once.
The repeated measurement effect represents the emergent inherent correlated errors within each erea over the time. This effect follows a Gaussian process with a correlated variance-covariance matrix. Given response data which is assessed over time, the extra repeated measurement term in the GLMM results in higher accuracy as it can capture more variability when a model is fitted Diggle et al. (2008) . The empirical effect of the repeated measurement is presented in Section 4.
The main objective in this paper is to use the MEDCLM presented in the form of equation (3) for modelling the trigger for residential movements. This is done by fitting the equation (3) on available HILDA survey data, based on which model coefficients and model errors are to be estimated and model random effects are to be predicted. This will happen through an iterative process which includes the estimation of variance-covariance elements. In the statistical literature, the random effects and model errors are mostly considered as to be independent and identically distributed (IID) with means equal to zero.
In many studies (e.g. Diggle et al. (2008) ), multivariate normal distribution is considered for model errors and random effects for the purpose of model fitting as a fundamental assumption. Although the model errors and random effects are following this distribution in our paper, this was not considered as the fundamental assumption in the numerical approach employed for estimating model parameters.
Model Parameter Estimation and Measurement of Performance
According to Zeger and Liang (1986) , when using GLLMs, it is not always possible to derive the log-likelihood of the data and approximations are needed to evaluate the log-likelihood function. However, regression coefficients in a GLMM can be estimated by solving the generalised estimating equations (GEEs) as fol-
where µ η k = E(η k |x k ) is the model-specific area-level means and generalised inverse of the variance-covariance matrix as in: (Demidenko (2013) )
Here, R k denotes the individual error variance within area k and W k denotes the correlated variance-covariance structure of area-specific effects with repeated measurements over the time where ⊗ is the Kronecker product. . Based on Mccullagh (1983) and Ahmed and Fallahpour (2012) , the r th step of this iterative method results in an adjustment
using the following equation.
The iteration continues until convergence. Here,
and V is a block diagonal matrix with V k diagonal-matrix elements.
To assess the performance of the modelling outcomes, accuracy of random effect predictions are calculated. Accuracy and reliability of predictions given a fitted model depend on the total amount of variability among observations captured by the model parameter estimators and random effect predictors. Predicting model random effects and estimating variance components are the most effective way of expressing the variability among observations captured by the fitted model.
The accuracy of predictions is generally measured by the correlation between true and predicted random effects denoted by 'r '.
However, the accuracy of random effect predictions is usually expressed in terms of reliability, with the squared correlation between true and predicted random effects, dented by r 2 . The calculations needed for r 2 require the prediction error variance (PEV) of the random effects (Henderson (1975) ). Given the working model presented in (3), the area-specific effects represent the variability among observations whereas temporal effects can only represent the variability trend over time (measurements). Therefore, model accuracy in terms of prediction needs to be evaluated based on the accuracy of area-specific effect predictions.
Hence, PEV estimation for area k is calculated as a variability measurement for evaluating the accuracy of the predicted effect for this area as follows
where c k is
The PEV estimation could be regarded as the fraction of area effects variance not accounted for by the prediction. Therefore, using the variance components, it could be expressed as:
where r 2 k is the squared correlation between the true and predicted k th area effect. Hence, the average model accuracy (in terms of the area-specific variability) is as follows
The accuracy measures for area-specific model predictions as in (10) are used to compare different models in terms of the relative performance. Additionally, this measure can be used to express the accuracy in prediction validation. In fact, this measurement represents the proportion of variability among observations captured by a fitted model. Generally speaking, the larger the model accuracy value, the stronger the evidence for model accuracy and reliability in terms of prediction.
Modelling the Trigger for Residential Re-Location in Australia
The HILDA data allows us to observe the reasons for household movements in Australia. The aggregated categories and the specific reasons for moving the residential address are listed in Table 1 Table 1 in modelling the trigger for a residential move. In total, more than 60000 households living in the SLAs presented in Figure   2 (out of 1034 SLAs in Australia) repeatedly participated in the HILDA survey between 2001 to 2011. The MEDCLM used in this paper to estimate the probability of an i th household located at k th SLA choosing to relocate and initiating the relocation process. This probability is denoted by π
ik . Attributes contributing to the relocation decision are: changes to number of bedrooms required, income level, household configuration, and tenure. The logit model of location choice trigger is as follows:
where η (R) ik is the linear predictor and is modelled by the inverse logistic link
and
Here, W ik denotes the household annual net income of the i th household at k th SLA and Q ik is tenure for this household. Tenure for each household in this study is referred to as number of years lived in the current address.
Number of bedrooms in the residence at the current address is denoted by S Observed number of bedroom Emperical reletive squared root frequency − Theoritical Poisson PDF The aggregate category of reason for moving recorded for i th household in the k th area is denoted by γ ik (see Table 1 ). Finally, HHT ik = HHT
contains indicator variables corresponding to household type categories. This way, each sampled individual is allocated to a category of household type out of the categories presented in Table 2 . The model parameters in (12) are: u k is the random effect for the k th SLA;
e ik is the random error for the i th household within the k th SLA; β 0 , β 1 , β 2 , and β 3 together with α 1 and α 2 are the model coefficients and intercepts (fixed effects). Here, ∆ ik (t) denotes the repeated measurement effects associated with the repeated observations of the same survey unit over the time. The estimated values of the model coefficients are presented in Table 3 .
If there is a significant linear relationship between the each covariate in the model and the response variable, the associated coefficient will not equal zero.
The hypothesis test to determine whether there is a significant linear relationship between jth covariate (with the associated coefficient b j ) and the response variable is conducted as follows:
The null hypothesis states that the coefficient is equal to zero, and the alter- Table 3 .
In fitting GLMMs, difficulties associated with the correct variable selection are usually challenging and exert considerable influence on the outcomes. However, the first choice for model variables may not be the best choice. Several approaches to rectify the issue and re-select the model variables are discussed in the literature (e.g. Sauerbrei et al. (2006) ). Here, we fit a step-wise (backward elimination method) mixed model, by which the insignificant parameters are to be excluded from the model gradually until the most significant model is determined. To do so, we combine the effect the households HHT . We also combine HHT Table 4 . As presented in Table 4 , all model parameter estimates are significant and the model accuracy measurement has improved when the backward elimination method is used. Model parameter estimates show that the existing difference between the supply and demand in the number of bedrooms has a positive effect on residential mobility. Similarly, the household income has a positive effect on the residential mobility. On the other hand, the tenure has a negative effect, meaning that generally, the longer Australian people live in a place the less less likely they are to move. According to the modelling results, couple families with children and lone parents with children aged over 15 are relocating more than other types of households.
The model residual diagnostics are plotted in Figure 4 . These plots show the validity of the residual-leverage distributional assumption for the data used in modelling. Fitted values with large residuals and/or high leverage estimates may distort the accuracy of the fitted model and prediction as a consequence (?). Therefore, a fitted model with evenly distributed residuals and small leverage with less variability is expected to be appropriate for generalisation. In Figure 4 , the left residuals-leverage plot with repeated measurements presents less variability rather than the the GLMM without repeated measurements (the right-side plot). This provides an evidence that the model with repeated mea-surements for this data set can capture more variability among the residuals associated with the model random effects. Figure 4 illustrates the model-based prediction for residential mobility for those who have moved within a year based on the HILDA data and for those who have not moved. In each case the results of the models with and without the repeated measurements are presented to show how the repeated measurements will increase the model accuracy in estimates in our case study. It will be noted that the model-based predictions are presented in way to be ascending for the probability values. Based on the results presented in Figure 5 , the model predictions are more accurate when adding the repeated measurements. Given the basis of this model, it is possible to calculate the probability of movements for non-sampled households in other parts of Australia.
Residential relocation predictions can be added to base demographic profiles and behaviours in simulating-based synthetic populations (Namazi-Rad et al. 
where Z is an N × K matrix of random-effect regressors. Here, u and e are assumed to be distributed independently with mean zero and covariance matrices G and R, respectively. Note that, G and R depend on the variance components 
Note that, within the statistical literature, it is conventional to use 'estimation'
for fixed effects and 'predictions" for random effects. Considering the equations in (16), V −1 can be defined in order to simplify the calculations.
Then, we have:
The plug-in formulas forβ andũ can be found as a result of solving the equations above.β = (X V −1 X)
The maximum likelihood estimator for the parameter β is the same as BLUE for this model parameter.
An ordinary linear model analysis assumes independence between any two observations. However, two appealing design features, repeated measures and cluster sampling, both create correlations among some observations and therefore require a more general model. In longitudinal data (repeated measures over time), two observations from the same subject will typically be correlated by sharing the same characteristics and therefore not independent. The central difference between a LMM with repeated measures and the ordinary LMM is adding a new factor to the model to account for the correlated error in the dependent variables. In order to consider such inter-dependencies, the variance matrix Σ should be partitioned differently, as follows:
denotes the correlated variance-covariance structure of area-specific effects with repeated measurements over the time
In the case where Z is a N × K dimensional matrix that includes 1s and 0s which assigns the same value of u to all the rows referring to the units within the kth area, the V = W ∆(t) GW ∆(t) + R. (Diggle et al. (2008)) 
