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Abstract
Read the abstract. . .
Look at the figures. . .
Aaaand back to surfing the web. . . 1
Mike Slackenerny
The current-phase relation (CPR) of a Josephson junction reveals valuable information about the micro-
scopic processes and symmetries that influence the supercurrent. For the work described in this thesis, we
have studied the CPR of graphene-based Jospehson junctions, inspired by previous theoretical predictions
[7, 8] of a departure from the usual sinusoidal functionality, or skewness, of the CPR.
The experimental data was obtained by incorporating the junction into an rf SQUID geometry coupled
to a dc SQUID magnetometer, a technique usually referred to as phase-sensitive SQUID interferometry,
which allows for the direct measurement of the phase difference across the junction.
While some of the predictions from theory - like the departure of the CPR from sinusoidal behavior, its
symmetry with carrier nature and the de-skewing with increasing temperature - were qualitatively observed,
others were inconsistent with the experimental data. Perhaps the most important disparity was that of the
functionality of the skewing, which we found to vary linearly with critical current (Ic), independent of the
carrier density/temperature combination used to attain Ic. It is worth mentioning that our measurements
have prompted renewed theoretical interest in this system, culminating in the modification of the original
model to include the effects of temperature [9], and a recent publication [46] venturing an explanation for
the observed linearity of the CPR skewness with Ic.
1Please note that the final part of this quote is located at the beginning of the References section.
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Proper Acknowledgments
And in the end
The love you take
Is equal to the love
You make. . .
The end
The Beatles
The first time I downloaded the thesis template I was appalled by the position and expected length of
the acknowledgments section1 so I decided to take matters into my own hands, and come up with a proper
section for them. You see, probably no one besides the thesis committee2 will pay attention to the contents
of the book you now hold in your hands. This is quite easy to understand, given that not many people have
the patience, let alone the interest, to parse through pages and pages of physics. But the acknowledgments,
on the other hand, have that human touch that attracts and captures the reader. This is why I believe that
special care, and proper placement should be given to this part. Besides, I am a strong advocate of paying
homage to those who went out of their way to help you in your time of need. God knows there were many
of those3 in these past five years. . .
The Lab
Having grown up as an only child, moving out of my house by the tender age of 17 was a rather painful
experience. Perhaps as a way to trick my subconscious fears, I adopted the habit of calling my apartment
the home away from home, which then made the lab the home away from home away from home. What
better place to start my digressions then, than the one place I spent most my time in. . .
1Yes. . . It was with the acknowledgments that I started writing this thesis, back in Tuesday April 6th 2010.
2And I would not be that surprised if it turns out not even them do so.
3Both, times of need, and people who were there to lend a hand!
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Bezryadin Lab: The dark years
There are two things I’ll never forgive Thomas for: Denying me a ride to the hospital when a poorly treated
infection4 was threatening my life, and. . . Well, I think you know what the other one is. . . That being said,
I’ll give it to you Thomas, you’ve been a good friend all of these years, may Finland treat you nicely! Mikas,
you were there in my darkest times here in Champaign and, in some way, I owe you for jumpstarting most of
my social life here. Thank you for being a friend through the good times and the bad. Rob patiently trained
me in the art of preparing superconducting nanowires, a waste of time as it turned out, but nevertheless he
always knew how to make me smile. Ulas5, though I was late for your first tour in the lab, I enjoyed every
moment of our coffee hour digressions during your postdoc there.
Mason Lab: Back into the light
I’ll never be grateful enough to Nadya6 for rescuing me, in those days when I thought I would never get
out of this place with a degree in my hands, let alone my sanity. Thank you for giving me the chance to
redeem myself, in my own eyes if nothing else. Scott M. was my first trainee, not only in Mason Lab but in
life, I only hope I was able to do a good job. Scott S. continued the Scott tradition in the lab, doing great
work whatever the task at hand, while becoming a true friend in the process. I intend to see my name on
your acknowledgments, by the way! Travis, your thesis was great inspiration! You see, it was proof that you
can get away with what I now consider our style of writing. Serena, I have the strong suspicion that the
lab (and half of MRL’s facilities, for that matter. . . ) would fall to pieces if you were not there to keep it
running. Now that I write this, I wonder: What will happen once you graduate? Nick, you were always, at
least in my eyes, the lab’s happy person, I don’t think I have ever seen you angry. Thank you for showing
me such a carefree view of life is possible, I’ll try to emulate you from now on. Clare, I’m afraid I have not
had much interaction with you over these years, I hope you’ll forgive me for that. Yung Fu, you were always
the perfect example of the textbook researcher: Hard-working, organized, methodic, patient. I always tried
to follow the example you set during your time here, but I’m afraid I’d need to be born again. Who knows,
maybe in the next life! Finally, David and Nikki, or the younglings, as I liked to call you7. I hope I was not
too hard on you, but again, everything I did was with the best of intentions, and in the end, I guess you
cannot complain about the results.
4In one of my favorite films, a character states that you should never go to England. I don’t know about that, but let me
tell you this: Don’t go to McKinley! If nothing else, learn that from this thesis. . .
5Yes, I referred to you as Dr. Coskun in the actual text of this thesis, but here, you are simply my friend Ulas.
6I know. . . There were probably plenty of times when I’m sure you regretted it. No good deed goes unpunished, I believe
the saying goes. But I do mean it when I say you saved me then, and I can only hope you know just how thankful I am for
that.
7Any complaints for this motto should be addressed to Mehmet Oz, from whom I adopted the expression.
v
DVH Lab: Getting down to business
Dr. Van Harlingen provided me not only with access to the equipment and the know-how to pursue this
project, but also with seemingly endless patience during many discussions on the interpretation of the results.
I am very thankful for all that he invested in my education during these past years. I’m certain I would
still be wasting my days in MRL’s basement if it wasn’t for the invaluable help I got from Ion. Words
cannot begin to express just how thankful I am for all the time you dedicated both to this project, and
to keeping me sane on those long months of measurements. For shining light on these dark times, I must
extend my thankfulness to the other duelers of these somber dungeons: Martin, I openly apologize for my
first judgments on you, I was wrong, and I can only say I’m sad we didn’t hang out more all these years.
Juan, que te puedo decir, sos un amigo de fierro, so´lo lamento que con tan buen profesor a mi alcance, nunca
pude aprender a bailar salsa! Chris and Vladimir, I’m afraid you guys come to my mind as one, thank you
for all those laughs. Thank you guys, just for being there, time after time.
MRL: Where the magic happens
The Materials Research Laboratory offers a truly unique workplace, where all imaginable techniques are
available to the user, coupled with a knowledgeable staff capable of addressing the user’s every doubt. That
being said, I’d like to mention a few of these people who, given the nature of my work, were the closest to
me in my everyday experience. Countless times I marveled at how Tony manages to keep all of Microfab’s
equipment running8 while sporting the widest smile and the happiest of moods. Kevin, Michael and, in
later years, Bharat are an important ingredient in MRL’s everyday operation, thank you all for all those
trainings! I owe an immense debt of time and patience to Dr. MacLaren, for all the hours spent helping me
with the proper AFM imaging of graphene in a variety of substrates. I wonder how many AFM tips gave
their lives for the sake of this thesis?
Roommates, friends and other chambanians
Many of the people I mentioned in the previous sections should also be mentioned here, please forgive me
for refraining to do so, simply for reasons of space.
8A true miracle, to say the least, given the continuous efforts of Microfab’s users to put every available piece of hardware
out of commission.
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The Castlevanians
304 E. Clark, Apt 101 will always have a warm place in my heart. So much so that it was leaving it, more
than anything else, that truly marked the beginning of the end, the realization that this chapter of my life
was finally coming to a close. Mat´ıas9 and Pato10, thank you for making the transition to Champaign seem
less painful with the latin warmth that seems so scarce in the U.S.A. Mehmet, years have gone by and I am
still shocked by your sudden departure. All those movies, all those quotes, all those good times will always
be engraved in my memory. Know what I mean?11 Stan, I can still picture you sitting down in the lobby
of Loomis lab, that first day, when we approached you with Mat´ıas, half expecting you to beat us both up
for disturbing you. Who would have known you would turn out to be one of my closest friends? Thank you
for all these years, I’ll try and see if now I can finally relax. Sasha12 you are one of the few real treasures I
happened to stumble upon in Champaign13. Thank you for keeping me in your thoughts all these years, a
friendship that not even distance could diminish. George and Marinos, you were the last ones to arrive, I
really hope you had a good time there. Thank you for finally getting us to clean the place up! And special
thanks to Guy Ritchie, for Lock Stock and Two Smoking Barrels, and Snatch, for they helped keep the
sanity of the place, while providing us with our very own lexicon, much to Stan’s detriment.
The Bulgarians
Venetta. . . In the words of Patricio Rey: No me gusto´ como nos despedimos. . . Rado, thank you for mending
my opinion of mathematicians! Jokes aside, I’ll miss those parties at your place, and the anecdotes generated
there. Remember the (in)famous three men in a boat??? Iva you were always the life of the party, and the
keeper of all the memories of all the craziness that was our nightlife in Champaign. Don’t ever change,
nena, don’t ever change! Boris: Saint Louis, New Orleans, Florida. . . Stan once mentioned these trips would
probably be labeled as the best of our lives. I’m starting to think he might have been right! Valentin, I’ll
always remember when, outraged when someone presented you with a bottle of cheap raspberry vodka, you
yelled it could only be used as an aftershave14. Things were just not the same after Utkir and you left. And
speaking of Utkir, I guess I probably still don’t look like an Argentinean in your eyes. Years gone by from
that Murphy’s night, you certainly look like a friend in mine.
9It is a pity I cannot convey in these letters the way Hovhannes used to pronounce your name.
10Countless generations benefited from your rice a la Pato recipe, for years after you left the building. . .
11Pronounce the way Rory Breaker would.
12Yes, my dear, that Russian flag on the wall and that key in your purse, they were always proof of your Castle Citizenship.
There’s no denying it, nena, you were always our fifth Beatle.
13I’m almost tempted to include Enrique in these acknowledgments, for the sole reason of having met you thanks to him.
Almost. . .
14And then proceeded to demonstrate, by actually using it as an aftershave!
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The Pollocks and company
Mike, you are another one of those treasures I happened to find in my years in Champaign. Thank you
for the parties, the camaraderie, the friendship, and the memories that will last me a lifetime. Mark and
Yvette15, please take good care of Mikey! God knows someone has to do it, since he’s adamant about taking
silly risks! Natalia, or should I just say nena? I close my eyes and see you asking physics questions at
Moonstruck. Where did time go? Nate, I still think your spanish sounds like Rammstein on that one song,
probably the German heritage still lurking somewhere deep inside you. Kristyn, I always saw you as the
mother of the group. . . I’ll miss your home-style cooking! Kristina, our very own pacific islander! You have
no idea just how much I miss our long conversations on the philosophy of life, or all those times I sneaked
up to you to scare you. Christos! You are the single reason why I do not regret having taught courses at U
of I. After all our (mis)adventures in Champaign16, I really hope we get together again, this time in Europe!
Rommel, thank you for driving me away that night, I’m sure you know what I’m talking about. You’re the
friendliest person I have met in my life, please don’t ever change. Tiju. Tomek and Arthur, you were the last
additions to a group I had considered closed a long time ago. . . Thenk you for your camaraderie, something
to cherish daily in the lab.
Bonita Olivia. . . I could write a whole book about how much I owe you, and how grateful I am for the
years of friendship you offered me, and still come short! That being said, thank you for the people you
introduced me to, the family you so kindly shared, and the patience you had with me all this time. The
king is to you, S lon´ce, the king is to you!
The good old days
Cerca. . . Rosario siempre estuvo cerca. . . Y eso es verdad!
Tema de Piluso
Fito Paez
Carlos, quie´n hubiera pensado, alla´ por primer an˜o de la secundaria, que luego de otros 16, no so´lo
seguir´ıamos en contacto, sino que te considerar´ıa uno de mis amigos ma´s cercanos? Quiza´s deber´ıa agradecer
a la profesora Torti por habernos apareado, tanto tiempo atra´s. Mat´ıas, mi ma´s antiguo compan˜ero de
aventuras! Gracias por esas cenas y almuerzos, un simple pun˜ado a lo largo de los an˜os, pero una constante
en la que siempre puedo confiar. Ce´sar, gracias por haberme hecho part´ıcipe no so´lo de tu vida, sino de la
15Come on guys, you were once commonly referred to as the entity known as Markvette, so it’s to be expected that I put
the two of you together here.
16It is with great pain that I must confess the Pig was never the same after you left. . .
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de tus hijos. Siempre disfruto de mi cara´cter de t´ıo, a los ojos de Sol y Leandro. Pedro, pasa el tiempo y,
como vos dec´ıs, nos vamos poniendo mas bellos. Gracias por estar siempre ah´ı, listo para empacar las cosas,
y pegarles una visita a los mismos de siempre. Y hablando de ellos, Mat´ıas, Diego, Carmen y Juan, gracias
por estar siempre ah´ı, pese a nuestro t´ıpico aviso sin previo aviso, vez tras vez, manteniendo viva la tradicio´n
de nuestras reuniones. In˜aki! Has estado all´ı cuando hubo necesidad desde antes del primer d´ıa17. En mi
opinio´n, las verdaderas amistades son aquellas forjadas en los fuegos de la adversidad. Habiendo dicho esto,
espero que sepas que te estare´ eternamente agradecido por todo lo que hiciste por mi en aquel suplicio de
hospital, y que si en alguna oportunidad puedo hacer algo por ti, no tienes ma´s que pedirlo.
La familia unida
Y como es mi costumbre, dejo para el final la parte ma´s importante de mi ser: La famiglia unita, como
dir´ıan mis ancestros. . .
A Vı´ctor, Susana, Pablo y Melisa les debo tantas comilonas porten˜as, con sus asaditos, grisines y panes
de leche que no alcanzan las hojas de esta te´sis para rememorarlos. Ariel, Mary, Sebastia´n y Pablo, gracias
por todas esas invitaciones a inolvidables Thanksgivings en familia! So´lo aquellos que han vivido lejos de
los suyos pueden saber la alegr´ıa que generan esos momentos. Dante. . . No sabr´ıa por do´nde empezar! Los
consejos para el QUAL? La aventura del pie? La introduccio´n del gimnasio? Las visitas al templo18? Gracias
por todos esos an˜os de ser la familia ma´s cercana que ten´ıa, no te imagina´s lo duro que fue este u´ltimo an˜o,
sabiendo que te hab´ıas ido. Fede y Naita, gracias por esos viajes a California, siempre cortos, siempre
imprevistos y au´n as´ı, siempre llenos de afecto. A mi abuela Judith, gracias por toda una vida de carin˜o,
de cuidados, y de afecto. Espero haber sido para ti la mitad de lo que tu has sido para mi. Y finalmente
gracias a mis padres. . . Abel y Mar´ıa Rosa, por todos estos an˜os de apoyo incondicional. . . Sigo insistiendo
en que mi unico deseo en la vida es poder decirme, cuando llegue al fin de mis d´ıas, que fui para los mı´os lo
que ustedes han sido para mı´. . .
17Ya desde aquel Open House de 2005 has tenido la mejor de las atenciones para conmigo!
18Ah. . . Es que a veces el exilio se hace insoportable!
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Before me things create were none
Save things eternal, and eternal I endure
All hope abandon ye who enter here
The Divine Comedy
Dante Alighieri
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Chapter 1
Introduction
Pido a los Santos del Cielo
Que ayuden mi pensamiento
Les pido en este momento
Que voy a cantar mi historia
Me refresquen la memoria
Y aclaren mi entendimiento1
Mart´ın Fierro
Jose´ Herna´ndez
1 A little bit of history
1.1 Single layer graphite: A thing that should not be
Figure 1.1: Artistic depiction of the corruga-
tion of the hexagonal carbon lattice in single layer
graphene.
Seventy years ago, key figures in physics such as Lan-
dau and Peierls argued that a strictly 2D crystal was
thermodynamically unstable [1, 2]. In other words, a
one-atom-thin-film, such as graphene, could not exist.
For some 30 years, single atomic layer carbon was
nothing more than a nice toy model, given its isomor-
phism to a 2 + 1D quantum electrodynamical system.
All this was changed in 2004, when experimental evi-
dence of single and few layer graphene finally surfaced
[3], and a plethora of formerly academic questions sud-
denly became experimentally testable. The discrepancy
with the original theoretical predictions can be recon-
1Tried as I might, I have been unable to force myself to translate these words, for they belong to one of the fundamental
pieces of Argentine literature. It would be heresy for someone like me to attempt a translation of such a literary masterpiece.
That being said, I apologize to those readers who do not speak Spanish.
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ciled by noting that the 2D crystal becomes stable by gentle crumpling in the third dimension, as suggested
by the artistic rendering shown in figure 1.1.
From a basic physics point of view, graphene has led to interesting research on diverse topics from room
temperature quantum Hall effect2 to quantum electrodynamic phenomena[4]. For the more application-
oriented mind, the electronic properties of graphene combined with its single-atom thickness pose interesting
possibilities for its use in electronics. With the reign of silicon coming rapidly to an end as its size-related
limitations are being reached, graphene emerges as a good candidate for the empty seat. Ballistic transport on
the sub-micron scale at 300 K encourages the production of graphene based transistors, while graphene’s large
Fermi velocity, low-resistance contacts and lack of a Shottky barrier suggests its fitness for high frequency
(THz range) devices.
1.2 Josephson junctions: Yet another thing that should not be
September 1962, 8th International Conference on Low Temperature physics, Queen Mary College, London.
A 22-year old Brian Josephson, then a research student at Cambridge University, is introduced to Nobel
Laureate John Bardeen by Ivar Giaever. As Josephson tries to explain to Bardeen his calculations [5]
suggesting that a Cooper Pair could tunnel through a thin oxide barrier separating two superconductors,
the senior physicist shakes his head slightly and says simply: I don’t think so... It would take a couple of
months for Phillip Anderson and John Rowell to settle the dispute with a historic experiment [6] at Bell
Labs: Josephson was right.
Since their theoretical prediction and later experimental observation, Josephson Junctions, as they came
to be called, have been thoroughly studied both theoretically and experimentally. The oxide layer from the
original experiment has been since replaced by a variety of materials, such as normal metals (SNS), insulators
(SIS), ferromagnets (SFS), nanotubes and even narrow superconductors (ScS). Josephson junctions have
also been applied to a variety of devices such as SQUIDS, Single Electron Transistors and as possible qubit
candidates in a quantum computer.
1.3 This thesis: An outline3
This first chapter is intended as a general introduction to both graphene and Josephson junctions. Chapter
2 focuses on the ballistic theory for graphene-based Josephson junctions, drawing primarily from the works
of Titov [7] and Black-Schaffer [8, 9]. Chapter 3 details the minutiae of sample fabrication, and is intended
2Graphene has increased the temperature range for QHE by an order of magnitude.
3Considering the difficulties I’ve faced with this project over the last few years, I am almost tempted to add something
along the lines of A third thing that should not be. . . Fortunately, just like the previous items, this assumption was also proved
wrong.
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as a cookbook of sorts for anyone interested in continuing the work initiated by this thesis4. Chapter 4
provides the reader with the inner workings of the experimental setup used to measure the current phase
relation of our samples, and is also intended as a guide to anyone venturing into these endeavors. Finally,
Chapter 5 presents our findings and the conclusions which were drawn from them, ending with a summary
of possible projects for future work in the subject.
The appendix found at the end of the thesis focuses on a side project centered on graphene’s mechanical
properties.
2 Graphene
2.1 At first glance
Truth be told, at first glance graphene does not look very impressive: A flat monolayer of carbon atoms,
neatly arranged as a two-dimensional honeycomb lattice. Deceivingly enough, so much physics is hiding in
that simple presentation that I cannot think a better example of the old adage that states that Good things
come in small packages. . . In his 2009 review [10], graphene’s modern discoverer A. K. Geim beautifully
summarizes5 in a single paragraph all the scientific breakthroughs that have poured from this scientific horn
of plenty in a mere 5 years:
Graphene is a wonder material with many superlatives to its name. It is the thinnest known
material in the universe and the strongest ever measured. Its charge carriers exhibit giant intrinsic
mobility, have zero effective mass, and can travel for micrometers without scattering at room
temperature. Graphene can sustain current densities six orders of magnitude higher than that of
copper, shows record thermal conductivity and stiffness, is impermeable to gases, and reconciles
such conflicting qualities as brittleness and ductility. Electron transport in graphene is described
by a Dirac-like equation, which allows the investigation of relativistic quantum phenomena in a
benchtop experiment.
Perhaps the single thing missing in such a complete-yet-compact description of graphene6 is the fact
that graphene is the basic building block for all graphitic forms, providing researchers with physics in all
imaginable dimensions: It can be wrapped into 0D fullerenes, rolled into 1D nanotubes, suspended as a 2D
4Painful as it is to admit, the research presented in this thesis left more pending questions that those it answered.
5I’ve been tempted to simply paraphrase these words, but after many unfruitful tries, I eventually desisted and transcribed
it as is. Some things, it seems, are not meant to be changed.
6Probably, this omission is simply due to the fact that this point was already addressed by Geim two years before, in his
2007 review [4].
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sheet or stacked into 3D graphite. All these possible manifestations of graphene can be appreciated in the
cartoon shown in figure 1.2.
Figure 1.2: Graphene can be thought of as a building block for physics in all dimensions: Wrapped up into
0D buckyballs, rolled into 1D nanotubes, by itself as a 2D sheet, or stacked into 3D graphite.
The following paragraphs are intended as a brief summary of some key physical properties of graphene.
As it is to be expected from an introductory section, many of the points addressed below are approached in
the most elementary of ways. This is especially true about those topics which have no direct relation to the
main focus of this thesis, and are included simply for completeness.
2.2 Producing graphene
Once it was proved that graphene was more than a mere theoretical concept, and after the initial avalanche
of research on the most evident physics the system could provide, the question started to emerge: Is there
a simpler way to procure graphene? The original micromechanical cleavage technique provided high quality
graphene flakes on practically any given substrate, but these flakes were few, small, and were randomly scat-
tered over the substrate, surrounded by spurious flakes of graphite of assorted thickness. The development
of new techniques for the production of graphene to accommodate the needs of both basic research and
industrial applications thus became a field of study in its own right.
Below is a short list, depicting the basic details of the most popular methods for graphene production
to date. As a final caveat, please note that the items listed below are intended only as a brief sampler of
the various ways conceived to obtain graphene at the time of writing this thesis. Given the speed at which
the field develops, coupled to the fact that graphene production is not the central focus of this thesis, the
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interested reader should perform a proper literature search to obtain the latest innovations in any of these
techniques, as well as the development of other ones that might have escaped the author’s sight.
Micromechanical cleavage
The original technique for graphene production introduced by Novoselov et al [3] in 2004, micromechanical
cleavage remains arguably the most widely used method in basic research7. As mentioned in the introducing
paragraph, this method offers the advantages of high quality of the obtained flakes, and its applicability to
practically every conceivable substrate8. Its main drawback lies in the fact that the obtained flakes only
rarely surpass the hundreds of microns in size.
Though the specific details of the method change with every research group9, the main idea behind this
technique is universal: A sticky material, such as tape or PDMS, is used to obtain a freshly cleaved graphite
crystal, which is then gently pressed onto the intended substrate, and finally peeled off. If done correctly,
this procedure will leave behind a sea of small pieces of graphite scattered on the substrate surface, amongst
which there will be some single and few layer graphene flakes. These few layer graphene flakes can often be
identified optically10, and then verified via AFM or Raman spectroscopy.
Epitaxial growth
The first method intended to address the large area production of high quality graphene was that of epitaxial
growth atop the Si-terminated (0001) surface of single-crystal 6H-SiC. Initially introduced in 2004 [11], [12],
this method successfully produced graphene trilayers over mm2 areas. In following years, the original recipe
was thoroughly refined so that controlled production of single, bi- and tri- layer graphene is now easily
achievable.
A highly simplified description of the process can be divided into two parts: First, high-temperature
annealing of SiC (≈ 1100 ◦C) in an ultra-high-vacuum (< 5×10−9 mbar) environment leads to the decompo-
sition of the SiC, followed by the desorption of Si from the surface and an accumulation of C atoms to form
a carbon-rich surface layer11. A subsequent ≈ 2 min anneal will return monolayer (T ≈ 1200 ◦C), bilayer
(T ≈ 1250 ◦C), or trilayer and thicker (T >≈ 1300 ◦C) epitaxial graphene films on top of the interfacial
7In fact, it is the method used in the preparation of the samples studied in this thesis.
8This is a rather deceiving statement. Indeed, this method can be used to obtain graphene in any imaginable substrate.
Finding the graphene, however, can prove to be a rather non-trivial problem.
9Details, here, refers to variables such as the amount of pressure used, the means to apply said pressure, the speed at which
the material is peeled off or the nature of the tape used to apply it, to name a few.
10The substrate nature can prove to be crucial in this aspect. It is now a standard procedure to use 300 nm thermally grown
SiO2 as a contrast enhancing layer in Si chips.
11It appears this layer has a variety of names in the literature: Carbon nanomesh, interfacial graphene, or carbon buffer
layer.
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graphene layer. It is worth mentioning that other materials have been successfully used as substrates, such
as Ir [13] and Ru [14], to mention a few.
Chemical Vapor Deposition
Given its previous success with nanotube growth, chemical vapor deposition (CVD) was an obvious candidate
for graphene production. Though, once again, the specific details12 of a given recipe change from group
to group [15]-[18], the process revolves around the exposure of a thin Cu or Ni film to a high-temperature
≈ 1000 ◦C H2/CH4 gas flow. The interested reader will find a detailed description of the growth mechanisms,
both in Cu and Ni, in [19]. After growth, the films can, for example, be coated with polydimethylsiloxane
(PDMS), followed by wet etching of the metal substrate, and STAMP-transfer to any given substrate. An
interesting variation of this method was recently reported by [20], where a thin Cu or Ni film evaporated
directly onto Si substrates replaces the original metal foil as the seed for graphene growth. This process
eliminates the need for the final transfer step, making it even more appealing to industrial applications.
CVD has quickly become the most promising method for industrial applications, catering as it does, to all
the demands of a commercial process, while maintaining graphene’s coveted transport properties. Amongst
its most obvious advantages, it is worth mentioning:
1. Low price: Both, the raw materials and the fabrication setup are radically less costly than those used
in epitaxial growth.
2. No size limitation: Since the thin films used as substrates are readily available as continuous rolls,
rather than wafers, this method can produce sheets of graphene of arbitrary length.
3. Substrate flexibility: As described above, CVD graphene can be easily transferred to any substrate
by means of a simple and inexpensive wet etching process.
Chemical reduction of graphene oxide
Graphite is exfoliated via oxidization, for example by means of the Hummers method [21], and then chemi-
cally reduced to form an aqueous solution [22]-[24]. This solution can then be sprayed on the target substrate
and flash evaporated, to obtain a large amount of closely-spaced graphene nanocrystallites. Unfortunately,
the transport properties of the graphene flakes thus obtained are quite inferior to those of mechanically
exfoliated graphene [25], probably due to lattice vacancies that could not be healed during the reduction
process.
12In this case, details refers to variables such as gas-flow rates, temperature, and process pressure, to name a few.
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From nanotubes
As early as 1996, it was predicted [26] that the nature of the edges of graphene can have important effect on
its transport properties. These effects are most evident in long and thin graphene strips, commonly referred
to as graphene nano-ribbons (GNR). Given the similarity between GNR and carbon nanotubes (CNT), it is
not surprising that some groups attempted, and eventually succeeded, in using these as starting points for
obtaining GNR.
On their paper [27], Kosynkin et al make use of a solution-based oxidative process for producing GNRs by
lengthwise cutting and unraveling of the side walls of a multiwall carbon nanotube (MWCNT). As discussed
in the article, the opening can occur in a linear longitudinal fashion, or in a spiraling manner, depending on
the initial site of attack and the chiral angle of the nanotube.
Jiao et al [28], on the other hand, make use of a more mundane approach, namely, etching the top half
of the MWCNT. In this method, MWCNT are deposited onto the surface of a Si substrate, and coated with
a thin Poly (methyl methacrylate) (PMMA) film. The film, along with the MWCNT embedded on it, is
then removed from the underlying substrate, turned over and then exposed to the action of an Ar plasma.
Depending on the exposure times, several different products can be generated: GNRs with CNT cores were
obtained after etching for a short time, whereas tri-, bi- and single-layer GNRs were produced after etching
for times respectively longer times. A final immersion in acetone (ACE) would then render the finished
GNRs with widths in the 10− 20 nm range.
2.3 Lattice Description
As was mentioned in the first paragraphs of this chapter, the carbon atoms in graphene organize themselves
in an hexagonal lattice, which can be seen as a triangular lattice with a basis of two atoms per unit cell13.
The presence of two carbon sublattices brings about the need for a new quantum number, the isospin, to be
included in the theory. The lattice vectors can be written as
a1 =
a
2
(
3,
√
3
)
, a2 =
a
2
(
3,−
√
3
)
(1.1)
where a = 1.42 A˚ is the C-C distance. The reciprocal-lattice vectors are given by
b1 =
2pi
3a
(
1,
√
3
)
, b2 =
2pi
3a
(
1,−
√
3
)
. (1.2)
13As it turns out, this view of the hexagonal lattice as being composed of the superposition of two opposing triangular
sublattices is very convenient for mathematical purposes.
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The three nearest-neighbor vectors in real space are given by
δ1 =
a
2
(
1,
√
3
)
, δ2 =
a
2
(
1,−
√
3
)
, δ3 = a (−1, 0) (1.3)
while the six second-nearest neighbors are located at
δ′1 = ±a1, δ′2 = ±a2, δ′3 = ±(a1 − a2) (1.4)
Figure 1.3 shows graphene’s hexagonal lattice divided into the two opposing triangular lattices, the lattice
vectors a1, a2, the reciprocal-lattice vectors b1, b2, and the three nearest-neighbor directions.
Figure 1.3: Graphene’s honeycomb lattice is conveniently divided into two mutually opposing triangular
sublattices, shown here in yellow and blue. Notice the two different atomic sites A and B, the unit cell
vectors {a1,a2}, the reciprocal-lattice vectors {b1,b2} and the three nearest-neighbor directions {δ1, δ2, δ3}.
2.4 Electronic properties
Figure 1.4: Full band structure for graphene after
equation 1.6. Note the Dirac Points labeled K and K′.
On looking at graphene’s band structure, depicted on
figure 1.4, two points quickly strike the eye’s attention14,
namely those labeled K and K′ given by
K = (
2pi
3a
,
2pi
3
√
3a
), K′ = (
2pi
3a
,− 2pi
3
√
3a
) (1.5)
which we shall call Dirac Points for reasons that will
become clear momentarily.
A tight-binding approach [29] to the Hamiltonian for
electrons considering hopping up to next-nearest neigh-
bors returns an expression for the energy bands of the
14Notice that points K and K′ lie on atomic sites A and B. The other four similar sites are equivalent under ±120◦ rotations.
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form
E±(k) = ±t
√
3 + f(k)− t′f(k),
(1.6)
f(k) = 2 cos(
√
3kya) + 4 cos
(√
3kya
2
)
cos
(
3kxa
2
)
where a is the C−C distance, t and t′ are the hopping energies for nearest and next-nearest neighbors
respectively. The + and − correspond to the upper and lower band respectively. When expanded around K
or K′ as k = K + q with k K15, this expression becomes
E±(q) ≈ ±vF |q|+O
(( q
K
)2)
(1.7)
where vF = 3ta/2 ≈ c/300 is the Fermi velocity16. This energy dispersion resembles that of ultra-relativistic
particles governed not by the non-relativistic Schro¨dinger equation, but by the massless Dirac equation
(
3∑
k=1
αkpkc
)
Ψ(x, t) = i~
∂Ψ(x, t)
∂t
(1.8)
with its associated eigenvalues
E± = ±c|p| (1.9)
where c is the speed of light, p is the momentum operator, αk are 4×4 matrices and Ψ is the four-component
wave function.
The density of states can be derived from the expression for the energy bands, equation 1.6. Unfortu-
nately, only for t′ = 0 does the expression for ρ(E) have an analytical form [30]
ρ(E) =
4|E|
pi2t2
1
Z0
F
(
pi
2
,
√
Z1
Z0
)
(1.10)
where F is the complete elliptical integral of the first kind, and Z0 and Z1 are given by
Z0 =

(
1 + |Et |
)2 − (E2−t22t2 )2 if − t ≤ E ≤ t
4|Et | if t ≤ |E| ≤ 3t
(1.11)
Z1 =

4|Et | if − t ≤ E ≤ t(
1 + |Et |
)2 − (E2−t22t2 )2 if t ≤ |E| ≤ 3t
15Note that in doing so, we have approximated the band structure by the so called Dirac Cone.
16Notice that the carriers behave as relativistic particles, despite possessing relatively low velocities.
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Figure 1.5: Density of states per unit cell for
graphene, calculated from the expression for the
energy bands, equation 1.6, with t′ = 0.
and is shown in figure 1.5. Upon inspection, there is a
clear dual-nature of the carriers (electrons and holes, i.e.
semi-metal behavior), and the density of states can be
readily approximated by ρ(ω) ∝ |ω| in the region close
to the neutrality point.
Carrierless Conductivity
One of the most intriguing and counter-intuitive prop-
erty of graphene’s electron transport is its non-zero con-
ductivity, σ, at the Dirac Point, i.e. in a state where the
carrier density vanishes, first experimentally reported in
2005 independently by Novoselov [31] and Morozov [32], and explained theoretically shortly after [7, 33].
This most interesting effect is easily seen experimentally, since the carrier density can be extracted from
Hall Effect measurements according to 1/RH = ne, where RH is the Hall coefficient, n is the carrier density
and e is the electron charge.
Back to the conductivity, most theories derived from the Dirac equation, predict a minimum value
σmin = 4e
2/hpi, while the routinely measured value observed in samples gravitates around σmin = 4e
2/h, a
discrepancy that has become to be known as the mystery of a missing pie. Figure 1.6 shows experimental
values for σmin for a set of 50 different samples.
This conductivity without charge carriers was also evidenced in the first experimental observations of
the Josephson Effect on graphene by [34]. The critical value of the observed supercurrent shows a non-zero
minimum at the Dirac Point, as shown in figure 1.7.
Giant Intrinsic Mobility
As was discussed in the previous paragraphs, the carrier mobility, µ, in graphene can remain high even
when their density vanishes at the Dirac point. A characteristic that is not shared by two-dimensional
electron layers in semiconductors, where the charge carriers become immobile at low densities, graphene’s
giant mobilities render it extremely attractive for commercial applications.
To determine the carrier mobility, a flake of graphene is patterned into a Hall bar configuration. Once
the longitudinal, (ρxx), and Hall, (ρxy), resistivities are extracted for a given magnetic field B, the mobility
can easily be calculated according to
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Figure 1.6: Non-zero minimum conductance at the
Dirac Point measured for 50 different samples. No-
tice the values cluster around σmin = 4e
2/h, in-
dicated by dashed line, a factor pi away from the
theoretical prediction. Graph adapted from [4].
Figure 1.7: dV/dI(VG, I) characteristics for the sam-
ple studied in [34], yellow indicates 0 (supercurrent)
increasing to orange and red. Notice the finite su-
percurrent at the Dirac Point indicated VD, and the
superimposed normal conductance curve.
µ =
ρxy
Bρxx
. (1.12)
Though strongly dependent on the quality of the sample, accepted values for µ from substrate laying
graphene are in the 2000−25000 cm2V−1s−1 range [35]. Though the design of our samples does not allow for
a Hall bar configuration to be added in situ, proper measurements for µ were performed by Dr. Chen et al [36]
on samples manufactured in our laboratory following identical fabrication procedures. These measurements
yielded a value of µ ≈ 2000 cm2V−1s−1, which is acceptable for samples laying on a substrate.
In recent years it has been theoretically argued [37] and experimentally verified [35, 38] that samples
where the graphene flake is supported on an insulating substrate may be susceptible to the action of charge
puddles induced by potential fluctuations. Freestanding samples have displayed highly improved mobilities
up to µ ≈ 200000 cm2V−1s−1 for carrier densities below 5 109 cm−2, values which cannot be attained in
semiconductors or non-suspended graphene samples.
Mean free path
A simple expression for the elastic mean free path, le, can be derived from the Boltzmann conductivity [39],
yielding
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le =
σh
2e2kF
. (1.13)
where σ is the Boltzmann conductivity and kF is Fermi’s wave vector. Equation 1.13 has become widely
used [39]-[42] to procure estimations for le. In particular, Du et al [43] provide an expression for kF away
from the Dirac point17, namely
kF =
√
εε0Vgpi
ed
(1.14)
where ε = 4 is SiO2’s dielectric constant, d = 300 nm its thickness and Vg = VG − VD the effective back
gate voltage. Replacing equation 1.14 into 1.13, and entering the values for σ and Vg from our samples,
we obtain an estimate of le ≈ 25 nm, which is consistent with the values reported by [43]. Given that the
length of our junctions lies in the vicinity of ≈ 300 nm, this value for the mean free path raises the question
of just how appropriate it is to use a ballistic transport theory. This issue will be addressed further in the
next section.
Superconductivity in Graphene
The nature of the critical current was one of the main points of study of the earlier papers on graphene
based Josephson junctions. Heersche’s groundbreaking experiment [34] successfully observed the presence
of a supercurrent, proved the dual nature of its carriers (electrons or holes, depending on the applied gate
voltage) and showed the unusual presence of a non-zero supercurrent at the Dirac Point. Later work was
focused on the study of the junction’s critical currents as a function of junction geometry, temperature and
applied gate voltage [43].
As for the analysis of the experimental results, two prominent models have been proposed. On the one
hand, Titov and Beenaker introduced the ballistic model [7], where, as the name suggests, the ballistic
nature of graphene’s carriers is one of the main assumptions of the calculations18. The model was originally
limited to short junctions at 0 K, and then extended via self-consistent calculations by Black-Schaffer et al to
include long junctions [8] and finite temperatures [9]. On the other hand, a diffusive junction model19 (See,
for example, [44] for a complete discussion of this theory), originally intended for diffusive metal junctions,
was suggested as a more fitting choice, given experimental evidence [43] against ballistic transport in real
junctions.
17This caveat, the authors argue, ensures that random potentials due to substrate and other inhomogeneities are well
screened.
18As will be discussed further in the next paragraphs, this is not such a trivial assumption to make.
19Also known in literature as the quasiclassical model.
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The ballistic model predicts a scaling for the critical current of the form Ic ∝ 1/L, [7, 45], where L is
the junction’s length. Later self consistent calculations by Black-Schaffer et al, [8] and work by Hagymasi
et al, [46], propose small deviations of the form Ic ∝ 1/Lb with b = 1.3 and 1.4 respectively. This point was
argued against, also from a theoretical perspective, by Gonzalez [47], who instead predicts critical currents
of the form Ic ∝ 1/L3 for smaller L with a crossover to a Ic ∝ 1/L2 dependence for larger L. Figure 1.8
illustrates these different hypotheses.
(a) (b)
Figure 1.8: Critical current vs. junction length, L. (a) In the model suggested by [47], a crossover can be
seen between Ic ∝ 1/L3, for small L, and Ic ∝ 1/L2 in the large L regime. Dashed lines are guides to the
eye. (b) Predictions from the ballistic theory, after [8]: Black crosses are Black-Schaffer et al self consistent
data, red curve is a fit to Ic ∝ 1/L1.3 and black curve shows the original expression from [7], Ic ∝ 1/L.
In their measurements [43], Du et al also find the predictions from the ballistic theory to differ from the
behavior observed experimentally; instead, they suggest the diffusive junction model should be used, which
is also consistent with experimental data from [15]. In fact, the authors make quite a bold20 statement in
their abstract
We show that all SGS devices reported so far, our own as well as those of other groups, fall in
the diffusive junction category.
This is not a minor detail since our samples, just like everyone else’s, also fall in the diffusive junction
20Though certainly accurate, at least in the humble opinion of the author.
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category. As will be seen in the next chapter, the theory presented in this thesis to analyze our experimental
data makes use of the ballistic model, rather than the diffusive one. The only reason behind this choice is
the lack, at the time of writing this thesis, of a proper theoretical model21 for the current phase relation of
a graphene junction in the framework of the diffusive model22.
As a concluding remark, it is worth mentioning the recent work by Feigel’man [48], who proposes the
use of an array of small islands of superconducting material to induce superconductivity on large areas
of graphene. In this scenario, Cooper pairs from the islands could induce superconducting correlations in
graphene rendering the system macroscopically superconductive at low temperatures and magnetic fields.
According to their calculations, the critical temperature (Tc) of such a system could reach several degrees
Kelvin.
From an experimental point of view, patterning such dense arrays of superconducting nano-islands can
prove quite difficult23. Bouchiat et al [49] conducted a first order approach to Feigel’man’s proposed exper-
iment, taking advantage of an ingenious sample fabrication trick: When evaporated to form thin films, Sn
tends to form nanometer-sized irregular islands. Combined with graphene’s poor wettability, this procedure
returned an array of ≈ 85 ± 5 nm islands of arbitrary shapes separated by ≈ 25 ± 10 nm gaps. There is no
control on the shape and placement of the islands, hence the first order nature of the experiment, neverthe-
less, samples prepared in this way exhibited Berezinskii-Kosterlitz- Thouless unbinding temperatures in the
≈ 2− 2.5 K range, depending on applied gate voltage.
2.5 Quantum Hall Effects
No less spectacular than the properties discussed so far, is the fact that three different types of quantum
Hall effect (QHE) have been observed in single and bilayer graphene. As will be discussed shortly, single
layer graphene exhibits the Half-integer QHE shown in figure 1.9 (a) while the Anomalous and Standard
QHE illustrated in figure 1.9 (b) are commonly observed in bilayer graphene. It must be noticed that two
of these, namely the Half-integer and the Anomalous, are referred to as chiral effects, given their origin in
the quantum electrodynamic (QED) nature of graphene’s spectrum.
Half-integer QHE
The relativistic analogue of the integer QHE, this effect manifests itself as an uninterrupted ladder of
equidistant steps in the Hall conductivity, σxy, persisting through the Dirac point as illustrated in the red
21By proper it is meant here that the diffusive junction model has no input on the carrier density, i.e. it does not include
the effect of a back-gate, the way Titov’s model does.
22A beggars can’t be choosers scenario, so to speak.
23As explained in section 3.2, lift-off can prove quite a difficult process in such adverse aspect ratios.
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(a) (b)
Figure 1.9: Chiral quantum Hall effects. (a) The QHE plateaux in σxy at half integers of 4e
2/h is the
hallmark of massless Dirac fermions (adapted from [31]). (b) The anomalous QHE observed for massive
Dirac fermions in bilayer graphene (red curve adapted from [50]) is more subtle: σxy exhibits the standard
QHE sequence, with plateaux at all integer N of 4e2/h, except for N = 0, as indicated by the red arrow.
The zero-N plateau can nevertheless be recovered (green curve [51]): Chemical doping shifts the neutrality
point to high VG, opening an asymmetry gap (0.1 eV in this case) by the electric field effect.
curve of figure 1.9 (a) It can be seen from the curve that the sequence is shifted by 1/2 with respect to the
standard QHE sequence, so that σxy = ±4e2/h(N + 1/2) where N is the Landau level (LL) index and the
factor 4 is due to the double valley and double spin degeneracy. It is due to said shift that this effect is so
named, distinguishing itself from both the standard integer and the fractional QHE.
This behavior has been thoroughly studied [50] [52]-[56], and explained in terms of QED-like quantization
of graphene’s electronic spectrum in a magnetic field B, given by
EN = ±vF
√
2e~BN (1.15)
where ± refers to electrons and holes. The anomalous QHE sequence can be easily explained by the presence
of a quantized level at zero E, shared by electrons and holes. Another approach to this problem relies in the
coupling between pseudospin and orbital motion, which gives rise to a geometrical phase of pi, often referred
to as Berry’s phase, accumulated along cyclotron trajectories [31, 57, 58]. This additional phase leads to a
pi-shift in the phase of quantum oscillations and a half-step shift in the QHE.
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Anomalous QHE
Bilayer graphene exhibits the equally anomalous, though experimentally less spectacular, QHE shown in
the red curve of figure 1.9 (b) As can be appreciated in the figure, the standard sequence of Hall plateaux
σxy = ±4Ne2/h is clearly visible, with the exception of the very first plateau at N = 0. This absence implies
that bilayer graphene remains metallic at the neutrality point [50]. The cause of this anomaly can be found
in the strange nature of the quasiparticles in bilayer graphene, described [59] by
Hˆ = − ~
2
2m
 0 (kx − iky)2
(kx + iky)
2
0
 (1.16)
The hamiltonian in equation 1.16 combines the off-diagonal structure, similar to the Dirac equation, with
Schro¨dinger-like terms pˆ2/2m. The resulting quasiparticles are chiral but, unlike the massless Dirac fermions
present in single layer graphene, have a finite mass m ≈ 0.05m0, where m0 is the electron rest mass. The
Landau quantization of these massive Dirac fermions is given [59] by
EN = ±~ω
√
N(N − 1) (1.17)
where ω is the cyclotron frequency. It immediately follows from equation 1.17 that the states N = 0 and
N = 1 are degenerate, yielding E = 0. It is this additional degeneracy that leads to the missing zero−E
plateau, and the consequent double-height step shown in figure 1.9 (b). As is the case with the quasiparticles
in graphene, a pseudospin is associated with these massive Dirac fermions. Its orbital rotation leads to a
geometrical phase of 2pi, a phase which is indistinguishable from zero in the quasiclassical limit (N 1) but
that reveals itself in the double degeneracy of the zero−E LL.
Standard QHE
Surprisingly enough, bilayer graphene can recover the standard QHE, as can be seen in the green curve of
figure1.9 (b), when subject to the action of a gating electric field. It seems that besides the familiar change
in carrier density, application of a gate voltage leads to an asymmetry between the two graphene layers,
resulting in a semiconducting energy gap, as mentioned in [60, 61]. Said gap eradicates the degeneracy of
the zero−E LL, returning the uninterrupted QHE plateau sequence.
One slight difficulty in this experiment lies in the need to probe the neutrality point at a finite gate
voltage, a feat that can be achieved, for instance, by additional chemical doping [61]. It is worth mentioning
that bilayer graphene is the only known material with such a susceptible electronic band structure to the
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action of an electric field effect. The obtained semiconducting gap, ∆E, can be continuously tuned from zero
to 0.3 eV if SiO2 is used as a dielectric.
2.6 Mechanical properties
Despite a relatively slow start24, graphene’s mechanical properties have enjoyed renewed interest in recent
years, proving to be no less remarkable than its electronic ones. With this in mind, this brief introduction to
the main characteristics of graphene comes to a close with a short description of two main areas of graphene’s
mechanical properties, namely its Young’s Modulus, and adhesion properties. It is worth mentioning that
these properties are directly relevant to the experiment described in the appendix of this thesis.
Young’s modulus and breaking strength
In an ingenious experiment, Lee et al [62] etched an array of 1 and 1.5µm circular apertures in the SiO2
layer of their Si substrates, prior to graphene deposition. These substrates allowed for the formation of
freestanding graphene membranes, which could nevertheless be easily located via the usual optical hunting
technique, due to the presence of graphene-SiO2 interfaces around the holes. The samples were probed with
the tip of an AFM25 and the results were analyzed in the frame of a nonlinear elastic stress-strain response
theory, obtaining a complete study of graphene’s most relevant elastic constants. The numerical estimates
rendered by this work are summarized below, the most important of them being establishing graphene as
the strongest material ever measured.
• 2nd order elastic stiffness: 340 Nm−1
• 3nd order elastic stiffness: −690 Nm−1
• Breaking Strength: σ2Dint = 42± 4 Nm−1
• Young’s modulus: E = 1 TPa
A simultaneous experiment of similar nature26 performed by Bunch et al [63] went a step further, by
applying a pressure difference between both sides of the graphene membranes. By studying the membrane
deformation as a function of pressure, the authors manage to extract values for graphene’s elastic constants
in accordance with those reported by [62]. Another interesting result from this experiment was that of
establishing the impermeable nature of the material27 to the He gas used in the experiments.
24At least, when compared to the onslaught of publications on graphene’s electronic properties.
25A technique referred to by the authors as nano-indentation.
26Although they used completely different measurement techniques, both groups studied identical samples (i.e. freestanding
graphene membranes), and published their results on the same month.
27Once again, a feat not to be underestimated, considering this is a 1-atom-thick membrane.
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Surface adhesion
As will be further discussed in the appendix section of this thesis28, there has been a recent interest in
graphene’s adhesive properties, with theoretical approaches to graphene’s van der Waals adhesion to surfaces
[65], or its local adhesion to nanoparticles [66]. Substrate interactions due to surface adhesion have been
shown to highly modify graphene’s doping [35, 67] and carrier mobility, while adhesion to sidewalls in
suspended graphene has been shown to introduce strain and modify mechanical behavior [68, 69].
In an experiment carried out by S. Scharfenberg in our laboratory, [64], graphene was deposited onto
elastic grooved substrates, and the induced deformation was studied via AFM. The results suggest that the
maximum elastic energy (which is also the lower bound of the adhesive energy) is 0.044 eV/nm
2
, an estimate
consistent with the theoretical prediction for the van derWaals adhesive energy between graphene and a
SiO2 substrate [65].
3 Superconductivity in graphene-based junctions
3.1 Brief introduction to superconductivity
A little bit of history
Already a highly regarded scientist for his achievement of liquefying He in 1908, dutch physicist Heike
Kamerlingh Onnes29 [70] stumbled upon superconductivity in 1911. While performing studies of Hg’s re-
sistance at cryogenic temperatures, he observed that at 4.2 K its electrical resistance suddenly dropped to
something his best efforts could not distinguish from 0 Ω.
Over the next years the same effect was found in other metals, but advances in the field were slow.
The next real breakthrough came some 20 years later, when Meissner and Ochsenfeld [71] discovered the
expulsion of magnetic fields from superconductors, creatively named the Meissner effect30, in 1933, closely
followed by its successful explanation by London [72] in 1935. Another two decades had to go by before
an understanding of conventional superconductivity started to emerge. First, with Landau-Ginzburg’s [73]
phenomenological theory in 1950, and finally with Bardeen-Cooper-Shrieffer’s (BCS) microscopic theory
[74, 75] of 1957.
28An extended version of the work published in [64].
29To be more precise, it was Gilles Holst, then a student of Onnes, that performed the historic experiment. History, it seems,
is a harsh mistress, since Holst’s name barely made it to its pages.
30This phenomenon is also referred to as perfect diamagnetism, a more fitting name, in the author’s humble opinion.
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Explaining superconductivity
The BCS theory explained the phenomenon of superconductivity by means of the Bose-Einstein condensa-
tion, a process by which large numbers of particles occupy the ground state of a system, without exchanging
energy with the environment. Originally unavailable to electrons, due to their fermionic nature31, this pro-
cess becomes possible via a mechanism known as the Cooper pairing. In 1956 Cooper found that a weak
attraction can bind pairs of electrons into a bound state [76], quite a counter-intuitive idea, if one considers
the strong Coulomb repulsion between both electrons. In the case of conventional superconductors, the weak
attraction needed is provided by the ion cores of the material: The Coulomb interaction between the first
electron in the pair and the positive cores of the atoms in the material polarizes the medium in its path. In
turn, the excess positive ions attract the second electron, giving an effective attractive interaction between
the pair32. If this attraction is strong enough to override the repulsive screened Coulomb interaction, it gives
rise to a net attractive interaction and Cooper pairs are generated. It is worth mentioning that thermal
fluctuations can easily break the pairs, so only at low temperatures can a sizable fraction of electrons pair
up.
Energy considerations dictate that pairing happens only between electrons of opposite momentum k,
rendering the pair state either a spin singlet or triplet. For mathematical simplicity, we will only consider
the spin singlet case. Then, if one calculates the correlator
〈Ψ↓(k)Ψ↑(−k)〉 (1.18)
one finds pairing renders it non-zero. Since electron-phonon interaction has a longer range (typical coherence
lengths, ξ0, lie in the 10
−8 − 10−6 m) than the electron electron distance, pairs can overlap. Integrating
the correlator over all Cooper pairs in a region, one obtains a quantity that in many ways behaves like
the macroscopic wavefunction of the condensate33, commonly referred to as the superconducting order
parameter,
Ψ(r) = Ψ0(r)e
iφ(r) (1.19)
where Ψ0 is the amplitude of the order parameter, and φ its phase. A constant determined by the material’s
density of states, Ψ0 is also susceptible to the action of material inhomogeneities or external magnetic
31The Pauli exclusion principle implies that two fermions cannot occupy identical states, i.e. they cannot simultaneously
occupy the ground state.
32In his 1973 review [77], Bardeen mentions how the discovery of the Isotope Effect [78, 79] was an important clue for this
idea: If the mass of the ions is important, their motion and thus the lattice vibrations must be involved.
33This quantity, for example, satisfies the conditions of continuity and single-valuedness.
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fields. The phase, on the other hand, is a gauge covariant quantity, which means it can have an arbitrary
value in a given piece of superconductor. Gradients in phase, however, are not arbitrary, as they give raise
to supercurrents or non-zero circulation of the vector potential around a closed path (magnetic flux). It
should be mentioned that, in the most general case, the order parameter also depends on the wavevector k.
Examples of this dependence include high-Tc cuprates, certain heavy-fermion and organic materials.
3.2 Josephson’s equations
Consider the scenario illustrated in figure 1.10: Two superconductors are placed in close vicinity, separated by
a non-superconducting barrier of length L. Should a phase difference appear between their two wavefunctions,
a supercurrent, that is, a current that flows without dissipation, may flow between them. It was this result
that Josephson derived from the BCS theory in 1962.
Figure 1.10: Schematic illustration of the principle behind the Josephson effect. Two superconductors,
described by wavefunctions ΨL and ΨR respectively, are separated by a non superconducting barrier of
length L, thin enough to allow the evanescent tails of ΨL and ΨR to overlap.
Although Josephson’s original calculation considered the quantum tunneling of a single electron through
the barrier, the supercurrent should be understood as having its origin in the tunneling of a whole Cooper
pair. When the tunneling barrier is low enough, the evanescent tails of the wavefunctions on either side of
the barrier will overlap, and render a non zero tunneling probability.
Depending on the nature of the barrier separating the two superconductors, Josephson junctions can be
separated into two different kinds:
• Strongly Linked: The coupling between the superconductors is strong enough to affect their individ-
ual wavefunctions. This is usually due to the thin tunneling barriers (in SIS) or wide superconducting
bridges (in ScS). Should the phase difference between two strongly linked superconductors be increased
by 2pi, the supercurrent increases [80].
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• Weakly Linked: In this case, the individual wavefunctions remain unperturbed by the tunneling
barrier. Unlike their counterpart, winding the phase difference between weakly linked superconductors
by 2pi returns the system to its initial condition, and with it the supercurrent flowing through them.
In this thesis, we will focus on weakly linked superconductors. The flow of supercurrent through such a
junction is called the dc Josephson effect [5]. Each weak link is characterized by its current-phase relation
(CPR)
Is = CPR(φ) (1.20)
where Is is the supercurrent and φ the phase difference across the junction. Regardless of the weak link’s
geometry or the material properties, there are four general conditions that the CPR must satisfy [81]
1. As was already discussed, since the weak link returns to the same physical state if φ is changed by 2pi,
the CPR must be a periodic function with a period of 2pi
CPR(φ) = CPR(φ+ 2npi) (1.21)
2. Supercurrent is an odd function of the phase difference. In the absence of factors that break time-
reversal symmetry, a change in the sign of the phase difference should lead to a change in the direction
of supercurrent, i.e.
CPR(−φ) = −CPR(φ) (1.22)
3. If the phase difference between the two superconductors is zero, no supercurrent should flow:
CPR(0) = CPR(2npi) = 0 (1.23)
4. Finally, it follows34 from points 1 and 2 that the supercurrent must also be zero for a phase difference
of pi:
CPR(pi) = CPR(npi) = 0 (1.24)
In his original work [5], Josephson deduced that the CPR of a tunneling junction had a simple sinusoidal
form, namely
Is(φ) = Ic sin(φ) (1.25)
34Simply evaluate equations 1.21 and 1.22 at φ = pi, the only way to uphold both is by equation 1.24.
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where, the coefficient Ic is the so called critical current, the maximum supercurrent that can flow through
a weak link. It is worth mentioning that, as expected, the critical current of a weakly linked junction is
quite a bit lower than that of the bulk superconductor. As it turns out, expression 1.25 holds true not only
for tunnel junctions, but also for a variety of superconductor-normal metal-superconductor (SNS) junctions.
However, the most general expression for a junction’s CPR is given by a series
Is(φ) =
∞∑
n=1
Inc sin(nφ) (1.26)
It is important to mention that the Inc coefficients are not related to the junction’s critical current in
any straightforward way. Their only physical meaning being that they are the amplitudes of the various
harmonics in the CPR. As we shall see in the next chapter, the CPR of graphene based Josephson junctions
deviates from equation 1.25, and requires for its description an expansion like the one described by 1.26.
If a phase difference across the Josephson junction changes with time, a voltage is developed between
the two superconductors, a phenomenon known as the ac Josephson effect [5]. Experimentally, a state with
time-dependent phase can be created by either passing a current exceeding the critical current through a
junction, or by applying an ac current to a junction. The ac Josephson effect can also be derived from
simple quantum mechanical considerations. The voltage V across the junction corresponds to the energy
difference of 2eV between the Cooper pairs in the weakly linked superconductors. Applying time-dependent
perturbation theory to the problem, yields an overlap term of the wavefunction of the form
ΨT (φ(t)) = ΨT (φ(0)) e−i
2eV
~ t (1.27)
an expression from which Josephson derived his equation for the rate of change of the Josephson phase
difference
dφ
dt
=
2eV
~
(1.28)
As a final exercise, let us calculate the energy of a weak link as a function of the phase difference across it.
Considering that initially the junction is at a phase difference φ = 0, the work done by an external battery
in order to bring the phase difference to a finite value φ in time T is given by
E(φ) =
∫ T
0
IV dt =
∫ T
0
Ic sin(φ)
~
2e
dφ
dt
dt =
~Ic
2e
(1− cos(φ)) (1.29)
Conveniently introducing the Josephson energy EJ =
~Ic
2e , expression 1.29 becomes
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E(φ) = EJ(1− cos(φ)) (1.30)
3.3 Andreev Reflection
In his 1964 paper [82]35, Andreev realized that an electron is reflected from a superconductor in an unusual
way. At low temperatures (T  Tc) and bias voltages, both the thermal energy kBT and the electrostatic
energy lie well below the superconducting energy gap ∆. An electron arriving at a superconductor-normal
metal interface in these conditions cannot enter the superconductor, due to the absence of available states
at the same energy. As Andreev observed, these electrons find themselves reflected as holes, while a Cooper
pair enters the superconductor.
Retroreflection vs. Specular reflection
Figure 1.11 illustrates two different scenarios for the path followed by the reflected hole. In the usual36
case of Andreev reflection, shown in figure 1.11(a), the hole is retroreflected, i.e. the reflected hole retraces
the path of the incident electron with all components of the velocity changing sign. In undoped graphene,
however, Andreev reflection is specular, with only the perpendicular component of the velocity changing
sign[83], as depicted in figure 1.11(b).
(a) (b)
Figure 1.11: Andreev reflection at the interface between a normal metal and a superconductor. Arrows
indicate the direction of the velocity and solid or dashed lines distinguish whether the particle is a negatively
charged electron (e) or a positively charged hole (h). (a) The usual process of Andreev retroreflection. (b)
Specular Andreev reflection in graphene, where reflection angle is inverted.
The reason for this difference can be found in graphene’s linear dispersion relation, equation 1.7, which
35Which, paradoxically, focuses on the thermal conductivity of the intermediate state of superconductors.
36By usual it is meant that retroreflection is the mechanism observed in most SN junctions.
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may be rewritten in terms of the excitation energy  = |E− EF |, yielding
 =
∣∣∣EF ± ~v√δk2x + δk2y∣∣∣ (1.31)
where the ± sign distinguishes excitations in the conduction and valence bands respectively. Let the interface
with the superconductor be at x = 0 and the electron approach the interface from x > 0. Since δky and 
are conserved upon reflection, the reflected state is, in principle, a superposition of the four δkx values that
solve equation 1.31 at given δky and .
Since the expectation value vx of the velocity in the x direction is given by the derivative ~−1d/dδkx,
the reflected state contains only the two δkx values having a positive slope
37. It can be clearly seen in figure
1.12 that one of these two allowed δkx values is an electron excitation, while the other is a hole excitation.
Since the process we are interested is the electron-hole conversion (and not vice-versa), this narrows our
selection to a single δkx value
38. It also follows from figure 1.12, that the reflected hole may be either an
empty state in the conduction band (for  < EF ) or an empty state in the valence band ( > EF ). Since
a conduction-band hole moves opposite to its wave vector, vy changes sign as well as vx, this means that
intraband Andreev reflection translates into a retroreflection. A valence-band hole, in contrast, moves in
the same direction as its wave vector, so vy remains unchanged and only vx changes sign, translating into
specular reflection in the case of interband Andreev reflection.
(a) (b)
Figure 1.12: Excitation spectrum in graphene, calculated from equation 1.31 for two values of the Fermi
energy EF = ~vkF . Electron excitations (Filled states above the Fermi level, from one valley) are shown
in red, while hole excitations (Empty states below the Fermi level, from the other valley) are blue. Solid
and dotted lines represent the conduction and valence bands, respectively. The electron-hole conversion
upon reflection at a superconductor is indicated by the arrows, for the case of normal incidence (δky = 0,
δkx = δk). (a) Specular Andreev reflection happens if an electron in the conduction band is converted into
a hole in the valence band (interband Andreev reflection). (b) In the usual case, electron and hole both lie
in the conduction band (intraband Andreev reflection).
37A negative slope, i.e. a negative expectation value, translates into an impossible process.
38The one for the electron in the conduction band with positive slope.
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3.4 Non-sinusoidal current-phase relations
Josephson’s original expression for the CPR, equation 1.25, proved to be quite more successful than originally
intended. It holds true not only for the original SIS junction for which it was proposed, but also for a large
variety of SNS ones. That being said, it does not always apply. Examples of deviations from this behavior
range from a simple sign change, in the so called pi junctions, all the way to fully triangular waves in SNS
junctions in the clean limit at zero temperature. As will be discussed, first theoretically in chapter 2 and
finally experimentally in chapter 5, graphene based junctions also deviate from a simple sinusoidal behavior.
This being said, the question arises: When will a junction deviate from this simple sinusoidal expression?
Most of the work on this problem has been in the theory realm, since, as will be discussed in more detail in
chapter 4, it is not trivial to prepare such a junction nor is it easy to measure its CPR with enough precision.
The following paragraphs discuss only a few typical reasons for deviations from sinusoidal CPR, stripping
the math to its bare minimum; the interested reader is advised to read further in the reviews of Likharev
[81] and Golubov [84].
Expression 1.25 holds exactly for SIS tunnel junctions [5, 84]. As we wander away from these systems39,
the shape of the CPR suddenly becomes susceptible to the action of, amongst other factors, the energy
spectrum of the electrons in the barrier, the spatial distributions of the order parameter, or effects arising
from junction geometry. The CPR sometimes changes its period, shifts its maximal supercurrent from
φMax = pi/2, or even becomes a multivalued function. In general, dirty and wide junctions, junctions with
spatially inhomogeneous barriers, and close to the superconductor’s Tc, the energy levels are broadened, and
the CPR remains sinusoidal due to the peculiarities associated with a specific barrier type being averaged
out.
Example 1: Uniform clean SNS junctions
Let us consider the case of uniform clean SNS junctions, i.e. l  ξ0, ξN , L, where ξ0 and ξN are the super-
conductor and normal metal coherence lengths respectively and L the junction’s length. At low temperatures
T Tc, the energies of the subgap Andreev levels (En  ∆) are given by [85]:
En =
~vFpi
L
(
n+
1
2
− φ
2
)
. (1.32)
The CPR of these junctions can be calculated as an integral over all these Andreev states. In the case of
long junctions, (ξN  L ξ0)), the current-phase relation, when only tunneling normal to the SN interface
is allowed, is given by [86, 87].
39Consider, for example, SNS junctions, point contacts or microbridges.
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Is(φ) = eNvF
φ
2
, (1.33)
where N is the number of conducting channels, defined as the ratio of the junction width and the Fermi
wavelength, and vF is the Fermi velocity. Notice that this expression is valid for −pi < φ < pi, repeating itself
periodically outside this interval, in other words, the CPR becomes a saw-tooth wave, as the one illustrated
in figure 1.13.
Figure 1.13: The CPR of an SNS junction in the clean limit at zero temperature has a saw-tooth shape.
Example 2: Point Contacts
In point contacts, large supercurrents flow through a small area, typically smaller than the mean free path
l. The CPR at arbitrary temperature and for arbitrary barrier transparency of a point contact with a single
conduction channel is given by [88]:
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Is(φ) =
pi∆(T )
2eRN
sin(φ)√
1−D sin2
(
φ
2
) × tanh
(
∆(T )
2T
√
1−D sin2
(
φ
2
))
, (1.34)
where RN is the resistance of a point contact in the normal state and D is the point contact transmission
probability averaged over tunneling angles. If D  1, for example at temperatures close to Tc, the CPR
given by equation 1.34 is sinusoidal. At low temperatures and in clean junctions with D ≈ 1, the CPR is
half periodic: Is(φ) ∝ sin(φ/2). Generally, at D > 0 or at T < Tc equation 1.34 yields a CPR in which a
maximal supercurrent corresponds to a phase difference φMax > pi/2 as can be appreciated in the curves
shown in figure 1.14 (a) and (b). Deviations from sinusoidal CPR were reported in point contacts [89], and
in atomic-size controllable quantum point contacts [90].
(a) (b)
Figure 1.14: Current-phase relation of a point contact calculated using the equation 1.34 (a) for various
barrier transmission parameters D at T = 0, and (b) for various temperatures for D = 1.
Example 3: Depairing
The spontaneous breaking of a Cooper pair is usually referred to as depairing. Most evident in junctions
with high current density40, depairing is common to SIS, SNS and SS’S junctions and microbridges, and, as
will be briefly discussed below, can deform the shape of the CPR.
If the supercurrent across a junction is large enough, it can suppress the superconductivity in the barrier
or in the superconducting electrodes of a junction. For small values of φ the supercurrent remains small,
(I  Ic), and no pair-breaking takes place. The CPR follows the dependence predicted without taking
40For example, as a result of sample geometry or barrier transparency.
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the depairing effects into account. At higher phase differences, however, larger currents flow through the
junction, and the CPR may become affected by the depairing: The critical current, as well as the phase
difference, φMax, at which the critical current is reached, decrease. If, for example, the CPR was supposed
to be sinusoidal before taking depairing into account, φMax will become less than pi/2 due to depairing.
However, in point contacts described by equation 1.34, the CPR may actually become more sinusoidal due
to depairing effects [91].
Example 4: Second Order Tunneling
As a final item in this brief list, we consider the Josephson tunneling of the second order in perturbation
theory, which contributes a half-periodic phase term to the Josephson energy of the junction, and may
result in a CPR proportional to sin(2φ). This effect can be thought of as the simultaneous tunneling of
two Cooper pairs, and is, understandably so, much smaller than the regular first order Josephson tunneling.
Nevertheless, in the particular case of SNS and SFS pi junctions, the first order terms cancel at the transition
between 0 and pi states [82, 92], and a number of theories propose that a second-order component in the
CPR can be observed in these systems close to a 0− pi transition [93]-[101].
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Chapter 2
Theoretical CPR of graphene
Josephson junctions
If you’re going through Hell. . . Keep going. . .
Winston Churchill
1 Introduction
In 2006, Titov and Beenakker published the seminal paper [7] on the theory behind the CPR of graphene
based junctions, using a Dirac-Bogoliubov-de Gennes (DBdG) formalism [83]. A second paper was published
two years later by Black Shaffer and Doniach [8], where self-consistent calculations where used to account
for the spatial dependence of the superconducting order parameter, and to extend the results to include the
long junction regime. In this chapter, a stripped-down version of the math1 from Titov’s original paper is
provided, followed by the most important results derived from it. Some results from Doniach’s paper will
also be presented, though the details behind the numerical calculations used to obtain them will not be
addressed.
2 The model
Figure 2.1: Schematic of the modeled system. A
graphene layer is partially covered by two super-
conducting electrodes (S), leaving a W × L un-
covered region (N). Separate gate electrodes (not
shown) allow independent variation of the carrier
concentration in the normal and superconducting
regions of the graphene layer.
Figure 2.1 illustrates the system to be modeled: A flat
strip of graphene of width W is contacted by two su-
perconducting electrodes (S) separated a by a distance
LW, which serves as the junction’s the weak link (N).
Two independent gate electrodes, not shown in the fig-
ure, serve as controls for the carrier concentration in the
normal and superconducting regions of the graphene.
Note that in the following paragraphs, the x axis will
lie across the channel, while the y axis lies along it, as
shown in the figure.
1The interested reader is strongly advised to refer to the actual papers [7, 83] for the finer details behind these calculations.
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The model described in the next pages makes use of four important assumptions, namely
1. Short-Junction Regime: The Josephson effect is studied in the so called short-junction regime,
where the length L of the normal region is small relative to the superconducting coherence length
ξ = ~v/∆0 or the junction’s width, W.
2. Graphene Quality: The graphene sheet that forms the weak link in the junction is considered to be
ballistic and impurity-free.
3. Temperature: It is assumed that the system is maintained at absolute zero.
4. Ideal NS Interface:
• The Fermi wavelength λ′F in S is sufficiently small that λ
′
F  ξ, λF , where λF = hv/µ is the
Fermi wavelength in N.
• There is no lattice mismatch at the NS interface, so the honeycomb lattice of graphene is unper-
turbed at the boundary.
• The interface is smooth and impurity-free on the scale of ξ.
As previously discussed in 3.3, an incoming electron traveling in a normal metal can be reflected as a
hole when presented with a normal-superconductor interface. In such a case, charge conservation is ensured
by the entrance into the superconductor of a Cooper pair in the electron-hole conversion known as Andreev
Reflection [82]. This process determines the conductance of the interface at voltages below the supercon-
ducting gap being, as it is, responsible for converting a dissipative normal current into a dissipationless
supercurrent. In the following paragraphs, we consider the case of an s-wave superconductor, which couples
electron and hole excitations with opposite spin and valley2 indices.
By combining the Dirac equation of relativistic quantum mechanics with the Bogoliubov-de Gennes
equation of superconductivity, the authors arrive at a 4−dimensional DBdG equation of the form [83]
 H0 − µ 0
0 µ−H0

 Ψe
Ψh
 = 
 Ψe
Ψh
 (2.1)
where H0 = −i~v (σx∂x + σy∂y), the spinor Ψe refers to an electron in one valley and the spinor Ψh to a
hole in the other valley. Notice that the Pauli matrices, σi, in H0 operate on the aforementioned isospin
index.
2By the word valley, it is intended here, each of the six cones on the valence or conduction band, see figure 1.4.
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Andreev reflection at a normal-metal-superconductor (NS) interface couples Ψe and Ψh, a coupling that
may be globally described by a scattering matrix (See, for example, [83]) to determine the conductance of
a NS junction. A different approach is followed here, better suited to determine the energy spectrum and
therefrom the Josephson current, where electrons and holes are coupled locally by means of a boundary
condition on the wave function in the normal region.
Since the component of the wave vector parallel to the NS interface, ky, is conserved upon Andreev
reflection, the problem may be solved for an arbitrary value ky = q. In fact, given the finite width, W, of
the junction these transverse wave vectors are quantized, i.e. q → qn, n = 0, 1, 2, . . .
After some algebra, the details of which are not transcribed here, the authors arrive at the conclusion
that the eigenvalue  of equation 2.1 is a single bound state per mode, given by
n(φ) = ∆0
√
1− Tn sin2 (φ/2). (2.2)
Here, the Tn coefficients stand for the normal-state transmission probability for the n
th mode, and can be
written as
Tn =
k2n
k2n cos
2(knL) + k2F sin
2(knL)
k2n = k
2
F −
(
n+
1
2
)2 ( pi
W
)2 (2.3)
where kF =
µ
~v is the Fermi wavevector. Then, denoting the density of states in the n
th mode by ρn(, φ),
the Josephson current at zero temperature is described by
I(φ) = −4e
~
d
dφ
∫ ∞
0
∞∑
n=0
ρn (, φ) . (2.4)
If we now introduce the quantization condition ρn(, φ) = δ [− n (φ)], where the n are given by equation
2.2, into equation 2.4, we finally obtain a general expression for the CPR of graphene based Josephson
junctions in the form of
I(φ) =
e∆
~
∞∑
n=0
Tn sin(φ)√
1− Tn sin2(φ/2)
. (2.5)
Notice that equation 2.5 is dependent on the applied doping, Vg, through the Fermi wavevector, kF .
In order to model different doping levels, it suffices to change the numeric value of kF according to the
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expression3 provided by Du et al[43]
kF =
√
pin =
√
εε0Vgpi
ed
. (2.6)
Conveniently enough, the series in equation 2.5 converges to an analytic expression at the Dirac point.
The CPR in this particular case is given by
IDP (φ) =
e∆
~
2W
piL
cos
(
φ
2
)
atanh
(
sin
(
φ
2
))
(2.7)
and its corresponding critical current is
IcDP = 1.33
e∆
~
W
piL
. (2.8)
A closer inspection of equation 2.7 reveals that it is identical to the CPR of a disordered metal constriction
[102], upon the substitution kF l→ 1, where l is the mean free path. This is truly a remarkable coincidence4,
when one considers equation 2.7 was obtained from treating the graphene junction as a ballistic one. It is
argued by [8] that this so called coincidence is a consequence of the Dirac band spectrum of graphene.
3 The results
Two main predictions can be derived from equation 2.5, for samples of assorted geometries5 and supercon-
ductor material. On the one hand, the exact shape of the CPR, as well as its behavior with doping can be
calculated. Moreover, though this is not the main theme of this thesis, the effects of doping on the critical
current can also be examined.
In the following paragraphs, a complete recapitulation of these results is presented. In the case of the
CPR behavior, the curves extracted from equation 2.5 are complemented with those obtained by Black-
Shaffer and Doniach [8], which, though deduced through a different method, coincide perfectly with Titov’s.
A later publication by Black-Schaffer and Linder, [9], offers results on the effects of temperature, both, for
the overall shape of the CPR, as well as the magnitude of the critical current. Reproductions of these results
are also included in this section, with kind permission from the authors.
3The origin of the expression is simple enough, starting from kF =
√
pin, where n is the carrier density. Modeling the
substrate-graphene system after a parallel plate capacitor, elementary algebra returns n = εε0
de
, and the expression in 2.6.
4It is with these exact words that Beenakker himself describes this phenomenon in his review [103].
5Insofar as the regime of short junction is observed.
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3.1 Current phase relation
Titov and Beenakker calculations
Figure 2.2 plots the theoretical CPR for a ballistic short junction after equation 2.5, in this case for a sample
with W = 10µm, L = 300 nm and ∆0 = 10µeV. The curves shown span values in the 0 ≤ kF ≤ 8 range,
which translates into 0 < Vg < 0.3 V via the relation in equation 2.6.
Figure 2.2: Theoretical prediction for the CPR of a short, ballistic-graphene Josephson junction after
equation 2.5 for different values of kFL. Notice the skewness of the curves, and the induced shift in the
position of the maxima.
The most distinctive feature of these curves is the fact that they depart from the simple sinusoidal
behavior predicted by equation 1.25 by skewing to the right. As a result of this skewing behavior, the
position of the maximum, φMax, does not coincide with the value of φMax = pi/2 for a pure sinusoidal wave.
Moreover, careful attention to the behavior of the maxima as a function of the doping level shows that
φMax(Vg) is not a monotonic function.
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To shed some light into the exact nature of φMax functionality with doping, the position of the maxima
for different values of kF can be extracted by equating the first derivative of expression 2.5 to zero and
solving for the phase, namely
dI(φ, kF )
dφ
|φ∈[0,pi]= 0. (2.9)
The results extracted from equation 2.9 are plotted in figure 2.3. Let us first focus on the region in close
vicinity to the Dirac Point6, depicted in 2.3(a). Perhaps the most important feature of this region is the
presence of very strong oscillations in φMax. In fact, it is in this region that the deviations of from sinusoidal
behavior are most important, as becomes evident from the complete curve shown in figure 2.3(b), where the
calculations are extended over the whole range experimentally available to our samples, −40 < Vg < 40 V7.
Notice how, as the doping is increased, the oscillations disappear, and φMax approaches the asymptotic
value 0.7079pi.
(a) (b)
Figure 2.3: Position of the CPR’s maxima as a function of doping for a short ballistic junction, after
equation 2.9, with W = 10µm, L = 300 nm and ∆0 = 10µeV. (a) A zoomed in view of the region near
the Dirac Point −10 ≤ kFL ≤ 10 or equivalently −0.48 ≤ Vg ≤ 0.48 V. Notice the strong oscillations
happening within such a small doping range. (b) Overall behavior equivalent to the gating values applied
to real samples, 0 ≤ kFL ≤ 100 or equivalently 0 ≤ Vg ≤ 48 V. Notice how, as the doping is increased, the
oscillations disappear, and φMax approaches the asymptotic value 0.7079pi.
Black-Schaffer, Doniach and Linder calculations
It was mentioned in the introduction that Titov’s paper was followed in 2008 by another one [8] by Black-
Shaffer and Doniach, where a tight binding formalism was used to self-consistently calculate the relevant
6Indeed, these kFL values correspond to very light doping, −0.48 < Vg < 0.48 V, according to equation 2.6.
7As will be discussed further in 1.3, samples were not subject to gating voltages over 40 V, for fear of breaking the thin
SiO2 insulating layer, hence ruining the sample.
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characteristics of a graphene junction, as well as extend the results to the long junction regime. The results
obtained regarding the nature of the CPR coincide with those from [7], though that is not the case for their
findings regarding the critical current, for which they argue a stronger dependence on the junction’s length.
The self-consistent calculations for the CPR are shown in figure 2.4. In these curves, the black crosses
represent the calculated data, with the black lines serving as a guide to the eye. These results are compared
to least square fits8 to equation 2.5 (red), and to sgn[cos(φ/2) sin(φ/2)] (green). Long and short regime
junctions are considered, where the length L is given in graphene unit cells (2.46 A˚), including data for the
Dirac point, moderate and high doping.
Figure 2.4: Normalized CPR for short (L < ξ) and long (L > ξ) junctions adapted from [8]. The normal
region is doped at the Dirac point µ = 0 eV (e), (f), moderately doped µ = .7 eV (c), (d) and with no
FLM µ = 1.5 eV (a), (b). Self-consistent numerical data are in black with the lines being guides to the eye.
Red curves are least-squares fits of the overall constant to the DBdG results whereas green curves are fits to
the functional form sgn[cos(φ/2) sin(φ/2)]. Figure adapted from [8], with kind permission from the authors.
8Notice that the only free parameter to be fitted in this equation is the overall amplitude of the CPR, i.e. the critical
current.
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Another important contribution from the self consistent calculations, published in a second article by
Black-Schaffer [9], is the study of the effects of temperature in the behavior of the CPR. Figures 2.5(a)-2.5(d),
reproduced here with kind permission by the authors, illustrate the effect of temperature on the shape of
the CPR, for both short and long junctions at the Dirac point, and no Fermi mismatch doping levels.
(a) (b)
(c) (d)
Figure 2.5: Josephson current I in units of I0 = (W/ξ)e∆0/~, when vF = 1, as a function of the phase
drop φ across the junction for µN = 0 (a), (b) and no FLM (c), (d) for short junctions (a), (c) and long
junctions (b), (d) at T/Tc = 0 (black), 0.14 (red), 0.43 (green), and 0.87 (blue). Notice how increasing
the temperature diminishes the skewness of the curves, returning the CPR to a sinusoidal shape. Figures
reproduced from the data published in [9] with permission from the authors.
In their paper [9], the authors plot these curves superimposed with their DBdG counterparts, and find
that they do not fully coincide, even in the limit of low temperature and doping levels in the normal
region. This initial difference grows even more evident for increasing doping levels and/or temperatures,
with the self-consistent results showing skewness values in the φMax < pi/2 region, in strong contrast with
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the φMax ≥ pi/2 seen for the DBdG results. The trends for the φMax vs. T from the self consistent results
are summarized for short and long junctions in figure 2.6, reproduced here with kind permission by the
authors.
(a) (b)
Figure 2.6: Critical phase φMax/pi as a function of the reduced temperature T/Tc for µN/µS = 0 (black),
0.47 (green), and no FLM (red) for short (a) and long (b) junctions. These graphs summarize the results
from figures 2.5(a)-2.5(d), giving a more detailed idea of the evolution from skewed to sinusoidal CPR.
Surprisingly, in some cases the trend is inverted, obtaining negative skewness. Figures reproduced from the
data published in [9] with permission from the authors.
For reasons that will be thoroughly discussed in chapter 4, the measurements presented in this thesis
were performed at a range of temperatures in the vicinity of the sample’s Tc, making the temperature effects
on the CPR behavior extremely relevant in the interpretation of the experimental data in chapter 5.
3.2 Critical current
The work presented on this thesis is not focused on the characteristics of the critical currents of graphene-
based junctions. That being said, there is a lot of interesting physics on the subject, not only regarding the
exact nature of the relation between Ic and doping (via kF ), but also on its dependence on the junction’s
geometry, which has generated a bit of controversy [7, 8, 45, 47] as mentioned in 2.4. As a reasonable
compromise, the following paragraphs present the most simple theoretical predictions on the Ic vs. kFL
question, derived from equation 2.5.
The evolution of the critical current as a function of doping, as predicted by Titov’s theory, can be
obtained by evaluating equation 2.5 at the phases φMax obtained from equation 2.9. The resulting curve is
plotted in figure 2.7, where Ic is shown in units of
e∆0
~
W
L and the Fermi energy in units of
~v
L .
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Figure 2.7: Theoretical prediction for the doping behavior of the critical current of a short, ballistic-graphene
Josephson junction after equation 2.5. In this calculation W = 10µm, L = 300 nm and ∆0 = 10µeV.
It can be appreciated from the curve that the critical current shows small periodic oscillations superim-
posed on a linear asymptotic behavior, which is given by
Ic =
1.22
pi
e∆0µW
~2v
. (2.10)
This linear dependence is approximately half of the expected value for an ideal ballistic junction [104, 105,
106]. This reduction, the authors argue, is due to the mismatch in Fermi wavelength at the NS interfaces.
As a guide to the eye, the asymptotes 2.10, as well as the limiting value for Ic at the Dirac point calculated
in equation 2.8, are shown in the figure as dashed lines.
As for the temperature dependence of the critical current, we once again resort to the results derived by
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Black-Schaffer via self consistent calculations [9]. Figure 2.8, reproduced here with kind permission by the
authors, shows the predictions for Ic vs. T for both, short and long junctions.
(a) (b)
Figure 2.8: Critical current Ic = I0 as a function of the reduced temperature T/Tc for µN/µS = 0 (black),
0.47 (green), and no FLM (red) for short (a) and long (b) junctions. Notice the graphs are presented in log
scale. Figures reproduced from the data published in [9] with permission from the authors.
The original plot for figure 2.8 in [9] features the DBdG data as well as the self consistent curves. It is
evident from this comparison that the self-consistent results predict an overall larger suppression of Ic than
the DBdG results, a difference that makes itself more evident as the temperature approaches Tc.
As a last remark, it is worth mentioning that Hagymasi et al [46] also present predictions for the tem-
perature dependence for Ic
9, their data being qualitatively similar to that obtained by Black-Schaffer, with
a different behavior in the T → Tc limit.
9In fact, they present data for both, temperature and length dependence of Ic.
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Chapter 3
Fabrication and Characterization of
Graphene-based Josephson Junctions
Proper attention to detail does not, in general, ensure success. . .
Lack of it, however, will certainly guarantee failure. . .
Dr. Julio J. Guimpel
Over the centuries, the powers that be decided that in order to be considered art, pieces must fit into one
of seven categories, namely architecture, sculpture, painting, music, dance, literature, and cinematography,
the last of which was only added to the list in the last century. Having dedicated most of my adult life to the
study of physics, I am admittedly ignorant in all matters artistic. Nevertheless, I believe sample fabrication
should be considered as a well deserved candidate to the aforementioned list. You see, the creation of a
sample, like the masterpieces in any other form of art, requires a certain craftsmanship, along with an
investment of patience and time. Like Da Vinci’s painting of the Mona Lisa, or Michelangelo’s sculpture of
the David, a good sample is not simply cast into existence, the way a mathematician enunciates a theorem1.
Hours are spent thinking, conceiving, drafting, and trial running a sample before it can be finally brought
to life. Besides, what is art if not something that brings joy to the hearts of those who witness it? Ask
any experimentalist, nothing warms the soul of one such individual like a good sample! Probably the sole
difference between good samples and Raphael’s La Belle Jardiniere lies in the fact that, after providing us
with good data, the sample will not be framed and hung from the walls of the Louvre, but abandoned in a
forgotten desiccator, while we continue our pursuit of scientific truth.
The feeling I meant to convey in these introductory sentences, perhaps a bit too dramatically2, is that
most of these PhD years were spent in producing those few samples that finally shed some light in the
studied phenomena. So, please, bear in mind all the blood, sweat and tears that went into these endeavors
as you read through this chapter.
1I always found it sort of pedantic of mathematicians when, like the God of the Christian faith, they simply bring something
into existence with the preamble Let there be xxx. . . .
2After all, this paragraph is the best place to be dramatic, wouldn’t you agree?
40
1 The substrate
Just as a thousand-mile voyage begins with a single step, a successful measurement begins with a properly
prepared sample. The first step in the fabrication of such a sample is, without a doubt, the preparation
of the substrate upon which everything else will rest. For our devices the substrate consisted of a highly
p-doped Si wafer, on top of which a 300 nm layer of SiO2 was thermally grown. The Si’s high doping was
required to enable the application of an electrostatic back gate, which in our samples was usually in the
±40 V range. The oxide layer played a double role: On the one hand, it served as an insulating barrier
between the device and the applied back gate voltage. On the other hand, the thickness of this layer was
not coincidental: It was chosen to maximize optical contrast of single layer graphite flakes under an optical
microscope3.
The wafers were coated in photoresist, and a dicing saw was used to obtain ≈ 1 × 1 cm2 chips. The
resist layer was then removed through sonication in acetone (ACE), followed by sonication in dichloroethane
(DCE), isopropanol (ISO) rinsing and N2 blow drying. It is worth mentioning that the chips were sonicated in
separate plastic chambers, so as to avoid scratches from forming during sonication. This was a hard-learned
lesson, with many devices ruined by leakage of the insulating layer.
As a final step, substrates were subject to an hour-long 400◦ C 1700/1900 sccm Ar/H2 cleaning procedure.
This recipe was originally developed [107] to clean resist residue from graphene samples, to improve STM
imaging. It was added as a cleaning step to ensure the thorough removal of both, any remaining traces of
resist, and of adsorbed water on the substrate’s surface4.
2 Graphene Deposition/Characterization
No innovations were introduced in the preparation of the graphene flakes, with all of our samples prepared
using the now traditional mechanical exfoliation method [3]. Graphenium5 flakes were cleaved onto pieces
of adhesive tape and thinned down by repeated exfoliation, until they showed increased transparency when
observed against a light source. Figure 3.1(a) shows a piece of scotch tape before and after the thinning
process. The highlighted areas mark the places where the process has been most successful.
The substrates, all traces of water gone from their surfaces during the cleaning process, were gently
deposited on top of the selected areas of graphite, and light pressure was applied by means of the tip of
3Perhaps the reader should spend a minute to consider the idea that visible light was being used to identify a one-atom-thick
layer of material. A feat that, over the years, never ceased to amaze me.
4As it will be mentioned in the next section, graphene deposition was performed immediately after this cleaning step, while
the samples were still hot from the oven.
5Like most researchers in the field, SPI’s Type I HOPG graphite was our first choice as a source of graphene. Eventually
it was replaced by Graphenium flakes, which rendered much bigger graphene pieces.
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round tweezers for ≈ 5 minutes. The tape was then slowly peeled off the substrate, revealing a myriad of
graphite pieces of assorted thickness, as illustrated in figure 3.1(b).
(a) (b)
Figure 3.1: (a) Scotch tape with graphenium flakes before (top) and after (bottom) the cleaving process.
Notice the higher transparency in the treated flake, which stands ready for deposition. (b) The deposition
technique leaves behind graphite flakes of assorted size and thickness. Somewhere within this constellation
of pieces, some single layer flakes hide.
These substrates were carefully hunted upon for possible graphene candidates under an optical micro-
scope. Those that showed promising pieces were then subjected to a second high temperature cleaning
procedure, this time aimed to eliminate all traces of the tape adhesive that remained on the surface, and
ensure no water interlayer laid between the substrate and the flakes6. Finally, atomic force microscopy
(AFM) was used to characterize the number of layers, and the exact dimensions of the graphene flakes.
Figure 3.2(a) shows the optical image of a typical single layer flake, with its corresponding AFM 2D image
displayed in figure 3.2(b).
It should be mentioned here that great effort was invested in the construction of a Raman spectroscopy
system which would, in theory, greatly reduce the thickness characterization time. Despite all our efforts, I
never managed to grow comfortable enough with this system, and all our samples made use of the original
AFM measurement technique for the thickness characterization.
An important caveat regarding these samples lies on the fact that the selected flakes are randomly placed
within the chip. To overcome this slight difficulty, an extra characterization step was required, namely
the mapping of the flake with respect to a known position of the chip, usually a corner. A painstakingly
tedious process, mapping involved the taking of up to 15 overlapping pictures, from the flake all the way
6This was another of those hard-learned lessons, since this water interlayer added to the apparent thickness of the flake
when observed in the AFM.
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(a) (b)
Figure 3.2: (a) Optical image of a single layer flake. This image has not been adjusted in any way to enhance
contrast, the color difference is the sole result of the SiO2 thickness. (b) 2D AFM micrograph of the flake
shown in (a). Step scans from images like this one were used to determine flake thickness.
to the selected landmark. Other flakes in the surface were then used as stitching references to paste all the
pictures together, creating a makeshift map from which the coordinates of the flake within the chip could
be extracted.
3 Contact Patterning and Deposition
3.1 E-Beam Lithography
Perhaps the most important process in nanofabrication, electron beam lithography (EBL) has become a
routine part of the experimental physicist’s work. This technique can easily produce ≈ 50nm features over
areas of ≈ 250× 250µm2, as well as rougher features over ≈ 1× 1 mm2 regions. Laser stages combined with
stitching and aligning software extend the fabrication capabilities over areas as large as a common 3−inch
Si wafer.
Like its predecessor, optical lithography (OL), EBL begins with the spin-coating of the substrate with a
thin layer of a sensitive resist. By sensitive, we mean that exposure of the resist to the action of an electron
beam, such as one generated in the column of an SEM, changes its chemical properties regarding the action
of a developer agent. Resists are divided into two main kinds, depending on the nature of the induced
chemical change, namely
• Positive Resists: In these resists, the area exposed to the action of the beam becomes soluble in the
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developer. This means that one draws the areas where, after development, the wafer will be exposed.
These resists are the usual choice for liftoff processes.
• Negative Resists: The complement to positive ones, the area exposed will be the only one where
the resist will remain after the action of the developer. In general, these resists are used when dealing
with etching steps.
Our samples used 950 A4 Polymethyl methacrylate (PMMA), a common positive resist. Spun at
4500 RPM for 45 sec and baked for 90 sec at 180◦C for curing, this resist yielded a ≈ 200 nm-thick layer,
perfect for our single liftoff step.
Although, as mentioned before, a modified SEM is generally the tool used to do the exposure step,
specialized systems are now commercially available, like MRL’s eLine Raith.
An important disadvantage of EBL when compared to OL, arises from the fact that the exposure must
be done in a point by point fashion, rather than the whole pattern at once. This means that large areas
might require long times to be patterned, hence the need to design the patterns cleverly.
3.2 E-Beam evaporation
Our samples made use of electron beam evaporation (EBE) for the metallization step. In this technique,
crucibles containing the metals to be deposited lie in a vacuum chamber evacuated to ≈ 10−9 mtorr, along
with the sample to be metallized. The metals are heated by means of a beam of electrons to their melting
point, and eventually evaporate.
Our contacts consisted of a 4/60/7 nm Ti/Al/Au trilayer. The Ti was used as a sticking layer, following
the trend set by earlier nanotube experiments. Al was our superconductor of choice, given its long coherence
length. The final Au layer served both as a protective capping layer, to help with oxidation problems, and
as a contacting layer for the In dots used for wiring.
The final step in fabrication was the removal of the resist and, along with it, the unwanted metal that
lay on top of it, a process commonly referred to as liftoff. In theory, this should prove to be a very simple
process, where simple immersion of the sample in ACE would render the finished device within minutes. At
this time, another quote comes to my mind:
In theory there is no difference between theory and experiment. . . In practice, however, there
is. . .
- Jan L. A. van de Snepscheut
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It turns out that big aspect ratio features, like long and narrow openings, usually have problems during liftoff,
especially if the metal layer is rather thick. Our samples had two of these features: A gap of ≈ 1.3 mm×25µm
in the inductor, and the actual junction, which could extend as much as ≈ 30µm × 250 nm. To aid in this
difficult process, my collaborator on the project and postdoctoral fellow with Dr. Van Harlingen, Dr. Moraru,
devised and machined an interesting jig, depicted in figure 3.3. The sample would be mounted on the device,
and then submerged upside down in a beaker of warm (≈ 60 ◦C) ACE, where it would be left to the action
of an ≈ 300 RPM stirrer for a period of an hour. After this procedure, the sample was retrieved7 and gently
squirted with ACE, ISO, and finally blown dry with N2. Not a single sample was lost to liftoff complications
after the introduction of this technique.
(a) (b)
Figure 3.3: Dr. Moraru’s inverted liftoff device. Coupled with gentle stirring in warm ACE, this little gizmo
eradicated sample loss due to liftoff problems. (a) Actual device, the sample was mounted on the square
recess, and fastened there by tightening of the screws on either side. (b) Device ready for operation, notice
the magnetic stirrer at the bottom of the glass beaker. The squares in the background are 1× 1 mm2, and
are intended as scale bars.
7Care should be placed in this step, to ensure the sample is continuously submerged in liquid. Failure to do so risks the
metal film irreversibly adhering to the substrate, ruining the sample.
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4 Some notes on sample design
Bienaventurados aquellos que se prestan a oir consejos,
pues sera´n sabios a costa de los errores ajenos. . . 8
Adage
The fabrication process described in the preceding paragraphs was distilled over many months of trial
and error of different ideas. Below is a list of procedures that, for one reason or another, were deemed useless
or even harmful. It is my hope that this effort will save future researchers precious time on their endeavors.
4.1 Graphene Flake Patterning
Flakes were originally patterned to a rectangular shape before the superconducting contacts were deposited.
This required an extra EBL step, followed by EBE of a ≈ 50 nm Au layer used as a hard mask. Oxygen
plasma etching of the exposed graphite, followed by chemical etching of the hard mask would then render the
patterned graphene9. As it turned out, this procedure was unnecessary, not to mention tedious considering
the added steps it required, and was eventually discarded.
4.2 Oxygen Plasma
It was argued at some point that exposure of the newly developed contacts to the action of a mild oxygen
plasma prior to metallization would ensure the removal of the last traces of PMMA, improving lead contact.
Eventually it was concluded that more harm than good was being done, with the plasma attacking the
graphene itself to the detriment of its transport qualities, and the idea was dropped.
4.3 Single EBL step
In my native spanish, there is an old saying that goes: Lo bueno, si breve, dos veces bueno. . . I believe the
english version would be something along the lines of: Less is more. . . It was with this philosophy in mind
that we decided to minimize the number of fabrication steps. This translated in a higher number of samples
being produced in a given period of time, as well as a reduced failure rate.
The number of fabrication steps was reduced from 5 resist depositions, 5 exposures (Both EBL and
OL), 5 metallizations, and chemical, plasma and ion etching steps, to a double exposure on a single layer
of PMMA, with a single metallization. The first writing would place the alignment marks that enable the
8Roughly translated, this means: Godspeed to those willing to take advice, for they shall become wise, from other people’s
mistakes. . .
9Despite its many complications, this process rendered beautiful rectangular pieces of graphene. That being said, the
interested reader should refer to [108] for a much simpler and successful approach to graphene patterning.
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fine location of the flake. The second and final step of lithography patterned the small contacts, the contact
patches, and the single loop inductor. This reduced the sample manufacture time from ≈ 1 month, to less
than a week, and sample loss to nearly zero.
4.4 In dots vs. wirebonder
It is very tempting to use a regular wirebonder to contact the samples. Once properly tuned, wirebonders
are quick, reproducible, and their contacts are small, which reduces both lithography time and the chances of
leakage. It is a common tool, for instance, for nanotube samples, which require a great number of contacts
in a small area. Unfortunately, nanotube samples are not bound to the 300 nm condition for the oxide
thickness, and we usually use up to ≈ 1µm SiO2 as an insulating layer. The wirebonders in the MRL facility
are too rough on the substrate, and usually lead to leakage. It was for this reason that In dots were used
to contact the samples, with an important reduction in the number of samples lost to leakage. A caveat for
this choice is that the contact pads should be much bigger, and spaced further apart from each other, to
allow for the user’s comparatively less steady hand.
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Chapter 4
Phase-Sensitive Measurements of
Graphene Based Josephson Junctions
It was the best of times, it was the worst of times. . . 1
A tale of two cities
Charles Dickens
As was mentioned in section 3.4, there exist many different phenomena that can contribute to the CPR of
a Josephson junction to deviate from the simple sinusoidal expression predicted for the original SIS junction.
In some cases this departure can be quite dramatic, like the triangular waves of figure 1.13, whereas in others
it can be a subtle detail, easy to oversee. That being said, one thing does hold true for all scenarios: The
measurement of these curves is not an easy task by any means, and has required an important amount of
creativity by researchers over the years. Conventional transport measurements, like those obtained from
common 2 or 4 probe current-voltage characteristics, cannot provide any information regarding the phase
difference across the junction2. It is necessary to incorporate the junction into a superconducting loop, a
configuration usually referred to as an rf SQUID (Superconducting Quantum Interference Device), in order
to obtain a controllable phase bias. In this scenario, the flux quantization condition in the superconducting
loop allows the determination of the phase difference across the junction by measuring the flux induced in
the loop. In this chapter, we analyze first the general behavior of a Josephson junction in an rf SQUID
configuration, followed by the details on how this behavior can be harnessed to deduce the junction’s CPR.
1 Josephson junctions in rf SQUIDS
As discussed in the introductory paragraph, a junction placed in a superconducting loop, like the one
schematized in figure 4.1, constitutes an rf SQUID, the starting point in the road to extract the junction’s
CPR. In the figure Ic is the critical current, Φext is an externally applied magnetic flux and L denotes the
1I strongly encourage the reader to find the whole opening paragraph of this wonderful book, which I do not fully transcribe
for obvious reasons of space, for it marvelously describes the ups and downs of experimental physics. Re-reading it so many
years after the first time, it makes me wonder if Dickens was writing it precisely for us.
2Indeed, from the equation for the AC Josephson effect it follows that, in the presence of a DC voltage bias, φ oscillates
with a frequency of 2e/h ≈ 483.6 THz/V, well beyond the realm of everyday 4−probe measurements.
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geometric inductance of the loop, a quantity that, as we shall see momentarily, plays a fundamental role in
determining the SQUID’s behavior.
Figure 4.1: An rf SQUID consists of a supercon-
ducting loop of inductance L where a Josephson
junction of critical current Ic has been inserted.
External magnetic flux Φext can be applied to the
loop.
The application of an external flux results in the in-
duction of a supercurrent, I, in the SQUID. Then, the
total flux threading the loop can be written as
Φind = Φext − IL. (4.1)
In general, the SQUID will be formed from a filament
of superconducting material which, in general, is much
thicker than the London penetration depth, λ. That be-
ing the case, none of the induced supercurrent will flow
through the center of said filament. If we then consider
a closed path through the center of the filament all the
way around the loop, the condition for the quantization
of the fluxoid becomes simply the quantization of flux,
i.e.
Φ = nΦ0 (4.2)
where Φ is the total magnetic flux threading the loop, Φ0 is the magnetic flux quanta and n is an integer.
Applying this result to our SQUID, we obtain
ΦJJ = Φext − IL+ nΦ0 (4.3)
where ΦJJ denotes the flux contribution due to the junction. If we now multiply both sides of equation 4.3
by 2pi/Φ0 we can derive the phase, φJJ , across the junction
φJJ = 2pi
Φext − IL
Φ0
+ 2pin. (4.4)
Let us now consider the case where no flux is trapped, i.e. n = 0. In this scenario, insertion of the
Josephson’s CPR from equation 1.25 into equation 4.4 returns
φJJ = 2pi
Φext − IcL sin(φJJ)
Φ0
= φext − βL sin(φJJ). (4.5)
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Equation 4.5 naturally introduces an important parameter, βL =
2piLIc
Φ0
, which is a measure of hysteresis
of an rf SQUID. In the βL < 1 regime, an rf SQUID is non-hysteretic, i.e. φJJ is a single-valued function of
φext as shown in figure 4.2(a). For βL > 1, where more than one value of φJJ corresponds to certain values
of φext, the SQUID is said to be hysteretic. The response of a hysteretic SQUID is depicted in figure 4.2(b).
(a) (b)
Figure 4.2: SQUID characteristics, φJJ vs. φExt, for (a) a nearly hysteretic rf SQUID, with βL = 1 and (b)
a hysteretic rf SQUID, with βL = 2.
It can be seen in the derivation of equation 4.5 that the parameter βL emerges naturally as a result
of mathematical manipulations. It is convenient, however, to consider a more graphic approach as to
how is it that βL functions as the limiting factor between hysteretic and non-hysteretic behaviors. For
mathematical simplicity3, we will consider the inverse of the curves shown in figures 4.2(a) and 4.2(b), which
are conveniently plotted in figures 4.3(a) and 4.3(b). Please note that I’ll conveniently drop the JJ subscript
from now on, in an attempt to clean up the equations.
We shall begin our derivation by considering the limiting behavior, βL → 1, and paying close attention
to the points φ = (2n+ 1)pi, where n is an integer. It is in these points that the curve will begin its retrace
into multivaluedness when entering the hysteretic regime. From the curve in figure 4.3(a) it can be seen that
the slope of the curve at these points goes to zero precisely at the limit βL → 1, i.e. its sign changes from
positive at βL < 1, to negative at βL > 1. With this in mind, let us calculate the value for this derivative,
∂ (φ+ βL sin(φ))
∂φ
|(2n+1)pi = 1 + βL cos(φ)|(2n+1)pi = 1− βL. (4.6)
It is clear from equation 4.6 that the sign of the derivative, and therefore the nature of the SQUID’s behavior,
3Said simplicity comes in this case from the fact that the proposed inverse functions, unlike the originals, are single valued.
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depends on βL being greater or smaller than 1. After many fruitless discussions, it was this simple derivation
that finally put the author at ease regarding the role of βL. It is my only hope it will also help the readers
grasp this seemingly confusing concept.
(a) (b)
Figure 4.3: Inverse curves to those shown in figure 4.2(a) and 4.2(b), i.e. (a) shows the case of βL = 1 while
(b) does so for βL = 2. As can be clearly seen from the curves, these are single-valued functions, which
makes the derivation of the βL condition much simpler.
2 Measurement method
2.1 A little bit of history
The direct measurement of the current phase relation is not a new problem, with over 30 years gone by since
the first measurements by Jackel, Buhrman and Webb [109] and Waldram and Lumley [110], who used a dc
technique, and those by Rifkin and Deaver [89] who implemented the rf technique proposed earlier by Silver
and Zimmerman [111].
In the dc technique, [109], an external magnetic flux is applied to the sample, and the induced magnetic
flux in an rf SQUID is then measured. A fitting procedure is used in the data analysis, which subtracts
the linear contribution to the flux from the loop inductance. Credit must be given where credit is due, and
so it must be mentioned that the technique used in this thesis is strongly based on this method, with the
difference that a current directly injected to the SQUID replaces the external magnetic field. Waldram et al
[110], on the other hand, use a feedback mode variation, where the external magnetic flux is compensated
by the flux induced in the rf SQUID loop by the Josephson bias current. A separate SQUID was used as a
null detector, and the CPR was then given by:
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I = I
(
2pi
ΦExt
Φ0
)
. (4.7)
where ΦExt is the externally applied magnetic flux, Φ0 the magnetic flux quanta and I the Josephson bias
current.
The rf technique mentioned on the first paragraph, on the other hand, couples the SQUID to a tank
LC-circuit excited by a combination of dc and rf signals, Idc and Irf respectively. The system is then subject
to an external magnetic field, and its dynamic inductance is recorded. The CPR can then be extracted from
this data by means of a mathematical transformation. The interested reader can find an extensive review of
this technique in [84].
2.2 Our circuit
Figure 4.4 shows a diagram of the circuit used in our current-phase experiment. This is perhaps the place
to bring to the reader’s attention the fact that this setup is the result of years of pioneering work by Dr.
Van Harlingen, wich the author has had the unique opportunity to benefit from.
Figure 4.4: Circuit diagram of the graphene junction’s CPR measurement setup. From left to right, the
components are: Current source, junction, inductor, pick up loop, and dc-SQUID.
Notice that the connection to the junction, typically referred to as junction arm, has its own geometric
inductance, l. When designing the samples, it is important to ensure that this inductance is small l  L.
When that condition is met, the superconducting phase drop across the inductor l is negligible, and it can
be argued that the phase drop across the inductor L is equal to that across the junction. A bias current I
applied to such a loop will divide into currents through the Josephson junction and the inductor according
to
I = IL + IJ(φ) =
Φ
L
+ CPR
(
2piΦ
Φ0
)
(4.8)
where Φ is the flux induced in the superconducting loop by the current I. The flux Φ can be monitored by a
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dc SQUID detector coupled to the inductor L via a mutual inductance M, a setup commonly referred to as
a flux transformer. By subtracting the linear contribution from the inductor from the measured I(Φ), the
CPR(Φ) can be extracted. The beauty of the technique lies in the fact that the phase, φ, is self-calibrating:
The SQUID voltage change due to a single flux quanta4 correspond to a phase shift of 2pi.
Our measurements used a commercial Quantum Design dc SQUID, its signal boosted by an Ithaco 1201
Low Noise Preamplifier monitored by a National Instruments data acquisition (DAQ) card. The current was
injected by a custom-made current source, controlled by one of the DC outputs of the DAQ card. For the
4−probe measurements, the setup was slightly modified: While the current was injected in identical fashion,
the DAQ-read preamplifier provided the voltage readings. National Instruments LabView was implemented
to automate all the measurement operations.
3 Sample Geometry
With the complete description of the measurement technique presented in the previous sections, it is now
possible to dedicate some effort to the description of the general features of our samples. Though the specific
details of every sample were unique, due to the random nature of the flake’s position within the chip, the
general features shared by every sample can be appreciated in the schematic shown in figure 4.5(a).
(a) (b)
Figure 4.5: Design of a typical sample. (a) General overview of the sample containing a CPR junction and
a 4-probe test device. Notice that this illustration conserves the scale, with the outline representing the
1× 1 cm2 Si chip. The contact pads can be used as 1 mm scale bars. (b) Detailed view of the junction area,
the orange polygon represents the graphene flake. In this case the junctions are 13µm× 280 nm.
4This voltage step is easily recognizable as the voltage period in the SQUID characteristics, see for example figure 5.5 or
figure 5.6.
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Though the sample illustrated in figure 4.5 contains both, 4−probe and CPR devices, it will be assumed
that the reader is familiar with the intricacies of 4-probe devices, and the following paragraphs will be
devoted solely to the description of the CPR device.
Current was injected via the two contact pads (1 × 1 mm2 squares) on the right, labeled CPR I+ and
CPR I− respectively, and traveled all the way to the junction through channels ≈ 50µm wide. Notice that
the length of these channels is of no consequence to the experiment, since the dc SQUID consists only of the
loop formed by the junction and the inductor.
In the vicinity of the flake these channels narrowed down to ≈ .5µm leads, which meandered to the flake
and formed the actual junction, as schematized in figure 4.5(b). This is actually quite a clever design, since
there is literally no geometric inductance l in the junction arm, given that the connection is literally the
width of the leads. After clearing the graphene the leads widened again and traveled a distance that would
range in the 2− 3 mm to a single loop inductor. Effort was spent in keeping this distance constant, for it is
the length of this connection that would change the final value of the inductance L seen by the circuit, and
with it the value of Ic that would make βL = 1.
The inductor consisted of a 1 × 1 mm2 planar washer with an LW ≈ 1.2 nH. A coupling coil, usually
referred to as a pick-up loop5, was glued atop this washer by means of VGE − 7031 varnish. The number
of turns in the coil was determined from the matching condition of the inductance of the planar washer flux
transformer and the inductance of the dc SQUID input coil LS = 1.9µH. The optimal inductance of the
coupling coil LC is then given by the geometric mean LC =
√
LWLS = 47 nH.
It is worth mentioning here an important aspect of the sample’s design regarding the presence of the
inductance loop: It functions as a low resistance shunt, an invaluable protection against electrostatic shocks.
This may not seem like such an important advantage, but anyone who has ever been involved in measurements
of similar samples6 will attest that this is probably the main source of sample loss, especially during the
summer, when the presence of air conditioning systems dries up the air, substantially increasing the likelihood
of electrostatic charge buildup.
5In our case, this loop was manufactured by winding 30 turns of Cu clad Nb wire around a 1 mm thick core, which was
then removed.
6This is especially true for nanotube or nanowire samples, like the ones produced in Mason and Bezryadin laboratories,
which have an extremely high mortality rate due to electrostatic shocking.
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4 Some notes on the experimental setup
Further, a dilution refrigerator is quite simple in
construction and easy to operate. . . 7
Experimental principles and methods below 1 K
O. V. Lounasmaa
After many failed attempts to measure the CPR of our junctions, many improvements, both in the
sample fabrication and the measurement setup were introduced. In the end, it was never clear what was
the deciding factor, since all the modifications were orchestrated simultaneously. That being said, I decided
that, just as the previous chapter contained a small list of things that should be avoided during sample
fabrication, this chapter should include some suggestions regarding the experimental setup.
4.1 Filtering
During the initial discussions regarding the experimental setup, it was decided that the Cu powder filters
originally included in the probe should be removed. This decision limited the system’s filtering to 10 KΩ
resistors at the bottom of the lines and commercial pi filters at their top. It was later brought to my attention
by Dr. Coskun that simple RC filters, conveniently placed in the cold end of the probe, were routinely used
in low noise measurements8. I must admit I was very skeptical about these filters at the time, but eventually
decided include them in the setup, mostly thinking that if nothing else, they could do no harm. I cannot
assure that they were the deciding factor in the success of our measurements, but they did seem to improve
somewhat the signal to noise ratio9.
4.2 Pb shielding
The dc SQUID used to monitor the magnetic flux in the loop is a very sensitive instrument. Though
necessary for our measurements, this also proved to be quite problematic, since the pick-up loop was ≈ 10 in
away from the actual SQUID casing, a distance where the cables connecting both devices could pick up all
sorts of spurious signals. In an effort to minimize this problem, the cable was threaded through a thin plastic
catheter10, and then sealed in Pb foil. At the operational temperatures of the dilution refrigerator, the foil
became superconducting, shielding the cables from any extra magnetic flux.
7This quote hangs above the dilution refrigerator’s control desk, in Dr. Van Harlingen’s laboratory, a cruel joke from a
previous user. I always wondered if the author of these words truly believed them.
8Also at Dr. Coskun’s suggestion, surface mount resistors (3.3 KΩ) and capacitors (10 nF), carefully mounted on a specially
designed Cu board, were used to minimize space.
9To this day, Dr. Mason, who was always rather enthusiastic about the idea, still smiles at me when the subject is brought
up.
10There will be more details about the reasons behind this operation in the next point.
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4.3 Single-connection pick-up loop
This is perhaps an addendum to section 4.2. The original design for the sample holder featured a couple
of Nb washers, which provided a superconducting connection of the cables from the dc SQUID to those
of the pick-up loop. This design was not capricious, since it allowed for the easy exchange of the pick-up
loop, which would deteriorate over time during glueing and removal, and facilitated its positioning over the
sample. Unfortunately, this also meant that the Pb shielding was broken before and after the washers.
The introduction of the RC filters mentioned in section 4.1 triggered the machining of a new sample
mount, and the opportunity was seized to eliminate the Nb washers in favor of the single line described in
the previous point. The idea behind the plastic catheter was to enable a slightly easier threading of the whole
pick-up loop all the way to the dc SQUID connection, in the case where the pick-up loop needed replacement.
Despite our efforts, this process remained extremely cumbersome, since it required the complete dismantling
of the SQUID casing, and replacement of the Pb washers used to insure a proper superconducting connection.
Nevertheless, the single shield coupled with the seamless pick-up loop allowed for a noticeable reduction in
the signal’s noise.
4.4 Po source use
It was already mentioned in the last paragraph of section 3 that the inductor loop functioned as a very
efficient shunt for the junction. As an extra protection against electrostatic buildup, small Po sources we
used as an anti-static agent. These little gadgets work by emitting small amounts of ionizing radiation,
and are extremely popular amongst AFM users, for they can have tremendous effect on image quality,
especially on insulating substrates. They made their way into sample fabrication during the AFM height-
characterization step11, but eventually were used during graphene deposition, as a way to prevent charge
puddles in the graphene/substrate interface, and throughout the sample wiring process, to reduce the chances
of sample-burning.
4.5 Shunted junctions
As was discussed earlier in this chapter, our junctions proved to have a much higher than expected quality,
evidenced by critical current values that exceeded the original predictions. This translated in the need to
perform the measurements at relatively high temperatures12 to uphold the βL < 1 condition required by
the measurement technique. There is, however, another approach commonly used to deal with high critical
11This was one of many invaluable suggestions from Dr. MacLaren, a true connoisseur in the subtleties of AFM imaging.
12Though still extremely cold, ≈ 850 mK is a ridiculously high temperature for a dilution refrigerator. In fact, this was the
subject of many a joke in the lab, during the long months of continuous measurement.
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current samples, namely shunting the junction with a superconducting channel. This shunt can be thought
of as a parallel inductance with the loop, and its effect is that of reducing the circuit’s inductance, and
therefore changing the value of βL for a given Ic. Unfortunately, this shunt has to be an integral part of the
sample, rather than an addendum to a working one. It also has the problem of reducing the signal in the
loop, thus making the measurement less sensitive.
A set of 4 samples were produced with superconducting shunts, unfortunately, none of them yielded
proper results. This failure could be the result of a number of reasons, perhaps the most important being
that the shunt’s inductance could have been too small for the actual critical current of these samples.
Regardless of these negative preliminary results13, it is highly recommended for future measurements to
consider the inclusion of such shunts to obtain data in the higher Ic regime.
13Suffice it to say that it took ≈ 3 years to produce a working sample with the original design. It would be simply pedantic
to assume that a mere 4 tries would yield a successful sample.
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Chapter 5
Results and Conclusions
Success is the product of everyday failure. . .
Dr. Abel C. Chialvo
For the better part of the last three years, the words quoted above1 were etched into my brain by my
father when, time and again, I called to report the latest in what at the time seemed like an endless succession
of failures. Short, simple, elegant, this quote is perhaps the most important lesson I learned in my entire
PhD. Through the years, the irony never escaped me, that I had to travel half the way across the world to
learn something from my own father. That being said, it is my only hope that you will also appreciate, and
perhaps even benefit from the wisdom in these words.
1 Results
These previous 60 pages have been nothing but a preamble of sorts, the introduction that paved the way to
the following paragraphs, where three years of hard work will be condensed into a mere 14 pages of results.
Although about 25 samples were measured2, most of them showed no measurable CPR signal, simply
becoming part of the learning curve that allowed us to refine both, sample fabrication and measurement
setup. That being said, the results shown in this chapter correspond to three different samples which, for
convenience, will be referred to from here on as samples A, B and C. The most general characteristics of
these samples are summarized in the table below:
Sample L [µm] W [nm] L [nH]
A 27 340 4.0
B 13 280 3.3
C 10 270 3.2
D 15 340 4.0
1Actually, what my father used to tell me was: El e´xito es el fruto del fracaso diario. . . I have taken the liberty of translating
them, to the best of my ability, for the sake of the general public.
2With close to 40 being manufactured, and scores more being lost during early stages of fabrication.
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It is worth mentioning that, though sample D exhibited similar behavior to that observed in the other
samples, it was damaged before any useful data could be formally recorded. SEM micrographs of samples
A, B and D are shown in figure 5.1.
(a) (b)
Figure 5.1: SEM micrographs of samples (a) A and D, and (b) B, the graphene flakes have been faux-colored
blue. As it can be appreciated in the image, the chip containing sample A was designed to produce two
CPR devices on a single graphene flake. The widest one is the one referred to as sample A, while the second
one, 15µm× 340 nm, constitutes sample D, the break that ruined it can be clearly seen in the picture. The
4−probe device located below the CPR junction in sample B was used as a testing device to determine Ic.
Despite the little contrast attained in the images, the reader should be able to discern the graphene flakes
onto which the junctions were patterned. In fact, close inspection of the flake in sample A (figure 5.1(a))
reveals that said flake was originally bigger3, parts of it having detached during the wet steps of the liftoff
process, a common problem with large flakes. The area between the contacts, however, remained in place,
anchored as it was by the metallic contacts.
It is worth mentioning that these SEM micrographs were taken after the samples were measured, hence
the evident cut in sample D. This was not coincidental, since it was feared that the electron beam from the
SEM might have detrimental effects on the quality of the samples [112, 113].
1.1 Sample Characterization
The measured samples showed an unexpectedly high critical current at base temperature, which translated
into the need to perform the measurements at temperatures closer to the sample’s Tc. Figure 5.2(a) shows
3The square shadow visible at an angle, is the residual effect of a previous SEM micrograph. That being said, a second
shadow, one which fits with the remaining piece of graphene flake, lays witness to the original dimensions of the graphite piece.
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the Ic vs. VG characteristics for a 4−probe device fabricated so as to be identical4 to sample B. As can
be seen from the curve, the critical currents of this sample reaches ≈ 2.25µA at the highest doping level.
Though an important sign of the high quality of these samples, these Ic values forced the measurements to
be performed in the ≈ 850 − 900 mK range, in order to insure the βL < 1 condition. Figure 5.2(b) shows
the equivalent curve, this time extracted from actual CPR curves at 850 mK. As will be discussed further
in the next section, these curves are presented as the final proof that the increased temperature succeeded
in maintaining Ic within the βL < 1 range.
(a) (b)
Figure 5.2: (a) Typical Ic vs. VG from a four probe device place, in this case, a 12.5µm× 280 nm junction.
The high Ic values observed justify the need to measure the samples at higher temperatures. (b) Typical
Ic vs. VG extracted from CPR curves from sample A at 850 mK. Notice in both figures the expected
linear behavior for Ic. The small deviations from linear behavior around the Dirac point can be argued as a
consequence of trapped charge islands in the interface between the graphene and the substrate [114, 35].
It can be appreciated from both curves that, within the experimental noise, Ic follows the expected
linear behavior with gate for |VG| > 15 V. The deviations from linear behavior observed around the Dirac
point (|VG| < 15 V) can be argued as a consequence of trapped charge islands in the interface between the
graphene and the substrate [114, 35]. In fact, proper attention to the data presented in the original paper
on superconductivity in graphene junctions [34] also shows an, albeit smaller, bump at the Dirac point.
As a last piece of data in the characterization of the samples, presented here for the sake of completeness
if nothing else, we include the evolution of Ic with temperature. The data, shown in figure 5.3, was extracted
from the CPR curves of sample B. The curve over the data is a fit to the BCS - Ambegoakar - Baratoff
4Though this is a rather bold statement, it is supported by strong foundations: The 4−probe device lies on the same
graphene flake as sample B, separated from it by a mere 5µm, it has the same dimensions and was patterned and contacted at
the same time.
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theory. Notice that a high doping, VG = −40 V, was used to maintain the highest Ic possible, in an effort
to minimize the effects of noise in the measurement5.
Figure 5.3: Typical Ic vs. T curve, in this case extracted from sample B at VG = −40 V. The curve is a fit
to the BCS - Ambegoakar - Baratoff theory. Given the few available points and the steep nature of the Ic
vs. T curve in the vicinity of Tc, only the predicted value of Tc ≈ 900 mK is worth extracting.
Unfortunately, though the expected reduction in critical current with temperature is clearly visible, not
much more information can be extracted from this data. The problem arises from the need to perform
the measurements so close to the junction’s critical temperature, Tc ≈ 900 mK, which not only leaves us
with only a handful of useful points to present, but also makes the fitting of the data an extremely dubious
procedure. The Ic(T) curve is extremely steep in this region, which means that while the determination of
the critical temperature is quite exact, the values obtained for the Ic(0) carry such big errors, that they are
not worth showing.
5In fact, as will be discussed in the next section, the supercurrent values go beyond the maximal value for βL < 1, i.e. the
data’s quality is compromised. That being said, since the curves used to establish these data points show no obvious traces of
hysteresis, we decided to present the graph nevertheless.
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1.2 Upholding the technique’s validity
The measurement setup described in section 2.2 has the disadvantage that, once the βL > 1 condition is
reached, the measured curves can no longer be trusted to extract proper values for the CPR or even the
critical current. Unfortunately, it is the magnitude of the critical current that modifies the value of βL,
creating a scenario akin to that of a dog chasing its own tail. In order to overcome this slight problem,
many samples featured a 4−probe device of similar dimensions, fabricated on the same flake as the junction.
Figure 5.4 shows a set of current-voltage characteristics for one such device, in this case 20µm × 280 nm.
These curves were taken at the dilution refrigerator’s base temperature (≈ 20,mK), and correspond to gate
voltages in the ±60 V range, taken in steps of 5 V.
Figure 5.4: Current-voltage characteristics extracted from a 4−probe device at base temperature, in this
case, the junction was 20µrmm × 280 nm. Notice how the resistance in the normal state changes as a
function of VG, as expected for the normal conduction of graphene. The apparent thickness of the curves is
the result of the many traces taken by the measurement program.
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It can be clearly appreciated from figure 5.4 that the critical current of some of our samples, at the
dilution fridge’s base temperature, reached values in the ≈ 200 nA range for the highest applied doping.
In fact, as seen in figure 5.2(a), the samples from which our results were obtained, showed even higher Ic,
reaching ≈ 2.5µA. As it turned out, these critical currents were quite large, at least compared to the original
expectations set for these samples [34]. The inductance in our samples was in the 3 − 4 nH range, which
translated in the need to keep the critical currents below the ≈ 100 nA limit in order to maintain our SQUID
below the onset of hysteretic behavior. In order to reduce our sample’s critical currents, measurements were
performed in the ≈ 850− 890 mK range. Figure 5.5 shows how the hysteretic nature of the raw curves was
successfully diminished with increasing temperature, until the βL < 1 regime was finally attained.
Figure 5.5: Hysteresis evolution with critical current. Notice how the hysteretic behavior of the SQUID
characteristics disappears as the critical current of the sample is decreased by means of T or VG. All the
data shown in this thesis was extracted from well behaved curves, like the one shown at the bottom of this
figure.
Once a set of temperatures was found where the hysteresis vanished for all doping values, proper ex-
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traction of the CPR could take place. Figure 5.6 shows the evolution with doping of a typical set SQUID
characteristics at 850 mK. The junction shown in this case is 13µm× 280 nm.
Figure 5.6: A typical set of raw curves as a function of applied gate voltage, in this case taken at 850 mK
for a 13µm× 280 nm junction. Notice how the curves are well behaved, showing no traces of hysteresis.
Notice that the jumps observed in the curves signal the entrance of a new magnetic flux quanta into the
SQUID. Hence, measuring the change in current that separates these jumps in these curves, IPeriod, allows
for the extraction of an accurate value of L according to
L =
Φ0
IPeriod
. (5.1)
Another important application for IPeriod is the estimation of the maximum critical current, IcMax , for
which the system remains in the non-hysteretic regime. Simply replacing equation 5.1 into the definition of
βL, equation 4.5, and asking for the condition βL = 1 yields
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IcMax =
IPeriod
2pi
. (5.2)
Applying equation 5.2 to the curves in figure 5.6, it can be estimated that IcMax ≈ 90 nA. Given that
the critical currents extracted from the CPR curves range from ≈ 30 nA to ≈ 90 nA, it can be ascertained
that the curves are in the non hysteretic regime.
1.3 Current Phase Relation
The first experimental curves for the CPR of a graphene based Josephson junction, in this case sample A at
T = 850 mK, are shown in figure 5.7, for a variety of doping values above the Dirac point.
Figure 5.7: Current phase relation from sample A at T = 850 mK, as extracted from raw curves like the
ones shown in figure 5.6. In this data −40 V < VG < −15 V (−40 V black, −15 V magenta), in jumps of
5 V, to reduce the number of curves and keep the graph clear. Notice the skewness present in all curves, and
how it becomes more pronounced as the doping is increased.
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The curves shown in figure 5.7 are extracted from raw data such as the one shown in figure 5.66, and
correspond to gate voltages in the −40 V to −15 V range, in jumps of 5 V. No higher voltages were applied
to any samples, for fear of breaking the SiO2 insulating layer and therefore ruining the sample. Judging by
the modulation observed in the critical current of these curves, and using the data from [34] to compare,
we can attest that these gating voltages push the samples from near the Dirac point to moderate dopings.
It is clear from this data that the skewness predicted by the ballistic theory7 is indeed present in the CPR
of these junctions. The values of φMax extracted from these curves range from 0.597pi at the Dirac point,
to 0.695pi at the highest doping value, (−40 V). Although a comparison between experiment and theory is
difficult for the values of φMax at arbitrary gate voltages, since we don’t have a clear translation from these
to doping levels8, a fair comparison can be made for the value at the Dirac point of our lowest temperature
(860 mK), which actually agrees quite nicely with the value predicted by the theory (0.627pi). A more
thorough discussion on this particular fit will be given shortly, where a closer analysis of the nature of the
CPR skewness is presented.
As a side note, notice that the data from graph 5.2(b) was extracted from the curves shown in figure
5.7. Despite the underlying linear trend for Ic, we do not observe the relatively minor oscillations predicted
by the theory, shown in figure 2.7. Sadly, we lack the sensitivity in VG needed to gather enough points to
make a strong statement on this issue9.
Regarding φMax, we do not observe the asymptotic behavior to φMax = 0.7079pi predicted by the
ballistic theory and shown in figure 2.3(b), encountering rather a linear functionality on VG. A more
accurate discussion on this topic will be presented later on this chapter, where our experimental data will
be compared to the theoretical findings of [46].
Another relevant question is that of the effects of the carrier nature on the CPR. Figures 5.8(a) and
5.8(b) show a set of curves for equivalent doping values above and below the Dirac point respectively. These
curves were extracted from sample A at T = 850 mK, though the same behavior is observed throughout all
temperatures below Tc in all three studied samples.
It is clear from these curves that transport via electrons or holes makes no difference in the overall
behavior of the CPR of these junctions. This was certainly expected from the theory, which predicted no
differences to originate there.
6As explained in section 2.2, the CPR curve is obtained by subtracting the linear dependence of the inductor, and rescaling
the periodicity in SQUID voltage to 2pi.
7Presented here with the caveat that, given the length of the sample and the mean free path estimated for it, the sample
does not fall in the ballistic regime.
8The expression provided by [43], equation 1.14, only works for high values of VG, given our limited range, this expression
does not shed much light into this problem.
9In fact, proper 4−probe I-V characteristics are much better fitted to study the behavior of Ic(VG), this not being the main
focus of this thesis.
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(a) (b)
Figure 5.8: Bipolar nature of the CPR, as evidenced in sample B at 850 mK. (a) I(φ) vs. 40 V > VG > 15 V,
in jumps of 5 V. (b) I(φ) vs. −15 V > VG > −40 V, in jumps of 5 V. Observe the overall parity of the
effect of doping on the CPR with the nature of the carriers, akin to the bipolar nature of the supercurrent
reported in [34].
Unlike the previous discussion on carrier nature, the effect of temperature on the CPR is a much more
awaited result from these experiments. In fact, these experiments served as the inspiration for Black-Schaffer
et al, [9], and Hagymasi et al, [46], papers on the subject. The temperature dependence of the CPR is
presented in figure 5.9, where a set of curves corresponding to sample A subject to a constant gating value
of VG = −40 V10, is shown. In the figure T = 850 mK (blue), T = 870 mK (green), T = 880 mK (red) and
T = 890 mK (black).
Besides the obvious effect on Ic, temperature seems to have the inverse effect as doping, diminishing the
curves’ skewness as the temperature grows larger. This trend follows the one observed by the self-consistent
simulations performed by Dr. Black-Shaffer, were shown and discussed at the end of section 3.1.
Though the qualitative aspects of the trend, namely the reduction of φMax with increasing T
11, coincide
with those predicted by [9], the quantitative analysis shows two important differences. First, the self-
consistent results predict a very early start for the decrease in φMax, which begins with the onset of non-
zero T, and reaches a plateau around T/Tc ≈ 0.5. Our results, on the other hand, were obtained at much
higher T/Tc ratios, and still show evident changes in the position of the CPR’s maxima. Another important
difference is the extent to which φMax is diminished with temperature. Black-Schaffer’s calculations suggest
negative values of skewness for high enough temperatures, which are never observed in the experiment.
So far, we have established that the qualitative aspects of the experimental data seem to coincide with
10Once again, the highest available doping is used here to insure the largest attainable Ic and, therefore, the best possible
signal to noise ratio.
11A return to a sinusoidal CPR so to speak.
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Figure 5.9: The effect of temperature on the CPR. The curves here correspond to sample A, with a constant
gate voltage of VG = −40 V at T = 850 mK (blue), T = 870 mK (green), T = 880 mK (red) and T = 890 mK
(black). Notice how the increase in temperature translates into a reduction in skewness, as expected by the
self-consistent calculations.
the predictions from the ballistic theory: The departure of the CPR from the traditional sinusoidal behavior
of SNS junctions; the predicted dependence of this departure on doping; the parity of the CPR with carrier
nature and the effects of temperature. A more quantitative comparison, unfortunately, is not as forgiving,
and understandably so, since the theory used provides us with mathematical expressions for the CPR of a
ballistic junction held at absolute zero, whereas our system is not ballistic and was studied in close proximity
to Tc. That being said, we unfortunately do not possess another theoretical frame to compare to, since the
diffusive junction theory allows no input on the effect on doping, which has obvious repercussion on the
CPR shape.
With this preamble as a caveat, figure 5.10 shows a least squares fit of the experimental CPR data to the
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expression in equation 2.7, for three different scenarios: The lowest available temperature (T = 860 mK) at
the Dirac point, the same temperature at a higher doping level, and a higher temperature (T = 880 mK) at
the Dirac point. It can be seen from the figure that the predictions from the ballistic theory are in agreement
for the first case, while they show important deviations for the other two cases.
Figure 5.10: Comparison between ballistic theory and experiment, the points are the experimental data
extracted from sample B, and the curves are a least squares fit to expression 2.7. Notice the strong agreement
between the experimental data and the theory curve for th elowest temperature at the Dirac Point (T =
860 mK, VG = −15 V) (Black). Changes in the temperature (T = 880 mK, VG = −15 V) (Blue) or doping
level (T = 860 mK, VG = −35 V) (Red) strongly increase the disparity between the fit and the data.
As for the fitting of curves for other doping levels, the task presented a series of problems that prevented
us from a successful implementation. On the one hand, we lack a proper estimation for the values of µ for
any given curve12, which translates into the need to consider the doping level as another free parameter in
the fitting process. After a simple inspection of equations 2.3 and 2.5, it is clear that this new parameter
12Unfortunately, the expression from equation 2.6 is not suitable for the analysis of our results, since it is intended for VG
values far from the Dirac Point, leaving us with only a handful of usable data points.
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would enter the mathematical expression to be fitted in not-trivial ways, rendering the fit not only difficult,
but also untrustworthy13. The fact that expression 2.5 is given by an infinite series constitutes another
problem. Assuming that the previous arguments could be ignored, the fact still remains that this expression
is not simple enough for commercial software, such as Origin, to undertake. The only solution would be to
resort to extensive programming, tailored specifically to the problem at hand. Unfortunately, the author’s
knowledge of numerical calculation programming proves to be insufficient to confront such a task. Finally,
there is the important issue of the finite temperature at which the data was gathered. Even though a
variation of equation 2.5 which takes into consideration the effect of temperature was recently introduced
by Black-Schaffer in [9], temperature effects add yet another layer of complication to an already difficult
problem. It is as a result of all these considerations that we have been unable to present a more complete
study of the applicability of the theory to the experimental data.
The final result extracted from the data, is presented in figure 5.11, where we plot the skewness as a
function of critical current for sample B, regardless of doping level or temperature. The linear fit superim-
posed over the data serves as a guide to the eye. Notice that the included data features points from curves
below and above the hysteresis limit βL = 1, on the basis that the raw curves used to extract the points
showed no visible signs of hysteresis.
The linear trend observed in figure 5.11 was not predicted by the original publications of Titov [7] and
Black-Schaffer [8, 9], and at the time the data was analysed, consisted of the most puzzling piece of data
yielded by our samples. In their paper, [46], Hagymasi et al manage to reproduce this linear behavior as
the onset, at low critical currents, of a more complex functionality. It is worth mentioning that the slope
calculated by Hagymasi does not coincide with ours. This difference, the authors argue, is to be expected
due to its dependence on the value of the chemical potential, and the fact that our samples lie in the diffusive
junction limit, which makes quantitative agreement with their ballistic theory a long stretch.
As a concluding remark, it is worth dedicating a few words to the reasons behind the choice of the ballistic
theory over the diffusive junction one14. Perhaps the most important factor to consider is that the existing
theories for diffusive junctions that predict a skewed CPR, [44, 106], apply to constrictions or quasi−1D
junctions, i.e. L  W, the exact opposite of our junctions. That being said, the predicted CPR from the
diffusive junction theory also shows a strong de-skewing effect with temperature, which renders the CPR
completely sinusoidal by T/Tc ≈ .9, where our curves still evidence skewed behavior. Finally, the overall
shape of the curve is markedly different, exhibiting rounder features that do not fit to our curves, despite
13Although I have not explicitly presented the whole uncertainty propagation calculations, a textbook exercise in masochism,
if you ask me, it is quite obvious from equation 2.5 that the errors introduced by µ strongly affect the final CPR.
14As a side note, Heikkila¨ et al mention in [44] that the expressions for the CPR in the short-junction regime match those
from the Kulik-Omelyanchuk (KO-1) theory [106].
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Figure 5.11: Skewness vs. Ic, extracted from a variety of CPR curves at different doping values and
temperatures. Here different colors represent different VG values in the −40 to 40 V in jumps of 5 V, while
the different symbols represent varying temperatures according to: 850 mK (), 860 mK (•), 870 mK ()
and 880 mK (N).
the extra degree of freedom added by the doping level, which is not included in the theory.
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2 Conclusions
A conclusion is the place where you got tired of thinking. . .
Harold Fricklestein
We have successfully produced fully-functional, high-quality graphene-based Josephson junctions, both,
in 4-probe configuration, and as part of an rf SQUID. The incorporation of these junctions into an rf SQUID
geometry allowed for the determination of their current phase relation, and the study of the effects of
temperature, doping level and carrier nature on the CPR. Despite the diffusive nature of our samples, the
produced curves were compared to those modelled after the ballistic theory, managing to qualitatively verify
many of its predictions, including:
1. Non-Sinusoidal CPR: As predicted by the theory, the CPR of graphene-based Josephson junctions
departs from the simple sinusoidal expression from equation 1.25 by shifting their maxima to values
higher than the pi/2. The magnitude of this shift shows a strong dependence on the doping level and
temperature the sample is subject to15.
2. Carrier nature symmetry: As predicted by the theory, the shape of the CPR proved to be inde-
pendent of the nature of the carriers, with electrons and holes producing the same departure from
sinusoidal behavior.
3. Doping level effects: It was established that changes in the doping level of the graphene in the
junctions have important effects on the shape of the CPR.
4. Temperature effects: The effect of temperature as a de-skewing factor on the CPR was introduced
as an addendum to the theory [9] in light of our reported measurements.
5. S vs. Ic linearity: By plotting the skewness as a function of the critical current, it was established
that it is this that characterizes the junction, rather that the independent effects of temperature and
doping level. This results propted Hagymasi et al [46] to pursue the matter theoretically, arriving to
similar results, though encountering a different value for the slope of the S(Ic) curve.
In the short months following the uploading of our results to the ArXiv, two theoretical publications,
namely [9, 46], followed up on them, partially explaining the trends observed, which serves as evidence for
the relevance of the work presented in this thesis. The following section concludes this chapter with some
possible routes for future work, both in the main area of this thesis, as well as other side-projects, spawned
from the techniques developed in the process of obtaining the data.
15In fact, it was later determined that it is the value of the critical current that controls the skewness, the effects of doping
and temperature translating into changes in skewness via their effects on Ic.
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3 Future Work
It is usually the case that the techniques developed during the years spent in a PhD spawn a plethora of
ideas16 that, at their time of birth, are postponed until that joyous day in which the main project finally
yields results. This thesis is no exception, perhaps a fact to be expected, given graphene’s current popularity
in the scientific community.
While one of these projects developed into a publication, [64], which is expanded in this thesis’ appendix,
many others were not as lucky. A list is included below, featuring the most interesting of these unfinished
projects. As a caveat to the reader, notice that the feasibility of these projects is not evaluated, and though
some might seem simple, appearances can be deceiving and the devil lies in the details carefully omitted in
such vague descriptions.
3.1 CPR on nanotube-based junctions
With most of the kinks in the measurement setup properly ironed out17 the question naturally arises: Could
the same experiment be conducted replacing the graphene by a single-wall nanotube as the junction’s weak
link? It is indeed very tempting to repeat the experiment with such a junction, and see what new physics
can be observed, but I’ll let someone else go ahead with that one: I sincerely wish them the best of luck!
3.2 Shunted junctions
As was already mentioned in section 4.5, the idea still remains of refining the CPR measurements on shunted
junctions, where a superconducting filament of appropriate self-inductance would be used to increase the
value of IcMax , allowing for the improvement of the signal to noise ratio. This is no small feat to accomplish,
since the inductance has to be correctly chosen for the expected critical current, and cannot be changed
once the sample has been fabricated. Proper control on the junction’s Ic has to be attained before such a
project can be successfully undertaken.
3.3 Superconducting dots on graphene
Over the course of her PhD, fellow labmate Serena Eley developed a recipes for the deposition of periodic
arrays of submicron islands of Nb on a variety of substrates. This technique invites one to entertain the
16Granted, ideas of varying feasibility, but ideas nevertheless. Caveat emptor, let the buyer beware!
17I must admit this is a gigantic overstatement, given the difference in the supercurrent expected for a nanotube sample,
compared to that of a graphene one. But then again, the setup is now much better suited for the task than it was before this
work took place.
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idea of taking Bouchiat’s experiment [49] to the next level, and tackle the problem of Feigel’man’s original
sample design [48].
At the time of writing this thesis, efforts are being conducted to manufacture and measure such samples,
where two geometrically-identical 4−probe devices are patterned in series, sharing a single current injec-
tor. One device would bear the superconducting islands, while the second one, the control, would not. By
comparing the transport characteristics of both devices, the actual effect of the periodic array of supercon-
ducting islands could be evaluated. Unlike the samples from [49], both island size and array spacing are
fully controllable, their effects easily monitored with a few cleverly designed samples. In the end, the hope
of the experiment is to obtain tunable superconductivity, where the critical temperature of the sample can
be controlled via gate voltage.
3.4 Truly ballistic graphene junctions
Another project inspired by the patterning recipes developed by Serena Eley is that of a truly ballistic
Josephson junction. It was mentioned in section 2.4 that Du et al [43] presented evidence suggesting that
all junctions longer than ≈ 30 nm (L > le)18 are diffusive rather than ballistic. With this idea in mind,
preliminary samples for junctions with (L ≈ le) are being manufactured, at the time of writing this thesis.
3.5 Graphene growth/transfer
Two different approaches to mass production of graphene have been recently added to the laboratory’s
arsenal, namely CVD growth on Cu films and epitaxial growth on SiC wafers. The graphene grown by
either method has two important advantages over the one obtained via mechanical exfoliation, namely
1. Arbitrary size: Within the obvious limits of the substrate on which it is grown, the flake’s dimensions
can be arbitrary large. Moreover, the shape of the flake can be engineered via plasma etching, prior
to transfer.
2. Positioning control: Since the position of the transferred flake can be controlled, the need to hunt
for flakes, and the consequent requirement for the contrast-enhancing 300 nm SiO2 layer are removed.
This opens up the realm for previously unavailable substrates.
When properly considered, these advantages allow for the fabrication of a wide variety of interesting samples,
two of which are presented below.
18Which basically translates into every single junction manufactured to date.
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Freestanding graphene
Freestanding graphene produced up to date has only spanned lengths of a few microns, due to the problem
of sagging, the trenches being only 300 nm deep. With transferred graphene, the depth of the underlying
SiO2, as well as the length of the stripe can be greatly enlarged.
Extending the idea further, the bottom part of the trench can now be completely eliminated19. Consider,
for instance, the Si slits manufactured by Aref et al [115]. These make the perfect substrate for TEM-
compatible samples, where e-beam modification combined with in situ transport measurements can produce
interesting phenomena.
Crossed ribbons
The transfer mechanism offers the unique opportunity to engineer the interface between the first and second
layers of graphene [116]. Consider the following scenario: A first transfer deposits a series of long, thin,
parallel lines of graphene. Another transfer deposits a second set of stripes, these ones placed at slowly
increasing angles with respect to the first ones, such that in the interface between the first and second layer,
the honeycomb lattices from the first and second layers lie at different angles. This device can then be
contacted with 4 leads, one at the end of each stripe, and transport in the interface can be studied, for
example, by applying current in one leg, and measuring the drag-induced voltage on the other.
19This has its advantages and disadvantages: No need for wet processing to etch away the SiO2 layer, which vastly improves
the fabrication yield vs. the problem of applying a back gate to the freestanding flake, in the complete absence of a backing
substrate.
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Appendix
Mechanical properties of graphene on
a corrugated elastic substrate
Common sense is not very common. . .
Voltaire
It is common knowledge amongst experimental scientists1 that a good fraction of the time devoted to
performing scientific research is simply wasted waiting for the equipment to overcome some kind of failure.
A common approach against this forced idleness is to pursue several side-projects, not necessarily related to
one another2 in the hopes that there will be always something to do when advances on the main project are
momentarily impossible. This has the added benefit of diversifying your scope, and increasing the chances
producing useful results. This appendix is precisely the offspring of one of those side-projects, in this case,
one where the mechanical properties of graphene on grooved elastic substrates was probed by means of AFM
microscopy.
I must admit that, when originally presented with the idea of writing this chapter, I was strongly opposed.
This project, though successful and worthy of mention, has absolutely nothing to do with the main project
of my PhD, being their only common ground the fact that both study graphene3. I was then suggested to
include it, not as a proper chapter, but as an appendix. Curious by nature, I decided to look up the word
appendix in the dictionary and, selecting the most fitting one to the current purpose, came across something
along the lines of:
appendix (U-pe˘n’d˘ıks) n. pl. appendixes or appendices (-d˘ı-se¯z’) Any literary matter added
to a book, but not necessarily essential to its completeness, and thus distinguished from supple-
ment, which is intended to supply deficiencies and correct inaccuracies.
This definition put my mind at ease, and after considering the countless hours devoted to the measurement
and analysis of the data, and the fact that, against all odds, the material was deemed worthy of publication
in a scientific journal [64]4, I found myself without any valid excuses.
1Unfortunately, this ailment is not exclusive of physics, affecting experimental researchers in all areas of science.
2In fact, the more diverse, the better, as this diminishes the chances of a single equipment failure ruining many projects.
3Quite a small common ground, if you ask me, considering it is simply a one-atom-thick sheet of material.
4In fact, this chapter closely follows the writings of this publication, writings to which I contributed in no small manner.
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A.1 Introduction
The exceptional mechanical properties of graphene have made it attractive for nano-mechanical devices and
functional composite materials [117]. Two key aspects of graphene’s mechanical behavior are its elastic and
adhesive properties. These are generally determined in separate experiments, and it is typically difficult to
extract parameters for adhesion. To mention a few examples, the elastic properties of graphene have previ-
ously been measured using nano-indentation [62] and pressurization [63] techniques, yielding an exceptionally
high, (∼ 1 TPa) Young’s modulus, E. As for adhesion experiments, graphene’s van der Waals adhesion to
surfaces has been theoretically approached by [65], and its local adhesion to nanoparticles has been studied
in [66]. Substrate interactions due to surface adhesion have been shown to highly modify graphene’s doping
[67, 35] and carrier mobility. Adhesion to sidewalls in suspended graphene has been shown to introduce
strain and modify mechanical behavior [68, 69].
The work presented in this chapter is centered around a new technique for studying both the elastic and
adhesive properties of few-layer graphene (FLG) by placing it on deformable, micro-corrugated substrates.
By measuring deformations of the composite graphene-substrate structures, and developing a related linear
elasticity theory, results can be extracted on graphene’s bending rigidity, adhesion, critical stress for interlayer
sliding and sample-dependent tension. As will be demonstrated later, the FLG can fully adhere to the
patterned substrate, with thicker samples flattening the corrugated substrate more than thinner ones. A
linear elasticity theory to model the flattening and adhesion as a function of layer thickness was developed
by Dr. Weaver, Dr. Goldbart and D. Z. Rocklin, allowing for estimates of various fundamental and sample-
dependent properties of the system to be extracted. These results are relevant to graphene-based mechanical
and electronic devices, and its use in composite [117], flexible [118], and strain-engineered [119] materials.
A.2 Sample fabrication
Already a popular material in microfabrication, from flexible circuits [REF] to microfluidics [REF], poly-
dimethylsiloxane (PDMS) proved a perfect candidate for our substrates. Easily mixed in minutes, after
pour-molding it into the desired shape, it cures into a rubbery substance overnight at room temperature or
in a couple of hours in an ≈ 75◦C oven. The elastic properties can be tailored by experimenting with differ-
ent ratios of elastomer base to hardener. The substrates consisted of ≈ 3 mm−thick layers of PDMS casted
onto the exposed surface of a writable compact disc5, and then gently peeled off. This process rendered
approximately sine-wave corrugations on the PDMS, with a wavelength of 1.5µm and a depth of 200 nm, as
5By exposed surface it is meant the surface obtained by removing the thin Al coating from a CDR, which consists of a
grooved plastic surface.
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can be appreciated in the 3D AFM micrograph shown in A.1(a).
(a) (b)
Figure A.1: (a) AFM 3D topographic image of FLG on corrugated PDMS. The color contrast is due to a
superposition of AFM height and phase data. (b) Illustration of FLG-PDMS interaction. Notice how, after
deposition, the FLG adheres to and deforms the PDMS corrugations, as depicted by the dashed lines.
Though PDMS provided a radically different substrate, graphene deposition and characterization up to
AFM imaging, which will be addressed later, followed identical steps as the ones described in section 2. It
is worth mentioning, however, that the candidate selection process became much harder in these substrates,
which lack any kind of contrast-enhancement. In fact, graphene flakes exhibited no color whatsoever, the
difference between single and FLG flakes was simply given away as slight differences in their shades of gray.
Figure A.1(a) shows the 3D rendering of a topographic image of FLG on PDMS. The corresponding
phase information has been superimposed as false-color for further contrast. It is clear from this image that
the graphene can conform to the corrugations, as illustrated in figure A.1(b).
A.3 Measurement details
As will be discussed shortly, a theoretical model was developed to understand the experimental results. As
it turned out, this model required the determination of three different quantities, namely:
1. FLG thickness: The model was designed to describe the evolution of the different behaviors as a
function of the number of layers in the FLG, hence the need to properly establish the thickness of the
individual flakes.
2. FLG-PDMS adhesion: The phase data collected by the AFM presents a unique opportunity to
investigate the adhesive forces that exist in the FLG-PDMS interface.
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3. FLG-PDMS height profile: The ability to conform to the grooved substrate returned information
on the competition between the adhesive forces and the flake’s rigidity.
In the following paragraphs, each of these different aspects of the measurement is addressed independently.
FLG Thickness
The elastic nature of the substrate rendered the FLG thickness determination an unexpectedly difficult task.
As it turned out, adhesive forces caused the FLG to press against the substrate to the point where the FLG
was partially buried in the PDMS, preventing the use of typical step-height thickness measurements. To
circumvent these difficulties, a new technique to measure thickness was developed by S. Scharfenberg. The
AFM was set to contact mode, and the scanning tip was rastered in such a way that it caught the edge of
the FLG and forced a small piece to fold over on itself. This fold constituted a clean FLG-FLG interface,
where the step height could measured to determine the FLG thickness. An example of an AFM-folded FLG
is shown in figure A.2(a). Notice that a given flake could be folded at multiple locations to increase accuracy,
typically in the ±1 layer range. Nevertheless, given the destructive nature of the method, FLG-folding had
to be undertaken once all other measurements were completed6.
(a) (b)
Figure A.2: (a) Micrograph of FLG folded by AFM tip. FLG-FLG edges are used for thickness measure-
ments. Dashed arrow points to fold and shows direction in which AFM tip was dragged. (b) AFM phase
images of FLG on PDMS. Main figure: 2−layer graphene (lower left section of FLG) showing homogeneous
phase, indicating uniform adhesion over plateaus and valleys. Adhesion is only lost at the corrugation edges,
evident as bright and dark lines. Inset: 13−layer graphene showing inhomogeneous phase and adhesion;
bubble-like structure indicates where adhesion changes.
It is worth mentioning that the use of Raman spectroscopy to determine thickness was briefly considered
6This is perhaps the main drawback of this technique, as a failed attempt at folding the flake might render all previous
measurements useless.
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and quickly discarded. The experiment required samples of a variety of thicknesses on a completely new
substrate7, which translated in the need to completely recalibrate the Raman system. Such a process would,
in any case, require AFM corroboration, not to mention an amount of work comparable to resorting to AFM
characterization to begin with.
FLG-PDMS adhesion
The degree of adhesion between the FLG and PDMS was obtained by measuring the phase of the oscillation
of the AFM cantilever. This phase is determined by the electrostatic properties of the surface; in other
words, sections having the same adhesion have common electrostatic properties and thus a common phase.
The main image of figure A.2(b) shows a two-dimensional phase map for 2−layer FLG, in which the phase is
uniform across the sample except at the corrugation edges, where it can be seen that adhesion is lost. This
data demonstrates the near-conformal adhesion between the FLG and the PDMS, and is consistent with
previous work on graphene placed over shallower depressions [69]. Closer inspection of the AFM height data
similarly indicates that the FLG adheres to the corrugations of the PDMS, as evidenced in figure A.3(a).
In contrast, the inset to figure A.2(b) shows the phase data for a 13−layer FLG flake, where bubble-like
structure appears across the sample, showing that the phase is not uniform and hence that the FLG does
not adhere well to the PDMS. In general, it was found that samples having fewer than ≈ 11 layers showed
full adhesion, whereas thicker samples did not fully adhere. The adhesive properties seemed to depend only
on sample thickness, independently of its lateral dimensions or aspect ratio.
FLG-PDMS height profile
Perhaps the most remarkable aspect of the FLG-PDMS system is that interplay between the rigidity of
the graphene and the shear modulus of the PDMS caused the FLG to become corrugated and the PDMS
to be flattened. Figures A.3(a) and (b) show height micrographs and cross section measurements for 8−
and 13−layer FLG on PDMS respectively. It is clear from figure A.3(a) that the FLG maintains the basic
shape of the PDMS corrugations, but pulls the corrugations up in the valleys and pushes them down on the
plateaus. In contrast, figure A.3(b) shows that 13−layer FLG simply sits atop the PDMS; while the FLG
likely strongly compresses the PDMS, the amount of flattening is difficult to determine because of the lack
of adhesion.
7Given the usual requirements of the Raman spectroscopy system, it is calibrated for 1−3 layers on 300 nm SiO2 substrates.
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(a) (b)
Figure A.3: Image (top) and height measurements (bottom) for (a) ≈ 8−layer and (b) ≈ 13−layer graphene.
Red lines show location of scans over graphene, corresponding to red height curves. Blue lines show scans of
surrounding PDMS substrate. Scans over PDMS alone are taken far from FLG, to ensure a baseline height
not affected by FLG. Note the scale difference between vertical and horizontal axes in height vs. distance
curves.
A.4 Theoretical model
In order to make sense of the measurements, Dr. Weaver, Dr. Goldbart and D. Z. Rocklin developed a
linear elasticity theory that models the effect of stress at the interface between the relatively flat FLG8 and
the corrugated PDMS. From now on, it will be assumed that x is the direction perpendicular to the grooves
and y the one parallel to them, leaving z perpendicular to the substrate plane. With this convention, lets
consider an undeformed PDMS substrate with a corrugated surface described by
h(x) = H cos kx (A.1)
where h(x) describes a sinusoidal deformation of amplitude H of the plane in the zˆ direction. Note that
equation A.1 allows treatment of any other height profile by means of a simple Fourier expansion. As will
be discussed momentarily, graphene adheres to and flattens this surface, reducing the corrugation amplitude
from H to H-∆H. Thin plate theory [120] states that the normal stress required to deform the graphene in
8In this framework, the nanometer-scale intrinsic ripples characteristic of graphene will be ignored.
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this way is given by
M∇4(H −∆H) cos kx = S cos kx, (A.2)
where M is the flexural, or bending rigidity of the FLG and S ≡ Mk4(H−∆H).
An equal and opposite stress acts on the PDMS substrate, and now the question arises on the nature of the
PDMS’ response to this stress. PDMS is regarded as a semi-infinite, isotropic, incompressible medium, and
its distortions are described by means of a displacement field ~u(x, z)9. At the linear level, incompressibility
implies divergence-free displacements, i.e. ~∇ · ~u = 0. The displacement ~u obeys the condition of mechanical
equilibrium, namely
µ∇2~u = ~∇p, (A.3)
here p is the pressure field, introduced to implement incompressibility, which requires that ∇2p = 0. In
determining ~u, the appropriate boundary condition involves specifying the normal component of the stress,
which amounts to the condition (summing over repeated indices)
µni (∂iuj (~r) + ∂jui (~r))− nj p (~r) = fj (~r) , (A.4)
where ~f(~r) is the external force acting on the PDMS at its surface and ~n(~r) is the unit normal vector pointing
outward from the PDMS surface. The force exerted by the graphene on the PDMS can be considered to
have a simple sinusoidal form
(fx, fz) = (0,−S cos kx) . (A.5)
It is then straightforward to show that the PDMS responds by undergoing the displacement
ux
uz
 = − S
2µk
e−kz
 kz sin kx
(1 + kz) cos kx
 . (A.6)
In particular, the surface of the PDMS is displaced according to (ux, uz)|z=0 = −(S/2µk)(0, cos kx),
which creates a surface profile (H−∆H) cos kx. This means that the amplitude is diminished from H by an
amount
∆H =
S
2µk
=
Mk4(H −∆H)
2µk
. (A.7)
9The considered systems are translationally invariant in the y−direction, and hence effectively two-dimensional.
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Rearranging equation A.7 returns the so called flattening factor
F ≡ ∆H
H
=
Mk3/2µ
1 + (Mk3/2µ)
. (A.8)
Thus, a model of the FLG as a uniform elastic continuum suggests that M = Dn3, where n is the number of
graphene layers and D is the bending rigidity of a single graphene layer. The thickness of n-layer graphene
is assumed to be n times the thickness of single-layer graphene. Thus, the model predicts that F should
increase with increasing n.
A.5 Results
The model is now applied to the experimental data, to elucidate the FLG’s mechanical behavior and extract
numerical values for some of graphene’s elastic constants. Figure A.4 shows the measured values of F vs.
n, along with a least squares fit to equation A.8 (red curve). As a first result, an estimate for graphene’s
dimensionless rigidity parameter G = Dk3/2µ = 0.00091 is extracted from said fit. Notice that the shear
modulus of PDMS, µ, was separately measured via nanoindentation (µ = 0.4 MPa) and an ultrasonic probe
(µ = 0.23 MPa)10. Using µ = 0.4 MPa, as well as k = 4.2µm−1, the bending rigidity of graphene is then
obtained as D = 9.8×10−18 Nm. This value is higher than that predicted using Kirchoff’s plate theory,
where D = Et3/12
(
1− ν2) = 2.9×10−18 Nm, using graphene’s Young’s modulus E ≈ 900 GPa from [121],
Poisson ratio ν = 0, and single-layer thickness t = 0.335 nm also from [121]. These predicted values for F
are plotted as the blue curve in figure A.4.
It can be seen from the error bars in figure A.4 that the spread in the data exceeds that which can be
accounted for by measurement uncertainty. The discrepancy between extracted and predicted values of F
(or D) may be caused by tension in the graphene, which is due to sample-dependent friction between the
PDMS and the graphene. Tension T modifies the flattening factor11 in equation A.8, according to
F ≡ ∆H
H0
=
(
Mk3/2µ
)
+ (Tk/2µ)
1 + (Mk3/2µ) + (Tk/2µ)
. (A.9)
Under the assumption that the difference between the predicted values of F (blue curve) and the exper-
imental data in figure A.4 is due to tension, equation A.9 can be used to obtain an estimate for the tension
in each sample. This procedure yields tensions between 0 and 0.20 Nm−1, with no discernible trend with
10The observed difference in the measured values of µ can be argued as a result of the techniques probing surface and bulk
moduli respectively.
11In fact, at the time of writing this thesis, experiments are being performed where controlled amounts of tension are
introduced to these samples, to corroborate its effect on the flattening factor.
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Figure A.4: Data and theory fits of F vs. n for 18 samples, F = 0(1) corresponds to no flattening (total
flattening) of the PDMS. Samples with n > 11 are shown with open triangles, as AFM height measurements
are likely modified by the lack of adhesion to the substrate. Error bars are related to the uncertainty in
layer number and the spatial non-uniformity of flattening. Red curve is least squares fit to model, while the
blue is the model using reported values for the constants. Both curves assume zero tension in samples.
thickness. The tension is positive for each sample, to within the margin of error, consistent with friction
opposing the contraction of FLG as it conforms to the corrugated PDMS.
The maximum tension corresponds to a maximum axial strain of T/(nhE) = 7.8×10−5. The tension can
also be used to estimate the magnitude of friction: Assuming that friction acts over a distance d ≥ 10µm, the
frictional stress T/d remains less than 2×104 Pa. The condition that tension be positive, taken together with
the experimental data, implies that graphene’s bending rigidity is no greater than (1.6 ± 0.8) × 10−18 Nm,
a result consistent with predicted values. If, as seems reasonable, the tension is negligibly small for at least
one sample, then this bound becomes an estimate of graphene’s rigidity.
The data shown in figure A.4 can also be used to estimate the normal interface stress S = 2µkFH, which
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ranges from (1.1 to 3.0)× 105 Pa.
The data also shows that no samples which adhere to the surface have F > 0.6, implying that the
adhesive strength between the graphene and the PDMS is ≤ 3.0×105 Pa. It should be noted that this stress
is model-independent.
Bounds on the graphene-PDMS adhesion energy can be extracted by considering that it must be at least
as large as the spatially-averaged elastic deformation energy. This energy can be thought of as the sum of 3
contributions [120], namely
1. The elastic deformation of the substrate: (1/2)σik
(
uik − (p/µ)δik
)
= S∆H cos2(kx)/2
2. The FLG deformation under tension: (T/2)(Fh′(x))2 = T(FH)2k2 cos2(kx)/2
3. The FLG bending: (M/2)
(
Fh′′(x)
)2
= M(FH)2k4 cos2(kx)/2.
Ignoring the negligible contribution from the tension term, these sum to µkFH2/2. The maximum elastic
energy, which is also the lower bound of the adhesive energy, is thus 0.044 eV/nm
2
. This is consistent with
the theoretical prediction of 0.04 eV/nm
2
for the van der Waals adhesive energy between graphene and a
SiO2 substrate [122]. Absent any other significant contributions to the energy budget, such as work done
against friction, the adhesion energy must equal the elastic energy and 0.044 eV/nm
2
becomes an estimate
of the adhesive energy.
Because interlayer forces within FLG are weak, it is also important to consider shear forces, which could
cause layers to slide relative to one another. In this case, the impact on the flattening factor is to replace
the bending rigidity of a cohesive sample Dn3 by the sum
∑
aDn
3
a of the bending rigidities of the individual
slabs Dn3a. Such a model, unfortunately, does not improve the fits to the data, and thus suggests that the
graphene layers do not slide. The effect of sliding would be to decrease the flattening factor, and thus sliding
cannot explain the discrepancy between the theoretical values and data of figure A.4. It can be hypothesized
that there exists some critical shear stress beyond which layers slide relative to one another. Considering
the finite thickness of the FLG, Mindlin plate theory [123] shows that the boundary stress needed to deform
the FLG generates a central shear strain  of
 =
n2t2k3(H −∆H)
6
(A.10)
The absence of evidence for sliding in samples of < 11 layers thus suggests a lower bound on the critical
shear strain crit of ≥ 8.1 × 10−6. Multiplying by the graphene shear modulus, which is here taken to be
half its Young’s modulus, this implies a critical shear stress between the layers that is ≥ 3.7 MPa.
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