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Abstract. A novel centerline extraction framework is reported which
combines an end-to-end trainable multi-task fully convolutional network
(FCN) with a minimal path extractor. The FCN simultaneously com-
putes centerline distance maps and detects branch endpoints. The method
generates single-pixel-wide centerlines with no spurious branches. It han-
dles arbitrary tree-structured object with no prior assumption regarding
depth of the tree or its bifurcation pattern. It is also robust to substantial
scale changes across different parts of the target object and minor im-
perfections of the object’s segmentation mask. To the best of our knowl-
edge, this is the first deep-learning based centerline extraction method
that guarantees single-pixel-wide centerline for a complex tree-structured
object.
The proposed method is validated in coronary artery centerline extrac-
tion on a dataset of 620 patients (400 of which used as test set). This
application is challenging due to the large number of coronary branches,
branch tortuosity, and large variations in length, thickness, shape, etc.
The proposed method generates well-positioned centerlines, exhibiting
lower number of missing branches and is more robust in the presence
of minor imperfections of the object segmentation mask. Compared to a
state-of-the-art traditional minimal path approach, our method improves
patient-level success rate of centerline extraction from 54.3% to 88.8%
according to independent human expert review.
Keywords: Centerline · Deep learning · Multi-task · Attention.
1 Introduction
Centerline, or skeleton, provides a concise representation of the object topology.
An ideal centerline extraction algorithm generates centerline points close enough
to “centers” of the object cross-sectionally, captures all “branches”, and has no
false positive spurious branches.
Many semi-automated and automated approaches exist for centerline extrac-
tion. Morphological thinning and erosion based methods are popular in road
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centerline extraction [2]. However, centerlines extracted by these methods often
come along with spurious branches and usually need ad-hoc post pruning.
In contrast, minimal path based centerline extraction methods guarantee a
more structured centerline output by requiring explicitly specified endpoints.
A centerline distance map (also called cost image) is generated from an object
segmentation mask by methods such as Euclidean distance transform, which
assigns smaller values to voxels closer to centerline and larger values to voxels
farther away. A minimal path between the endpoints in the centerline distance
map thus corresponds to the object centerline.
Minimal path algorithms are widely used in blood vessel centerline extraction
[4,2,1,5,9]. In [4], Metz et al. adopted vesselness and region statistics as cost
metrics and manually specified each branch endpoint. Gu¨lsu¨n et al. [1] used
human selected features to compute flow field as cost image. Mirikharaji et al. [5]
integrated a predefined tree topology and tubularity scores to get minimal paths.
Zheng et al. [9] used a machine learning based vesselness algorithm to generate
the cost image. These methods require either human crafted features/priors or
manual specification of branch endpoints.
Convolutional neural networks (CNN) have been prevalent in medical image
analysis recently and achieved great success. There are three advantages of CNN-
based methods over traditional methods. First, multi-layer CNNs have enough
capacity to learn complex functions that cannot be described by simple models.
Second, CNNs do not require humans to select features and support end-to-end
training. Third, a single CNN model has the ability to handle multiple tasks.
Coronary computed tomography angiography (CCTA) is a noninvasive tech-
nique widely used in clinical practice for coronary artery disease detection. Given
a coronary artery segmentation mask, extracting its centerline is a prerequisite
step for automatic stenosis grading, calcium evaluation, plaque evaluation and
visualization [7,3]. Extracting coronary artery centerline from a segmentation
mask faces multiple notable challenges. First, multiple branches, usually more
than a dozen, with large intra-subject and inter-subject variations of length,
thickness, and shape are presented, forming a complex tree structure. Detecting
all branches without false positive is quite challenging. Second, branch diame-
ter changes significantly from proximal to distal portion of coronary artery. The
proximal end can be several times wider than the distal end. Third, tortuous
course of vessel branches hinders the performance of a minimal path based al-
gorithm, by which straight paths are inherently preferred. Fourth, imperfections
of segmentation masks such as brief touching of two nearby branches could lead
to incorrect bifurcation in centerline.
To address these challenges, we propose a two-head multi-task FCN which
simultaneously generates a locally normalized distance map and a list of branch
endpoints (Fig. 1). One head of the multi-task FCN outputs a normalized cen-
terline distance map that is scale-invariant and robust to image segmentation
imperfections. Log-transform and attention mechanism are also incorporated to
increase model sensitivity. The other head of the FCN automatically detects the
sparsely distributed endpoints of the object skeleton with high accuracy. The
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Fig. 1: Schematic workflow of DeepCenterline
Fig. 2: The proposed multi-task FCN architecture. The input is 3D segmentation
mask volume. The two tasks, centerline distance map and endpoint confidence
map computation, share the same encoder path and have separate decoder paths.
Skip-connections are added among features of same scale to facilitate good use
of information. An attention module is added for the centerline distance map
task to further boost accuracy.
resulting distance map and endpoint list are fed into a minimal path extractor
which gives the final centerline extraction results.
2 Method
The proposed method consists of two main steps (Fig. 1): a multi-task FCN
computing a locally normalized centerline distance map and a list of endpoints
simultaneously, and a minimal cost path extractor taking the output of the FCN
to generate a set of paths as centerline.
2.1 Multi-task FCN architecture
The multi-task FCN accomplishes two tasks: computing a normalized centerline
distance map and detecting branch endpoints. As shown in Fig. 2, the two tasks
share the same encoder layers consisting of convolution (Conv), batch normal-
ization (BN), ReLU activation function and max pooling (shown as ‘Down’ in
Fig. 2) operations. The two tasks then have different decoder layers tailored
for each task, consisting of conv, BN, ReLU, and upsampling operations. Skip
connections are applied at the same scale between encoder and decoder layers
to make effective use of both high-level and low-level features similar to [6].
Suppose a volumetric segmentation mask is IX×Y×Z , and I = {(x, y, z)|x ∈
{1, . . . , X}, y ∈ {1, . . . , Y }, z ∈ {1, . . . , Z}} denotes the set of all voxel locations
in the image.
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Fig. 3: Spatial-wise and channel-wise attention
Centerline distance map A centerline distance map is defined as an image
whose voxel intensity shows how close each voxel is to the nearest centerline
point. Due to the large variations in branch radius (coronary artery proximal
radius can be five times bigger than the distal radius), a straightforward Eu-
clidean distance transform computation generates centerline distance map with
largely variable range of values at different sections of the branch. To obtain
a centerline consistently well-positioned in the “center” from beginning to end
requires tricky balancing of cost image contrast between thick and thin sections.
To achieve the desired scale-invariance property, we propose to use FCN to
generate a locally normalized centerline distance map. More specifically, during
training, a local cross-sectional view of the segmentation mask perpendicular to
the centerline tangent direction at each centerline point is obtained. Suppose
the set of all foreground voxels in the cross-sectional view is S. Then the locally
normalized distance map value for voxel index i = (x, y, z) ∈ S is computed as
di =
dEuci
maxi∈S dEuci
(1)
where dEuci is the Euclidean distance of voxel i to the centerline point on the
view. To further highlight contrast at portions closer to centerline, log-transform
is applied to generate the reference centerline distance map
Yc = log(Dc + δ) (2)
where Dc = {di|i ∈ I} is the locally normalized centerline distance map through-
out the whole segmentation mask image I and δ is a small positive constant to
avoid numerical issues. Note that the distance computation in Eq.(1) and Eq.(2)
is only carried out when generating training reference standards. During testing
phase, the FCN will directly predict centerline distance map Ŷc.
Spatial-wise and channel-wise attention for centerline distance map
Traditionally the convolutional features at different spatial locations and chan-
nels are treated equally by the following layers. However, centerline extraction is
inherently a localized task. Specifically, the narrow region surrounding the under-
lying centerline requires most attention for best discriminating contrast. Thus,
a spatial-wise attention module is proposed to weight feature maps at different
spatial locations. Similarly, different channels of the feature maps can highlight
different regions (some channels may focus more around centerline, while other
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channels may focus more on object mask boundary, etc). It also makes sense
to add a channel-wise attention to weight different channels accordingly. Fig.
3 shows the proposed spatial-wise and channel-wise attention module, inspired
by [8]. The feature map f is first weighted by channel-wise attention, generating
fc, and then weighted by the spatial attention, generating fcs.
Channel-wise attention weights different channels by vector ac ∈ RC , where∑C
i=1 ac(i) = 1. To obtain this weighting vector, average pooling is first applied
on each channel of the feature map to obtain a summarized channel feature vector
v ∈ RC . Then a convolutional layer and a ReLU nonlinearity σ(·) are added to
obtain the raw attention weights u ∈ RC . In Eq.(3), ∗ is the convolution operator.
Wc is the convolutional kernel and bc is the bias vector. A softmax function is
applied on the raw attention weights u to obtain the final channel-wise attention
vector ac, as shown in Eq.(4).
u = σ(Wc ∗ v + bc) (3)
ac(i) =
eu(i)∑C
c=1 e
u(c)
, i ∈ {1, · · · , C} (4)
To apply the channel-wise attention weights, the input feature map at channel i
is multiplied by attention weight ac(i) to obtain channel-weighted feature map
fci = ac(i) · fi, i ∈ {1, · · · , C} (5)
Spatial-wise attention weight matrix as ∈ RI is obtained similar to the
channel-wise attention. The raw spatial attention map q is computed by ap-
plying a 1× 1× 1 convolutional layer Ws with bias bs and a ReLU nonlinearity
σ(·) to fc (Eq.(6)). Then a softmax function is used to obtain the final spa-
tial attention weights as, where
∑
i∈I as(i) = 1. The spatial attention weight is
applied by multiplying as(i) with features f
c
i at location i (Eq.(8)).
q = σ(Ws ∗ fc + bs) (6)
as(i) =
eq(i)∑
j∈I eq(j)
, i ∈ I (7)
fcsi = as(i) · fci , i ∈ I (8)
Branch endpoint detection Different from centerline distance map which
consists of continuous values inside the whole segmentation mask, branch end-
points are just a few isolated points. Directly predicting these points using a
voxel-wise classification or segmentation framework is not feasible due to the
extreme class imbalance. To tackle the class imbalance problem, a voxel-wise
endpoint confidence map is generated by constructing a Gaussian distribution
around each endpoint to occupy a certain area spatially. The FCN is then trained
to predict the endpoint confidence map, which has a more balanced ratio between
nonzero and zero voxels.
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Specifically, a spatial Gaussian field is generated around each endpoint
Ye(i) =
1√
2pi∆
e−
De(i)
2
∆2 , i ∈ I (9)
where De(i) is the geodesic distance from voxel i to the nearest branch endpoint
inside the segmentation mask. ∆ controls the scale of the Gaussian field.
In testing phase, the predicted endpoint confidence map is thresholded by half
of the maxium possible value, i.e., 0.5/
√
2pi∆. The centroid of each connected
component is then returned as branch endpoints.
Loss function The loss function shown in Eq. (10) consists of two terms, one
for the centerline distance map prediction and the other for the branch endpoint
detection. We enforce the loss function to only account for regions inside the seg-
mentation mask. Suppose the segmentation mask is Λ ∈ {0, 1}X×Y×Z . Λ(x, y, z)
is 1 for every voxel (x, y, z) inside the segmentation mask, and 0 otherwise.
L = γ‖Λ (Yc − Ŷc)‖2 + (1− γ)‖Λ (Ye − Ŷe)‖2 (10)
In Eq. (10), Yc and Ŷc are the reference standard and the predicted centerline
distance map. Ye and Ŷe are the reference standard and the predicted endpoint
confidence map.  denotes the Hadamard matrix product operation, which is
element-wise multiplication of two matrices. γ is a weighting factor that balances
losses of centerline distance map and branch endpoint confidence map.
2.2 Minimal path extraction
Given a root point, a list of branch endpoints, and the underlying centerline
distance map, a minimal path algorithm is used to extract the centerline of a
tree-structured object.
We construct an undirected graph G = (V, E), where set V contains all
vertices corresponding to voxels in the segmentation mask and set E includes
all edges connecting two neighboring vertices in set V under a 26-neighborhood
setting. On each vertex vi, weight wvi = exp(Ŷc(i)) is set according to the
centerline distance map. Note that each vertex carries a weight that is smaller
when the corresponding voxel is closer to the centerline location, and larger
when it is farther away from centerline. Given a starting vertex s ∈ V and
an ending vertex t ∈ V, a minimal path between the two is defined as p =
(p1, p2, . . . , pK), pk ∈ V, k = {1, 2, . . . ,K} such that (1). p1 = s, pK = t; (2).
every two neighboring vertices in the path is connected by an edge; (3). the sum
of vertex weights along this path is minimized (Eq. (11)).
p = arg min
(pk,pk+1)∈E
K∑
k=1
wpk (11)
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Such a minimal path from s to t corresponds to the desired centerline between
the two points. To extract the centerline of a tree-structured object such as
a coronary artery tree, one root point usually correspond to multiple branch
endpoints t1, t2, . . . , tT . In this case, the minimal path between root point s
and each endpoint ti, i ∈ {1, 2, . . . , T} is computed respectively. Then we trace
each path from the end to the start point sequentially. Once the current path
intersects with some previously traced paths, it is merged into the previously
traced paths. The centerline points are finally smoothed by an iterative mean
filtering in a small window for smoother appearance.
3 Experiments and Results
3.1 Experimental design
To evaluate the proposed method, 620 volumetric coronary CTA scans of 620
patients are used. The image spacing is first normalized to 0.4× 0.4× 0.4mm3.
Coronary arteries and ascending aorta are segmented by a semi-automatic soft-
ware with manual review and editing. The segmentation masks of coronary arter-
ies and ascending aorta serve as input to the experiment. Since coronary artery
originates from ascending aorta, the root points of each coronary vessel tree are
readily available as the artery voxels connected to aorta. To simplify notation,
we use CL as a shorthand for ‘centerline’.
Manual annotations of centerline are hard to obtain due to the complex 3D
structure of vessels and the single-pixel-wide requirement. Thus, during training,
centerlines extracted by a state-of-the-art traditional method (called baseline)
serve as the training reference truth for DeepCL. During testing, the degree of
matching between DeepCL and baseline is first studied as a sanity check. Then
various metrics requiring no “truth” centerline such as centerline to segmentation
mask Hausdorff distance, and independent human expert review, are utilized to
evaluate DeepCL and baseline method.
Baseline The baseline method is also a minimal path approach. However, both
branch endpoints and centerline distance map are computed by traditional meth-
ods. The centerline distance map DSig is derived from the Euclidean distance
map DEuc of the segmentation mask by summing three sigmoid functions to
highlight the contrast in regions close to the centerline area.
DSig =
3∑
i=1
1
1 + exp(−DEuc−βiαi )
(12)
Three pairs of parameters (αi, βi), each controlling the width and level of a
contrast window, are tuned to enhance central contrast for vessel segments with
large, medium, and small diameters respectively. Summing of these three sigmoid
functions results in a relatively good contrast around centerline area throughout
the whole vessel tree. The branch endpoints are detected as local maxima of
the arrival time by a breadth first search, starting from the root point at the
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junction of aorta and artery to each voxel throughout the artery segmentation
mask. All related parameters are tuned on a different dataset.
DeepCenterline We randomly divided 620 scans into three dataset: 200 scans
for training, 20 scans for validation and 400 scans for testing. On the training
set, centerlines extracted by the baseline method are used as the reference truth.
Although generated by a strong baseline method, the reference truth still con-
tains errors such as missing branches, wrong bifurcations in case of imperfect
segmentation mask, etc. The locally normalized centerline distance map and the
branch endpoint confidence map are generated based on the reference truth. The
parameters of the proposed method are tuned based on the validation set. The
tuned model is applied to the 400 testing scans to evaluate the performance.
The input patch size is 64×64×64 voxels. The standard deviation of Gaussian
field ∆ in Eq. (9) is set to 3 mm. The loss weighting coefficient γ in Eq. (10)
is 0.5. Our multi-task FCN network is optimized by stochastic gradient descent,
with batch size of 3. Total number of epochs is 20. The initial learning rate is
10−2, which is divided by a factor of 2 every 5 epochs.
Evaluation metrics Several evaluation metrics based on either objective met-
rics or independent human expert review are used for a thorough comparison of
the performance of baseline method and DeepCL on the test set.
i Mean centerline to centerline distance. The mean absolute distance from
centerline A to centerline B is defined as the mean of the absolute distance
to the nearest point on B for every point on A.
ii Coverage percentage. A point on centerline A is covered by centerline B if
the closest point on B is within half a voxel (0.2 mm).
iii Number of missing endpoints. The number of endpoints not found by auto-
mated algorithm is counted manually in patient-level as well as branch-level.
iv Number of scans with wrong bifurcations. This usually happens when two
branches are spatially close or even briefly joined at a certain section. The
centerline could wrongly consider this brief joining as a bifurcation.
v Average patient-level centerline length. The patient-level centerline length is
computed as the sum of lengths of each centerline segment. In general, the
less straight “shortcut” centerline takes, and/or the more branch endpoints
are detected, the longer centerline will be.
vi Hausdorff distance. Hausdorff distance is defined as the maximum of dis-
tances from every artery segmentation mask voxel to the closest centerline
point. Hausdorff distance shows how close each segmentation voxel is being
covered by the extracted centerline.
vii Overall success rate. A centerline extraction is called fully successful when
an expert reviews the centerline and determines that the centerline covers
all branches sufficiently, has no spurious false positive branch, no wrong
bifurcation, and no obvious deviation from the center throughout all sections.
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Fig. 4: Examle coronary artery with: (a) very tortuous course; (b) small branches;
(c) two spatially close branches. Red lines are centerlines generated by DeepCL.
3.2 Results
Fig. 4 displays three examples of coronary artery segmentation masks overlaid
with centerlines extracted by DeepCL. For each coronary artery, radius changes
substantially from the proximal to the distal side. Different coronary arteries
have large variations of vessel curvature, shape and branch topology. Despite all
these difficulties, our method is able to extract well-positioned centerline for all
branches without false positive branches.
Table 1: Degree of matching between DeepCL and baseline method. A→B mea-
sures the distance from one point on centerline A to nearest point on centerline
B.
baseline → DeepCL DeepCL → baseline
mean distance (mm) 0.066±0.053 0.068±0.014
being covered by (%) 99.7±0.7 99.5±0.6
Matching to baseline Table 1 shows the degree of matching between DeepCL
and baseline method. The mean centerline distance and “being covered by”
percentage both shows how close/well one centerline is being covered by the other
centerline. The low mean distance value and the very high coverage percentage
on both direction (baseline to DeepCL and DeepCL to baseline) show that the
two methods are in good alignment in general. However, a larger portion of
baseline centerline points are being covered by DeepCL centerline (99.7%) by
a smaller distance (0.066 mm) than the other way around (99.5%, 0.068mm).
This implies DeepCL provides slightly better coverage than baseline, which will
be assessed in detail in the following analysis.
Notably, both DeepCL and baseline generate no spurious false positive branches
in the extracted centerline according to visual inspection.
Performance difference Table 2 shows a detailed analysis regarding the dif-
ference between results generated by DeepCL and baseline. Bold items show the
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Table 2: Difference in performance of DeepCL and baseline.
metrics
raw number #/# ratio %
baseline DeepCL baseline DeepCL
missing
endpoint
patient-level 170/400 34/400 42.5% 8.5%
branch-level 233/6048 35/6048 3.9% 0.6%
scans with wrong bifurcation 28/400 11/400 7.0% 2.8%
CL length (mm) 308.9 314.3 - -
overall success rate 217/400 355/400 54.3% 88.8%
method with better performance on each metric. DeepCL finds more branch end-
points on both branch-level and patient-level. The number of wrong bifurcations
shown in DeepCL is also less than that in baseline. Besides, DeepCL increased
the average patient-level centerline length, due to finding of more endpoints and
staying to the center instead of taking straight shortcuts at tortuous regions.
Overall, the percentage of scans with successful centerline extraction without
any type of error on any branch is substantially increased from 54.3% to 88.8%.
Fig. 5(a) shows qualitative comparison of both methods. Compared to base-
line, DeepCL shows significant improvement in finding more endpoints, reducing
number of wrong centerline bifurcations at region with vessels close together,
and staying at center instead of taking straight shortcut at regions with high
curvature.
Fig. 5(b) shows the distribution of patient-level Hausdorff distance from any
segmentation mask voxel to centerline. A smaller Hausdorff distance means that
all voxels in the segmentation mask are “covered” by a closer nearby centerline
point. The majority of Hausdorff distances for DeepCL centerlines form a peak
around 1.7 mm. In contrast, the baseline method has a longer tail towards higher
Hausdorff distance values, with a significant percentage of scans having Hausdorff
distance above 2 mm. This shows that DeepCL covers all segmentation mask
voxels more closely.
Importance of attention Fig. 6 compares the centerline distance maps gener-
ated with and without the attention module. As shown in Fig. 6(e), the centerline
distance map has a clear peak around the central location by using attention. In
contrast, the CL distance map generated by model without attention results in a
“plateau” for a large area. If this situation occurred at regions with high curva-
ture, then the minimal path extractor can easily pick a straight shortcut passing
through non-center plateau points as the resulting centerline. This problem is
greatly alleviated by utilizing the attention module to improve the centerline
distance map contrast around real centerline point.
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Fig. 5: Visual comparison of two methods and Hausdorff distance distributions.
a) Red is centerlines from DeepCL. Cyan is centerlines from baseline method.
Green shows the overlap of both centerlines. First row: DeepCL finds branches
missed by baseline method. Second row: DeepCL avoids wrong bifurcations gen-
erated by baseline. Third row: DeepCL generates centerlines well-positioned at
central location, avoiding taking straight shortcuts at complex bifurcation re-
gions or tortuous segments. The last figure with red border shows a failure case
for both DeepCL and baseline. b) Hausdorff distance distribution from voxels to
the nearest centerline points for both methods.
4 Discussion
The proposed method tackles multiple long-existing challenges of centerline ex-
traction. A novel branch endpoint detection algorithm using Gaussian-field based
endpoint confidence map is developed to detect the extremely sparse branch end-
points. The centerline distance map is made scale-invariant to the substantial
diameter change of vessel branches from proximal to distal sections through lo-
cal normalization within each cross-sectional view. The scale-invariant centerline
distance map helps generate well-positioned centerline throughout all sections.
Log-transform and attention module are utilized to further highlight the cen-
tral locations, aiding accurate localization of the single-pixel-wide centerline.
The large model capacity of FCN provides robustness to minor imperfections of
segmentation masks.
Note that the reference “true” centerlines used in the training phase are
results generated by the baseline method without manual correction, due to the
difficulty of manual correction of a single-pixel-wide centerline. Despite of this
disadvantage, our method achieves better performance than baseline on the test
set. This shows the good generalization ability of the proposed model. A further
study topic is to use our current method’s output as reference standard to train
another FCN model. It would be interesting to see whether this second model
would further improve upon the first-generation model.
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Fig. 6: Comparison of centerline distance map prediction with and without at-
tention. a) Coronary artery segmetnation mask. b) A cross-sectional view of
segmentation mask. c) Centerline distance map without attention module. d)
Centerline distance map with attention module. e) Centerline distance map val-
ues at the profile line shown as double-arrowed line in b). With attention, the
centerline distance map shows a high peak around centerline instead of a plateau
by the model without attention.
5 Conclusion
We propose a novel centerline extraction framework which combines a multi-
task FCN computing a locally normalized centerline distance map and detecting
branch endpoints, with a minimal path extractor. The proposed method is the
first deep-learning based centerline extraction method that guarantees single-
pixel-wide centerline for a complex tree-structured object. Designed to be robust
to substantial scale changes at different locations and minor imperfections of seg-
mentation mask, the proposed method generates centerlines with more complete
and closer coverage of segmentation masks without false positive branches.
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