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Abstract
Spectral clustering is one of the most widely used techniques for extracting the underlying global structure of a data
set. Compressed sensing and matrix completion have emerged as prevailing methods for efficiently recovering sparse and
partially observed signals respectively. We combine the distance preserving measurements of compressed sensing and
matrix completion with the power of robust spectral clustering. Our analysis provides rigorous bounds on how small errors
in the affinity matrix can affect the spectral coordinates and clusterability. This work generalizes the current perturbation
results of two-class spectral clustering to incorporate multi-class clustering with k eigenvectors. We thoroughly track how
small perturbation from using compressed sensing and matrix completion affect the affinity matrix and in succession the
spectral coordinates. These perturbation results for multi-class clustering require an eigengap between the kth and (k+1)th
eigenvalues of the affinity matrix, which naturally occurs in data with k well-defined clusters. Our theoretical guarantees are
complemented with numerical results along with a number of examples of the unsupervised organization and clustering of
image data.
✦
1 INTRODUCTION
DATA mining has become one of the fastest growing research topics in mathematics and computer science.Spectral clustering is a tool for extracting meaningful information from data by grouping similar objects
together [1]. The method uses the eigenvector of an adjacency matrix for embedding the data into a space that
captures the underlying group structure [2]. High-dimensional signals, magnetic resonance images, and hyper-
spectral images can be costly to acquire; even simple direct comparisons could be infeasible among such data
sets. Our work shows that the meaningful organization extracted from spectral clustering is preserved under the
perturbation from making compressed, incomplete and inaccurate measurements. Using bounds on the perturbation
of eigenvectors, we establish error bounds of the spectral embedding when matrix completion and compressed
sensing measurements are used. Given some error Nǫ in the entries of an affinity matrix A ∈ RN×N , we show that
the space spanned by the first k eigenvector are all within O(Nǫ) of the span of the unperturbed eigenvectors. We
prove that the perturbed spectral coordinates are within O(Nǫ) of a unitary transform of the unperturbed coordinates
and can give k-means cluster assignments within O(Nǫ) of the unperturbed case. This analysis holds true when
the error perturbation in the entries of an affinity matrix |A(i, j) − A˜(i, j)| ≤ ǫ is caused from making compressed
sensing measurements, matrix completion or any other process, making our perturbed clustering results widely
applicable. This work shows that spectral clustering is achievable in the compressed domain and with missing and
noisy entries as long as the spectral gap is satisfied.
As the dimensionality of data increases, data mining tasks such as clustering and classification can become
intractable or costly to obtain. Traditional clustering algorithms must perform dimensionality reduction to make
the problem tractable before they can be applied. Learning in the compressed domain was first proved possible
using support vector machines in [3]. In addition to techniques for exact recovery of sparse signals, compressed
sensing provides a bound on the error derived from making random measurements [4], [5]. We show how errors
from using compressed sensing can affect the affinity matrix and in turn the spectral coordinates.
In practice, data may be missing, lost or not fully observed. There are numerous tasks where you are given only
a small portion of the data in hope to understand the entire set. A set of high dimensional images containing k
hidden subsets with missing entries is impossible to cluster with standard clustering methods alone due to the lack
of information from the incomplete data. Suppose the set of images are stacked as rows of a matrix, if this matrix
is low rank then the set of similar images contain a wealth information about the missing entries of any one of the
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2images. Matrix completion uses the information from similar rows of the data matrix to fill in the missing entries
making clustering possible. Matrix completion is an emerging area of research that provides efficient algorithms to
reconstruct the full matrix X from a small subset of observed entries via nuclear-norm minimization [6], [7]. Since
data matrices are usually not exactly low rank, the matrix completion procedure results in errors in the recovered
entries. We analyze how these errors propagate through the spectral clustering steps and derive rigorous bounds
under which clusterability of the data is preserved after matrix completion. An exampled is depicted in Fig. 1,
where face images can be successfully clustered even if only 5% of the image data are available. For details we
refer to Section 6.
Fig. 1. Clustering a dataset of 100 images of three different people’s faces in a range of poses from profile to frontal views where only 5% of each
image is observed. Only two of the three people’s face can be published so a happy face is used here in place of the third person’s face for display
purposes only. The images are clustered by applying the matrix completion perturbed spectral clustering coordinates (2nd and 3rd eigenvectors).
The structure of the paper is as follows. Previous results on perturbation of eigenvectors and spectral clustering
with perturbed data are presented in Section 2. Our robustness analysis is presented in Section 3. It is followed
by a theoretical justification and a comparison to other methods. Small perturbation error in the affinity matrix
is shown to be well behaved in the spectral coordinates in Section 4. Measurement errors due to using matrix
completion and compressed sensing measurements are shown to give small error in the affinity matrix and in turn
the spectral coordinates in Section 5 where bounds on the span of the first k eigenvectors under small perturbations
are provided. Section 6 is dedicated to numerical results, where the method is applied tp both synthetic and real
world image data sets.
2 BACKGROUND
2.1 Spectral Clustering
Clustering is an unsupervised learning problem that reveals the underlying structure from unlabeled data. The
goal of clustering is to partition objects into groups such that objects within the same group are similar. Standard
clustering such as k-means requires the space in which the objects are represented, to be linearly separable. Spectral
3clustering methods detect non-convex patterns and linearly non-separable clusters. This allows for a wider range
of underlying geometries, making them more flexible [1], [8].
Standard spectral clustering uses the eigenvectors of the graph formed by local distances between data points,
to reveal the global structure of the data set. A traditional choice of edge weights uses the Gaussian kernel,
W (xi, xj) = exp
(
−‖xi − xj‖
2
2
2σ
)
. (1)
A random walk on the graph is defined by normalizing the rows of W to give the stochastic matrix,
P = D−1W,
where
Di,i =
∑
k
W (xi, xk)
is a diagonal matrix of row sums of W .
The original symmetry of W , lost in P = D−1W , can be preserved by defining A as,
A = D−
1
2WD−
1
2 . (2)
Spectral clustering finds the top k eigenvectors Vk ∈ RN×k of A to provide coordinates for clustering. To cluster the
original data a standard clustering algorithm like k-means is then applied to the rows of Vk, as illustrated in [1].
To show why the eigenvectors of spectral clustering works, Shi and Malik proved in [2] that the second eigenvector
of P is the real valued solution to minimizing the normalized cut problem, that bipartitions the points of the graph.
The graph bipartitioning problem was extended to multi-class clustering by using multiple eigenvectors as described
in [9], [10].
2.2 Perturbation of the second eigenvector
Earlier results have shown that spectral clustering using the second eigenvector is robust to small perturbation of
the data, see [11], [12]. These results are based on the following perturbation theorem by Stewart [13].
Theorem 1: Let A˜ = A + E be a perturbation of A and let λi and vi be the i
th eigenvalue and eigenvector of A
and v˜i be the i
th eigenvector of A˜ respectively, then
‖v˜2 − v2‖ ≤ 1
λ2 − λ3 ‖E‖+O
(‖E‖2) . (3)
This holds provided the gap between the second and third eigenvalue is not close to zero. This is not the case of
data sets with more than two underlying clusters. The number of eigenvalues close to one is equal to the number of
separate clusters. Consider the simplest example, where there are three single points forming three non-connected
clusters.
The affinity matrix A will be the 3 × 3 identity and will have three eigenvalues of one, hence the gap between
the second and third eigenvalue is zero. In general for data sets with k well separated clusters there will be
k eigenvalues close to 1, making the eigengap λ2 − λ3 close to zero, and destroying the bound of the second
eigenvector in Theorem 1.
Small perturbations in the entries of an affinity matrix can lead to large perturbation in the eigenvectors. First
consider the ideal clustering data set with two underlying clusters where each data point has equal similarity to
each intraclass point and is dissimilar to each interclass point. The ordered point would partition the affinity matrix
A into a block diagonal matrix,
A =
(
A1 0
0 A2
)
where Ai is a matrix of all ones and 0 is the zero matrix. Let
A˜ = A+ E
be a perturbation of that matrix where E has entries uniformly distributed from 0 to ǫ. Previous analysis used in
[11] says that when ǫ is small, the second eigenvector of A and A˜ are close, i.e. satisfy Theorem 1. The second
eigenvector is a positive/negative indicator of each point’s cluster membership. The vector is constant for all the
points within each cluster, but there is an arbitrary choice of which sign is assigned to each cluster, as can be seen
in Figure 2. With the correct choice made then the bound in Theorem 1 holds. The Euclidean distance, ‖v˜2 − v2‖,
can be large when the sign is chosen incorrectly, but what is preserved, is the space spanned by {v2} and {v˜2}. We
define closeness of these subspaces using canonical angles.
4Definition 2: Let Vk and V˜k be subspaces spanned by the orthonormal eigenvectors vi, . . . , vi+k and v˜i, . . . , v˜i+k.
And let γ1 ≤ . . . ≤ γk be the singular values of [vi · · · vi+k]T [v˜i · · · v˜i+k]. Then the values,
θi = cos
−1 γi
are called the canonical angles between Vk and V˜k.
Define Vk and V˜k to be close if the largest canonical angle, θ1, is small. See [14], [15] for more details.
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Fig. 2. 30 data points with two underlying clusters. Top:(from right to left) The affinity matrix A, the first ten eigenvalues, the first eigenvector v1
and the second eigenvector v2. Bottom:(from right to left) The affinity matrix A˜, the first ten eigenvalues, the first eigenvector v˜1 and the second
eigenvector v˜2. The canonical angle between v2 and v˜2 is θ1 = .0199.
Now consider a data set with three underlying clusters, so
A =

A1 0 00 A2 0
0 0 A3

 .
Here the eigengap between the second and third eigenvalue is small which destroys the bound in Theorem 1.
Previous work [12] argues that even though this bound fails, in practice the second eigenvectors can still give the
correct coordinates for clustering but provide no justification. Figure 3 shows that the measure of clusterability of
the perturbed spectral coordinates is not captured by the difference between eigenvectors, ‖v˜2 − v2‖ but by the
canonical angle between the subspaces spanned by the eigenvectors. Even though the Euclidean distance, ‖v˜2− v2‖
is large, the clusterability of v2 is maintained in v˜2. This robustness of the clusterability can be characterized by the
small canonical angle between {v2, v3} and {v˜2, v˜3}.
3 SPECTRAL CLUSTERING ON PERTURBED DATA
Standard spectral clustering methods use the first k eigenvectors of A, constructed from local distances between
points to provide a k low-dimensional representation of the data, which is used as coordinates for clustering.
Matrix completion and compressed sensing measurements are guaranteed to give a good approximation of these
Euclidean distances even when only a small fraction of the entries are observed or the number of measurements
is much less than the ambient dimension. Our method merges the distance preserving dimensionality reduction
of compressed sensing and Matrix completion with the power of spectral clustering. Previous results on spectral
clustering on perturbed data are based on perturbation bounds when using the second eigenvector for bipartitioning.
Our analysis generalizes these results to incorporate multi-class clustering using the top k eigenvectors.
Assume that the local distances required for standard spectral clustering are replaced by perturbed distances.
Define the local distance using perturbed data X as,
d˜(xi, xj) = ‖x˜i − x˜j‖2. (4)
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Fig. 3. 30 data points with three underlying clusters. Top:(from right to left) The affinity matrix A, the first ten eigenvalues, the second eigenvector
v2 and the third eigenvector v3. Bottom:(from right to left) The affinity matrix A˜, the first ten eigenvalues, the second eigenvector v˜2 and the third
eigenvector v˜3. The normed difference ‖v˜2 − v2‖ = 1.7738 is large where as the largest canonical angle between the column space of {v2, v3}
and {v˜2, v˜3} is θ1 = .0548 is still small.
Construct a graph with edge weights
W˜ (xi, xj) = exp
(
−‖x˜i − x˜j‖
2
2
2σ
)
. (5)
Define the symmetric N ×N matrix
A˜ = D˜−
1
2 W˜ D˜−
1
2 (6)
where D˜i,i=
∑N
k=1 W˜ (xi, xk).
The first k eigenvectors V˜k ∈ RN×k of A˜ are used as a k dimensional representation of the data. With these
spectral coordinates preserved, k-means is applied to the rows of V˜k , to cluster the original data points xi.
For classification with partially labeled data, the membership of an object is matched to that of its neighbors
by performing k-means in the eigenvector domain. We quantify the error in misclassified data by defining the
misclassification rate as,
ρ =
1
N
N∑
i=1
χ{Ii 6=I˜i},
where χ is the indicator function, Ii is the value indicating the class membership of xi and I˜i of x˜i.
Often when analyzing high dimensional signals, the underlying structure of interest only has a few degrees of
freedom or is sparse in some unknown basis. We analyze two types of perturbed data X˜ in Section 5. We show that
instead of requiring the local distances be made in the large ambient dimension, measurements can be made on
the order of the dimension of the hidden underlying point cloud structure. Using the controllable error from taking
compressed sensing measurements (d˜(xi, xj) = ‖Φxi − Φxj‖2) and matrix completion (dˆ(xi, xj) = ‖xˆi − xˆj‖2), we
establish perturbation bounds of the affinity matrix, the eigenvectors, the spectral coordinates and the clustering
memberships.
Assume that there is an underlying s-sparse representation yi of the data xi, where yi = Bxi is a known or
unknown unitary transformation of xi. Let Φ be a random m×n matrix, with Gaussian N (0, 1) entries. Define the
local distance in (4) using m compressed sensing measurements as,
x˜i = Φxi. (7)
Local distances are preserved under the perturbation of making compressed sensing measurements when the
number of measurements m, is large enough.
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Fig. 4. The handwritten digits {1, 3} data set is projected onto the 2nd and 3rd eigenvectors. Left: From the graph formed using Euclidean
distances between points. Center: Using distances from 30 random Gaussian measurements. Right: 128 random Gaussian measurements.
In many applications such as collaborative filtering, computer vision and wireless sensor networks the data being
analyzed maybe lost, damaged and only partially observed. Matrix completion reconstructs a low-rank data matrix
from a small subset of its entries.
Now assume X is a low rank matrix, under some constraints on the matrix known as the strong incoherence
property X can be reconstructed from a fraction of the entries PΩ(X). Define the local distance in (4) using the
reconstructed matrix Xˆ , where
x˜i = row i of Xˆ.
Local distances are preserved under the perturbation of matrix completion when X obeys the strong incoherence
property.
Our analysis provides rigorous bounds on how small errors in the affinity matrix can affect the spectral coordinates
and clusterability. Our analysis not only applies to compressive spectral clustering but generalizes the current
results of spectral clustering on perturbed data to incorporate multi-class clustering with k eigenvectors. We show
perturbation due to compressed measurements and matrix completion, preserve the affinity matrices i.e. for any
0 < ǫ < 1, given the number of measurements or observed entires large enough then |Ai,j − A˜i,j | ≤ ǫ. With this we
show the span of the first k eigenvectors of A is close to the span of k eigenvectors A˜, ‖ sin θ‖F ≤ Nǫα . We then show
given that the matrices ‖A− A˜‖F ≤ Nǫ, the perturbed spectral coordinate are within O(Nǫ) of a unitary transform
Q of the unperturbed coordinates, ‖v˜(i) − v(i)Q‖2 ≤ (1 +
√
2)Nǫα . When spectral clustering is preformed in the
compressed domain or after applying matrix completion, the eigenvectors of A˜ or Aˆ can replace the eigenvectors
of A as coordinates for clustering and classification as seen in Figure 4 and 1.
4 ROBUSTNESS OF CLUSTERING UNDER PERTURBATION OF THE TOP k EIGENVECTORS
Previous results in approximate spectral clustering based on the perturbation of the second eigenvector [12], are
limited to bipartitioning and require assumptions on the distributions of the perturbation of the components of v2.
We expand the theory of approximate spectral clustering to partitioning data with k underlying clusters by showing
what is preserved under small perturbations is that the column space of the first k eigenvectors of A. When the
eigengap between λ1, λ2, . . . , λk is small then the column space spanned by their corresponding eigenvectors will
be close to the column space spanned by the eigenvectors of the perturbed matrix.
Let
Vk =

v1 v2 . . . vk


where vl is the column eigenvector corresponding to the l
th largest eigenvalue of A. Similarly define
V˜k =

v˜1 v˜2 . . . v˜k


for v˜l the l
th eigenvector of A˜.
7Given there is an eigengap, (λk − λk+1), between the first k eigenvalues Σk = diag(λ2, λ2, . . . , λk) and the last
N − k eigenvalues, ΣN−k = diag(λk+1, . . . , λN ) of A, we write the block decomposition of the eigenvectors as
V = [Vk, VN−k] where VN−k = [vk+1, . . . , vN ]. So the eigendecomposition can be written as,
(VkVN−k)
H
A (VkVN−k) =
(
Σk 0
0 ΣN−k
)
,
and similarly for A˜, (
V˜kV˜N−k
)H
A˜
(
V˜kV˜N−k
)
=
(
Σ˜k 0
0 Σ˜N−k
)
.
Theorem 3: Let λi, vi, λ˜i, v˜i be the i
th eigenvalues and eigenvectors of A and A˜ respectively, and let Θ =
diag(θ1, θ2, . . . , θk) be the diagonal matrix of canonical angles between the column space of Vk = [v1, v2, . . . , vk]
and V˜k = [v˜1, v˜2, . . . , v˜k]. If there is a gap α > 0 such that
|λ˜k − λk+1| ≥ α
and
λ˜k ≥ α
then
‖ sinΘ‖F ≤ 1
α
‖AV˜k − V˜kΣ˜k‖F
where sinΘ is taken entrywise.
This is a reformulation of the sinΘ Theorem of Davis and Kahan [14].
Note that λk and λ˜k are close by the Mirsky Theorem, so the first condition requires α to be less than the eigengap
between λk and λk+1. The second condition requires α to be less than the eigenvalues in the first block Σ˜k. This
extended the perturbation results of the second eigenvector in Theorem 1, to bounding the perturbation of the
column space of the first k eigenvectors.
Corollary 4: Let PVk and PV˜k be the orthogonal projection on to Vk and V˜k. If there is a α > 0 such that λk−λk+1 ≥ α
and λk ≥ α, then,
‖PVk − PV˜k‖F ≤
√
2
α
‖A− A˜‖F . (8)
Proof: Assume there exists a α > 0 such that λk − λk+1 ≥ α and λk ≥ α. With the eigengap λk − λk+1 ≥ α
and the block decomposition of V and V˜ , Theorem 3 bounds the canonical angles θ, between the column space of
{v1, v2, ..., vk} and {v˜1, v˜2, ..., v˜k}:
‖ sin θ‖F ≤ 1
α
‖(A˜− E)V˜k1− V˜kΣ˜k‖F ≤
(
1
α
‖A˜V˜k − V˜kΣ˜k‖F + ‖EV˜k‖F
)
≤ 1
α
‖A− A˜‖F .
It is shown in [15] that the norm from canonical angles and the norm from projections satisfy,
‖PVk − PV˜k‖F =
√
2‖ sinΘ‖F .
Combining these gives the result.
This establishes closeness between the space spanned by the first k eigenvectors of A and the first k eigenvectors
of A˜, bounding the difference between the low dimensional embedding of projecting onto the first k eigenvectors
of A and A˜. Euclidean geometry is essentially preserved if the eigengap is satisfied. This is shown is Theorem 5
and Corollary 6
Theorem 5: Let Vk be the matrix formed by the top k column eigenvectors of A and V˜k, the matrix formed by the
top k eigenvectors of A˜ defined above. If λk − λk+1 ≥ α and λk ≥ α then there is a unitary matrix Q such that
‖V˜k − VkQ‖2 ≤ (1 +
√
2)
1
α
‖A− A˜‖F .
Proof:
To compare Vk with V˜k we find an unitary matrix Q such that ‖V˜k − VkQ‖F is minimum. It is shown in [16] that
this can be found by taking the singular value decomposition of V Tk V˜k,
Y TV Tk V˜kZ = diag(cos θi),
where θi are the canonical angles between the column space of Vk and the column space of V˜k. Thus Q = Y Z
T is
the orthogonal matrix that minimizes ‖V˜k − VkQ‖F .
8‖V˜k − VkQ‖2 ≤ ‖V˜k − VkV Tk V˜k‖2 + ‖VkV Tk V˜k − VkQ‖2
≤ ‖PV˜k V˜k − VkV Tk V˜k‖2 + ‖Vk‖2‖V Tk V˜k −Q‖2
≤ ‖PV˜k − PVk‖2‖V˜k‖2 + ‖Vk‖2‖V Tk V˜k −Q‖2
= ‖PV˜k − PVk‖2 + ‖V Tk V˜k − Y ZT ‖2 (‖V˜k‖2 = 1 = ‖Vk‖2)
= ‖PV˜k − PVk‖2 + ‖Y (cosΘ)ZT − Y ZT ‖2
= ‖PV˜k − PVk‖2 + ‖Y ‖2‖ cosΘ− I‖2‖ZT ‖2
= ‖PV˜k − PVk‖2 + ‖ cosΘ− I‖2 (Y and Z are unitary)
≤ ‖PV˜k − PVk‖F + ‖ cosΘ− I‖F
Since, cos θi are singular values, cos θi are positive for all i, which means,
1 + 2 cos2 θi ≤ 1 + 2 cos θi
1− 2 cos θi + cos2 θi ≤ 1− cos2 θi
(cos θi − 1)2 ≤ sin2 θi. (9)
So we have,
‖ cosΘ− I‖F =
√√√√ k∑
i=1
(cos θi − 1)2
≤
√√√√ k∑
i=1
(sin2 θi) by (9)
= ‖ sinΘ‖F
Applying (8) to
‖V˜k − VkQ‖2 ≤ ‖PV˜k − PVk‖F + ‖ sinΘ‖F
gives the result.
Each data point can be clustered by applying a clustering algorithm, such as k-means or PCA, to the rows of
Vk or V˜k , see [1], [17]. The rows of Vk and V˜k both provide coordinates for clustering and classification. To analyze
the clusterability we need to compare the rows of Vk and V˜k. Corollary 6 shows that the spectral coordinates’
Euclidean geometry can preserved under perturbation if the eigen gap is satisfied. This generalizes the current
perturbation results of bipartitioning data by thresholding the second eigenvector to incorporate k-way clustering
with k eigenvectors.
Corollary 6: Let v(i) be the ith row of the matrix Vk formed by the top k column eigenvectors of A and v˜(i) be
the ith row of V˜k formed by the top k eigenvectors of A˜. If λk − λk+1 ≥ α and λk ≥ α then
‖v˜(i)− v(i)Q‖2 ≤ (1 +
√
2)
1
α
‖A− A˜‖F
where Q is the orthogonal matrix that minimizes ‖V˜k − VkQ‖F .
Proof:
‖v˜(i)− v(i)Q‖2 ≤ ‖V˜ − V Q‖2 ≤ (1 +
√
2)
1
α
‖A− A˜‖F
5 PERTURBATION FROM COMPRESSIBLE, INCOMPLETE AND INACCURATE MEASUREMENTS
The theory that we have developed shows how small perturbations in the affinity matrix affect the spectral
coordinates. This analysis is based on having knowledge of the amount error in ‖A − A˜‖F . Direct knowledge of
the error in the affinity matrix arises naturally in many areas such as wireless sensor networks, where information
can be lost or corrupted between independent spatially distributed sensors. More commonly in practice this error
is not known directly, but what is observed is the error in the data it self X − X˜ . We analyze how error developed
from taking compressible, incomplete and inaccurate measurements affects the affinity matrix and the spectral
coordinates.
95.1 Perturbation of the entries of A from taking compressed sensing measurements
Traditionally, spectral clustering methods use local Euclidean distance, d(xi, xj) = ‖xi − xj‖2 to create the affinity
matrix A. We show that A˜ defined using compressed sensing measurements can be made arbitrarily close to A. We
prove that V˜k can be made arbitrarily close to a unitary transform of Vk and the standard spectral coordinates can
be replaced by the compressed spectral coordinates to provide the same clustering assignments.
5.2 Compressed Sensing Background
Dimensionality reduction or low dimensional representation has become a central problem in signal and image
processing. As the dimensionality of data increases, data mining tasks such as clustering and classification can
become intractable or costly to obtain. Traditional clustering algorithms must perform dimensionality reduction to
make the problem tractable before they can be applied. Usually some type of transform is required to be computed
to produce a sparse vector to make clustering feasible. In [3] it was shown that learning using support vector
machines can be done in the measurement domain without having to transform the data to a sparse representation.
We provide detail of how and how well spectral clustering works in the measurement domain through careful
analysis.
Compressed sensing provides techniques for exact recovery of sparse signals x from random measurements
z = Φx, where Φ is a random m× n matrix. In general this is an ill-posed problem, but the assumption of sparsity
makes recovery possible, [4], [5], [18]. A major result of compressed sensing proves that exact recovery of sparse
signals can be guaranteed when the number of measurementsm = O(s log n/s), which is much less than the ambient
dimension n, see [5], [4] and the references therein. A central idea of compressed sensing is the restricted isometry
property.
Definition 7: The restricted isometry property (RIP) holds with parameters (r, δ) where δ ∈ (0, 1) if
(1− δ)‖x‖2 ≤ ‖Φx‖2 ≤ (1 + δ)‖x‖2. (10)
holds for all s-sparse vectors x.
It has been shown that random Gaussian, Bernoulli, and partial Fourier matrices satisfy the RIP with high
probability [19].
There is a large body of work that uses random projections for dimensionality reduction. Most of these methods
are shown to work well in practice but have no theoretical uniform guarantees. Compressed sensing provides
numerical bounds on the error produced when taking random measurements with uniform guarantees.
Theorem 8: Let Wi,j = e
− ‖xi−xj‖
2
2
2σ and A = D−1/2WD−1/2 where Di,i =
∑N
k=1W (xi, xk). And let A˜ = D˜
− 1
2 W˜ D˜−
1
2
where D˜i,i =
∑N
k=1 W˜ (xi, xk). If W˜i,j = e
−‖Φxi−Φxj‖
2
2
2σ where the xis are s-sparse and Φ satisfies the RIP with
δ =
ǫ
4maxi,j
{‖xi−xj‖22
2σ
} ,
then for 0 < ǫ < 1,
|A˜i,j −Ai,j | ≤ ǫ.
Proof:
By the quadratic form of the restricted isometry property (RIP) from [19] we have,
(1 − δ)‖xi − xj‖22 ≤ ‖Φxi − Φxj‖22 ≤ (1 + δ)‖xi − xj‖22. (11)
Multiplying by −12σ and exponentiating gives,
e−(1−δ)
‖xi−xj‖
2
2
2σ ≥ e
−‖Φxi−Φxj‖
2
2
2σ ≥ e−(1+δ)
‖xi−xj‖
2
2
2σ ,
which can be rewritten as,
Wi,je
δ
‖xi−xj‖
2
2
2σ ≥ W˜i,j ≥Wi,je−δ
‖xi−xj‖
2
2
2σ . (12)
Hence, ∑
j
Wi,je
δ
‖xi−xj‖
2
2
2σ ≥
∑
j
W˜i,j ≥
∑
j
Wi,je
−δ ‖xi−xj‖
2
2
2σ .
Letting C = maxi,j
{
‖xi−xj‖22
2σ
}
,
Di,ie
δC ≥ D˜i,i ≥ Di,ie−δC ,
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and taking the square root gives, √
Di,ie
δ
2
C ≥
√
D˜i,i ≥
√
Di,ie
− δ
2
C . (13)
Dividing (12) by
√
D˜i,i
√
D˜j,j ,
Wi,j√
D˜i,i
√
D˜j,j
eδC ≥ A˜i,j ≥ Wi,j√
D˜i,i
√
D˜j,j
e−δC ,
and by using inequality (13) gives,
Wi,j√
Di,i
√
Dj,je−δC
eδC ≥ A˜i,j ≥ Wi,j√
Di,i
√
Dj,jeδC
e−δC .
Subtracting by Ai,j we have,
Ai,j(e
2δC − 1) ≥ A˜i,j −Ai,j ≥ Ai,j(e−2δC − 1)
Since e2δC − 1 ≥ 1− e−2δC for all δ > 0, and Ai,j = Wi,j
D
−1/2
i,j D
−1/2
i,j
≤ 1
|A˜i,j −Ai,j | ≤ e2δC − 1. (14)
To bound (14) by ǫ requires δ to satisfy,
δ ≤ log(ǫ + 1)
2C
∀i, j.
By simple calculation it can be shown that log(ǫ+1)2C ≥ 14C ǫ for 0 < ǫ < 1. Thus, we need δ = ǫ4C , so that
|A˜i,j −Ai,j | ≤ ǫ,
holds for all i, j.
Corollary 9: Let Φ be a m×n Gaussian matrix and let 0 < ǫ < 1, δ = ǫ
4maxi,j
{
‖xi−xj‖
2
2
2σ
} . Then with high probability,
1√
m
Φ satisfies RIP with parameters (r, δ) provided that the number of measurements,
m = O(
r
ǫ2
log
n
ǫ2r
).
Proof: Assume xi is s-sparse then xi − xj is 2s-sparse. By the Gaussian measurement matrix Theorem in [19]
the number of measurements required for Φ to satisfy the RIP with parameters (2s, δ) with high probability is
m ≥ c(t)2sδ2 log nδ22s . For δ = ǫ
4maxi,j{‖xi−xj‖
2
2
2σ }
this gives,
m = O(
2s
( ǫ4C )
2
log
n
( ǫ4C )
22s
) = O(
s
ǫ2
log
n
ǫ2s
).
The entries of A˜ can be made arbitrarily close to the entries of A when taking m = O( sǫ2 log
n
ǫ2s ) random Gaussian
measurements. Additional bounds on the number of measurements can be a found when using matrices with
random Bernoulli entries or random rows of the Fourier transform [19]. Random Gaussian matrices are used here
to demonstrate the order of the number of measurements required to achieve our bounds.
Corollary 10: Let A and A˜ be define as in Theorem 8, then
‖A− A˜‖F ≤ Nǫ.
Proof:
‖A− A˜‖F =
√∑
i,j
(Ai,j − A˜i,j)2 ≤
√∑
i,j
ǫ2 =
√
N2ǫ2
Theorem 11 illustrates the robustness of the spectral clustering coordinates under small perturbations from taking
compressed measurements.
Theorem 11: Let A and A˜ be defined as in Theorem 8 with v(i) and v˜(i) defined in Corollary 6. Given there is a
α > 0 such that λk − λk+1 ≥ α and λk ≥ α, if the number of measurements
m = O(
r
ǫ2
log
n
ǫ2r
),
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then with high probability,
‖v˜(i)− v(i)Q‖2 ≤ (1 +
√
2)
Nǫ
α
.
Proof: Assume there exists a α > 0 such that λk − λk+1 ≥ α and λk ≥ α. Given an ǫ > 0, |A˜i,j − Ai,j | ≤ ǫ by
Theorem 8. This gives
‖A− A˜‖F =
√∑
i,j
(Ai,j − A˜i,j)2 ≤
√∑
i,j
ǫ2 =
√
N2ǫ2.
With the eigengap λk − λk+1 ≥ α and the block decomposition of V and V˜ , Theorem 5 bounds the column space
of {v1, v2, ..., vk} and {v˜1, v˜2, ..., v˜k} by
‖V˜k − VkQ‖2 ≤ (1 +
√
2)
1
α
‖A− A˜‖F .
The spectral clustering coordinates
‖v˜(i)− v(i)Q‖2 ≤ 1 +
√
2)
Nǫ
α
can then be bounded by Corollary 6. Combining these gives the result.
5.3 Perturbation of the entries of A from missing measurements
The size and complexity of data grows exponentially with advancing technology. Often data can be lost, noisy or
corrupted or acquiring data could be costly to obtain, as in medical MRI acquisition. Clustering algorithms can
not be applied directly to incomplete data. Given a fraction of the entries of a one wishes to recover the missing
entries under the constraint that the unknown matrix is low rank. This non-convex low rank minimization can be
solved using nuclear-norm convex relaxation. Matrix completion is the task of recovering an unknown matrix form
a small subset of its entries. This is possible for low rank matrices under some constraints on the matrix known as
the strong incoherence property with O(rank(X) × N log2N) samples via nuclear-norm convex optimization [6],
[20].
Definition 12: A matrix X obeys the strong incoherence property with parameter µ if the following hold.
1) Let PZ (resp. PY ) be the orthogonal projection onto the singular vectors z1, ..., zr (resp. y1, ..., yr) of X ∈ RN×n
of rank r. For all pairs (a, a′) ∈ [N ]× [N ] and (b, b′) ∈ [n]× [n],∣∣∣〈ea, PZea′〉 − r
N
1a=a′
∣∣∣ ≤ µ√r
N
,
∣∣∣〈eb, PY eb′〉 − r
n
1b=b′
∣∣∣ ≤ µ√r
n
.
2) Let Ξ be the ”sign matrix” defined by
Ξ =
∑
i∈[r]
ziy
∗
i .
For all (a, b) ∈ [N ]× [n],
|Ξa,b| ≤ µ
√
r√
Nn
.
We will make use of the following theorem, which is a reformulation of Theorem 7 rigorously proved in [20].
Theorem 13: [20] Let X ∈ RN×n be a fixed matrix of rank r obeying the strong incoherence property with
parameter µ. Suppose we observe a fraction p = (# of entries observed)/(Nn) of entries of X with locations
sampled uniformly at random with noise ‖PΩ(X) − PΩ(Xˆ)‖F ≤ δ. Then with high probability the solution to the
matrix completion problem Xˆ satisfies,
‖X − Xˆ‖F ≤ 4
√
(2 + p)min(N,n)
p
δ + 2δ.
This provides a bound on the recovery error from matrix completion with noisy observations. Using matrix
completion with O(r ×N log2N) samples to define a local distance we show that Aˆ can be made arbitrarily close
to A.
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Theorem 14: Let Wi,j = e
− ‖xi−xj‖
2
2
2σ and A = D−1/2WD−1/2 where Di,i =
∑N
k=1W (xi, xk). And let Wˆi,j =
e−
‖xˆi−xˆj‖
2
2
2σ and Aˆ = Dˆ−
1
2 Wˆ Dˆ−
1
2 where Dˆi,i =
∑N
k=1 Wˆ (xi, xk). Assume the data matrix X obeys the strong
incoherence property with parameter µ under the same assumptions of Theorem 13. If
4
√
(2 + p)min(N,n)
p
δ + 2δ ≤ ǫ
16maxi,j
{
‖xi−xj‖2
2σ
}
then with high probability,
|Aˆi,j −Ai,j | ≤ ǫ.
Proof:
From the performance guarantees for matrix completion problem with noise proved in Theorem 7 of [20] we
have,
‖X − Xˆ‖F ≤ 4
√
(2 + p)min(N,n)
p
δ + 2δ
def
= γ. (15)
‖X − Xˆ‖2F =
N∑
i=1
‖xi − xˆi‖22 ≤ γ2
implies
‖xi − xˆi‖2 ≤ γ.
Applying the triangle inequality gives,
‖xˆi − xˆj‖2 ≤ ‖xˆi − xj‖2 + ‖xi − xj‖2 + ‖xi − xˆj‖2 ≤ ‖xi − xj‖2 + 2γ.
Similarly,
‖xi − xj‖2 ≤ ‖xˆi − xˆj‖2 + 2γ.
Combining these gives,
‖xi − xj‖2 − 2γ ≤ ‖xˆi − xˆj‖2 ≤ ‖xi − xj‖2 + 2γ. (16)
Squaring gives,
‖xi − xj‖22 − 2γ‖xi − xj‖2 + 4γ2 ≤ ‖xˆi − xˆj‖2 ≤ ‖xi − xj‖22 + 2γ‖xi − xj‖2 + 4γ2.
Multiplying by −12σ and exponentiating gives,
e
4γ‖xi−xj‖2−4γ
2
2σ e
−‖xi−xj‖
2
2
2σ ≥ e
−‖xˆi−xˆj‖
2
2
2σ ≥ e
−4γ‖xi−xj‖2−4γ
2
2σ e
−‖xi−xj‖
2
2
2σ ,
which can be rewritten as,
Wi,je
4γ‖xi−xj‖2−4γ
2
2σ ≥ Wˆi,j ≥Wi,je
−4γ‖xi−xj‖2−4γ
2
2σ . (17)
Hence, ∑
j
Wi,je
4γ‖xi−xj‖2−4γ
2
2σ ≥
∑
j
Wˆi,j ≥
∑
j
Wi,je
−4γ‖xi−xj‖2−4γ
2
2σ .
Letting C = 4maxi,j
{
‖xi−xj‖2
2σ
}
,
Di,ie
γC−4γ2
2σ ≥ Dˆi,i ≥ Di,ie−γC−
4γ2
2σ ,
and taking the square root gives, √
Di,ie
γC
2
− 4γ2
4σ ≥
√
Dˆi,i ≥
√
Di,ie
−γC
2
− 4γ2
4σ . (18)
Dividing (17) by
√
Dˆi,i
√
Dˆj,j ,
Wi,j√
Dˆi,i
√
Dˆj,j
eγC−
4γ2
2σ ≥ Aˆi,j ≥ Wi,j√
Dˆi,i
√
Dˆj,j
e−γC−
4γ2
2σ ,
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and by using inequality (18) gives,
Wi,j√
Di,i
√
Dj,je−γC
eγC ≥ A˜i,j ≥ Wi,j√
Di,i
√
Dj,jeγC
e−γC.
Subtracting by Ai,j we have,
Ai,j(e
2γC − 1) ≥ Aˆi,j −Ai,j ≥ Ai,j(e−2γC − 1)
Since e2γC − 1 ≥ 1− e−2γC for all γ > 0, and Ai,j = Wi,j
D
−1/2
i,j D
−1/2
i,j
≤ 1
|Aˆi,j −Ai,j | ≤ e2γC − 1. (19)
To bound (19) by ǫ requires γ to satisfy,
γ ≤ log(ǫ+ 1)
2C
.
By simple calculation it can be shown that log(ǫ+1)2C ≥ 14C ǫ for 0 < ǫ < 1. Thus, we need γ = ǫ4C , so that
|A˜i,j −Ai,j | ≤ ǫ,
holds for all i, j.
Theorem 15: Let A and A˜ be defined as in Theorem 14 with v(i) and v˜(i) defined in Corollary 6. Given there is
a α > 0 such that λk − λk+1 ≥ α and λk ≥ α, if
4
√
(2 + p)min(N,n)
p
δ + 2δ ≤ ǫ
16maxi,j
{
‖xi−xj‖2
2σ
}
then with high probability
‖v˜(i)− v(i)Q‖2 ≤ (1 +
√
2)
Nǫ
α
.
Proof: The proof is similar to that of Theorem 11 by combining Theorem 14 and Corollary 6.
6 NUMERICAL RESULTS
The experiments in this section were preformed on three grayscale image sets, a synthetic set, a set of face images
and a set of handwritten digits. The spectral clustering method requires local distances between data points. Each
data point is an image and the distances between images, d(xi, xj), are as defined above using Frobenius norm
distance [21] and compressed sensing measurements.
6.1 Synthetic - Advertisers clustered by keywords
This first experiment is clustering advertisers and keywords for a search engine query. Each advertiser xi only
pays at most r keywords that they want to be connected to their product, making xi ∈ Rn, s-sparse in n keywords
feature space. The goal is to groups the advertisers such that advertisers within the same group have pay for
similar keywords to identify a wider range of targeted keywords to advertisers. Spectral clustering provides a
balance of cluster compactness, conductance and proportional size. Here synthetic feature vectors are created from
an unknown unitary sparse transform with a varying sparsity level. Figure 5 shows the clustering of a data set with
two hidden data clouds. The left Figure shows clustering using only 10 random measurements and the middle using
30, compared to standard techniques using the full image on the right. Both methods provide a linear separable
dimension reduction but our compressive method is only using three measurements compared to requiring the full
dimension. The number of measurements used here is taken much lower than our theoretical requirement yet it
performs at the same perfect classification rate.
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Fig. 5. Data set of synthetic 100 dimensional 3-sparse image vector with two underlying clusters, each image is projected onto the first three
nontrivial eigenvectors. Left: Using the full 100 dimensional image vector (standard spectral clustering) Center: Using 3 compressed sensing
measurements of each image. Right: Using 30 compressed sensing measurements.
Fig. 6. 50 - 220×220 images of two different faces in a range of poses from profile to frontal views. Far Left: Unordered. Left Center: Ordered by
the second eigenvector from standard spectral clustering. Right Center: By compressive spectral clustering using 100 measurements. Far Right:
Using 1000 measurements.
6.2 Face Database
This experiment uses a database of 36 112x92 pixel images of the same person, rotating his head, from the UMIST
Face Database [22]. It is well known that images have a sparse Fourier and wavelet transform, a fact used in JPEG
and JPEG2000 image compression, but the optimal sparsifying transform here is unknown. The ideal transform
would only capture the desired differences in a given set. Here it would transform the image vector into a signal of
sparsity level proportional to the degrees of freedom of rotation and/or the number of subjects used. In Figure 6 the
ambient dimension is 10,000 and only 10 measurements are used. The second eigenvector of A and A˜ both capture
15
the underlying rotation from their shuffled order but our method uses 1/1000 the number of measurements.
Often a signal may not be obtainable, but random measurements of the signal might be. For example, images
where only the inner products with random rows of the Fourier transform are observed. We show that with m
random measurements, a set of images can be clustered by their measurements in the same way as if the clustering
was performed on the full images themselves.
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Fig. 7. A dataset of 100 images of three different people’s faces in a range of poses from profile to frontal views. The images are classified by
applying k-means to the compressive spectral clustering coordinates (2nd and 3rd eigenvectors), using a range of measurements. The average
misclassification rates of 100 trials are plotted against the average misclassification rate resulting from standard spectral clustering applied to the
full images.
In comparing our compressed results with standard spectral clustering we achieve the same classification rate
with fewer measurements than full dimension of the images. A misclassification rate of .1 is achieved using only
28 measurements where as the full 213 dimensional signal is required in standard spectral clustering, as seen in
Figure 7. Here the clustering was performed on a set of images of three different people. There is more than one
way to cluster a set of more than two faces. In addition to grouping person A, B and C, the images could be
grouped by skin tones, hair color or male/female, all of which present a valid classification. Our method is only
guaranteed to perform as well as standard spectral clustering. Because spectral clustering is unsupervised, given no
labeled examples as inputs, the natural groupings found by spectral clustering may fail to match a desired labeling
causing a higher misclassification rate.
6.3 Handwritten Digits
The sparsifying transform here is again unknown. The ideal transform would transform the image vector into a
signal of sparsity level proportional to the number of digits {0, 1, ..., 9} to be classified. Figures 4 and 8 show the
clustering of pairs on handwritten digits, using standard spectral clustering on the left and compressive spectral
clustering on the right. The structure for the column space of {v1, v2, v3, v4} is maintained under the perturbation
from making compressed sensing measurements. The clusters defined by the first eigenvectors of A from using
the true Euclidean distances is equal to the clusters defined by the first eigenvectors of A˜ from taking compressed
measurements.
6.4 Synthetic Images with missing entries
Here we use a data set of 1000 synthetic images of three different classes where we can control the rank of the data
matrix. In both experiments only 10% of the entries are observed. The first experiment varies the approximate rank
of the data where the images are stacked as row vectors. As the rank of the matrix is artificially increased the number
of underlying clusters is blurred. Figure 10 that as the approximate rank increases so does the misclassification rate.
The second experiment uses a combination of the two perturbation errors, from matrix completion and compressed
measurements. Figure 10 shows that as the number of measurements increase the span of the compressed spectral
coordinates with matrix completion is close to the traditional spectral coordinates.
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Fig. 8. The handwritten digits {1, 3, 7} data set is projected onto the 2nd and 3rd eigenvectors of the graph formed Left: using Euclidean distances
between points, Middle: using distances from 32 Gaussian measurements, Right: using distances from 128 random Gaussian measurements.
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Fig. 9. M is a rank 3 matrix with 1000 images (three clusters) of dimension 500 stacked as rows with only 10% of the entries observed. The
images are classified by applying the matrix completion then using the first three spectral clustering coordinates (1st, 2nd and 3rd eigenvectors).
The number of clusters is pertubed by increasing the rank of M .
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