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PROBABILITIES 
RANDOM 
Under a symmetry condition, the probability of a union of events can be expressed in terms 
of the harmonic mean number of events which occur, conditioned on a specific event occurring. 
This leads to improvements of Boole’s inequality in settings where standard inclusion-exclusion 
techniques fail. Applications to asymptotic independence numbers and partition numbers of 
sparse random graphs are given. 
It is not much of an exaggeration to assert that most problems of discrete 
probability theory can be reduced to the task of estimating the probability of a 
union of dependent events whose individual probabilities are known. There are 
several classical techniques applicable to this task, such as the inclusion-exclusion 
principle: an account of these techniques oriented to combinatorial problems can 
be faund in Bollobas [2] Chapter 1. The elementary harmonic mean formula of 
Lemma 1.5 below seems comparatively unknown; our purpose is to publicize the 
formula and give examples of its use. 
Let (Ai : i E I) be a finite family of events in a probability space. For a 
permutation 31: of I, call (A,j ;nvariant under ar if: 
P(Ai, n Ai, n l l l n&,) = P(An(il) nAn(i,> n l 9 . n An(,)) 
for all r31, iI,. . . , i,d. (1.1) 
Call the family (Ai) transitively invariant if: 
for each iI, i2 E Z there exists n such that n(il) = i2 and (Ai) is 
invariant under JL (121 . 
Orae can regard transitive invariance as a finite analog of stationarity. In 
particular, it implies that we can define 
p = PCAi) (1% . 
independently of i. Write lA for the indicator andom variable associated with an 
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event A. Then 
N=x lAi 
id 
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(14) . 
counts the (random) number of events in the family (Ai) which occur. 
Lemma 1.5. Let (Ai:i E I) be transitively invariant and let i,-, E I. Then 
P(UierAi) = P 14 E(N-l I Ai& 
Proof. Write Ni = N-’ on Ai, = 0 on Af. Then l”,+ = Ci,=l Ni, SO 
P(U Ai) = 2 EN, = 2 P(Ai)E(N, 1 Ai) 
= 111 pE(N-’ 1 A,) by transitive-invariance. Cl 
The basic point of the formula is the following. By definition, N 2 1 on A,, and 
so 
E(N-’ 1 Ai,,) s 1. (16) . 
Substituting (1.6) into (1.5) gives P(U Ai) up 111, which is Boole’s inequality. 
But any non-trivial ower bound on the distribution of N given A, will lead to an 
imprcvemznt om (1.6) and thence to an improvement on Boole’s inequality. 
We shzll demonstrate this technique on two problems involving random 
graphs. In both cases we use rather simple-minded lower bounds on N, which 
could be improved at the expense of more complicated calculations. 
Further remarks are in Section 5. Let us merely observe that without assuming 
transitive-invariance, the proof above yields 
P(U Ai) = C P(Ai)E(N-’ 1 Ai)- (17) l 
2. Independent sets in sparse random graphs 
A set H of vertices in a graph G is called an independent set if no edge of G has 
both end-vertices in M. Write ind(G) for the maximal cardinality of independent 
sets in G. 
Fix 0 < LY C 0~. Write G_,, for the random graph with n vertices in which each 
potential edge has chance cy,ln to be present, independently over potential edges. 
The asymptotic (n-, 0~) behavior of ind(G n,cr,J has been studied by several 
authors and the current state of knowledge is described in [2] Section 11.4: here is 
a brief summary. It is believed that there is a function c(a) such that 
n-’ ind(Gn,=,,J --, c(a) in probability as n + 00. (2 1) . 
For a! 6 1 it is known that (2.1) is true and there is a formula for c(a); this uses 
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the fact that for as 1 the random graphs split into small disconnected 
components. For a! > 1 it is not known rigorously that (2.1) holds at all (in 
principle there might be a limiting distribution instead of a constant). Instead, 
there are lower bounds derived from analysis of the greedy algorithm for 
constructing independent sets, and upper bounds derived from Boole’s inequality. 
To understand the upper bound, fix a > 1 and 0 <x < 1. Take m = m(n) such 
that m/n +x as JZ --) 00. For fixed n let I be the set of all m-element subsets H of 
vertices {1,2, . . . , n}. For each HE I let AH be the event that H is an 
independent set in G,,,/,. Then P(A,) = (I - ct/n)~“@-l) and so 
n-’ log P(A,)-, - &x2; 
here and throughout all limits are as n + 00, m/n +x. And Ill= (G), so 
n-’ log 111+ -{x log(x) + (1 - x)log(l -x)}. 
For fixed n, m, 
P(WGl, h) rm)=+J1&) 
e 111 P(A,) by Boole’s inequality. 
Taking limits 
I 
lim sup n-l log P(ind(G,,.& 2 m) s&(x), where 
n-m 
fa(x) = -&x2 - x log(x) - (1 - x)log(l - x) 
It is easy to see that there is a value c*( cu) such that 
j&) 3 0 for 0 s x s c*(a) 
< 0 for c*(a) Cx C 1. 
(2 2) . 
(2 3) . 
(2 4) . 
(2 5) . 
(2 6) . 
It follows from (2.5) that c*(a) is an asymptotic upper bound for n-’ ind(G,,,/,): 
precisely, 
P(n-’ ind(Gn,,/,) > c*(a) + E)+ 0 as n-a; each E > 0. (2 71 . 
Of course, this argument is entirely straightforward; see [2, p. 2701 for further 
remarks. But we can do better using the harmonic mean formula. For fixed n, m 
the family (AH : M E I) is clearly transitively invariant, since for any M,, H2 there 
is a permutation of (1, . . . , n} which takes H1 to H2. Write Ho = (1, . . . , m}. 
Then the harmonic mean formula, Lemma 1.5, improves (2.4) to 
P(ind(G,,&a m)= P(A,) 111 E(N-' 1 &o~;N=H~ILH~ 
Suppose we can show 
lim sup n-’ log E(N-’ 1 AHo) =S g&), say, 
n-m 
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where g&) s 0. Then we can repeat the argument above to obtain 
(2 9) . 
lim sup n -’ log P(ind(G,,, (y/n) 3 ptl) S&(X), where 
n-m 
L(x) =fW +&Y(X)* 
Again there is a value Z(a) such that 
j&) 2 0 for 0 S x S e(ar) 
<OforE(cu)<x<l. 
Again &Y) is an asymptotic upper bound for .-I ind(Gn,=in) in the sense of (2.7); 
and provided g&c*(a)) CO we will have e(a) < c*(a), so that the harmonic 
mean formula gives an improved upper bound. 
The expression for g&) and the proof of (2.8) are given in the next section. 
Table 1 shows some values of c*(a) and I obtained numerically, together with 
the lower bound 
c*(a) = (cu log a! - (Y + l)/(a - l)* 
given at [2, p. 2691. 
(2.10) 
Table 1 
2 0.386 0.719 0.750 
3 0.324 0.631 0.655 
4 0.283 0.564 0.583 
5 0.253 0.512 0.526 
The numerical improvement is disappointingly small. Our expression for g&) 
itself has to be numerically evaluated; we could give explicit bounds but this 
seems pointless, since even for c*(a) one needs numerical methods. It is known 
that as cy-00, c*(a) -2cu-‘, and it can be shown that Z(cu) has the same 
behavior. 
3. The extra term 
Fix 1~ m s m + j s n, consider the random graph G,,,,,, and condition on the 
event A,, that is on the event that Ho = { 1, . . . , m} is an independent set. Later 
=we shall describe the greedy algorithm for picking a random subset J c {m + 
1 
l - ? n} such that Ho UJ is an independent set; and we shall show that under 
the limiting regime 
n+w, m/n+x, j/n-y (3 1) . 
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we have 
lim sup n -l log P(IJI s j) s h,(x, y) 
n-00 
(3 2) . 
for a certain h,(x, y) s 0. Accepting this result, consider m, j, n tied again. Then 
H,, U J is an independent set of cardinality m + VI. Any subset of cardinality m is 
an independent set, so N = zHEI lAH satisfies 
N> m+lJI 
-( > ; m 
this is all conditional on A,. So, conditionally, 
EN-’ G :g ( m~j)-lP(lJl = j) 
(3 3) . 
Under the limiting regime (3.1) we have 
n-l log 
m+j -l ( ) m 3 &x, y) =X log(x) + y log(y) - (X + y ji0g(x + yj, 
and it follows from (3.2) and (3.4j that 
lim sup n-l log EN-l G g&(x) = sup (h,(x, y) + 6(x, y)). (3 9 . 
n-baa - 
_ 
osy SF1 --x 
This gives (2.8). 
To prove (3.2), recall that the greedy algorithm constructs an 
T, C (1,. . . , n} by inductively constructing independent subsets 
via T1 = {l}, 
independent set 
T, C (1,. . . , u} 
T u+l = T, U {u + 1) if there are no edges from u + 1 to Tu, 
= T, otherwise. 
In our setting, we are conditioning on (1, . . . , -m} being an independent set; this 
conditioningdoesnot affect heprobabilitiesofotheredges. So T, = { 1, . . . , m}. 
For i 2 m let si = I {u > m : 1 TuI = i} I. Then the random variables gi are independ- 
ent with geometric distributions: 
P(gi = bk) = qi(l - qi)k-l, kal; whereq,=(l-a/n)‘. (3 6) . 
The variable J of (3.2) is ITJ - m, and so the event IJI s j is the event that 
m + Cm+i&>n. So 
P(lJl~j)=P(~f!$>n-m). (3 7) . 
i=m 
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Routine calculations how that for 0 a 0, 
log E exp( 8 mf 5,) = m5 {log(qi) - log(eee - 1 + qi)}; 
i=m i=m 
here and below, interpret log of a negative number as --oo. Recall the elementary 
“large deviation” bound for a random variable 2: 
P(Z > z) s inf eee’E exp(82). 
820 
Applying to (3.7), we get 
n-l log P(lJl Sj) S inf 
I 
-e(l - m/n) + n-l m$ {lOg(qi) - log(e-‘- I+qH] i . 
820 i=m 
Under the limiting regime (3. l), routine calculus establishes (3.2) with 
h,(x, y) = inf 
820 
(-e(i-+-~+Ylog{l-(l-e-8)e~}~~). 
X 
(3 8) . 
4. Partitioning sparse random graphs 
For a graph G with an even number of vertices define 
part(G) = min(#edges from H to H”), 
the minimum taken over all partitions (H, H”} of the vertices with IHI = IH”I. 
Consider now the sparse random graphs G%,, with Q! > 4. We seek a lower 
bound c*(a) such that 
P(part(Gti,,,,J < cn) * 0 as n + 00; c cc*(a). (4 1) . 
Fix 1 < m < n. Let I be the set of ordered partitions of 1,2, . . . ,2n into sets H, 
H” of size n. For such a partition, let AH be the event that Gti,,,n has at most m 
edges from H to WC. Let Ho = { 1, . . . , n}. Then 
P(part(Gz,z,al,) s m) = P( $J A”) 
s (I( P(A,) by Boole’s inequality 
= 2n ( ) n P(ZGm), (4 2) . 
where 2 has Binomial (n2, a/n) distribution. Now take limits as 
n-m, m/n-,x < cv: (4 3) . 
we obtain 
n-110g((2JP(Z~m)]~~~(~)~log4+x-n+xlog(~/~) (4.4) 
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Thus for (4.1 j we can use the lower bound C(a) which is the solution off,(x) = 0, 
provided QI > log 4. This is the natural bound obtainable from Boole’s inequality. 
The harmonic mean formula improves the bound (4.2) to 
P(Zs rn)EQ'V1 (AHo), 
where N is the number of events (AH, H 4 I) which occur. So we shall develop a 
bound of the form: under the limiting regime (4.3), 
lim sup n-l log E(N-’ 1 AHo) s g, s 0. 
n-00 
Then (4.1) will hold fgr the lower bound c*(a) which is thekolution of 
ix4 + g, = 0, (4 6) . 
provided &(O) + g, s 0. The numerical improvement is again disappointingly 
small (see Table 2). 
Table 2 
1.5 0.022 0.067 
2.0 0.180 0.222 
2.5 0.390 0.422 
3.0 0.630 0.654 
3.5 0.894 0.910 
4.0 1.174 1.187 
Bui [3] has given the argument 
I 
from Boole’s inequality, and shown that 
?(a) 3 tx - V2a! log 2 for cy 3 9. There is again a natural greedy algorithm which 
yields upper bounds. 
To obtain the bound (4.5) we require two lemmas. 
Lemma 4.7. lim sup n - ’ log P( G,, (y/n has no isolated vertices) s h&x), where 
h&~) = inf,,, &(l + $0) + 0 log 8 - (1 + 8)log(l+ 0). 
Proof. Given G,,,,, on vertices { 1, . . . , n}, let e be the random graph extended 
to vertices { 1, . . . , n + m} with edge-probabilities au/n. Then 
! b P(e has exactly m isolated vertices) 
P (the isolated vertices of c are n + 1, n + 2, . . . , n + m) 
(1 - &z)*m(2n+m-1)P(Gn,~,n has no isolated vertices). 
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Let n + 00, m/n + 0, take logs and divide by II : 
0 3 (I+ e)log(i + e) - e log e - ae(i + jej 
+ lim sup n-’ log P(G,,,,n has no isolated vertices). 
This establishes the lemma. Cl 
Remark. With a little more work, it can be shown that h&t) is the exact limit. 
Lemma 4.8. Let u/n +y, 0 s y s 1. Then 
lim sup K* log P(G,,,I, has exactly u isolated vertices) s h&q y), 
where h&, y) = -y logy - (1 -y)log(l -Y) - ay(l - SY> + (1 -YMm -YN= 
I’mof- PG. a/n has exactly u isolated vertices) = 
0 
z P (the isolated vertices of Gn,, are IZ - u + 1, . . . , n) 
(1 - LY/FZ)~~(~-~-~)P(G* has no isolated vertices), 
where G* is the random graph on n - u vertices with edge-probability cu/n = 
Bf ( n - u), where /3 = cu(1 - u/n). Taking limits, we have /3+ a(1 - y) so by 
Lemma 4.7 
lim sup n -’ log P(G * has no isolated vertices) s (1 - y )h,( cu( 1 - y )). 
The lemma follows, since 
hmn-’ log I( 1 n (1 _ (yln)t”(tn-u-l) U I = -y logy - (1 -y)log(l -y) - @y(l - $y). 
Returning to the argument for (4.5) let Jo be the subset of vertices j in Ho such 
that j has no edges to I&; similarly let J1 be the subset of vertices j in Hk such that 
j has no edges to Hi. Let U = min(lJ& &I). For any 0 s u s U we can choose u 
vertices from Jo and u vertices from J1 and swap them to obtain a new partition 
{H, H”) which will have at most m edges from H to H”. Thus 
N 2 i ((?1= s(U) say, on A,. 
u=o u 
NOW U is independent of A,, so 
E(N-1 1 AHo) 6 E(ih(U)) = Jzo& P(u = u). 
I- 
XAte U. = idol. Then P(U = u) s 2P( U. = u). Since the sum is at most n times its 
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maximum term, the proof of (4.5) reduces to 
lim sup ra-’ log 
( 
max o 1( SS &~(y=u))% 
175 
(4 9 . 
Now let u/n -) y E [0, 11. Then 
1 
n-‘log- S(u)-, -Y log 4 
lirn sup n-’ log P(UO = u) s h2(a, y) by Lemma 4.8 
and so (4.9) holds for 
glY = ,y, W2@9 Y) -Y hivv 0 __ 
5. Remarks 
(A) The harmonic mean formula. It would be foolish and presumptuous to
claim novelty for such an elementary result; however, we do not know any 
explicit reference in the literature, so feel confident in asserting that it is not well 
known. 
In the setting of Lemma 1.5, and assuming transitive-invariance, l tfi have the 
conditional distribution of ZV given A,. Write Eh for harmonic mean: EhX = 
[E[X-‘)1-l. The3 Ee~zz I.5 says 
P(UAi) = EN/EhIcr. (5 1) . 
Equivalently, Boole’s inequality says P( UAi) s EN and so (5.1) says that Ehfi 
measures the amount EN/P(UAi) by which Boole’s inequality overestimates the 
true value. Hence the name “harmonic mean formula”. 
Under transitive-invariance, an easy calculation gives Em = E(N2)/EN. So 
combining the harmonic mean formula with Jensen’s inequality 
E(fi-‘) 3 (EN)-’ (5 2) . 
leads to the conclusion 
P( UAi) 3 (EN)2/E(N2). 
This is a standard “second moment” bound [2, 
(5 3) . 
p. 31 and holds without 
tran:;itive-invariance. However, in a particular case we may be able to improve on 
the general ower bound (5.2) for E(fi-‘), and then the harmonic mean formula 
would lead to an improvement of the lower bound (5.3). 
(B> 9fher Applications. Another possible application of the harmonic mean 
formuia i dmblnatorial setting is to the longest common subsequence problem 
discussed in Deken [4]. 
Outside combinatorics, it provides alternative approaches to the study of 
176 
maxima of d-parameter random 
given in Aldous [ 11. 
Note added in proof 
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fields. A overview of these problems will be 
Further results about the independence number of sparse random graphs have 
recently been obtained by A.M. Frieze, On the Independence Number of 
Random Graphs, Technical Report, Carnegie-Mellon. 
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