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Abstract 
Thin films of organic semiconducting materials, such as copper phthalocyanine (CuPc) and 
C60, can be used in photovoltaic devices. The interface between these materials is the site of 
exciton dissociation, and thus a key region of interest in their study. The processes that 
occur within these films and at interfaces are governed by the local morphology and 
structure. Studying these films and interfaces at high spatial resolution has previously been 
challenging given their soft nature and scale. 
Using electron transparent cross-sections prepared with a focussed ion beam (FIB), high 
resolution transmission electron microscopy (HRTEM) has been used to probe the local 
crystallography of three archetypical organic photovoltaic device structures grown on silicon 
and indium tin oxide (ITO). In HRTEM images lattice fringes of unprecedented clarity are 
observed, validating the optimised FIB method. 
HRTEM examination of device structure cross-sections on silicon reveals lattice fringes 
throughout pure films of CuPc and C60. The structure of the CuPc thin film can be correlated 
with bulk characterisation methods however, the observation of stacking faults 
demonstrates film non-uniformity. Lattice fringes in C60 films show an orientation 
preference with respect to the interface, which allows conclusions to be made about C60 
when grown on molecular films. Mixed films show no lattice fringes. 
Structures grown on ITO are more complex than those on silicon, which is attributed the 
relatively rougher growth surface. Due to this rougher surface, the morphological changes 
occurring result in reduced crystallinity, a conclusion supported by bulk characterisation 
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methods. The cross-sectional methodology has been extended to thicker films, revealing the 
presence of structural deviations that lie parallel to the surface. 
Scanning transmission electron microscopy, in combination with energy dispersive X-ray 
spectroscopy, high resolution quantitative compositional mapping reveals the morphology 
of the interface for the structures studied. This been correlated with the morphology of 
single CuPc film surfaces, with the conclusion that morphology of the CuPc surface remains 
unchanged after C60 film growth. 
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1. Introduction 
1.1. Introduction 
Increased interest in the use of organic semiconducting materials for cheap, flexible and 
lightweight electronics has motivated many research groups to investigate their physical 
properties. In particular for their use in photovoltaic, light emitting, magnetic and spintronic 
applications. 
In the field of organic photovoltaics, particular attention has been paid to the study of the 
morphology, structure and adsorption characteristics of thin films of these materials. The 
economic viability of photovoltaic devices is intrinsically linked to their efficiency, and as a 
result research has focussed on methods to improve this. The physical processes that result 
in the generation of photocurrent in these types of devices (adsorption, exciton generation, 
diffusion and dissociation, charge transport and collection) are affected by the thin film 
characteristics of different organic materials, especially at the interfaces found in these 
devices. Due to this, characterisation techniques are being developed that attempt to 
decipher how these physical properties effect photocurrent. 
One class of materials that has attracted attention are the phthalocyanines. These planar 
molecules, when processed into thin films using vacuum sublimation, provide researchers 
with a simple, reproducible system for fundamental investigation, ideal for the development 
of new characterisation methods. 
Transmission electron microscopy (TEM) uses a beam of energetic electrons to image and 
analyse electron transparent specimens. The high spatial resolution capabilities of TEM 
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allow characterisation on the molecular and atomic scales. TEM also has the ability to 
perform a variety of spectroscopic techniques, which make it an invaluable instrument in 
the analysis of nano-scale systems. 
To directly probe the buried interface using TEM and its associated spectroscopies, electron 
transparent cross-sections must be prepared. Techniques available to perform this have 
traditionally caused too much damage to the material, causing data acquired to not be 
representative. With the arrival of newer focussed ion beam (FIB) instruments, damage 
inducing factors can be controlled and minimised. 
1.2. Motivation 
The motivation of the work presented in this thesis has been to develop characterisation 
methods for the study of organic molecular thin films using the TEM. A particular focus has 
been on the development of sample preparation methodologies which are able to cross-
section thin phthalocyanine films grown on to hard substrates, without completely 
destroying the structure. The methodology developed however cannot exclude damage 
induced from specimen transfer in ambient conditions,[5] but with improvements in 
technology this could be controlled. 
The study of cross-sections of phthalocyanine thin films using TEM, in combination with its 
associated spectroscopic abilities, has the potential to provide a plethora of valuable 
information that will benefit organic material device characterisation as well as improving 
the analysis of soft materials using TEM. 
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1.3. Thesis outline 
This thesis focusses on the structural and morphological characterisation of copper 
phthalocyanine (CuPc) thin films and photovoltaic device structures when used in 
combination with C60. Particular interest has been paid to analysis using high resolution 
transmission electron microscopy (HRTEM) and scanning transmission electron microscopy 
(STEM) in combination with energy dispersive X-ray spectroscopy (EDX), especially in cross-
sections of device structures and films prepared using a FIB. 
Chapter 2 contains a review of the literature surrounding organic materials used in 
photovoltaic devices, in particular the phthalocyanines, C60, and 3,4,9,10-perylene 
tetracarboxylic dianhydride (PTCDA). The review also focusses on the analysis of organic 
materials using TEM. Since sample preparation is vital to the understanding of results 
obtained in the TEM, the review also focusses on preparation of electron transparent 
specimens, with particular emphasis on cross-sectional sample preparation of organic 
materials. 
Chapter 3 contains instrument details and operational parameters, combined with 
explanations of the physical processes and experimental procedures that have been used to 
collect the data presented in this thesis. 
Chapter 4 describes the structural and morphological analysis of device structures as well as 
the thin films that the device structures are comprised of. Particular focus is given to the 
cross-sectional HRTEM analysis of device structures grown on silicon and indium tin oxide 
(ITO). 
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Chapter 5 focusses on the structural analysis of thicker CuPc films, which have been grown 
directly on silicon and on a templating layer of PTCDA. Further to the structural analysis, the 
morphology has also been studied using high angle annular dark field (HAADF) STEM, with 
three dimensional analysis of the morphology using tomography. 
Chapter 6 describes the chemical analysis using EDX in combination with STEM of the 
photovoltaic device structures introduced in chapter 4. This chapter also contains details 
about the acquisition, processing and error analysis which is important to the spectroscopic 
method. 
The thesis finishes with chapter 7, outlining conclusions from the previous chapters and 
details further work related to the data presented in the previous chapters.  
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2. Literature Review
 
2.1.  Organic photovoltaics 
Increasing global energy consumption[6–8] has driven research efforts to find new and 
environmentally friendly sources of electrical power. Photovoltaic devices, in the form of 
solar panels, could provide a solution to this demand. Traditional, inorganic (silicon based) 
photovoltaics are brittle and heavy, which can restrict positioning as well as requiring 
relatively energy intensive manufacturing processes. Despite recent efforts have been made 
to ameliorate these issues within the silicon solar cell community, other types of 
semiconducting materials are currently being examined. Photovoltaics created using organic 
materials i.e. those based on carbon, have been predicted to be cheaper to produce with 
existing technologies such as printing and vacuum deposition. Other advantages such as 
being flexible and lightweight also offer other attractive features.[9–13] 
Device structures of organic photovoltaics have historically been prepared of thin films of a 
light adsorbing material sandwiched between two contacts. Devices have been prepared 
from organic material for half a century, with reports of single layer device (Figure 2.1 a) 
consisting of magnesium phthalocyanine sandwiched between electrodes from Kearns and 
Calvin in 1958.[14,15] Further improvements followed with use of other organic dyes.[16] The 
major breakthrough came from Tang with the discovery of a dramatic increase in 
photovoltaic performance when films of different materials where brought together in a 
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double layer device structure, the heterojunction.[17] The two different materials that make 
up the heterojunction are referred to as the donor (the photon absorber) and acceptor 
(Figure 2.1 b). 
 
Figure 2.1 Schematic diagram depicting a single layer photovoltaic device, showing photon 
adsorption (1.) and exciton dissociation into free charges, transported to device contacts (2.), 
(a). Schematic diagram depicting a planar heterojunction photovoltaic device, showing 
photon adsorption (1.) and exciton diffusion to an interface (2.). Exciton dissociation at a 
donor-acceptor interface (3) and transport of free charges (4), (b). Energy level diagram (c) 
depicting adsorption of a photon creating an exciton (i). In the diagram presented, S0 and S1 
refer to the HOMO and LUMO respectively. The electron is transferred to one of a number of 
charge transfer states (ii) where electron and hole are weakly bound. Full dissociation into 
charges and charge hopping between species (iii). Diagram adapted from Brédas et al.[18] 
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The process that generates electrical power in heterojunction devices has been elucidated 
over time.[19] The fundamental processes occurring are:
(i) Adsorption of a photon/generation of and exciton.  
Photon adsorption promotes electrons that reside in the lower energy, full molecular 
orbitals into higher energy, empty, ones. The promotion of an electron from the highest 
occupied molecular orbital (HOMO) into the lowest unoccupied molecular orbital (LUMO) 
leaves an absence of an electron, a hole, which is considered as a positive charge. A 
Coulombic attraction binds the promoted electron and remaining hole together. Binding 
energies are on the order of tenths to one eV, making dissociation unlikely in pure organic 
materials.[15,20–22] This bound electron-hole pair is referred to as an exciton and, as a species, 
has no overall charge (Figure 2.1 c). By optimising the photon absorbing properties of the 
films e.g. by changing molecular orientation or chemical structure, the rate of exciton 
generation can be increased, and therefore increase current generation in devices and 
hence overall device performance.[23,24]
(ii) Diffusion of the exciton within the film.  
Exciton diffusion is thought to occur via two mechanisms in organic materials: Förster 
resonance energy transfer (FRET) and the Dexter model.[25] In FRET, the exciton transfers its 
energy to another species in a non-radiative exchange, creating an exciton in the other 
molecule with a simultaneous relaxation in the original species. This process can occur over 
relatively long distances as it is controlled by a long-range electrostatic coupling between 
the two species.[18] Due to this long-range diffusion, excitons travelling by FRET have larger 
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diffusivities. The Dexter method treats exciton diffusion as electron transport, with 
electrons hopping to and from adjacent species. The Dexter model requires orbital overlap 
between species, and therefore excitons travelling by this mechanism have lower 
diffusivities. 
Both these process allow the exciton to “hop” between molecular species and therefore 
diffuse about the film.[26] Exciton lifetime occurs on the order of nanoseconds after which 
the ground state is restored and the energy dissipated. During its lifetime the exciton can 
travel a distance within the film.[22,27,28] This distance is referred to as the exciton diffusion 
length and varies for different material types.[22,26,29,30] It must be noted that estimations on 
the diffusion length can vary widely, for example in CuPc distances of 15 - 68 nm have been 
reported.[22,30] The large variation in exciton diffusion length reported could be explained by 
different methods of measurement and material purity.
(iii) Exciton dissociation at the donor/acceptor interface. 
On encountering the interface between the donor and acceptor films, the exciton can 
dissociate into its constituent charges. This occurs due to the offset in energy between the 
HOMOs and LUMOs of the donor and acceptor films. The exact process by which the exciton 
dissociates is currently subject to debate. The most common interpretation is that 
dissociation occurs via a two-step process in which the exciton at the donor-acceptor 
interface transitions to a charge transfer state, in which the electron and hole are weakly 
bound. This charge transfer state will then either decay to the ground state (recombination), 
or dissociate into free charges (Figure 2.1 c).[15,18] This charge transfer state at the donor-
acceptor interface is a critical stage in the process that generates free charges. The 
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recombination or dissociation of the exciton in this charge transfer state appears to be 
affected by the local microstructure and morphology of the interface,[31] and hence studying 
the interface in these terms at a high spatial resolution is vital for a deeper understanding of 
these key processes. 
The maximum potential difference of an organic photovoltaic device (max. VOC) is limited by 
the difference in energy between the HOMO of the donor and the LUMO of the acceptor 
material. Therefore there is a fine balance in choosing appropriate materials to use as films 
in photovoltaic devices. Choosing donor and acceptor materials with appropriate band gaps 
and HOMO/LUMO energy offsets, allows for improvement of photovoltaic devices. 
Increasing the area of the donor-acceptor interface increases the probability that an exciton 
will undergo evolution into a charge transfer state which ideally would lead to increased 
dissociation. This has led to the development of the widely used device structure, the bulk-
heterojunction (Figure 2.2).[32–34] Here both materials are intimately mixed, providing a 
larger interface. Organic photovoltaic devices produced with this structure hold some of the 
highest performance records.[35,36] 
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Figure 2.2 Schematic diagram of a bulk heterojunction device structure, which (inset) 
describes exciton generation, diffusion to an interface and dissociation in two situations, 
where (1) generated charged can percolate to a device contact and (2) where charges are 
trapped.[30,37]
(iv) Transport of dissociated charges to a contact. 
Dissociated charges require collection at a contact in order for the electrical power to be 
used. Under a bias, the generated charges can hop between adjacent species to their 
respective contact. The charge mobility of the donor and acceptor materials will affect the 
current of the device. For planar molecular species e.g. CuPc, charge mobility can be highly 
anisotropic and film texture and crystallinity can greatly affect performance. [23,24]  
Since heterojunction device performance relies on these processes, the optical and 
electronic properties and microstructure of the films and interfaces are of high technological 
interest. Optimisation of these properties has been the driving force behind improving 
device operation. This has been/is being conducted by using novel synthetic materials and 
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device architectures and optimising the microstructure. Attempts at the optimisation of the 
physical properties of these devices have increased device performance by many orders of 
magnitude since initial discovery, with device efficiencies of greater than 10% now being 
achieved.[35,36,32] 
2.2. Organic molecules: molecular structure, organic semiconductors 
Organic materials i.e. those containing conjugated carbon-carbon bonds and carbon 
hydrogen bonds, can have semiconducting properties. Examples of widely used organic 
semiconductors include CuPc, C60 (Figure 2.3 a and b), phenyl-C61-butyric acid methyl ester 
(PCBM) and poly-3-hexylthiophene (P3HT). Thin films of these materials are used for the 
structures in photovoltaics devices. The examples given are of the two broad categories: 
small molecule and polymer. Polymer materials consist of small monomer units which have 
polymerised into high molecular weight chains. Control of the size of the chains and the 
orientation of the monomer or monomers present can be undertaken using various 
synthetic techniques. The small molecule materials on the other hand, consist of 
comparatively low molecular weight species, which can also be synthetically modified to 
change properties. Both types of organic semiconductors share common properties, which 
generally include strong photon absorption, intermediate charge conduction and 
processability into thin films. 
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Figure 2.3. Chemical structures of copper phthalocyanine, CuPc (a), C60 (b) and 3,4,9,10-
perylene tetracarboxylic dianhydride, PTCDA (c). 
2.3. Organic molecules: film growth – vacuum techniques, solution techniques 
In order to create devices, organic materials are processed into thin films to impart 
desirable mechanical, absorption and conductive properties to the devices themselves. A 
variety of techniques to create thin films are available for both small molecule and polymer 
materials. Popular methods for polymers include spin and wire bar coating and drop casting. 
These techniques are all solvent based, which gives the promise of scaling up processes 
from laboratory fabricated devices to the roll-to-roll manufacturing scale, as well as intricate 
patterning using printing technologies. The need for a solvent however, adds a further layer 
of complexity to understanding physical properties of the manufactured device as solvent 
choice can dramatically effect film morphology and structure. 
Although for some small molecules thin film preparation can also be performed via solvent 
deposition techniques, conventionally preparation is performed using thermal sublimation 
from a source onto a substrate under a vacuum. Current technologies have been used on a 
manufacturing scale, e.g. for foil and dye coatings on food packaging. For laboratory scale 
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production there are a range of techniques to produce thin films of organic materials. These 
include organic vapour phase deposition (OVPD) using a low pressure, inert carrier gas to 
carry the material of interest toward the substrate.[38–40] 
Another technique for small molecule thin film deposition is organic molecular beam 
deposition (OMBD). Here the organic material is sublimed under high vacuum from a 
thermal source. The term OMBD is used to distinguish from other vacuum thermal 
evaporation techniques because the plume of evaporated species is confined using an 
aperture and directed toward the substrate, resulting in a dispersed “beam” of molecules. 
The beam is widely considered as homogenous, but, as has been correctly identified by 
Forrest, local heating within the source powder results in cavities which can collapse.[38] This 
causes local evaporation rates to deviate from those in surrounding areas. Despite this, 
OMBD allows reproducible, thin films of a uniform thickness to be prepared under highly 
controlled conditions. Due to their thermal stability small, aromatic molecules such as CuPc 
and anti-aromatic C60,
[41] are well suited to vacuum sublimation techniques and have been 
used as thin films for decades. This thesis focusses on thin films of CuPc, C60 and 3,4,9,10-
perylene tetracarboxylic dianhydride (PTCDA, Figure 2.3 c) deposited as individual films and 
in device structures using OMBD. 
2.4. Organic molecules: history, crystal structure, properties, uses – CuPc, C60, PTCDA 
A vast range of small molecule organic semiconductors have been under investigation by 
many groups. Common aspects of these organic molecules are that they are aromatic and 
often planar, with the notable exception of C60.
[41] When grown using OMBD, crystalline 
films are often formed. These ‘molecular crystals’ have distinct structure and contain many 
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meta-stable polymorphs. The following sections aim to describe the small molecule crystal 
structures that are used in this thesis. 
2.4.1 Phthalocyanines 
The phthalocyanine compounds are a class of aromatic molecules that, owing to a strong 
colour, have been used for many years as dyes and pigments. In recent years, research has 
focussed on the phthalocyanines due to their interesting opto-electronic,[17,42] 
spintronic[43,44] and magnetic properties.[45–48] The general phthalocyanine chemical 
structure consists of four isoindole groups bound together with bridging nitrogen atoms into 
a macrocycle. When deprotonated, the phthalocyanine can act as a tetradentate, dianionic 
ligand, with the macrocycle centre accommodating a wide variety of complementary 
species. Divalent transition metals, such as copper, zinc and iron have been particularly well 
studied.[37,49–52] Due to their aromatic nature and delocalised π-electron system, these 
molecules have a strong tendency to form crystals through strong Van der Waals forces 
between species. Depending on the size and method of formation, these phthalocyanine 
crystals are stable as certain polymorphs usually given Greek letter prefixes. Depending on 
the central species, the phthalocyanine can exist as a planar molecule which can pack in a 
distinct crystalline structure, where molecular order repeats in three dimensions. 
2.4.2 CuPc 
CuPc has a large number of polymorphs, where over ten have been reported so far.[53] The 
α-phase of CuPc (α-CuPc) occurs in thin films deposited at ambient temperatures on weakly 
interacting substrates and small crystals in power form, and has been researched for many 
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years.[54–57] Some debate has surrounded the structure, with two proposed models arising. 
The first, proposed by Ashida in 1966, bears the distinctive ‘herringbone’ structure.[54] Here 
two pairs of CuPc molecules occupy the unit cell. The molecular planes within a pair are 
parallel. Between pairs however, molecular planes are tilted by an angle of 50° with respect 
to each other. The model proposed by Ashida makes the assumption that α-CuPc is 
isostructural with platinum phthalocyanine (PtPc). 
Hoshino et al. performed a redetermination of the α-CuPc crystal structure in 2003, using 
films prepared under similar conditions to Ashida.[55] Similarly to the Ashida experimental 
procedure, the structure was determined by electron diffraction, with the exception being 
that the assumption about the herringbone crystal structure was not used (Figure 2.4 a). X-
ray diffraction (XRD), performed in θ-2θ, on α-phase CuPc powder to check the validity of 
the calculated structure. The Hoshino et al. model proposes that the α-phase CuPc unit cell 
contains one CuPc molecule, which therefore does not have the distinctive herringbone 
structure. 
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Figure 2.4. Unit cell of the α phase CuPc crystal structure from Hoshino et al.[55] a = 1.2886 
nm, b = 0.3769 nm, c = 1.2061 nm, α = 96.22°, β = 90.62°, γ = 90.32° (a). Schematic diagram 
depicting a stack of planar molecules (described as red blocks), demonstrating the main 
parameters. The stacking axis is shown in black, with the stacking tilt, φ, stacking angle, θ, 
molecular shift, m, molecular plane spacing, p and molecular tilt, χ (b). 
Both models have been employed for the interpretation of the α phase CuPc crystal 
structure.[51,58] Detailed examination of the structure of CuPc thin films has demonstrated 
using simulated thin film XRD and electron diffraction that the Hoshino et al.[55] model more 
accurately describes experimental data from α-CuPc thin films.[56] Because of this 
agreement, and that this model has more recently been verified, it will be used for the 
majority of interpretation in this thesis. It should however be noted that reports suggest 
that both structures can co-exist in thin films due to strong interaction between molecules 
but weak interstack interactions.[52] 
Knowledge about the stacking of CuPc molecules (and other phthalocyanine) in thin films 
can provide important insight for their optoelectronic and magnetic properties as the orbital 
overlap will change depending on intermolecular distance, angle and offset.[23,45,59] Here is 
an attempt to describe the stacking parameters of the α-CuPc. Stacks of planar molecules 
41 
 
can be described using a set of parameters the molecular plane spacing, p, molecular shift, 
m and stacking angle, θ, which are defined by crystallographic data (Figure 2.4 b). The 
additional parameters: stacking tilt, φ and molecular tilt, χ describe the relationship 
between the molecular stack with respect to the surface. As will be seen later, these can 
vary greatly depending on surface/molecule interactions. 
In thin films of CuPc grown on weakly interacting substrates i.e. surfaces which interact with 
molecules via Van der Waals forces, the CuPc crystalline structure orients with the (100) 
plane parallel to the substrate surface (Figure 2.5 a and b).[1,2] The molecular plane make an 
angle of 81.87° with the (100) plane, which is therefore also the molecular tilt. The 
molecules are commonly referred to as in the “edge on” orientation or “standing up”. 
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Figure 2.5. Schematic demonstrating the CuPc molecular orientation when the α-phase 
crystal structure is viewed along the (100) plane. The molecular tilt is 82°, stacking axis is 
parallel to the (100) plane (a). Molecular orientation when perpendicular to the (100) plane 
(b). 
An important characteristic of CuPc, as well as other planar aromatic molecules, is the 
anisotropic photon absorption and charge transport. Photon absorption for example is 
increased when the electric field component of incident light is parallel to the molecular 
plane. Similarly, charge transport in CuPc molecular stacks is greatest parallel to the stacking 
axis.[23] Given these properties, when photovoltaic devices are prepared by deposition of 
CuPc directly onto weakly interacting substrates, both photon absorption and charge 
transport are not optimised.
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2.4.3 C60 
The carbon allotrope C60, which was discovered in 1991 by Koto et al.,
[60] has also 
demonstrated the ability to be deposited via vacuum sublimation, and is used as an 
acceptor material in organic solar cell.[42,61–63] The derivative PCBM is also widely used as an 
acceptor material for solution processed polymer solar cells.[3,64,65] The physical properties 
of C60 are less well studied than the phthalocyanines, however a thin film crystal structure 
does exist. The structure reported by Dorset and McCourt of thin films prepared using the 
evaporation of dilute benzene solutions of C60 was analysed using electron diffraction.
[66] 
Here Dorset and McCourt proposed a face centred cubic structure that exists at ambient 
temperature. At temperatures below 249 K a primitive cubic structure is observed.[67] 
For films of C60 grown using vacuum sublimation techniques on a variety of heated 
substrates, reports suggest that the (111) plane is textured with respect to the surface when 
grown on silver and gold films and glass and silicon substrates.[67–70] It has been proposed 
that this texture originates due the shorter molecular distance which increases Van der 
Walls interactions.[71] 
2.4.4 PTCDA 
The organic perylene derivative PTCDA is an aromatic planar molecule which can be 
processed as thin films using high vacuum sublimation techniques.[62,72,73] The crystal 
structure has been studied for many decades.[73–75] It has been suggested that in PTCDA thin 
films grown on alkali halide single crystals, two polymorphs coexist, given the prefixes α and 
β.[39] Previous crystal structures for both polymorphs have been refined by Tojo and 
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Mizuguchi.[75–77] Both polymorphs are isostructural and have a monoclinic unit cell. The unit 
cells of each polymorph contain two molecules which are not equivalent. Molecular planes 
make dihedral angles of 6.87° for the α polymorph and 9.20° for the β polymorph. 
Previous reports suggest that thin films of PTCDA grown using vacuum deposition methods 
are textured with the (102) parallel to the substrate surface.[24,62,73,75,39,78] This is stated to be 
the case for both alkali halides and amorphous surfaces. It is also stated the (102) plane is 
close to parallel to the molecular plane, demonstrating the PTCDA molecules for both 
polymorphs are close to flat on the substrate surface.[73,75] 
Since the refinement of both polymorph crystal structures, this orientation cannot be 
reconciled with the (102) plane. For the refined structures this orientation better suits the 
(10-3) and (10-2) planes for the α and β polymorphs respectively.[76,77] In more recent 
experimental data presented by Heutz et al.[62,79] and Sullivan et al.,[24] it appears that the 
only reflection observed from XRD patterns from thin films of PTCDA on weakly interacting 
surfaces arises from the (10-2) plane of β-PTCDA, at around 27.7° (indexed using the older 
models as the (102) plane). Since the β-PTCDA polymorph proposed by Tojo and Mizuguchi 
fits well with recent experimental data, and with data presented in chapter 4 and 5 of this 
thesis, this is the structure that will be used for the interpretation of crystalline thin films of 
PTCDA (Figure 2.6 a, b and c). 
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Figure 2.6. Unit cell of the β phase PTCDA crystal structure from Tojo and Mizuguchi, a = 
0.374 nm, b = 1.895 nm, c = 1.075 nm, α = γ = 90°, β = 96.0°, (a).[77] Schematic demonstrating 
the PTCDA molecular orientations when viewed along the (10-2) plane (b). Molecular 
orientation when perpendicular to the (10-2) plane (c). 
CuPc grown on a thin film of PTCDA has been shown to change the orientation of the CuPc 
crystalline structure.[1,2,24,47,80] When grown directly on a weakly interacting surface, such as 
silicon or glass, CuPc crystalline films orient with the (100) plane parallel to the substrate 
surface (Figure 2.5 a and b). When grown on PTCDA, the CuPc (11-2) plane now becomes 
parallel to the substrate surface, although recent studies have shown that this is not the 
only orientation (Figure 2.7 a and b).[1] This change in crystalline orientation therefore also 
causes a change in the orientation of the molecular plane. On weakly interacting substrates, 
the CuPc molecular plane makes an angle of 82° with the substrate surface, when using the 
Hoshino et al. model.[55] This angle is reduced to 7° when grown on PTCDA. The thickness of 
the PTCDA film needed to fully implement this change in the CuPc orientation is show to be 
about 5 nm.[24] This process, often referred to as templating, has been observed for other 
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phthalocyanines[48,62,79] and CuPc films grown on other aromatic materials[81] and more 
recently on copper halides.[23,51] 
 
Figure 2.7. CuPc molecular orientation when viewed along the (11-2) plane (a) and 
perpendicular to the (11-2) plane (b). 
Due to the highly anisotropic photon absorption and charge transport in CuPc, templating 
leads to consequences for photovoltaic devices. In templated planar heterojunctions (Figure 
2.1 b), photon adsorption is increased, resulting in a larger number of excitons generated 
when compared to non-templated heterojunctions.[23,24] Since the charge transport 
perpendicular to the donor-acceptor interface is also improved, more of these excitons 
reach the interface to dissociate and charges have a lower resistance route back towards 
the contact.[24] The combination of the greater adsorption and increased charge collection 
results in a higher current and overall improved efficiency for CuPc/C60 planar 
heterojunction device structures when the CuPc film is templated. By using PTCDA as a 
templating layer in devices, the open circuit voltage from planar heterojunction device 
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structures is reduced. This is attributed to poor energy level alignment at the PTCDA/ITO 
interface.[24]
2.5. TEM of organics: Imaging, spectroscopy 
The widespread use of organic materials in research has made use of a vast range of 
morphological, structural and magnetic characterisation techniques that use 
ellipsometry,[82] X-ray scattering, reflectivity and microscopy,[37,83–85] X-ray photo emission 
spectroscopy,[86] neutron scattering,[87] secondary ion mass spectrometry[3] focussed ion 
beam – slice and view,[88,89] atomic force microscopy[90,91] and magnetometry.[46] In addition 
to these techniques, the use of accelerated electrons has also provided research with the 
ability of studying the morphology of organic material using scanning electron microscopy 
(SEM) when collecting electrons emitted or backscattered from material surfaces.[88,89,92] 
By increasing the energy of the incident electrons the spatial resolution can be increased, as 
the de Broglie electron wavelength decreases (see section 3.6), which allows smaller 
features to become visible. With the corresponding increase in spatial resolution following 
an increase in incident beam energy, the flux of surface emitted electrons decreases, 
making SEM less useful when higher resolutions are needed. To understand properties at 
molecular and atomic scales, increasing resolution is vital. By examining thin specimens with 
high energy incident beams (>100 keV) and collecting electrons transmitted through a thin 
(less than 100 nm) specimen, resolution on an atomic scale can be achieved. TEM and its 
associated techniques, such as diffraction, EDX, electron energy loss spectroscopy (EELS), 
can provide high-resolution information on the structure, composition and electronic energy 
levels – depending on the interaction the incident beam makes with the thin specimen. 
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Considering that TEM requires that the thin specimen is irradiated using high energy 
electrons, a process that causes damage, the use of TEM has been limited for studying 
organic materials which can damage quickly. However, by careful dose control, structural 
information at the molecular scale can be achieved.[65,93–101] The use of TEM on organic 
materials has demonstrated previously its ability to deduce crystal structures for example 
Hoshino et al. and Ashida discussed above.[54,55,102] These studies have been conducted 
using electron diffraction which probes reciprocal space of crystallites, on thin films grown 
on heated potassium chloride substrates, allowing for the analysis of larger crystallites. Due 
to larger crystallites being investigated, lower doses can be used.[95,103] Further to deducing 
crystal structure, TEM has also been shown to indicate structural defects on a molecular 
level, especially in phthalocyanines (Figure 2.8 a - e).[99,101,104,105] 
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Figure 2.8. Examples of stacking faults and defects in metal and metal oxide phthalocyanines 
observed using bright field HRTEM. A bulk defect (a) and an edge dislocation (b) found in 
crystallites of CuPc from Kobayashi et al.[99] Edge dislocation in nickel phthalocyanine from 
Kobayashi et al. (c).[101] Edge dislocation in PtPc from Kobayashi et al. (d).[104] Multiple 
stacking faults found in poly(germanium oxide phthalocyanine) from Kobayashi et al. (e).[104] 
As has been stated above, imaging these molecular structures without significant damage 
requires important consideration about the operating conditions such as incident beam 
energy, current density and dose.[95,103] The dose is a measure of the number of electrons 
that illuminate a two dimensional region of known dimensions of a specimen. The critical 
dose in TEM typically defined as a measure of the disappearance of the diffraction intensity 
from a crystalline specimen, and is defined as the dose at which a particular spot intensity 
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decreases to 1/e of the initial intensity.[95,106] For CuPc, the critical dose has been 
investigated, with different researchers finding that a value of 1 – 3 Ccm-2, measured using 
100 keV incident electrons[103,107–109] and 1 – 2 Ccm-2 for 60 keV incident electrons.[110] 
Further study using a range of incident beam energies suggested that the critical dose 
increased with higher accelerating voltages (Figure 2.9 a).[95] This suggests that the effects of 
radiolytic damage (bond breaking) are greater than those of knock-on-damage (atomic 
displacement). This is probably due to reductions in the interaction volume and interaction 
time with increasing incident beam energy. The same group also demonstrated that 
reducing current densities also decreased the critical dose (Figure 2.9 b).[95] Considering that 
the work conducted in this thesis generally uses incident energies of 300 keV, imaging 
performed on CuPc using doses around 3 Ccm-2 is justified. 
 
Figure 2.9. CuPc critical dose as a function of accelerating voltage (a) and current density (b), 
from Hayashida et al.[95] 
The use of more stable perchlorinated copper phthalocyanine (Cl16CuPc) allows for higher 
doses to be used (Cl16CuPc has a reported critical dose that is 10 – 30 times larger than 
CuPc).[103,104,107,110–114] When TEM is performed, samples are typically grown on a heated 
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potassium chloride substrate to achieve growth in a defined orientation, which, depending 
on substrate temperature, causes the bulk molecular plane orientation to lie parallel to the 
substrate surface.[112,114,115] The films are usually strengthened by evaporating about 3 nm of 
amorphous carbon onto the molecular film, and the substrate is dissolved in distilled water 
to release the thin film. This is then captured onto a support grid. The specimen is then 
tilted by 26° in the TEM, to achieve projection parallel with the molecular stacking axis.[112] 
These methods have led to some truly astonishing TEM images of Cl16CuPc, zinc 
phthalocyanine (ZnPc) and poly(germanium oxide phthalocyanine), where the authors have 
interpreted the observed lobed shapes to be a projection of the molecular stack itself, with 
references to ‘molecular images’.[94,99,100,104,116,117] These ‘molecular images’ suggest that the 
authors are interpreting the image amplitude as mass i.e. the low intensity in the image is 
the molecular stack, and the high intensity results from the gaps between molecules. 
Despite the correlation between the observed images and the known chemical structure, 
this is a difficult interpretation to make since image amplitude can vary significantly 
depending on focus and specimen thickness, with detailed image simulation needed to 
unambiguously determine molecular/atomic positions. 
More recent work on Cl16CuPc, prepared in the same way as the references above, but 
imaged in annular dark field (ADF) and low angle annular dark field (LAADF) modes 
performed using STEM, has further demonstrated the resolution capabilities of the 
TEM.[112,114] Using these imaging modes the image intensity can be correlated directly with 
specimen mass (intensity ≈ Z1.7, where Z is the atomic number).[112] After translational 
averaging and noise reduction methods have been performed, sub-molecular structure of 
these phthalocyanines can be observed (Figure 2.10 a – c).[114] 
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Figure 2.10. Molecular images of Cl16CuPc observed using LAADF STEM, image intensity 
roughly proportional to atomic number (a), high magnification image on one molecule (b) 
and following Fourier filtering and translational averaging (c). Note the observation of the 
carbon ring structure. From Haruta and Kurata.[114] 
In the same report, Haruta and Kurata have also demonstrated that in films of Cl16CuPc, 
where molecules are almost parallel to the substrate surface within grains, the 
phthalocyanine molecules orient edge on with respect to the surface at grain boundaries. At 
these grain boundaries, two to three stacked molecules can be observed (Figure 2.11 a and 
b).[114] Although the images themselves demonstrate adequately this observation, Haruta 
and Kurata observed the change in the carbon K edge using EELS between bulk and grain 
boundary regions. Here, the pre-edge intensity, arising from a 1s – π* transition, increases 
when the molecular plane is parallel to the electron beam, thus providing a spectroscopic 
method of determining relative molecular orientation (Figure 2.11 c and d). 
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Figure 2.11. LAADF HRSTEM images showing Cl16CuPc molecules orthogonal to bulk region 
at grain boundaries. Two molecules (a) and three molecules (b). Carbon K edge EELS spectra 
from the bulk region (c) and grain boundary (d) showing the increase pre edge intensity, 285 
eV, at the grain boundary, from Haruta and Kurata.[114] 
As has been shown using the Cl16CuPc example above, EELS is able to provide useful insight 
into the orientation of organic molecular crystals. The basic process of EELS involves 
detecting the distribution of incident electrons that have undergone inelastic interactions 
with the specimen. The resulting energy losses can occur from less than 1 eV up to the total 
energy of the incident beam. In the example given above the excitations from the carbon 1s 
orbital to the conduction band of the Cl16CuPc, and occurs at energy losses of around 300 
eV. 
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Losses that have resulted from the excitation of the valence electrons in the specimen 
(typically in the region from1 – 50 eV) have the potential to provide information about 
optical and electronic properties and chemical bonding. These losses are referred to as the 
‘valence losses’. 
For organic materials, valence losses have been studied in the TEM in some detail using 
dedicated EELS instruments i.e. those not incorporated into STEMs, looking at a range of 
species such as the nucleic acid bases,[118,119] semiconductors[120] and graphitised carbon 
structures.[121] For use in solar cell structures, interesting works have detailed the valence 
losses of C60, spectra from which show structure suggesting transitions between orbitals 
close to the band gap (Figure 2.12 a).[122] Further work details the extraction of the complex 
dielectric function as a function of energy for C60 and C60 rubidium salts (Figure 2.12 b),
[123] 
properties which would be important to identify at planar heterojunction interfaces. 
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Figure 2.12. Low loss structure in EELS spectra (at around 5 eV) from C60 (a) from Saito et 
al.[122] Electron energy loss function, Im(-1/ε), real part of the dielectric function ε1 and 
imaginary part ε2 as a function of energy for C60, and C60 rubidium salts (b) from Sohmen and 
Fink.[123]
2.6. Cross-sectional preparation: techniques, damage reduction 
In order to directly assess the interface of bi-layer device structures, cross-sections need to 
be prepared. This directly exposes the donor-acceptor interface for observation. Cross-
sectional TEM specimen preparation has been undertaken for many years. Ultramicrotomy, 
where the desired sample is embedded in a resin before being sectioned using a diamond 
knife, remains a standard method for biological TEM samples.[124–127] For soft specimens 
such as polymers, ultramicrotomy can be a suitable technique if parameters are 
optimised.[128,129] For hard materials such as silicon and ITO, ultramicrotomy is less suitable 
due to difficulty in matching material hardness with the embedding medium.[125] Some 
attempts have been performed using ultramicrotomy of organic solar cell structures where 
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ITO grown on a polymer was used as a substrate.[130] Imaging reveals the scale of the 
damage inflicted onto the solar cell structure (Figure 2.13 a), where delamination of the top 
contact from the organic materials suggests that for structurally representative cross-
sectional foils of organic device structures grown on hard substrates, ultramicrotomy is not 
appropriate. Delamination between different materials grown on soft polymer substrates 
has also been observed for CuPc/PTCDA (Figure 2.13 b), [56] CuPc/TiOx [131] and ZnPc/Au and 
Ag systems.[132] Successful retention of organic super-lattice structure on silicon in cross-
sections prepared using ultramicrotomy has been demonstrated, despite cracking observed 
in the substrate (Figure 2.13 c).[133] 
 
Figure 2.13. Mechanical damage in organic cross-sections prepared using ultramicrotomy. 
Organic solar cell structure of P3HT:PCBM on ITO, from Domanski et al.[130] (a), CuPc/PTCDA 
on kapton film, from Mauthoor (b)[56] and CuPc 5 nm/magnesium phthalocyanine 5 nm 
layers on silicon, from Nonaka et al. (c).[133] 
Another method of cross-sectioning used previously involves conventional ion beam milling. 
Here the sample desired for cross-sectioning is coated with a protective metal, e.g. gold, or 
embedded in another protective material. The sample is then sliced to give a thick cross-
section, before thinning using an ion beam (typically argon ions).[131,134,135] As can be seen 
from these examples, the organic crystallinity can be retained, especially in Dürr et al.[134] 
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where lattice fringes are observed in the organic material and Yang et al.[135] where the C60 
crystal structure can be retained (Figure 2.14 a and b). Although it is not discussed in the 
report, the spacing of the lattice fringes observed (measured directly on the image as 0.79 
nm) suggests the C60 (111) plane, when using the model proposed by Dorset and 
McCourt.[66] 
 
Figure 2.14. Lattice fringes (from the (001) plane) observed in a cross-section of 
diindenoperylene (DIP) imaged using bright field TEM, prepared using conventional ion beam 
milling, from Dürr et al. (a).[134] C60 lattice fringes (from the (111) plane) in a cross-section of 
a CuPc:C60 bulk-heterojunction solar cell, prepared using conventional ion beam milling, 
scale bar represents 5 nm (b) from Yang et al.[135] 
More recent ion beam milling techniques have involved the use of focussed ion beam (FIB) 
instruments.[136] These involve the sputtering away of material using a focussed beam of 
gallium ions, creating a micro-fabricated lamella, which is subsequently thinned using the 
FIB. A major difference between this and conventional ion beam milling is that the beam 
spot diameter is much smaller in FIB than conventional ion milling, which increases milling 
rates and improves imaging resolution. The improved resolution allows for site specific 
cross-sections to be prepared. The development of dual-beam instruments, which 
incorporate a FIB with a SEM, provide the ability to image nano-scale material features 
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without exposure to the ion beam, thus reducing unnecessary damage prior to cross-
sectioning.[137] The ‘lift-out’ procedure that uses a FIB to form thin TEM foils has been 
developed over the last 20+ years from single beam instruments requiring ex situ 
manipulation of the prepared foil,[138–144] to dual-beam instruments many of which include 
the ability to manipulate foils prepared in situ, which increases sample preparation 
success.[1,125,145,146] The process of preparing thin TEM foils using the in situ lift-out process is 
covered in detail in chapter 3. 
One of the important requirements of TEM sample preparation is that the prepared foil is 
electron transparent. Generally, this means that the foil is less than 100 nm thick. When 
preparing foils using ion beam methods, energy transferred to the material can cause 
damage. This damage is observed as an amorphization of crystalline material on either face 
of the foil. In order to obtain a representative specimen, where the majority of the material 
in the TEM beam path is not amorphized, optimizing parameters to reduce this damage is 
vital. 
The conventional view of damage reduction in FIB prepared foils has been to reduce the 
energy and flux of the incident ions as the lamella approaches electron transparency.[147,148] 
This can be accomplished in situ, using the FIB,[149] or ex situ, by switching to a low energy 
conventional ion milling instrument.[150] 30 keV is a typical energy used to start thinning 
lamellae, which reduces to between 5 – 0.5 keV for the final thinning stages. In conjunction 
with the beam current, this can be thought of as reducing the energy transferred to the 
sample per unit of time. The effect of this is to reduce certain damage mechanisms and limit 
the depth into the specimen which the damage has penetrated. 
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These damage mechanisms include knock-on damage which involves the physical 
displacement of atoms in the material, specimen heating and radiolysis (bond 
scission).[148,151] All three of these mechanisms can produce irreversible changes in the 
specimen, such as atomic displacements, phase changes and alteration of the electronic 
structure. Further reduction of damage caused by specimen heating could be conducted by 
cooling the specimen using cryo-FIB techniques.[152] 
Experimental evidence of these proposed damage reduction methods has been shown by 
Mayer et al.[147] and McCaffrery et al.[153] demonstrating the reduction in the thickness of 
amorphous material surrounding the foil (Figure 2.15 a, b and c). Bassim et al. have shown 
using two material systems, coal and polyacrylamide, how the reduction in incident beam 
energy and ion flux limits sample heating.[148] It is also shown in the same report that the 
techniques described reduce the amount of carbon π bonds broken during FIB sample 
preparation. 
 
Figure 2.15. Cross-section of silicon prepared using FIB showing the amorphous layer 
thickness reduction with decreasing gallium ion beam energy. At 30 keV thickness is ~22 nm 
(a), at 5 keV thickness is ~2.5 nm (b), at 2 keV thickness is 0.5 – 1.5 nm (c). From Mayer et 
al.[147] 
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3. Experimental 
This chapter outline the experimental techniques as well as giving the individual technical 
details for the methods that have been used to grow and characterise the organic thin films 
prepared. Thin film growth has been conducted using organic molecular beam deposition 
(OMBD). Characterisation has been performed using atomic force microscopy (AFM), SEM, 
thin film XRD, HRTEM, STEM and EDX. Details of mathematical transforms used are also 
outlined as well as software used for analysis. 
3.1. Film growth 
Thin films of organic materials as well as thin aluminium films have been prepared on two 
different substrates: silicon <100> (Virginia Semiconductor), polycrystalline ITO coated glass 
(Psiotec) and copper TEM grids, with a carbon support (Agar). Silicon and ITO substrates 
were sonicated in acetone for at least ten minutes and then dried under pressurised 
nitrogen. They were sonicated again in iso-propyl alcohol for at least ten minutes, before 
being dried again using pressurised nitrogen and attached to substrate holders using carbon 
tape. The organic compounds used for the film growth are copper phthalocyanine (99%, 
Sigma-Aldrich) purified by vacuum sublimation, C60 (99%, Alfa Aesar), perylene-3,4,9,10-
tetracarboxylic dianhydride (97%, Sigma-Aldrich), bathocuproine (BCP, 96%, Sigma-Aldrich). 
Aluminium pellets (99.999%, Sigma-Aldrich) were used to grown the aluminium films for 
device contacts. 
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3.1.1 OMBD 
OMBD is the sole technique that has been used to prepare thin films on substrates for the 
results presented in this thesis, and has been used to prepare thin films of organic materials 
for several decades.[39,154] The advantage of this technique over others (namely organic 
vapour phase deposition (OVPD) and solution based techniques) is the high level of control 
over thickness and purity of the films produced. The general principle involves the thermal 
sublimation of the source material from cylindrical alumina crucibles under high vacuum 
(base pressure of 10-8 mbar). Typical sublimation temperatures for a 1 Ås-1 growth rate for 
the organic materials studied are: CuPc ~ 380 °C, PTCDA ~ 180 °C, C60 ~ 480 °C, BCP ~ 180 °C. 
The temperature at which the aluminium evaporates has not been measured. The values for 
these organic materials will depend on the purity of the compounds as well as the pressure, 
which typically will vary between 5 x 10-7 and 1 x 10-6 mbar in the system used (Spectros 
from Kurt J. Lesker). Film thicknesses used vary between different structures. The bi-layer 
structure comprises: 30 nm CuPc, 40 nm C60, 12 nm BCP and 100 nm of aluminium. The 
templated bi-layer structure comprises: 5 nm PTCDA, 30 nm CuPc, 40 nm C60, 12 nm BCP 
and 100 nm of aluminium. The bulk heterojunction structure comprises: 3.5 nm CuPc, 50 nm 
CuPc:C60 (1:1, by mass), 5 nm C60, 12 nm BCP and 100 nm of aluminium. The film thicknesses 
used for other films presented in this thesis are referred to in the text. All thicknesses 
reported are those measured using a quartz crystal microbalance (QCM) during growth, 
unless stated otherwise. 
Figure 3.1 is a schematic diagram of the OMBD chamber. The substrates are situated about 
50 cm above the organic sources and about 80 cm above the metal source. The substrate 
shutter is used to stop the substrates from being exposed to the molecular beam until the 
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desired molecular flux is reached which is measured using a (QCM).
 
Figure 3.1. Schematic diagram showing the principle components of OMBD. The substrate 
cassette can accommodate multiple substrate holders allowing multiple thin film growths 
without breaking the vacuum. 
3.1.2 Quartz crystal microbalance  
Since the thickness of organic films is an important characteristic which can have a large 
effect on the mechanical, optical and electronic properties of the constructed devices, 
accurate thickness measurements are vital to the fabrication of thin organic films. OMBD 
film thickness is measured using a QCM. Accurate thickness measurements rely on 
calibrating the change in mass deposited onto the QCM in combination with the density of 
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the material being deposited. Figure 3.2 a and b describes how the thickness is measured, 
and therefore the growth rate calculated, from the change in the quartz crystal oscillation 
over time. QCMs have been supplied by Inficon. 
 
Figure 3.2. Schematic diagrams of the QCM operation in side view (a) and slightly tilted (b). 
The frequency of the quartz crystal oscillation decreases with increasing mass deposited onto 
the surface of the quartz. Using this mass change, the volume of the deposited material is 
calculated using the known material density. The thickness (T) of the deposited material can 
then be related to the volume using the diameter (d) of the aperture, positioned just above 
the surface of the quartz crystal, which defines the molecular beam at the QCM position. 
3.2. Atomic force microscopy 
AFM is a technique that images topography by detecting a deflection of a laser beam 
reflected from a cantilever. As the cantilever is deflected by the surface morphology, the 
corresponding movement of the beam is interpreted as a change in the surface height. 
Using this deflection, the local surface height can be plotted as a function of area. Figure 3.3 
shows a schematic of AFM operation. AFM can be performed in three modes: contact, 
tapping and non-contact. In tapping and non-contact modes, the cantilever is oscillated near 
its resonant frequency. In tapping mode the tip of the cantilever contacts the sample 
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surface where as in non-contact mode the tip does not. In contact mode, the cantilever 
mode is not oscillated. Topography maps were collected in tapping mode using a Dimension 
3100 AFM with Nanoscope V controller and silicon cantilevers (MikroMasch). Processing 
was performed using the WSxM software.[155] 
 
Figure 3.3. Cross-sectional, schematic diagram showing AFM operation, displaying the 
orientation of the tip with respect to the laser and photodiode. 
Root mean square roughness (RRMS) is a value that is obtained from topography maps 
obtained using AFM. It is calculated using Equation 1, and is essentially the square root of 
the sum of the squares of the individual heights from the mean height. RRMS calculation for 
topography maps have been performed in the WSxM software.[155] 
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Equation 1 Root mean square roughness, RRMS, expression where n = number of points 
sampled, yi = vertical distance from the mean height to the ith point. 
3.3. SEM 
SEM involves focussing a beam of accelerated electrons (1 – 30 kV) to a point (~5 nm in 
diameter) and rastering the beam over the surface of a specimen by deflecting it using 
electromagnetic scan coils.[156] The accelerated electrons are either back-scattered (BSE) 
from the sample surface, or cause electrons in the specimen to be ejected from the surface 
– secondary electrons (SE). The electrons that escape from the sample surface are detected 
and the intensity is plotted as a function of beam position. This results in an image, in which 
the intensity is dependent on the energy of the beam, specimen material and morphology. 
The general setup of SEM optics is shown in Figure 3.4 a. 
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Figure 3.4. Schematic diagram showing the general operation of an SEM, adapted from 
Mauthoor[56] (a), showing the field emission gun (FEG), main lenses, and back-scattered 
electron (BSE) and secondary electron (SE) detectors with their relative positions with respect 
to the electron beam. Secondary electrons emitted from the surface, some of which will be 
detected by the detector (b). Principle behind Rutherford scattering: incident electrons 
interact with nuclei of the sample material, resulting in electrons scattered to high angles i.e. 
greater than 90°, (c). Electrons that are scattered close to 180° can be detected by the BSE 
detector. 
Provided enough kinetic energy can be transferred from the incident electron beam to 
electrons in the weakly bound valence orbitals of the specimen, these electrons can be 
ejected from the specimen surface (Figure 3.4 b). The detection of these electrons is 
performed by an Everhart-Thornley detector (ETD), in which a weak bias is applied to a 
Faraday cage, attracting the relatively low energy SE, which then interact with a scintillator 
material producing light. This is then detected by a photodiode, and converted into an 
67 
 
electric current. Secondary electrons are emitted from the top ~10 nm of the specimen, 
since their low energy (< 50eV) prevents escape from lower depths.[156] Since the depth 
limits the flux of SE, imaging generally shows surface morphology. 
BSE are incident beam electrons that have undergone Rutherford scattering via interaction 
with the atomic nuclei of the specimen (Figure 3.4 c).[156] These have a wide range of 
scattering angles, a proportion of which will be scattered by large angles (greater than 90°) 
and can re-emerge from the specimen surface with close to their incident energy. The depth 
in the specimen in which electrons can be backscattered will depend on the incident beam 
energy and the specimen density, but is generally considered to occur up to a depth of 
about 1 µm. BSE can be detected in a similar way to the ETD (scintillator coupled to a 
photomultiplier) and often the detector resides within the objective lens. Backscattering of 
electrons has a strong dependence on atomic number, Z. As Z increases, the probability of 
backscattering occurring also increases. This makes BSE imaging sensitive to chemical 
changes in the specimen. 
Usually for non-conductive specimens, the surface is coated with a thin film of metal to 
prevent charging and improve image quality. Since the organic films of interest are so thin, 
this has not been performed for any films examined using SEM. All images have been 
acquired using a LEO 1525 Gemini SEM from Zeiss, with incident beam energies below 3 
keV. 
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3.4. XRD 
Thin film XRD is a powerful tool that allows characterisation of crystalline specimens to be 
conducted. The principle involves targeting the specimen of interest with a beam of X-rays. 
Although the vast majority of X-rays will penetrate through the thin organic films under 
investigation, a proportion will undergo reflection from crystalline planes of atoms. When 
operated in θ – 2θ mode, the incident X-ray beam makes an angle, θ, with the specimen 
surface, while the detector, aligned along the beam path, makes an angle of 180 – θ. When 
θ equals the Bragg angle, the reflected X-ray beam will undergo constructive interference, 
causing intensity to be detected (Figure 3.5). θ can be related to the d-spacing of the 
crystalline planes that orient parallel to the specimen surface using Bragg’s law(Equation 2), 
and the wavelength of incident X-rays. 
2  sin  =    
Equation 2 Bragg’s law, where d is the interplanar spacing, θ, is the angle between incident 
X-ray and the scattering plane, n is an integer and λ is the incident X-ray wavelength. 
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Figure 3.5. Diffraction from crystalline planes (hkl) with spacing, d. When reflected intensity 
interferes constructively, θ = the Bragg angle for a particular dhkl. 
Thin film XRD diffraction patterns presented here have been acquired using a Panalytical 
X’Pert diffractometer using Ni filtered Cu Kα X-rays (λ = 0.15418 nm), operated at 40 kV and 
40mA with a 2θ step size of 0.03° and 100 s per step. For the high resolution scans shown in 
Figure 5.2 b and Figure 5.6 b, the time per step was increased to 150 s.
3.5. FIB Cross-sectioning 
Ion beam milling as a preparation method for TEM specimens has been used for many 
years.[138,139,141] The fairly recent introduction of dual beam instruments, that incorporate 
both ion and electron beams has allowed the preparation of site specific cross-sections of 
softer materials as initial imaging and protection measures can be performed using the e-
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beam as opposed to the more damaging ion beam. The geometry of the ion beam, e-beam, 
metal deposition system, manipulation probe and stage allow for rapid extraction and 
thinning of TEM foils, while damage reduction processes can be employed by reducing 
incident beam energy, beam current and angle that the beam makes with the foil 
undergoing thinning.[1,147] Figure 3.6 introduces the geometry relationship between the ion 
beam, e-beam and the specimen stage. 
 
Figure 3.6. Schematic diagram of a dual-beam FIB instrument. The specimen stage can tilt 
over a 61° range. At stage = 0°, the stage surface is perpendicular to the e-beam. At stage = 
52° it is perpendicular to the FIB. 
An outline of the in situ lift-out procedure is illustrated using the series of SEM images in 
Figure 3.7 a – k, with the e-beam deposited platinum as the only stage not shown.[137,141,157] 
The general principle involves protecting the surface of interest using platinum (deposited 
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via beam induced degradation of a platinum organo-metallic complex vapour) and milling a 
crude lamella, roughly about 1.2 – 1.5 µm thick. This is then lifted out using a tungsten 
manipulation needle and attached to a TEM grid (Omniprobe). Lamella thinning, outlined in 
Figure 3.8 a – c, occurs at successively lower ion beam energies and currents, until electron 
transparency is achieved. Progress can be monitored using images formed from SE emitted 
from the sample on interaction with either the e-beam or ion beam. 
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Figure 3.7. SE images of the steps in the in situ lift-out technique, using a dual-beam 
instrument. Stage initially at 52°, specimen surface after e-beam and ion beam deposition of 
the platinum strap. The thickness (depth) of the e-beam and ion beam deposited platinum is 
about 100 nm and 2.3 µm respectively (a). Trench milling, creating the crude lamella (b). 
Undercut of the lamella, separating it at the base from the bulk of the substrate (c). Stage tilt 
to 0° (d). Touching the manipulation needle (e) and fixing it to the lamella using ion beam 
deposited platinum (f). Cut to remove the lamella from the bulk of the sample (g) and 
complete removal of the lamella (h). Touching the lamella to a TEM grid (i) and fixing it to 
the grid using ion beam deposited platinum (j). Removal of the manipulation needle (k). 
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Figure 3.8 Lamella thinning. At a stage tilt of 52°, Lamella prior to thinning (a), partially 
thinned using 30 keV ions (b) and completely thinned using 5 and 2 keV ions (c). 
All the cross-sections using the in situ lift-out procedure have been prepared with an FEI 
Helios NanoLab 600, which incorporates a platinum gas injection system. The FIB uses 69Ga+ 
ions which are delivered from a liquid metal ion source, and are accelerated between 1 and 
30 kV. The e-beam source is a field emission gun (FEG), and uses accelerating voltages of 
between 2 and 5 kV. Copper TEM grids used to attach the lamella to have been supplied by 
Omniprobe. 
The parameters that have been used for preparing cross-sectional TEM foils of the organic 
materials on silicon and ITO are outlined in Table 1 and Table 2. Descriptions of all milling 
patterns can be found in Schaffer et al.[146] The thickness of the lamella during the thinning 
process has been measured using SE imaging, from the ion-beam, in the dual-beam 
instrument up until the lamella has reached about 300 nm thick. Final thicknesses have been 
measured using the ratio of elastic to inelastic scattering in EELS spectra.[158] 
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Creating lamella 
     
Process Beam Energy (keV) 
beam 
current (nA) 
Pattern Stage tilt (°) 
Platinum 
deposition 
Electron 2 1.4 Rectangle 0 
Platinum 
deposition 
Ion 30 0.46 Rectangle 52 
Trench milling Ion 30 6.5 RCS 52 
Table 1 Dual-beam FIB parameters for the milling of the crude lamella, for cross-sections of 
organic thin films on silicon and ITO. 
Thinning parameters 
     
Lamella thickness 
(nm) 
Beam Energy (keV) 
Beam current 
(pA) 
Pattern 
Angle beam makes 
with lamella (°) 
>1500 - 1000 Ion 30 920 CCS ±1 
1000 - 300  Ion 30 93 CCS ±1 
300 - 100 Ion 5 16 CCS ±0.5 
100 - 60 Ion 2 10 CCS ±0.2 
< 60 Ion 1 5.3 Rectangle ±0.2 
Table 2 Dual-beam FIB parameters for the thinning of the crude lamella attached to an 
Omniprobe TEM grid. 
3.6. TEM – principles, beam-specimen interactions 
TEM is a technique that has the ability to provide structural information from small scale 
(<30 nm) crystalline regions. This section summarises the basic operation of the TEM in 
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imaging and diffraction modes, beam-specimen interactions, image contrast mechanisms 
and increasing image resolution by reducing the spherical aberration of the objective lens. 
Figure 3.9 is a schematic diagram showing the source, magnetic lenses and apertures of a 
Titan 80-300 HRTEM microscope.[159] All HRTEM images and diffraction patterns presented 
here have been acquired using the Titan 80-300 operated at 300 kV, with the exception of 
the image presented in Figure 4.12, which was acquired using a JEOL 2100F, operated at 200 
kV. 
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Figure 3.9. Schematic diagram detailing the relative positions of the electron source (FEG), 
condenser lens system, STEM scan coils, mini-condenser lens, objective lens system, 
specimen, Cs corrector, projection lens system and the high angle annular dark field 
(HAADF), annular dark field (ADF) and bright field (BF) detectors found in the Titan 80-300 
HRTEM, adapted from Spillane.[159] 
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The Titan 80-300 HRTEM uses a FEG as its electron source. This works by maintaining a large 
potential difference (usually between 3 -5 kV) between the field emitter tip and an anode 
assembly. The large potential difference causes electrons to be emitted from the tip. There 
are many advantage of using a FEG as opposed to older thermionic sources, as an electron 
source. Firstly, more electrons are emitted, which can then form the electron beam, leading 
to an increased signal to noise ratio. This is also very important for energy dispersive X-ray 
spectroscopy where detected X-ray intensity is proportional to beam current. Secondly, the 
electrons emitted have a higher spatial coherence and lower energy spread of emitted 
electrons, vital for structural characterisation and EELS.[160] 
After the electron source, the electrons are accelerated by a large potential difference 
(generally between 100 – 400 kV). This accelerates the electrons, reducing their De Broglie 
wavelength, calculated using Equation 3, which includes relativistic adjustments. Since 
spatial resolution, outlined by the Rayleigh criterion (Equation 4) decreases with increasing 
wavelength, by using high energy electrons to image thin specimens, atomic scale features 
can be resolved.[160] 
  =
ℎ
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Equation 3 The De Broglie wavelength, taking into account relativistic effects. Where λ is the 
wavelength, h is Planck’s constant, m0 is the rest mass of an electron, e is the elementary 
charge, V is the accelerating voltage and c is the speed of light.[160] 
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Equation 4 The Rayleigh criterion, where δ is the smallest distance that can be resolved, λ is 
the wavelength and μsinβ is the numerical aperture (generally approximated to unity).[160] 
There are a number of mechanisms in which image contrast is formed in the TEM. In this 
section, three are focussed on: mass-thickness, phase and diffraction contrast. To begin 
with, the various interactions the beam has with the specimen will first be described. These 
beam-specimen interactions are summarised in Figure 3.10. On the illumination of the 
specimen with the incident beam, the vast majority of electron will pass through with no 
observable interaction (the direct beam). To the fraction of electrons that do have an 
interaction, the terms coherent, incoherent, elastic and inelastic are usually applied. These 
terms refer to the wavelength of the transmitted beam being in phase (coherency) and 
whether the transmitted electrons have lost energy (inelastic) or not (elastic). 
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Figure 3.10. Beam specimen interactions that give rise to contrast in TEM images and 
spectroscopic analysis. Adapted from Williams and Carter.[160] 
Mass-thickness contrast is a convenient and simple interpretation method for 
understanding contrast in TEM image. In essence, the greater mass in the specimen or the 
longer path a beam is transmitted through, the higher probability that a scattering event will 
occur. For example, in regions which have a more mass or are thicker, lower intensity is 
80 
 
observed in the image, creating contrast with the surrounding regions. Figure 3.11 attempts 
to explain this using a simple schematic. 
 
Figure 3.11. Schematic diagram describing mass-thickness contrast in images with a 
hypothetical specimen containing regions of different thickness and composition. Thicker 
regions produce lower intensity in images. Higher mass regions produce lower intensity in 
images. 
Accelerated electrons can be scattered elastically by the electron cloud that surrounds 
atoms. The probability of scattering occurring increases with the density of electrons, which 
scales with the proton number (Z) of atoms in the specimen. When a crystalline specimen is 
illuminated by a beam of coherent electrons they can be scattered by the electron cloud of 
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atomic planes. When scattered at the Bragg angle, θB, the coherent electrons will interfere 
constructively (coherent elastic scattering), producing high intensity in an image. When 
scattered at angles other than θB, electrons will interfere destructively, producing low 
intensity in an image. In crystalline regions, where there is regular atomic periodicity, an 
interference pattern will be observed as intensity oscillation over distance. These intensity 
oscillations are referred to as lattice fringes in the image, where the spacing between fringes 
is equal to the crystal plane spacing. This type of contrast is called phase contrast (Figure 
3.12). 
 
Figure 3.12. Schematic describing how phase contrast is formed where θB is the Bragg angle 
and d is the crystalline plane spacing. 
The intensity caused by this interference pattern can also be displayed as intensity in a two-
dimensional array – the diffraction pattern. Depending of the crystal and its orientation, 
there could be a large number of scattering planes, and therefore a large number of 
intensity spots in the diffraction pattern. Using an objective aperture, which is positioned in 
the back focal plane of the objective lens, some, or all, of these diffracted beams can be 
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excluded from forming the image. This results in reduced intensity in the image where 
crystalline regions cause diffraction in the specimen. This contrast is referred to as 
diffraction contrast (Figure 3.13). 
 
Figure 3.13. Schematic beam diagram displaying normal operation both direct and diffracted 
beams are used to form the image (a). Using an objective aperture, the diffracted beam can 
be excluded, giving rise to diffraction contrast (b). Adapted from Williams and Carter.[160] 
3.6.1 HRTEM imaging 
The magnetic lenses in the electron microscope are not perfect, that is there are a variety of 
lens aberrations that can distort beam paths, resulting in a blurred image. For some of these 
aberrations e.g. astigmatism, correction can easily be performed. Others, like spherical 
aberration, require additional efforts. 
Spherical aberration, Cs, is a consequence of non-perfect lenses and, in the TEM, causes 
electron beams that pass further from the optical axis of the magnetic lens to be deflected 
more strongly back toward the optic axis than beams passing closer (Figure 3.14 a and b). 
The resulting effect, for a point electron source being transmitted through a lens with 
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spherical aberration, is that the in focus image of the source will be larger than its physical 
size and have a more diffuse intensity (assuming all other aberrations are corrected for). 
 
Figure 3.14. The effect of spherical aberration. In a perfect lens, all beams come to a distinct 
focal point (a). In a non-perfect lens, beams at the edge of the lens are focussed to a point 
closer to the lens than those passing close to the centre (b). 
For TEMs, the Cs of the main focussing lens (the objective lens) will limit the resolution of 
the object that is being imaged. The greatest resolving power (best resolution) can be 
roughly approximated in Equation 5. 
     ≈ 0.91(   
 )
 
  
Equation 5 The minimum distance that can be resolved, rmin, is approximately proportional to 
Cs and the wavelength, λ. As Cs decreases, the resolution increases.
[160] 
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The exciting introduction of Cs correcting hardware for TEMs, allows the spherical 
aberration of the objective lens to be reduced, and therefore increasing the resolution of 
the microscope. This is principally performed using the correcting hardware as a concave 
lens, spreading out the off axis beams in such a way that they all, eventually, re-converge to 
a single point rather than a series of points on the optic axis. 
3.6.2 Diffraction 
In conventional TEM imaging the projector lenses display the first image plane of the 
objective lens on the fluorescent screen or camera (Figure 3.15 a). In diffraction mode, the 
back focal plane is projected onto the screen or camera. (Figure 3.15 b). In this mode, the 
diffracted beams can be imaged as a two dimensional array of intensity. This reveals the 
crystal structure in reciprocal space, allowing higher resolution information to become 
observed. This will also provide information about crystallite orientation and size. 
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Figure 3.15. Beam diagrams of TEM operation. Imaging mode (a) and diffraction mode (b). 
Adapted from Williams and Carter.[160] 
The diffraction pattern requires interpretation which Figure 3.16 aims to summarise using a 
simulated diffraction pattern of a cubic unit cell crystal structure (in this case silicon), when 
on the [100] zone axis i.e. the beam is perpendicular to the (100) plane. The distance 
between diffracted spots is interpreted at the inverse of the crystalline plane spacing, 1/d. 
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Therefore, the intensity observed in the diffraction pattern furthest from the direct beam 
corresponds to the smallest crystalline plane spacings.
 
Figure 3.16. Simulated diffraction pattern for a cubic unit cell crystal structure, silicon. The 
inverse distance between spots, reveals their real d-spacing. 
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3.6.3 Dose 
As the specimen is irradiated using the high energy electron beam, an important parameter 
to consider is the dose i.e. the number of electrons incident per unit area of the specimen. 
Dose is proportional to radiation damage, so is vital to know for carbonaceous materials 
such as the organic materials being studied. It can be calculated using the beam current, 
usually measured in nanoamps (nA), using the fluorescent screen (although a more accurate 
method involves measuring the beam current using a Faraday cup), image size and exposure 
time. Provided these parameters are known and the region is homogenously illuminated i.e. 
the edge of the beam is not in view, the dose can be calculated using Equation 6. Typical 
units of measure are Coulombs per square centimetre (Ccm-2), electrons per square 
nanometre (enm-2) and electrons per square Ångstrom (eÅ-2). For all HRTEM images 
presented, doses of 3 – 5 Ccm-2 have been used with a fresh exposure for each image. 
     =
   
 
 
Equation 6 Dose, as a function of beam current, IB, exposure time, t, and image area, a. 
3.6.4 Image scale calibration 
The image scale was calibrated using the known spacing of lattice fringes found in the 
image. This calibration has been performed using the smallest lattice fringe spacing 
observed. The real distance, calculated from the d-spacing of that particular lattice plane 
multiplied by the number of fringes that have been measured, is related to the image by 
taking an intensity profile over a multiple of lattice fringes perpendicular to the fringe 
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orientation. For all images the intensity profile has been measured over at least ten lattice 
fringes with the intensity averaged over at least 100 pixels. A similar procedure has been 
performed to calibrate diffraction patterns, where the diffraction spot or ring corresponding 
to the smallest crystalline spacing has been used. For diffraction patterns an intensity profile 
has not been needed. Scale calibration, for both images and diffraction patterns, was 
performed using Gatan’s digital micrograph program.  
The assignment of crystalline planes to lattice fringe spacings has been performed by 
comparing ratios of all the different lattice fringe spacings found in the image with ratios of 
d-spacings from unit cell data. This allows the assignment of crystalline planes to be 
performed using a dimensionless quantity, free from small errors in the image calibration. 
Similarly, for diffraction patterns, assignment has been performed using the ratios between 
ring radii.
3.6.5 Power spectrum 
Jean-Baptist Fourier demonstrated that any waveform can be broken down into a 
summation of individual sine or cosine functions using the mathematical expression that 
takes his name, Equation 7, and the practical application of the expression, the discrete 
Fourier transform, Equation 8.
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Equation 7 Forward Fourier transform expression.[161]	
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Equation 8 Forward discrete Fourier transform expression.[161] 
Figure 3.17 is an example Fourier’s demonstration performed on a one dimensional square 
wave (Figure 3.17 a). The square wave is shown to be a summation of a sine wave (the 
fundamental, Figure 3.17 b), one third of the third harmonic (Figure 3.17 c), one fifth of the 
fifth harmonic (Figure 3.17 d) etc. Figure 3.17 e and f, show the summation up to the 21st 
and 51st harmonics respectively. Continuous addition of sine wave harmonics will better 
approximate the square wave. The Fourier transform will separate out the different sine 
wave frequencies (the different harmonics) and display their corresponding amplitude as a 
function of frequency. Performing a Fourier transform on the individual square wave, results 
in the frequency spectrum, showing all the harmonics (Figure 3.18 a). If performed on the 
fundamental sine wave, only the fundamental is observed i.e. there is only one frequency 
(Figure 3.18 b). A Fourier transform of the summation of the fundamental, third and fifth 
harmonics will result in those frequencies being observed (Figure 3.18 c and d), as well as 
the higher order frequencies from the summations with more harmonics (Figure 3.18 e and 
f). 
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Figure 3.17. Square wave (a) which can be approximated using the sum of various sine 
waves of different frequency and amplitude. Fundamental sine wave (b), fundamental + 1/3 
of the third harmonic (c), fundamental + 1/3 of the third harmonic + 1/5 of the fifth 
harmonic (d). Summed in a similar fashion up to the 21st harmonic (e) and 51st harmonic (f). 
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Figure 3.18. Corresponding Fourier transforms from the waveforms shown in Figure 3.17 a – 
f. 
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The Fourier transform can also be performed on complex two dimensional waves, such as 
HRTEM micrographs, which will show the spatial frequencies in the image, as well as their 
orientation with respect to the image. This results in the power spectrum, a term which is 
often used interchangeably with fast Fourier transform (FFT). To aid interpretation of the 
power spectrum and understanding of how this is performed on an image a test image has 
been created (Figure 3.19 a). This shows a sinusoidal frequency in two dimensions (a spatial 
frequency), with a direction. Images are essentially a three dimensional plot of space (in x 
and y) and amplitude (intensity). Performing a FFT on the image results in the power 
spectrum, in which frequency is plotted radially, increasing from then centre, and the 
amplitude corresponds to intensity (Figure 3.19 b). Low frequencies (large real space 
distances) are found close to the origin, and high frequencies (small real space distances) 
toward the edge. In Figure 3.19 b, intensity maxima are observed in the orientation which 
corresponds to the spatial frequency in the test image. These maxima can be attributed to 
the fundamental (lowest frequency in the power spectrum) and the harmonics. Identical 
maxima are observed at an equal distance and direction on the opposite side of the origin. 
This orientation of identical maxima with respect to the origin, provides information on the 
orientation of the spatial frequencies in the image. 
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Figure 3.19. Test image of a sinusoidal spatial frequency (a) and its corresponding power 
spectrum (b) where the fundamental, third and fifth harmonics are identified. Test image 
with six different frequencies, increasing from 1 to 6, each rotated by 18° with respect to the 
previous one (c). Power spectra from c) displaying the fundamental frequencies, harmonics 
and the corresponding orientations (d). 
A second, more complex test image, consisting of six different frequencies with different 
orientations has also been prepared (Figure 3.19 c). Here the frequencies increase from low 
to high, with an 18° rotation with respect to each other i.e. increasing frequencies are at 0°, 
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18°, 36°, 54°, 72° and 90° angles with respect to image horizontal. In the power spectrum of 
this test image (Figure 3.19 d), the fundamental frequencies are observed at the 
corresponding rotations, with the highest frequency perpendicular to the lowest. The 
harmonics of the various frequencies are observed also at their respective rotations. 
The inverse Fourier transform will return the frequency space information back to real 
space. The inverse Fourier transform expression is presented, Equation 9, as well as the 
discrete version, Equation 10. This allows processing to be performed in frequency space 
and visualised in real space. Figure 3.20 a and b aim to describe specific frequency filtering 
processes. Taking the power spectrum from Figure 3.19 d, the fundamentals of the highest 
and lowest frequencies in the test image have been masked. All intensity elsewhere in the 
power spectrum is removed (in Figure 3.20 a, it has just been reduced for clarity). On 
performing the inverse fast Fourier transform (IFFT), only the fundamental frequencies 
highlighted, will be used to form the image. The result of performing the IFFT is that only the 
low and high frequency regions from the test image in Figure 3.19 c are reconstructed 
(Figure 3.20 b). Since all the harmonics have not been excluded from the reconstruction, the 
regions are very poor representations of the original. The masks have also overlapped 
slightly with some of the other frequencies in the power spectra, resulting in the 
reformation of those regions in the real space image, most notably seen to the bottom right 
of the low frequency reconstructed region. 
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Equation 9 Inverse Fourier transform expression.[161]	
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Equation 10 Inverse discrete Fourier transform expression.[161] 
 
Figure 3.20. Power spectrum from Figure 3.19 d), showing the fundamental frequencies that 
have been masked, all other frequencies are excluded from forming the reformed image (a). 
On performing the IFFT, the real space image can be reformed from the masked power 
spectrum showing the low and high spatial frequency regions from the test image in Figure 
3.19 c (b). 
Practical application of the Fourier transform are wide ranging in microscopy as well as 
other areas of science and engineering. Since images collected using the TEM are calibrated, 
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analysis of power spectra (which will have a corresponding inverse space calibration) can 
provide a convenient way to quickly analyse lattice fringes and their orientations, a process 
which has been used on the most of the HRTEM images presented. More advanced filtering 
techniques have also been used. 
Power spectra for HRTEM images have been calculated using the FFT function in Gatan’s 
Digital micrograph program (version 4). For the test images presented above, power spectra 
have been calculated using the FFT spectral analysis tool in GNU Image Manipulation 
Program’s (version 2.8) G’MIC filter (version 1.6). 
3.7. STEM 
STEM is an optical mode, incorporated into the HRTEM, using a focussed beam of electrons 
rather than a broad parallel beam, which is rastered over the specimen in a defined region 
(Figure 3.21).[160] This allows a very high current density to be delivered to the specimen 
improving the signal to noise ratio during imaging. Further to this advantage, since 
magnification is controlled by the scanning dimensions rather than the magnetic lenses, 
images are not affected by aberrations present in post specimen lenses. However, 
aberrations in the probe forming lenses i.e. the condenser system, will limit image spatial 
resolution. 
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Figure 3.21. Pre-specimen beam diagram for the STEM optical setup. Adapted from Williams 
and Carter.[160] 
Imaging in the STEM can be performed using conventional bright-field detectors collecting 
electrons in the direct beam, forming images comparable to bright-field images from TEM. 
Usually, an ADF detector is used, which collects more of the incoherently scattered 
electrons. Collecting electrons that are scattered out to even higher angles (>5°) using a 
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HAADF detector, Bragg diffraction effects are minimised, and mass-thickness contrast is 
maximised. For thin specimens, small variations in thickness do not largely affect contrast 
observed in HAADF STEM images. This allows the intensity in images formed to be 
interpreted as arising due to changes in local specimen mass. Since scattering to high angles 
(Rutherford scattering, introduced in Figure 3.4) has a high dependent on atomic number, Z. 
This type of contrast is therefore sometimes referred to as ‘Z-contrast’ (Figure 3.22). Using 
ADF and HAADF detectors to acquire Z-contrast images, the detector dark level and gain can 
be maximised to enhance the contrast of features of interest before acquisition. 
 
Figure 3.22. Schematic of the BF, ADF and HAADF detector set up with scattering angles 
from the optic axis. Adapted from Williams and Carter.[160] 
Further to the imaging advantages of STEM, spectrum imaging can also be performed. This 
involves the acquisition of spectra (typically EDX or EELS spectra) sequentially as the probe is 
rastered over the specimen. Spectra from local regions can then be analysed. 
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HAADF STEM images presented here have been collected using a Titan 80-300 operated at 
300 kV in STEM mode, using a HAADF detector, with a camera length of 100 cm. In all cases, 
the detector gain and dark level have been adjusted to maximise contrast between organic 
and inorganic material. 
3.7.1 Tomography 
Both TEM and STEM images are two dimensional projections of three dimensional 
specimens. Due to this, morphological features that are at different depths, in-line with the 
beam path, will be superimposed in the image (Figure 3.23). Due to this, tomography is 
employed. Here the specimen is tilted through a large range of angles, taking two 
dimensional images at each angle (Figure 3.23). The images, a dataset referred to as a 
tomographic series, can then be reformed into a three dimensional volume through a 
process called the simultaneous iterative reconstruction technique (SIRT). Prior the 
reconstruction, the images in the tomographic series need to be aligned. This is performed 
using cross-correlation (a measure of the similarity between two images) for images 
adjacent to one another. The tilt axis also needs to be determined, which can be performed 
be analysing features in the reconstructed volumes. If incorrect, streaking of circular 
features is observed. There however is a limit to the tilt range in the TEM (the ‘missing 
wedge’) which will cause some moderate streaking on analysis.[162] 
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Figure 3.23. Schematic diagram describing how tilting the specimen with respect to the 
beam can bring features in the depth of the specimen into view. 
For the tomography data presented, images have been acquired using HAADF STEM, where 
the dark level and gain of the HAADF detector has been optimised to provide maximum 
contrast between the organic material and the metal particles. Imaging was performed 
using 300 keV electrons. The tilt series was performed using the angular from -70° to +40° at 
2° steps. Volume reconstruction was performed using SIRT in Inspect3D (FEI), and 
visualisation conducted in Avizo (FEI). 
3.8. EDX 
One of the most important secondary signals observed in TEM are the X-rays generated 
when the energetic electron beam interacts with the thin specimen.[160] There are two types 
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of X-rays generated: characteristic and bremsstrahlung. Bremsstrahlung X-rays are formed 
as the electron beam interacts inelastically with the nuclei of specimen elements. The 
Columbic field of the nucleus can cause the fast moving electron to be deflected, causing a 
large change in its momentum. The energy lost is emitted as an X-ray. Over the numerous 
electron specimen interactions, these emitted X-rays manifest as a continuum X-ray 
background. 
Characteristic X-rays are formed when the energetic electron passes close to the nucleus 
and transfers some of its energy to the atoms electrons. The promotion or ejection of this 
electron will leave behind a hole, leaving the atom in an excited state. Relaxation of the 
excited state, by the filling of the hole with an electron from a higher energy orbital results 
in the emission of a photon with energy equal to the energy difference of the two orbitals 
(Figure 3.24). 
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Figure 3.24. Ejection of a secondary electron and generation of a characteristic X-ray. 
Adapted from Williams and Carter.[160] 
Since the energy of these characteristic X-rays originates from differences in energy 
between molecular or atomic orbitals, measuring this energy can provide insights into the 
elemental composition of the specimen. Since the measurement of X-ray energy is 
fundamental to the understanding of the atomic species it originated from, the processes 
which occur in detectors that allow energy measurement’s to be made need to be fully 
understood. 
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3.8.1 Detectors 
For the work presented here, energy dispersive X-ray spectroscopy has been performed 
using a silicon drift detector (SDD). However, it should be noted that a wide range of 
detectors have been in use. Detectors such as wavelength dispersive detectors provide 
different acquisition characteristics (namely increased energy resolution), which depending 
on the system and desired information could provide advantages over other detectors. The 
advantage of using a SDD is that large count rates can be obtained due to the scalable 
detector size and therefore increasing the collection angle. This results in faster, more 
accurate quantification.[160,163] 
On emission of an X-ray from the specimen, if the emission direction is toward the detector 
the X-ray can be captured by the n-type silicon. On transmission through the silicon, a 
number of electron-hole pairs are created, the number of which is roughly proportional to 
the X-ray energy. Due to the high dielectric of the silicon, the majority of these electron-hole 
pairs are dissociated and the separate charges are attracted to their complementary 
electrodes. This results in a charge pulse, the size of which will be measured and assigned as 
occurring from an X-ray with a specific energy range (typically between 5 – 10 eV). As soon 
as a charge pulse is detected, the spectrometer is switched off for a short amount of time to 
prevent multiple X-rays being analysed at the same time. Due to the high number of X-rays 
entering the detector, X-rays are adsorbed and charge pulses processed thousands of times 
a second and, over time, the energy spectrum is built up. The line width of an X-ray detected 
using a SDD is far larger than its natural line width. This is due to the fluctuation in the 
number of electron-hole pairs generated for X-rays of the same energy, the intrinsic energy 
resolution of the detector and noise from the processing electronics. The poor energy 
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resolution of these detectors means that statistical processing of the energy spectra must 
be accomplished prior to quantification. 
3.8.2 Quantification 
The quantification procedure that has been applied to the EDX spectra is the Cliff-Lorimer 
method.[160] This involves an analysis of the number of counts in each characteristic X-ray 
peak (the intensity), which, for specimens where more than one element is present, the 
intensity ratio between different X-ray peaks, will be proportional to the composition ratio 
of those elements in the system, Equation 11. 
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Equation 11 The Cliff-Lorimer expression, where CA and CB are the compositions of 
components A and B, kab is the k-factor, IB and IA are the intensities of X-ray lines from 
components B and A.[160] 
The k-factor is a sensitivity factor that relates the ratio of detected intensities with the 
composition ratio, and is sensitive to many different microscope parameters, such as 
detector type, efficiency, microscope and processing parameters. 
Due to the Gaussian nature of the peaks in EDX spectra, simple statistical methods can be 
applied to determine the error of the quantification. The intensity ratio error can be 
calculated as the standard deviation i.e. the square root of the number of counts. This will 
then therefore dictate either the error of the composition ratio, or that of the k-factor.[160] 
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All EDX spectra presented have been acquired on a Titan3 60-300 ChemiSTEM, equipped 
with a FEG (X-FEG) operated at 300 kV in STEM mode.[163] Spectra have been acquired using 
windowless SDD using Esprit 1.9 software from Bruker. 
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4. Assessment of Organic Films in Top View and 
Cross-section 
The subsequent sections will focus on the analysis of organic film using techniques that 
probe the surface and sub-surface as well as cross-sectional HRTEM analysis. The aim of this 
research is to establish a reliable technique to preparing cross-sections of organic molecular 
films using a FIB, which does not completely destroy crystallinity. The criteria that will be 
used to establish the success of the cross-sectioning method will be the correlation with 
results from known bulk characterisation techniques. The development of the cross-
sectioning technique will then allow further study of organic film growth mechanisms and 
consequences of in terms of morphology and microstructure, as well as the study of the 
technologically relevant donor-acceptor interface. 
4.1. Surface morphology of CuPc films grown on silicon and ITO 
Using AFM, the topography of a CuPc film can be visualised, and RRMS can be calculated. For 
30 nm thick CuPc films on silicon and ITO, the RRMS values are 1.6 and 1.5 nm respectively 
(Figure 4.1 a and b). The small difference between these values indicates that growing CuPc 
on the ITO surface does not cause a significant change in the surface roughness of CuPc 
when the thickness is 30 nm, despite the comparatively rougher substrate surface of ITO 
(RRMS = 4.9 nm) when compared to silicon (RRMS = 0.5 nm, Figure 4.1 c and d). This suggests 
that the deposited organic material is able to permeate the fine morphology of the ITO 
surface. 
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Figure 4.1. AFM topography map of a 30 nm thick CuPc film grown on silicon, RRMS = 1.6 nm 
(a). Topography map of a 30 nm thick CuPc film grown on ITO, RRMS = 1.5 nm (b). 
Topography map of the silicon surface, RRMS = 0.5 nm (c). Topography map of the ITO 
surface, RRMS = 4.9 nm (d). 
The surface of the film grown on silicon appears to be more uniform when compared to that 
grown on ITO. The distinctive grain morphology of CuPc[49] can be seen on films grown on 
silicon (Figure 4.1 a). This uniformity is not present in films grown on ITO (Figure 4.1 b). 
Despite the similar roughness of the CuPc films on the different substrates, the morphology 
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of the film surface is different. It appears therefore that the substrate does not affect the 
roughness, but strongly influences the morphology of CuPc films. 
Performing a similar analysis on films of templated CuPc on silicon it can be seen that the 
RRMS values of the CuPc surface are slightly larger, 1.9 nm (Figure 4.2 a), when compared to 
the non-templated film. The same templated film when grown on ITO has a RRMS of 1.6 nm 
(Figure 4.2 b), similar to the value from the single layer film grown directly onto ITO. This 
demonstrates that the roughness of CuPc films using silicon as a substrate is only slightly 
affected by the prior deposition of PTCDA. This effect is not seen when ITO is used as a 
substrate. 
 
Figure 4.2. AFM topography map of a 30 nm CuPc/5 nm PTCDA film grown on silicon, RRMS = 
1.9 nm (a). Topography map of a 30 nm CuPc/5 nm PTCDA film grown on ITO RRMS = 1.6 nm 
(b). 
Since these surfaces form the donor-acceptor interface in the bi-layer and templated bi-
layer structures, this morphology can be considered representative of the interface 
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assuming no morphological changes, such as roughening, smoothing or chemical 
intermixing, occur after deposition of the subsequent acceptor film. 
SEM allows the topography of specimen surfaces to be visualised using BSE and SE. Similar 
features can be observed in both SEM images and AFM topography maps of templated and 
non-templated CuPc films of identical thicknesses (Figure 4.3 a and b). In thicker non-
templated CuPc films, these grain features are more clearly observed (Figure 4.3 c). The 
grains, from the perspective of the films surface (top view), appear to have a circular cross-
section. Thicker CuPc film cross-sections, made by cleaving the silicon substrate after film 
deposition, suggest that the film is composed of columnar grains, which grow normal to the 
substrate surface (Figure 4.3 d). This correlates with the circular grain cross-section 
observed in top view. In SEM images of cross-sections prepared via substrate cleavage, the 
grain direction appears not to be uniform. This is attributed to the large amount of 
mechanical damage inflicted on the film during cleavage. Similarly, this columnar grain 
structure is also observed with templated CuPc films (Figure 4.3 e and f). In the cross-
section, the interface between CuPc and PTCDA is difficult to identify. 
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Figure 4.3. Top view SE image of a 30 nm CuPc film grown on silicon (a). Top view SE image 
of a 30 nm CuPc/5 nm PTCDA film grown on silicon (b). Top view SE image of a ~100 nm 
CuPc film grown on silicon (c). Cross-section created by cleaving the silicon substrate of a 
~400 nm CuPc film showing columnar grain structure and orientation (d). Cross-section 
created by cleaving the silicon substrate of a ~400 nm CuPc/~200 nm PTCDA film showing 
columnar grain structure and orientation, the interface is difficult to identify (e). Top view SE 
image of a ~400 nm CuPc/ ~200 nm PTCDA film grown on silicon (f). 
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4.2. Crystalline structure of organic films examined using X-ray diffraction 
XRD probes crystalline planes within specimens. Provided the crystal structure is known, the 
relationship between crystalline planes and atomic or molecular arrangement can be 
identified. XRD performed in θ – 2θ mode allows the crystalline planes parallel to the 
substrate surface to be identified. 
For films of CuPc grown to 30 nm on silicon a distinctive, sharp reflection can be observed at 
2θ = 6.8° Figure 4.4 a), a reflection that does not occur from the substrate (Figure 4.4 b). 
Using the model proposed by Hoshino et al.[55] this is attributed to reflection from the (100) 
plane. Given the (100) reflections sharp nature, and the lack of other reflections, this 
suggests that this is the only crystalline orientation for 30 nm CuPc films grown on silicon. 
The CuPc film is therefore textured in the plane of the substrate surface. Assuming that the 
grains observed using SEM and AFM are the crystalline species producing the reflection, 
they are expected to be randomly oriented azimuthally to the substrate surface. Three 
potential orientations of CuPc molecules with respect to the (100) plane parallel to the 
substrate surface are shown in Figure 4.4 c. The CuPc molecules are often described as 
‘standing up’ or ‘edge on’ in this orientation, where the molecular plane makes an angle of 
82° with the substrate surface. XRD reveals that this orientation is also observed when the 
CuPc film is grown on ITO (Figure 4.4 d). However, the intensity from the (100) plane 
reflection is much lower in the film grown on ITO than the film grown on silicon, suggesting 
that the film is less crystalline. The reflection observed at 21.4° is attributed to the (211) 
plane from ITO,[164–166] observed when the substrate without any film is analysed (Figure 4.4 
e). 
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Figure 4.4. Thin film XRD in θ - 2θ mode of a 30 nm CuPc film grown on silicon (a) and just 
the silicon substrate (b). Three orientations of the CuPc molecules when the (100) plane is 
parallel to the substrate surface (c). Thin film XRD in θ - 2θ mode of a 30 nm CuPc film grown 
on ITO (d) and just the ITO substrate (e). 
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As discussed in chapter 1, charge transport in CuPc is highly anisotropic. The transport 
direction with lowest resistance in a stack of CuPc molecules is along the molecular stacking 
axis with the highest resistance route between stacks of molecules.[23,24] In the orientation 
where the CuPc (100) plane is parallel to the substrate surface i.e. for films grown on weakly 
interacting substrates, the preferential charge transport direction is also close to parallel to 
the substrate surface. This is a non-ideal orientation in bi-layer photovoltaic devices as 
excitons generated in the donor film and holes generated at the donor-acceptor interface 
are transported via the high resistance route, and would therefore lead to poorer device 
efficiency. 
Similar to charge transport, optical absorption is also highly anisotropic. As mentioned in 
Chapter 1, there is a stronger absorption of light when the electric field component of the 
incident light is perpendicular to the molecular plane.[23] For CuPc films grown on weakly 
interacting substrates, that would be used for bi-layer photovoltaic devices, this would be a 
non-ideal orientation as the strongest optical absorption would occur parallel to the 
substrate surface.[23] 
Deposition of the CuPc donor film on a film of the organic molecule, PTCDA, causes the 
orientation of the CuPc molecules to change.[62] This process, referred to as templating (as 
mentioned in chapter 1) can be observed clearly using XRD. When CuPc is deposited onto 
film of PTCDA, the reflection from the CuPc (100) plane (6.8°) is absent and the CuPc (11-2) 
plane reflection (at 27.7°) is present (Figure 4.5 a). The CuPc (11-2) plane is now parallel to 
the substrate surface. This reflection is not due to any crystalline structure from the 
underlying PTCDA film (Figure 4.5 b), as no sharp intensity is observed from 5 nm films. In 
this orientation, the molecular plane makes an angle of 7° to the substrate surface. Three 
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possible molecular orientations of CuPc are shown in Figure 4.5 c, where views parallel to 
the CuPc (100) and (001) planes are also shown. In a bi-layer device both the charge 
transport and the optical absorption perpendicular to the interface are improved. Using this 
device architecture, improvements to device performance have been demonstrated.[24]
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Figure 4.5. Thin film XRD in θ - 2θ mode of a 30 nm CuPc/ 5 nm PTCDA film grown on silicon 
(a) and just the 5 nm PTCDA film on silicon (b). Three orientations of the CuPc molecules 
when the (11-2) plane is parallel to the substrate surface (c). Thin film XRD in θ - 2θ mode of 
a 30 nm CuPc/5 nm PTCDA film grown on ITO (d). Close up view showing the reflection from 
the CuPc (11-2) plane, FFT filtered to remove high frequency (Fcutoff = 3°
-1) information (e). 
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XRD of a thicker, 200 nm, PTCDA film reveals that it is crystalline with the (10-2) plane 
parallel to the substrate surface, from the reflection at 27.7°, when using the β phase model 
proposed by Tojo et al.[77] (Figure 4.6 a). In this orientation, the molecules of PTCDA are 
close to parallel to the substrate surface. It has therefore been proposed in other 
phthalocyanine systems that the driving force behind templating comes from strong π-π 
interactions between the aromatic PTCDA and CuPc molecules.[62] The templating effect is 
observed on silicon and ITO despite the reflection from the (10-2) PTCDA plane not being 
observed for 5 nm PTCDA films grown on ITO and silicon. Another reflection is noticed at 
21.3°, which is attributed to diffraction from the (032) plane of PTCDA (Figure 4.6 b). 
Molecular orientations for the two cases observed are displayed in Figure 4.6 c. 
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Figure 4.6. Thin film XRD in θ - 2θ mode of a 200 nm PTCDA film grown on silicon (a). Close 
up view showing the reflection from the PTCDA (032) plane, FFT filtered (Fcutoff = 3°
-1) (b). 
Potential molecular orientations when the (10-2) and (032) planes are parallel to the 
substrate surface (c). 
The acceptor material C60 does not show significant reflections when grown either on CuPc 
or silicon to a thickness appropriate for device structures. For 200 nm thick films, which 
would be expected to provide a higher signal to noise ratio for any reflections than films 
used in devices, very weak maxima in intensity are observed which can barely be 
distinguished from the background signal (Figure 4.7). These weak maxima, correspond 
closely to reflections from the (111) and (222) planes when using the model proposed by 
Dorset and McCourt[66] which suggests that there is crystalline structure, but it is very 
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weakly scattering. The lack of reflections from the C60 film is surprising since it is reported 
that both X-ray and electron diffraction have been observed, indicating crystallinity.[167–170] 
The signal from the films investigated could be enhanced by using a more intense X-ray 
source. 
 
Figure 4.7. Thin film XRD in θ - 2θ mode of a 200 nm C60 film, FFT filtered (Fcutoff = 3°
-1). 
Positions of the C60 (111) and (222) reflections highlighted.  
4.3. Structural assessment of organic films in top view using electron diffraction 
In order to study thin films of the materials that constitute the molecular photovoltaic 
structures using HRTEM imaging, films are grown directly onto TEM grids that have an 
amorphous carbon film grown on the surface. The carbon film provides a surface for the film 
to grow on and, assuming the thickness is homogenous, will not interfere with image 
contrast. 
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4.3.1 CuPc 30 nm 
For 30 nm thick CuPc films grown on carbon grids, lattice fringes are observed in large 
numbers throughout the film. The spacing of the most prominent lattice fringe is 1.2 nm 
(Figure 4.8 a and b), which can be attributed to the second largest d-spacing for CuPc, 
arising from diffraction from the (001) plane. It needs to be stated that the small difference 
between the CuPc (001) and (100) lattice spacings could cause the two lattice fringes to be 
incorrectly identified. This problem is mitigated by conducting magnification calibrations in 
conditions where lattice fringes from both planes are observed (see section 4.3.2), making 
distance measurements more accurate. Table 3 displays all the CuPc planes which have 
been indexed using HRTEM methods. 
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Figure 4.8. HRTEM image from a 30 nm CuPc film (a). Lattice fringes from diffraction from 
the CuPc (001) plane (b). Power spectrum of image a (c). Diffraction pattern from the 30 nm 
CuPc film which has been enhanced by averaging a series of separate diffraction patterns (n 
= 9) taken from different regions under identical conditions (d). (011) fringes within (001) 
fringes (e). Schematic showing the molecular orientation with respect to the (001) and (011) 
planes when viewed perpendicular to the CuPc (100) plane. 
Plane Lattice spacing (nm) 
(100) 1.288 
(001) 1.199 
(10-1) 0.883 
(002) 0.599 
(20-1) 0.570 
(011) 0.335 
(11-2) 0.324 
Table 3 CuPc crystalline planes and corresponding d-spacings from the Hoshino et al.[55] 
model. 
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Diffraction from the (001) plane, demonstrates that it lies close to parallel to the electron 
beam, implying that the CuPc (100) plane is parallel to the substrate surface. This correlates 
with the XRD results outlined in section 4.2, validating the consistency of the data from both 
techniques. 
As has been described in chapter 3, performing a FFT on an image, resulting in a plot of the 
power spectrum, is a convenient way to display and analyse image intensity frequencies e.g. 
lattice fringes. The power spectrum of the image of the 30 nm thick CuPc film grown on 
amorphous carbon (Figure 4.8 a) is shown in Figure 4.8 c. In the power spectra, there are 
many intensity rings observed about the centre. The complete, low intensity rings result 
from operating at a slight defocus and are typical of imaging amorphous materials. A high 
intensity ring, which on closer inspection consists of bright spots, corresponds to the CuPc 
(001) lattice fringes. Each spot results from a crystallite displaying lattice fringes. Since each 
spot is the same distance from the centre of the power spectrum, the lattice spacing from 
all the crystallites are very similar. The ring shape these spots make is evidence that these 
crystallites are randomly oriented azimuthally to the electron beam. 
The power spectrum of an image displays reciprocal space information from the original 
image. Operating a TEM in diffraction mode will also probe the specimen in reciprocal 
space. The diffraction pattern should therefore correlate with the power spectrum of 
images. In the diffraction pattern from a film of 30 nm CuPc grown on a carbon film TEM 
grid (Figure 4.8 d) diffraction from the CuPc (001) crystalline plane can be identified at the 
reciprocal spacing of 0.83 nm-1. 
The diffraction pattern and powers spectrum show similar information, but as can be seen 
in the diffraction pattern, diffraction from higher order crystalline planes is occurring. This is 
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not observed in power spectra or images. Diffraction from the (002) and (011) planes at 1.67 
and 2.88 nm-1 respectively is consistent with the CuPc crystallites being oriented with the 
CuPc (100) plane parallel to the substrate surface, and orthogonal to the electron beam. 
Although the frequency corresponding to the CuPc (011) lattice fringe is not observed in the 
power spectrum (guide to eye line included in Figure 4.8 c highlights where it would occur), 
lattice fringes with a similar spacing of 0.33 nm are observed in the image (Figure 4.8 e). 
These fringes are found within the (001) lattice fringes of CuPc crystallites observed in 
Figure 4.8 b. The angle that this lattice fringe makes with the CuPc (001) lattice fringes (73°) 
is close to the expected angle of 67°, the difference could be accounted for by the difficulty 
in measuring the angle of the small faint fringe. 
An interesting observation about the (011) fringes in this crystallite is that their orientation 
with respect to each other changes in different regions of the crystallite while the 
orientation with respect to the (001) fringe remains constant (Figure 4.8 e). This can be 
interpreted as the CuPc molecules stacking in different directions in different regions of the 
crystallite. Where the two stacking directions meet, the (011) lattice fringe will be at 
different angles with respect to each other, but the same angle with respect to the (001) 
lattice fringe. Figure 4.8 f is an attempt to show this using a simplified schematic. This type 
of structure bears a resemblance to the older CuPc crystal structures proposed by proposed 
by Ashida et al.[54] The structure observed here, where the molecular orientation with 
respect to the stacking axis changes between adjacent molecular columns has been 
observed by Kobayashi et al.[99] which concluded that this change is the rule rather than the 
exception for CuPc crystallites, following from the Ashida et al. α-CuPc model. With the 
redetermination of the α-CuPc crystal structure from the ‘herringbone’ to the ‘brick stack’ 
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model[55], the interpretation of these images should follow that the change in molecular 
orientation observed is the result of a boundary between two ‘brick stack’ structures with a 
common (001) plane orientation but inverted (011) planes, a structure observed using STM 
on passivated surfaces.[105] There is also the possibility that both the brick-stack and 
herringbone interpretations of the CuPc α-phase can exist in the same molecular film, as has 
been observed in CuPc films on ZnO single crystal surfaces.[52] The common observation of 
defects in organic systems[96,101,104,113,171,172] adds to the evidence that molecular stacking 
orientations can easily change. 
4.3.2 30 nm CuPc / 5 nm PTCDA 
The same analysis can be performed on 30 nm thick CuPc films grown on 5 nm thick PTCDA 
films, which has been shown using XRD to cause a change in the crystal orientation (section 
4.2). When in the orientation where the CuPc (11-2) plane is perpendicular to the electron 
beam the CuPc (100) plane is now close to parallel to the electron beam. In HRTEM images 
of these films, lattice fringes are observed which have a spacing of 1.3 nm, which 
corresponds well with the d-spacing of the CuPc (100) plane (Figure 4.9 a, e and f). The CuPc 
(100) plane is now in a diffracting condition. 
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Figure 4.9. HRTEM image of a 30 nm CuPc film that has been templated with a 5 nm PTCDA 
film (a). Power spectrum of image a (b). Diffraction pattern of the templated CuPc film (c). 
Lattice fringes from the CuPc (10-1) planes (d) and (20-1) planes (e). Unidentified lattice 
fringes with spacing of 0.33 nm (f) which could possibly result from a CuPc grain growing in a 
different orientation to the rest of the film. 
The power spectrum of this image (Figure 4.9 b) shows a number of frequencies which 
correspond to lattice fringe identified in the image itself (Figure 4.9 d, e and f). The fringes 
with spacings of 0.89 (Figure 4.9 d) and 0.58 nm (Figure 4.9 e) can be attributed to 
diffraction by the CuPc (10-1) and (20-1) lattice planes of CuPc respectively. Diffraction can 
be confirmed from the CuPc (100) and (20-1) planes in the diffraction pattern (Figure 4.9 c). 
The lattice fringe with a spacing of 0.33 nm (Figure 4.9 f) cannot be attributed to any CuPc 
or PTCDA crystalline planes when the CuPc (11-2) plane is perpendicular to the electron 
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beam. This might therefore be evidence of a grain which is growing in a slightly tilted 
orientation, allowing a different plane to be oriented to a diffracting condition e.g. the CuPc 
(011) plane, d-spacing of 0.33 nm, in a crystallite growing at an angle of 38° from the bulk 
crystallite orientation. 
The templated CuPc film can be tilted manually (α= 26.3°, β = 14.5°) to bring both CuPc 
(100) and (001) planes into diffracting conditions (Figure 4.10 a), resulting in two sets of 
fringes perpendicular to one another – ‘cross-fringes’ (Figure 4.10 b and c). The angle with 
which to tilt to can be calculated using the crystal structure of CuPc assuming a starting 
orientation where the (11-2) plane is perpendicular to the electron beam. When in this 
orientation the CuPc (20-1) plane will also be in a diffracting condition, and this can be 
observed as another set of lattice fringes with a spacing of 0.57 nm, superimposed on the 
cross-fringes (Figure 4.10 c). 
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Figure 4.10. Schematics demonstrating how tilting a CuPc crystallite to achieve diffraction 
from both the (100) and (001) planes. Starting orientation is viewed perpendicular to the 
(11-2) plane (a). Templated CuPc film tilted so both the (100) and (001) crystalline planes are 
now parallel to the electron beam, displaying cross-fringes (b). Fringes from the (100), (001) 
and (20-1) planes observed, superimposed over the CuPc crystallite (c). 
4.3.3 40 nm C60 
Despite little evidence of crystallinity being observed in films of C60 using XRD, many lattice 
fringes are observed in 40 nm thick films of C60 grown directly onto carbon film grids (Figure 
4.11 a). This confirms that the C60 films are crystalline. Three distinct lattice fringes are 
observed, with spacings of 0.82, 0.50 and 0.43 nm (Figure 4.11 b, c and d respectively). 
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When using the model proposed by Dorset and McCourt,[66] these lattice spacings 
correspond well to the (111), (220) and (311) crystalline planes. These fringes appear to be 
randomly oriented on the carbon film as demonstrated by the averaged power spectrum 
(Figure 4.11 e). The crystallinity and the random orientation is also confirmed by observing 
ring like diffraction patterns with spacings that confirm the assignment of lattice planes 
(Figure 4.11 f). The pattern also shows diffraction from a higher order plane, where the 
spacing of 3.06 nm-1 suggests the (331) lattice plane. 
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Figure 4.11. HRTEM image from a 40 nm film of C60 grown directly onto a carbon film 
showing the presence of many lattice fringes (a). C60 (111) lattice fringe (b), (220) (c), (311) 
(d). Averaged (n = 4) power spectrum from the 40 nm C60 film (e). Averaged (n = 10) 
Diffraction pattern from the 40 nm C60 film (f). 
Crystalline C60 films have been observed before as is mentioned in chapter 2. XRD 
performed on films has demonstrated that the film is crystalline with the crystalline planes 
mentioned above being assigned to corresponding reflections.[168] The C60 (111) lattice 
129 
 
fringe has been observed previously using BF TEM, on top view films and nano rods, but the 
higher order lattice fringes have currently not been reported.[169,170,173] 
4.3.4 50 nm CuPc:C60 (1:1) 
The active layer component of the bulk-heterojunction is composed of an intimately mixed 
film of the donor and acceptor materials. This film is grown by sublimation of two materials 
simultaneously from separate sources, in a process that is often referred to as co-
deposition. In device structures involving co-deposited CuPc and C60, the mixed film is 
usually sandwiched between pure films at the anode and cathode. This prevents the donor 
material contacting the electron contact and the acceptor material contacting the hole 
contact, which would otherwise result in a short circuit.[49] 
To examine the structure of this mixed film component of the bulk-heterojunction structure, 
a 50 nm thick co-deposited film, with a CuPc:C60 ratio of 1:1 was grown directly onto a 
carbon film TEM grid and inspected using HRTEM and electron diffraction. In this film, no 
lattice fringes are observed (Figure 4.12 a). In the diffraction pattern, no diffracted beams 
are detected (Figure 4.12 b). This evidence suggests that there are no crystalline domains 
within the film. The absence of any evidence of crystallinity from CuPc:C60 mixed films is 
demonstrated by recent XRD and electron paramagnetic resonance (EPR) studies.[44] 
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Figure 4.12. CuPc:C60 (1:1) top view TEM image and power spectrum inset (a) and diffraction 
pattern (b). 
4.4. Cross-section preparation 
Since the interface between the donor and acceptor materials CuPc and C60 is the location 
for exciton separation in photovoltaic devices, this is an interface of great technological 
interest. The individual films have been studied in top view using HRTEM demonstrating 
that imaging can be conducted without damaging the materials. This method of study 
allows conclusions about crystallinity to be made that, in the case of CuPc, correlates well 
with results from XRD. HRTEM imaging has also shown that C60 films grown by thermal 
sublimation are highly crystalline, and the higher order lattice spacings can be identified in 
images as well as by using electron diffraction. However, to understand the interface 
between these films it is necessary to expose it for examination. This requires cross-sections 
to be obtained using methods that minimise the damage that is done to the materials.  
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The method chosen for obtaining cross-sections of these films is the in situ lift-out 
technique performed using a dual beam FIB. This was chosen because when using an 
alternate method, ultramicrotomy, too much mechanical damage was observed. This is 
consistent with previous work on phthalocyanine and polymer systems, which both saw 
delamination between the substrate or contact and the organic film.[56,130] Furthermore, FIB 
allows cross-sections to be obtained from single crystal substrates in specific orientations. 
This allows easier interpretation of films grown on surfaces, as the known crystalline 
orientation of the substrate can be used to orient foils so the substrate surface, and 
therefore other interfaces, are parallel to the electron beam. 
The conventional method of reducing damage when using the in situ lift-out technique 
involves minimizing the energy of the ion beam. This reduces the thickness of an amorphous 
layer that surrounds the prepared foil. Studies performed on silicon show the thickness of 
this amorphous layer decreases with beam energy.[147] It is expected that it will be thicker 
for materials softer than silicon and thinner for harder ones. This has lead operators to 
reduce beam energy in a stepwise fashion, during the thinning process, with the final 
energies usually below 5 keV.[146] 
It is also important to minimise the amount of the energetic ions that unnecessarily impact 
the specimen especially during the final thinning stages. This can be conducted by limiting 
the raster region, restricting the beam using an aperture and the reducing the dwell time of 
the raster scan. After the final milling stages the specimen should not be exposed to a 
higher energy beam, from either ion or electron columns.[146] 
A third control parameter that can be implemented which involves reducing the angle that 
the beam makes with the foil has been developed as part of this work. This can be thought 
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of as reducing the energy transferred perpendicular to the foil. A reduction in energy would 
reduce the amount of bonds broken, and thus retain crystalline structure. Figure 4.13 
provides a schematic explanation of this process. 
 
Figure 4.13. Changing the angle between the lamella and the incident beam reduces the 
energy component perpendicular to the lamella. This energy is reduced by two orders of 
magnitude when tilting from 7° (a) to 0.2°, used in thins work (b). 
All these methods have been implemented in preparing electron transparent cross-sections 
of CuPc solar cell device structures whilst retaining their crystalline nature. Cross-sectioning 
parameters used are outlined in chapter 3. 
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4.5. Cross-section assessment 
To aid interpretation of cross-sections of the organic photovoltaic structures, equivalent film 
stacks were grown on silicon and ITO substrates. The flat surface of the silicon substrates 
produces films that are easier to interpret and correlate with bulk techniques. Structures 
grown on ITO substrates provide a useful comparison for actual device structures. 
4.5.1 CuPc film in the bi-layer structure 
Figure 4.14 a shows a cross-section taken from a bi-layer solar cell structure grown on 
silicon. Lattice fringes are clearly observed in both the CuPc and C60 films. Focussing on just 
the CuPc film, the lattice fringes observed are oriented parallel to the substrate surface, and 
have a spacing of 1.3 nm (Figure 4.14 b). The orientation and spacing indicate that these 
arise from diffraction from the CuPc (100) plane. The spacing and orientation parallel to the 
substrate surface correlate exactly with the XRD data collected. 
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Figure 4.14. Cross-section of a bi-layer device structure grown on silicon (a). CuPc (100) 
fringes oriented parallel to the substrate surface (b). Cross-fringes from the CuPc (100) and 
(001) crystalline planes (c). CuPc (100) fringes oriented not parallel to the substrate surface 
(d). The CuPc (100) fringes diminish in intensity in some regions of the film (e). 
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Cross-fringes are observed where fringes perpendicular to the substrate surface have a 
spacing of 1.2 nm, indicating diffraction from the CuPc (001) plane, intersect the CuPc (100) 
fringes (Figure 4.14 b). As is the case with the films in top view, the observation of cross-
fringes indicates that the electron beam is close to parallel to the b-axis of an α-phase CuPc 
crystallite. The cross-fringes observed in cross-section are evidence that crystalline grains in 
the film are randomly oriented azimuthally to the substrate surface. 
The CuPc (100) lattice fringes although predominately found parallel to the substrate 
surface, can be observed in some regions to be oriented at different angles to the substrate 
surface and adjacent fringes (Figure 4.14 d). Two explanations for this are proposed: first, a 
grain growing in a slightly tilted orientation, or a crystal defect, often found in similar 
organic crystal systems.[99,101,104,171] A tilted grain could cause changes to subsequently 
deposited material, which would affect thicker films and would result in the loss of texture. 
The consequences for the structure in thicker films are discussed in chapter 5. 
In some regions of the film, the CuPc (100) lattice fringes parallel to the substrate surface 
are not visible (Figure 4.14 e). The fringes either side of this region align with one another 
which indicates that the crystal orientation within the film is unchanged with respect to the 
substrate surface. Although this could be evidence of lattice relaxation at a grain boundary, 
where distortion causes an amorphous region, distinguishing this from milling artefacts such 
as curtaining is challenging.[174–177] 
4.5.2 CuPc film in the templated bi-layer structure 
Cross-sectional examination of templated CuPc films also shows the presence of lattice 
fringes (Figure 4.15 a). However these lattice fringes are not parallel to the substrate 
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surface. The angles which they form can be explained using data obtained using XRD which 
highlights that for templated CuPc films grown on silicon the CuPc (11-2) plane is found to 
be parallel to the substrate surface. When in this orientation, the CuPc (100) plane will be at 
an angle of 75° to the substrate surface. The presence of lattice fringes with a spacing of 1.3 
nm at angles of 72° and 75° with respect to the substrate surface is in good agreement with 
this prediction (Figure 4.15 b and c). 
 
Figure 4.15. Cross-section from the templated bi-layer structure grown on silicon (a). CuPc 
lattice fringes from the (100) crystallographic plane at angles of 72° and 57° to the substrate 
surface (b). Lattice fringes at angles of 75° (100) and 67° (001) to the substrate surface (c). 
(100) lattice fringes close to the substrate surface normal (d). 
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It has been demonstrated using films grown on thin carbon films (Figure 4.8 b) and the bi-
layer cross-sections (Figure 4.14 c) that the CuPc (001) fringe can also be observed using 
HRTEM. It is expected that when examining cross-sections of templated CuPc films, where 
the (11-2) plane is parallel to the substrate surface, fringes with a spacing of 1.2 nm will 
form an angle of 63° to the substrate surface (Figure 4.5 c). Fringes with a spacing of 1.2 nm 
have been identified at an angle of 67° (Figure 4.15 c) with respect to the substrate surface 
which could be evidence of this and demonstrates the limits of extrapolating from bulk 
measurements, like XRD, to orientations on the molecular scale. 
From analysis of thicker templated CuPc films (discussed further in chapter 5), XRD suggests 
that there is a secondary CuPc orientation where the (01-2) plane is parallel to the substrate 
surface. When this plane is parallel to the substrate surface the (100) and (001) CuPc planes 
are oriented at angles of 90° and 63° respectively. Fringes observed at an angle of 89° are 
evidence of the (100) plane in this orientation with the expected angle and spacing closely 
matching (Figure 4.15 d). The (001) plane however has not yet been observed in this 
orientation. As well as displaying the orientations which are correlated with data from XRD, 
fringes are observed at other angles (Figure 4.15 b), suggesting the presence of more 
orientations which are not observed using XRD operated in θ - 2θ. 
On closer examination of the image in Figure 4.15 b, it can be seen that in the region of the 
two groups of fringes at 57° and 72° to the substrate surface, the lattice fringe intensity 
oscillates with a spacing of about 5 nm (Figure 4.16 a and b). This phenomenon has been 
termed ‘banding’ in this thesis. One initial interpretation for this banding is that this is a 
rotational Moiré fringe, formed by the superimposition of the two similar spaced 
frequencies (the two groups of lattice fringes) rotated with respect to each other. The 
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spacing between bands of about 5 nm is in good agreement with calculated values, when 
the observed lattice spacing of 1.3 nm, and angular offset of 15° are used.[178] On closer 
inspection, this interpretation is however shown to be incorrect. The two sets of lattice 
fringes observed at angles of 57° and 72° to the substrate surface in Figure 4.15 b are not 
superimposed on each other. The lattice fringes either side of these banded regions also do 
not align with one another with an average offset of 0.47 nm over the length of the feature 
(Figure 4.16 c and d), which suggests a stacking fault. The size of these features (~11 nm in 
length and ~1 nm in width), however cannot be explained by individual stacking faults, as it 
must extend over several molecular stacks. Since these regions do not contain lattice 
fringes, this could be evidence of the loss of ordered crystalline structure i.e. the CuPc 
molecules are not all stacking on a common axis. Using the α-phase CuPc model proposed 
by Hoshino et al.,[55] it can be seen that due to the four-fold symmetry, there are four 
equivalent potential energy minima in which the molecules can stack with respect to each 
other, two of these positions are shown in Figure 4.17 a for a CuPc dimer. When the 
molecules stack with the (11-2) plane parallel to the substrate surface, the presence of the 
other equivalent local potential energy minima could be the driving force by which the 
changes to the stacking direction occur. The observation of lattice fringes with a spacing of 
0.32 nm, which corresponds closely to that of the CuPc (11-2), demonstrates that the 
crystallite is in this orientation (Figure 4.16 c). If the molecules return to the original stacking 
angle, this will result in an offset between the CuPc (100) lattice fringes either side of one of 
these regions (Figure 4.16 f). The measured fringe offset, 0.47 nm (Figure 4.16 d), and 
feature width, ~1 nm, could be rationalised using this model where four disordered 
molecules in this orientation are sandwiched between regular crystalline regions (Figure 
4.17 b). Since this model only takes into account molecular shifts perpendicular to the beam 
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direction this conclusion must be treated with circumspection, as equivalent shifts can occur 
within the foil thickness. Any shift in this direction could disrupt phase contrast of the 
HRTEM images, and a detailed image simulation would be needed to investigate further the 
extent to which the disorder extends within the thickness of the foil. 
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Figure 4.16. Cross-sectional HRTEM image from a templated bi-layer device structure, 
showing ‘banding’ within a CuPc crystallite in the raw image (a) and an FFT enhanced image, 
made by isolating the (100) and (001) spatial frequencies, at an angular range over 60° 
parallel to the substrate surface and combining it with the original image (b). The banding is 
highlighted by blue arrows. Close up of the banding features highlighting the fringe offset 
and the 0.32 nm fringes, suggesting diffraction from the CuPc (11-2) plane (c). Intensity 
profiles direction and distance designated by the red and yellow arrows in (c), where the 
average distance between maxima, D, is 0.47 nm. This is used as the offset between lattice 
fringes for the model proposed in Figure 4.17 (d). 
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Figure 4.17 CuPc dimer projections viewed parallel to the CuPc (11-2) plane (above) and 
perpendicular to the molecular plane (below) highlighting how a change in the stacking 
direction could occur (a). A model demonstrating how changes in the molecular stacking axis 
causes small offsets (δ), which, when consecutive, lead to a large offset (D) between the 
CuPc (100) planes either side of the disordered region (b). 
4.5.3 PTCDA film in the templated bi-layer structure 
Focussing on the PTCDA/silicon interface in Figure 4.15 a, fringes with a spacing of 0.32 nm 
are observed (Figure 4.18 a and b). These fringes arise due to diffraction from the (10-2) 
plane, which has been shown using XRD of thicker films (Figure 4.6 a) to be parallel to the 
substrate surface. By cross-sectioning a thicker PTCDA film grown on silicon these fringes 
can be observed with greater clarity (Figure 4.19 a, b and c). It can be seen that the (10-2) 
fringes are not always parallel to the substrate surface (Figure 4.19 c). A more in-depth 
analysis of thicker films in cross-section will be discussed in greater detail in chapter 5. 
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Figure 4.18. Cross-section from a templated bi-layer structure on silicon (a). Focussing at the 
silicon/PTCDA interface lattice fringes with a spacing of 0.32 nm suggest diffraction form the 
PTCDA (10-2) plane (b). 
As well as the (10-2) lattice fringe being observed at the PTCDA/silicon interface, an 
additional one with a spacing of 0.91 nm is observed faintly in Figure 4.19 b. Using the 
spacing, this fringe can be attributed to the (011) crystalline plane. The angle between these 
two fringes is 62° which is in good agreement with the expected value of 64° derived from 
the structure by Tojo and Mizuguchi.[77] 
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Figure 4.19. HRTEM image of a cross-section from a ~250 nm thick PTCDA film gown on 
silicon (a). 0.32 nm lattice fringes, identified here and in Figure 4.18 b, as arising from the 
(10-2) crystalline plane, and 0.91 nm lattice fringes arising from the (011) plane (b). Lattice 
fringes with a spacing of 0.72 nm identified as arising from the (021) plane (c). The angles 
between the superimposed (021) and (10-2) fringes are also shown. 
A third fringe with a spacing of 0.71 nm can also be seen (Figure 4.19 c). This can be 
attributed to the (021) plane of PTCDA. The calculated angle between this plane and that of 
the (10-2) fringe is 70°. The observed angles between the observed (021) and (10-2) lattice 
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fringes in Figure 4.19 c are 75° and 89°. This discrepancy cannot be fully accounted for. The 
spurious fringe angles could be the result of separate crystallites in the thickness of the foil 
which have differing orientations. The fringes observed could be a projection of these 
orientations. 
4.5.4 C60 films in both bi-layer and templated bi-layer 
The C60 films in both the bi-layer (Figure 4.20 a) and templated bi-layer (Figure 4.21 a) 
device structures are also crystalline, with three distinct lattice spacings of about 0.8 nm 
(Figure 4.20 c and Figure 4.21 c), 0.5 nm (Figure 4.20 d and Figure 4.21 d) and 0.4 nm (Figure 
4.20 e and Figure 4.21 e) being observed. As mentioned in section 4.3.3, these are 
attributed to diffraction from the C60 (111), (220) and (311) crystalline planes when using 
the model proposed by Dorset and McCourt.[66] The observation of these lattice fringes in 
cross-section confirms that the preparation procedure does not damage the acceptor 
material allowing accurate conclusions to be drawn from HRTEM images of the film 
components in organic photovoltaic devices as well as the donor-acceptor interface. 
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Figure 4.20. HRTEM image of a cross-section from a bi-layer structure, focussing on the 
lattice fringes found in the C60 films (a). The averaged (n = 7) power spectrum (b). The arrows 
label various frequencies: the two blue arrows highlight the CuPc lattice fringes identified as 
the (100) and (001) planes, the black arrow shows the increased intensity from the C60 (111) 
fringe when perpendicular to the CuPc/C60 interface, the white arrow highlights a frequency 
which appears mainly at the silicon/CuPc interface. This frequency should not be confused 
with the C60 (200) lattice fringe, which shares the same reciprocal spacing, but is not 
observed in the C60 film. Lattice fringes found in the C60 film, corresponding to the (111) 
plane (c), the (220) plane (d) and the (311) plane (e). 
The power spectrum of images from both the bi-layer and templated bi-layer structures 
shows the angular relationship between the different lattice fringes. The two power spectra 
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displayed in Figure 4.20 b and Figure 4.21 b have been made by averaging the power 
spectra from several different images to increase the signal to noise ratio. It can be seen in 
both cases that the C60 (111) lattice fringe displays a slight orientation preference, shown as 
in increase in intensity when perpendicular to the substrate surface, highlighted by the black 
arrow in Figure 4.20 b and Figure 4.21 b, most notably observed in the bi-layer structure 
power spectra. This leads to the conclusion that when growing C60 onto CuPc, C60 grows as a 
crystalline film in which the (111) plane preferably orientates parallel to the CuPc/C60 
interface, as observed in other systems.[67–70] The crystal orientation of CuPc does not 
appear to affect this phenomenon. This effect is not observed when C60 is grown directly 
onto silicon (Figure 4.22 a and b). 
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Figure 4.21. HRTEM image of a cross-section from a templated bi-layer structure, focussing 
on the lattice fringes found in the C60 films (a). The averaged (n = 9) power spectrum (b). 
Lattice fringes found in the C60 film, corresponding to the (111) plane (c), the (220) plane (d) 
and the (311) plane (e). 
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Figure 4.22. A HRTEM image from a cross-section of a 40 nm C60 film grown directly onto a 
silicon surface (a). The averaged power spectra from six similar images displays no increase 
in intensity at the spatial frequency corresponding to the C60 (111) lattice fringe, 
demonstrating that the orientation preference effect is not observed on C60 films grown 
directly on silicon (b). 
The degree to which the C60 lattice fringes are observed using HRTEM appears to scale with 
dose, as Figure 4.23 demonstrates. Images taken using a dose of 1.6 Ccm-2 (Figure 4.23 a) 
display CuPc lattice fringes, but the distinct C60 lattice fringes are not observed. In the power 
spectrum (Figure 4.23 b) the spatial frequency arising from the C60 (111) lattice fringe can be 
identified faintly, however, it cannot be seen in the actual image (Figure 4.23 c). It is 
proposed that too few transmitted electrons undergo diffraction in the C60. As a result, the 
signal arising from the diffracted electron beams is not enough to overcome the noise that 
arises from using a charge-coupled device (CCD) camera to record the image. A CCD 
quadrant can be also observed (higher intensity inside the blue dotted line, Figure 4.23 a), 
showing that the noise from the imaging hardware will become visible in images taken at 
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too low a dose. In comparison, in images taken using a dose of 3 CCm-2 (Figure 4.23 d) the 
C60 lattice fringes are observed, in both the power spectrum (Figure 4.23 e) and the image 
(Figure 4.23 f). HRTEM imaging performed using a dose of less than 3 Ccm-2 results in no C60 
lattice fringes being observed. This demonstrates that there is a limit to how low a dose can 
be in order to observe the information of interest. 
 
Figure 4.23. HRTEM image of a bi-layer cross-section taken at a dose of 1.6 Ccm-2, where the 
CuPc lattice fringes can be observed but no lattice fringe from the C60 film. The blue dotted 
lines highlight the CCD quadrant with show up as a brighter square region in the image (a). 
The power spectrum of the image demonstrating that no frequencies higher than those of 
the C60 (111) lattice fringe are observed in the image (b). Despite the frequency from the C60 
(111) lattice fringe being identified in the power spectrum, this however cannot be seen in 
the actual image (c). Using a dose of 3 Ccm-2 (d) all lattice fringes from the C60 film can be 
identified in the power spectrum (e) and in the image (f). 
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4.5.5 Bulk-heterojunction structure 
A HRTEM image of a cross-section from the bulk-heterojunction structure is shown in Figure 
4.24 a. Image contrast allows for material discrimination. On examining the power spectrum 
(Figure 4.24 b) there appears to be a lack of spatial frequencies from the organic films, the 
sole frequencies observed arising from the silicon substrate. In the image however, it can be 
seen that in the region expected to contain the CuPc film, lattice fringes are present, which 
have a spacing of 1.3 nm (Figure 4.24 c), suggesting diffraction by the (100) crystalline plane. 
It is proposed that these spatial frequencies are not observed in the power spectrum 
because these fringes compose such a small proportion of the image, so the intensity in the 
power spectrum is overwhelmed by the noise found in the image. 
The pure C60 film is identified by the higher intensity region that lies close to the distinctive 
aluminium contact (Figure 4.24 d). Although this higher intensity region could be mistaken 
for the exciton blocking film of bathocuproine (BCP), layer assignment is conclusively 
demonstrated using EDX chemical analysis (detailed in chapter 6). No lattice fringes are 
observed in this film at any point in the cross-section, which points to the lack of any large 
crystalline regions. This is surprising since C60 films grown in previous films and device 
structures clearly display lattice fringes. This, as well as the crystalline orientation effects 
seen with the bi-layer structures, suggests that C60 film growth is dependent on the surface 
which it is grown on. 
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Figure 4.24. A HRTEM image from a cross-section of a bulk-heterojunction structure grown 
on silicon (a). The averaged (n = 14) power spectrum (b). CuPc (100) lattice fringes observed 
at the silicon interface from the pure CuPc film (c). The pure C60 film is identified at the 
aluminium contact interface (d). No lattice fringes are observed in the mixed film (e). 
The mixed film comprises much of the bulk-heterojunction device. Despite prominent 
fringes observed in pure films of both components when grown separately, the mixed film 
contains no such fringes (Figure 4.24 e). This leads to the conclusion that no large crystalline 
regions are present, or that these crystalline regions are too small to be identified within the 
thickness of the foil. The absence of any crystalline regions is supported by data from 
electron diffraction patterns of films examined in top view, XRD and EPR studies.[44] 
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4.6. Device structure cross-sections on ITO 
All cross-sections shown so far have been from films grown on silicon substrates. This 
provides many advantages for investigation. These include a flatter surface and the ability to 
tilt to the silicon [110] zone axis which ensures that the substrate surface and therefore the 
interfaces are parallel to the electron beam thus reducing projection artefacts. Real devices 
however are conventionally grown on the transparent electrode ITO. Industrially produced 
ITO can have a range of properties such as transparency, conductivity and roughness. As has 
been show in section 4.1.1 the ITO substrate used for this work is significantly rougher than 
silicon. Using the following cross-sections as evidence, it is proposed that this increased 
roughness is responsible for more complex films and interfaces than those that have been 
investigated in section 4.5. 
4.6.1 Bi-layer on ITO 
Figure 4.25 a shows a HRTEM image of a cross-section from the bi-layer device structure 
grown on ITO. The prominent lattice fringes that were observed when the same structure is 
grown on silicon are present but their intensity is diminished. The presence of these fringes 
can be easily identified in the power spectrum (Figure 4.25 b). The CuPc (100) lattice fringe 
is identified from the spacing of 1.3 nm (Figure 4.25 c). Generally these fringes are oriented 
parallel to substrate surface. However, since the surface in less well defined, the fringe 
orientation with respect to this surface is uncertain. By examining the power spectrum of 
this and similar images, it can be seen that the CuPc (100) lattice fringe has a far wider range 
of orientations when compared to equivalent device structures grown on silicon. It is 
proposed that this wider range of orientations is a result of the rougher surface. 
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The C60 (111), (220) and (311) lattice fringes are also still observed (Figure 4.25 d, e and f). 
The orientation preference effect, observed when C60 is grown as a bi-layer on silicon 
substrates is not observed in structures grown on ITO. 
 
Figure 4.25. HRTEM image from a cross-section of a bi-layer structure grown on the 
transparent conducting material ITO (a). The power spectrum of the image (a) showing the 
orientation and inverse spacing of the spatial frequencies (b). Note the presence of higher 
order frequencies which result from crystalline ITO and Al regions. Fringes within the CuPc 
and C60 films identified as the CuPc (100) (c), C60 (111) (d), C60 (220) (e) and C60 (311) (f).
4.6.2 Templated bi-layer on ITO 
Similar to the bi-layer, HRTEM images of cross-sections of the templated bi-layer structure 
grown on ITO (Figure 4.26 a) and the power spectra (Figure 4.26 b) can be correlated with 
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the equivalent structures grown on silicon. Lattice fringes are observed in both CuPc and C60 
films. The fringes found in the CuPc films are identified as arising from the CuPc (100) and 
(001) planes using the spacings alone since the ITO morphology prevents the correlation 
between fringe angle with respect to the surface and the crystalline plane (Figure 4.26 c). 
This does however confirm that templating CuPc with PTCDA is still effective. 
Similarly, the C60 (111), (220) and (311) lattice fringes are all identified (Figure 4.26 d, e and 
f) and the C60 (111) plane orientation preference effect is not observed. 
 
Figure 4.26. HRTEM image from a cross-section of a templated bi-layer structure grown on 
ITO (a). The power spectrum of the image (b). Fringes within the CuPc and C60 films identified 
as from the CuPc (100) and (001) planes (c), C60 (111) (d), C60 (220) (e) and C60 (311) (f).
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4.6.3 Bulk-heterojunction on ITO 
In HRTEM images of cross-sections of the bulk-heterojunction structure grown on ITO 
(Figure 4.27 a), CuPc (100) fringes present in identical structures grown on silicon are absent 
(Figure 4.27 b). This is unsurprising considering the thin nature of this film when compared 
to the rough surface of the ITO. The ITO surface roughness projected through such thin 
crystalline regions would obscure any lattice fringes being observed. 
Similar to the structure grown on silicon, the mixed film contains no lattice fringes, again 
suggesting that there are no crystalline regions, or any present are too small to be identified 
within the thickness of the foil. 
The pure C60 film is more difficult to identify than in the identical structure grown on silicon. 
Identification of its presence has been completed using EDX, discussed in detail in chapter 6. 
Surprisingly, in this film, lattice fringes can be found in the cross section. The fringes are 
identified as arising from the C60 (220) crystalline plane (Figure 4.27 c). Although for this film 
the presence of fringes is very much the exception, it does suggest that the growth of pure 
C60 could be effected by the rougher surface of the CuPc:C60 mixed film, which is caused by 
the rougher substrate surface. 
The other spatial frequencies that are observed in the power spectrum (Figure 4.27 d) arise 
from the ITO substrate. 
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Figure 4.27. HRTEM image from a cross-section of a bulk-heterojunction structure grown on 
ITO (a). The CuPc/ITO interface demonstrating the roughness and the absence of CuPc lattice 
fringes (b). Lattice fringes observed within the C60 film, indexed as from the C60 (220) 
crystalline plane (c). The power spectra of the image in (a) where the vast majority of peaks 
arise from the spatial frequencies found in the ITO substrate (d). 
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4.7. Chapter conclusions 
Chapter 4 has detailed the assessment of organic films consisting of CuPc, PTCDA and C60 on 
different substrates. It can be seen from surface examination of CuPc films (templated and 
non-templated) that the surface contains grain like structures that have been identified 
previously.[49] These structures become less pronounced when the films are grown on ITO. 
XRD reveals that the CuPc films are crystalline on both substrates, but reflection intensity 
decreases for films grown on ITO, suggesting either that less crystalline material is present 
or a change in texture. XRD also confirms that the 5 nm PTCDA films, grown on both silicon 
and ITO, can template CuPc films. XRD does not demonstrate that C60 films are crystalline, 
with no significant reflections observed. Similarly, CuPc:C60 (1:1) films grown by co-
deposition also show no reflections. 
Top view TEM imaging of templated and non-templated CuPc films grown on carbon film 
TEM grids reveals lattice fringes which arise from diffraction form the CuPc (001) plane for 
non-templated films and the (100) plane for templated films. Lattice fringes from both the 
(100) and (001) planes can be observed in the same crystallite films by tilting the specimen 
into an orientation where both will diffract. The lattice fringes and diffraction patterns of 
both sets of films correlate well with results from XRD. 
Similarly prepared C60 films also show lattice fringes which conflicts with the results from 
XRD. These lattice fringes arise from diffraction from the C60 (111), (220) and (311) 
crystalline planes, and can be correlated with diffraction patterns. Ring like diffraction 
patterns suggests that the crystallites appear to be randomly oriented. Diffraction from 
electrons and not X-rays can be explained by the greater scattering power of electrons when 
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compared to X-rays, especially for light elements such as carbon. Although some work has 
previously described crystallinity of C60 using XRD and TEM, this is the first time that the 
lattice fringes from the C60 (311) planes have been observed. 
The mixed film of CuPc:C60 shows no lattice fringes and does not demonstrate any 
diffraction, which suggests that the film is not crystalline. 
In order to study the films and the donor-acceptor interface in greater detail, cross-sections 
of three device structures have been prepared using a FIB. A damage reduction 
methodology has been implemented which follows the conventional techniques of reducing 
accelerating voltage of the FIB and limiting the dose. However a third technique has been 
developed which involves minimising the angle at which the beam makes with the lamella. 
This has the effect of reducing the energy transfer perpendicular to the lamella and 
therefore the organic films.  
It has been demonstrated that the crystallinity of these organic films is preserved when 
preparing cross-sections using the damage reduction methodologies described. CuPc and 
C60 lattice fringes are found throughout cross-sections of bi-layer and templated bi-layer 
device structures grown on silicon. The CuPc lattice fringes can be used to identify molecular 
orientation, and have provided insights into CuPc film structure and growth. The 
orientations observed correlate well with XRD data, and provide molecular scale detail, 
showing stacking faults and suggesting unreported CuPc orientations. 
Lattice fringes in films of C60 in bi-layer and templated bi-layer device structure cross-
sections can be correlated with top view imaging and diffraction. By examining the power 
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spectra of images taken, it has been discovered that the C60 (111) plane shows a preference 
to orient parallel to the CuPc/C60 interface. 
The absence of lattice fringes in mixed CuPc:C60 films is correlated with top view TEM and 
XRD results. Interestingly, no C60 lattice fringes are observed when a pure film of C60 is 
grown on the mixed film, hinting that the growth of crystalline C60 films is dependent on the 
surface. 
Device structures grown on the conventionally used, transparent contact, ITO, suggest that 
due to the rougher surface the CuPc films are less crystalline and have a wider range of 
molecular orientations when compared to equivalent films grown on silicon. 
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5. Features within Thick Molecular Films 
The CuPc film thickness dependence on device efficiency in bi-layer organic photovoltaic 
devices suggests thicknesses should not be beyond 30 nm.[42,61] This limit has been 
attributed to the exciton diffusion length which has been reported to vary between 8 and 68 
nm.[22,30,179] However there are different processes, such as a loss of texture,[2] and 
morphological changes that occur in thicker films of CuPc which could also be responsible 
for a decrease in efficiency. 
The following chapter attempts to describe and explain, with the use of structural and 
morphological characterisation techniques, the changes that occur in thicker molecular films 
of CuPc.
5.1. Thickness dependence of Structure in CuPc films 
The structure and texture of CuPc thin films, outlined in section 4.3, has been discussed in 
the literature for many years.[24,54–56] When using the model for α-CuPc proposed by 
Hoshino et al.,[55] CuPc grown as thin films on weakly interacting surfaces, such as silicon 
and glass has the (100) plane predominately lying parallel to the substrate surface.[2] As has 
been demonstrated in the previous section using cross-sectional HRTEM methods, this is not 
the only orientation of this plane (Figure 4.11). The (100) plane can be oriented at other 
angles to surfaces, which cannot be detected using bulk characterisation methods such as 
XRD. However, by growing thicker CuPc films, these other crystalline orientations i.e. planes 
other than the CuPc (100) parallel to the substrate surface, can be observed using 
conventional bulk characterisation techniques. 
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XRD performed on a range of film thicknesses from 30 to 400 nm (Figure 5.1 a) 
demonstrates that the films are crystalline and the predominant orientation is still with the 
CuPc (100) parallel to the substrate surface. A schematic for the molecular orientation with 
respect to this plane can be seen in Figure 5.1 b. On closer inspection of the (100) reflection 
it appears that the full width half maximum (FWHM) decreases for thicker films, suggesting 
an increase in crystallite size (Figure 5.1 c). However, it can be seen that a secondary 
reflection at about 7.4° is increasing in intensity for thicker films. This reflection is indexed 
as the CuPc (001) plane (Figure 5.1 c). A schematic for the molecular orientation with 
respect to this plane can be seen in Figure 5.1 d. 
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Figure 5.1. Thin film diffraction pattern of CuPc films over a range of thicknesses. Patterns 
have had an intensity offset applied (a). Schematic showing two molecular orientations 
when the CuPc (100) plane is parallel to the substrate surface (b). Diffraction patterns (detail 
of a) showing the (100) and (001) reflections, same intensity offset as (a) applied (c). 
Schematic showing two molecular orientations when the CuPc (001) plane is parallel to the 
substrate surface (d). 
By fitting Gaussian curves fixed at the scattering angles of 6.9° and 7.4° to the experimental 
data, semi-quantification of the crystallinity can be conducted (Table 4). Gaussian curves 
could not be fitted to any reflection at 7.4° for the 30 nm film, demonstrating the detection 
limit of the XRD technique. In Table 4, it can be seen that the ratio between the integrated 
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intensity of the (100) and (001) reflections decreases. This suggests that for CuPc film 
thicknesses between 50 and 400 nm the proportion of the film with the (001) plane parallel 
to the substrate surface increases with film thickness. 
CuPc film thickness (nm) 
Reflection position (°) Curve integrated area 
Integrated area ratio 
(100) (001) (100) (001) 
30 6.9 N/A 3029 N/A N/A 
50 6.9 7.4 5577 598 9.32 
100 6.9 7.4 4724 861 5.48 
200 6.9 7.4 6918 1927 3.59 
400 6.9 7.4 10584 3138 3.37 
Table 4 Gaussian peak fitting parameters fitted to the thin film diffraction data displayed in 
Figure 5.1 c. The background has been assumed as linear in the region between 5 – 10° 2θ. 
At higher scattering angles, fainter reflections start to be resolved with increasing film 
thickness (Figure 5.2 a). Of these reflections, the one indexed as the (200) plane is 
consistent with the crystalline orientation described in this section where molecules are 
edge-on with respect to the substrate surface. Other reflections from the (01-1), (11-1), (01-
2) and (11-2) planes all demonstrate that the molecular orientation has changed (Figure 5.2 
b). In these orientations the molecular plane is now closer to parallel to the substrate 
surface. The angle the molecular plane makes with respect to the substrate surface is 
summarised in Table 5 and schematics are shown in Figure 5.2 c. From XRD it appears that 
these molecular orientations are most prevalent in the thickest of the films studied. 
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Figure 5.2. Thin film diffraction patterns (detail of Figure 5.1 a) showing the increasing 
intensity from the higher order reflections. Patterns have had an intensity offset applied. 
Colour code from Figure 5.1 applies (a). High resolution diffraction pattern from the 400 nm 
CuPc film showing reflections from the higher order reflections. Note that there are no 
reflections between 20° and 23° 2θ (b). Schematics representing the molecular orientations 
for the principle higher order reflections (c). 
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 Plane 
Dihedral angle with 
molecular plane (°) 
Normalised 
structure factor 
(100) 81.87 1.00 
(001) 66.81 0.86 
(30-1) 74.52 0.45 
(01-1) 14.31 1.29 
(11-1) 14.16 1.07 
(01-2) 9.04 1.85 
(11-2) 7.46 2.01 
Table 5 Crystallographic information from the α-CuPc model from Hoshino et al.[55] Structure 
factor normalised to CuPc (100) plane. 
By applying the cross-sectional HRTEM techniques outlined in the previous chapter to the 
400 nm thick films, an insight into thicker films structure and growth processes can be 
obtained. The same damage reduction methodology has been applied in obtaining cross-
sections from thicker films as has been described in section 4.4. A notable difference 
between the cross-sections presented in this chapter and those presented in other chapters 
is that platinum has been deposited directly onto the surface of the organic film, whereas 
the device cross-sections have a 100 nm thick aluminium contact on the organic films. It is 
therefore vital that the organic film surface is not irradiated using the ion or electron beam 
prior to deposition of platinum. This should retain morphology and reduce the 
amorphization of crystalline structure at the surface as much as possible. 
On initial examination of the HRTEM cross-section from the 400 nm thick CuPc film, reveals 
that the absolute thickness is actually ~300 nm (Figure 5.3 a). The discrepancy between the 
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“growth” value, measured using the QCM, which is the standard thickness value referred to 
throughout this thesis, and the absolute thickness is intriguing. 
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Figure 5.3. HRTEM cross-section from the thick CuPc film detailing the discrepancy between 
the measured growth thickness, 400 nm, and the absolute thickness of 300 nm (a). At the 
silicon/CuPc interface, lattice fringe orientation is in good agreement with equivalent 30 nm 
CuPc films. The blue guide-to-eye lines are parallel to the lattice fringes (b). Lattice fringes 
parallel to the substrate surface extend over 130 nm into the film (c). The changing 
orientation of the lattice fringes within the thickness of the CuPc film (d). Averaged (n = 5) 
power spectrum. Both CuPc (100) and (001) lattice spacing observed perpendicular and 
parallel to the substrate surface. Blue dotted line represents the silicon surface orientation 
(e). High intensity feature (f). Low intensity feature (g). 
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A number of possible explanations for this discrepancy have been identified. The first 
involves an error in the calibration of the QCM. This error would cause inaccurate thickness 
measurements that scale linearly with thickness. However, on examining the CuPc film in 
the bi-layer device structure (Figure 4.14), the thickness is measured as 30 nm. Since the 
thickness of the CuPc film in Figure 5.3 is ~75% what is expected from the QCM value, 
incorrect calibration of the QCM is not likely to be responsible for this discrepancy as a 
corresponding decrease in thickness would be observed in the 30 nm film. 
Another possible explanation is that the CuPc film has a higher density than that used to 
calculate the thickness, see chapter 2 for QCM thickness calculation. This explanation 
however is also incorrect, since the density used in the calculation has been derived from 
crystallographic data, and assumes a continuous, uniform single crystal. Phthalocyanine 
phases represent meta-stable ordered conditions therefore molecular density would not be 
expected to increase without a significant phase change. The density of the various CuPc 
phases is relatively similar, with α,[54,55] β[180] and η[53] all at 1.6 gcm-3. The density would 
need to be increased by a third to equal the thickness change observed (2.13 gcm-3 as 
opposed to 1.6 gcm-3). As this density is not observed for any CuPc phase, an increase in 
CuPc density is unlikely to be an explanation. As is demonstrated later on in the chapter, 
CuPc films actually have a lower density than expected, further confirming increased density 
changes are not responsible for the observed thickness discrepancy. 
A third possibility is that the thickness dependence of the QCM response is not linear. If this 
is the case, the assumption that the same calibration parameters can be applied to films of 
all thicknesses is wrong. Further, in depth, experimental work would be needed to verify 
this which is outside the scope of this thesis. 
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Throughout the film from the silicon interface up to the platinum protective layer, lattice 
fringes can be identified, confirming its crystallinity (Figure 5.3 b). Focussing at the 
silicon/organic interface the lattice fringes display a similarity in orientation to those found 
in the bi-layer structures grown on silicon observed in section 4.5.1. The (100) lattice fringes 
are observed parallel to the substrate surface and the (001) fringes are observed 
perpendicular to these (Figure 5.3 b). Given that for the first 30 nm of the film the structure 
is similar for those grown for devices (Figure 4.11), subsequent deposition has therefore not 
affected the initial 30 nm of the film. 
In other regions of this film it can be seen that the (100) lattice fringes can extend over 130 
nm from the silicon surface (Figure 5.3 c). The feature highlighted extends perfectly 
perpendicular to the silicon surface, suggesting that the crystallite is a columnar grain. 
Adjacent to this feature the lattice fringes show a reduced intensity when beyond ~50 nm 
from the silicon. As has been stated in section 4.5.1, distinguishing the origin of the 
diminished intensity of the lattice fringes from sample preparation artefacts, such as 
curtaining, is difficult. The decreased visibility of the lattice fringes could be due to less 
crystalline or thinner regions of the prepared foil. This feature also displays reduced 
intensity when compared to the surrounding regions. Since an objective aperture is used to 
form the image, there are two interpretations of this observation. Interpreting the image 
using mass-thickness contrast, the darkening of the feature displayed in Figure 5.3 c 
suggests that this is a thicker region of the foil, and therefore is evidence that the decreasing 
visibility of the adjacent lattice fringes are due to a thinner, but still crystalline, region. 
Interpreting the reduced intensity using diffraction contrast, would suggest that the region 
contains a crystalline grain in a highly diffracting condition, in which diffracted beams are 
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arrested by the objective aperture and prevented from forming the image. Distinguishing 
between these two cases will be undertaken later in the chapter using HAADF STEM 
imaging. 
Over a similar distance from the silicon surface in a different region of the same image, the 
lattice fringes observed show a range of orientations (Figure 5.3 d). In this region the (100) 
fringes are still observed parallel to the substrate surface in the first 60 nm of the film. 
Beyond this, the film loses its preferential orientation. An interesting observation in this 
region is that in the initial 60 nm of the film the (100) is the only lattice fringe observed. In 
the subsequent 40 nm, directly above the (100) fringes, cross-fringes are observed. This 
indicates that the film between 60 – 100 nm from the silicon surface is in a different 
orientation from that of the initially grown 60 nm. There has been a rotation about the a-
axis of the crystal structure in this region. This new observation demonstrates that, for 
thicker films, azimuthal orientation is not constant throughout the thickness of the film. Two 
interpretations of this feature arise: a new crystalline grain growing in a different 
orientation to the one below; or a stacking fault in the same crystalline grain. The driving 
force behind why this might occur is not clear, however an argument based on alternative 
local potential energy minima, similar to that proposed in section 4.5.2, could be applied. 
The other lattice fringe orientations observed in Figure 5.3 d) are evidence that for thicker 
films, crystalline plane orientation changes with thickness, an observation seen using XRD, 
but shown here using HRTEM cross-sections at a molecular level. Since at this magnification 
it is difficult to distinguish the (100) and (001) lattice fringes, the orientation of the fringes 
with respect to the silicon surface cannot alone be used for identification, especially in the 
thicker regions of the film. 
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To obtain a clearer picture of the orientation relationships of the observed lattice fringes 
within the film (and to perform the image calibration), it is necessary to examine the power 
spectrum (Figure 5.3 e). Like in previous examples, the signal/noise ratio has been enhanced 
by averaging multiple spectra. The frequencies from both the (100) and (001) lattice fringes 
can be identified in the spectra, and are found both parallel and perpendicular to the 
substrate surface (orientation marked as the blue dotted line on the image). This 
observation demonstrates that the crystalline orientation can perform an abrupt 90° 
rotation parallel to the (100) plane in thicker CuPc films, with molecules still remaining edge 
on to the substrate at the surface. 
On further inspection of the 400 nm film cross-section, contrast changes in the image are 
observed throughout the film. These regions show either higher (Figure 5.3 f) or lower 
(Figure 5.3 c and g) intensity when compared to the surrounding CuPc film. Due to the 
imaging being performed using bright-field TEM with an objective aperture, the contrast in 
both features can be interpreted as mass-thickness changes or diffraction contrast. 
Since the film is composed solely of CuPc, material mass is expected to be constant. 
Therefore, interpretation using mass-thickness leads to the conclusion that the contrast is 
the result of a thickness change in the foil. Explanations of the contrast observed in Figure 
5.3 f are an absence of material or decreased molecular density within the thickness of the 
foil. For the darker features in Figure 5.3 c and g, which suggest thicker regions of the foil, it 
is speculated that this could arise from a slower milling rate (compared to surrounding foil), 
producing a region proud to the adjacent foil face, or re-deposition of sputtered material 
onto a face of the foil. 
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In the features in Figure 5.3 c, f and g lattice fringes are observed, demonstrating that 
crystalline material is present at the these intensity changes. Due to this, diffraction contrast 
needs to be addressed. Since the intensity of the feature in Figure 5.3 f is higher than that of 
the surrounding film intensity, diffraction contrast not the cause, as diffracted beams would 
be removed from the image forming beam, always resulting in lower intensity. The lower 
intensity features (Figure 5.3 c and g), could be the result of a crystalline region in a highly 
diffracting condition, thus more diffracted beams are stopped by the objective aperture, 
leading to lower intensity. For these regions unambiguously assign the origin of the contrast 
is difficult, but further insight is gained later on in the chapter. 
In an attempt to discover more about the distribution of crystalline orientations within the 
cross-section, Fourier filtering has been performed on the image in Figure 5.3 a, where the 
(100) and (001) spacings have been highlighted at a range of angles both parallel and 
perpendicular to the substrate surface. This has been done by masking the frequencies from 
the (100) and (001) in the power spectrum using 5° sectors centred at 0°, 5°, 10° and 15°, 
perpendicular to the substrate surface (Figure 5.4 a). The inverse Fourier transform is then 
performed and the result is colourized and overlaid on the original image. It can be clearly 
seen that the lattice fringes close to parallel to the substrate (±0 – 7.5° with respect to the 
substrate surface) are principally located at the silicon/organic interface (Figure 5.4 b and c), 
with lattice fringes that are further from parallel to the substrate surface (7.5 – 17.5°) not 
being located at any particular region of the film. This confirms XRD data by showing that 
the loss of texture occurs during the later stages of the film deposition, and initially 
deposited film structure is not affected by the subsequent deposition. 
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Figure 5.4. Power spectra from the image in Figure 5.3 a, showing the position of the 5° 
segment mask at 0°, 5°, 10° and 15° from the silicon surface normal (a). Overlaid, colourized 
IFFTs from the 0° segment (b), ±5° segment (c), ±10° segment (d) and the ±15° segment (e). 
The same processing technique has also been applied to lattice fringes that are at the 
angular ranges of ±0 – 17.5° from normal to the substrate surface (Figure 5.5 a). Figure 5.5 
b, c, d and e demonstrate that there is no preferred location for fringes at these 
orientations, consistent with a random azimuthal orientation for crystallites showing the 
CuPc (001) fringes. Crystallites showing the (100) lattice fringes perpendicular to the 
substrate surface are distributed randomly throughout the film. 
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Figure 5.5. Power spectra from the image in Figure 5.3 a, showing the position of the 5° 
segment mask at 0°, 5°, 10° and 15° from parallel to the silicon substrate surface (a). 
Overlaid, colourized IFFTs from the 0° segment (b), ±5° segment (c), ±10° segment (d) and 
the ±15° segment (e). 
5.2. Structural consequences for thicker templated CuPc films 
Templated CuPc, so called due to the ability to control crystalline, and therefore molecular 
orientation, via deposition of CuPc onto PTCDA, is of interest due to the potential to create 
devices with a more desirable molecular orientation with respect to substrate surfaces i.e. 
the stacking axis is closer to perpendicular to the substrate surface.[24,51,81,181] This 
orientation would provide a lower resistance route for electrons and excitons to travel 
between the interface and the electron contact as well as increased photon adsorption. To 
understand more about the growth and structure of such films, structural analysis has been 
performed on a range of templated CuPc films grown to thicknesses between 30 and 400 
nm. The templating PTCDA film was in all cases grown to 5 nm thick, a thickness used 
previously to provide a sufficient templating effect.[24] 
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XRD performed on templated CuPc films over the thickness range (Figure 5.6 a) 
demonstrates that all the films are crystalline with most scattering occurring at 2θ angles of 
20 - 30°, consistent with literature reports[24,62,181] and results presented in section 4.2. 
Importantly, for the thickest of the films diffraction from the CuPc (100) plane is not 
observed. This suggests that the templating is effective up to CuPc film thicknesses of 400 
nm. However, as can be seen from the intensity detected at higher scattering angles, a 
number of scattering planes are observed (Figure 5.6 a and b). Four of these planes have 
been identified in the previous section and are indexed as (01-1), (11-1), (01-2) and (11-2), 
and have been identified in the literature when using epitaxial graphene as a templating 
layer.[81,182] Figure 5.2 c provides the schematic molecular orientations for these planes 
when they are parallel to the substrate surface. The increasing intensity from these 
reflections with thickness suggests that ‘templating’ using a 5 nm PTCDA film on silicon does 
not solely texture the CuPc (11-2) plane. Rather, templating using this method causes 
texturing of these four planes. The absence of reflections from the (01-1), (11-1) and (01-2) 
planes in 30 nm CuPc films can be explained by their lower structure factor when compared 
to the (11-2) plane (Table 5). 
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Figure 5.6. Thin film diffraction patterns of templated CuPc films over a range of thicknesses. 
Patterns have an intensity offset of 1 x 103, 2 x 103, 3 x 103 and 4 x 103 counts for the 50, 
100, 200 and 400 nm thick films respectively (a). High resolution diffraction pattern from the 
templated 400 nm CuPc film showing reflections from the higher order reflections. The 
reflection at 21.2° 2θ, which is unseen in thinner films, is indexed as the (30-1) plane (b). 
Schematic showing two molecular orientations when the CuPc (30-1) plane is parallel to the 
substrate surface (c). 
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Closer inspection of the high resolution diffraction pattern from the 400 nm templated CuPc 
film grown on silicon (Figure 5.6 b) reveals an additional reflection at 2θ = 21.9°, not 
observed in thinner films. This reflection is indexed as coming from the α-CuPc (30-1), as no 
expected plane could be indexed from the β-phase model,[180] or other CuPc polymorphs, 
despite a 0.7° difference between the detected reflection and the calculated one. 
Examination of the molecular orientation while this plane is parallel to the substrate surface 
demonstrates that the CuPc molecule is closer to a perpendicular ‘edge-on’ orientation. This 
reflection therefore contradicts the earlier conclusion that templating using PTCDA is 
effective up to 400 nm. The difference in the 2θ position between the detected reflection 
and that predicted using the Hoshino et al. model[55] demonstrates the limit of applying 
single crystal structures to crystalline films this thick. 
The structure of thick templated CuPc films has been shown to be far more complex than 
originally thought. The molecular orientation with respect to the substrate surface is not 
restricted to solely the CuPc (11-2) plane lying parallel. In order to study the orientation and 
growth behaviour at a molecular level, HRTEM cross-section have been prepared from the 
thickest of films grown. 
Similar to the thick ‘400 nm’ CuPc film grown directly on silicon (Figure 5.3 a) the templated 
CuPc film (Figure 5.7 a) is not as thick as the growth value suggests. Despite the QCM 
measurement of thickness was 400 nm, the absolute value is far below this at 270 nm, a 
value which includes the 5 nm PTCDA film. As has been stated in the previous section, the 
discrepancy between the ‘growth’ value is addressed, although an absolute explanation 
cannot yet be given. The discrepancy between the thickness of the templated (270 nm) and 
non-templated (300 nm) poses an additional question since both films were grown at the 
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same time. This difference cannot be fully rationalised with what is currently known about 
these molecular films. 
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Figure 5.7. HRTEM cross-section from thick templated CuPc film (a) showing lattice fringes 
perpendicular to the silicon surface (b). Power spectrum indicates a range of CuPc (100) and 
(001) lattice fringe orientations which are oriented off perpendicular to the substrate surface 
(c). Identification of the CuPc (101) lattice fringe (d) Closer inspection reveals that CuPc (100) 
lattice fringes are found parallel to the substrate surface in some regions of the film (d) and 
at the silicon interface (e). 
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Similar to the templated bi-layer device structure shown in section 4.5.1, the prominent 
CuPc lattice fringes with 1.3 nm spacings are now observed not parallel to the substrate 
surface (Figure 5.7 a and b). Many of these lattice fringes are now at angles to the substrate 
surface and some are close to perpendicular. The crystallite highlighted in Figure 5.7 b 
shows lattice fringes which extends ~180 nm from ~25 nm from the silicon surface. These 
have been indexed as arising from the CuPc (100) plane, and are consistent with the CuPc 
(01-2) plane being parallel to the substrate surface. This supports data from the X-ray 
diffraction experiments that show planes other than the CuPc (11-2) are parallel to the 
substrate surface in 400 nm films. The observation that the fringes start from ~25 nm from 
the silicon interface suggests that this particular crystallite has grown at an angle to the 
substrate surface, and that the cross-section has intersected it at a distance from its 
interface with the silicon. 
The averaged power spectrum shows that the CuPc (100) and (001) lattice fringes are 
distributed over a range of angles that are not parallel to the substrate surface and 
distribute around perpendicular to the substrate surface (Figure 5.7 a). It has been 
discovered however that there are lattice fringes, with spacings that match the CuPc (100) 
plane close to parallel to the substrate surface within regions of the film, which indicates 
that the film is not completely templated (Figure 5.7 d). This is not observed using XRD, and 
demonstrates the increased resolution of cross-section HRTEM. Indeed, the presence of 
lattice fringes indicating the CuPc (100) plane have also been found right at the silicon 
interface (Figure 5.7 e) and has been observed to extend up to at least 15 nm from this 
surface (Figure 5.8 a). These lattice fringes are not thought to occur from the PTCDA layer, 
as their size is greater than the largest spacing when using the model proposed by Tojo and 
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Mizuguchi.[77] This reveals that PTCDA, when grown to the thickness of 5 nm, doesn’t 
completely cover the silicon surface. There are ‘pinholes’ that remain, where CuPc 
molecules can deposit directly onto the substrate. The presence of pinholes in the PTCDA 
film is unsurprising, and has warranted the attention of groups attempting to limit pinhole 
density in films.[74] This has important consequences for devices using PTCDA to template 
CuPc. Improving PTCDA coverage of the substrate should improve device performance. 
Where the PTCDA does deposit on the silicon surface lattice fringes are observed which can 
be indexed using the Tojo and Mizuguchi model.[77] These have been indexed as the (020) 
and (021) planes (Figure 5.8 b) and the (011) plane (Figure 5.8 c). For the (020) and (011) 
lattice fringes, the orientation with respect to the silicon surface is consistent with the (10-2) 
plane being parallel to the substrate surface, as indicated in section 4.2. The (021) lattice 
fringe orientation (perpendicular to the substrate surface) could be evidence of another 
orientation. Further discussion on thicker PTCDA films is conducted in section 5.4. 
The banding observed in the templated bi-layer structure as described in section 4.5.2 is 
again seen in the thick templated CuPc film (Figure 5.8 d). The characteristic misaligned 
fringes and regions that lack lattice fringes are identified. The spacing between the banding 
~5 nm is also observed again. 
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Figure 5.8. HRTEM cross-sectional images taken from two different regions of the same 
templated CuPc thick film. CuPc (100) lattice fringes at the silicon interface showing non-
templated CuPc growing up to 15 nm from the silicon surface (a). PTCDA (020), 0.96 nm and 
(021), 0.69 nm, lattice fringes at the interface. The orientation of the (021) lattice fringes is 
not consistent with the (10-2) plane being parallel to the substrate surface (b). PTCDA (011), 
0.92 nm, lattice fringes (c). The absent and misaligned lattice fringes observed in a CuPc 
crystallite (d). 
Features that show an increase in intensity within the film, similar to those observed in the 
thick non-templated CuPc film (Figure 5.3 f) are observed again (Figure 5.9 a, b, c and d). 
Some of these features can extend ~100 nm from the surface of the CuPc film (Figure 5.9 b). 
Furthermore, some of these bright features appear to be surrounded by particulates (Figure 
5.9 d). Other higher intensity features lack these characteristics (Figure 5.9 c). These 
particulates, due to the lower intensity compared to the surrounding organic material, are 
likely to be of higher mass, and thus identified as platinum. It is suspected that the features 
which lack these platinum particles are isolated from the surface of the organic film, which 
prevents the platinum complex vapour, from the preparation procedure, from percolating 
through the film. This observation therefore alludes to these features being ‘voids’ in the 
CuPc film, where the deposited platinum coats the inside surface. The distribution of the 
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particulates is predominately around the edge of these features, which adds further 
evidence to support the void theory. Using these platinum particulates as a method to 
enhance the features and aid characterisation is discussed in the following section. 
 
Figure 5.9. Features suspected to originate from a decrease in thickness (a) originating from 
the CuPc film surface (b) and within the film (c). Suspected platinum particles surrounding a 
surface feature (d). 
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5.3. Morphological characterisation of CuPc films 
The morphological features that have been identified in the thicker films of CuPc, both 
templated and non-templated, have proven to be challenging to interpret. The features of 
lower intensity (Figure 5.3 g) are either thicker regions of the foil, caused by the preparation 
procedure, or originate from diffraction contrast due the presence of the objective 
aperture, as discussed in section 5.1. The features of higher intensity (Figure 5.3 f) are 
interpreted as a decrease in the thickness in the foil i.e. there is less CuPc in those regions 
when compared to regions directly adjacent. To enhance the contrast between these 
features and the surrounding film, imaging using HAADF STEM has been used. While in 
addition to increasing mass-thickness contrast, the dark level and gain of the HAADF 
detector can be optimised to provide maximum contrast of just these features. 
In the CuPc 400 nm film (Figure 5.10 a) it is quickly noticeable that the contrast is inverted 
when compared to the HRTEM image (Figure 5.3 a). This contrast inversion is due to the 
imaging method, where mass-thickness is roughly proportional to image intensity.[183] 
Correlation between the HRTEM image and the HAADF STEM image (Figure 5.10 a) can be 
easily conducted. Darker features, indicating a decrease in thickness, are again observed 
(Figure 5.10 b and c). Some of these features are surrounded by what appears to be 
platinum from the preparation procedure. The platinum surrounded features are exclusively 
found at the surface of the CuPc film, whereas other lower intensity features are found 
throughout the film except for the ~40 nm closest to the silicon substrate, where an 
absence of contrast suggests uniform thickness. This indicates that CuPc films grown to less 
than ~40 nm are denser than thicker films. A reduced density of donor material in a 
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photovoltaic device may decrease device performance and could be part of a number of 
reasons why 30 nm CuPc films in bi-layer devices are optimum.[49] 
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Figure 5.10. HAADF STEM image of a cross-section from a thick CuPc film (a). Region of 
lower intensity, indicating a decrease in thickness surrounded by platinum particles (b). 
Region of lower intensity free from platinum (c). Higher intensity region, indicating an 
increase in thickness, likely due to the preparation procedure (d). HAADF STEM image of a 
cross-section from a thick templated CuPc film (e). Lower intensity region surrounded by 
platinum (f). Regions of lower intensity at the silicon interface (g). Preferential milling of the 
lamella (curtaining effects) causing changes in thickness (h). 
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Elsewhere in the CuPc film regions of increased intensity, indicating an increase in thickness, 
are also observed (Figure 5.10 d), which correlates with HRTEM imaging (Figure 5.3 g). Since 
in HAADF STEM imaging coherent scattering is minimal, diffraction contrast can be ruled 
out. An increase in thickness would indicate that there are features which are proud to the 
surrounding foil. This adds evidence to either re-deposition of sputtered material on the foil 
or that these regions milled slower than that of the surrounding. These are both processes 
that result from the preparation procedure. 
Examination of the templated CuPc film cross-section using HAADF STEM (Figure 5.10 e) 
again reveals features which can be correlated to the HRTEM images (Figure 5.7 a). Features 
which show a decrease in intensity can be identified (Figure 5.10 f, g and h). Similar to the 
non-templated CuPc film, these features, when found near to the surface of the CuPc film, 
are surrounded with platinum (Figure 5.10 f). Other features showing a decrease in 
thickness can be found throughout the film. Different to the non-templated film, features of 
lower intensity are observed at the silicon interface (Figure 5.10 g). Although PTCDA, which 
does have a lower mass than CuPc, is expected to be found at this interface, the PTCDA film 
thickness of 5 nm is not enough to explain the size of some of these features (15 nm). The 
features at this interface therefore indicate a decrease in thickness in the CuPc film. 
Reduced density of the donor material at this interface would be significant for devices since 
for all film thicknesses used there would be reduction in the optical absorption pathway. 
More notable would be the reduction in the area that the donor material makes with the 
device contact. This would have the effect of reducing the number of charges which would 
be extracted by that contact, impacting device performance if compared with a film of 
maximum density. Despite these newly discovered, non-ideal, morphological features, 
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templated devices do perform better than the equivalent bi-layer structure,[24] 
demonstrating that the improved absorption and charge transport characteristics outweigh 
the undesirable morphology. Recent methods of templating CuPc and other 
phthalocyanines involving copper halide crystalline films might reduce the amount of these 
features observed, as the highly crystalline material would provide a smoother 
surface.[51,184] 
Figure 5.10 f, highlights the curtaining effect which is caused by preferential milling of 
different regions of the foil resulting in the characteristic streaking in the image which 
occurs parallel to the milling direction (Figure 5.10 e). The result is the foil is not uniformly 
flat, with wavering thickness perpendicular to milling direction. The region immediately left 
of the dotted white line in Figure 5.10 h, is thinner than that on the right. 
The absolute identification of the features displaying increased intensity in HRTEM images 
and decreased intensity in HAADF STEM (Figure 5.3 f, Figure 5.9 d, Figure 5.10 b and f) is a 
challenging process. During investigation so far, it has been established that the contrast of 
these features results from a decrease in the thickness of the foil as there is no reasonable 
explanation for a decrease in mass. The Fundamental question therefore is whether these 
features are the complete absence of material, forming a void, or a reduced number of CuPc 
molecules per unit volume, a situation that could originate at a grain boundary. Both cases 
would lead to undesirable consequences for CuPc being used as an organic semiconductor, 
especially for templated CuPc films, where these features are observed close to the 
substrate. 
To investigate these features further electron tomography has been conducted using HAADF 
STEM imaging on the features which are surrounded by platinum from the protective 
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coating. Electron tomography was shown to be effective in studying film morphology in 
hybrid photovoltaic devices, with the large difference in mass between the organic and 
inorganic phases allowing material discrimination via the contrast.[145] Performing electron 
tomography imaging using HAADF STEM allows the contrast to be optimised using detector 
dark level and gain and diffraction contrast to be minimised. The particulate features are 
also ideal for conducting the alignment via cross-correlation. The assumption is made that 
the features surrounded by platinum are representative of the other decreased thickness 
features found throughout both films. 
The criteria which will be used to establish which situation occurs (void or grain boundary) is 
the morphology and distribution of the platinum particles. If the features have a three-
dimensional shape this adds evidence to the void theory. If the features are closer to two-
dimensional, the grain boundary is more likely the case. Similarly, for the void theory, 
platinum particles are expected to reside on the internal surface. If platinum is distributed 
evenly throughout the volume of the feature, this will suggest it is not a void. 
The tomography data presented in Figure 5.11 a – f is from one of these features found in a 
thick non-templated CuPc film. The series of orthogonal slices from the reconstructed 
volume aim to demonstrate that the feature does have three dimensional character. It can 
also be seen that the higher intensity surround the edges of this feature, seen most clearly 
in the panel representing the view parallel to the beam direction (Figure 5.11 a and d) and 
parallel to the milling direction (Figure 5.11 e and f). The tomographic series has been put 
into a video, in which a number of features in the same region can all be identified in having 
this morphology.[185] 
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Figure 5.11. Reconstructed volume from a tomographic series. White box boarders the 
volume. Orthogonal slices from the volume presented (a), (b), (c) and (e). Perpendicular 
views to slice in (a) showing intensity from platinum particles surrounding lower intensity 
region. Slice is parallel to beam direction, scale bar applies to this slice (d). Perpendicular 
views to slice in (e) showing intensity from platinum particles surrounding lower intensity 
region. Slice is parallel to milling direction (f). 
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The results from the tomography show conclusively that these features are indeed absences 
of material i.e. voids. It is proposed that the progressive structural irregularity in the film as 
it is grown, consistent with XRD data presented earlier in this chapter, causes morphological 
irregularity among the CuPc grains. When these grains grow, shadowing of the molecular 
beam prevents deposition in regions of the film. 
5.4. PTCDA thick films – a consequence for templating 
As was mentioned in a number of previous sections, the PTCDA film, used here for the 
templating process, is crystalline. In section 4.5.3, a cross-section of a pure PTCDA film was 
introduced. Figure 4.13 focussed solely on the silicon/PTCDA interface, identifying lattice 
fringes which can be correlated with XRD data presented in section 4.2. In this orientation 
the (10-2) plane is parallel to the substrate surface when using the model proposed by Tojo 
and Mizuguchi.[77] An important question to address would be what effect film thickness has 
on the crystalline, and therefore molecular, orientation. Since it is believed that the 
templating occurs via a strong π- π interaction between the aromatic CuPc and PTCDA 
molecules,[62,79] a change in PTCDA molecular orientation would also cause a change in the 
templated CuPc. To investigate PTCDA orientation further, a larger region of the cross-
section introduced in Figure 4.13 is examined (Figure 5.12 a). Here it can be seen that the 
film is crystalline for the thickness that is in view. The averaged power spectrum also 
confirms the presence of spatial frequencies in a number of images (Figure 5.12 b). It can 
clearly be seen from the orientation preference of intensities in Figure 5.12 b that the (10-2) 
and (051) planes are oriented close to parallel to the substrate surface, and the (021) and 
(011) planes are oriented close to perpendicular to the substrate surface. There is a range of 
orientations, denoted by the arc in intensity for all PTCDA frequencies. These lattice fringes 
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can be found in the images (Figure 5.12 c, d and e). The orientation of (10-2) lattice fringe 
has been identified in Figure 4.13. Schematics of the molecular orientation with respect to 
the (10-2) plane parallel to the substrate surface are displayed in Figure 5.12 f.
 
Figure 5.12. HRTEM cross-section from ~250 nm PTCDA film. A magnification has been 
chosen where the PTCDA (10-2) lattice fringe is still visible. However this prevents the entire 
thickness of the film being imaged (a). Power spectrum averaged from a series of nine 
images taken from the same cross-section under the same conditions (b) Lattice fringes from 
the PTCDA (011) plane (c) and (d) and the (021) plane (c) and (e). Schematic demonstrating 
the molecular orientation when the (10-2) plane is parallel to the substrate surface (f). 
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To answer the question surrounding the change in orientation with increasing film 
thickness, the power spectrum of this image has been Fourier filtered, similar to the process 
described in section 5.1 and Figure 5.4, to show the regions where the (10-2) lattice fringe is 
found (Figure 5.13 a). From the filtered images it appears that over the angular range of 0 – 
17.5° from the substrate surface there is no clear segregation of the regions containing this 
lattice fringe (Figure 5.13 b, c, d and e). It has been noticed however that this lattice fringe is 
absent from the film beyond ~80 nm from the substrate surface. This shows that despite the 
film being crystalline, its texture rapidly disappears for thicknesses above ~80 nm. It is 
predicted therefore that if growing CuPc films on PTCDA films above 80 nm, templating 
would be less effective. 
 
Figure 5.13. Power spectrum from the image in Figure 5.12 a (~ 250 nm PTCDA on silicon), 
showing the position and orientation of the sector masks, which are colour coded with the 
filtered, colourised images (a). Filtered, colourised images from the 0° sector (b), the 5° 
sector (c), the 10° sector (d) and the 15° sector (e). Note the lack of (10-2) lattice fringes 
beyond 80 nm from the silicon surface. 
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5.5. Conclusions 
This chapter has covered an investigation into the consequences of growing templated and 
non-templated CuPc films and PTCDA films to thicknesses well beyond what would usually 
be used in device structures. The aim is to understand changes in structure and morphology, 
which could be extrapolated back to observations from thinner, device structure films. 
It has been discovered that the initial growth of CuPc films on silicon is not affected by the 
subsequent growth, causing the film in the initial ~30 nm of the thick film to be correlated 
with equivalent 30 nm films. The case is not so clear for templated CuPc films where lower 
density regions are observed directly at the interface. For thicker films in both cases the 
structure is more disordered. To include a metaphor from the textile industry, an industry 
which CuPc, as a synthetic dye, has a long history with, the thick films have unravelled. 
For the case of the non-templated CuPc film, thicker films have more crystalline orientations 
where the molecular plane is now closer to parallel to the substrate surface, as opposed to 
the film texture at the silicon surface where the majority of the film is textured with the 
(100) plane parallel to it. 
Templated CuPc films appear to suffer less from the disruption caused by increasing the film 
thickness. The templating effect appears to be present up to at least 200 nm. These does 
appear to be a loss of texture in thicker films, where four crystalline orientations are actually 
observed parallel to the substrate surface which are the (01-1), (01-2), (11-1) and the (11-2). 
The PTCDA film has also been under investigation where it has been identified that the film 
retains its textured structure up to about 80 nm. 
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Within both templated and non-templated CuPc films, features which suggest changes in 
foil thickness are observed. It has been identified that both increased and decreased foil 
thicknesses are present. Increased foil thickness is attributed to regions having a slower 
milling rate, producing a feature proud to the foil face. Using electron tomography the 
features suggesting a decrease in foil thickness have been shown as voids, where there is an 
absence of CuPc in the film. These features have important consequences for photovoltaic 
devices, as a decrease in film density will result in a reduction in optical absorption. 
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6. Chemical Analysis of Donor-Acceptor Films 
In chapter 4 it was established that TEM cross-sections of organic thin film structures could 
be prepared using FIB methods without destroying the crystal structure. From the TEM 
cross-sections, the molecular orientation of the CuPc crystals with respect to the substrate 
surface can be elucidated. However, identification of the exact position of the CuPc/C60 
interface is challenging due to the overlap of lattice fringes as a result of interface roughness 
as well as the effect of orientation of individual crystallites within the film. Since CuPc and 
C60 have a similar mass and both layers have the same thickness, mass-thickness contrast is 
not helpful in locating the interface. The films and interfaces in bi-layer structures are even 
more complex when identical films are grown onto ITO. It has been proposed that due to 
the increased roughness of ITO substrates, CuPc films are less crystalline and have a wider 
range of crystalline orientations which contrasts highly with the equivalent structures grown 
on silicon, where results from HRTEM cross-section can be correlated with bulk 
characterisation methods like XRD. 
In an attempt to address this challenge EDX combined with STEM has been applied to the 
cross-sectional specimens presented in chapter 4 in order to identify compositional 
differences between materials and to aid interface definition. The procedure has been 
applied to identify the CuPc/C60 interface and its morphology. 
6.1. Compositional analysis 
The process to obtain quantitative compositional data using EDX spectroscopy from electron 
transparent foils in STEM is outlined in chapter 3. Sections 6.1.1 and 6.1.2 outline the 
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acquisition of a compositional map of a bi-layer device structure on silicon and processing to 
obtain quantitative results as a simple demonstration of the method. The same acquisition 
and processing is then applied to cross-sections from the other device structures. The 
thicknesses of the molecular films are as in chapter 4, and the chemical analysis has been 
performed on regions of the structure where portions of both substrate and top contact. 
6.1.1 Acquisition and processing of a bi-layer device structure spectrum image 
The acquisition of the EDX data is performed using STEM. The STEM probe is continuously 
rastered over the region of interest and EDX spectra are collected at positions where the 
probe dwells for short amounts of time, typically >10 µs. Spectra at equivalent scanning 
positions are summed, building up a three dimensional spectrum image, with spatial 
position on the x and y axes, and energy on the z axis. The total spectrum, formed by 
summing all the individual spectra, is used to identify the characteristic X-rays present from 
the bi-layer system (Figure 6.1 a and b). As can be seen, in addition to the elements that are 
expected to be present (carbon, nitrogen, copper, silicon, oxygen and aluminium), signals 
from other elements are also detected: gallium, platinum, chlorine, iron and cobalt. The 
latter signals can be attributed to the sample preparation process (platinum and gallium), 
interaction of the probe with the microscope components (iron and cobalt) or 
contamination from human sources (chlorine). 
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Figure 6.1. EDX spectrum from the total map region in the bi-layer device structure between 
0 – 2 keV (a) and 2 – 10 keV (b), showing the principle X-ray lines. Gallium and platinum arise 
from the sample preparation procedure, iron and cobalt from the microscope components 
and chlorine is a common contaminant. 
In order to obtain quantitative elemental compositions from these maps a number of 
important processes have to be applied. The spectra from individual pixels are summed to 
achieve increased signal at the expense of spatial resolution. For the EDX maps presented in 
this thesis, 64 individual pixels have been summed. This reduces the pixel resolution of the 
EDX map from ~0.15 nm to ~1.18 nm. This is justified as the increasing the counts per 
analysed spectrum reduces the error in background fitting and quantification. 
The bremsstrahlung background is removed by fitting a curve that represents the shape of 
the background to regions of the spectra where no X-ray lines are observed. For spectra 
taken from substrates on silicon, the energy region for the background fitting is 3 – 5.5 keV 
(Figure 6.2 a and b). For ITO substrates, where spectra contain more X-ray lines, multiple 
regions at 2.42 – 2.55, 4.5 – 5.25 and 9.66 – 10 keV are used. Following background 
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removal, Gaussian curves are fitted to the spectra X-ray intensities (Figure 6.2 c and d). The 
same process is applied to all individual pixel spectra. 
 
Figure 6.2. EDX spectrum from the total map region in the bi-layer device structure between 
0 – 2 keV (a) and 2 – 10 keV (b), showing the bremsstrahlung background fitting. The 
Gaussian curve fitting to the experimental spectra for the identified elements (c and d). 
The integrated intensities from the Gaussian curves fitted to the Kα X-ray lines are used in 
the Cliff-Lorimer quantification method (see chapter 3). Elements that are not expected to 
feature in the sample (listed above) are not included in the Cliff-Lorimer calculations. By 
applying these procedures to each of the spectra that make up the bi-layer spectrum image, 
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a composition map can be calculated for each element expected to be present (Figure 6.3 a 
– f). 
 
Figure 6.3. Quantitative EDX maps for the elements expected in the bi-layer device structure 
on silicon. Carbon map (a) in the region where CuPc is located, the spectra and composition 
have been extracted from the red box to calculate the error for carbon, nitrogen and copper. 
Nitrogen map (b), copper (c), silicon (d), aluminium (e) and oxygen (f) note the silicon native 
oxide the observation of which, at 1.5 nm thick, demonstrates the resolution capabilities of 
this technique. 
6.1.2 Quantitative composition error analysis 
The Cliff-Lorimer quantification method has a relatively large error associated with it.[186–188] 
As a consequence a detailed analysis of the quantification error needs to be completed.[189] 
Examination of the Cliff-Lorimer expression (Equation 11) reveals that the composition ratio 
is a product of the k-factor and the intensities of the Kα X-ray lines detected. Therefore the 
errors for the composition ratio, is a product of the k-factor error and the intensity error. 
Since the characteristic X-ray lines are Gaussian,[190] the standard deviation i.e. the square 
root of the total integrated intensity can be used as the error (for a 1 σ confidence). The k-
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factors that have been used in the composition calculations have been calculated 
theoretically from first principles using the experimental parameters that are poorly 
defined. Theoretically calculated k-factors therefore have a large associated error, up to 
±20% relative.[1,190,191] Due to this large k-factor error, the error propagated through to the 
composition can also be very large. 
Since the maps in Figure 6.3 contain CuPc, an experimentally determined k-factor can be 
calculated using knowledge of the molecular stoichiometry. This experimental k-factor has a 
lower error, and therefore can provide a more reliable composition for carbon, nitrogen and 
copper (the elements in CuPc). 
This error analysis has been performed on the bi-layer cross-section, under the assumption 
that the mass-% of elements in CuPc is exactly: carbon = 66.7, nitrogen = 19.5 and copper = 
11.0. Using the integrated intensities of the Kα X-rays detected for these elements, 
experimentally determined k-factors and corresponding errors can be calculated. Appendix 
A contains details of the intensities and k-factor error calculations for the bi-layer grown on 
silicon. Appendix B contains the derivation of the composition errors from the 
experimentally determined k-factors, elemental compositions and corresponding errors. 
Where possible, this error analysis has been performed on the quantitative maps. For 
systems where CuPc can be used to calculate an experimental k-factor, the procedure is as 
described above. For the bulk-heterojunction structures, the composition is a 1:1 ratio (by 
mass) of CuPc and C60. Therefore the composition in mass-% for the k-factor calculation will 
be: carbon = 83.4, nitrogen = 9.73, copper = 5.52. Red boxes on the quantitative maps show 
the location that the experimental composition and spectra has been extracted from. 
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6.1.3 Film identification in device structures on silicon from quantitative composition 
maps 
Quantitative maps obtained from the bi-layer structure using the method described can be 
seen in Figure 6.3 a – f. A number of important insights can be gained by close examination 
of these maps. In the carbon composition map (Figure 6.3 a), the donor and acceptor 
materials can easily be distinguished. The interface between these two materials is also 
identified, and does not appear sharp. The sharpness of the silicon/CuPc interface (Figure 
6.3 a and d) suggests that the resolution of the technique is not a limiting factor and 
therefore, the interface morphology is likely to be real. Indeed, the fact that the native oxide 
on silicon (~1.5 nm thick) is also identified in the oxygen composition maps, further 
demonstrates that effectiveness of the method (Figure 6.3 f). 
In all device structures prepared and discussed, another organic material containing 
nitrogen, BCP, has been deposited onto C60. This material acts as an exciton blocking layer, 
preventing excitons formed in the acceptor material from dissociating at the C60/aluminium 
interface.[192] There have also been reports that this material protects the C60 from the 
aluminium contact deposition.[42] In previous chapters, discussion of the BCP film has been 
lacking due to difficulty in identifying the film in HRTEM cross-sections. It has been observed 
in previous work that BCP has a tendency to diffuse, under ambient conditions, through the 
aluminium contact and crystallize in dendritic islands greater than 10 µm in length.[42] It was 
therefore concluded that regions where cross-section have been taken, are deficient in BCP. 
On examining the quantitative nitrogen maps, a faint increase in the nitrogen composition 
can be observed at the C60/aluminium interface (Figure 6.3). This suggests that BCP has not 
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completely crystallized out of the device structure, and pockets of the material remain at 
this interface. 
Further examination of this interface reveals the presence of oxygen (Figure 6.3 f), which 
appears to locate preferentially at the C60/aluminium interface. Since the increase in oxygen 
content is correlated with a decrease in the aluminium content, it is proposed that at this 
interface the aluminium has been oxidised. Aluminium oxide, an electrical insulator, at this 
interface is expected to have a negative impact on device performance. It should be 
reemphasised that the deposition of the Al contacts was performed in the same chamber as 
used for the growth of the molecular layers without breaking the vacuum. Note that the 
region of higher oxide content on the left of the image is not representative, as the oxide 
thickness is usually thinner and more homogeneous, as will be shown later in this chapter. 
The origin of this oxide layer is not yet clear. It is proposed that this oxide layer is due to two 
mechanisms: aluminium oxidation during growth (since residual oxygen will be present in 
the vacuum chamber) and atmospheric oxygen migration through the organic films. 
The features described above can be observed in greater clarity when composition profiles, 
integrated parallel to the silicon/CuPc interface over the full map width, in the direction 
from substrate to contact are extracted from the maps (Figure 6.4 a – c). From the carbon 
composition profile (Figure 6.4 a) the slope at the CuPc/C60 interface reveals again that the 
interface is not sharp since the composition has been averaged parallel over the entire 
width of the interface. The difference in carbon composition between the CuPc and C60 is 
roughly what is expected when the error is considered. In the nitrogen profile (Figure 6.4 b) 
the increase in nitrogen content due to the presence of BCP can be observed, at the 
corresponding drop in the carbon composition at the C60/aluminium interface, and is lower 
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than expected. The fraction of nitrogen and copper in the CuPc film is around the value 
expected when taking the error into account (Figure 6.4 b and c). The silicon and oxygen 
profiles (Figure 6.4 d) demonstrate the resolution of the method when examining the 
silicon/CuPc interface where the native oxide can be observed. The increase in oxygen 
composition can also be observed in these full width line profiles. Here, the oxygen reaches 
a maximum of 40 mass-% after the BCP nitrogen maxima. 
 
Figure 6.4. Full width composition profiles from the bi-layer device structure on silicon maps 
in Figure 6.3 in the direction of substrate to contact. Carbon (a), nitrogen (b) showing the 
increase in composition due to the presence of BCP, copper (c) and oxygen and silicon (d). 
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In the templated bi-layer, the quantitative composition maps are very similar to the non-
templated bi-layer structures (Figure 6.5 a – f). The BCP feature, silicon native oxide and the 
increase in oxygen at the C60/Al interface can all be identified in these maps and in the full 
width line profiles (Figure 6.6 a – d). 
 
Figure 6.5. Quantitative EDX maps for the elements expected in the templated bi-layer 
device structure. Carbon map, showing CuPc spectra extraction region (a), nitrogen (b), 
copper (c), silicon (d), aluminium (e), oxygen (f). 
Closer examination of the carbon composition profile (Figure 6.6 a), reveals an increase at 
the silicon interface, which is due to the presence of PTCDA. PTCDA has a higher carbon 
composition than CuPc (73% compared to 67%). However, there is no clear change in the 
width of the oxygen signal at this interface, which would be expected for the oxygen 
containing PTCDA film. 
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Figure 6.6. Full width composition profiles from the templated bi-layer device structure on 
silicon maps in Figure 6.5, in the direction of substrate to contact. Carbon (a) showing the 
increase in composition due to the presence of PTCDA, nitrogen (b) showing the increase in 
composition due to the presence of BCP, copper (c) and oxygen and silicon (d). 
Examination of the bulk-heterojunction structure on silicon using quantitative EDX 
spectroscopy allows the various compositional changes to be observed (Figure 6.7 a – f). 
There appears to be no segregation in the carbon, nitrogen and copper composition maps 
(Figure 6.7 a – c). It has been established in chapter 4 that there are no lattice fringes or 
diffracting crystalline planes corresponding to CuPc or C60, yet this did not rule out 
amorphous domains of the two materials. Using these maps, it is indicated that there are no 
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amorphous CuPc and C60 domains in the co-deposited film large enough to be identified 
within the thickness of the foil (typically ~60 nm thick). 
 
Figure 6.7. Quantitative EDX maps for the elements expected in the bulk-heterojunction 
device structure on silicon. Carbon map, showing CuPc:C60 spectra extraction region (a), 
nitrogen (b), copper (c), silicon (d), aluminium (e), oxygen (f). 
The increase in composition for carbon due to the presence of the pure C60 film at the 
aluminium interface, and nitrogen and copper due to the pure CuPc film can both be 
identified in the maps and the full width composition profiles (Figure 6.8 a – c). The pure C60 
film location can be identified as existing below the BCP film and the onset of the aluminium 
contact, thus confirming the location when observed using HRTEM methods (Figure 4.24). 
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Figure 6.8. Full width composition profiles from the bulk-heterojunction device structure on 
silicon maps in Figure 6.7, in the direction of substrate to contact. Carbon (a) showing the 
increase in composition due to the presence of the pure C60 film, nitrogen (b) showing the 
increase in composition due to the presence of the pure CuPc and BCP films, copper (c) 
showing the increase in composition due to the presence of the pure CuPc film. HAADF STEM 
image from the map region, demonstrating the increase in carbon composition is due to the 
pure C60 film at 50 nm from the substrate surface (d). 
It should also be noted that due to the larger region used to extract the spectra for the 
carbon, nitrogen and copper error analysis (Figure 6.7 a), the corresponding error for these 
elements is much lower. This is due to more counts in the individual X-ray lines, and 
therefore a lower error for the intensity ratio in the Cliff-Lorimer expression. 
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6.1.4 Film identification in device structures on ITO from quantitative composition 
maps 
From the HRTEM imaging of cross-sections of organic hetero-structures on ITO (chapter 4) 
revealed that molecular films are more disordered than the equivalent films deposited onto 
silicon. The increased complexity of the films and interfaces makes studying these systems 
difficult as film identification becomes unclear. Further to this, the increased roughness at 
the interfaces introduces complications due to the superimposition of information as a 
result of projection through the specimen. 
The EDX quantification procedure, demonstrated above on device structures on silicon, has 
been applied to the equivalent device structures grown on ITO, with the aim of 
demonstrating material discrimination and identifying the organic-organic interfaces 
present. The error analysis method that has been described for the bi-layer structure on 
silicon and applied to the other systems has also been applied to the device structures 
deposited on ITO where possible. It will be seen that due to the complexity that arises from 
growing the organic films on ITO, this analysis cannot be performed for the bi-layer 
structure grown on ITO, as a large enough region of pure CuPc is not available to extract 
data for the experimental k-factor calculation. 
The maps of the bi-layer structure grown on ITO (Figure 6.9 a – f) clearly show the 
morphological changes that occur in the organic films. The CuPc/C60 interface appears to be 
even less sharp than the equivalent structures grown onto silicon, which agrees with AFM 
measurements of CuPc film surfaces grown on silicon and ITO (Figure 4.1). Distinguishing 
the CuPc film using the carbon composition can be performed by eye using the large 
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compositional change between CuPc and the ITO surface and C60 film (Figure 6.9 a). The 
CuPc appears to follow the ITO surface morphology, and as a consequence it should be 
assumed that this surface morphology also extends parallel to the electron beam direction. 
This would explain the diffuse interfacial composition as the map is therefore a projection 
through both CuPc and C60. The lack of a distinct transition in the carbon composition 
between the CuPc and C60 films in the full width profile again demonstrates that the 
roughness is isotropic at this interface (Figure 6.10 a). The nitrogen and copper composition 
maps are more difficult to interpret (Figure 6.9 b and c). The nitrogen composition is far 
lower than expected (~7 mass-% compared to the expected 19 mass-%), but can be 
identified in the full width profile (Figure 6.10 b). The copper signal is increased in the region 
of the ITO substrate. This is a surprising observation and cannot fully be accounted for. It is 
not expected that this is an artefact of the quantitative processing, since the X-ray lines for 
indium and tin are not close in energy to those of copper. A possible explanation could be 
that emission of the indium and tin Kα X-rays (24 and 25 keV respectively) could be exciting 
the lower energy copper X-rays (8 keV) in the CuPc film and the copper TEM grid used. 
Alternately, copper could be present as an impurity in ITO, however this does not fit with 
the composition observed. The increased copper signal is seen in all foils which have an ITO 
substrate. The consequence of this is that identifying interfaces using the copper 
composition, either from the map (Figure 6.9 c) or full width profile (Figure 6.10 c) is not a 
reliable method. 
211 
 
 
Figure 6.9. Quantitative EDX maps for the elements expected in the bi-layer device structure 
on ITO. Carbon map (a), nitrogen (b), copper (c), indium and tin (d), aluminium (e), oxygen 
(f). 
Another surprising observation is that the oxygen content in ITO is far lower than expected. 
Oxygen composition is expected to be around 17 – 21 mass-% for ITO, however in the maps 
and profiles (Figure 6.9 f and Figure 6.10 d), only 5% is observed, a content which is constant 
throughout the organic films. Currently, this discrepancy cannot yet be accounted for. 
Similar to the structures grown on silicon, the oxygen content increases at the 
C60/aluminium interface. However, this interface oxide appears to not be as sharp as those 
in the systems grown on silicon, suggesting that the boundary is morphologically rough or 
chemically diffuse. 
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Figure 6.10. Full width composition profiles from the bi-layer device structure on ITO maps in 
Figure 6.9, in the direction of substrate to contact. Carbon (a) where no clear distinction 
between CuPc and C60 carbon compositions can be observed. Nitrogen profile (b). Copper (c) 
clearly displaying the increase in the signal while in the region of the ITO substrate. Oxygen 
(d) where a constant 5 mass-% is observed in the ITO and organic regions, while the broad 
maxima in the oxygen signal is observed at the C60/aluminium interface. 
The templated bi-layer structure on ITO quantitative composition maps (Figure 6.11 a – f) 
show similar features to the non-templated bi-layer structure. Here, again, there is an 
increase in the copper signal and a decrease in oxygen while in the ITO region. However, 
due to the ITO surface having a lower roughness in this region, the CuPc and C60 films can be 
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distinguished more easily. Error values for carbon, nitrogen and copper can all be obtained 
due to a relatively large region of pure CuPc existing (Figure 6.11 a). The distinction between 
CuPc is much clearer, and can be observed in the carbon, nitrogen and copper full width 
profiles (Figure 6.12 a – c). When compared to the non-templated bi-layer on ITO, which 
contains a region of ITO displaying a much rougher surface, the difference is clear, and 
further supports the conclusion that the morphological roughness of these organic-organic 
interfaces is highly susceptible to the underlying substrate surface morphology. Again, a 
chemically diffuse or morphologically rough oxide layer is observed at the C60/aluminium 
interface (Figure 6.11 f) which gives rise to a broader oxygen composition maximum in the 
full width profile (Figure 6.12 d). 
 
Figure 6.11. Quantitative EDX maps for the elements expected in the templated bi-layer 
device structure on ITO. Carbon map (a) showing the CuPc region used for error calculations. 
Nitrogen map (b), copper (c), indium and tin (d), aluminium (e), oxygen (f). 
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Figure 6.12. Full width composition profiles from the templated bi-layer device structure on 
ITO maps in Figure 6.11, in the direction of substrate to contact. Carbon profile (a), nitrogen 
(b), copper (c), oxygen (d) where a constant decrease form 10 – 5 mass-% in the content is 
observed. A broad maximum in the oxygen signal is observed at the C60/aluminium interface. 
In the bulk-heterojunction structure on ITO, quantitative composition maps display similar 
copper and oxygen characteristics (Figure 6.13 a – f). However, the copper content is slightly 
lower and the oxygen content higher in the ITO region than seen in previous examples. In 
the carbon map (Figure 6.13 a), a region of the mixed film is used for the error calculations. 
The surface morphology of the mixed film only loosely correlates with that of the ITO. This 
suggests that the mixed film conforms well to the rough ITO surface i.e. it can fill the valleys 
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between the ITO mountains. The pure C60 film at can be identified in the map as well as the 
full width profile (Figure 6.14 a). However the pure CuPc film, which would be located at 
relatively rough ITO/organic interface is not observed in either carbon, nitrogen or copper 
maps, as well as their corresponding profiles (Figure 6.14 a – c). This is due to the large 
roughness when compared to the thin nature of the pure CuPc film.
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Figure 6.13. Quantitative EDX maps for the elements expected in the bulk-heterojunction 
device structure on ITO. Carbon map (a) showing the CuPc:C60 region used for error 
calculations. Nitrogen map (b), copper (c), indium and tin (d), aluminium (e), oxygen (f). 
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Figure 6.14. Full width composition profiles from the bulk-heterojunction device structure on 
ITO maps in Figure 6.13, in the direction of substrate to contact. Composition profiles from 
carbon (a), nitrogen (b), copper (c) and oxygen (d). 
6.2. Quantification of interface morphology in bi-layer device structures on silicon 
The area of the donor-acceptor interface has profound effects on photovoltaic devices. By 
increasing the area where excitons can dissociate i.e. the area of the donor-acceptor 
interface, the generated photocurrent should also increase. The area of the interface is 
intrinsically related to the intermixing and the roughness at this interface. It is therefore 
desirable to develop methods which are able to quantify interface roughness in photovoltaic 
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systems. As has been demonstrated in the HRTEM imaging performed on cross-sections of 
bi-layer systems, film identification is fairly easy due to prominent lattice fringes, however 
extending this method to identify the interface position is difficult due to a lack of observed 
structure and similar contrast between CuPc and C60. 
Using the quantitative EDX map of the bi-layer on silicon (Figure 6.15 a), a new method has 
been developed which uses the difference in the carbon composition between CuPc and C60 
films to define the interface. Here a composition profile is extracted from the map. The 
profile has a width of 1.2 nm wide (the pixel resolution). In the plotted profile, Figure 6.15 b, 
the bulk C60 and CuPc films can be identified. The slope in the composition profile between 
the two films represents a combination of the interface morphology and the STEM-EDX 
resolution. Due to the sharpness of the CuPc/silicon interface, the resolution is not expected 
to be a major contributor to the interface slope width. The origin of this slope is therefore 
dominated by the interface morphology within the thickness of the foil. Assuming that the 
mid-point of this slope represents the interface position, and that there is no intermixing of 
CuPc and C60 i.e. the interface is chemically sharp, by plotting the slope mid-point across the 
full width of the map, the interface position can be defined. In order to define and plot this 
mid-point as a function of profile position, a hyperbolic tangent function has been fitted to 
the data, Equation 12, where C is the slope mid-point, D represents the width of the slope, A 
and B are its y-axis offset and amplitude respectively. This function describes the profile 
over the individual films as well as the slope at the interface. By plotting the C coefficient 
from functions fitted to the 111 individual line profiles, the donor-acceptor interface can be 
defined as a function of map width. The roughness observed at the donor-acceptor 
interface in the EDX cross-section can be quantified by calculating a RRMS value of 1.3 nm, 
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which correlates well with the RRMS value of 1.6 nm from 30 nm CuPc film topography maps 
from AFM presented in Figure 4.1 a. In these topography maps, over a distance equal to the 
width of the cross-section the RRMS values match those calculated from the EDX composition 
map are reported (Figure 6.15 d). 
  =   +   tanh  
  −  
 
  
Equation 12 Hyperbolic tangent function used to fit the carbon composition profiles obtained 
using EDX. 
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Figure 6.15. Quantitative carbon composition EDX map of the bi-layer structure on silicon 
with the red vertical box outlining the region for the line profile in the direction indicated by 
the arrow. The black line defines the donor-acceptor interface (a). Line profile from the 
region shown in (a) showing the carbon composition and the hyperbolic tangent function 
fitting in red, the C coefficient of which defines the mid-point of the slope, and therefore 
interface position (b). AFM topography map of a single 30 nm CuPc film with an RRMS of 1.5 
nm (c). Interface RRMS from (a) and AFM RRMS, taken from the blue arrow in (c), showing 
similar values (d). 
Since the RRMS values from AFM topography maps correlate well with values obtained from 
the cross-section, it can be stated with some certainty that the surface morphology of CuPc 
is not affected by the deposition of C60. This therefore suggests that the morphology of 
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donor-acceptor interfaces in CuPc/C60 bi-layer heterostructures can be modelled by the 
surface morphology of single CuPc films. 
6.3. Chapter conclusions 
The STEM EDX mapping of CuPc/C60 device structures demonstrates that this technique can 
be applied to the analysis of films and interfaces. The spatial resolution and the 
quantification errors, which typically have hindered the use of this technique, are not 
thought to be limiting factors when carrying out the analysis. This is in part due to the use of 
high resolution STEM, high brightness electron sources and high efficiency SDD used for the 
acquisition. By using the pure CuPc and the mixed CuPc:C60 films as an internal composition 
standards for the two bi-layer systems and the bulk-heterojunction system respectively, the 
quantification error can be significantly reduced. 
In the bi-layer and templated bi-layer structures on silicon, the quantitative carbon 
composition map can be used to visualise the organic-organic interface which shows 
features, suggesting a chemically sharp but morphologically rough interface. Similar features 
are observed using the nitrogen and copper quantified composition maps. 
For the quantitative composition maps of the bulk-heterojunction structure on silicon, no 
large domains of CuPc and C60 are observed, suggesting no amorphous segregation in the 
co-deposited mixed film. The pure CuPc and C60 films that are also present in this device 
structure can also be identified, despite their thin nature. 
BCP can be identified in all structures on silicon using the nitrogen composition. This 
suggests that although diffusion of BCP through the aluminium contact has occurred, 
reducing the BCP film thickness enough that it cannot be identified in HRTEM images, 
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pockets of BCP might still remain. This poses additional questions about the role of BCP in 
these devices since generally C60 and aluminium do contact. 
In all structures, the presence of an aluminium oxide interfacial layer at the C60/aluminium 
interface has been observed. The origin of this remains unclear, although it is hypothesized 
that it comes from either residual oxygen in the growth chamber or diffusion of oxygen 
through the organic films. 
Device structures grown on ITO show increased complexity with respect to the equivalent 
silicon structures. This is attributed to the larger roughness of the ITO surface. The carbon 
composition difference between the CuPc and C60 can be used as a guide to interface 
position. The nitrogen and copper compositions are inappropriate to be used to define the 
donor-acceptor interface. This is due to a low signal from nitrogen and potential 
complications from the presence of indium and tin X-rays interacting with the copper TEM 
grid. 
In order to quantify the CuPc/C60 interface in the bi-layer structure grown on silicon 
extracted line profiles from the quantitative carbon map have been analysed to determine 
the interface position using a hyperbolic tangent function fitted to both the bulk CuPc and 
C60 films in the bi-layer. The mid-point of the slope formed in the expression is the interface 
position and can be applied to adjacent line profiles. The morphology of this interface 
correlates well with AFM of single CuPc film surfaces, which leads to the conclusion that the 
CuPc surface morphology is an accurate representation of the CuPc/C60 interface 
morphology. 
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This technique could be easily extended to amorphous heterostructures, such as those 
prepared from solution processed materials such as P3HT. By mapping composition and 
morphology on the nano-scale, STEM in combination with EDX could provide a valuable tool 
in the development and optimisation of thin film devices. 
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7. Thesis Conclusions and Further Work 
Detailed conclusions for individual chapters can be found at the end of chapters 4, 5 and 6. 
The following chapter provides concluding thoughts on this work and remarks on the 
research direction to follow. 
7.1. Conclusions 
The results presented in this thesis have revealed a number of important conclusions about 
the crystallography of CuPc and C60 thin films. It has also confirmed that the analysis of thin 
molecular films can be performed using the HRTEM and STEM methods described, provided 
dosing controls are applied and an understanding of the analytical errors involved in the 
spectroscopy. Films of these organic materials have also been cross-sectioned using a FIB, 
allowing the buried interface to be exposed for analysis. It has been demonstrated that by 
using a controlled methodology to prepare these cross-sections, damage to the organic 
materials can be minimized. Due to this lattice fringes are observed in the organic materials 
used for device structures, which correlate well with bulk characterisation techniques, 
validating the damage reduction methodology. 
By using the lattice fringe spacing and orientation, insight into molecular growth and 
crystallography is obtained. CuPc crystalline films in particular show a number of interesting 
features, which confirm random azimuthal grain orientation and the presence of crystal 
defects. C60, when grown on CuPc, displays a preferential orientation, a preference which 
has been observed for other materials. In device structures when the substrate is ITO, the 
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increased roughness causes the film structure and morphology to be more complex, 
complicating interface analysis. 
Although film thicknesses in devices are typically less than 100 nm, by growing thicker 
molecular films and applying the FIB cross-sectioning technique in combination with HRTEM 
and STEM imaging insights into growth and structure have been discovered. For CuPc grown 
on silicon this indicates that after the initial 30 nm of deposition, subsequent deposition 
does not disrupt the initial structure. Over thicknesses larger than ~100 nm, structural 
disruption occurs, which results in the loss of film texture. It has also been discovered that 
films of CuPc contain complete absences of material, voids, which are found at thicknesses 
larger than 60 nm for CuPc films. There is evidence that suggests that for templated CuPc 
films, these voids can also be found at the PTCDA/CuPc interface. 
Quantitative EDX in combination with STEM, when applied to cross-sections of these 
systems can define interface position based on chemical changes in the films. On the bi-
layer structure on silicon, this can be used to identify nano-scale interface morphology 
which, when quantified as a roughness value correlates well with single CuPc film surfaces. 
This suggests that single CuPc film surfaces are representative of the morphology of the 
CuPc/C60 interface.
7.2. Further work 
Many other organic systems could benefit from the application of the cross-sectional 
imaging and analysis methods outlined and used in this thesis. These include the 
characterisation of amorphous heterostructures, found in many solution-processed organic 
photovoltaic devices, such as those based on the widely used materials P3HT and PCBM. 
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This system would especially benefit from the quantitative chemical analysis performed 
using EDX in combination with STEM. Further structural characterisation could also be 
performed on organic spin based devices (spintronics). The recent reports of the all organic 
spin valve by Li et al.[193] suggest that a similar phthalocyanine based device could also be 
prepared. Given the anisotropic nature of charge transport in phthalocyanines, cross-
sectional HRTEM imaging could provide a unique insight into the structure of the films that 
would make up such a device. 
Recent observations using low-loss EELS has demonstrated strong valence loss features in 
both CuPc and C60. This has followed recent reports of similar experiments from polymeric, 
photovoltaic systems.[194] The valence loss region in the energy loss spectrum indicates 
electron transitions between valence and conduction bands in semiconductors, this 
spectroscopy could provide optical, electronic and chemical bonding information. When 
combined with the cross-sectioning methods outlined, this could potentially allow these 
characteristics to be probed directly at the interface which would provide a fascinating 
insight into those found in CuPc/C60 photovoltaic devices, as well as other organic-organic 
systems. 
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Appendix A 
This appendix outlines the process to obtain the error for the absolute composition of 
carbon, nitrogen and copper from the CuPc film in a cross-section of the bi-layer device 
structure on silicon. The compositions given have been obtained using EDX combined with 
STEM. 
 
Figure A.1 Quantitative carbon composition map, displaying the CuPc region where 
compositions and spectra are extracted from (red box). 
From the CuPc region in the quantitative EDX map from the (red box, Figure A.1), the 
composition can be extracted for all the components in the bi-layer structure (Table 6). 
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C N O Al Si Cu 
Mass-
% 
63.38 17.12 9.25 0.25 4.59 5.42 
Table 6 Composition extracted from the CuPc region. 
From this region, the EDX spectrum is extracted (Figure A.2), to which Gaussian curves have 
been fitted to the Kα X-ray lines for carbon, nitrogen and copper. 
 
Figure A.2 EDX spectra from the CuPc region in Figure A.1, along with the Gaussian curve 
fitting to the carbon, nitrogen and copper Kα X-ray lines. The oxygen Kα, also have been 
fitted, but this is not used in the calculations. 
The square root of the integrated intensities from the fitted curves is used as the intensity 
error component (ΔI, Table 7). 
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C Kα N Kα Cu Kα 
Counts 102400 40841 22090 
Intensity 
error (ΔI) 
11393 7195 5291 
Table 7 Integrated intensities from the fitted Gaussian curves, where the error is calculated 
as the square root of the counts. 
Ratios of the intensities are calculated, and the error propagated from values for the 
intensities (Table 8). 
  
Error 
I
C
/I
N
 2.51 0.52 
I
C
/I
Cu
 4.64 1.22 
I
N
/I
Cu
 1.85 0.55 
Table 8 Intensity ratios for carbon, nitrogen and copper, with the error propagated from the 
errors in Table 7. 
Using the molecular stoichiometry of CuPc, the elemental composition in mass-% is 
calculated (Table 9). 
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Mass Mass-% 
C
32
 384.32 66.71 
N
8
 112.08 19.45 
Cu 63.55 11.03 
H
16
 16.16 2.81 
Total 576.11 
 
Table 9 Composition of CuPc in mass-%. 
Ratios of the elemental composition for carbon, nitrogen and copper are calculated (Table 
10), with the error assumed to be zero due to the fixed stoichiometry. 
  
Error 
C
C
/C
N
 3.43 0 
C
C
/C
Cu
 6.05 0 
C
N
/C
Cu
 1.76 0 
Table 10 Composition ratios for carbon, nitrogen and copper, which, due to the molecular 
stoichiometry being fixed, the error is assumed to be zero. 
Using the intensity ratios, intensity ratio errors and the composition ratios, k-factors and 
their associated errors can be calculated for each element pair (Table 11). 
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Error 
K
CN
 1.37 0.28 
K
CCu
 1.30 0.34 
K
NCu
 0.95 0.28 
Table 11 k-factors for the element pairs, where the error has been propagated from the 
intensity ratios. 
Using these k-factors and the errors calculated, a new, accurate composition error can now 
be calculated and applied to the compositions obtained in the quantitative map (Table 12). 
 
Mass-% Error 
C
C
 63.38 ±9.97 
C
N
 17.12 ±4.27 
C
Cu
 5.42 ±1.84 
Table 12 Composition from the CuPc region (Table 7) and the experimentally calculated error 
propagated from the k-factor and intensity error. 
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Appendix B 
Derivation of the absolute composition error, for a tertiary system containing carbon, 
nitrogen and copper, using the Cliff-Lorimer technique. 
  
  
=    	
  
  
 
Equation 13 Cliff-Lorimer expression for carbon and nitrogen	
  
   
=     	
   
  
 
Equation 14 Cliff-Lorimer expression for carbon and copper	
  
   
=     	
   
  
 
Equation 15 Cliff-Lorimer expression for nitrogen and copper	
Equation 16 For simplicity, let 
    = 	
  
  
	
Equation 17 For simplicity, let 
     = 	
  
   
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Equation 18 For simplicity, let 
     = 	
  
   
	
Equation 19 For simplicity, let 
    = 	
  
  
	
Equation 20 For simplicity, let 
     = 	
   
  
	
Equation 21 For simplicity, let 
     = 	
   
  
	
Equation 22 For expressions in the form 
  =   										  =
 
 
	
Equation 23 Error of z (Δz) 
   =    
  
 
 
 
+  
  
 
 
 
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Equation 24 Given Equation 16 and Equation 23 
     =      
   
  
 
 
+  
   
  
 
 
	
Equation 25 Given Equation 13, Equation 16 and Equation 19 
    =    	   	
Equation 26 Therefore 
     =      
    
   
 
 
+  
    
   
 
 
	
Equation 27 ΔCCN = ΔCCN, therefore given Equation 24 and Equation 26 
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 
+  
   
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Equation 28 Simplified Equation 27 
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Equation 29 Given Equation 17 and Equation 23 
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   
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Equation 30 Given Equation 14, Equation 17 and Equation 20 
     =     	     	
Equation 31 Therefore 
      =       
     
    
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 
+  
     
    
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Equation 32 ΔCCCu = ΔCCCu, therefore 
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Equation 33 Simplified 
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Equation 34 Given Equation 18 and Equation 23 
      =       
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Equation 35 Given Equation 15, Equation 18 and Equation 21 
     =     	    
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Equation 36 Therefore 
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Equation 37 ΔCNCu = ΔCNCu, therefore 
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Equation 38 Simplified 
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Equation 39 Rearranged Equation 33 
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Equation 40 Rearranged Equation 38 
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Equation 41 Equation 39 = Equation 40 
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Equation 42 Rearranged Equation 28 
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Equation 43 Rearranged Equation 41 
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Equation 44 Equation 42 = Equation 43 
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Equation 45 Simplified 
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Equation 46 Rearranged Equation 39. Using ΔCc value from Equation 45, ΔCCu can be 
calculated  
     =      
     
    
 
 
+  
     
    
 
 
−  
   
  
 
 
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Equation 47 Rearranged Equation 38. Using ΔCCu value from Equation 46, ΔCN can be 
calculated. 
    =     
     
    
 
 
+  
     
    
 
 
−  
    
   
 
 
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