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321-AVOIDING AFFINE PERMUTATIONS AND THEIR MANY HEAPS
RICCARDO BIAGIOLI, FRÉDÉRIC JOUHET, AND PHILIPPE NADEAU
Abstract. We study 321-avoiding affine permutations, and prove a formula for their enu-
meration with respect to the inversion number by using a combinatorial approach. This is
done in two different ways, both related to Viennot’s theory of heaps. First, we encode these
permutations using certain heaps of monomers and dimers. This method specializes to the
case of affine involutions. For the second proof, we introduce periodic parallelogram poly-
ominoes, which are new combinatorial objects of independent interest. We enumerate them
by extending the approach of Bousquet-Mélou and Viennot used for classical parallelogram
polyominoes. We finally establish a connection between these new objects and 321-avoiding
affine permutations.
1. Introduction
The symmetric group Sn can be viewed as the Coxeter group of type An−1. In this correspon-
dence, the Coxeter length of the permutation is the inversion number. Among permutations,
those that avoid the pattern 321 are of great interest in combinatorics and algebra. They are
known to be counted by the nth Catalan number. From an algebraic point of view, Billey,
Jockusch, and Stanley showed in [7] that a permutation is 321-avoiding if, and only if its corre-
sponding element in the Coxeter group of type A is fully commutative (FC), which means that
any two of its reduced decompositions are related by a series of transpositions of adjacent com-
muting generators. These FC elements also naturally index a linear basis of the Temperley–Lieb
algebra associated with the Coxeter group of type An−1.
These considerations can be lifted to the affine case. A result of Green [13] (independently
rediscovered by Lam in [15]) shows that FC elements in the affine Coxeter group of type A˜n−1 are
also characterized to be 321-avoiding, once interpreted as infinite (or affine) permutations (see
Section 2, where precise definitions regarding these permutations are recalled). Here again, the
length corresponds to the inversion number. Algebraically, 321-avoiding affine permutations are
connected with the affine case of Stanley’s symmetric functions defined in [19]. More precisely,
it is shown by Lam [15] that the affine Stanley symmetric function F˜w associated with any
321-avoiding affine permutation w is equal to a cylindric skew Schur function, which is also
proved to be a skew affine Schur function. Such generalizations of the classical symmetric Schur
functions were actually introduced by Postnikov in [17], where the connection was established
with the so-called affine nil Temperley–Lieb algebra. Postnikov also observed that combinatorics
on cylindric (skew) Schur functions can describe a quantum cohomology of the Grassmannian.
There is an infinite number of 321-avoiding affine permutations of a given size, so we calculate
how many of them have a fixed inversion number. More generally, for any Coxeter group W , it
is interesting to compute the generating function WFC(q) for FC elements, where q records the
Coxeter length. Algebraically, this yields information on the growth of the associated generalized
Temperley–Lieb algebra TL(W ) defined by Graham in [12], or equivalently the Hilbert series of
the associated graded nil Temperley–Lieb algebra. By an approach involving families of lattice
paths, recursive expressions for these series were given in [5], for all finite and affine Coxeter
groups. As a consequence, it was proved that the associated generalized Temperley–Lieb algebra
has at most linear growth when the Coxeter group is irreducible and affine. For any classical
finite or affine family of Coxeter groups (Wn)n, one naturally introduces the bivariate generating
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function in x and q ∑
n
WFCn (q)x
n. (1)
In [3], explicit expressions for these series are computed by recursive methods. The counterpart
for involutions was also treated there, while the lattice path point of view for them was examined
in [4].
By using 321-avoiding permutations, Barcucci et al. proved [2] in the type A case an elegant
explicit expression for the above bivariate generating function, as a q-logarithmic derivative of
a q-Bessel type series J(x): this is the first formula in Theorem 2.3 of Section 2 below. In [3],
the recursive methods also yielded a simple expression in type A˜, the striking fact being that
this time the logarithmic derivative (with respect to x) of the same series J(x) occurs: this is
the second formula of Theorem 2.3. Moreover, it was also proved that for 321-avoiding (affine)
involutions arise the same kinds of expressions as (q-)logarithmic derivatives of a simpler q-
hypergeometric series J (x), see Theorem 2.4.
The main motivation of the present paper is to provide a combinatorial framework explaining
bijectively Theorems 2.3 and 2.4. To this aim, we will introduce in Section 2 particular posets,
which we call affine alternating diagrams: our starting point will then be a bijection, expressed
in Theorem 2.7, between them and 321-avoiding affine permutations. This bijection restricts
nicely both to finite permutations and to involutions. These diagrams have been studied under
other names: they arise as a way of encoding the whole commutation class for FC elements in
affine type A˜, in the spirit of the initial work on FC elements by Stembridge [20], Green [13],
Hagiwara [14], or the authors [5]. They also correspond essentially to the skew cylindric shapes
that index cylindric skew Schur functions, though our representation is slightly different [15].
Once 321-avoiding affine permutations are interpreted in terms of affine alternating diagrams,
we will give two different combinatorial approaches towards the proofs of the generating functions
mentioned above, both based on Viennot’s general theory of heaps [21]. Section 3 is therefore
devoted to a collection of definitions and properties on heaps of pieces and cycles, together
with a proof of the so-called Inversion Lemma (namely Lemma 3.2) and its adaptation to the
enumeration of pyramids (see Corollary 3.3).
In Section 4, we will show how to use heaps of cycles and transform them in our case in terms
of particular heaps of monomers and dimers: the main bijective result is given in Theorem 4.6.
Thanks to the Inversion Lemma, we will show how the enumeration of 321-avoiding affine per-
mutations will boil down to enumerating trivial heaps of monomers and dimers satisfying some
specific conditions (see Theorem 4.7). By this approach, we will derive the generating func-
tions for finite and affine 321-avoiding permutations of Theorem 2.3, and their counterpart for
involutions of Theorem 2.4.
Our second bijective approach is detailed in Section 5, where we define a new family of combi-
natorial objects that we call periodic parallelogram polyominoes (PPPs) (see also [6]). Inspired
by the seminal work of Bousquet-Mélou and Viennot [9] on parallelogram polyominoes, we will
prove in Proposition 5.7 that PPPs are in bijection with a set of heaps of segments satisfying
some specific conditions. This will enable us to derive in Theorem 5.8 the generating function
of PPPs, with respect to a trivariate weight, as a logarithmic derivative in the variable y, of a
q-series N(x, y, q) which was introduced in [9]. We note that PPPs were defined independently
and studied in [10] (see also [1]), where they are interpreted in terms of binary trees and counted
according to different parameters.
Finally, we exhibit a combinatorial interpretation of 321-avoiding affine permutations in terms
of PPPs. This was our initial motivation for introducing these objects; as a consequence, we
obtain the second bijective proof of Theorem 2.3.
In a last and short section, we will propose some combinatorial problems raised by our ap-
proach.
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2. 321-avoiding affine permutations and affine alternating diagrams
In the whole section n is an integer greater than 1.
2.1. Enumeration of 321-avoiding affine permutations
Definition 2.1. An affine permutation of size n is a bijective function σ : Z → Z such that
σ(i+ n) = σ(i) + n for all i ∈ Z, and ∑ni=1 σ(i) = ∑ni=1 i.
Affine permutations of size n form a group S˜n under composition. One can write down
an affine permutation through its biinfinite sequence of values (σ(i))i∈Z. This is the complete
notation of σ. For example,
. . . | −14, 5,−12,−9,−8, 6, 11,−7 | − 6,13,−4,−1,0,14,19,1 | 2, 21, 4, 9, 8, 22, 27, 9 | . . .
is an element of S˜8, where we highlighted the values σ(1), . . . , σ(8). Clearly any σ ∈ S˜n is
uniquely determined by its values on {1, . . . , n}, and the expression σ = [σ(1), . . . , σ(n)] is usually
called the window notation of σ. In our previous example, σ = [−6, 13,−4,−1, 0, 14, 19, 1] ∈ S˜8.
Note that if σ ∈ Sn, then there exists a unique σ˜ ∈ S˜n such that σ˜(i) = σ(i) for i ∈ {1, . . . , n},
and this allows one to consider Sn as a subgroup of S˜n.
It is well-known (see [16, 8]) that S˜n is a realization of the Coxeter system of type A˜n−1 when
we consider as generating set {s0, s1, . . . , sn−1}, where
s0 = [0, 2, 3, . . . , n− 1, n+ 1] and si = [1, 2 . . . , i− 1, i+ 1, i, i+ 2, . . . , n], i = 1, . . . , n− 1.
We also define sn = s0 and s−1 = sn−1. More generally, the indices of the generators are taken
modulo n, which reflects the cyclic structure of the Dynkin diagram of type A˜n−1 depicted below.
s1 sn−1
s0
A˜n−1
With respect to the generating set {s0, s1, . . . , sn−1}, there is a natural length function σ 7→
`(σ) which counts the minimal number of generators needed to write σ as a product of them.
For σ ∈ S˜n, we define
inv(σ) = |{(i, j) ∈ {1, . . . , n} × N | i < j and σ(i) > σ(j)}| .
This counts the number of affine inversions of σ. It coincides with the usual inversion number
for finite permutations. Moreover, Shi [18] showed that inv(σ) = `(σ) for any σ ∈ S˜n where ` is
the Coxeter length (see also [8, §8]).
An affine permutation σ is 321-avoiding if there are no i < j < k in Z satisfying σ(i) > σ(j) >
σ(k). Green showed in [13] that an affine permutation is 321-avoiding if, and only if it is fully
commutative as an element of the Coxeter system of type A˜n−1. This generalizes the well-known
result of Billey, Jockush and Stanley from [7] for the case of the symmetric group. We have the
following characterization [13], [5, Prop. 2.1].
Proposition 2.2. An affine permutation σ ∈ S˜n is 321-avoiding if, and only if, in any reduced
decomposition of σ, the occurrences of the generators si and si+1 alternate for i = 0, . . . , n− 1.
We denote by S˜(321)n the set of 321-avoiding affine permutations in S˜n, and S
(321)
n its subset
of finite permutations. For any subset En of S˜(321)n , we define its length generating series by:
En(q) :=
∑
σ∈En
q`(σ).
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We also recall for n ≥ 0 the q-Pochhammer symbol (x; q)n := (1−x)(1−xq) · · · (1−xqn−1), and
we define the two series:
J(x) :=
∑
n≥0
(−x)nq(n2)
(q; q)n(xq; q)n
, (2)
and
J (x) :=
∑
n≥0
(−1)dn/2exnq(n2)
(q2; q2)bn/2c
. (3)
The two following enumerative theorems were proved in [3] by using recursive decompositions
(actually the first formula in Theorem 2.3 was first proved in [2]).
Theorem 2.3. Let S(x, q) and S˜(x, q) be the generating functions defined by
S(x, q) :=
∑
n≥0
S
(321)
n+1 (q)x
n and S˜(x, q) :=
∑
n≥1
S˜(321)n (q)x
n.
Then
S(x, q) =
1
1− xq
J(xq)
J(x)
and S˜(x, q) = −xJ
′(x)
J(x)
−
∑
n≥1
xnqn
1− qn ,
where the derivative is taken with respect to x.
The counterpart for the set S(321)n+1 (resp. S˜(321)n ) of 321-avoiding (resp. affine) involutions
reads as follows.
Theorem 2.4. Let S(x, q) and S˜(x, q) be the generating functions defined by
S(x, q) :=
∑
n≥0
S(321)n+1 (q)xn and S˜(x, q) :=
∑
n≥1
S˜(321)n (q)xn.
Then
S(x, q) = J (−xq)J (x) and S˜(x, q) = −x
J ′(x)
J (x) ,
where the derivative is taken with respect to x.
The rest of the paper is devoted to the construction of combinatorial objects which will be
used to prove bijectively the two above results.
2.2. Affine alternating diagrams
Unlike [3, 5, 4], to give bijective proofs of the two previous results, we will not use the
framework of Coxeter groups but instead translate the correspondence of Proposition 2.2 in
terms of simple combinatorial objects defined as follows.
Definition 2.5. An affine alternating diagram of rank n is a poset D with elements labeled by
{s0, s1, . . . , sn−1}, such that for i ∈ {0, . . . , n− 1} the elements with labels in {si, si+1} form an
alternating chain (i.e. with alternating labels) D{i,i+1}, and the ordering of D is the transitive
closure of these chains.
We denote the set of affine alternating diagrams of rank n by D˜(n). Note that these were called
with a different name in [5], see Remark 2.8 at the end of this section. Equivalent structures
were defined by Hagiwara in [14].
We represent the Hasse diagram of D by putting all elements labeled si in one column. To
draw it in a planar manner, one duplicates the set of elements labeled by s0, and uses ones copy
for the depiction of the chain D{0,1} and one copy for D{n−1,0}. Two examples are showed in
Figure 1: the extremities of a dashed line correspond to the same element. In particular, these
diagrams have respectively 31 and 16 elements.
By definition, the alternating chains D{i,i+1} completely determine the poset D. In the fol-
lowing proposition we characterize which are the chains arising in an affine alternating diagram.
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s0 s1 s2 s3 s4 s5 s6 s7 s0 s0 s1 s2 s3 s4 s5 s6 s7 s0
Figure 1. Representations of affine alternating diagrams of S˜8.
Proposition 2.6. For i = 0, . . . , n− 1, let Ci,i+1 be an alternating chain labeled by si and si+1.
There exists an affine alternating diagrams D such that Di,i+1 = Ci,i+1 for all i ∈ {0, . . . , n−1}
if, and only if the following conditions are satisfied:
(1) si appears as many times in Ci,i+1 and Ci−1,i, for all i ∈ {0, . . . , n− 1};
(2) there is no k ≥ 1 such that for all i, Ci,i+1 is the chain of length 2k with labeling
sisi+1 · · · sisi+1 from bottom to top;
(3) there is no k ≥ 1 such that for all i, Ci,i+1 is the chain of length 2k with labeling
si+1si · · · si+1si from bottom to top.
The set of chains described in (2) and (3) above clearly does not come from an affine alternating
diagram. Indeed, the transitive closure of these chains violates the antisymmetry relation, as
can be seen in the graphical representation in Figure 2: on the left (resp. right) is depicted an
excluded diagram giving a set of chains of type (2) with k = 2 and n = 4 (resp. (3) with k = 1
and n = 4). Such objects will play an important role in Section 5.3.
s0 s1 s2 s3 s4 s0 s0 s1 s2 s3 s4 s0
Figure 2. Two excluded diagrams: they do not represent posets as they contain cycles.
The affine alternating diagrams in D˜(n) containing no element labeled s0 are called finite
alternating diagrams. They form indeed a finite set denoted D(n) (see for instance [20]).
The dual of an affine alternating diagram is the poset with the inverse order, and where the
labels are kept the same. We will say that an affine alternating diagram is self-dual if it is
isomorphic to its dual. An example is given in Figure 1, right.
We now associate any 321-avoiding affine permutation σ ∈ S˜(321)n with an affine alternating
diagram via the following construction. Pick a reduced decomposition of σ. By Proposition 2.2,
for any i = 0, . . . , n−1, the occurrences of si and si+1 in such a decomposition form an alternating
subword, which we identify with an alternating chain Ci,i+1. By Proposition 2.6, these chains
determine a unique affine alternating diagram denoted ∆(σ); indeed, one easily checks that the
excluded cases (2) and (3) can never occur. By the general theory of fully commutative elements,
this construction does not depend on the choice of the reduced decomposition.
The following theorem summarizes results of Stembridge [20] and Green [13].
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Theorem 2.7. The map ∆ : S˜(321)n → D˜(n) is a bijection such that inv(σ) = |∆(σ)|. Moreover,
(i) σ ∈ S(321)n if, and only if ∆(σ) ∈ D(n);
(ii) σ is an involution if, and only if ∆(σ) is self-dual.
There are simple graphical ways to construct the bijection ∆ of the previous theorem and its
inverse ∆−1, using the line diagram of σ, as shown in Figures 3 and 4.
−3 −1 6 8−2 1 2 3 40 75
−3 −1 6 8−2 1 2 3 40 75
s0 s1 s2 s3 s0
Figure 3. The image of the affine permutation σ = [6,−3,−1, 8] ∈ S˜(321)4 via ∆.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24−1−2−3−4−5−6−7 0
1 2 3 4 5 6 7 8 9 10 11 12 1314 15 16 17 18 19 20 21 22 23 24−1−2−3−4−5−6−7 0
Figure 4. The permutation [−6, 13,−4,−1, 0, 14, 19, 1] ∈ S˜(321)8 is the image
via ∆−1 of the diagram of Figure 1, left.
Remark 2.8. In [5], affine alternating diagrams are called alternating heaps, in agreement with
the general definition of heaps (see next section). However the alternating condition yields many
restrictions and forces these alternating heaps to be very specific. This is why the standard
techniques presented in the next section do not apply directly, and explains our decision to
distinguish them by a different name.
3. Heaps of pieces
We recall here the theory of heaps of pieces due to Viennot [21]. We will need in particular
the fundamental enumerative results from Sections 3.2 and 3.3 which will be used in Sections 4
and 5.
3.1. Definitions
Let P be a set of basic pieces with a symmetric and reflexive binary relation C, called the
concurrency relation. The pair (P, C) will be called model of heaps.
Definition 3.1. A heap is a triple (H,, ), where (H,) is a finite poset, and  : H → P is a
labeling map such that:
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(1) if x, y ∈ H and (x)C(y), then either x  y or y  x;
(2) the relation  is the transitive closure of the relations from (1).
The elements of H are called pieces. We denote by |H| the number of pieces in the heap
H. When x  y we will say that the piece y is above the piece x. We always consider heaps
up to isomorphism, where two heaps H1, H2 are isomorphic if there is a poset isomorphism
ρ : H1 → H2 that preserves the labels (i.e. such that 1 = 2 ◦ ρ). The set of all isomorphism
classes of heaps with pieces in P and concurrency relation C is denoted by H(P, C).
One can define a monoid with generators P and relations pp′ = p′p whenever p 6 C p′. This is
called a partially commutative monoid (or Cartier-Foata monoid, or even trace monoid). The
set H(P, C) is then in bijection with this monoid (see [11]).
Let H be a heap. A piece of H is said to be maximal (resp. minimal) if it has no piece above
(resp. below) it. We denote by Max(H) and Min(H) the set of maximal and minimal pieces of
H respectively. H is a pyramid if Max(H) has just one element. We denote by Π(P, C) the set
of pyramids in H(P, C). A trivial heap consists of pieces which are pairwise unrelated by C. We
denote by T (P, C) the set of trivial heaps.
In this paper we will deal with the case where P consists of segments of the form p = [a, b]
with a, b ∈ N, a ≤ b, and two pieces p, p′ of P satisfy [a, b]C[c, d] if [a, b] ∩ [c, d] 6= ∅. Some heaps
of this type are presented in Figure 5: the heap T is trivial, H1 is a pyramid. H2 is a heap of
monomers and dimers, which means that all its pieces are either points [a] or segments of the
form [a, a + 1]. For any segment p = [a, b], we define the length of p as `(p) := b − a; more
generally the length of a heap of segments is the sum of the lengths of its pieces.
H1 H2 H3 = H1 ∗H2T
Figure 5. A trivial heap, two heaps of segments, and their composition.
There is a well-known operation of composition of heaps, which corresponds to multiplication
in the associated partially commutative monoid. Given two heaps H1 and H2, the composition
H1 ∗H2 is the heap that results by “putting H2 on top of H1”, see Figure 5: formally, H1 ∗H2
has H1 unionsq H2 as underlying set, its labeling function  is defined as 1 over H1 and as 2 over
H2, and its poset structure is the transitive closure of the relations of H1 and H2 together with
h1  h2 whenever (h1)C(h2).
We finally point out that, as said in Remark 2.8, alternating (affine) diagrams defined in
Section 2 can be seen as heaps of dimers (transform points labeled si to dimers [i, i+1]) with some
specific restrictions encoding the alternating condition. However the enumeration techniques that
we describe in the rest of this section do not work directly on these diagrams, so we will need to
transform them beforehand.
3.2. Enumeration
The following fundamental result is due to Viennot [21] (see also [9, Theorem 2.1]), and is
usually called the Inversion Lemma. It allows to enumerate some families of heaps with respect
to any weight function on their pieces. Here a weight v is a function on P with values in a ring
of formal power series. The weight v(H) of a heap H is the product of the weights of all its
pieces. Formally,
v(H) =
∏
x∈H
v((x)). (4)
We always assume that the family of v(H) for H ∈ H(P, C) is summable.
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Lemma 3.2 (Inversion Lemma). Let (P, C) be a model of heaps and let M ⊆ P. Then the
generating function for heaps with all maximal pieces inM is given by
∑
H∈H(P,C)
Max(H)⊆M
v(H) =
∑
T∈T (P\M,C)
(−1)|T |v(T )
∑
T∈T (P,C)
(−1)|T |v(T )
. (5)
In particular ifM = P, so that we enumerate all heaps, the numerator above is simply 1.
The usefulness of this lemma is that trivial heaps form a simple family for which one can
obtain formulas. Let us recall Viennot’s proof, since we will use the same idea in Section 5 in
order to count another family of heaps.
Proof. In this proof, we note H = H(P, C) and T = T (P, C). Define φ : T × H → H by
φ(T,H) := T ∗H. In words, φ adds new minimal elements at the bottom of a heap. The idea
is to use φ for a double counting of T ×H. Given any family of heaps H′ ⊆ H, we have(∑
T∈T
(−1)|T |v(T )
)( ∑
H∈H′
v(H)
)
=
∑
H0∈φ(T ×H′)
v(H0)
 ∑
T∈T ,H∈H′:φ(T,H)=H0
(−1)|T |
 . (6)
Consider T,H as in the last inner sum. Clearly the pieces of T become minima in H0 via φ, and
H is obtained from H0 by removing these minima. We write H = H0 \T in this case. Therefore
the right-hand side of (6) can be rewritten as
∑
H0∈φ(T ×H′)
v(H0)
 ∑
T⊆Min(H0):H0\T∈H′
(−1)|T |
 . (7)
We now assumeH′ is the setHM of heaps whose maximal pieces belong toM. Comparing (5)
and (6), we have to prove that (7) is precisely the numerator in (5).
First we remark that H0 ∈ φ(T × HM) if, and only if {x ∈ Max(H0) : (x) /∈ M} ⊆
Min(H0). In this case, for a given T ⊆ Min(H0), we have H0 \ T ∈ HM if, and only if
{x ∈ Max(H0) : (x) /∈ M} ⊆ T . The inner sum in (7) vanishes by inclusion-exclusion, except
when {x ∈ Max(H0) : (x) /∈ M} = Min(H0), under which condition the sum is equal to
(−1)|Min(H0)|. This case is equivalent to H0 ∈ T (P \M, C), so that H0 = Min(H0) and (7) is
indeed the numerator in (5) as wanted.
We can use this result to enumerate the set of pyramids.
Corollary 3.3 (Enumeration of pyramids). Let (P, C) be a model of heaps. The generating
function of pyramids is given by
∑
H∈Π(P,C)
v(H) = −
∑
T∈T (P,C)
(−1)|T ||T |v(T )
∑
T∈T (P,C)
(−1)|T |v(T )
. (8)
Proof. Let Π = Π(P, C) and T = T (P, C). Π is the disjoint union over all M ∈ P of heaps such
that Max(H) = {M}, so we get
∑
H∈Π
v(H) =
∑
M∈P
 ∑
H: Max(H)⊆{M}
v(H)− 1
 ,
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in which the term −1 removes the empty heap corresponding to the case Max(H) = ∅ . By
Lemma 3.2, we get
∑
H: Max(H)⊆{M}
v(H)− 1 = −
∑
T∈T :M∈T
(−1)|T |v(T )∑
T∈T
(−1)|T |v(T )
.
Summing over all M , and exchanging the summations gives (8).
3.3. Heaps of cycles
Let G = (V,E, vG) be a directed graph with a weight function vG on E. The weight vG(γ) of
a path γ is the product of the weights of its arcs. A cycle of G is a path ending at its starting
point, up to a cyclic permutation. A path is self-avoiding if it does not visit the same vertex
twice. A (non-empty) self-avoiding cycle is called an elementary cycle. Two paths are disjoint if
their vertex sets are disjoint, otherwise they are said to intersect.
Now consider the following model of heaps H(G) attached to G: the basic pieces are the
elementary cycles in G, and two such cycles γ1 and γ2 are in concurrence if they intersect. The
weight (still denoted vG) of an elementary cycle is the product of the edges it contains.
Theorem 3.4 ([21]). Let u, v be two vertices in G. There is a weight-preserving bijection ψ
between
(i) the set of paths from u to v in G, and
(ii) the set of pairs (η,H), where η is a self-avoiding path from u to v, and H is a heap in
H(G) such that any maximal piece of H intersects η.
The bijection ξ 7→ (η,H) is obtained recursively on the length of the path as follows: if the
path ξ is a single vertex u(= v), then η is this trivial path and H is empty. Now assume that
the last arc of ξ is (v′, v) and let ξ′ be the path from u to v′ obtained by removing this arc. By
induction, the bijection associates to ξ′ a pair (η′, H ′). Let η0 be the concatenation of η′ and
(v′, v). If η0 is self-avoiding, define η = η0 and H = H ′. Otherwise, η0 decomposes uniquely into
a self-avoiding path from u to v, defined as η, and an elementary cycle γ intersecting η only in
v. Define then H = H ′ ∗ γ.
Example 3.5. Consider the graph G depicted in Figure 6, with all edge weights equal to 1.
There are four different cycles in G, precisely γ1 = (BFCG), γ2 = (BFA), γ3 = (BCG), and
γ4 = (CED). The image of the path ξ = ABFCGBFABCEDCE from A to E via the bijection
of Theorem 3.4 is (η,H), where η is the self-avoiding path ABCE, and the heap H is obtained
by the composition of γ1 with γ2, and γ4.
C
E
F
B
D
G
A
C
E
F
B
D
G
A
γ4
γ3
γ2γ1
1,
8
2, 6
3
4 5
7
9
10, 1
3
11
12
η
Hγ1
γ2 γ4
A
C
E
B
Figure 6. A directed graph G (left), a path in G, represented by the labeling
of its steps (center), and its image via ψ (right).
When u = v in Theorem 3.4, then η is necessarily the empty path u. This implies that H can
have only one maximal piece.
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Corollary 3.6. Let u be a vertex in G. Then there is a weight-preserving bijection between
paths from u to itself and pyramids whose maximal piece contains the vertex u.
We will apply this result in Section 4 to a graph in which the closed paths encode alternating
diagrams.
4. Heaps of monomers and dimers
In this section, we give our first bijective approach regarding the enumeration of affine alter-
nating diagrams. As will be shown, the case of finite alternating diagrams can be derived from
the analysis of the affine case, therefore we will focus on the latter.
The strategy is as follows: we will first translate bijectively affine alternating diagrams in
terms of a set O∗ of paths on a linear graph. As will be explained, this is a reformulation of
a result in [5]. We will then be able to use Viennot’s Theorem 3.4 (actually Corollary 3.6) to
translate the latter paths in terms of marked pyramids of monomers and dimers. By the Inversion
Lemma, our enumeration problem will finally boil down to finding the generating functions for
trivial heaps of monomers and dimers satisfying some specific conditions.
The counterpart for involutions will also be treated by this approach, as 321-avoiding affine
involutions correspond to an explicit subset of paths in O∗, see [4].
4.1. From affine alternating diagrams to marked pyramids
In [5], affine alternating diagrams are put into correspondence with a set O∗ of lattice walks.
We describe this set here in a different, though equivalent manner, keeping the same notation for
simplicity. Consider the infinite graphG depicted in Figure 7: vertices are labeled by nonnegative
integers and edges are either loops labeled L or R (except at vertex 0, where the only label for
a loop is L), or directed edges i→ i+ 1, i+ 1→ i for i ≥ 0.
Definition 4.1. We denote by O∗ the set of paths on G which have the same starting and
ending point. We also let O∗n be the set of paths of O∗ of length n. For ω = j0 → j1 → · · · →
jn = j0 ∈ O∗n, we define area(ω) =
∑n−1
i=0 ji.
Note that if we set area(e) = i for an edge starting at vertex i, then we have area(ω) =∑n−1
i=0 area(ji → ji+1). It is then natural to define the weight vG on edges by vG(e) = xqarea(e).
R R R R
LL L L L
0 1 2 3 4
Figure 7. Graph G encoding walks in O∗.
Now we associate any affine alternating diagram with a path in O∗. The correspondence
goes as follows (see Figure 8, left and middle, for an illustration of this bijection). For n ≥ 2,
pick an affine alternating diagram D ∈ D˜(n), and denote by Di the chain made of the elements
labeled si. Since for any i, the chain Di,i+1 is alternating, we have |Di| − |Di+1| ∈ {−1, 0, 1}. If
|Di| = |Di+1| > 0 the chain Di,i+1 can be of two types: either sisi+1 . . . sisi+1 (called type R),
or si+1si . . . si+1si (called type L).
We then define ϕ(D) as the path
|D0| → |D1| → |D2| → · · · → |Dn| = |D0|
on the graph G, where if |Di| = |Di+1| > 0, the loop |Di| → |Di+1| is the one with label the
type of the chain Di,i+1.
We let En be the subset of O∗n made of paths remaining at a fixed vertex i > 0, and consisting
of n loops with identical label L, or R. The following result is a reformulation of [5, Theorem 2.2]
and [4, Proposition 3.2].
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Theorem 4.2. For n ≥ 2, the map ϕ : D˜(n)→ O∗n\En is a bijection such that |D| = area(ϕ(D)).
Moreover,
(i) D is a finite alternating diagram if, and only if ϕ(D) starts at vertex 0;
(ii) D is self-dual if, and only if the only possible loops in the path ϕ(D) are at vertex 0.
We can now connect affine alternating diagrams with a particular family of heaps by using
Theorem 3.4 and Corollary 3.6 in Section 3.3.
Let H(Pmd, C) be the model of heaps where the basic pieces are monomers [i] with two
possible labels L and R, and dimers [i, i + 1], for nonnegative integers i. Let H(P∗md, C) be the
same model but where the monomer [0] occurs only with label L. Denote by Πmd and Π∗md
the sets of pyramids corresponding to these two models. Finally, let Π∗•md be the set of marked
pyramids in Π∗md, i.e. the set of pairs (H, i) where H is a pyramid with unique maximal segment
M , and i is the abscissa of one of the points of M .
Definition 4.3. To any heap H in H(Pmd, C) we associate a weight v(H) as in (4), by assigning
to monomers and dimers the respective weights
v([i]) = xqi, and v([i; i+ 1]) = x2q2i+1. (9)
More explicitly, in v(H), the variable x counts the number of monomers plus twice the number
of dimers (equivalently, `(H)+ |H|), while q counts the sum of the abscissas of all the extremities
of the segments of H.
We now come back to the graph G. Elementary cycles are either labeled loops (i → i) or
cycles (i → i + 1 → i) = (i + 1 → i → i + 1). By identifying (i → i) with the monomer [i] and
(i→ i+ 1→ i) with the dimer [i, i+ 1], the model of heaps H(G) is identified with H(P∗md, C).
Moreover, vG((i → i)) = xqi and vG((i → i + 1 → i)) = xqixqi+1 = x2q2i+1, therefore vG
coincides with the weight v defined by (9) via this identification. Recall the bijection ψ defined
in Section 3.3. Then Corollary 3.6 implies the following result.
Proposition 4.4. The map ψ is a bijection between O∗ and Π∗•md such that if pi = ψ(ω) and ω
has length n and area a, then v(pi) = xnqa.
An example is provided in Figure 8 , middle and right.
s1 s2 s11s0 s0
1, 11
2
3
4
56, 127
9
8
10
0 1 2 3
L
R
L
R
0 3
Figure 8. Bijection between affine alternating diagrams, paths on the graph
G, and marked pyramids of monomers and dimers. The weight is x12q17.
Remark 4.5. Note that in the same way, the more general set O of walks on the graph G′,
defined by adding a loop labeled R at vertex 0 to the graph G, is in bijection with Π•md, the set
of marked pyramids in Πmd without the additional condition on the monomers at abscissa 0.
Let Coln be the image ψ(En): it consists of heaps made of n monomers at the same positive
abscissa and all labeled L, or R. By combining the previous proposition with Theorem 4.2, we
get the main result of this section.
Theorem 4.6. Let n ≥ 2. The map Υ := ψ ◦ϕ is a bijection between D˜(n) and the set of
pyramids pi in Π∗•md \ Coln whose weight v(pi) has exponent n in x. If pi = Υ(D), then v(pi) =
xnq|D|. Moreover,
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(i) D is a finite alternating diagram if, and only if the maximal piece of pi is marked at
vertex 0; in particular, this piece must be of the form [0] or [0, 1].
(ii) D is self-dual if, and only if in pi, the monomers may occur only at abscissa 0.
4.2. Generating functions for 321-avoiding (affine) permutations
In this subsection we provide bijective proofs for the generating functions of 321-avoiding
(affine) permutations and involutions given in Theorems 2.3 and 2.4. The method relies on the
previous bijections, (some refinement of) the Inversion Lemma, and the computation of signed
generating series
∑
T∈T (−1)|T |v(T ) for specific sets T of trivial heaps. More precisely, we will
express our enumerative results in terms of the following series:
h(x) :=
∑
n≥0
(−x)nq(n2)(xqn; q)∞
(q; q)n
, (10)
and
j(x) :=
∑
n≥0
(−x)nq(n2)(xqn+1; q)∞
(q; q)n
, (11)
where for n ≥ 0, we recall the q-Pochhammer symbol (x; q)n = (1 − x)(1 − xq) · · · (1 − xqn−1),
whose definition is extended to the limit case n = ∞ as an infinite product. By using the
expressions (10) and (11) we first note that
j(x) = h(x) + xh(xq). (12)
The next result is a crucial tool towards our enumeration purposes. We postpone its combina-
torial proof to the next subsection.
Theorem 4.7. The signed generating series of the set Tmd of trivial heaps of monomers (labeled
L or R) and dimers, is equal to h(x).
We actually need the signed generating function for the set of trivial heaps with pieces in
P∗md. Starting from a trivial heap in Tmd, decompose it according to whether it contains a
monomer labeled R at abscissa 0 or not. If there is such a monomer, then by Theorem 4.7
the corresponding signed generating series is −xh(xq). Therefore h(x) + xh(xq) is the signed
generating series of the set T ∗md, and (12) has the following consequence.
Corollary 4.8. The signed generating function of the set T ∗md of trivial heaps of monomers
(labeled L or R, except at abscissa 0 where the only label is L) and dimers, is equal to j(x).
We are now ready to derive combinatorially Theorem 2.3.
Proof of Theorem 2.3. Let us define Π∗•md(x; q) :=
∑
pi∈Π∗•md v(pi), where v(pi) is the weight of
Definition 4.3. By Theorems 2.7 and 4.6, we have
S˜(x, q) = Π∗•md(x; q)− 2
∑
n≥1
xnqn
1− qn , (13)
since the second term on the right-hand side enumerates heaps in the sets Coln, for n ≥ 1. We
therefore need to compute the generating function of the set Π∗•md of pyramids in Π
∗
md which are
marked on their maximal segment. This is a consequence of the Inversion Lemma 3.2: indeed,
one only needs to refine the proof of Corollary 3.3 by taking into account the mark on one point
of the maximal piece M . This gives
Π∗•md(x; q) =
∑
M∈P∗md
(`(M) + 1)
 ∑
H: Max(H)⊆{M}
v(H)− 1
 ,
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where `(M) is the length of the pieceM . By applying Lemma 3.2 and exchanging the summations
we get
∑
pi∈Π∗•md
v(pi) = −
∑
T∈T ∗md
(−1)|T |(`(T ) + |T |)v(T )
∑
T∈T ∗md
(−1)|T |v(T )
,
where `(T ) is the length of T . By Corollary 4.8, the denominator above is j(x) defined in (11),
and therefore we get
Π∗•md(x; q) = −x
j′(x)
j(x)
,
where the derivative is taken with respect to x. Next, by using the definitions (2) and (11) of J
and j, we have J(x) = j(x)/(xq; q)∞, from which we deduce
Π∗•md(x; q) = −x
J ′(x)
J(x)
− x
∑
i≥1
−qi
1− xqi = −x
J ′(x)
J(x)
+
∑
n≥1
xnqn
1− qn .
Returning to (13), this gives the second result of Theorem 2.3.
We now consider 321-avoiding permutations, which are by Theorem 4.6 (i) in bijection with
elements of Π∗•md whose maximal piece has the form [0] or [0, 1] and is marked at vertex 0. This
implies that the mark gives no information and can therefore be forgotten. By the Inversion
Lemma 3.2, one gets:
xS(x, q) =
h0(x)
j(x)
− 1, (14)
where h0(x) is the signed generating function of trivial heaps in Tmd that have no monomer or
dimer at abscissa 0. Since such heaps are obtained by translating one step to the right any trivial
heap in Tmd, we have h0(x) = h(xq), as h is by Theorem 4.7 the signed generating function of
trivial heaps in Tmd. Combining this and (14), we get by the definitions (10) and (11):
S(x, q) =
h(xq)− j(x)
xj(x)
=
j(xq)
j(x)
.
This proves the first result of Theorem 2.3 by using the above relation between J and j.
In the same spirit, we prove combinatorially the counterpart for involutions.
Proof of Theorem 2.4. Thanks to Theorem 4.6 (ii), the marked pyramids that we have to enu-
merate may have monomers only at abscissa 0, with label L. Note that this automatically rules
out pyramids consisting of monomers lying at positive abscissa. Using the same argument as in
the previous proof, we obtain
S˜(x, q) = −x j
′(x)
j(x)
,
where j(x) is the signed generating series for the set TL of trivial heaps of dimers and eventual
monomers labeled L lying at abscissa 0. First note that the signed generating series for the set
of trivial dimers is given by
h(x) :=
∑
n≥0
(−1)nx2nq(2n2 )
(q2; q2)n
. (15)
Indeed, each such trivial heap with n dimers corresponds to an integer partition λ having n odd
parts such that the difference between two consecutive parts is greater or equal to 4: to each
dimer [i, i+ 1], it suffices to associate the part 2i+ 1 of λ. It is then classical to prove that the
generating function
∑
λ(−x2)`(λ)q|λ|, where `(λ) is the number of parts, is equal to (15).
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Next, by discussing whether there is a monomer at abscissa 0 or not, the signed generating
series of the set TL can be computed in a direct way as
j(x) =
∑
n≥0
(−1)nx2nq(2n2 )
(q2; q2)n
− x
∑
n≥0
(−1)n(xq)2nq(2n2 )
(q2; q2)n
= J (x),
where J (x) is defined in (3). This gives the second result of Theorem 2.4.
Finally, when we restrict our study to 321-avoiding involutions, Theorem 4.6 yields a bijection
with pyramids whose pieces are in Pmd, with unique maximal piece [0] or [0, 1], and having
eventual monomers only at abscissa 0, labeled L. As for (14), the generating function now reads
xS(x, q) = h0(x)J (x) − 1,
where h0(x) is the signed generating function of trivial heaps of dimers at positive abscissa. As
we have
J (x)− h0(x) = −xJ (−xq),
this yields the first expression of Theorem 2.4.
Remark 4.9. One can also obtain closed form expressions for the generating series of the sets
of walks O and O∗, denoted respectively O(x) and O∗(x) in [5], using this approach. With the
above notation,
O(x) = −xh
′(x)
h(x)
and O∗(x) = −xj
′(x)
j(x)
,
where the series h and j are defined in (10) and (11), respectively. Similar expressions relate
the generating series of walks, defined in [4] and corresponding to involutions, to the series J
above and its companion h: if we denote by O¯ ( resp. O¯∗) the generating function for walks in
O∗ having no loop i→ i ( resp. only at vertex 0), then we have
O¯(x) = −xh
′(x)
h(x)
and O¯∗(x) = −xJ
′(x)
J (x) ,
where h(x) is defined in (15).
4.3. Enumeration of trivial heaps of monomers and dimers
We now give a combinatorial proof of Theorem 4.7. Our first step is to simplify the set Tmd
that we have to enumerate. Consider the trivial heaps T in Tmd that contain a dimer [i, i + 1]
for a certain i ≥ 0, or contain two monomers labeled L and R at positions i and i+1 (or contain
both configurations). On the set of such heaps, define the function T 7→ I(T ) by first considering
i minimal such that one of the two cases occurs, and then by exchanging the dimer case with the
consecutive monomer case, see an example below. This is clearly an involution, which preserves
weights since x2q2i+1 = (xqi)(xqi+1), and switches the sign since the total number of pieces
changes by ±1.
L R L L L L R R L L
I
We thus have to enumerate trivial heaps of monomers labeled L or R, where no monomer
labeled L in position i can be followed by a monomer labeled R in position i + 1. These heaps
can be naturally considered as infinite words w = w0w1w2 · · · on the alphabet {0, L,R} with a
finite number of nonzero letters and which avoid the (contiguous) factor LR. Let us call this set
of words W, and for any word w ∈ W, denote by |w|L (resp. |w|R) the number of occurrences
of L (resp. R) in w. Our task is now to show that h(x) is the generating function of W with
sign (−1)k and weight xkql, where k is the total number of nonzero letters and l is the sum of
their indices in the word. Summarizing, we need to show
h(x) =
∑
w∈W
(−x)|w|L+|w|Rq
∑
wi∈{L,R} i. (16)
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Consider the application Pr : w → (piR(w), piL(w)) where piR(w) (resp. piL(w)) is obtained
from w by removing all occurrences of L (resp. occurrences of R) in w.
Lemma 4.10. Pr is a bijection from W to the set of pairs (wR, wL) of words where wR ( resp.
wL) is a word on {0, R} ( resp. {0, L}) with a finite number of nonzero letters.
Moreover for any word w in W,∑
wi∈{L,R}
i =
∑
piL(w)i=L
i+
∑
piR(w)i=R
i+ |w|R|w|L. (17)
Proof. The inverse bijection goes as follows: given (wR, wL), consider the occurrences r0 :=
−1 < r1 < r2 < · · · of the zeros in wR and l0 := −1 < l1 < l2 < · · · of the zeros in wL. Then
the word w is obtained by having the factor Rri−ri−1−1Lli−li−1−1 between the i − 1th and ith
occurrence of 0.
Now introduce the notation |u|ab = |{i < j | ui = a, uj = b}| for any word u = u0u1u2 · · · on
an alphabet A and any letters a, b ∈ A. Then one has∑
wi∈{L,R}
i =
∑
wi=L
i+
∑
wi=R
i
= |w|0L + |w|LL + |w|RL + |w|0R + |w|RR + |w|LR
= (|w|0L + |w|LL) + (|w|0R + |w|RR) + (|w|RL + |w|LR)
=
∑
piL(w)i=L
i+
∑
piR(w)i=R
i+ |w|R|w|L,
which is precisely (17).
w = ROLOLLORRLORROO · · ·
wL = OLOLLOLOO · · ·
µL = (6, 4, 3, 1) µR = (8, 7, 5, 4, 0)
wR = ROOORRORROO · · ·
pi
Rpi L
Figure 9. Bijection between W and pairs of partitions with distinct parts.
We can now finish the proof of Theorem 4.7. Given wR and wL, encode them by two integer
partitions µR and µL with distinct parts in {0, 1, 2, . . . }, by recording the positions of the letters
R and L. See Figure 9 for an example. Let D be this set of partitions. For µ ∈ D we consider the
weight f(µ) = (−x)`(µ)q|µ|, where `(µ) is the number of parts of µ and |µ| is the sum of its parts.
The bijection w → (µR, µL) is then weight-preserving if we give the weight f(µR)f(µL)q`(µR)`(µL)
to (µR, µL), thanks to (17) above.
To conclude the proof of (16), we must finally show that∑
λ,µ∈D
(−x)`(λ)+`(µ)q|λ|+|µ|+`(λ)`(µ) (18)
is equal to h(x). For any partition λ ∈ D of length n, writing λ˜ := (λ1 − (n − 1), . . . , λn−1 −
1, λn − 0), then λ˜ is a partition with at most n parts, such that |λ| = |λ˜|+
(
n
2
)
. Therefore (18)
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is equal to ∑
n≥0
(−x)nq(n2)
(q; q)n
∑
µ∈D
(−xqn)`(µ)q|µ| =
∑
n≥0
(−x)nq(n2)
(q; q)n
(xqn; q)∞,
which is the definition (10) of h(x).
5. Periodic parallelogram polyominoes and heaps of segments
We introduce periodic parallelogram polyominoes, which are a natural extension of classical
parallelogram polyominoes. We enumerate them using heaps of segments, extending the ap-
proach from [9] which was applied to the case of the usual parallelogram polyominoes. We then
relate this setting to the q-enumeration of 321-avoiding affine permutations, giving a second
bijective proof of Theorem 2.3.
In all this section, let H := H(P, C) be the set of heaps of segments introduced in Section 3.1:
P is the set of segments [a, b] with a, b integers and 1 ≤ a ≤ b, and two segments are concurrent
if they intersect.
5.1. Heaps of segments and alternating sequences
5.1.1. Sequences.
Definition 5.1. For n ≥ 0, let Sn be the set of sequences (ai, bi)1≤i≤n of pairs of integers
satisfying 1 ≤ ai ≤ bi for all i and ai ≤ bi−1 for i > 1, i.e.
a1 ≤ b1 ≥ a2 ≤ b2 ≥ · · · ≤ bn−1 ≥ an ≤ bn. (19)
Define S := ∪n≥0Sn, and consider s = (ai, bi)1≤i≤n ∈ S. Following [9, Section III], we
associate with s a heap f(s) ∈ H as
f(s) := [an, bn] ∗ · · · ∗ [a1, b1],
where we recall from Section 3.1 that ∗ denotes the composition of heaps. In words, f(s) is
obtained by stacking the segments [an, bn], [an−1, bn−1], . . . , finishing by [a1, b1]. For instance
the heap below is the image of the sequence (ai, bi)1≤i≤5 = (2, 5), (5, 7), (3, 7), (1, 2), (1, 1).
1 2 3 4 5 6 7
2 5
1 2 5 7
3 71
Lemma 5.2. Let s = (ai, bi)1≤i≤n ∈ Sn. Then [an, bn] is the leftmost minimal segment in f(s),
and [a1, b1] is the rightmost maximal segment.
Proof. The result for [an, bn] is shown in [9, Lemme 3.3(i)] in the special case where a1 = 1, but
the proof applies verbatim.
To prove the property for [a1, b1], one can argue by symmetry as follows: let a = mini ai and
b = maxi bi. Consider the sequence s′ = (a′i, b′i)i with a′i = a+ b− bn−i+1 and b′i = a+ b−an−i+1
for 1 ≤ i ≤ n. This sequence belongs to Sn, and s 7→ s′ is clearly an involution. By definition of
f , the heap H ′ := f(s′) is obtained from H := f(s) by performing a half-turn. In particular the
rightmost maximal segment of H corresponds to the leftmost minimal segment of H ′. But we
know that the latter is [a′n, b′n] = [a+ b− b1, a+ b− a1], which corresponds to [a1, b1] in H.
This shows that f is injective: indeed the inverse image of any heap of segments is uniquely
determined by successively removing the leftmost minimal segments in a heap of H and naming
the first one [an, bn], the second one [an−1, bn−1], and so on until [a1, b1]. Now for any heap H
the sequence thus constructed will belong to S because taking the leftmost minima at all steps
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ensures the inequalities ai ≤ bi−1 for i > 1. This shows that f is surjective and we get the
following result.
Proposition 5.3. f is a bijection between S and H.
5.1.2. Parallelogram Polyominoes. A parallelogram polyomino (PP) is a subset of R2, defined
up to translation, by the region enclosed between two finite paths in Z2, using East and North
steps with common endpoints but which do not otherwise intersect [9]. We can view such a
polyomino as its sequence of columns C1, . . . , Cn going from left to right, where Ci+1 has its
bottom (resp. top) cell, not lower than the bottom (resp. top) cell of Ci. An example is given
in the left of Figure 10 (ignore the dotted lines).
For i = 1, . . . , n, let bi be the number of cells of Ci, and ai be the number of common rows
between Ci−1 and Ci, where by convention a1 = 1. As noticed in [9], this encoding is a bijection
from parallelogram polyominoes with n columns to the subset of Sn with a1 = 1. By the
results of the previous subsection, f thus induces a bijection between parallelogram polyominoes
and semi-pyramids: these are pyramids in H whose maximal piece has the form [1, b]. This is
precisely [9, Proposition 3.4(i)].
We need to slightly extend this correspondence. Define a pointed PP as a pair (P, c) where
P is a PP and c is a positive integer less than or equal to b1, the height of the first column of P .
By taking a1 = c, it is then clear that pointed PPs are in bijection with S. We can now define
our main objects of study of the present section.
Definition 5.4. A periodic parallelogram polyomino (PPP) is a pointed PP (P, c) in which c is
at most the height of Cn.
Let S˜ be the set of (ai, bi)1≤i≤n ∈ S such that a1 ≤ bn. We immediately have the following
result.
Proposition 5.5. The set of PPPs is in bijection with S˜.
An example of a PPP is represented in Figure 10, together with its induced image under f .
The dashed columns in the picture highlight the periodic structure: the mark c tells us how to
“glue” the extreme columns of P .
C1 C2
C3
C4 C5
C1 C2
C4 C5
c = 5 { 1 2 3 4 5 6 7
2 4
1 2 5 7
2 6 7
Figure 10. A periodic parallelogram polyomino (P, 5) of width n = 5 and its
image f(P ), with (ai, bi)1≤i≤5 = (5, 7), (7, 7), (2, 4), (1, 2), (2, 6).
Definition 5.6. Let H˜ ⊂ H be the set of heaps H such that either H is the empty heap, or
a ≤ b′ where [a, b] is the rightmost maximal segment of H and [a′, b′] is its leftmost minimal
segment. Equivalently, H ∈ H˜ if there is no minimal segment of H which occurs completely to
the left of a maximal segment.
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From the preceding discussion we immediately derive the following result.
Proposition 5.7. The bijection f restricts to a bijection between S˜ and H˜, and thus induces a
bijection between PPPs and H˜.
We have arrived at a description of PPPs in terms of heaps, which will be the base for our
enumeration in the next subsection.
5.2. Enumeration of PPPs
5.2.1. Weights. We follow three natural statistics on PPPs. Let (P, c) be such a polyomino,
and s = (ai, bi)1≤i≤n ∈ S˜ its associated sequence. Its width is the number n of columns of P ,
while its area is the number of cells in P , which can be computed as
∑
i bi. Its height is the height
of P as a parallelogram polyomino minus a1(= c), so that the height is given by
∑
i(bi − ai).
The PPP of Figure 10 has width 5, height 9 and area 26. Our goal is to count PPPs according
to the weight w(P, c) = xheightywidthqarea.
Given a basic segment s = [a, b], let its weight be defined as v(s) = xb−ayqb. For a heap
H ∈ H, the induced weight v(H) = ∏s∈H v(s) is then given by
v(H) = x`(H)y|H|qe(H), (20)
where `(H) is the sum of the lengths of all segments, |H| is the number of segments in H and
e(H) is the sum of the values of all right endpoints of segments.
We have finally that if H is the heap corresponding to (P, c) by Proposition 5.7, then the
weights match: v(H) = w(P, c). We have thus transformed the problem of enumerating PPPs
to the problem of enumerating heaps in H˜: let PPP (x, y, q) and PP (x, y, q) be the generating
functions of PPPs and PPs respectively with respect to the weight w. Then we have
PPP (x, y, q) =
∑
H∈H˜
v(H) and PP (x, y, q) =
∑
H∈H1
v(H), (21)
where H1 is the set of semi-pyramids defined above.
5.2.2. Results. Denote by T ⊂ H the set of trivial heaps and by T>1 its subset of heaps
containing no segment of the form [1, b]. Introduce their signed generating functions
N(x, y, q) :=
∑
T∈T
(−1)|T |v(T ) and Nˆ(x, y, q) :=
∑
T∈T>1
(−1)|T |v(T ).
The encoding of polyomino parallelograms as semi-pyramids, and the use of the Inversion
Lemma 3.2 imply:
PP (x, y, q) = −xNˆ(x, y, q)
N(x, y, q)
. (22)
Numerator and denomimator were computed bijectively in [9, Proposition 4.1]:
Nˆ(x, y, q) =
∑
n≥1
(−y)nq(n+12 )
(q; q)n−1(xq; q)n
and N(x, y, q) =
∑
n≥0
(−y)nq(n+12 )
(q; q)n(xq; q)n
. (23)
We have for PPPs a result similar to (22).
Theorem 5.8. The generating function PPP (x, y, q) for periodic parallelogram polyominoes is
given by
PPP (x, y, q) = −y ∂yN(x, y, q)
N(x, y, q)
.
We prove this result in the rest of this section, before giving a bijective proof of Theorem 2.3
in Section 5.3.
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5.2.3. Counting heaps in H˜. The proof of Theorem 5.8 relies on the Inversion Lemma, together
with some technical combinatorial results.
Consider any nontrivial heap F ∈ H \ T . We need to define certain special pieces of F to
answer the following question in Lemma 5.9: what are the possible subsets of minima that can
be removed from F to obtain a heap in H˜ ? The reader is advised to take a look at Figure 11
for an illustration of the definitions.
Define SF =: [aF , bF ] to be the rightmost segment in Max(F ) \Min(F ), and YF as the set of
segments [a, b] ∈ Max(F ) which satisfy a > bF . By definition of SF , note that YF ⊂ Min(F ).
Let XF be the set of segments [a, b] ∈ Min(F ) satisfying b < aF . We then define U1(F ) :=
XF unionsq YF ⊆ Min(F ).
Let F ′ = F \Min(F ). Suppose that F ′ /∈ H˜ and that there exists S0 ∈ Min(F ) such that
S0 ∗ F ′ ∈ H˜: in this case F is said to be of type 0. Otherwise, it is said to be of type 1. Note
that S0 is unique if it exists, since its endpoints [a0, b0] necessarily satisfy a0 < aF ≤ b0 and at
most one minimal element can satisfy these inequalities. If F is of type 0 (resp. of type 1) we
define U2(F ) := Min(F ) \ {S0} (resp. U2(F ) := Min(F )).
aF bF
SF
XF YF
S0
Figure 11. Special pieces of a heap needed in Lemma 5.9.
We wish to apply the general principle of the Inversion Lemma 3.2 in order to enumerate
H˜. Given any T ∈ T and E ∈ H we defined φ(T,E) = T ∗ E, (see Section 3.2). We need to
determine the image of φ when it is restricted to T × H˜, and the antecedents of any element in
this image.
Lemma 5.9. A heap F belongs to φ(T × H˜) if, and only if one of the following occurs:
(1) F ∈ T . In this case if U ⊆ Min(F ), then F \ U ∈ H˜ iff |F \ U | = 1.
(2) F 6∈ T and F \ U1(F ) ∈ H˜. In this case if U ⊆ Min(F ), then F \ U ∈ H˜ iff U1(F ) ⊆
U ⊆ U2(F ).
Proof. Assume F = T ∗ E where E ∈ H˜.
If F is trivial, then a fortiori E is trivial. Since E is in H˜ by hypothesis, the only possibility
is that E is reduced to a single segment, from which case (1) follows.
Now assume F is non trivial. We first need to determine which pieces of Min(F ) necessarily
come from T . First, no piece in YF can come from E: otherwise the rightmost maximum of E
is in YF , but then any non-minimal piece of F contradicts the fact that E is in H˜. We infer
immediately that SF is the rightmost maximum of E. By the definition of H˜, this implies that
the minimal segments in XF cannot come from E either. We have proved that, if we let U be
the image of T in F , U1(F ) ⊆ U .
In other words, E is obtained from F by removing a certain subset U of Min(F ) which contains
U1(F ). Note first that F \ U1(F ) ∈ H˜. Then E ∈ H˜ means that no minimum element of F \ U
occurs strictly left of SF . Such a bad minimum could occur if, and only if F has type 0 and the
segment S0 is removed. This shows that one cannot have S0 ∈ U , which concludes the proof.
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We now follow the steps of proof of the Inversion Lemma 3.2:
N(x, y, q)PPP (x, y, q) =
(∑
T∈T
(−1)|T |v(T )
)∑
E∈H˜
v(E)

=
∑
F∈φ(T ×H˜)
v(F )
 ∑
U⊆min(F ),F\U∈H˜
(−1)|U |

=
∑
F∈T
|F |(−1)|F |−1v(F ) +
∑
F /∈T ,F\U1(F )∈H˜
v(F )
 ∑
U1(F )⊆U⊆U2(F )
(−1)|U |
 ,
where we used Lemma 5.9 in the last equality. The first term of the last expression is by
inspection equal to −y∂yN(x, y, q), so the proof of Theorem 5.8 will follow if one can prove that
the second sum is equal to zero. Notice that if F satisfies U1(F ) 6= U2(F ) in this sum, then the
inner sum is zero, so we can discard these heaps. We are thus led to consider the following set
of heaps.
Definition 5.10. LetW be the set of nontrivial heaps such that U1(F ) = U2(F ) and F \U1(F ) ∈
H˜.
The preceding discussion shows that Theorem 5.8 is a direct consequence of the following
formula: ∑
F∈W
v(F )(−1)|U1(F )| = 0. (24)
5.2.4. Proof of Equation (24). Let W0 and W1 denote the heaps of W of type 0 and 1
respectively. Notice that U1(F ) = Min(F ) \ {S0(F )} if F ∈ W0, while U1(F ) = Min(F ) if
F ∈ W1.
We have the following technical lemma.
Lemma 5.11. Let F ∈ W, and F ′ := F \Min(F ).
If F ∈ W0, then all the minima of F ′ are concurrent with S0(F ). We denote by S′0(F ) the
leftmost such minimum.
If F ∈ W1, then F ′ has a unique minimum denoted by S′1(F ) =: [a′1, b′1]. If S1(F ) := [a1, b1]
is the rightmost minimum in XF , then a′1 ≤ b1 and a1 ≤ b′1.
Proof. Suppose F ∈ W0, so that Min(F ) = XF unionsq YF unionsq {S0(F )}. If a minimum of F ′ was left
of S0(F ) then this would contradict {S0(F )} ∗ F ′ ∈ H˜; if a minimum of F ′ was on the right of
S0(F ) then it would be concurrent with YF which contradicts the definition of YF .
Suppose F ∈ W1, so that Min(F ) = XF unionsq YF . Let [a′1, b′1] be an element of Min(F ′). With
the same reasoning as above, one shows that a′1 ≤ b1, and aF ≤ b′1 and the uniqueness of S′1(F )
follows. Since a1 ≤ aF , the wanted equalities are also proven.
We can now define two functions ψ0 and ψ1 on W. These are constructed by selecting two
special segments in a heap and then exchanging their right endpoints, see Figure 12 for an
illustration.
Suppose F is in W0, and let S0(F ) = [a0, b0] and S′0(F ) = [a′0, b′0] ∈ min(F ′) be as in
Lemma 5.11. Loosely speaking, ψ0(F ) is obtained by replacing these two pieces in F by [a0, b′0]
and [a′0, b0] respectively. Precisely, let A = Min(F ) \ [a0, b0] and B = F ′ \ [a′0, b′0]. Then one has
the decomposition F = A ∗ [a0, b0] ∗ [a′0, b′0] ∗B and we set
ψ0(F ) := A ∗ [a0, b′0] ∗ [a′0, b0] ∗B.
Suppose F is inW1, and let S1(F ) = [a1, b1] and S′1(F ) = [a′1, b′1] ∈ min(F ′) as in Lemma 5.11.
Loosely speaking, ψ1(F ) is obtained by replacing these two pieces in F by [a1, b′1] and [a′1, b1]
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ψ0ψ1
S0
S′0
S′1
S1
aF
aF
aF
aF
S0
S′0
S1
S′1
ψ0ψ1
Figure 12. Examples of the functions ψi: a simple case (left) and a more
substantial one (right).
respectively. Precisely, let A = Min(F ) \ [a1, b1] and B = F ′ \ [a′1, b′1]. Then one has the
decomposition F = A ∗ [a1, b1] ∗ [a′1, b′1] ∗B and we set
ψ1(F ) := A ∗ [a1, b′1] ∗ [a′1, b1] ∗B.
Lemma 5.12. The function ψ0 is a bijection from W0 to W1 whose inverse is ψ1.
Proof. Let F be in W0, and write S0(F ) = [a0, b0] and S′0(F ) = [a′0, b′0]. Then the minima of
ψ0(F ) are the same as those of F except that [a0, b′0] replaces [a0, b0]. From this it follows that
ψ0(F ) belongs to W, and that it is of type 1 with S1(ψ0(F )) = [a0, b′0] and S′1(ψ0(F )) = [a′0, b0].
Now given F in W1, write S1(F ) = [a1, b1] and S′1(F ) = [a′1, b′1]. Then a similar reasoning
shows that ψ0(F ) is in W0 and satisfies S0(ψ0(F )) = [a1, b′1] and S′0(ψ0(F )) = [a′1, b1].
It is then immediate that ψ1 and ψ0 are inverse to one another, given their definitions.
The bijections ψi satisfy v(F ) = v(ψi(F )) for F ∈ Wi: indeed they preserve the number
of pieces, total length of the segments and sum of the right endpoints. Moreover, one has
|Min(F )| = |Min(ψi(F ))| and so (−1)|U1(F )| = −(−1)|U1(ψi(F ))|. Therefore∑
F∈W0
v(F )(−1)|U1(F )| = −
∑
F∈W1
v(F )(−1)|U1(F )|,
and this proves (24). 2
5.3. PPPs and 321-avoiding affine permutations
It is now time to link PPPs and 321-avoiding affine permutations, and see how one can essen-
tially use Theorem 5.8 –or more precisely a variant given in Lemma 5.15– to prove Theorem 2.3.
For completeness, we will also give the proof of the known finite case at the end.
Let (P, c) be a PPP associated with the sequence (ai, bi)1≤i≤m in S˜ so that m is the width of
P .
Definition 5.13. A marked PPP is a triple (P, c, j), where (P, c) is a PPP and j ∈ N satisfies
a1 ≤ j ≤ b1.
In this definition the mark j must be considered graphically as a position on the first column
of P . In Figure 13, the chosen position j is denoted by an arrow, and the other possible choices
by black squares, naturally indexed by a1, a1 + 1, . . . , b1 from bottom to top.
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We define a weak PPP, as a PPP where we allow columns of height zero, and adjacent columns
may be incident in a corner, see Figure 13, center. These are bijectively encoded by sequences
(ai, bi)1≤i≤m in S˜ where we allow the parts ai and bi to be zero.
s0 s1 s2 s10 s11 s0
j = 3
a1 = 2
b1 = 4
j
s 0
Figure 13. From a marked PPP to an affine alternating diagram.
In what follows, we associate to any marked PPP an affine alternating diagram. The con-
struction we give is an extension of Viennot’s original insight for PPs, see Remark 5.16.
Given a marked PPP (P, c, j), remove the bottom cell of each column of P to obtain a weak
PPP. Rotate it by 45 degrees clockwise. Replacing the cells by points, we get a set of points
occurring on n := m +
∑
i(bi − ai) vertical lines, repeated periodically. This parameter n is
usually called the half-perimeter of P . Now, we label by s0 the points occurring on the vertical
line indicated by j, by s1 the ones on its right, and so on. Since points on adjacent vertical lines
alternate from bottom to top, the resulting picture resembles an element of D˜(n).
To check that we indeed have an element in D˜(n) we must ensure that the resulting object
actually represents a poset. For this, say that a PPP (P, c) is rectangular if ai = bi = M for
all i where M is a constant (recall that c = a1); equivalently, P is a rectangular polyomino
and c = b1. By the construction above, one can check that these rectangular PPPs become the
excluded alternating diagrams of Proposition 2.6(3) showed in Figure 2, right. It is easy to see
that in all other cases this construction produces a genuine affine alternating diagram.
Proposition 5.14. Let n ≥ 1. The preceding construction is a bijection between non-rectangular,
marked PPPs of half-perimeter n and affine alternating diagrams of size n.
Proof. We describe graphically the inverse construction, which we illustrate in Figure 14. Let
D be an affine alternating diagram in D˜(n). Replace all its points by cells, see Figure 14, left,
and rotate this picture 45 degrees counterclockwise. If all labels occur in D, this gives a PPP1
up to the choice of the first column (see below). Otherwise, we get a collection of PPs. In this
case, if there are k missing labels between two points in D, join the corresponding PPs by k− 1
empty columns, see Figure 14, center, for an illustration.
We get a weak PPP up to the fact that we must choose its first column. For this, note that a
marking j on the north-west boundary is determined by recording the diagonal corresponding to
s0. The first column is then chosen to be the one to the right of the marking. To get a marked
PPP, we simply add a cell at the bottom of each column, see Figure 14, right, and we record the
marking j.
We skip the verification that we indeed described the desired inverse, since it is essentially
similar to Viennot’s construction, see Remark 5.16.
1Notice that because D is not of the form described in Proposition 2.6(2) (and showed in Figure 2, left), the
rotation will not result in infinite columns.
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Figure 14. From an affine alternating diagram to a marked PPP.
We know that PPPs are in bijection with heaps in H˜, see Proposition 5.7. This induces a
bijection between marked PPPs and H˜∗, the set of heaps in H˜ with a distinguished point on
their rightmost maximal segment. Taking weights into account, Theorem 2.7, (21) left, and
Proposition 5.14 imply
S˜(x, q) =
∑
H∈H˜∗
x`(H)+|H|qe(H)−|H| −
∑
n≥1
xnqn
1− qn . (25)
The subtracted term enumerates rectangular PPPs. To handle the first sum in this expression,
one needs to consider marked versions of Lemmas 5.9 and 5.12, as will be done in the next result.
Lemma 5.15. We have: ∑
H∈H˜∗
x`(H)y|H|qe(H) = −x∂xN(x, y, q)
N(x, y, q)
.
Proof. We examine the image φ(H,T ) where H ∈ H˜∗ and T ∈ T , as in Lemma 5.9, where the
marked segment in H naturally becomes a marked segment in F . Each step in the proof of the
latter is still valid by replacing H˜ by H˜∗, noting that when F is trivial, any of its segments can
be marked, and when it is not trivial the marked segment is [aF , bF ]. Therefore we get(∑
T∈T
(−1)|T |v(T )
) ∑
H∈H˜∗
v(H)
 = ∑
F∈T
`(F )(−1)|F |−1v(F )
+
∑
F,F\U1(F )∈H˜∗
v(F )
 ∑
U1(F )⊆U⊆U2(F )
(−1)|U |
 .
The first sum on the right-hand side is equal to −x∂xN(x, y, q). It remains to see that again
the second sum vanishes. This is still immediate when U1(F ) 6= U2(F ). Otherwise, applying
the bijections ψ0 and ψ1 of Lemma 5.12 and noting that the marked segment [aF , bF ] is never
involved in their constructions, we derive the result.
Summarizing, Lemma 5.15 and (25) together yield
S˜(x, q) = −x∂xN(x, x/q, q)
N(x, x/q, q)
−
∑
n≥1
xnqn
1− qn
= −xJ
′(x)
J(x)
−
∑
n≥1
xnqn
1− qn ,
which is the desired expression from Theorem 2.3.
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Remark 5.16. The case of PPs, due to Viennot (see [22]), corresponds to marked PPPs of the
special form (P, 1, 1). These are in bijection with diagrams having no point labeled s0, i.e. finite
diagrams, by restriction of the correspondence above. This gives the identity:
S(x, q) = PP (x, x/q, q). (26)
To prove the first claim of Theorem 2.3, namely S(x, q) = 11−xq
J(xq)
J(x) , where J is defined in (2),
it suffices to combine (22) and (26), since we have that N(x, x/q, q) = J(x) and Nˆ(x, x/q, q) =
−xJ(xq)/(1− xq) by comparing their expressions in (23) and (2).
6. Further questions
Other types. A natural question arises in view of Section 4, regarding FC elements in other
types. Indeed, in [3], the bivariate generating functions (1) were explicitly computed for FC
elements in all classical finite and affine types, while a complete description in terms of (alter-
nating) diagrams was given in [5]. Although the formulas are not as nice as in Theorem 2.3,
there are two interesting cases which can presumably be treated through the approach by heaps
of monomers and dimers: the alternating FC elements of finite type B and affine type C˜. For
instance, in type B, these alternating FC elements are called FC top elements of Bn in [20].
They are a subfamily of FC elements (the remaining type B FC elements are called left-peaks
in [5]), and their generating function is given in [3] by:
1
J(x)
∑
n≥0
xnq(
n+1
2 )
(xq; q)n
n∑
k=0
(−1)k
(q; q)k
, (27)
where J(x) is defined in (2). These FC elements are in correspondence with walks on the graph
of Figure 7 starting at any vertex and ending at vertex 0. In terms of heaps, Theorem 3.4 yields
a bijection with pyramids of monomers and dimers in the set H(P∗md, C) (see Section 4), except
that their unique maximal piece is an additional piece of the form [0; i], with weight xiq(
i+1
2 ),
for a nonnegative integer i. Thanks to the Inversion Lemma, the generating function of these
objects is given by
1
j(x)
∑
i≥0
xiq(
i+1
2 )h(xqi+1) =
1
(xq; q)∞J(x)
∑
i,j≥0
xiq(
i+1
2 )(−x)jq(j2) (xq
i+j+1; q)∞
(q; q)j
,
where h(x) and j(x) are defined in (10) and (11), respectively. By setting n = i + j and k = j
in the above double summation, we derive (27).
For affine type C˜, the walks we have to count are the ones starting and ending at any vertex
on the graph of Figure 7. Therefore it would be interesting to find the corresponding formula by
using heaps of monomers and dimers. Of course this approach should also give the generating
function of FC involutions in types B and C˜.
Pyramids and PPPs. Recall from Section 3 the set Π ⊂ H of pyramids. An application of
Corollary 3.3 in the context of Section 5 gives immediately∑
H∈Π
v(H) = −y ∂yN(x, y, q)
N(x, y, q)
which is also equal to
∑
H∈H˜ v(H) = PPP (x, y, q) by (21) left, and Theorem 5.8.
A weight-preserving bijection between the sets H˜ and Π still eludes us though; equivalently,
one would like a direct way of encoding PPPs as pyramids. This would simplify the proof of
their enumeration.
Involutions and PPPs. In Section 4, we gave a bijective proof of Theorem 2.3 which also
yielded Theorem 2.4, i.e., the case of involutions. The approach by PPPs in Section 5 does
specialize nicely in the same way. It is interesting to look for an encoding of 321-avoiding affine
321-AVOIDING AFFINE PERMUTATIONS AND THEIR MANY HEAPS 25
involutions (or, equivalently, of self-dual diagrams) in the same spirit as PPPs, which would give
an alternative proof of Theorem 2.4.
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