For every odd integer N we give explicit construction of a polynomial curve
Introduction
Let N be an odd integer. We look for a parametrized curve C(t) = (x(t), y(t)) of minimal lexicographic degree such that C has exactly N crossing points (see Fig. 1 ), corresponding to parameters (s i , t i ) such that
Here we look for curves with deg x = 3. As a consequence of Bézout theorem, we have deg y ≥ N + 1. We have translated this problem into a problem on real roots of certain real polynomials in one variable. In [4] we proved that if N > 3, there is (3, 19) in logarithmic scale in y no solution with deg y = N + 1. We have computed the first examples and we have shown that the minimal degrees are deg y = N + 1 + 2 N 4 for N = 3, 5, 7. The purpose of this paper is to give an explicit construction at any order of such curves with deg y = N + 1 + 2 N 4 . In Sect. 2, we first recall some properties of the Chebyshev polynomials. Our construction is based on certain relations in the space spanned by some of these polynomials.
The explicit construction is given in Sect. 3 . It involves some particular polynomial basis whose existence is proved in Sect. 5 .
We will show that the algebraic relation between cos 2θ and cos 6θ may be seen as a Stieltjes series, namely some algebraic hypergeometric function. We will recall some properties of these functions and their approximations by rational functions, the so-called Padé approximants.
In Sect. 4, we give explicit parametrizations of degrees (3, 3n + 1, 3n + 2) for the torus knots K 2,2n+1 (see [1, [4] [5] [6] ). They are symmetric with respect to the y-axis and of smaller degrees than those already known.
Some properties of the Chebyshev polynomials
Definition 1 (Monic Chebyshev polynomials) If t = 2 cos θ , let T n (t) = 2 cos(nθ) and V n (t) = sin((n + 1)θ ) sin θ .
T n and V n are both monic and have degree n. It is convenient for our problem to consider them as a basis of R[t].
We consider the polynomial curve C(t) = (x(t), y(t)) where
In [4, (Lemma A)] we have shown that if s = t are real numbers such that T 3 (s) = T 3 (t), then for any integer k we have
Let us first show the following:
-If R m has exactly N distinct roots −1 < u 1 < · · · < u N < 1 and no other in [−2, 2], then the affine curve parametrized by
has exactly N crossing points. -Let the real numbers α i be defined by u i = 2 cos α i . Then, the parameters of the crossing points are
They satisfy
Proof This result is proved in [5] . We give here a direct proof of this fact, following the referee's suggestion. The crossing points of the curve parametrized by (x(t), y(t)) are obtained for the real pairs (s, t) satisfying the system
Let the real pair (s, t), s < t, be such that
Since s and t are distinct real numbers, we have (s + t) 2 > 4st, and then (s + t) 2 < 4. Let us define the real numbers u and α ∈]0, π[ by s + t = 2 cos α = u. Since the distinct numbers 2 cos(α + π 3 ), 2 cos(α − π 3 ) satisfy the equation T 3 (x) = T 3 (u), they are the two roots of the second degree equation x 2 − ux + (u 2 − 3) = 0, that is s and t.
Since y(t) − y(s) t − s = R m (s + t) = 0, we see that the parameters of the crossing points are given by
If we now suppose that all the roots of R m contained in [−2, 2] are in fact contained in ]−1, 1[, we see that the numbers α i ± π 3 are contained in the interval ]0, π[. Consequently, the inequality s 1 < · · · < s N < t 1 < · · · < t N follows from the monotonicity of the cosine function on this interval.
We look for polynomials R m in R[t] having N roots that are linear combinations of the V k , where k ≡ 2 [mod 3]. We first describe these vector spaces as direct sums:
Proof -From sin(x + y) − sin(x − y) = 2 cos(x) sin(y) we deduce that for every integers n and p, we have
We thus deduce that
From T 6k = T k (T 6 ), we deduce by induction that
-From sin(x + y) + sin(x − y) = 2 cos(y) sin(x), we get
As V 0 = 1 and V −2 = −1, we thus deduce by induction thatẼ = 1 ⊕ T 3 · E. Definition 4 Let us define for k ≥ 0,
We have deg W n = 2n + 2 n 2 + 1 and E = vect (W k , k ≥ 0). We have degW n = 2n + 2 n+1
Theorem 5 There exists a unique sequence of odd polynomials (C n ) n ≥ 0 in E such that vect (W 0 , . . . , W n ) = vect (C 0 , . . . , C n ), C n = t 2n+1 F n , F n (0) = 1.
We find, up to some the multiplicative constant:
We deduce from Theorem 5 and Lemma 3 the following useful result for the construction of the height function z(t) of our knots (see Sect. 4).
Corollary 6
The sequenceC 0 = 1,C n = − 1 3 T 3 C n−1 of even polynomials inẼ satisfies:
The Theorem 5 will be proved by Proposition 27.
Construction of the prescribed curves
We will construct polynomials R m in E with N = 2n + 1 real roots in [−1, 1] and no other roots in [−2, 2]. They will be chosen as a slight deformation of C n . Let us first show properties of the polynomials C n .
1. there exists a unique (a 0 , . . . , a n−1 ) such that {0, ±εu 1 , . . . , ±εu n } are roots in [−1, 1] of A n (ε) = C n + a n−1 C n−1 + · · · + a 0 C 0 .
2. {0, ±εu 1 , . . . , ±εu n } are the only real roots in [−2, 2] of A n (ε).
Proof Looking for A n (ε) with roots 0 and ±εu i is equivalent to the linear system ⎛
It is equivalent to the classical Vandermonde-type determinant when ε → 0:
Therefore, this system has a unique solution.
-Using Cramer formulas, we get a k (ε)
-We thus deduce that a k (ε) = O(ε 2(n−k) ) and therefore
Proposition 8 Let N = 2n + 1 be an odd integer. There exists a curve
(3) (1) . Using Proposition 2 and ε 2 k = 1 when k ≡ 0 [mod 3], the curve
has the required properties. The roots of Q are approximately 0, ±.355, ±.584, ±.785, ±1.073. We obtain a polynomial parametrization of degree (3, 14) . Note that we choose u 4 > 1 for a nicer picture (see Fig. 2 ). Note that the parameters of the crossing points satisfy s 1 < · · · < s 9 < t 1 < · · · < t 9 . 
Construction of the torus knots
If N = 2n + 1 the torus knot K 2,N of type (2, N ) is the boundary of a Moebius band twisted N times (see [1, 5] and Fig. 3 ).
The purpose of this section is to give an explicit construction of a polynomial curve C(t) = (x(t), y(t), z(t)) that is equivalent (in the one point compactification S 3 of the space R 3 ) to the torus knot K 2,N .
Vassiliev [10] proved that any non-compact knot type can be obtained from a polynomial embedding t → ( f (t), g(t), h(t)), t ∈ R, using the Weierstrass approximation theorem.
Shastri [8] gave a detailed proof of this theorem, and a simple polynomial parametrizations of the trefoil and of the figure eight knot. Ranjan and Shukla [6] have found small degree parametrizations for K 2,N , N odd. They proved that these knots can be attained from polynomials of degrees (3, 2N − 2, 2N − 1).
In [4] , we proved that it is not possible to attain the torus knot K 2,N with polynomial of degrees (3, N + 1, m) when N > 3. We gave explicit parametrization of degrees (3, N + 2 N 4 + 1, N + 2 N +1 4 ) for N = 3, 5, 7, 9 and showed that they were of minimal lexicographic degree for N ≤ 7.
A sufficient condition is to construct a parametrized curve C(t) = (x(t), y(t), z(t)) such that (x(t), y(t)) has exactly N = 2n + 1 crossing points corresponding to parameters s 1 < · · · < s N < t 1 < · · · < t N and such that
We look first for minimal degree in x. The polynomial x(t) must be nonmonotonic and therefore is of degree at least 2. If deg x = 2, the sum t i + s i would be a constant, and the condition (1) would not be satisfied. We will give a construction for deg x = 3.
Proposition 10
For any integer N = 2n + 1, there exists a curve C(t) = (x(t), y(t), z(t)) of degree (3, N + 2 N 4 + 1, N + 2 N +1 4 ) such that the curve (x(t), y(t)) has exactly N crossing points
Proof Following the construction of Sect. 3, we first choose ε to be small enough and 0 < c 1 < · · · < c n < ε < 1/2, such that
We thus have −1 < u 1 < · · · < u N < 1. Let
-Using Proposition 8, there is a polynomial
-As in Lemma 7, there exists a unique (b 0 , . . . , b n ) such that
Because u i = −u N +1−i andC k are even polynomials, the system is equivalent to
FromC 0 = 1,C n = − 1 3 T 3 C n−1 and C k (u n+1 ) = 0, we deduce that the determinant of the previous system is
B n is a linear combination of (W n , . . . ,W 0 ) and it has degree m = N + 2 N +1 4 :
Consider now z(t) = ε m +1 b m T m +1 + · · · + ε 1 b 0 T 1 , we have using Eq. (2):
Because t i > s i we deduce that z(t i ) − z(s i ) has alternate signs.
Proof of Theorem 5
Looking for identities in the vector space R[T 6 ]+T 2 ·R[T 6 ], we give a relation between T 2 and T 6 .
Lemma 11
For t ∈ [−1, 1], we have
Proof Let t ∈ [−1, 1] and x ∈ [π/3, 2π/3] such that t = 2 cos x.
We get 3x − π ∈ [0, π] and cos(3x − π) = − 1 2 T 3 so
We thus have
We thus deduce the lemma from T 2 = T 2 1 − 2 and T 6 = T 2 3 − 2. (3n + 1)(3n − 1) (n + 1)(2n + 1) ϕ n .
Proof We have ϕ(u) = 2 − 2 cos 2 3 arcsin √ u . We deduce that
where A = cos 2 3 arcsin √ u and B = sin
Eliminating A and B from system (4), we find that
ϕ has a power series expansion and we get from (5) ϕ 0 = 0, ϕ 1 = 4 9 , ϕ n+1 = 2 9
(3n + 1)(3n − 1) (n + 1)(2n + 1) ϕ n .
Remark 13 There is no need to know explicitely ϕ with the Lemma 11. Let u = 1 4 (T 6 + 2) and v = T 2 + 2. From T 6 = T 3 • T 2 , one sees that 4u = v(v − 3) 2 and ϕ is an algebraic function. It is therefore the solution of a differential equation we can find using Euclid algorithm. Recursion formula for the ϕ n and the differential equation can be easily obtained using the Maple package gfun (see [9] ).
Definition 14
Let defined by f n = f n+1 − f n . We say that f n is totally monotone when for every integer k and every n ≥ 1, we have
Example 15 -Let f n = exp(−n). We get (−1) k k f n = f n (1 − 1/e) k .
-Let f n = 1 n . We get (−1) k k f n = f n 1 n+k k .
They are both totally monotone.
Proposition 16 ϕ n is totally monotone.
Proof We will show that (−1) k k ϕ n = ϕ n P k (n) (n + 1) · · · (n + k) · (2n + 1) · · · (2n + 2k − 1) > 0.
-We get ϕ n = ϕ n+1 − ϕ n = ϕ n 2(3n − 1)(3n + 1) 9(n + 1)(2n + 1) − 1 = −ϕ n 3n + 11/9 (n + 1)(2n + 1)
.
Suppose now that (−1) k k ϕ n = ϕ n P k (n) (n+1) · · · (n+k) · (2n+1) · · · (2n+2k − 1) .
We thus deduce
We thus obtain (−1) k k ϕ n = ϕ n P k (n) (n + 1) · · · (n + k) · (2n + 1) · · · (2n + 2k − 1) ,
where P 0 = 1 and P k+1 (n) = (n + k + 1)(2n + 2k + 1)P k (n) − 2(n 2 − 1/9)P k (n + 1).
-We will show now by induction that P k = a k X k +· · ·+a 0 where a k > 0. Suppose it is true for a given k, we thus deduce that
P k is a polynomial of degree k whose leading coefficient is 1 × 3 · · · (2k + 1). -Let us prove now by induction the following
This is true for k = 0. Suppose now it is true for P k . Intermediate values theorem says that P k has exactly k real roots in ] − k, 0[, so P k (x) > 0 when x ≥ 0 or when x + k ≤ 0. Let us compute
For i = 1, . . . , k:
For i = −(k + 1) we get
We thus deduce that (−1) i P k+1 (−i) > 0 for i = 0, . . . , k + 1.
-We thus deduce that P k has exactly k roots in ] − k, 0[ so P k (n) is nonnegative for any integer n.
Definition 17 f (z) = n≥1 f n z n is a Stieltjes series if for every n ≥ 1 and m ≥ 0, one has
. . .
Remark 18 This last condition is related to the problem of Hamburger moments. It is the Stieltjes condition. The total monotonicity is related to the Hausdorff condition (see [3] ).
The Hausdorff condition and the Stieltjes condition are equivalent if the series is not a rational function (see [2, p. 194 ] and the proof of Schönberg, [11, p. 267] or [7] ). We thus deduce that Theorem 19 ϕ(z) = n≥1 ϕ n z n is a Stieltjes series.
Proof ϕ(u) is an algebraic function that satisfies 4u = ϕ(ϕ − 3) 2 (see Remark 13). Suppose that ϕ = p/q where p(u) and q(u) are relatively prime polynomials in u, then we would have 4uq 3 − p 3 + 6 p 2 q − 9 pq 2 = 0 and p would divide u and q would divide 1. We would have ϕ(u) = λu and it is not the case. Thus ϕ is not a rational function and is therefore a Stieltjes function.
Remark 20 The sequence exp(−n) is totally monotonic. But n exp(−n)z n = e e − z is a rational function and the condition (17) does not hold.
-System (9) may be also written Proof ϕ is a Stieltjes series and because ϕ n+1 ϕ n n→∞ 1 − 3 2n , we deduce that its radius of convergence R is 1 and that n≥1 ϕ n = ϕ(1) = 1. Let ϕ [n/m] = P n /Q m be the Padé approximant of ϕ, we deduce that
We have ψ n,m (u) > 0 for u ∈ [0, 1] from Theorem 25, (2b). From Q m (0) = 1 and Theorem 25,
On the other hand, as 4u
where F n,m is a polynomial and F n,m (0) > 0.
We deduce
Proposition 27 There exists a unique family C n in vect (W 0 , . . . , W n ), such that C n = t 2n+1 F n , F n (0) = 1.
Furthermore deg C n = 2n + 2 n 2 + 1 and F n (t) > 0 for t ∈ [−2, 2].
Proof Let us consider u = 1 4 (T 6 + 2), v = T 2 + 2 and . There exists t 1 ∈]0, 1], such that u = u(t) = u(t 1 ) = u 1 and we have v = v(t) = t 2 ≥ t 2 1 = v(t 1 ) = v 1 . We deduce C k,l (t) = v Q l (u) − P k (u) = v Q l (u 1 ) − P k (u 1 ) ≥ v 1 Q l (u 1 ) − P k (u 1 ) > 0.
In conclusion, for t ∈ [−2, 2], we have F k,l (t) > 0.
-Q l (u) ∈ (T 2 + 2)R l [T 6 + 2] and P k (u) ∈ R k [T 6 + 2]. We thus deduce that C k,l ∈ R[T 6 ] ⊕ T 2 R[T 6 ]. Note that deg C k,l = max(6k + 2, 6l).
-We choose now C 2k+1 = 1 F k,k (0) t · C k,k , C 2k = 1 F k,k−1 (0) t · C k,k−1 . C n has degree 2n + 2 n 2 + 1 and therefore C n ∈ vect (W 0 , . . . , W n ).
Remark 28 (C n ) n is an upper-triangular basis of E (with respect to the basis t 2i+1 ) and a lower-triangular base with respect to the W i . It is unique and it can be computed by simple (unique) LU-decomposition of the matrix whose lines are the W i .
Conclusion
We have shown in this paper the existence of plane polynomial curves of degree (3, N + 2 N 4 + 1) having the required properties. We think that they are of minimal lexicographic degrees (it is true for N = 3, 5, 7, 9) . This question is related to the following question: where are the real zeros of polynomials in vect (V k , k ≡ 2 [mod 3])?
We guess that such polynomials cannot have too many zeroes in [−1, 1]. It would give a lower bound for the degrees of the torus knots approximation by polynomial curves.
We have not given explicit formulas for our polynomials. We have just shown that they can be found by solving some explicit linear system. In a near future, we hope we will be able to give explicit function of the degree N .
