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1 .  
Abstract 
This paper describes a Monte Carlo technique for estimating 
b -  
the lowest eigenvalues of certain elliptical partial difzerential 
equations with various boundary conditions. A stochastic process 
whose output conditional probability density distribution satisfies 
a partial differential equation similar to the partial differential 
equation under consideration is, along with the boundary conditions, 
implemented on ASTRAC 11, a fast repetitive analog computer. 
Eight different boundaries in one, two, and three-dimensional 
space were implemented, resulting in eight lowest-eigenvalue 
estimates, which are compared to the true lowest eigenvalues, 
Computer hardware errors, along with the error resulting from the 
mathematical approximation employed in deriving the estimate, are 
indicated. Corrective measures are included when necessary, 
Applications result from a presentation of analogies relating the 
partial differential equations under consideration to partial 
differential equations modeling physical processes. 
.. -2- 
1 NT R OD UC T I ON I. I_c 
Numerical solutions for the lowest eigenvalues of certain 
partial differential equations are sometimes difficult to de- 
termine if one employs standard numerical techniques. 
these standard techniques should include the finite difference 
method, Galerkin's method and the energy method of Rayleigh-Ritz. 
Less standard, yet more sophisticated when applied to specific 
ethods of point matchin or coiiocation, problems, 
segment matching 8 and conformal mapping. 
A list of 
( 1 3 )  
(17,201 
are t??85\ 716, 19) 
A Monte C a r l o  method applied to lowest-eigenvalue estimation 
has been introduced and mathematically illustrated by Donsker and 
Kac. Theoretically, Donsker and Kac suggested generation of a (1) 
stochastic process (represented by generalized Langevin questions) 
resulting from the application of a white-Gaussian-noise forcing 
function to a first-order system, (see Appendix A ) .  The conditional 
probability density function of the output variable (which completely 
describes the output process, since it is a first-order Markov 
process) satisfies Kolmogorovls backward partial differential 
equation. 
nistic differential equations is based on these Kolmogorov back- 
ward partial differential equations. 
The determination of eigenvalues of various determi- 
In this paper, a stochastic process is generated, and applied 
in the estimation of the lowest eigenvalues of a number of geometric 
one, two, and three-dimensional boundaries representing the bodies 
under consideration. Realizing that randomness, the basis of 
Monte Carlo Methods, requires many repetitions for accurate and 
consistent estjmates, we turn to the computer as the only feasible 
means to impleruent such a process. The computer to be employed is 
the second in a series of Arizona Statistical Repetitive Analog 
Computers, ASTRAC 11. 
(3,485) 
-3 -  .. 
I.:SAMF' LE P ROT3 LEM '11. -- 
The implementat ion of o n e  t y p i c a l  problem i n  d e t a i l  w i l l  
i l l u s t r a t e  t h e  Monte Car lo  Technique employed. The sampling 
p rocedure  and formula c c m s t i t u t i n g  t h e  t e c h n i q u e  a r e  corrmon t o  
a l l  e i g e n v a l u e  problems cons idered  i n  t h i s  paper. 
The problem cons ide red  i s  t h a t  of de t e rmin ing  the  l o w e s t  
e i g e n v a l u e  of  a v i b r a t i n g  s t r i n g .  T h e  l i n e a r  p a r t i a l  d i f f e r e n t i a l  
e q u a t i o n  govern ing  small  t r a n s v e r s e  v i b r a t i o n s  of an e las t ic  
s t r i n g  under f i x e d  c o n s t r a i n t s  is: i14j  
a 2 u ( x , t )  - ' a 2 u ( x , t )  - 
a t 2  2 ax 
where U ( x , t )  i s  the  t r a n s v e r s e  v i b r a t i o n  ampl i tude  a t  p o s i t i o n  x 
a t  t i m e  t ,  and where t h e  normally encountered  c o e f f i c i e n t  c 
has been  normal ized  t o  u n i t y  through a l i n e a r  t r a n s f o r m a t i o n  i n  
t h e  x c o o r d i n a t e ,  
2 
= T / p  
The boundary c o n d i t i o n s  on the above e q u a t i o n  w i l l  be t a k e n  as  
U ( - l O , t )  = 0 (t 2 0 )  
U ( l 0 , t )  = 0 
and the  i n i t i a l ,  c o n d i t i o n  i s  
The computer s e t -up  for  t h e  above problem i s  g i v e n  i n  F igu re  1, 
F i r s t  observe t h e  zero-mean (capac i tor -coupled)  one d imens iona l  guas- 
s i a n  d i s t r i b u t e d  random walk r e s u l t i n g  f r o m  the i n t e g r a t i o n  of a 
b i n o m i a l l y  d i s t r i b u t e d  random s q u a r e  wave. N ( T ) ,  t h e  random s q u a r e  
wave has  a v a r i a n c e  2Dn e m p i r i c a l l y  measured a s  30 x 10 -6 v o l t s  2 -sec. 
( 2 , 1 3 )  
m P - - m < L : - - -  ir, LL-  ampl i tude  of N(T)  may occur  on ly  a t  t i m e s  A A L O ~ L Z J L L A W I I Z J  
specified by t h e  n o i s e  c l o c k  f requency  used t o  d r i v e  t h e  random 
n o i s e  g e n e r a t o r .  
sma l l e s t  step s i z e  y(AT) is a f u n c t i o n  of t h e  n o i s e  c l o c k  frequency,  
t h e  ampl i tude  of the random s q u a r e  wave and t h e  i n t e g r a t o r  
g a i n  G or l/Rc. Next, observe  how random walk excur s ions  beyond 
It i s  important  t o  n o t e  t h a t  t h e  random w a l k ' s  
C .  .. -4- . I  
. .  
I 
e i t h e r  t h e  + 10 vol t  or -10 volt  fi.xed s t r i n g  boundaries a r e  de- 
tected by use of two fast-analog-comparators. The logic  gates 
and f l i p - f l o p  following the comparators a r e  necessary fo r  re- 
s e t t i n g  in tegra tor  and hence walk i n i t i a l  conditions. Final ly ,  
observe t h e  binary countersand associated log ic  used i n  t a l l y i n g  
both t h e  number of walks completed and t h e  number of walks re- 
su l t i ng  i n  boundary absorhtion corresponding t o  t o t a l  walk time, 
"Tii' . 
Typical waveforms appearing i n  t h e  simulation a r e  given i n  
Figure 2. Figure 2A i l l u s t r a t e s  t h e  bas ic  timing pulse which 
s e t s  t h e  r epe t i t i on  rate and the length of t h e  random walks. 
may be varied by s imi la r ly  varying t h e  duty cycle of E. 
Ti 
I n  Figure 2 B ,  t he  random walk is  shown along with t h e  ab- 
sorption boundary l eve l s ,  210 vo l t s .  I n  t h e  f i r s t  frame of t he  
diagram, an absorption a t  the  +10 v o l t  boundary has occurred. 
I n  t h e  second frame, no absorption has occurred during the  t i m e  
i n t e rva l  a l l o t t e d  f o r  the  walk, and t h e  s igna l  i s  r e se t  a t  t he  
end of t h i s  i n t e rva l  marked by E. 
s igna l  has reached t h e  -10 vo l t  l eve l ;  t h e  walk stops a t  t h i s  
point and t h e  in tegra tor  is rese t  t o  i t s  s t a r t i n g  posit ion once 
again. Figures 2C and D show t h e  comparator outputs which 
correspond t o  a +10 v o l t  and -10 vo l t  absorption, respectively.  
Figure 2 E  shows the  integrator  mode timing s igna l  corresponding 
t o  t h e  s igna ls  shown i n  Figures 2 B ,  C and D. 
I n  t h e  t h i r d  frame, t he  
Figure 2F ind ica tes  t h e  pulses inputted t o  the  binary counter 
corresponding again t o  Figures 2B, C and D, 
waveform R i  which controls t h e  number of r epe t i t i ons  and t i m e  
Figure 2 G  indicates  
between repet it ions , 
I n  general ,  t h e  dimensionality of t h e  boundary or describing 
p a r t i a l  d i f f e r e n t i a l  equation would require  j u s t  t ha t  many inde- 
pendent noise sources with boiindaries for each variable.  Imple- 
mentation of t w o  and th ree  dimensional boundaries a re  i l l u s t r a t e d  





~ h c  one dimensional random walk (Wiener Levy process) imple- 
mented in the above example satisfies the following stochastic 
differential equation of motion: 
(7,9,12) 
known as the Langevin equation. 
?S%’ii fY This equation corresponds to a Markov process with i t s  pr 
density satisfying Kolomogorov’s partial differential equation 
qiven as: 
. .  
a2u(x,t) - au (x, t) -- G ~ D ~  ax 2 at 
Introducing the normalized time variable 
Equation 4 may he written as: 
a2U(;,T) = - S U ( x , T )  
bT ax 
(5 )  
As described in the Appendix, satisfaction of Equation 6 with the 
probability desnity of Equation 4 results in the following estimate 
for the lowest eigenvalue, A , :  
where Nt 
during the time interval (O,t,) 
is the number of walks which remain within the boundaries 
i i  




. .  . .  
the number of walks absorbed out of t h e  total number of walks  
completed. This information is outputed from.thc computer simulation. 
.- -7- I .  
111. EXPERIMENTS WITH VARIOUS BOUNDaRIES 
A. Experiment .a 1 D e s  i q n  
Proper  u t i . l i z a t i o n  of our e igenvalue  e s t i m a t e s ,  given by 
Equat ion B depends upon the  c o r r e c t  choice of t l  and A t  and hence 
on t h e  cho ice  of T AT, a n d  on o u r  random s t e p  s i z e  I'yll. T'ne 1' 
s e n s i t i v i t y  of t.he estimate v a r i a t i o n s  i n  random w a l k  sou rce  
p o i n t  and on dimensional  boundary changes should a l so  be de- 
t e rmined  i f  t h e  estimate i s  t o  apply  t o  t h e  de t e rmina t ion  of 
l o w e s t  e igenva lues  f o r  boundar ies  of any shape and s i z e .  
S ince  t i m e  increments ,  s t e p  s i z e ,  and p o s s i b l y  random walk 
s t a r t i n g  p o i n t  are a l l  c o r r e l a t e d ,  two i n i t i a l  cho ices  were made: 
1) S ta r t  a l l  random walks from a p o i n t  more or less centered 
w i t h  respect t o  the boundary. 
2) Choose a s t e p  s i z e  of 0.5 v o l t s ,  based  on a 20 v o l t  
(510) boundary i n  a l l  d i r e c t i o n s  . 
The c r i t e r i o n  employed i n  i n i t i a l l y  s e l e c t i n g  AT w a s  t o  
choose a AT cove r ing  the l a r g e s t  p e r c e n t  change i n  Nt w h i l e  
remaining w i t h i n  e x i s t i n g  computer t i m e  l i m i t s .  
a p l o t  of Nt v s .  T = t /DG2 f o r  a one-dimensional boundary, w a s  
u t i l i z e d  i n  making an i n i t i a l  d e c i s i o n .  
is a p lo t  fo r  the cu rve  e - A  T, where  X i s  t h e  t r u e  e igenvalue.  
As expec ted ,  t h e  cu rves  a g r e e  q u i t e  c l o s e l y .  T r i a l  of s e v e r a l  
combinat ions of T1 and AT y i e l d e d  TI = 1 2 5  1-1 sec. and T2 = 525 
p sec. a s  v a l u e s  which produced t h e  best e s t i m a t e  for o u r  one 
d imens iona l  boundary, 
a l l  T v a l u e s  i n  t w o  and t h r e e  dimensions i n  t h e  210 v o l t s  bounded, 
0.5 v o l t  s t e p  s i z e ,  cases. 
F i g u r e  4 ,  w h i c h  i s  
Also inc luded  i n  F i g u r e  4 
2 
These v a l u e s  w e r e  a l so  chosen t o  r e p r e s e n t  
S t a t i s t i c a l l y ,  t h e  e s t ima ted  e igenvalue  I '  A" converges t o  
t h e  t r u e  e igenva lue  as t h e  sample s i z e  IIN" i n c r e a s e s .  
ASTRACT I1 enables the u s e r  t o  take up t o  1 ,000  waiks/second 
w i t h  fast m u l t i p l i e r s ,  comparators,  and d i g i t a l  logic t o  accomodate 
t h i s  h i g h  r e p e t i t i o n  rate. I chose t o  take a f i x e d  10,000 samples,  
t h u s  t a k i n g  f u l l  advantage of ASTRACT 11's speed whi le  a s s u r i n g  
s t a t i s t i c a l  convergence. 
-8- 
.. 
E. par-aIriCters, __ -- Estimates and Errors 
The boundar ies  considered i n  t h i s  paper  and their  corresponding 
t r u e  e igcnva lues  a r e  t a b u l a t e d  i n  Table  1. The parameters ,  f i n a l  
e s t i m a t e s ,  and a s s o c i a t e d  e r r o r s  f o r  each  boundary a r e  shown i n  
t h e  f i x e d  t a b u l a r  b lock  forms given  below. The o n e  dimensional  
boundary i s  g iven  s p e c i a l  t r e a t m e n t  i n  t h a t  g raphs  i n d i c a t i n g  
t h e  e igenva lue  estimate' s p r o b a b i l i t y  d e n s i t y  d i s t r i b u t i o n  and 
t h e  e f f e c t  on t h e  e s t ima ted  va lue  due t o  v a r i a t i o n s  i n  t h e  random 
w a l k  s o u r c e  p o i n t  a r e  presented .  A l s o ,  t h e  terminology used 
i n  all t a b u l a r  blocks w i l l  be p r e s e n t e d  h e r e .  
1. N u m e r i c a l  Parameters ,  R e s u l t s ,  and Errors 
A. One Dimensional Boundary or  V i b r a t i n q  S t r i n q  
T1 = 1 2 5  u sec N = 10,000 walks  
T 2  = 525'u sec fR = 1000 walks/sec 
AT = 400 u sec n o i  se = 1M Hz 
c l o c k  
y = 0.5 volts/u sec 
6 
t/?' = 0.125 x 10 
= 0.166485 for yo = 0 29 
s2 = 4.19 
s = 6.47 
b 
4 = 5.98% 
where: (1) 
-9- 
i s  the m 
m samples 
S2 i s  the 
estimated Eigenvalue based on 
of 10,000 walks 
sample variance 
S i s  the 
s =m 
/ 
I .  




error ef the  estimated Eigenvalue 
from i t s  t r u e  value. 6 I k t  - *m I 
I n  addition t o  the  above r e s u l t s ,  Figures 5 and 6 ind ica te  
t h e  normally d i s t r ibu ted  density of t h e  estimated eigenvalue, 
and t h e  var ia t ion  i n  t h e  estimate with changes i n  the  walk source 
poin t ,  respectively.  Although only 29 eigenvalues were estimated, 
Figure 5 does indeed ind ica te  an approximately normal d i s t r ibu t ion  
with mean range including t h e  t r u e  mean eigenvalue. Figure 6 
ind ica tes  t h a t  a l l  sample eigenvalues a r e  geometrically insens i t ive ,  , 
i .e.,  l e s s  than 5% s t a t i s t i c a l  e r ro r  from t r u e  value, t o  i n i t i a l  
random walk point  var ia t ions  w i t h i n  216% from midpoint t o  boundary. 
Beyond 260%, t h e  estimates became progressively inaccurate d u e  t o  
t h e  f a i l u r e  of t h e  c i r c u i t r y  t o  record a h i t  and rese t  the i n t e -  
g ra to r  at t h e  rapid rate a t  which the  boundary h i t s  occurred. 
2. Two Dimensional Circular Boundary 
T i  = 1 2 5  u sec 
T 2  = 525  u sec 
AT = 400 u sec 
y = 0.5 VOlt/U sec 
fno i se  
N = 10,000 walks 
fR = 1,000 walks/sec 
= 1 M H z  
clock 
t / T  = 0.125 x lo6 
. .  
. *  -10- 
8. 
= 0.226649 f o r  ( x o l  yo) = (0,O) k g  
s2 = 0.90 x 
s = 9.48 
€ = 5.75% I 
I L 
n 




1 -  N o  errcr from e s t i m a t e d  v a l u e  a t  (O,O! greater than  1.5% w a s  
I 
recorded .  See F i g u r e  7 A  for photograph of walks w i t h i n  this b u n d a r y .  i 
3. Two Dimensional Square Boundary 
= 125 u sec T1 N = 10,000 walks  
f R  = 1 ,000  walks/sec - = 525 u sec 
A*.T = 400 u sec = 1 M H z  n o i s e  f 
T 2  
c l o c k  
6 t / T  = 0.125 x 10 y = 0.5 v o l t s / u  sec  
n 
X5 = 0.218445 a t  (xo, yo) = ( 0 , O )  
e = 1.66% 
- 0; yo = 2 .5 ,  21, 2 3  and 25  v o l t s  
r o a n .  = +0.5, tl, 2 2 ,  2 3  v o l t s  
n 
For X 5  o r i g i n a t i n g  at - xo - Yo - 
N o  error from estimated v a l u e  a t  ( 0 , O )  g r e a t e r  t han  3.45% w a s  
recorded .  
N 
4. Two Dimensional Rec tanqular  Boundarv 
= 125 u sec 
= 525 u sec 
AT = 400 u sec 
T 1  
T 2  
- 
‘noise  
N = 10,000 walks 
fR = 1,000 walks/sec 
= i M H z  
clock y = 0.5 volts/u sec 
tfl = 0.125 x lo6 
I 
-11- 
= 0.231229 a t  (xo, yo) = (0,O) 
e = 7.99% 
For i5 originat ing a t  ( 2 ,  1.5) an e r ro r  of 2.9% from estimate 
at (0,O) was recorded. See Figure 7 B  f o r  photograph of w d k s  w i t h i n  
V a n e  5 .  Two Dimensional Circular B o a  with Qrae 
t h i  s boundary. 
r 
T1 = 1250 u sec N = 10,000 w a l k s  
T 2  = 5250 u sec fR = 100 walks/sec 
AT = 400 u sec f = 100 K Hz n o i s e  
clock 
10 u sec t/T = 0.125 x 10 y = 0.5 v o l t s /  7 
= 0.223796 at (xo, yo) = (1,o) x5  
8 = 3.47% 
6 . Three Dimensional Spherical Boundary 
T1 = 125 u sec 
I71 = 525 u sec & 2  
AT = 400 u sec 
y* = 0.5 v o l t s /  
2 u sec 
N = 10,000 walks 
fR = 1,000 walks/sec 
= 0.5 M Hz f n o i s e  
c l o c k  
t / T  = 0.0625 x l o6  
= 0.321350 for (xo, yo, zo) = (O,O,o) 
8 = 2.39% 
For o r i g i n a t i n g  at (l,l,l) an e r r o r  of 2.22% from 
estimate at ( O , O , O )  w a s  recorded. 
. 
-12- 
7 . Three Dimensional Cubical  Boundary 
?I = 125 u sec N = 10,000 w a l k s  
T 
1 
2 = 1,000 walks /sec  
= 0.5 M Hz 
fR = 525 u sec 
A T  = 400 u sec n o i  se 
clock y "  = 0.5 v o l t s /  
6 t / , T  = 0.0625 x 10 2 u sec 
I;, = 0.250788 f o r  (xo, yo, zo) = (o,o,o) 
8 = 7.82% 
For For I;, o r i g i n a t i n g  a t  (l,l,l) an error of 0.235% from 
estimate a t  (O,O, 0)  w a s  recorded.  
8.. Three Dimensional C y l i n d r i c a l  Boundary 
T1 = 200 u sec 
T2 = 800 u sec 
N = 10,000 walks  
f R  = 1,000 walks/sec 
= 0.5 M Hz f n o i s e  AT = 600 u sec 
y. = 0.5 volts/ c l o c k  
t / T  = 0.0625 x lo6 2 u sec 
b = 2.41% 
For  f ,  -f;ith walk o r i g i n a t i n g  a t  (l,l,l) an error of 
0.259% from estimate at ( O , O , O )  w a s  recorded .  
*Here an i n t e g r a t o r  i n p u t  r e s i s t a n c e  equa l  t o  2K rather t h a n  the ' .  
normally used l~ i n p u t  resistor was employed. 




1 I. 1 .  
1 '  
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I V ,  Error Sources 
A. Estimate Approximation Error 
O u r  lowest eigenvalue estimate repeated here f o r  convenience. 
. 
is  based on t h e  assumption t h a t  both t and t2 a r e  large,  thus 
enabling t h e  higher order eigenvalue expontentials t o  approach 
zero. 
t h i s  e r r o r  is  negl igible .  
1 
With our values of tl = 15.625 sec and t = 65.625 sec 2 
B. Equipment  C o n s i d e r a t i e  
1.) O u r  noise source has a bandwidth of 500 KHz which, 
compared t o  the  30 MHz bandwidth of ASTRAC I1 amplifiers,  i s  t h e  
band l imi t ing  device i n  our study. 
however, va l id  f o r  su f f i c i en t ly  long s teps  ( i . e . ,  by increasing 
The white-noise assumption is ,  
i 
._ G )  thus  insuring independence between s teps  and hence randomness. ! 
i 
2 
2 . )  A t  t he  very s t a r t  of t h e  random walks, t he  mean o r  
d o c .  component of t h e  random noise source is  not properly f i l t e r e d  
out by the  slowly charging 10  u f .  capacitor.  
charging t i m e  could lead t o  erroneous biased random walks, it was 
e a s i l y  overcome by merely running t h e  computer u n t i l  t he  capacitor 
w a s  f u l l y  charged, p r io r  t o  any recordings. 
Although t h i s  i n i t i a l  
, 3 . )  Amplifier d r i f t  e r rors  w e r e  kept below 1% of 1Ov. 
( 2  1 
(100 m) by ensuring t h a t  t he  o f f s e t  voltage K s a t i s f i e d :  
N o t i c e  f o r  f R =  1000 runs/sec and fnoise = 1 MHZ or f o r  f R  = 100 
mns/sec and fnoise = 100 KHz with 8 
t h e  value fo r  2DNG i s  3.0 x For the amplifiers 
used i n  ASTRAC 11, K ,< 20 x 
condi t ions of Equation 9. 
ck 
i n y i t  = 1K i n  both cases, 
- ‘  cl.nck 
which is  w e l l  within the  
-14- . .  
4.) Tm The comparators and logic  m u s t  respond quickly 
enough i n  recording a boundary h i t  and r e se t t i ng  a l l  in tegra tors  
before another s tep  occurs. ASTRAC 11's f a s t  comparators and 
logic do indeed accomplish t h i s  f e a t  within less than 1 u sec, 
w i t h i n  t h e  smallest possible  t i m e  for  a s t ep  w i t h  t he  f a s t e s t  
. 
noise-clock frequency of 1 MHz. 
5 . )  Because comparator s t a t i c  hys te res i s  (10 m i l l i v o l t s ) ,  
r e q u i r e s  a boundary absorption r a the r  than j u s t  a h i t  fo r  detection, 
a boundary h i t  f o r  
b i l i t y  
[.' -(f i=l 
a one-dimensional boundary has a small proha- 
i 
where 1) is always odd and SN 
and 2, = t/Tnoise clock 
of not crossing the  boundary i n  time "t" remaining a f t e r  a boundary 
h i t ,  and thus boundaries a r e  defined only within 210 mv. T h i s  
appl ies  t o  multi-dimensional boundaries a s  well. 
6.) A s  expected, (Fig". 8) estimate e r ro r s  as  a r e s u l t  
of s m a l l  noise-step s i z e s  ex is t  d u e  t o  the increasing dominance 
of computer d r i f t ,  while trahcation e r ro r s  become s ign i f i can t  as  
l a rge r  s t ep  s i z e s  a r e  employed. A l s o ,  t he  small number of binary 
d i s t r i b u t e d  random s t e p  events t a l l i e d  over our fixed time in t e rva l  
r e s u l t s  i n  a poor binomial approximation t o  a normal d is t r ibu t ion .  
This l a s t  e r ro r  may be reduced by choosing T1 = (Oo5/x) 1 2 5  u seconds 
and T2 = ( Oo5'x) 525 p seconds. 
-15- 1 -  
I 
V. APPLICATIONS 
As mentioned previously, the partial differential equations 
considered may describe a variety of physical processes including 
the vibration of a spring or two dimensional membrane, or the 
motion of electromagnetic waves in a waveguide or of neutrons in 
a nuclear plant. 
The first application concerns the determination of cutoff 
frequencies of waveguides. Although applicable to waveguides of 
any cross-sectional contour, this Monte Carlo technique compares 
with, and in some ways surpasses, other techniques when applied to 
cross-sectional contours for which closed form solutions obtained 
through classical methods are non-existent. 
application may be observed by noting the operational advantages 
in employing an arbitrarily contoured cross-sectional waveguide. 
The importance of this 
(16) 
The propagation of an electromagnetic wave in a waveguide 
in an axial direction as shown in Figure 9 is mathematically 
represented by Helmholtz's partial differential or wave equation: 
where: y(x,y) is the potential function 
is the two-dimensional Laplacian Operator 2 V 
b 
Kil s are real discrete frequency parameters representing 
cutoff frequencies analytically given as: 
3 2 K2 = KO - KZ 
defined as the waveguide wavelength 
! 
-16- . .  
I n  the  T.M. wave mode 
where: L ( x , y )  = 0 is t h e  equa t ion  of the boundary of c r o s s  
s e c t i o n .  
The s o l u t i o n  of t h e  wave e q u a t i o n  w i t h  t h e  above boundary 
c o n d i t i o n  f o r  the  lowest c u t o f f  f requency K1, may be accomplished 
through u t i l i z a t i o n  of the  Monte Carlo t echn ique  and i n  f a c t  y i e l d s  
the e i g e n v a l a e  d e s c r i b i n g  the first mode of v i b r a t i o n  of the  t w o -  
dimensional  membrane desc r ibed  by the wave equat ion .  
A second a p p l i c a t i o n  concerns t h e  c r i t i c a l i t y  problem 
a s s o c i a t e d  w i t h  n u c l e a r  r e a c t o r s .  T h e  c r i t i c a l i t y  problem asks  . 
whether  a p u l s e  of neu t rons  when i n j e c t e d  i n t o  a n u c l e a r  reactor 
assembly w i l l  cause a mul t ip ly ing  cha in  r e a c t i o n  o r  w i l l  merely be 
absorbed.  More s p e c i f i c a l l y ,  it is  concerned wi th  t h e  s i z e  of 
the assembly a t  which r e a c t i o n  i s  j u s t  able t o  s u s t a i n  i t se l f .  
The c r i t i c a l i t y  cons t an t  d e f i n i n g  a s u b c r i t i c a l ,  
or s u p e r c r i t i c a l  combinat ion reactor assembly and absorbent  
material  can be determined by making a s imple  comparison between 
c i r t i c a l  
a d i r e c t l y  measureable  q u a n t i t y  known as t h e  material buck l ing  
(22 
c o e f f i c i e n t  and the geometr ic  buck l ing  c o e f f i c i e n t  B g 
(21). B is mathemat ica l ly  g iven  by 
91 
or  as: 
2 
0 R ( r )  + B2 R ( r )  = 0 
i 
where: R ( r )  describes the neutron f l u x  d e n s i t y  a t  coo rd ina te  
p o s i t i o n  F. 
2 v , is  the  three-d iment iona l  Laplacian ope ra to r .  
(8) 
The c r i t i c a l i t y  problem is indeed an eigenvalue problem as w e  
recognize t h a t  t he  solution of the above standing-wave equation 
f o r  G 
of t he  three-dimensional body. 
yields  t h e  eigenvalue describing the f i r s t  mode of hihration 
91 
J u s t  a s  t h e  lowest eigenvalue solut ions t o  the p a r t i a l  
d i f f e r e n t i a l  equations describing motion of membranes a r e  s u h -  
j e c t  t o  the  boundary conditions t h a t  the edges of the membranes 
a r e  i n  a f ixed posi t ion,  so too  are the  buckling coef f ic ien t  
so lu t i ccs  t o  the p a r t i a l  d i f f e r e n t i a l  equations describing the 
neutron density d i s t r ibu t ion  i n  an operating reactor  subject t o  
the boundary condition t h a t  the f l u x  must  approach zero along the 






. .  
VI. CONCLUSION 
The feasibility of a Monte Carlo method applied toward the . 
estimation of lowest eigenvalues of partial differential equations 
has been demonstrated. The accuracy of all eight estimates (<8 
percent) appear to satisfy engineering needs where close approximations 
are usually sufficient. 
The availability of fast-repetitive analog computers such 
as ASTRAC I1 makes this method potentially attractive. With these 
computers, we are able to solve partial differential equations for 
their lowest eigenvalues with, as compared to current methods, a 
minimum amount of computation time. This is especially attractive 
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T h i s  appendix describes t h e  theorywhich y i e l d s  t h e  e i g e n v a l u e  
of boundary v a l u e  problems. 
Cons ider  the f o l l o w i n g  problem, 
where U ( r )  i s  d e f i n e d  w i t h i n  a bounded r e g i o n  R. On t h e  boundary 
C, of R ,  the f u n c t i o n  U c ( r b )  i s  d e f i n e d  t o  be zero. T h e  n o n - t r i v i a l  
s o l u t i o n s  of ( A . 1 )  which s a t i s f y  t h i s  boundary c o n d i t i o n  a re  c a l l e d  
t h e  e i g e n f u n c t i o n s  of t h e  problem,and the cor responding  v a l u e s  
of  k a r e ,  t h e  e igenva lues .  The problem i s  t o  f o r m u l a t e  a 
Monte Carlo p rocedure  t o  c a l c u l a t e  the lowest e igenva lue  of ( A . 1 ) .  
It  w i l l  be assumed tha t  the d i f f e r e n t i a l  operator i s  such tha t :  
a )  the e i g e n v a l u e s  k, are real  (L i s  Hermi t ian)  
b) the operator L w i l l  y i e l d  a discrete set rather t h a n  
a con t inuous  spectrum of e igenva lues .  
The g e n e r a l i z e d  t i m e  i n v a r i a n t  operator L ( 2 )  i s  g iven  below f o r  
an n d imens iona l  space . . .  
I 
A- 2 
. .  
Conceptually,  it i s  perhaps e a s i e s t  t o  d i s c u s s  t h i s  problem 
i n  two d i m e n s i o n s ;  however, t h e  procedure  h o l d s  f o r  n dimension 
p rov id ing  t h a t  t h e  reg ion  R and i t s  boundary a r e  p rope r ly  de f ined .  
Consider  a two-dimensional random walk o r i g i n a t i n g  a t  an 
i n t e r i o r  p o i n t  ( x  
t h a t  the p a r t i c l e  w i l l  n o t  be absorbed ( s t a y  wi th in  t h e  boundary) 
yo) of R .  L e t  Q ( x o , y o , t )  denote  t h e  p r o b a b i l i t y  
0' 
i n  a t i m e  t g iven  t h a t  t h e  walk s t a r t s  a t  a t i m e  t = 0. 
N o w ,  
( A .  3 )  
where p ( x , y , t / x  y ) represents the p r o b a b i l i t y  d e n s i t y  t h a t  a t  
t i m e  t t h e  p a r t i c l e  performing t h e  random walk i s  a t  p o i n t  ( x , y )  
g iven  t h a t  it o r i g i n a t e d  a t  (xo ,yo) .  
r e g i o n  R produces 
abso rb ing  boundary C. 
0 0  
I n t e g r a t i o n  over  t h e  e n t i r e  
t h e  p r o b a b i l i t y  t h a t  the p a r t i c l e  remains w i t h i n  the 
S i n c e  w e  a r e  d e a l i n g  wi th  a Markov p r o c e s s  (by assumption),  the 
c o n d i t i o n a l  d e n s i t y  f u n c t i o n  p ( x , y ,  t /xo ,yo)  s a t i s f i e s  Kolmogorov's 
foward p a r t i a l  d i f f e r e n t i a l  equa t ion .  0 
w i t h  t h e  fo l lowing  c o n d i t i o n s .  
p ( x , y , t / x o , y o )  = 0 on C f o r  t # 0 
i . e., t h e  boundary i s  an absorbing one  
-.. 
A- 3 
where 6 denotes the Dirac delta function. 
T h e  general form of equation ( A . 4 )  is the following 
where 
the terms Ci(T) and D (r) are obtained from the generalized m, a 
Langevin equations ( 'given below. 
Considering a three dimensional case, rl = x, r 2 = y, r3 = z ,  
we have 
. .  
A- 4 
I t  i s  assumed t h a t  both Ai and B .  vary S lowly  w i t h  
t i m e  when compared t o  t he  r a p i d  v a r i a t i o n s  of N i ( t ) .  
1 
The n o i s e  
terms N i  ( t )  a r e  u n c o r r e l a t e d  s t a t i o n a r y  w h i t e  g a u s s i a n  noise soilrces 
w i t h  z e r o  mean and power spectral d e n s i t y  2Dni. 
The r e l a t i o n s h i p  between the c o e f f i c i e n t s  of t h e  Lzngevin 
e q u a t i o n s  and  the terms i n  the operator L ( r )  is g iven  by 
- c3( l , t )  = - ~ ~ ( r , t )  
2 -  
Dll (r, t) = 2DnlB1 ( r ,  t )  
D 3 3 ( r ,  t)  = 2Dn3B3 2 -  (r, t )  







I f  the operator L i n  equa t ion  ( A . 4 )  i s  of such a n a t u r e  
that  t h e  method of s e p a r a t i o n  of var iab les  can be applied t o  the 
p a r t i a l  d i f f e r e n t i a l  equa t ion ,  t h e n  we assume t h a t  
xy 
i - - * -  
(A.  16)' 
A-5 
Subst i tut ion i n  Eq. A.4 yields 
Divisionof both s ides  of t he  above equation by . 
.T (t) U (x, y )  gives 
(A.  1.7 ) 
(A.18) 
Since the  space coordinates do not appear i n  the  l e f t  hand 
s i d e  and t i m e  does not appear i n  t he  r i g h t  hand s ide,  both 
sides of the equation a r e  set equal t o  a constant, -k 2 
Equation (A.19) y ie lds  solutions of the form 
(A.  20) 2 T ( t )  = exp(-k t )  
The other  equation which r e s u l t s  from t h i s  technique i s  
A-6 
Where U(x ,y )  i s  z e r o  f o r  (x,y) on the boundary, which r e s u l t s  
from the c o n d i t i o n  t h a t  p ( x , y ,  t/xo, yo) = 0 on the bounuary 
Equat ion ( A . 2 1 ) ,  a l o n g  w i t h  t he  boundary c o n d i t i o n s  y i e l u s  a 
set of or thonormal  f u n c t i o n s ,  y . (x,y) corresponding  t o  v a l u e s  of 
J 
T h e  s o l u t i o n  t o  (A .4 )  can be w r i t t e n  i n  series form i n  terns  
of t h e  e igenv? lues  and e i g e n f u n c t i o n s  as ,  
03 2 
j =1 (A.22) 
Where the k ' s  a r e  assumed t o  be a d e c r e a s i n g  discrete set of 
j 
rea l  numbers. 
Using the i n i t i a l  c o n d i t i o n s  on the c o n d i t i o n a l  d e n s i t y  f u n c t i o n  
be w r i t t e n  a s  
( A .  2 3 )  
M u l t i p l y i n g  both sides of the above equa t ion  by y,(x,y) and 
i n t e g r a t i n g  o v e r  R 
m 
7 
(A .  24) 
(A. 24)  
* 
. .  
I 
A-7 
If the series representation of the conditional density 
function (A.22) is uniformly convergent then the order of 
integration and summation can be interchanged, resulting in the 
following equation: 
W 
r (A .  25) 
Since the 'irk's are an orthonormal set, yk(xo,yo) = %, , 
and equation (A.22) can now be written in the form, 
j =1 I 
Substitution of this expression into equation ( A . 3 )  yields 
~ 
(A.29) 
A-8 . .  
Expanding the series, 
f ...e.. ( A .  30) 
Since the  k ' s  are an i n c r e a s i n g  set of real  numbers, for  l a r g e  
v a l u e s  of t i m e ,  the f i r s t  t e r m  of the series i s  the o n l y  s i g n i f i c a n t  
t e r m  and  e q u a t i o n  ( A . 3 0 )  may be w r i t t e n  a s  follows 
Taking l o g a r i t h m s  of b o t h  sides of the e q u a t i o n  y i e l d s ,  
(A,  32)  
Taking the l i m i t  a s  t 03 
1 i m  -1nQ (xo, yo, t) 
t 
2 (A ,  3 3 )  kl = c 
When f i n i t e  t i m e  t, i s  involved,  the c a l c u l a t i o n  of the lowest 
e i g e n v a l u e  of e q u a t i o n  (A.1) by means of e q u a t i o n  ( A . 3 3 )  i s  subject  
t o  two s o u r c e s  of error. T h e  f i r s t  i s  due  t o  n e g l e c t i n g  all the 
t e r m s  i n  the series r e p r e s e n t a t i o n  (A.29) a f t e r  t h e  i n i t i a l  o n e  
and the  second 'source of error r e s u l t s  from neglecting the q u a n t i t y  
1nY (x , y  ) B  
t 
t i o n a l  scheme a f i n i t e  v a l u e  of t i m e  must be employed. 
latter s o u r c e  of error i s  removed by the f o l l o w i n g  procedure:  
f o r  the  f i n i t e  v a l u e s  of t i m e  s i n c e  i n  any computa- 
T h i s  
, .. ;"> , , I .  
A-9 
Consider equation (A.30) for two l a rge  values of t i m e  t and 1 
Dividing equation A.35 by equation A . 3 4 ,  one obtains 
Taking logarithms again y ie lds  
( A .  3 4 )  
(A. 3 5 )  
(A. 3 6 )  
The quant i ty  Q(xo ,yo , t ) ,  representing the probabi l i ty  t h a t  a 
p a r t i c l e  which begins a random walk a t  a point (xo,yo) w i l l  
remain within an absorbing boundary C during the  time in te rva l  tl, 
can be approximated by the  following sampling procedure. 
S t a r t  a p a r t i c l e  on a random walk from the  point (xo,yo) a t  
t i m e  t = 0. The r u l e s  governing the  random walk a re  given by 
the  generalized Langevin Equations A.6, A . 7  and A . 8 .  The walk 
continues for  a time t and a t  the  end of t h i s  time in te rva l  the 
observatbn i s  made as t o  whether o r  not the p a r t i c l e  has remained 
24-10 
within the absorbing boundary C. 
and count the numbers of particles N which' have not l e f t  t 
the region during the time interval (0, t) ! Q(xo,yo, t) can be 
approximated by 




eigenvalue kl may now be calculated by the 
N N 
t2 - ln- ln- tl 
No 
t2 - tl 
( A .  3 8 )  
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F i g u r e  7.  Photographs of Random Walks w i t h i n  ( a )  C i r c u l a r ,  
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