Abstract-Distributed processing over networks relies on in-network processing and cooperation among neighboring agents. Cooperation is beneficial when agents share a common objective. However, in many applications, agents may belong to different clusters that pursue different objectives. Then, indiscriminate cooperation will lead to undesired results. In this paper, we propose an adaptive clustering and learning scheme that allows agents to learn which neighbors they should cooperate with and which other neighbors they should ignore. In doing so, the resulting algorithm enables the agents to identify their clusters and to attain improved learning and estimation accuracy over networks. We carry out a detailed mean-square analysis and assess the error probabilities of Types I and II, i.e., false alarm and misdetection, for the clustering mechanism. Among other results, we establish that these probabilities decay exponentially with the step-sizes so that the probability of correct clustering can be made arbitrarily close to one.
I. INTRODUCTION

D
ISTRIBUTED algorithms for learning, inference, modeling, and optimization by networked agents are prevalent in many domains and applicable to a wide range of problems [2] - [5] . Among the various classes of algorithms, techniques that are based on first-order gradient-descent iterations are particularly useful for distributed processing due to their low complexity, low power demands, and robustness against imperfections or unmodeled effects. Three of the most studied classes are consensus algorithms [5] - [7] , diffusion algorithms [2] , [3] , [8] - [13] , and incremental algorithms [14] - [17] . The incremental techniques rely on the determination of a Hamiltonian cycle over the topology, which is generally an NP-hard problem and is therefore a hindrance to real-time adaptation, and even more so when the topology is dynamic and changes with time. For this reason, we will consider mainly learning algorithms of the consensus and diffusion types.
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were used instead, the algorithms would cease to adapt after the step-sizes have approached zero, which is problematic for applications that require the network to remain continually vigilant and to track possible drifts in the data and clusters. Therefore, adaptation with constant step-sizes is necessary in these scenarios. It turns out that constant step-sizes alter the dynamics of the distributed (consensus or diffusion) strategies in a nontrivial manner: the stochastic gradient noise that is present in their update steps does not die out anymore and it seeps into the operation of the algorithms. As such, it becomes important to evaluate how well constant step-size implementations can alleviate the influence of gradient noise. It was shown in [2] , [3] , [18] that consensus strategies can become problematic when constant step-sizes are employed. This is because of an asymmetry in their update relations, which can cause the state of the network to grow unbounded when these networks are used for adaptation. In comparison, diffusion networks do not suffer from this asymmetry problem and have been shown to be mean stable regardless of the topology of the network. These observations motivate us to focus our analysis on diffusion strategies, although the conclusions and arguments can be extended with proper adjustments to consensus strategies. Now, most existing works on distributed learning algorithms focus on the case in which all agents in the network are interested in estimating a common parameter vector, which generally corresponds to the minimizer of some aggregate cost function (see, e.g., [2] - [5] and the references therein). In the setting with a common minimizer for all agents, collaboration among the agents is still beneficial and it helps enhance the performance of the inference task. This is because the gradient noise varies across the agents and, moreover, the agents are subjected to different measurement noise conditions. If agents operate independently of each other, then their performance will only be as good as the quality of their individual data. In contrast, collaboration can help equalize the gradient noise conditions from across different agents, which leads to improved performance on inferencing. [2] , [3] , [11] .
In this article, we are instead interested in scenarios where different clusters of agents within the network are interested in estimating different parameter vectors. Cooperation will now need to be pursued within clusters. There have been several useful works in this domain in the literature under various assumptions, including in the earlier version of this work in [1] . This early investigation dealt only with the case of two separate clusters in the network with each cluster interested in one parameter vector. One useful application of this formulation in the context of biological networks was considered in [19] , where each agent was assumed to collect data arising from one of two models (e.g., the location of two separate food sources). The agents did not know which model generated their observations and, yet, they needed to reach agreement about which model to follow (i.e., which food source to move towards).
Another important extension dealing with multiple (more than two) models appears in [20] , [21] where multi-task problems are introduced. In this formulation, different clusters of the agents are again interested in estimating different parameter vectors (called "tasks") and the tasks of adjacent clusters are further assumed to be related to each other so that cooperation among clusters can still be beneficial. This formulation is useful in many scenarios, as already illustrated in [20] , including in multiple target tracking [22] , [23] and classification problems involving multiple models [24] - [28] . Other useful variations of multi-task problems appear in [29] , which assumes fully-connected networks, in [30] , which assumes a tree topology, and in [31] , [32] , where the agents have two types of parameters to estimate (a local parameter and a global parameter). These various works focus on mean-square-error (MSE) design, where the parameters of interest are estimated by seeking the minimizer of an MSE cost. Moreover, with the exception of [1] , [21] , it is generally assumed in these works that the agents know beforehand which clusters they belong to or which parameters they are interested in estimating.
In this article, we extend the approach of [1] and study multitasking adaptive networks under three conditions that are different from previous studies. First, we go beyond mean-squareerror estimation and allow for more general convex risk functions at the agents. This level of generality allows the framework to handle broader situations both in adaptation and learning, such as logistic regression for pattern classification purposes. Second, we do not assume any relation among the different objectives pursued by the clusters. In other words, we study the important problem where different components of the network are truly interested in different objectives and would like to avoid interference among clusters. And third, the agents do not know beforehand which clusters they belong to and which other agents are interested in the same objective. The cluster information will need to be learned as well. Accordingly, in this work, we will devise an adaptive clustering and learning strategy that allows agents to learn which neighbors they should cooperate with. In doing so, the resulting algorithm will enable the agents to be correctly clustered and to attain improved learning performance through enhanced intra-cluster cooperation.
Notation: We use lowercase letters to denote vectors, uppercase letters for matrices, plain letters for deterministic variables, and boldface letters for random variables. We also use to denote transposition, for matrix inversion, for the trace of a matrix, and for the 2-norm of a matrix or the Euclidean norm of a vector. Besides, we use for matrices and to denote their Kronecker product, to denote that is positive semi-definite, and to denote that all entries of are nonnegative.
II. PROBLEM FORMULATION
We consider a network consisting of agents inter-connected via some topology. An individual cost function, , of a vector parameter , is associated with every agent . Each cost is assumed to be strictly-convex and is minimized at a unique point . According to the minimizers , agents in the network are categorized into mutually-exclusive clusters, denoted by , .
Definition 1 (Cluster): Each cluster , denoted by , consists of the collection of agents whose individual costs share the common minimizer , i.e., for all . Different clusters are assumed to have different minimizers, i.e., if . Since agents from different clusters do not share common minimizers, the network then aims to solve the clustered multitask problem: (1) If the cluster information is available to the agents, then problem (1) can be decomposed into separate optimization problems over the sub-networks associated with the clusters: (2) for . Assuming the cluster topologies are connected, the corresponding minimizers can be sought by employing diffusion strategies over each cluster. In this case, collaborative learning will only occur within each cluster without any interaction across clusters. This means that for every agent that belongs to a particular cluster , i.e., , its neighbors, which belong to the set denoted by , will need to be segmented into two sets: one set is denoted by and consists of neighbors that belong to the same cluster , and the other set is denoted by and consists of neighbors that belong to other clusters. It is clear that
We illustrate a two-cluster network with a total of agents in Fig. 1(a) . The agents in the clusters are denoted by blue and red circles, and are inter-connected by the underlying topology, so that agents may have in-cluster neighbors as well as neighbors from other clusters. For example, agent from blue cluster has the in-cluster sub-neighborhood , which is a subset of its neighborhood . If the cluster information is available to all agents, then the network can be split into two sub-networks, one for each cluster, as illustrated in Figs. 1(b) and 1(c).
However, in this work we consider the more challenging scenario in which the cluster information is only partially available to the agents beforehand, or even completely unavailable. When the cluster information is completely absent, each agent must first identify neighbors belonging to . When the cluster information is partially known, meaning that some agents from the same cluster already know each other, then these agents can cooperate to identify the other members in their cluster. In order to study these two scenarios in a uniform manner, we introduce the concept of a group.
Definition 2 (Group): A group , denoted by , is a collection of connected agents from the same cluster and knowing that they belong to this same cluster. Fig. 1(d) illustrates the concept of groups when cluster information is only partially available to the agents in the network from Fig. 1(a) . If an agent has no information about its neighbors, then it falls into a singleton group, such as groups and in Fig. 1(d) . If some neighboring agents know the cluster information of each other, then they form a non-trivial group, such With perfect cluster information, the underlying topology splits into two sub-networks, one for each cluster. With partial cluster information, cluster breaks down into five groups: two singleton groups and , and three non-trivial groups , , and . Through adaptive learning and clustering, the five groups in (b) will end up merging into one largest group corresponding to the entire cluster in (c).
as groups , , and . If every agent in a cluster knows the cluster information of all its neighbors, then all cluster members form one group and this group coincides with the cluster itself, as shown in Fig. 1(b) .
Since cooperation among neighbors belonging to different clusters can lead to biased results [3] , [20] , [33] , agents should only cooperate within clusters. However, when agents have access to partial cluster information, then they only know their group neighbors but not all cluster neighbors. Therefore, at this stage, agents can only cooperate within groups, leaving behind some potential opportunity for cooperation with neighbors from the same cluster. The purpose of this work is to devise a procedure to enable agents to identify all of their cluster neighbors, such that small groups from the same cluster can merge automatically into larger groups. At the same time, the procedure needs to be able to turn off links between different clusters in order to avoid interference. We shall examine closely the probability of successful clustering and evaluate the enhanced steadystate mean-square-error performance for the overall learning process.
III. MODELS AND ASSUMPTIONS
We summarize the main conditions on the network topology in the following statement.
Assumption 1 (Topology, Clusters, and Groups):
1) The network consists of clusters, . The size of cluster is denoted by such that and .
2) The underlying topology for each cluster is connected. Clusters are also inter-connected by some links so that agents from different clusters may still be neighbors of each other.
3) There is a total of groups, , in the network. The size of group is denoted by such that and . It is obvious that because each cluster has at least one group and each group has at least one agent. It is also important to note that the groups are fixed at the beginning of the learning process; they represent the prior (partial) information about the clustering process and they do not change during learning procedure.
Definition 3 (Indexing Rule): Without loss of generality, we index groups according to their cluster indexes so that groups from the same cluster will have consecutive indexes. Likewise, we index agents according to their group indexes so that agents from the same group will have consecutive indexes.
According to this indexing rule, if group belongs to cluster , then the next group will belong either to cluster or the next cluster, ; if agent belongs to group , then the next agent will belong either to group or the next group, . To proceed with the modeling assumptions, we introduce the following network Hessian matrix function: (4) where collects the parameters from across the network:
We also collect the individual minimizers into a vector: (6) where the second equality is due to the indexing rule in Definition 3, and denotes an vector with all its entries equal to one. We next list two standard assumptions for stochastic distributed learning over adaptive networks to guide the subsequent analysis in this work. One assumption relates to the analytical properties of the cost functions, and is meant to ensure well-defined minima and well-posed problems. The second assumption relates to stochastic properties of the gradient noise processes that result from approximating the true gradient vectors. This assumption is meant to ensure that the gradient approximations are unbiased and with moments satisfying some regularity conditions. Explanations and motivation for these assumptions in the context of inference problems can be found in [2] , [3] , [34] .
Assumption 2 (Cost Functions): 1) Each individual cost is assumed to be strictlyconvex, twice-differentiable, and with bounded Hessian matrix function satisfying , where . 2) In each group , at least one individual cost, say, , is strongly-convex, meaning that the lower bound, , on the Hessian of this cost is positive.
3) The network Hessian function in (4) satisfies the Lipschitz condition: (7) for any and some . The second set of assumptions relate to conditions on the gradient noise processes. For this purpose, we introduce the filtration to represent the information flow that is available up to the -th iteration of the learning process. The true network gradient function and its stochastic approximation are respectively denoted by (8) (9) The gradient noise at iteration and agent is denoted by: (10) where denotes the estimate for that is available to agent at iteration . The network gradient noise is denoted by and is the random process that is obtained by aggregating all noise processes from the network into a vector: (11) Using (10), we can write (12) We denote the conditional covariance of by (13) where is in . Assumption 3 (Gradient Noise): The gradient noise process satisfies the following properties for any in : 1) Martingale difference [3] , [35] : (14) 2) Bounded fourth-order moment [3] , [36] , [37] : (15) for some , and where is from (6). 3) Lipschitz conditional covariance function [3] , [36] , [37] : (16) for some and . 4) Convergent conditional covariance matrix [3] , [35] - [37] : (17) where is symmetric and positive definite. It is easy to verify from (15) that the second-order moment of the gradient noise process also satisfies:
IV. PROPOSED ALGORITHM AND MAIN RESULTS
In order to minimize all cluster cost functions defined by (2), agents need to cooperate only within their clusters. Although cluster information is in general not available beforehand, groups within each cluster are available according to Assumption 1. Using this prior information, agents can instead focus on solving the following problem based on partitioning by groups rather than by clusters: (19) with one parameter vector for each group . In the extreme case when prior clustering information is totally absent, groups will collapse into singletons and problem (19) will reduce to the individual non-cooperative case with each agent running its own stochastic-gradient algorithm to minimize its cost function. In another extreme case when cluster information is completely available, groups will be equivalent to clusters and problem (19) will reduce to the formation in (1). Therefore, problem (19) includes many scenarios of interest as special cases. We will establish in the sequel that, with high probability, agents will be able to successfully solve problem (1) (and not just (19) ) even without having the complete clustering information in advance.
Since the groups are disjoint, problem (19) can be decomposed into separate optimization problems, one for each group: (20) with . For any agent belonging to group in cluster , i.e.,
, it is easy to verify that . Then, agents in group can seek the solution of in (20) by using the adapt-thencombine (ATC) diffusion learning strategy over , namely,
for all , where denotes the step-size parameter, and are convex combination coefficients that satisfy if otherwise (22) Moreover, denotes the random estimate computed by agent at iteration , and is the intermediate iterate. We collect the coefficients into a matrix:
Obviously, is left-stochastic: . We collect the iterates generated from (21a)-(21b) by group into a vector:
where is the size of . According to the indexing rule from Definition 3 for agents and groups, the estimate for the entire network from (21a)-(21b) can be obtained by stacking the group estimates :
The procedure used by the agents to enlarge their groups will be based on the following results to be established in later sections. We will show in Theorem 3 that after sufficient iterations, i.e., as , and for small enough step-sizes, i.e., , any pair of agents from two different groups, for example, and , where the two groups and may or may not originate from the same cluster, the difference between their estimates will also be distributed approximately according to a Gaussian distribution: (26) where (27) and is a symmetric, positive semi-definite matrix. Moreover, denotes the -th block of the covariance matrix defined later by (94) with block size . These results are useful for inferring the cluster information for agents and . If these agents belong to the same cluster such that , then we will be able to conclude from (26) that with high probability, . On the other hand, if the agents belong to different clusters such that , then it will hold with high probability that . This observation suggests that a hypothesis test can be formulated for agents and to determine Whether they are members of the same cluster: (28) where denotes the hypothesis , denotes the hypothesis , and is a predefined threshold. Both agents and will test (28) to reach a symmetric pattern of cooperation. Since and are accessible through local interactions within neighborhoods, the hypothesis test (28) can be carried out in a distributed manner. We will further show that the probabilities for both types of errors incurred by (28), i.e., the false alarm (Type-I) and the missing detection (Type-II) errors, decay at exponential rates, namely, for some constants and . Thus, for long enough iterations and small enough step-sizes, agents are able to infer the cluster information with very high probability.
The clustering information acquired at each iteration is used by the agents to dynamically adjust their inferred cluster neighborhoods. The for agent at iteration consists of the neighbors that are accepted under hypothesis and the other neighbors that are already in the same group: (29) Using these dynamically-evolving cluster neighborhoods, we introduce a separate ATC diffusion learning strategy:
where the combination coefficients become random because is random and may vary over iterations. The iteration index is used for these coefficients to enforce causality. Since denotes the neighbors of agent that are already in the same group as , it is obvious that for any . This means that recursion (30a)-(30b) generally involves a larger range of interactions among agents than the first recursion (21a)-(21b). We summarize the algorithm in the following listing.
Distributed clustering and learning over networks
Initialization:
and for all and .
for do
(1) Each agent updates according to the first recursion (21a)-(21b) over .
(2) Each agent updates according to the second recursion (30a)-(30b) over .
(3) Each agent updates by using (29) with from step (1).
end for
V. MEAN-SQUARE-ERROR ANALYSIS
In the previous section, we mentioned that Theorem 3 in Section VI-A is the key result for the design of the clustering criterion. To arrive at this theorem, we shall derive two useful intermediate results, Lemmas 1 and 2, in this section. These two results are related to the MSE analysis of the first recursion (21a)-(21b), whose evolution is not influenced by the other two steps in the proposed algorithm. We derive the network error recursion (46) in Section V-A, and establish its stability in Section V-B. In order to assess the error performance of recursion (46), we introduce the long-term model (61) in Section V-C, and the low-dimensional model (75) in Section V-D. Using the low-dimensional model (75), we obtain the closed-form expression (86) for the normalized MSD and the block structure (94) for the error covariance matrix in Section V-E. These results are used in Section VI to evaluate the error probabilities of the hypothesis test (28) .
A. Network Error Recursion
Using model (12) , recursion (21a)-(21b) leads to (31) where is from (25) , is from (8), is from (11),
We introduce the individual error vector: and the network error vector: (33) Using the mean-value theorem [3] , [34] , we can write (34) where (35) (36) (37) It is worth noting that the random matrix is dependent on . Substituting (34) into (31) yields: (38) By the indexing rule from Definition 3 and condition (22) , the combination matrix possesses a block diagonal structure: (39) where each collects the combination coefficients within group , i.e., . From the same condition (22), we have that each is itself an left-stochastic matrix:
If group is a subset of cluster , then the agents in share the same minimizer at . Thus, for any , let
It follows from (40) and (41) that (42) Again, from the indexing rule in Definition 3, we have from (6) and (41) that (43) Then, it follows from (39) and (43) that . Accordingly, subtracting from both sides of (38) yields the network error recursion: (44) We denote the coefficient matrix appearing in (44) by (45) Then, the network error recursion (44) where . Due to the block structures in (52)-(57), groups are isolated from each other. Therefore, using these group quantities, the network error recursion (46) is automatically decoupled into a total of group error recursions, where the -th recursion is (58)
B. Mean-Square and Mean-Fourth-Order Error Stability
The stability of the network error recursion (46) is now reduced to studying the stability of the group recursions (58). Recall that, by Definition 2, the agents in each group are connected. Moreover, condition (22) implies that agents in each group have non-trivial self-loops, meaning that for all . It follows that each is a primitive matrix [2] , [38] (which is satisfied as long as there exists at least one in each group).
Theorem 1 (Stability of Error Moments):
For sufficiently small step-sizes, the network error recursion (46) is mean-square and mean-fourth-order stable in the sense that (59) (60) Proof: From Assumption 2, there exists at least one strongly-convex cost in each group. Since the combination matrix for each group is primitive and left-stochastic, we can call upon Theorems 9.1 and 9.2 from [3, pp. 508, 522] to conclude that every group error recursion is mean-square and mean-fourth-order stable, from which (59) and (60) follow.
C. Long-Term Model
Note that recursion (46) represents a non-linear, time-variant, and stochastic system that is driven by a state-dependent random noise process. Analysis of recursion (46) is facilitated by noting that when the step-size parameter is small enough, the mean-square behavior of (46) in steady-state, when , can be well approximated by the behavior of the following longterm model: (61) where we replaced the random matrix in (46) by the constant matrix and
Note that the long-term model (61) is now a linear time-invariant system, albeit one that continues to be driven by the same random noise process as in (46) . Similarly to the original error recursion (46), the long-term recursion (61) can also be decoupled into recursions, one for each group: 
D. Low-Dimensional Model
It turns out that the state variable, , of the long-term model can be split into two parts, one consisting of the centroids of each group and the other consisting of in-group discrepancies. The details of this splitting are not important for our current discussion but interested readers can refer to Section V of [36] and (10).37) of [3, p. 558] for a detailed explanation. Here we only use this fact to motivate the introduction of a low-dimensional model, which describes the dynamics of the centroid part. It turns out that the centroid part is the dominant component in the evolution of the error dynamics [3] , [36] . Therefore, the low-dimensional model can be used to approximately assess the error performance of the original recursion (46) . Moreover, it is also used to obtain Lemma 5 further ahead in Section VI-A.
To arrive at the low-dimensional model, we need to exploit the eigen-structure of the combination matrix , or, equivalently, that of each . Recall that we indicated earlier prior to the statement of Theorem 1 that each is a primitive and leftstochastic matrix. By the Perron-Frobenius theorem [3] , [38] , [39] , it follows that each has a simple eigenvalue at one with all other eigenvalues lying strictly inside the unit circle. Moreover, if we let denote the right-eigenvector of that is associated with the eigenvalue at one, and normalize its entries to add up to one, then the same theorem ensures that all entries of will be positive:
where denotes the -th entry of . This means that we can express each in the form:
for some eigenvector matrices and , and where denotes the collection of Jordan blocks with eigenvalues inside the unit circle and with their unit entries on the first lower subdiagonal replaced by some arbitrarily small constant . The network Perron eigenvector is obtained by stacking the group Perron eigenvectors : 
E. Steady-State MSE Performance
The following result assess the normalized mean-square deviation (MSD) performance for small step-sizes.
Lemma 4 (Steady-State Normalized MSD):
The normalized total MSD of in (46) is given by (86) where is from (62) and is the -th block on the diagonal of from (17) 
where is from (74) and is from (17) . It is easy to verify that and are symmetric and positive-definite according to Assumptions 2 and 3. From (77) and (89), we get . Using (89) and (89), (85) 
VI. ERROR PROBABILITY ANALYSIS FOR CLUSTERING
Using the results from the previous section, we now move on to assess the error probabilities for the hypothesis testing problem (28) . To do so, we need to determine the probability distribution of the decision statistic that is generated by recursion (21a)-(21b).
A. Asymptotic Joint Distribution of Estimation Errors
The low-dimensional model (75) can be rewritten as (95) where is from (89) In the sequel we establish the main result that the distribution of the normalized error sequence from (46) (99) By Lemma 4, the variances of the sequence converge to its normalized MSD in (86). Using Lemma 1, it is clear that approaches as and . Therefore, using an argument similar to Theorem 2 in [40,p. 256], we conclude that the limit superior of the first term on the RHS of (99) vanishes. Likewise, using Lemmas 1 and 4, it can be verified that the variances of the sequence also converge to the same normalized MSD in (86). Therefore, the limit superior of the second term on the RHS of (99) vanishes. The limit superior of the third term vanishes since converges in distribution to , which follows from Lemma 5. Therefore, the limit superior of the RHS of (99) vanishes when and .
B. Statistical Decision On Clustering
It follows from (97) that, when the step-sizes are sufficiently small, the marginal distribution for any pair of estimators, say, and , can be well approximated by the Gaussian distribution:
(100) where and are their individual minimizers, and denotes the -th block of with block size . Without loss of generality, let us consider the scenario where agent is from group in cluster and agent is from group in cluster , i.e., and . Then, we have from Definition 1 that and . From Theorem 2, the covarince matrix possesses the block structure shown in (94). Using (94), and noticing that and , we have , , , and . Then, it follows from (100) that (101) which means that the mean and covariance of the joint distribution for any pair of agents only depends on their groups.
Based on (101), the hypothesis test problem for clustering now becomes that of determining whether or not the two (near) Gaussian random vectors and have the same mean. Suppose the samples from the two variables are paired. The difference serves as a sufficient statistics [41] . Since and are jointly Gaussian in (101), their difference is also Gaussian:
where and . If the agents and are from the same cluster such that , then hypothesis in (28) is true and ; otherwise, hypothesis in (28) However, because stochastic iterative algorithms employ small step-sizes, sampling their steady-state estimators over time does not produce independent samples. In many scenarios we only have one sample available for testing, where the sample mean reduces to the sample itself, and the sample covariance matrix is not even available. In this case, we replace the sample covariance matrix by the identity matrix. The Hotelling's T-square test (103) becomes (104) where we re-used to denote the only available sample for testing. The statistic is a quadratic form of the (near) Gaussian random vector . Using (102), the mean and the variance of are given by
It is seen that the mean of is dominated by for sufficiently small step sizes. Since the variance of is in the order of , according to Chebyshev's inequality [40, p. 47], we have for any constant . Therefore, for sufficiently small step sizes, the probability mass of will concentrate around . When hypothesis is true, we have and ; when hypothesis is true, we have and . That is, the probability mass of under concentrates near 0 while the probability mass of under concentrates near (which is a constant independent of ). Obviously, the threshold should be chosen between 0 and . By doing so, the Type-I error will correspond to the right tail probability of when (see (109) further ahead) and the Type-II error will correspond to the left tail probability of when (see (110) further ahead). If, however, the two minimizers, i.e., and , are too close to each other such that , then the two clusters and would be treated by agents and as the same cluster because they are not significantly distinct from each other (in comparison to the threshold ). That is to say, only sufficiently distinct minimizers lead to distinct clusters.
In order to examine the statistical properties of and to perform the analysis for error probabilities, let us introduce the eigen-decomposition of and denote it by (107) where is orthonormal and is diagonal and nonnegative. Let further (108)
Since
, it follows from (107) and (108) that . Substituting (107) and (108) into (104) yields , where denotes the -th elements of , and denotes the -th element on the diagonal of . It is obvious that is a weighted sum of independent squared Gaussian random variables. When hypothesis is true, we have and by (108). In this case, reduces to a weighted sum of independent Gamma random variables (because squared zero-mean Gaussian random variables follow Gamma distributions [44, p. 337] ), whose probability density function (pdf) is available in closed-form (but is very complicated) [45] , [46] . When hypothesis is true and , the pdf of is generally not available in closedform. Several procedures have been proposed in [47] - [51] for numerical evaluation of its tail probability. Instead of relying on the precise pdf of , we shall provide some useful constructions in the sequel for the error probabilities in the hypothesis test problem (104).
C. Error Probabilities
For any and , the Type-I error, namely, the false alarm for rejection of a true , is given by (109) and the Type-II error, namely, the missing detection for incorrect rejection of a true , is given by (110) It is seen that the Type-I error corresponds to the right tail probability of with and the Type-II error corresponds to the left tail probability of with . This is a fundamental difference between the two types of errors and, therefore, different techniques are needed to approximate them. Specifically, for the Type-II error, the pdf of is close to a bell shape and can be well approximated by a Gaussian pdf. Then, the Type-II error probability can be bounded by using Chernoff bound [52] . However, this technique does not apply to the Type-I error because when , the pdf of concentrates on the positive side of the origin point and is skewed with a long right tail. Consequently, we need to take a different approach to bound the Type-I error probability.
1) Type-I Error: We first note that (111) where is from (107). This means that if , then must be true, which further implies that the event is a subset of the event . Therefore, (112) where is from (108) 
where denotes the -function, which is the tail probability of the standard Gaussian distribution, and the last step is by using the Chernoff bound [52, p. 380] . Therefore, when is small enough, the Type-II error decays exponentially at a rate of for some constant .
D. Dynamics of Diffusion With Adaptive Clustering
Since both Type-I and Type-II errors decay exponentially with exponent proportional to , it is expected that incorrect clustering decisions will become rare as the iteration proceeds. We can therefore assume that enough iterations have elapsed and the first recursion (21a)-(21b) is operating in steady-state. Under these conditions, we can examine the dynamics of the second recursion (30a)-(30b) with adaptive clustering.
From Assumption 1, correct clustering decisions split the underlying topology into sub-networks one for each cluster. Within each cluster, correct clustering decisions merge all disjoint groups into a bigger group. Therefore, the resulting topology for the entire network will now consist of separate sub-networks and each sub-network will be strongly-connected. In addition, since the step-sizes are sufficiently small, the decision statistics generated by the first recursion (21a)-(21b) in steady-state will be nearly time-invariant. The clustering decisions will therefore also be nearly time-invariant. Then, with high probability, the cooperative sub-neighborhoods produced by (29) will become nearly time-invariant after the first recursion (21a)-(21b) reaches steady-state:
for all , where is from (3). In order to gain from enhanced cooperation via adaptive clustering, it is critical to choose proper combination policies for recursion (30a)-(30b 
which will be determined by the size of . Therefore, we can rewrite the second recursion (30a)-(30b) for small enough and large enough as (124a) (124b) by using (121) and (123). We collect the into a matrix and denote it by . The matrix is block diagonal and each block on its diagonal corresponds to a cluster. Recursion (124a)-(124b) only involves in-cluster cooperative learning for common minimizers, where all agents from a cluster form a single big group. Therefore, the performance analysis in Section V applies to this case as well.
VII. SIMULATION RESULTS
We simulate a network consisting of agents. There are clusters in the network. The first agents belong to cluster , i.e., . The second agents belong to cluster , i.e., . The third agents belong to cluster , i.e., . The underlying topology that connects all agents is shown in Fig. 2 , where we use red color to mark agents from cluster , blue color for cluster , and green color for cluster . Moreover, the loading factors for the three clusters, namely, , , and , are randomly generated. The step-size is uniform and is set to . Each agent observes a data stream that satisfies the linear regression model [54] : where is a scalar response variable and is a row vector feature variable with . The feature variable is randomly generated at every iteration by using a Gaussian distribution with zero mean and scaled identity covariance matrix . The model noise is also randomly generated at every iteration by using another independent Gaussian distribution with zero mean and variance
. The values of and are positive and randomly generated, and they are plotted in Figs. 3(a) and 3(b) , respectively. Two scenarios are simulated.
A. Scenario 1: Nontrivial Partial Knowledge
In the first scenario, agents have some partial knowledge about the grouping at the beginning of the learning process. The partial knowledge is non-trivial, meaning that the groups Figs. 4(a)-4(c) , it can be observed that all separate small groups from the same cluster merge into a bigger group and collaborative learning involving more agents emerges.
The MSD learning curves are plotted in Fig. 6 for recursions (21a)-(21b) and (30a)-(30b). The curves are obtained by averaging over 100 trials. Obviously all three clusters improve their steady-state MSD performance on average by forming larger clusters for cooperation.
B. Scenario 2: No Prior Knowledge
In the second scenario, agents have no prior knowledge about the grouping at all, meaning that the groups used in the first recursion (21a)-(21b) are only singletons. The topologies that reflect the are plotted in Figs. 7(a)-7(c) for the three clusters. The Metropolis rule in (122) is used again in both recursions.
In steady-state (after about 200 iterations), the links between neighbors within the same cluster are active while links to neighbors from different clusters are dropped. The resulting topology in steady-state with active links in this scenario is the same as the one shown in Fig. 5 . The three sub-networks are themselves connected at steady-state and are shown 
VIII. CONCLUSIONS
In this work we developed a distributed strategy for adaptive learning and clustering over multi-cluster networks. Detailed performance analysis is conducted and the results are supported by simulations. The proposed algorithm can be used in applications to segment heterogeneous networks into sub-networks to enhance in-cluster cooperation and suppress cross-cluster interference. It can also be applied to homogeneous networks to prevent intrusion or jamming by isolating malicious nodes from normal nodes. Furthermore, it can be used to trim and grow adaptive networks according to the objectives of the agents in the network.
APPENDIX I PROOF OF LEMMA 3
Let us examine the evolution of the covariance matrix of , which is defined by . Using (13) and (14), we get from (75) that (125) We next introduce the fixed-point covariance recursion (126) We bound the difference matrix by (128) where step (a) is by using Jensen's inequality; step (b) is by using (16) 
for some . Using the triangle inequality and the sub-multiplicativity property of norms, we have from (127) that (131) where in the last step we used (130) and the fact that . As , we get from (129) and (131) that (132) Now, since is stable and in view of (17) , the fixed-point recursion (126) converges as . At steady-state, the limit of (126) satisfies the discrete Lyapunov equation (85) 
The second term on the RHS of (134) can be bounded by Noting that is obtained by extending via (79) and (80), and using (94), we arrive at (93).
