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Abstract
We investigate the canonical structure of the (2+1)-dimensional non-linear σ
model in a polynomial formulation. A current density defined in the non-linear σ
model is a vector field which satisfies a formal flatness (or pure gauge) condition.
It is the polynomial formulation in which the vector field is regarded as a dynamical
variable on which the flatness condition is imposed as a constraint condition by in-
troducing a Lagrange multiplier field. The model so formulated has gauge symmetry
under a transformation of the Lagrange multiplier field. We construct the general-
ized Hamiltonian formalism of the model explicitly by using the Dirac method for
constrained systems. We derive three types of the pre-gauge-fixing Hamiltonian sys-
tems: In the first system, the current algebra is realized as the fundamental Dirac
Brackets. The second one manifests the similar canonical structure as the Chern-
Simons or BF theories. In the last one, there appears an interesting interaction as
the dynamical variables are coupled to their conjugate momenta via the covariant
derivative.
1e-mail address: matsuyat@nara-edu.ac.jp
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1. Introduction
The non-linear σ model [1] is a quite useful theory to describe a non-linear quantum
dynamics. For example, the model is available as the low-energy effective theory of QCD
and gives us an important knowledge on physics, e.g., the soft pion physics. The model
also gives us a powerful effective theory in describing macroscopic quantum phenomena
which appear in the condensed matter physics, e.g., the quantum Hall effect [2] or the
high-Tc superconductivity [3]. The fruitfulness of the dynamics included in the model
comes from the non-linearity [4, 5, 6], of course. At the same time, the non-linearity
makes the analysis of the dynamics beyond the tree level very difficult [7].
In (d+1)-dimensions, the model is defined by the Lagrangian density [5]
L = gd−1 tr(∂µU
†∂µU) , (1)
where g is a coupling constant which has the dimension of mass. U has its value on a
group manifold G and tr is taken over the group index. For definiteness, we consider the
SU(2) group as an example but the extension to other gauge groups is straightforward. In
the usual formulation, U is written as U = exp (iϕ) where ϕ is considered as a dynamical
variable. The algebra-valued ϕ corresponds to a physical field like the pion in the case
of QCD. The Lagrangian density (1) is expressed in a non-polynomial form concerned
with ϕ field so that we call this formulation the non-polynomial formulation. The Taylor
expansion of (1) by ϕ gives us infinitely many types of interaction terms. It is very difficult
to evaluate effects of radiative corrections in this way.
To overcome this difficulty, several types of formulations of the model are proposed
and each of them has its own advantage. Sometimes a reformulation of the model gives
us a new insight which is hard to be found in the other formulation. As one of these
formulations, a polynomial representation of the non-linear σ model has been studied
extensively [8, 9, 10, 11, 12]. This formulation has many interesting features from the
theoretical and practical points of view.
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It is a specific feature of the polynomial formulation that the current density is regarded
as the dynamical variable. The current density is a vector field which satisfies a formal
flatness (or pure gauge) condition. The flatness condition is imposed as a constraint
condition by introducing a Lagrange multiplier field. Then the model has gauge symmetry
under a transformation of the Lagrange multiplier field. Thus the Hamiltonian system of
the model so formulated is a constrained system with the gauge symmetry. This situation
motivates us to study the canonical structure of the model in detail.
Though the polynomial formulation is available in any space-time dimensions, we re-
strict ourselves to consider the (2+1)-dimensional model in this paper. This is because the
(2+1)-dimensional model is the most simplest one 2 which still has a first-class constraint
making the canonical structure non-trivial. The model also can be applicable to a planar
electron system in the condensed matter physics.
In this paper, we construct the generalized Hamiltonian formalism of the (2+1)-
dimensional non-linear σ-model in the polynomial formulation explicitly by using the
Dirac method [13] for constrained systems. In Sec. 2, we present a brief introduction
to the polynomial formulation. The generalized Hamiltonian formalism of the model is
extensively studied in Sec. 3. In Sec. 4, we derive three types of the pre-gauge-fixing
Hamiltonian systems: In the first system, it is seen that the current algebra is realized
as the fundamental Dirac Brackets. The second system has the Dirac brackets which are
the same ones as the Chern-Simons or BF theories. In the third system, there appears an
interesting coupling that the dynamical variables are coupled to their conjugate momenta
via the covariant derivative. Section 5 is devoted for conclusions and discussions.
2In the (1+1)-dimensional case which might be thought to be more simpler, there is no local gauge
symmetry [12].
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2. Polynomial Formulation
The basic idea of the polynomial formulation is as follows: We introduce the SU(2)
algebra-valued vector field Lµ such as Lµ = L
a
µτ
a = g−
1
2U †∂µU , where τ
a is the gen-
erator of the SU(2) group. We consider the vector field Lµ as a dynamical variable and
never refer to U . If we define the field strength F aµν as F
a
µν ≡ ∂µL
a
ν − ∂νL
a
µ + g
1
2fabcLbµL
c
ν ,
where fabc is the structure constant of the SU(2) group, Laµ field satisfies the flatness
or pure gauge condition as F aµν = 0. Notice that the use of the term “flatness” is formal.
While the original field U is transformed under the global SU(2) group, the vector field Laµ
is invariant under the transformation. Here we consider to impose the “flatness” condition
to the theory as a constraint condition by introducing a Lagrange multiplier field denoted
by θaµν . Then we can obtain another description of the nonlinear σ model which is defined
by the Lagrangian density,
L =
1
2
g2LaµL
aµ +
1
2
gθaνρF aνρ . (2)
The Lagrangian density (2) is the polynomial of Lµ and θµν so that we call this formulation
the polynomial or first-order formulation of the non-linear σ-model. In our convention, 3
the mass dimensions of g, Laµ and θ
a
µ are 1, 1/2 and 1/2 respectively and the generator τ
a
is normalized by tr(τaτ b) = −(1/2)δab.
Since F aνρ is antisymmetric under the interchange of ν and ρ, θ
a
νρ also has to be so. It is
convenient to use the dual field θaµ which is a vector field defined as θ
aνρ = ǫµνρθaµ . Then
we can rewrite (2) to
L =
1
2
g2LaµL
aµ +
1
2
gǫµνρθaµF
a
νρ , (3)
which is our starting Lagrangian.
The Lagrangian density (3) has “local gauge symmetry” under a transformation of
3We have used the usual convention that the mass dimension of the vector field is 1/2 in (2+1)-
dimensions.
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Lagrange multiplier field θaµ. The transformation is
θaµ → θ
a
µ +D
ab
µ λ
b (4)
where λb(x) is an arbitrary function. Dabµ is a covariant derivative defined as D
ab
µ ≡
δab∂µ − g
1
2 fabcLcµ. We can easily show that the Lagrangian density (3) is invariant un-
der the transformation (4) by using the Bianchi identity. The interesting feature of the
transformation (4) is that it is the infinitesimal version of the non-Abelian gauge trans-
formation. Thus the symmetry is Abelian in fact [11]. The model in the polynomial
formulation has the infinitesimal non-Abelian gauge symmetry as the exact symmetry.
The peculiar point of the polynomial formulation is that the property which the dy-
namical variable should have is imposed via the constraint. In addition the constrained
system has the local gauge symmetry under the transformation of the Lagrange multi-
plier. These situations make the structure of the Hamiltonian system non-trivial. In the
followings we study the canonical structure of the system by using the Dirac method.
3. Dirac Method
We construct the generalized Hamilton formalism by using the Dirac method [13] for con-
strained systems. We have to take a care of the gauge symmetry under the transformation
of θµ as (4). We may fix the gauge by adding any suitable gauge-fixing condition at the
beginning and quantize the gauge-fixed theory in the specific gauge. This procedure is
too restrictive because if we want to choose other gauge-fixing conditions, we have to
repeat almost same procedure again. So we use another prescription to make our result
more general. We construct the pre-gauge-fixing Hamiltonian system (and get a set of the
pre-gauge-fixing Dirac brackets) which maintains the gauge symmetry. Then we can get a
result which is independent of a choice of the gauge-fixing condition. After that, we may
impose the remaining first-class constraints with any suitable gauge-fixing conditions on
state vectors to restrict the phase space to a physical subspace or we also can covert the
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first-class constraints to the second-class ones by adding the gauge-fixing conditions. If we
construct the Dirac brackets, the second-class constraints become the strong equations.
Once we construct the pre-gauge-fixing Hamiltonian system, we do not need to recon-
struct everything from the beginning. The generalized Hamilton systems for the different
gauge-fixing conditions can be obtained starting from the pre-gauge-fixing Hamiltonian
system.
3.1 Primary System
The canonical momenta which are conjugate to the field variables Laµ and θ
a
µ are obtained
as
πaµ ≡
δL
δL˙aµ
= gǫ0µνθaν , (5)
πθ
aµ ≡
δL
δθ˙aµ
= 0 , (6)
from (3) respectively, where L =
∫
d~xL. Both of them do not include the first-order
time-derivative term so that they give us the primary constraints,
Kaµ ≡ πaµ − gǫ0µνθaν ≈ 0 , (7)
φaµ ≡ πaµθ ≈ 0 , (8)
where “≈” means the weak equality as usual. The Poisson brackets between the field
variables and their conjugate momenta are defined by
{Laµ(t, ~x), π
b
ν(t, ~y)} = gµνδ
abδ(~x− ~y) , (9)
{θaµ(t, ~x), πθ
b
ν(t, ~y)} = gµνδ
abδ(~x− ~y) . (10)
The canonical Hamiltonian is obtained by the formal Legendre transformation as
HC =
∫
d~x(πaµL˙
aµ + πaθµ
˙θaµ −L)
=
∫
d~x(−gǫ0ijθa0∂iL
a
j − gǫ
0ijθai ∂jL
a
0 −
1
2
g2LaµL
aµ −
1
2
g
3
2 ǫµνρfabcθaµL
b
νL
c
ρ) . (11)
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In order to restrict the phase space by the primary constraints (7) and (8), we add the
corresponding constraint terms to (11) which gives us the primary Hamiltonian,
HP = HC +
∫
d~x(uaµK
aµ + vaµφ
aµ) , (12)
where uaµ(x) and v
a
µ(x) are the Lagrange multipliers.
3.2 Dirac Algorithm
Starting from the primary constraints (7) and (8) and the primary Hamiltonian (12), we
construct a consistent Hamiltonian system following the Dirac algorithm [13]. We require
that a constraint f is not changed in time-evolution. It means that the constraint surface
is independent of time so that we can identify the true phase space definitely. Thus we
impose the consistency condition, f˙ = {f,HP} ≈ 0. As the results of this condition,
three cases will be realized as follows: (i) A Lagrange multiplier might be decided. (ii)
A new (secondary) constraint might be obtained. (iii) The condition might be satisfied
consistently. In the case (ii), we impose again the consistency condition to the newly
appeared constraint and repeat the same procedure until the case (i) or (iii) is realized.
Finally we will have a consistent set of constraints and at the same time a part of the
Lagrange multipliers will be decided. The resulting system is the generalized Hamiltonian
system.
First we impose the consistency condition to Kaµ. For µ = 0, there appears the
secondary constraint,
Ma ≡ ǫ0ij∂iθ
a
j + gL
a0 + g
1
2 ǫ0ijfabcθbiL
c
j ≈ 0 . (13)
On the other hand, the consistency for Kai decides the multiplier vai as
vai = ∂iθ
a
0 − gǫ0ijL
aj − g
1
2fabcθb0L
c
i + g
1
2fabcθbiL
c
0 . (14)
Next we require the consistency for φaµ. In the case of µ = 0, we obtain the secondary
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constraint,
Na ≡ ǫ0ij∂iL
a
j +
1
2
g
1
2 ǫ0ijfabcLbiL
c
j ≈ 0 . (15)
The consistency for φai decides uai as
uai = ∂iL
a
0 − g
1
2 fabcLb0L
c
i . (16)
Now we have two secondary constraints, (13) and (15). We repeat the same procedure
for them. The consistency for Ma decides ua0 as
ua0 = −
1
g
(g
1
2 ǫ0ijfabcθbiu
c
j + ǫ
0ij∂iv
a
j + g
1
2 ǫ0ijfabcLbiv
c
j) , (17)
where ucj and v
c
j have been given by (16) and (14) respectively. Finally we impose the
consistency condition to Na and obtain the relation
ǫ0ij∂iu
a
j + g
1
2 ǫ0ijfabcLbiu
c
j ≈ 0 , (18)
which can be rewritten as
ǫ0ijfabcLb0∂iL
c
j − g
1
2 ǫ0ijLb0L
b
iL
a
j ≈ 0 , (19)
by substituting (16) to uai of (18). We wonder that (19) gives us a new constraint but
we can show that the equation is satisfied automatically because of (15). Now we have
completed to find all of constraints which are Kaµ, φaµ, Ma and Na.
3.3 Classification of Constraints
The next step of the Dirac method is to classify these constraints into the first- and
second-class constraints. The first-class constraint is the one which has the vanishing
Poisson brackets with all of other constraints. The constraints except for the first-class
ones are called the second-class constraints.
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In order to simplify the notation, we define ηas’s as {ηas|a = 1, 2, 3; s = 1, .., 8} ≡
{Ka0, Ka1, Ka2, φa0, φa1, φa2,Ma, Na} where a is the group index. We define a matrix
Bab;st(~x, ~y) as Bab;st(~x, ~y) ≡ {ηas(~x), ηbt(~y)}. Then we have
Bab;st(~x, ~y) =

0 0 0 0 0 0 −gδab 0
0 0 0 0 0 −gδab g
1
2 fabcθc2 −D
ab
2 (~x)
0 0 0 0 gδab 0 −g
1
2 fabcθc1 D
ab
1 (~x)
0 0 0 0 0 0 0 0
0 0 −gδab 0 0 0 −Dab2 (~x) 0
0 gδab 0 0 0 0 Dab1 (~x) 0
gδab g
1
2fabcθc2 −g
1
2fabcθc1 0 −D
ab
2 (~x) D
ab
1 (~x) 0 0
0 −Dab2 (~x) D
ab
1 (~x) 0 0 0 0 0


×δ(~x− ~y) (20)
by calculating the Poisson brackets between ηas’s. In (20), we find that the φa0 is the
first-class constraint and the others are the second-class ones. Thus we have one first-
class constraint and seven second-class constraints.4 The number of the second-class
constraints should be even because a coordinate should make a pair with a momen-
tum and the dimensions of the reduced phase space should be even. We have now
the seven second-class constrains. So we can get at least one more first-class constraint
by a linear combination of the second-class constraints. It means that these second-
class constraints are not linearly independent. We may convert Na to the first-class
constraint. For the convenience, we denote the second-class constraints by ξas’s as
{ξas|a = 1, 2, 3; s = 1, .., 6} = {Ka0, Ka1, Ka2, φa1, φa2,Ma}. By using ξas’s, we define
a matrix Cab;st as Cab;st(~z1, ~z2) ≡ {ξ
as(~z1), ξ
bt(~z2)}. Then the new first-class constraint is
defined as
Ga(~x) = Na(~x)−
∫
d~z1d~z2{N
a(~x), ξbs(~z1)}(C
−1)bcst(~z1, ~z2)ξ
ct(~z2) (21)
which is actually the linear combination of Na and ξas’s. (C−1)abst is the inverse matrix
of Cab;st. We can easily check that the Poisson brackets between Ga and all of other
4The number of constraints is counted without distinguishing the group index.
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constraints vanish so that Ga is surely the first-class constraint. Because the determinant
of Cab;st is not zero, the remained second class constraints are independent of each other
and (C−1)asst exists certainly. There is no more first class constraints.
The explicit form of the matrix Cab;st is obtained after deleting two lows and two
columns, which are concerned with φa0 and Na, from the matrix Bab;st. Thus we have
Cab;st(~z1, ~z2) =

0 0 0 0 0 −gδab
0 0 0 0 −gδab g
1
2 fabcθc2
0 0 0 gδab 0 −g
1
2fabcθc1
0 0 −gδab 0 0 −Dab2 (~z1)
0 gδab 0 0 0 Dab1 (~z1)
gδab g
1
2 fabcθc2 −g
1
2fabcθc1 −D
ab
2 (~z1) D
ab
1 (~z1) 0


δ(~z1 − ~z2).
(22)
The inverse of Cab;st also can be evaluated explicitly which becomes
(C−1)abst (~z1, ~z2) =

Qab(~z1, ~z2)
1
g2
Dab1 (~z1)
1
g2
Dab2 (~z1) −
1
g
3
2
fabcθc1 −
1
g
3
2
fabcθc2
1
g
δab
1
g2
Dab1 (~z1) 0 0 0
1
g
δab 0
1
g2
Dab2 (~z1) 0 0 −
1
g
δab 0 0
− 1
g
3
2
fabcθc1 0
1
g
δab 0 0 0
− 1
g
3
2
fabcθc2 −
1
g
δab 0 0 0 0
−1
g
δab 0 0 0 0 0


δ(~z1 − ~z2)
(23)
where we have defined the operator Qab(~z1, ~z2) as
Qab(~z1, ~z2)δ(~z1 − ~z2) =
1
g
5
2
ǫ0ij{facdθdi (~z1)D
cb
j (~z1) + f
cbdDaci (~z1)θ
d
j (~z2)}δ(~z1 − ~z2)
=
1
g
5
2
ǫ0ijfabc(Dcdi (~z1)θ
d
j (~z1))δ(~z1 − ~z2) . (24)
By using (15), (21) and (23), we can derive the explicit form of Ga(~x) as
Ga(~x) = Na(~x)−
1
g2
ǫ0ijDabi (~x)D
bc
j (~x)K
c0(~x) +
1
g
Dabi (~x)φ
bi(~x) . (25)
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3.4 Dirac Brackets
Now we have two first-class constraints, φa0 and Ga, and the six second-class constraints
ξas’s. We construct the Dirac brackets which allow us to use the second-class constraints
as equality relations which are called “strong equations”. Thus the Dirac brackets give us
the canonical algebra on the constrained phase space. The definition of the Dirac brackets
is
{A(~x), B(~y)}D ≡ {A(~x), B(~y)}
−
∫
d~z1d~z2{A(~x), ξ
as(~z1)}(C
−1)abst (~z1, ~z2){ξ
bt(~z2), B(~y)} (26)
for any variables A(~x) and B(~y). After tedious but straightforward calculations, we find
the following Dirac brackets;
{La0(~x), π
b
i (~y)}D = −
1
g
1
2
ǫ0ijf
abcθcjδ(~x− ~y) , (27)
{Lai (~x), π
b
j(~y)}D = gijδ
abδ(~x− ~y) , (28)
{La0(~x), L
b
0(~y)}D = Q
ab(~x, ~y)δ(~x− ~y) , (29)
{La0(~x), L
b
i(~y)}D =
1
g2
Dabi (~x)δ(~x− ~y) , (30)
{θa0(~x), πθ
b
0(~y)}D = δ
abδ(~x− ~y) , (31)
{La0(~x), θ
b
i (~y)}D = −
1
g
3
2
fabcθci δ(~x− ~y) , (32)
{Lai (~x), θ
b
j(~y)}D =
1
g
δabǫ0ijδ(~x− ~y) . (33)
The other Dirac brackets vanish. (See the Appendix. )
Under the use of these brackets, the second-class constraints can be regarded used as
the strong equations. Summarizing them here, we have the strong equations as follows;
Ka0 = πa0 = 0 , (34)
Kai = πai − gǫ0ijθaj = 0 , (35)
φai = πθ
ai = 0 , (36)
Ma = ǫ0ij∂iθ
a
j + gL
a0 + g
1
2 ǫ0ijfabcθbiL
c
j = 0 . (37)
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On the other hand, we have two first-class constraints φa0 and Ga. It should be noticed
that Ga is reduced to Na if we use the strong equations. Eventually the first-first class
constraints become
φa0 = πa0θ ≈ 0 , (38)
Ga = ǫ0ijF aij ≈ 0 . (39)
Notice that (39) is the Gauss law constraint which is the same one appeared in the Chern-
Simons theory [14] or the BF theory [15]. It has the origin in the term ǫµνρθµFνρ which is
a topological term being independent of the metric as the Chern-Simons term. Therefore
the Hamiltonian system may share a common nature with the ones of these theories.
3.5 Remarks on Quantization
Once we obtain the generalized Hamiltonian system, the procedure of quantization is
almost straightforward. Here we just give general remarks on the quantization.
In the generalized Hamiltonian system which we have obtained, two first-class con-
straints have been appeared. In treating the first-class constraints, there are two strategies
as follows:
(a) We replace the Dirac brackets to the commutation relations. Thus we introduce the
quantum operators first. Then we impose the first-class constraints and also any
suitable gauge-fixing conditions on the state vectors in the Hilbert space and obtain
the true phase space.
(b) We may fix the gauge symmetry by imposing any suitable gauge-fixing conditions.
Because we have non-vanishing Poisson brackets between the first-class constraints
and the gauge-fixing conditions, the first-class constraints are regarded as the second-
class constraints. We can construct the gauge-fixed Dirac brackets which allow us to
use all constraints and the gauge-fixing conditions as the strong equations. Then the
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system is quantized by replacing the gauge-fixed Dirac brackets to the commutation
relations.
We also have to be careful for the ordering of quantum operators as usual. In this aspect
too, the polynomial formulation is much better than the non-polynomial one because we
treat only the polynomial, not the infinite power, of the operators.
We may relay on the path-integral quantization method too. The Faddeev-Senjanovic
method [16] gives us a systematic prescription of the path-integral quantization. For the
path-integral quantization, we need the generalized Hamiltonian formalism as the strict
basis to determine the path-integral measure.
4. Pre-gauge-fixing Hamiltonian Systems
The pre-gauge-fixing total Hamiltonian HT is defined by adding the constraint term due
to the secondary first-class constraint Ga to the primary Hamiltonian HP given in (12).
Thus HT becomes
HT = HP +
∫
d~xwaGa , (40)
where wa(x) is the Lagrange multiplier. The field variables which are used in the starting
Lagrangian density (3), are L0, Lai, πa0, πai, θa0, θai, πa0θ and π
ai
θ . In terms of the strong
equations (34) ∼ (37), we can eliminate some of them from the total Hamiltonian HT .
We also may remain some redundant variables in HT with some strong equations. The
explicit form of HT depends on which variables are eliminated.
4.1 HT by L
a
µ and Current Algebra
HT obtained most naively is
HT =
∫
d~x(
1
2
g2La0L
a0 −
1
2
g2LaiL
ai + waGa + va0φ
a0) , (41)
12
where we have shifted wa − 1
2
gθa0 to w
a. The last two terms in (41) correspond to the
first-class constraints. In this form, all of Laµ’s are kept as dynamical variables.
The current algebra is one of most important features of the non-linear σ model. In the
polynomial formulation, we have considered the current density as the dynamical variable.
We do not refer to any elementary fields, of which the current density is composed. The
current algebra should be realized as the fundamental Dirac brackets.
To see that, let us consider the Dirac brackets of (29) and (30). By using (24) and
(37), we can rewrite (29) to
{La0(~x), Lb0(~y)}D = −
1
g
3
2
fabcLc0(~x)δ(~x− ~y) . (42)
This is the well-known form of the Lie algebra. From (30), We also have
{La0(~x), Lbi(~y)}D = −
1
g
3
2
fabcLci(~x)δ(~x− ~y) +
1
g2
δab∂xi δ(~x− ~y) . (43)
It should be noticed that the second term in the right-hand side of (43) is the so-called
Schwinger term [17]. The algebra is consistent with the general form of the current algebra
expected in this kind of the model. [18]
4.2 HT by L
a
i and θ
a
i
We can express HT by L
a
i and θ
a
i . To this end, we eliminate L
a
0 from (41) by using
La0 = −
1
g
ǫ0ijDabi θ
b
j , (44)
which is obtained from (37). Then we obtain
HT =
∫
d~x{
1
2
(ǫ0ijDabi θ
b
j)(ǫ
0klDack θ
c
l )−
1
2
g2LaiL
ai + waGa + va0φ
a0} . (45)
The Dirac brackets for Lai and θ
a
i are given by (33). The brackets have a characteristic
form including ǫ0ij which is same as the ones of the Chern-Simons or BF theories. This is
expected because the Lagrangian density (3) includes the symplectic form as ǫµνρθµFνρ.
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4.3 HT by L
a
i and pi
a
i
We also can obtain the expression of HT in which the canonical pairs of coordinates and
momenta can be seen explicitly. Let us rewrite (35) to
ǫ0ijθaj =
1
g
πai . (46)
Notice that πai is a dual field of θ
a
j . In eliminating θ
b
j in (45) by (46), we obtain
HT =
∫
d~x{
1
2g2
(Dabi π
bi)(Dacj π
cj)−
1
2
g2LaiL
ai + waGa + va0φ
a0} . (47)
Eventually the Hamiltonian (47) has been obtained by using all of the strong equations
(34) ∼ (37). The Dirac brackets (28) shows that Lai and πai (i=1, 2) make two canonical
pairs. φa0 includes πa0θ so that one more pair (θ
a0, πa0θ ) exists. Thus we have three canonical
pairs in the system. Since we have two first-class constraints, two gauge-fixing conditions
are needed to reduce the phase space to the true one. It means that the true degrees of
freedom in the model is just one (counting the number of the canonical pair).
The specific feature seen in (47) is that Lai ’s are coupled to π
a
i ’s through the covariant
derivative Dabi . It is interesting that a dynamical variable is coupled to its conjugate
momentum in the way of the minimal coupling.
5. Conclusions and Discussions
We have constructed the generalized Hamiltonian formalism of the (2+1)-dimensional
non-linear σ model in polynomial formulation by using the Dirac method for constrained
systems. In the polynomial formulation, the current density is considered as the dynam-
ical variable. The current density satisfies the flatness condition which is imposed to the
Hamiltonian system as the constraint by introducing the Lagrange multiplier field. Fol-
lowing the Dirac algorithm, we have derived the full set of constraints which have been
classified into the first- and second-class constraints. Since the system is symmetric under
the local gauge transformation of the Lagrangian multiplier field, the first-class constraint
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which corresponds to the Gauss law has appeared as the secondary constraint. We have
evaluated the Dirac brackets which allow us to use the second-class constraints as the
strong equations. Reducing the variables by the strong equations, we have found the
pre-gauge-fixing total Hamiltonian systems.
The explicit form of the pre-gauge-fixing total Hamiltonian depends on which the
variables are eliminated by the strong equations. As the typical ones, three types of the
Hamiltonian systems have been derived:
1) The first type is suitable for discussing on the current algebra. We have reproduced
the correct current algebra as the Dirac brackets. It is remarkable that the current
algebra is realized as the fundamental Dirac brackets without referring to the vari-
ables of which the current density is composed. We may say that the polynomial
formulation gives us a concrete canonical formalism of the Sugawara theory [19].
2) The second type has the Dirac brackets which are similar to the ones of the Chern-
Simons or BF theories. This is because the model in the polynomial formulation has
the symplectic form as ǫµνρθµFνρ which is added as the constraint term imposing
the flatness condition to the model. It is interesting to study how the polynomial
formulation is related to these theories.
3) In the third type, the minimal set of the canonical pairs appears. In fact, the number
of the true degree of freedom is just one in counting the number of the canonical
pairs. The interesting aspect of this type is that the dynamical variables are coupled
to their conjugate momenta via the covariant derivative. This kind of interaction is
not so familiar. In addition, we may say that this type is dual to the second type as
seen in (46). It may be important to understand the meaning of the duality.
We should notice that these Hamiltonian systems, each of which has the remarkable
characteristics as mentioned above, are derived from the same Lagrangian density. It
may be important that we know how these systems are converted from one to another
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by changing the dynamical variables. Each of the Hamiltonian systems is the different
representations of the same model. This has been clarified by constructing the pre-gauge-
fixing Hamiltonian systems.
One of our aims using the polynomial formulation is to evaluate the radiative correc-
tions by the quantized fields. The generalized Hamiltonian formalism obtained in this
paper gives us the basis of the quantization of the model in the polynomial formulation.
Then the concrete method to proceed these evaluations may be the perturbation for in-
stance. In Ref. [11], the perturbation of the model in the polynomial formulation under the
covariant gauge-fixing condition has been given, where we have found a new perturbative
series in which it is expected that the ultra-violet divergence is much more milder than the
one in the non-polynomial formulation. The Hamiltonian system used there corresponds
to the third type obtained here. It may be interesting to study the perturbation theories
based on the first or second type Hamiltonian systems, which are under constructions.
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Appendix
We present here some results of calculating Poisson brackets between the dynamical vari-
ables (Laµ, π
a
µ, θ
a
µ, and π
a
θµ) and the second-class constraints ξ
as’s ({ξas|a = 1, 2, 3; s =
1, .., 6} = {Ka0, Ka1, Ka2, φa1, φa2,Ma}), which are needed for deriving the Dirac brackets
in Sec. 3.4. For example, let us consider the Poisson brackets between Laµ’s and ξ
as’s. We
have
{Laµ(~x), K
b0(~z1)} = g
0
µδ
abδ(~x− ~z1) ,
{Laµ(~x), K
b1(~z1)} = g
1
µδ
abδ(~x− ~z1) ,
{Laµ(~x), K
b2(~z1)} = g
2
µδ
abδ(~x− ~z1) ,
and the other brackets vanish. All of them are collected in a formula as
{Laµ(~x), ξ
bs(~z1)} = (g
0
µδ
ab, g1µδ
ab, g2µδ
ab, 0, 0, 0)δ(~x− ~z1) .
In the same way, we obtain
{πaµ(~x), ξ
bs(~z1)} = (0, 0, 0, 0, 0,−gg
0
µδ
ab − g
1
2 ǫ0ijgµjf
abcθci )δ(~x− ~z1) ,
{θaµ(~x), ξ
bs(~z1)} = (0, 0, 0, g
1
µδ
ab, g2µδ
ab, 0)δ(~x− ~z1) ,
{πaθµ(~x), ξ
bs(~z1)} = (0, ggµ2δ
ab,−ggµ1δ
ab, 0, 0,−ǫ0ijgµjδ
ab∂z1i + g
1
2 ǫ0ijgµif
abcLcj)δ(~x− ~z1),
{ξct(~z2), L
d
ν(~y)} = (−g
0
νδ
cd,−g1νδ
cd,−g2νδ
cd, 0, 0, 0)δ(~z2 − ~y) ,
{ξct(~z2), π
d
ν(~y)} = (0, 0, 0, 0, 0, gg
0
νδ
cd − g
1
2 ǫ0ijgjνf
cdeθei )δ(~z2 − ~y) ,
{ξct(~z2), θ
d
ν(~y)} = (0, 0, 0,−g
1
νδ
cd,−g2νδ
cd, 0)δ(~z2 − ~y) ,
{ξct(~z2), π
d
θν(~y)} = (0,−gg2νδ
cd, gg1νδ
cd, 0, 0, ǫ0ijgjνδ
cd∂z2i + g
1
2 ǫ0ijgiνf
cdeLej)δ(~z2 − ~y) .
Using these formulae with (26), the Dirac brackets (27) ∼ (33) are obtained.
17
References
[1] M. Gell-Mann and M. Le´vy, Nuovo Cimento 16, 705 (1960); S. Weinberg, Phys.
Rev. 166, 1568 (1968); J. Schwinger, Phys. Rev. 167, 1432 (1968).
[2] K. von Klitzing, G. Dorda, and M. Pepper. Phys. Rev. Lett. 45, 494(1980); D. C.
Tsui, H. L. Sto¨rmer, and A. C. Gossard, Phys. Rev. Lett. 48, 1559(1982).
[3] G. Bednorz and K. A. Mu¨ller, Z. Phys. B64, 188(1986).
[4] S. Gasiorowicz and D. Geffen, Rev. Mod. Phys. 41, 513(1969); S. Coleman, J. Wess
and B. Zumino, Phys. Rev. 177, 2239(1969).
[5] J. Zinn-Justin, Quantum Field Theory and Critical Phenomena, Second Edition
(Oxford University Press, 1993).
[6] N. D. Mermin and H. Wagner, Phys. Rev. Lett. 17,1133 (1966); S. Coleman, Comm.
Math. Phys. 31, 259 (1973).
[7] A. A. Slavnov, Nucl. Phys. B31, 301 (1971).
[8] D. Z. Freedman and P. K. Townsed, Nucl. Phys. B177, 282 (1981); N. K. Nielsen,
Nucl. Phys. B332, 391(1990).
[9] G. L. Demarco, C. D. Fosco and R. C. Trinchero, Phys. Rev. D45, 3701 (1992); C.
D. Fosco and R. C. Trinchero, Phys. Lett. B322, 97 (1994).
[10] C. D. Fosco and T. Matsuyama, Phys. Lett. B329, 233 (1994).
[11] C. D. Fosco and T. Matsuyama, Int. J. Mod. Phys. A10, 1655(1995).
[12] C. D. Fosco and T. Matsuyama, Prog. Theor. Phys. 93, 441(1995).
18
[13] P. A. M. Dirac, Can. J. Math. 2, 129(1950); ibid. 3, 1(1951); Proc. R. Soc. London
A246, 326(1958); Lectures on Quantum Mechanics (Yeshiva University, New York,
Academic Press, 1967).
[14] E. Witten, Comm. Math. Phys. 121, 351(1989).
[15] A. S. Schwartz, Comm. Math. Phys. 67, 1(1979); G. Horowitz, Comm. Math. Phys.
125, 417(1989); M. Blau and G. Thompson, Ann. Phys. 205, 130(1991); D. Birm-
ingham, M. Blau, M. Rakowski and G. Thompson, Phys. Rep. 209, 129(1991).
[16] L. D. Faddeev, Theor. Math. Phys. 1, 1(1970); P. Senjanovic, Ann. Phys. 100,
227(1976).
[17] J. Schwinger, Phys. Rev. Lett. 3, 296(1959); see also T. Goto and I. Imamura, Prog.
Theor. Phys. 14, 196(1955).
[18] See for example: S. B. Treiman, R. Jackiw, B. Zumino and E. Witten, Current
Algebra and Anomalies, (World Scientific, Singapore, 1985).
[19] H. Sugawara, Phys. Rev. 120, 1659 (1968).
19
