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SYNOPSIS 
A comprehensive suite of FE based structural optimization 
computer programs has been developed to minimise vibration 
and radiated noise of internal combustion engines. Finite 
element based vibration and noise prediction techniques, 
dynamic substructuring capabilities and design optimization 
methods are the key elements of the program suite. The entire 
engine noise generation process, starting from the combustion 
pressure and ending with the radiated noise, is within the 
scope of the programs. Engine structural member sizes, 
material properties, structural damping and the gasket 
stiffness and damping between engine components may be used 
as design variables. Limited shape optimization capabilities 
are also developed, including removal and addition of 
structural parts, and geometric modifications without FE mesh 
regeneration. The design optimization problem, which may 
involve complex design modifications, is finally transformed 
into a simple numerical optimization problem with a few 
design variables. The programs are so structured that any 
established numerical optimization method may be used to 
solve the final numerical optimization problem, although 
straight forward iterative optimization algorithms are shown 
to be inefficient for this application. The numerical 
optimization can be carried out either as an integrated part 
of the whole procedure or as another separate process. 
Extensive studies have been carried out on the various 
factors influencing engine noise optimization, including the 
characteristics of the radiated sound power as a function of 
structural design variables, the effects of damping, 
excitation and FE modelling. A comprehensive analysis 
starting from crank train loads and ending with radiated 
sound power level has been shown to be the basis of a 
practical optimization scheme. Sound power level has been 
t 
(v) 
identified as a suitable candidate to be used explicitly as 
the objective function of the optimization. Excitation models 
which fail to include correctly phased loads at main bearings 
and cylinders are shown to be inadequate for this 
application, although the conclusion may not apply at high 
frequencies (say, above 1 KHz) because the phase relationship 
at high frequencies might not be correctly predicted. 
Because engine FE models inevitably have large numbers of 
degrees of freedom, the sound power evaluation process is 
computationally very intensive. Therefore, each element of 
the procedure has been considered carefully to minimise the 
total computational burden without sacrificing important 
physical characteristics. 
The programs have been tested on a few realistic engine 
FE models, although this thesis will only include the results 
based on models of a four cylinder in-line diesel engine with 
up to 6000 degrees of freedom. The tests suggest that the 
noise optimization scheme is not only theoretically sound but 
also computationally viable, although further work is 
required in the related specialisations to fully realise its 
potential. 
PRINCIPAL NOTATION 
a Area 
b Design variable 
c Sound speed 
E Young's modulus 
(vi) 
f Objective function, or frequency in Hz 
g Constraint function 
I Unit matrix 
k Wavenumber 
K Stiffness matrix 
M Mass matrix 
n Number of degrees of freedom 
p Load vector 
q Lanczos vector 
5 Flexibility matrix 
t Thickness 
V volume 
v Velocity vector 
W Structural mass (weight) 
w A-weighting factor 
x Displacement vector, or eigenvector 
~ Modal matrix 
I. Eigenvalue 
A Spectral Matrix 
~ Diagonal matrix of modal hysteretic damping factors 
a Radiation efficiency 
p Material density 
v Poisson's ratio 
ro Angular frequency 
(1 ) 
CHAPTER 1 INTRODUCTION 
In the past half century, considerable efforts have been 
made to reduce engine vibration and noise [1, 2]. Various 
approaches have been used, and most published works, 
especially the early ones, are experimental in nature. These 
experimental 'trial and error' methods are expensive and 
tedious. Although much has been learned through these 
traditional methods, most of the results are product-
oriented. For engines at initial design stage, when no 
hardware exists, the usefulness of these methods is very 
limited. Analytical methods based on simple models, such as 
lumped parameter models, are simple and may sometimes be able 
to provide an indication of the direction of global changes 
and are thus informative to some extent, but they are only 
accurate at very low frequencies. As computer power grows, 
more sophisticated numerical methods, such as the finite 
element method, are increasingly widely used. By applying 
these modern techniques, engines can be idealised in the 
required detail into mathematical models and analysed before 
they are manufactured or even before the prototype is made. 
However, much still remains to be done to make these 
techniques truly useful in low noise engine design [2]. 
The principal aim of this work is to establish a 
physically sound and numerically viable engine noise 
optimization procedure. The intended scope is indicated in 
Figure 1.1. The pre-determined combustion pressure is used to 
evaluate the excitation forces acting on the cylinder block. 
Noise optimization is then carried out based on these 
excitation forces and engine structural models. It is 
intended that efforts are concentrated on main effects and 
thereby neglecting the small scale noise radiators such as 
brackets and pulleys. At the simplest level, the package 
consists of two parts: an 'analyser' and an 'optimizer'. The 
analyser evaluates the objective (noise and/or vibration) and 
constraint functions for a given design. The optimizer 
(2) 
establishes the best design for minimum noise and/or 
vibration, based on the information provided by the analyser. 
Finite element based prediction methods and structural 
optimization techniques form the basis of the optimization 
package. 
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Figure 1.1 Scope of engine noise optimization 
procedure 
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For an optimization procedure, the first thing to be 
decided is the choice of an objective function. Although the 
objective of the package is clear, that is to minimize engine 
(3) 
vibration and noise, the objective function for the 
optimization is still undefined. This is because the 
objective function can be any function as long as it is able 
to represent the variation trend of engine noise radiation. 
Having met the essential requirement, the objective function 
should be as simple as possible so that it can be easily 
evaluated. It was perhaps partly for this reason that early 
work at the ISVR [3, 4] to optimize engine blocks used static 
deflection at key points as the objective function. Such an 
objective function is only valid if the radiated noise from 
the engine in the important frequency bands is controlled by 
off-resonant contributions from the modes of vibration and 
furthermore the stiffness of these modes is the controlling 
factor, whilst their inertia and damping are not important. 
While such assumption is good enough for special cases, there 
is doubt about its validity for general cases [4]. Because 
the package developed here is intended to be a general 
purpose procedure 
optimization, it is 
function is valid for 
for engine noise and 
most important that the 
all (at least most) cases. 
vibration 
objective 
Therefore, 
extensive studies are carried out of the characteristics of 
engine noise as a function of continuous structural 
modifications to establish an objective function which 
represents the general shape of the noise function (validity) 
and which can be computed as efficiently as possible 
(efficiency) • 
Numerical efficiency is equally important here because 
many iterations are required to optimize an engine design, j<, 
which involves repeated objective and constraint function 
evaluations. For this reason, substantial effort has been 
devoted to the formulation of the problem to achieve maximum 
efficiency and at the same time to make sure that the 
procedure is placed on a sound physical basis. 
The excitation and structural finite element models have 
direct effects on the accuracy and efficiency of the analysis 
and optimization. Therefore, studies have been carried out to 
(4 ) 
establish what sort of excitation and FE models are required 
for the noise optimization purpose. 
Another key part of the optimization package is the 
transformation between design space and analysis space. The 
design space contains the design variables which the designer 
wish to vary, such as panel thickness and shape. These 
variables have to be transformed into analysis variables 
which the analysis program understands, such as properties of 
finite elements. Complete generality in this aspect is 
impossible, but it is important that those features which 
have large effects on engine noise can be effectively handled 
by the program. 
The optimization problem is finally converted into a pure 
numerical optimization problem, which may be solved by a 
numerical optimization algorithm either as an integrated part 
of the whole procedure or as another separate proces s. 
Numerical optimization routines from the NAG [5] library plus 
some purpose written grid-search optimization routines are 
built into the package. The programs are so structured that 
other optimization routines can be 
interface is also designed to 
easily accommodated. An 
enable the numerical 
optimization being carried out as a separate process, making 
it possible to use any numerical optimization routines. 
Whilst the development of such a routine is not within the 
scope of this thesis, studies are carried out to show what 
sort of numerical optimization algorithms are most suitable 
for this application. 
The work is described in six chapters. Chapter 2 gives a 
brief survey of literature, which shows the background of the 
work. Reference to literature is also given in the following 
chapters where appropriate. Chapter 3 is the formulation of 
the optimization problem. Apart from mathematical 
formulation, numerical studies are also given to support the 
formulation when necessary. Physical aspects of the problem 
are studied in Chapter 4, which provides further 
justification for the formulation in Chapter 3. A brief 
(5) 
description of the program implementation is given in Chapter 
5. The program itself is not listed in the thesis, because it 
is very long (20000 lines) and is also integrated with the 
PAFEC [6] general purpose finite element package. Chapter 6 
gives brief discussions and conclusions of the work. 
CHAPTER 2 
(6) 
BACKGROUND TO ENGINE NOISE AND VIBRATION 
OPTIMIZATION 
2. 1 Introduction 
The internal combustion engine is a major source of 
vibrational energy in the machine it powers such as the 
vehicle. Taking the motor car as an example, the engine, 
though relatively well enclosed, contributes significantly 
both to the drive-by noise and the noise and vibration inside 
the passenger compartment. It is well understood that the 
noise and vibration generated by the engine reaches the 
passenger compartment in two ways, namely air-borne and 
structure-borne. The air-borne noise is radiated from the 
surfaces of the engine and powertrain and may enter the 
compartment directly via small holes or cause the interior 
panels to vibrate and re-radiate as noise. The structure-
borne noise is due to vibrations directly transmitted via 
mountings and joints to interior panels which then radiate 
noise. The structure-borne noise is prevalent in the lower 
frequency range up to 700 Hz, whilst the air-bore noise 
dominates thereafter [7]. With respect to the drive-by noise, 
the engine is certainly the major source [8]. Therefore, the 
reduction of engine vibration and radiated noise has a key 
role to play in achieving quieter vehicles, as well as other 
engine powered machines. 
2.2 Basic characteristics of engine noise and 
vibration 
Noise radiated from an engine is caused mainly by the 
surface vibration due to the excitation of internal forces. 
It is sometimes classified into combustion noise and 
mechanical noise. Combustion noise is caused by vibration as 
a direct result of the pressure changes within the cylinder. 
Mechanical noise is caused by mechanical forces which are 
related to the combustion process and/or as a direct result 
of the engine configuration and the rotational speed [9, 10]. 
(7) 
The basic noise characteristics of diesel and gasoline 
engines is very similar despite the difference in their 
combustion processes. The noise in both type of engines is 
predominant in the frequency range between 800 to 2500 Hz, in 
which lie the engine structure natural frequencies of maximum 
response. Above 2500 Hz the noise level decreases by some 6 
dB per octave [11]. However, noise of diesel engines is 
generally higher than that of gasoline engines. The noise of 
the gasoline engine with normal combustion is controlled by 
peak cylinder pressures, whilst that of the diesel or 
gasoline engine with 'knock' is dominated by the effect of 
rapid pressure rise [11]. 
Engine speed has been found to have a great effect on 
the noise level [11, 12]. Their relationship was expressed 
roughly as 
Noise Intensity ~ (Rotational Speed)n 
where n is a constant between 2 and 3.5 in the low speed 
range up to 2500 - 3500 rpm, and between 5 and 7 thereafter. 
On the other hand, the radiated noise has been shown to be 
relatively independent of engine load [13]. 
The crankcase was first identified as the main noise 
emission region [14, 15], but it was later realised that the 
light weight covers such as the sump are also major noise 
radiators [9, 16, 17, 18]. This indicates that significant 
vibrational energy transfer occurs between the cylinder block 
and the covers, since the main 'points' of excitation are all 
on the cylinder block and head. The same conclusion can be 
drawn from [19] which shows that increasing the damping of 
the sump reduces the vibrations not only of the sump itself 
but also of the block. 
The relationship between engine noise and surface 
vibration had not been well established until 1970's. Chan 
and Anderton [20, 21] made extensive measurements of surface 
(8) 
vibration and noise on a large number of engines. They showed 
that the surface radiated noise of an engine measured at a 
distance of one meter tends to be non-directional, and 
established a broad similarity between surface mean square 
velocity and noise measured in one-third octave bands. 
Analytical prediction was made by Wallace [22, 23] for 
radiation efficiency of baffled plates and beams using a 
Rayleigh piston idealisation for the various modes of 
vibration. His results have been widely used as a basis for 
calculating noise from engines [24, 25, 26]. The engine 
surface is idealised as a set of flat panels whose radiation 
efficiency may be evaluated numerically. Lalor [27] applied 
classical methods to the computation of engine radiated noise 
from a particular mode and showed that it was feasible using 
fast computers of the day. Cushieri and Richards [28] 
calculated the radiation efficiency of an engine block 
assuming it was equivalent to a cylinder of about 200 mm 
diameter. They showed good agreement between the calculated 
radiation efficiency and that measured by DeJOng [29]. 
with respect to the basic characteristics of engine 
vibration, much had been learned by as early as 1940. For 
example, Ricardo [30] in 1922 discussed synchronous 
vibrations at the crankcases of, particularly, six cylinder 
automotive engines. It was at the time when four cylinder 
engines begin to be replaced by six cylinder ones for some 
applications. The longer crankcase resulted in lower natural 
frequencies, and additional stiffness was required to avoid 
the resonant vibrations encountered. In 1934 Den Hartog [31] 
dealt with various aspects of vibration such as crankshaft 
torsion and methods of damping. 
The natural frequencies and vibration modes of engine 
structures were well understood in the 1960's and 1970's. 
Priede, Austen and Grover [32] in 1964 showed that engines 
exhibited clearly defined vibration patterns over a wide 
frequency range, which appeared to be in conflict with basic 
vibration theory. Based on that the fundamental bending mode 
of the whole engine could have large effect on the radiated 
(9) 
noise, Grover [33] in 1968 showed that the stiffness of the 
lower part of the engine was of great importance. priede, 
Grover and Lalor [34] in 1969 classified the engine vibration 
modes into two groups: the fundamental bending mode and panel 
modes. Finite element methods were used in 1975 by Lalor and 
Petyt [35] to study the overall characteristics of simplified 
engine structure, and the results compared well with the 
experimental ones up to 2500 Hz. They also used static 
deflection technique to identify the predominant mode of the 
engine structure when excited by the combustion force firing 
in each cylinder. 
2.3 Methods for engine noise and vibration reduction 
Noise reduction can be achieved by controlling any part 
of the noise generation process - excitation, vibration 
transmission and noise response. There are basically three 
ways to achieve noise reduction. Firstly, the combustion 
process may be modified to reduce combustion forces. The most 
important criterion here is to reduce the rate of pressure 
rise or the maximum rate of heat release. The reduction of 
maximum cylinder pressure is also beneficial since this has 
an effect on combustion induced mechanical noise. For 
example, noise reduction has been achieved by using 
turbocharging and split fuel injection [9]. A problem with 
modifying the combustion process is that there are usually 
contradictions between combustion noise reduction and optimum 
specific fuel consumption, smoke and emissions [9, 36]. The 
second method is to reduce the amount of energy which is 
transmitted to the surface by using acoustic treatment such 
as shield or enclosure. This is usually a very effective 
approach, but usually causes significant rise in weight and 
costs [37]. The enclosures may also cause cooling 
difficulties and reduce accessibility for services [8, 9]. 
The other approach is modifying the basic engine 
structural design. This is the main topic here, and will 
therefore be discussed in more detail. The objective is to 
reduce the noise and vibration as much as possible by 
(10) 
optimizing the basic structural design. It potential has been 
long recognised. For example, Tiede and Kabele [38] predicted 
that 5 to 8 dB(A) reduction might be possible through 
stiffening the main engine structure in conjunction with 
improvements in cover design. with least side effects, this 
approach has been tried by many engine manufacturers. 
Additions of webs and ribs are the conventional ways of 
stiffening the engine up, but the results have been 
disappointing with some engines becoming noisier [32]. On the 
other hand, there have been some very encouraging successes, 
which demonstrated the great potential of structural 
modification. 
Having determined experimentally that the vibration of 
the crankcase side walls were responsible for much the 
radiated noise, Priede, Austen and Grover [32] proposed two 
ways of improving the bottom end design. One design was a 
welded skeletal load-carrying structure attached by very thin 
highly-damped sandwich side panels. The other was based on 
the concept that significant noise reduction might be 
achieved by raising the crankcase stiffness substantially 
without mass increase. This was achieved by using magnesium 
material to make the crankcase with six times the thickness 
of the normal cast iron crankcase. Both design improvements 
resulted in about 10 dB(A) overall noise reduction. 
Another successful design improvement proposed by Gover 
[33] was that the crankcase was replaced by a crankframe and 
a lightly damped oil pan was connected directly to the lower 
deck of the cylinder block where the vibration level was low. 
An 8 dB reduction of noise was achieved in the lower 
frequency bands. Similar crankframe concepts have been used 
successfully to reduce noise from vee-form engines [39] and 
an opposed piston two-stroke diesel engine [40]. 
2.4 Predictive methods for engine noise and vibration 
analysis 
Early work on engine noise and vibration was experimental 
(11 ) 
in nature [1]. Design improvements were achieved essentially 
by 'trial and error' based on experience and intuition. since 
such traditional methods are extremely tedious and expensive, 
much efforts have been put ~~to the search for appropriate 
predictive methods. The lumped parameter model with only a 
few degrees of freedom is perhaps the simplest. It uses 
simple combinations of lumped mass, stiffness and damping 
elements to illustrate the basic vibration characteristics of 
an engine. A good example was given by DeJong [41] who showed 
the vibration reduction possibilities of increased main 
bearing flexibility and other structural additions. Such 
models are simple and informative - being able to provide an 
indication of the direction of global changes. However, they 
have two serious weaknesses which restrict their usefulness. 
Firstly, it is obvious that such a model can only provide a 
rough prediction for the response at very low frequencies. 
Secondly, it is difficult to assign suitable values to the 
elements without performing experiments, and this severely 
limits its application at the initial design stage. 
Statistical energy analysis (SEA) is an example of a more 
complex method [42]. Such models have been used extensively 
for problems in which the excitation is random in nature. 
Structural response is predicted in broad frequency bands 
using the mean characteristics of well-known simple elements 
such as beams, plates and shells. A problem with this method 
is that the modal density and coupling loss factor 
information needs to be estimated using simplifying 
assumptions or measured experimentally. 
At the other end of the scale of complexity is the finite 
element method. It can be used to produce a model of the 
engine structure in, theoretically, any required detail, and 
is capable of predicting the vibration characteristics over a 
broad frequency range. In the past 15 years this method has 
become increasingly popular for engine vibration analysis. 
Examples include Lalor and petyt [35], Lane, Timour and 
Hawkins [43], Croker, Lalor and Petyt [44], Moncelle [45], 
Brandeis [46], Turner, Milsted and Hanks [47], and Tyrrell 
(12 ) 
and Croker [48]. A review of the early papers in this field 
was given by Milsted [2]. The accuracy of this method for 
vibration prediction has now been generally acknowledged. Its 
drawback is the intensive computational requirement since 
engine FE models are inevitably large. 
various methods are available for noise prediction based 
on known vibration levels. Apart from the procedure based on 
panel idealisation as discussed in Section 2.2, numerical 
methods such as the the boundary element method (BEM) can be 
used for the approximate solution of the Helmho1tz integral 
[49 - 52]. Provided that the vibration has been accurately 
evaluated, the prediction of overall noise can be made with 
an accuracy of within 1 dB(A) [9, 52, 53]. 
2.5 Structural optimization for minimum noise and 
vibration 
As described above, the advanced state of the art of 
finite element structural analysis provides a reliable tool 
for the prediction of engine vibration and noise for a given 
excitation model. In its present form, however, it gives the 
designer little help in identifying ways to modify the design 
for minimum noise and vibration. Design improvements are 
still generally made by the trial-and-error approach [54 -
58], though with the help of some computer prediction. What 
has been lacking is an automated procedure which can be used 
as a general design tool for the identification of the best 
constrained design for minimum noise or vibration. 
The potential of such a tool was recognised more than a 
decade ago, when Lalor and Petyt [3, 4] optimized engine 
design based on static displacements at key points of the 
cylinder block. It was based on the assumption that the block 
stiffness was the controlling factor of engine noise, whilst 
the damping and inertia had negligible effect. Although the 
particular optimizations 
expressed [4] about the 
were successful, doubts were 
reliability of such a static 
(13 ) 
optimization procedure as a general design tool. Later, 
wilcox [59] developed a dynamic optimization procedure to 
investigate the effect of shape optimization on noise 
reduction. As a result of the crankcase shape optimization of 
a simplified engine block, a 5 dB noise reduction was 
realised, which showed the potential benefit of shape 
optimization. However, the usefulness of the procedure as a 
general tool for engine noise optimization was very limited 
for the following reasons. Firstly, the finite element 
analysis procedure allowed the use of only a few thin element 
types. Secondly, the excitation model contained only a single 
force. Thirdly, the radiation efficiency used for noise 
prediction was based on a straight line estimate of a general 
radiation efficiency curve for diesel engine structures. 
The objective of this work is to develop an engine 
structural design optimization package to be used as a 
general design tool for minimizing noise radiation or 
vibration levels at critical points on the engine. Extensive 
studies are carried out on the characteristics of engine 
noise as a function of continuous design modifications, in 
order to establish an appropriate objective function and 
optimization strategies. The effect of the excitation and FE 
model quality on the accuracy of optimum design prediction is 
also analysed. Substantial effort is devoted to the 
formulation and implementation of the package to minimize the 
inevitably large computational burden of the optimization, 
and at the same time to make sure that the procedure is 
placed on a sound physical basis. Summaries of the work have 
been published in two papers [60, 61].A third paper [62] is 
in preparation which will contain more details of the 
procedure. 
(14) 
CHAPTER 3 FORMULATION OF THE OPTIMIZATION PROBLEM 
As described in Introduction, the main aim of this 
project is to establish a theoretically sound and 
computationally viable procedure to optimize engine 
structures for minimum noise and vibration. This chapter will 
deal with the formulation of the optimization problem, with 
emphasis placed on the efficiency of the procedure. The 
physical basis of the procedure will be discussed in Chapter 
4, followed by a description of the program development in 
Chapter 5. 
3.1 Basic concepts of design optimization 
At the simplest level, design optimization can be defined 
as a process of establishing the best designs to meet certain 
objectives. It can be transformed into a numerical 
optimization problem of the following generic form 
Minimize f(b) 
subject to (1~ i ~ m) 
where 
f(b) - objective function, 
b - vector of design variables, 
gi(b) - problem constraints, 
m - number of constraint functions. 
The objective function is a mathematical function used to 
express the objective to be minimized. Note that any 
maximization problem can be easily converted into a 
minimization problem. For example, maximizing f (b) is 
equivalent to minimizing -f(b) or 1/f(b). Design variables b 
are variables which represent design features to be modified 
for the satisfaction of the objective. Constraint functions 
gi(b) are used to put limits on the optimization process so 
(15) 
that certain design features are kept in their desired 
ranges. Bounds on design variables are the simplest form of 
constraints. The form gi(b) s 0 is general since other forms 
of constraint can easily be re-written in this way. 
A design optimization process can be divided into two 
major steps, namely, transforming the design optimization 
problem into a numerical optimization problem, and then 
solving the problem using a numerical optimization method. 
The first step is closely related to the physical aspects of 
the problem. It involves defining and formulating the 
objective and constraint functions and using simple 
mathematical variables to express design changes. The second 
step, on the other hand, is more a numerical problem, and can 
be solved using available numerical methods. 
The basic elements of an optimization program are the 
analyser and optimizer. The former calculates the objective 
and constraint functions at a given design, and the latter 
tries to establish an optimum design, based on the 
information provided by the former, within the limits imposed 
by the constraints. Clearly, the quality of the optimum 
design obtained by the optimizer depends on the quality of 
the information generated by the analyser. Accordingly, high 
quality analysis model and analysis capabilities are 
essential ingredients for obtaining better new designs. 
3.2 Design 
functions in 
variables, 
engine noise 
obj ect i ve and 
optimization 
constraint 
In the noise optimization of engine structures, design 
variables represent design modifications to, for example, the 
thickness and shape of the structures, material properties 
and gasket connections between components. 
As far as the objective function is concerned it must be 
a function which represents the trend of engine noise 
variation against design changes. Having satisfied this 
essential condition, the objective function is preferred to 
(16) 
be as 'simple' as possible so that it can be evaluated with 
minimum computational effort. Based on the mechanism of 
engine noise generation, a short list of potential candidates 
is drawn up and examined as follows. 
Starting from the elemental level, the stiffness and mass 
matrices, which represent the FE model of the engine, are 
considered. It is known that manipulation of these matrices 
effectively modifies the response characteristics of the 
structures, but it is not clear what criteria should be used 
for the manipulation so that the noise is controlled. 
Therefore, it does not seem to be a practical option to use 
these system matrices directly as the objective function. 
The next level up is the static displacement. Its 
underlying formulation indicates that it is controlled by the 
stiffness and excitation of the system, but completely 
unaffected by mass and damping. Since vibration and noise are 
determined by not only the stiffness and excitation but also 
the mass and damping of the system, their characteristics is 
usually very different from that of static displacement. 
However, there may be circumstances where the effect of mass 
and damping is negligible compared with that of stiffness, 
and hence the variation trend of static displacement may be 
similar to that of vibration and even noise. In other words, 
if engine vibration and noise are dominated by the effect of 
stiffness, with the effect of mass and damping being 
negligible, the static displacement will then be expected to 
be good enough to serve as the objective function in noise 
and vibration optimization. Unfortunately, studies (see 
Chapter 4) have shown that damping makes a substantial 
difference to the vibration and noise level of the engine 
block studied, because the modal density is quite high and 
resonant effects are significant when damping is low. 
Therefore, it is felt that static displacement is not good 
enough to serve as the objective function in this general 
engine noise optimization program, although it may be useful 
for some special cases. 
(17 ) 
More closely related to noise are dynamic response 
functionals. The possible candidates are free vibration 
response, forced vibration response, sound power level (SWL) 
and sound pressure level (SPL). Because there are only 
relatively small differences in the computational efforts 
required to evaluate the above dynamic responses, as can be 
seen later in this chapter, the choice is determined by 
suitability and convenience. For physical suitability, the 
SWL and SPL are not expected to be worse than others, because 
they both are direct measures of noisiness. The SWL is 
superior in that a single value of SWL most conveniently 
represents the overall noisiness, whilst a SPL refers to the 
level at a certain position in the space. Therefore, the SWL 
is preliminarily chosen as the objective function, although 
the program is so structured that any of the above dynamic 
functionals and the static displacement can also be .easily 
accommodated. The main concern for using SWL is its numerical 
suitability and efficiency. The former is the requirement of 
being a smooth and stable function, and the latter determines 
the computational viability of the optimization procedure as 
a whole. These two aspects will be investigated later in 
detail, which will show that SWL is a good choice as the 
objective function and hence will 'be used for all the 
optimization studies described in this thesis. 
Bounds of design variables is the simplest form of 
constraints, which can be used to form a direct limit on the 
range of design changes. Among the various functional 
constraints which may arise in engine noise optimization, 
mass constraint is a principle one, because mass has a 
significant effect on the noise level, as will be seen later 
in Chapter 4. The stress in the structures is no doubt a 
crucial factor to be concerned, but it is less likely to form 
a real constraint to the optimization. This is because 
stiffness is an important factor in reducing both vibration 
and stress, and hence modifications for achieving a lower 
noise level may not cause the stress level to rise. The 
stress level can also be limited by imposing bounds on the 
design variables, such as the minimum thickness allowed. 
(IS) 
Other possible constraints include the limitations on certain 
dimensions of the engine and maximumdisplacements (static or 
dynamic) allowed at some critical positions on the engine. 
3.3 Optimization strategy 
As noted above, sound power level has been preliminarily 
chosen as the objective function for the noise optimization, 
although its evaluation is expected to be a computationally 
intensive process because of the inevitable large 
dimensionality of engine structural FE models. Therefore, a 
well thought out strategy is required so that the total 
computational burden is kept to a minimum. 
The total computing time of an optimization run is 
expected to be dominated by the time required for the 
evaluation of the objective and constraint functions (and 
their derivatives if necessary). In comparison, the numerical 
optimization process requires a relatively small amount of 
time. Therefore, the total time taken by an optimization run 
is roughly the product of the time required by one analysis 
of the objective and constraint functions, with the number of 
such analyses needed to establish an optimum. Both factors 
should be considered to minimize the total time requirement. 
The time required for one analysis is greatly influenced by 
the details of the analysis algorithms and their 
implementation, which will be dealt with later in detail. The 
rest of this section will be devoted to the other aspect of 
the problem, namely the way in which the optimization is 
posed and the selection of the optimization algorithms so 
that the required number of analyses is reduced. 
Firstly, it is noted that the design optimization problem 
will be transformed into a pure numerical optimization 
problem which is then solved by an available numerical 
optimization method [5, 60, 61, 63, 64]. The development of a 
sophisticated numerical optimization algorithm is not within 
the scope of this thesis. The program suite is so structured 
(19) 
that any available numerical optimization procedure can be 
used to solve the final numerical optimization problem. 
Discussions will given later in Chapter 4 concerning the 
requirements which a numerical optimization procedure must 
satisfy for it to be suitable for this application. 
The most direct and effective way of cutting down the 
number of analyses is by using as few design variables as 
possible to represent the design changes required. As noted 
before, a variety of design features and properties are 
potential candidates to be varied. They can be very different 
in both physical nature and quantity. Therefore, it is 
crucial to have a well designed transformation between the 
design variables and analysis variables so that a complex set 
of design variations are formulated into a simple numerical 
optimization problem. Design variable linkage is an example 
of the techniques which can be used. The success of such a 
scheme depends on a good knowledge of the dynamic behaviour 
of the engine structures to be optimized, because it is very 
important that design features which have great influence on 
noise radiation are correctly picked up and handled 
effectively in the optimization program. 
Of equal importance is the selection of a suitable 
numerical optimization algorithm. There are a number of such 
algorithms available, and each of them is suitable for a 
certain class of problems [63, 64). In choosing an algorithm 
it needs to be considered whether the optimization problem is 
linear or non-linear, constrained or unconstrained, and 
whether the derivatives of the objective and constraint 
functions are available. Generally speaking, algorithms which 
use derivatives are more efficient than those which do not. 
Because the engine noise optimization problem is a 
constrained non-linear (due to the non-linear nature of the 
objective and some constraint functions) problem, a non-
linear algorithm for constrained optimization is required. A 
preliminary survey revealed that the quasi-Newton method was 
thought to be the most suitable iterative algorithm for this 
(20) 
application. Such an algorithm with well-written subroutines 
is available in the NAG library [5], and therefore adopted as 
the starting point. When the constraints are only fixed lower 
and upper bounds on design variables, a straightforward 
quasi-Newton algorithm is used. When functional constraints, 
such as mass of structures, are present, a sequential 
augmented Lagrangian method is used and the minimization 
subproblems involved are solved by the quasi-Newton 
algorithm. The first derivatives of the objective and 
constraint functions required by the algorithms are computed 
using either direct formulation (if possible) or finite 
difference approximation, as will be discussed in Section 
·3.11. 
Apart from the iterative quasi-Newton algorithm, a 
specially developed semi-automatic grid-search procedure is 
also available. Its main function is to serve as an interface 
to the approximation based optimization methods such as those 
described in [60, 61, 64, 65]. It can also be used for an 
initial rough survey of the entire design space to identify a 
potential region for the full iterative optimization. 
3.4 Design space - analysis space transformation 
As mentioned above physical design variables in the 
design space must be transformed into the analysis space so 
that they are understandable by the FE based analysis 
program. The following is a list of typical design variables 
and their associated analysis variables. 
Design variables: 
(a) Internal and external panel thicknesses 
(b) Cross sections of ribs and other stiffeners 
(C) Removal and addition of structural parts 
(d) Shape changes 
(e) Material selection 
(f) Structural damping 
(g) gasket stiffness and damping 
(21) 
Analysis variables: 
(a) Element properties 
(b) Cross section properties 
(c) Removal and addition of elements 
(d) Nodal coordinates 
(e) Material properties 
(f) Structural damping factors 
(g) Connection stiffness and damping factors between 
substructures 
Computation time can be saved by linking a small number 
of design variables to a large number of analysis variables. 
Although complete generality in this respect is neither 
practical nor necessary, the aim is to make sure that design 
features which may have relatively large effects on noise are 
effectively handled in the optimization program. This 
involves making use of the available research findings, 
design sensitivity studies during. the development of the 
program and also common sense. For example, past experience 
and engineering instinct suggest that different ways of 
stiffening the main bearings may have significantly different 
effects on the radiated noise. In order to handle this sort 
of design alteration, a capability is necessary to make it 
possible to remove and add parts of structures during the 
optimization process. 
The objective and constraint functions are scaled (or 
weighted) in this transformation process so that they are in 
the desired form for the numerical optimizer to work 
efficiently. The preferred form varies for different 
optimization algorithms. The quasi-Newton based optimization 
routines [5] employed here prefers that the problem is scaled 
so that, at the solution f(b), the constraint functions gi(b) 
and the corresponding values of design variables b are in the 
in range (-1, +1), and so that at points one unit away from 
the solution, f(b) and gi(b) differ from their values at the 
solution by approximately one unit. 
(22) 
3.5 Procedures for evaluating sound power level 
Noise from engines covers a very broad frequency range 
and can be usefully expressed in the frequency domain. The 
sound power level can be regarded as a function of the centre 
frequencies of a set of contiguous frequency bands, and the 
overall level is the sum of those from these frequency bands. 
The bandwidth is chosen as narrow as necessary to give a 
satisfactory representation, and the one-third octave bands 
are commonly used in engine noise analysis. 
At a specific frequency, the far-field sound power 
radiated from a vibrating structure may be expressed as: 
f = P c a a <V2> ( 3 • 5 • 1 ) 
where pc is the characteristic impedance of air, a is the 
effective sound radiating area, a is its associated radiation 
efficiency, and <v2> is the time and space average mean-square 
velocity normal to the sound radiating surface at rest. If a 
weighting factor w is included to account for the subjective 
aspect of the noise, Eq. 3.5.1 becomes 
f = P c w a a <V2> (3.5.2) 
Among the five factors described above, the acoustic 
impedance of air and the weighting factor can be regarded as 
constant at a given vibration frequency. The area of the 
radiation surface can also be easily obtained. However, the 
evaluation of the surface vibration velocity and the 
radiation efficiency is much more complicated. The surface 
velocity will be obtained using finite element analysis of 
engine structures, which will be discussed in Sections 3.7 -
3.9. 
The radiation efficiency of a structure may be defined as 
the ratio of the sound power radiated by the structure to the 
sound power radiated by a rigid, baffled piston with the same 
(23) 
Figure 3.5.1 Panel idealisation of cylinder block 
surface 
radiation surface area as that of the structure and vibrating 
at a uniform velocity which is equal to the root mean square 
velocity of the structure. The radiation efficiency of a 
structure can be determined through the measurement of its 
surface vibration and noise if the hardware is available. 
Analytical evaluation is rather difficult except for simple 
structures such as plates and beams. Therefore, in order to 
evaluate efficiently the radiation efficiency of the engine 
surface, it is idealised using various small panels, as is 
shown in Figure 3.5.1. Each panel is.similar to the one which 
rests in an infinite baffle, in that only the noise from one 
side is measured, the noise from the reverse side being 
effectiv~ly blanked off. This is because the engine is a 
fully enclosed structure, without. significant noise leakage· 
occurring around the edges of the panels. The radiation 
efficiency, mean square velocity and sound power are 
calculated for each panel, and the total sound power radiated 
(24) 
from the engine is obtained as the sum of those radiated by 
all the panels, 
(3.5.3) 
where the subscript i identifies the one-third octave band 
and the subscript j denotes a panel region of the noise 
radiating surface. 
When the finite element method is used to evaluate the 
surface response, the space average mean-square velocity over 
an element is calculated from the arithmetic mean of the 
nodal values. This means that the integration of the mean-
square velocity over the surface area of the element is 
simply the product of the area of the element and the mean 
velocity value. Thus the space average mean-square velocity 
of the radiating surface for the ith one-third octave band and 
for the jth panel region of the engine surface may be 
expressed as: 
fu nj 
~ [~ 
= 
l=fl g=l (3.5.4) 
where 
fl and fu are the lowest and highest excitation frequencies 
respectively within the one-third octave band, nj is the 
number of elements in the jth panel region of the noise 
radiating surface, ~ is the area of the gth finite element, 
nq is the number of nodes of the gth element and Vlqm2 is the 
mean-square velocity normal to the radiation surface of the 
gth element at its mth node. substituting Equation (3.5.4) into 
Equation (3.5.3) gives 
(25) 
(3.5.5) 
This approach has been successfully used by Perkins [9] 
with a difference of less than 1 dB between the measured and 
predicted overall sound power level, provided that the 
surface vibration is adequately measured or predicted. The 
correlation between the calculated and measured one-third 
octave band sound power level spectra is also good as shown, 
for example, in Figure 3.5.2. 
100 
:s: 
Po 
.... 
!'!l 
III 90 
od 
, 
..... 
~ 
~ 
.... 
~ 
0 80 Po 
I \ ... 
v[( • 
§ 
0 '" 
~ict 
tI.l 
· .. ····0·· ... ~ f!asu 
70 
100 
V. 
id 
d 
0 " " j 
iIr' li 
l 
1000 
Frequency - Hz 
•••••• 1:l, 
" ..• tl 
\ 
I-
10000 
Figure 3.5.2 Predicted and measured sound power level 
of an engine block 
There are other procedures for calculating sound power 
from surface vibration. The one which is increasingly 
(26) 
rece1v1ng attention is based on the approximate solution of 
the Helmholtz integral using numerical methods such as the 
boundary element method [49 - 52]. This approach is much more 
computationally intensive than the one used here, although it 
theoretically has the potential for predicting the sound 
power in greater accuracy. Since results suggest that the 
current procedure is accurate enough for the noise 
optimization purpose, there is no need to use more 
complicated procedures. However, the program has been so 
structured that it is ready to accommodate any such procedure 
if necessary. 
3.6 Evaluation of the radiation efficiency 
The radiation efficiency of a rectangular panel, simply 
supported in an infinite baffle, was derived numerically by 
Wallace [22] using a Rayleigh piston idealisation for the 
various modes of vibration. For predictions of engine noise 
in 1/3 octave bands, it was shown by Hawkins [24] that 
simplification can be made to reduce the curves to one for , 
the fundamental mode and a second curve which is the average 
of all other modes. These curves are plotted against a non-
dimensional frequency factor y, as shown in Figure 3.6.1-
Factor y is the ratio of the acoustic wavenumber to the 
structural wavenumber 
y = ..k. 
kp 
(3.6.1) 
Based on thin plate vibration theory [75], the structural 
wavenumber for a bending wave of frequency f in the simply 
supported plate is given by 
1 
kp = (21tf) '2 
where 
(3.6.2) 
(27) 
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Figure 3.6.1 Radiation efficiency of plate vibration 
modes 
Et3 o = -~~-
12(1-v2 ) 
(3.6.3) 
(28) 
and t is the thickness of the plate, p is the material 
density, E is Young's modulus and v is Poisson's ratio. The 
corresponding acoustic wave number is given by 
k = 2~f 
c 
(3.6.4) 
where c is the speed of sound in air (or other medium). 
Substitute Equation (3.6.2) and (3.6.'4) into (3.6.1), factor y 
is obtained as 
1 
Y = (2~f)2 
c 
1 
(...!l..) 4" 
pt 
(3.6.5) 
Note that factor Y is proportional to the square root of 
vibrational frequency f. For one-third octave band analysis 
the average value of Yi for any filter 
approximated, based on Equation (3.6.5), as 
{Ei Yi = - Yll fll 
band i can be 
(3.6.6) 
where fll is the fundamental frequency of the plate, fi is the 
centre frequency of the band and Yll.is the frequency factor 
for the fundamental mode which can be calculated through 
Equation (3.6.5). 
Figure 3.6.2 shows the radiation efficiency of the 
idealised panels as a function of the one-third octave band 
centre frequency and the panel fundamental frequency. It can 
be seen that the panel fundamental frequency has a 
significant effect on the width of the frequency range in 
which the radiation frequency is less than unity. 
Although the above conclusions are based on a plate with 
its four edges all simply supported, they are also applicable 
to a plate with other boundary conditions provided that the 
value of the fundamental frequency appropriately reflects its 
boundary condition. Plates represent,ing the engine radiating 
surfaces can be usually arranged in such a way that each 
(29) 
2000 
1000 
250 500 \ 125 tJti'l \ \\t ~~ci).\).c 
CfT(dBl 
-0 
-10 
-20 
-30 
-40 
. -50 
-60 
4000 
Figure 3.6.2 Radiation efficiency of idealised panels 
plate has all its four edges with supports or three with and 
one without. Those edges without supports are treated as free 
ones. The boundary conditions of those with internal supports 
lie between simply supported and clamped ones,. and are 
extremely difficult, if not impossible, to define exactly. 
Practically, they can be treated as simply supported or 
clamped, and the resulting fundamental frequency is modified 
by multiplying it with a factor greater or less than unity 
respectively. AS' it is much easier to calculate the 
fundamental frequency of a plate with simply supported edges 
than with clamped edges [75, 76], it is preferable to treat 
the edges as simply supported, and the resulting fundamental 
frequency is multiplied by a constant greater than unity 
whose magnitude- depends upon the stiffness of the edge 
supp·orts and is usually between 1 and 2. When the supports 
are close to the simply supported edge condition the constant 
should be close to 1, and when the supports are close to the 
clamped edge condition the constant should be close to 2. 
(30 ) 
For a plate with its four edges all simply supported, its 
fundamental frequency is 
fu 
with 
2 1 
= (-).-) (..!L)2 
21tl~ pt 
(3.6.7) 
where ~ = lb/la is the aspect ratio of the plate, and la and 
lb are the lateral dimensions of the plate. The rest have been 
previously defined. 
For a plate with three edges simply supported and the 
other free, the fundamental frequency can also be expressed 
by Equation (3.6.7) with different ).2. Suppose that the free 
edge is one with length la, ).2 can be evaluated as follows. 
For ).2 < n2 , it can be obtained by s~lving equation 
(3.6.9) 
where 
For ).2 > n2 , it can be obtained by solving equation 
(3.6.10) 
(31) 
where 
Equations (3.6.9) and (3.6.10) can only be solved by a 
numerical method, and therefore a special computer program 
has been developed for this purpose. 
The discussions so far are applicable to plates of 
uniform thickness. However, it is hot an unusual practice 
that engine surfaces are stiffened by internal or external 
ribs. In this case, an equivalent plate with an equivalent 
uniform thickness and equivalent material density can be 
obtained so that the procedure discussed above can also be 
used. The equivalent thickness and density are obtained as 
follows, based on vibration theory of plates and beams [75, 
77, 78] 
substituting A2 and D in Equation (3.6.7) the fundamental 
frequency of the plate can be expressed as 
(3.6.11) 
Equation (3.6.11) indicates that, if the effect of the 
Poisson's ratio is neglected, the fundamental frequency of 
the plate is equal to the sum of the fundamental frequencies 
of two beams which have the same rectangular cross-sections 
as those of the plate parallel to side a and b respectively. 
When the plate has ribs on it the cross-sections will not 
be rectangular, as shown in Figure 3.6.3. Replacing the non-
uniform cross-sections with uniform rectangular ones produces 
two equivalent thicknesses tl and t2 parallel to side a and b 
respectively. The equivalent thicknesses are calculated in 
(32) 
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Figure 3.6.3 plate with ribs 
such a way that the second moments of area of the cross-
sections and hence the fundamental frequency are unchanged. 
As an example, consider the cross-section parallel to side a. 
Suppose there are n identical ribs of width wand height h 
perpendicular to this side, the shift of the plate neutral 
plane due to these ribs is 
Za = 
nwhQt+h) 
2 (lat+nwh) 
(33) 
The equivalent thickness is given by 
(3.6.12) 
(3.6.13) 
Taking into account the effect of the Poisson's ratio, ta is 
modified as 
3 2 2 ~ 
ta = (t3+12(1-v2)tz~+wh +3(1-v )wh(t+h-2za) )3 
la 
(3.6.14) 
In exactly the same way, tb can be obtained, and the 
fundamental frequency of the plate can be written as 
fll = ..L (11:2 • to;; + 11:2 -IDa ) 
2:Jt if\' m l~ m (3.6.15) 
where 
Da = Et; 
12(1-v2) 
OJ, = Et~ 
12(1-v2) 
and m is the average mass per unit plate area, with the mass 
of the ribs included. 
If only one equivalent thickness teq is required to 
represent the plate in both directions, teq can be calculated 
on the basis that the fundamental frequency is unchanged. 
From Equations (3.6.11) and (3.6.15) the equivalent thickness 
is given by 
teq = (3.6.16) 
(34 ) 
The corresponding equivalent density Peq can be obtained as 
Peq (3.6.17) 
3.7 Finite element analysis 
As discussed earlier, the finite element method has been 
chosen as the basis for the calculation of vibration and 
other structural responses. Since the basic FE formulation is 
well established [79 - 81], only a brief summary will be 
given here to describe the process rather than the 
formulation. 
A finite element analysis essentially consists of four 
stages. Firstly, the structure is divided into a finite 
number of elements. This process is normally called model 
generation. The element type and mesh density are two major 
factors which influences the accuracy of the model. 
The second stage involves formulating the properties of 
each element and generating element matrices. At this stage, 
the nodal variables are chosen and a spatial function of such 
variables within the element is duly selected. Alternative 
approaches are offered by considering either the 
displacements or the stresses or a combination of both as the 
basic variables. In the most commonly used Finite Element 
Displacement method, the nodal displacements are chosen as 
the basic unknowns (q) and a displacement function is assumed 
within the element. The element stiffness (k) and mass (m) 
matrices are generated based on the strain energy (SE) and 
kinetic energy (KE) 
!qTkq = SE ( 3 • 7 • 1 ) 
2 
(3.7.2) 
(35) 
The next stage assembles the element matrices to generate 
the system matrices, 
K = ~ sI ki Si (3.7.3) 
i-I 
ne 
M = ~ sI mi Si (3.7.4) 
where ne is the total number of elements in the structure, 
and si is the transformation matrix to account for the 
connections between the elements. It has been assumed that 
the total stain energy and kinetic energy of the entire 
structure are the sum of those in the elements. 
The final stage of the analysis is the so called solution 
phase. Here the unknowns are obtained by solving the related 
equations based on the system matrices and the known factors 
such as the excitation forces or imposed displacements. This 
phase is very much problem dependent and will be discussed in 
more detail in the following sections. 
3.8 The undamped free vibration eigenval ue problem 
A major part of the solution phase is the evaluation of 
the steady-state vibration response of the engine structures. 
The process adopted here consists of two stages: free 
vibration analysis, followed by forced response calculation. 
The former is basically the solution of a general eigenvalue 
problem, which is the main topic of this section. The latter 
makes use of the results of the eigensolution to determine 
the forced vibration responses of the engine structures, and 
will be discussed in the next section. 
with the finite element discretisation, the engine 
structures are represented by a system with a finite number 
of degrees of freedom (n). The equation of motion describing 
(36 ) 
the free vibration without damping is given by 
Mx(t) + Kx(t) = 0 (3.8.1) 
where M and K are respectively the real symmetric system 
stiffness and mass matrices of order,(n x n), and x(t) is the 
vector of time dependent displacements. With harmonic 
solutions x(t) = xejort, where ro is the circular frequency of 
vibration, the equation of motion becomes 
(K - AM)x = 0 (3.8.2) 
where A. = ro 2 • The above equation is known as the general 
linear eigenvalue problem. The non-trivial solution of it 
gives the natural frequencies and shapes of the free 
vibration modes, which will be used in the forced response 
evaluation in the next section. 
For the solution of Eq. (3.8.2) to be non-trivial, the 
determinant of the matrix pencil (K - AM) must be zero, that 
is 
det [K - AM] = 0 (3.8.3) 
The determinant can be expanded to a polynomial of order n, 
which is the so called characteristic polynomial. The n A.-
roots of the polynomial are the eigenvalues (the squares of 
the natural frequencies) of the system. Because M is real 
symmetric and positive definite, and K is real symmetric and 
positive definite or semi-definite, the eigenvalues are 
always greater than or equal to zero [77, 81]. For each 
unique eigenvalue A.i, there exists a unique eigenvector or 
mode shape Xi whose magnitude may be arbitrarily specified. 
These eigenvectors are orthogonal to each other. For a 
repeated eigenval ue which occurs j times, there are j 
associated independent eigenvectors. These eigenvectors are 
orthogonal to others, but may not be orthogonal to one 
another. However, since they are independent of each other, j 
(37 ) 
orthogonal eigenvectors can be derived through their linear 
combinations [82, 83]. Therefore, for a system with n degrees 
of freedom, there will be n natural frequencies and 
orthogonal mode shapes. Any linear combination of these mode 
shapes represents a possible displacement shape of the 
system. 
The eigenvalues and eigenvectors can be grouped 
respectively into a diagonal spectral matrix A and a modal 
matrix x, 
... , (3.8.4) 
(3.8.5) 
The eigenvectors can also be normalised so that 
(3.8.6) 
The solution of the general eigenvalue problem is 
extremely computationally intensive for a system with large 
number of degrees of freedom. It is one of the most time 
consuming parts of the noise evaluation procedure. Therefore, 
considerable effort has been devoted to the implementation of 
an efficient algorithm into the procedure. The emphasis is 
placed on the reduction of the total computation time for the 
entire analysis instead of that for the eigensolution alone, 
because there is a strong interaction between the 
eigensolution and the rest of the procedure, as will be seen 
later. 
Eigensolution has received considerable attention from 
mathematicians and engineers alike. A number of established 
algorithms are available [82, 84, 85], which are iterative in 
nature. This is because the eigenvalues are essentially the 
roots of the characteristic polynomial equation which has no 
exact algebraic solution when the order n is greater than ~. 
Some of the algorithms work directly on the general 
eigenvalue problem as given by Eq. (3.8.2), but most are for 
(38 ) 
the solution of the standard eigenvalue problem of the 
following form 
(A - 61) Y = 0 (3.8.7) 
To make use of such algorithms the general eigenvalue problem 
will have to be transformed into the standard form. 
It is impossible to say which algorithm is the best 
because the characteristics and size of the matrices have 
considerable effect on the performance of the algorithms. A 
survey of literature [82, 84 - 87, etc.] suggests that the 
Lanczos algorithm and the Mass Condensation method may be 
most suitable for the current problem, and hence will be 
discussed in more detail. A sparse matrix based algorithm 
offers advantages, because the stiffness and mass matrices 
are potentially large in size but very sparsely populated. 
The Subs pace Iteration and the Lanczos algorithm are the two 
alternative sparse matrix algorithms. The Lanczos algorithm 
has been chosen because it has been shown [85, 86] to be 
superior to. the Subs pace Iteration in terms of operation 
counts and core requirements. A different approach for large 
scale eigenvalue analysis is the so called Mass Condensation 
(or Eigenvalue Economisation) method, which reduces the size 
of the problem by approximation. The reduced problem can then 
be solved easily using any of the standard solution 
algorithms, because of its small dimensionality. 
3.8.1 The Lanczos algorithm. 
The Lanczos algorithm originates, as the name indicates, 
from Lanczos [88] for transforming a given matrix, say A of 
order (n x n) into a tridiagonal matrix, say T of the same 
order. This is achieved by using orthogonal similarity 
transformation of the form 
(3.8.8) 
(39) 
where Q = [ql, q2, ••• , qnl are referred to as Lanczos 
vectors. The eigenvalues of A can then be obtained by 
extracting those of T since their eigenvalues are identical. 
Due to the tridiagonal nature of T, its eigenvalues can be 
easily determined. The eigenvectors Y of A can be obtained as 
Y = QU (3.8.9) 
where U are the eigenvectors of T. 
To obtain the tridiagonal matrix 
Ul ~2 0 
f\2 a2 ~3 
T = ~3 .... (3.8.10) 
.... fin 
o fin a" 
Eq. (3.8.8) is re-arranged and expanded as 
al~2 0 
~2U2 ~3 
A[ql, ~, ••• , ~l = [ql' ~, ••• , ~ 1 f\3 .... (3.8.11) 
...... fin 
o ~na" 
The unknowns ai, ~i and qi (i = 1,2, ••• , n) can be 
obtained using the following recurrence formula and the 
orthogonal relationship between the Lanczos vectors, 
i = 1, 2, ... , n (3.8.12) 
where qo = 0 and ~l is chosen as the magnitude of an arbitrary 
(40) 
non-null vector r 1, 
f:h = ..fr'fr1 
Starting with the non-null vector r 1, the tridiagonal 
matrix T and the Lanczos vectors Q can be obtained as 
follows: 
For i = 1, 2, ... , n 
CIi = ri/(3i 
Vi = ACIi - (3iCIi-1 
(Xi = villi (3.8.13) 
ri+1 = Vi - (XiCIi 
(31+1 = ..frf+1ri+1 • 
In practice, with large eigenvalue problems, the iteration 
process can be terminated at iteration m, and a reduced order 
tridiagonal matrix Tm of order (m x m) is produced. The 
extremum k eigenvalues of A are approximated by those of Tm' 
as indicated by Lanczos [88]. Let 
rm = diag[Y1, Y2, ••• , Ym] Y1" Y2 " ••• " Ym (3.8.14) 
denote the m eigenvalues of Tm' and 
(3.8.15) 
denote the n eigenvalues of A. When m is greater k, and as m 
increases, 
rk = diag[Y1, Y2, ••• , Yk] Y1" Y2 " ••• " Yk (3.8.16) 
converges to 
(41) 
(3.8.17) 
Experience with engine application suggest that only 1/3 to 
1/2 of the m eigenvalues from Tm can represent those of A 
with acceptable accuracy. This subject will be discussed in 
more detail later. 
The Lanczos procedure as described by Eq. (3.8.13) is 
numerically unstable, due to the loss of orthogona1ity among 
the Lanczos vectors. This loss of orthogona1ity is initiated 
when an eigenvalue of Tm converges to an eigenva1ue of A, and 
amplified by round-off errors [89, 90]. Therefore, a Gram-
Schmidt procedure based on [85, 86] is used to re-
orthogona1ise the Lanczos vectors when necessary. With re-
orthogona1isation, the Lanczos procedure becomes 
For i = 1, 2 , ••• , n 
(3.8.18) 
Partial re-orthogona1isations are used by Sehmi [85] and 
Simon [86], etc. for the reason that re-orthogona1isations 
are comparatively expensive. For the analysis of engine 
structures where the dimensiona1ity of the system matrices is 
very large, re-orthogona1isations are found to take only a 
small proportion of the total computing time required for the 
whole eigenso1ution process. It is therefore much more 
(42) 
economic to perform full re-orthogonalisations because it 
reduces the number of expensive Lanczos iterations required 
to compute the first m modes. The full re-orthogonalisation 
also increases the numerical stability of the procedure. 
The starting vector r 1 has a direct influence on the 
stability of the Lanczos procedure. It is desirable that ql 
is notorthogonal to any eigenvectors of A [89, 90]. A random 
vector r 1 has been found to be a good choice for structural 
eigenvalue analysis. 
To make use of the above Lanczos procedure, the general 
eigenvalue problem, as described in Eq. (3.8.2) 
(K - /.M)x = 0 (3.8.19) 
needs to be transformed to the standard eigenvalue problem 
(A-BI)y=O (3.8.20) 
The Cholesky decomposition method is used to factor the 
stiffness matrix 
K = L LT (3.8.21) 
where L is a lower triangular matrix. Then, matrix A for the 
standard eigenvalue problem is obtained as 
with such transformation, the eigenvalues and eigenvectors of 
the general and standard problem are related by 
(3.8.23) 
where A and X are the spectral and modal matrices of the 
(43) 
original general eigenvalue problem, and e and Y are those of 
the standard problem. 
It is noted that matrix A, unlike K and H, is generally a 
densely populated matrix, because the sparsity is destroyed 
by the transformation. This extremely undesirable situation 
is avoided by not forming A explicitly, as described later. 
The computation time required for the transformation is 
dominated by the Cholesky decomposition. However, the 
decomposed stiffness matrix will also be useful for the 
residual flexibility evaluation during the forced response 
analysis which will be discussed later. This share of cost 
with the forced response procedure makes the Lanczos 
algorithm more attractive for this application. 
The above procedure is only applicable to structures 
without rigid-body modes. This is because the system 
stiffness matrix becomes singular if the structure has rigid-
body modes. This problem is solved by the following extension 
to the procedure. It is known that the mass matrix is always 
positive definite, and the stiffness matrix is positive 
definite or semi-definite. If the stiffness matrix is 
'shifted' by adding to it a proportion of the mass matrix, 
the resultant is a positive definite matrix 
-K=K+IIH (3.8.24) 
where 11 is a positive number. Then, the solution of the 
following eigenvalue problem can be determined using the 
Lanczos based procedure described above, 
(K ~)x = 0 (3.8.25) 
To obtain the solution of the original problem (Eq. 
(3.8.19», Eq. (3.8.25) is re-written as 
«K + IIH) - ~)x '" (K - (A - II)H)x = 0 (3.8.26) 
(44 ) 
Comparing Eq. (3.8.19) and (3.8.26) one gets 
1.=1.-1'> (3.8.27) 
Eq. (3.8.26) also indicates that the eigenvectors of Eq. 
(3.8.19) are the same as those of Eq •. (3.8.25). 
The most time consuming part of the Lanczos procedure is 
computing the product of Aqi for every iteration. This is 
because A is a large and densely populated matrix for large 
structure analysis. The banded and sparse nature of K and H 
is lost during the transformation from the general to the 
standard eigenvalue problem. However, Aqi can be computed 
indirectly as follows without forming A explicitly. From Eq. 
(3.8.22) it can be seen that 
(3.8.28) 
Therefore Aqi can be obtained most economically by the 
following three steps: 
(1) solving LTt = qi 
backsubstitution, 
(2) forming t2 = Ht for 
(3) solving L(A~) = t2 
for temporary vector t by a 
temporary vector t2, 
for Aqi by a forward substitution. 
Because L and M are very sparsely populated, as will be seen 
later, and L is also only a lower triangular matrix, the 
above three step procedure saves not only computing time but 
also storage space by storing the non-zeros only. 
The crite,ria for checking the convergence of required 
eigenvalues are based on Lanczos' own statements [88]: 'As 
the scheme proceeds and we constantly obtain newer and newer 
polynomials •••• We handle the last polynomial obtained as 
if it were the final polynomial •••• We evaluate the roots of 
this polynomial and compare them with the previous roots. 
Those roots that change by negligible amounts are already in 
r 
(45) 
their final form.' The mathematical representation of the 
above statement is as follows: 
Let y~ denote the jth of the required k eigenvalues at 
iteration i, the eigenvalue is deemed to have converged if 
j = 1,2, ••• ,k (3.8.29) 
where £ is some specified error level. £ = 0.05 is found to 
give the required accuracy for the noise optimization 
application. Theoretically, the convergence check does not 
need to start until k iterations have been performed because 
at least k iterations are needed for k eigenvalues to 
converge. practically, for engine type structures, about 2k 
iterations are usually required for k eigenvalues to 
converge. It is therefore advisable to start the checking 
after 1.5k iterations to save computing time. 
If the k eigenvalues converge at m-th iteration, the 
eigenvectors of the original general eigenvalue problem 
(3.8.19) are obtained as follows: 
The eigenvectors of Tm are first normalised so that 
and (3.8.30) 
The normalisation is performed only for those k columns of om 
corresponding to the k converged eigenvalues. Then, the k 
eigenvectors Xk of the original problem are obtained by two 
steps: 
(1) forming Yk = Q,.Uk , 
(2) solving LTXk = Yk for ~ • 
The normalisation in Eq. (3.8.30) for om has ensured that Xk 
satisfies the normalised condition specified by Eq. (3.8.6). 
(46) 
3.8.2 The Mass Condensation method. 
The Mass Condensation method (alternatively called 
Eigenvalue 
independently 
Economisation or ~uyan Reduction) was 
proposed by Guyan [91] and Irons [92] to reduce 
a large eigenvalue problem down to a 'manageable' size. It 
has become a well established approximation technique for 
determining the low-order modes of a large system. It is 
based on the assumption that the inertia effects associated 
with some coordinates are negligible compared with those of 
their stiffness, and these coordinates can be removed and 
their effects represented by the others. The coordinates are 
partitioned into two groups called masters and slaves, and 
the general eigenvalue problem is re-written as 
(3.8.31) 
where the subscript m and s refer to the master and slave 
coordinates respectively. 
with the assumption that the inertia effect of the slave 
coordinates can be neglected such that 
(3.8.32) 
then, the slave coordinates can be expressed by the masters 
as follows, 
(3.8.33) 
and hence, 
x = [Xrn] = [ I ] x,. = Bx,. 
Xs K-1K 
- ss em 
(3.8.34) 
By applying the above transformation, the general eigenvalue 
problem in Eq. (3.8.2) is reduced to 
(47) 
(Km - AMm)x,. = 0 (3.8.35) 
where 
solution of the reduced problem gives m modes, whose 
eigenvectors can be extended to include the modal 
displacements at the slave coordinates by using Eq. (3.8.33). 
With carefully chosen masters, a fraction of these modes are 
good approximations to those of the original problem. The 
accuracy of the approximation deteriorates as the mode number 
increases, and usually only a small fraction of the modes are 
useful, as will be seen in the next section when the 
performance of this method is compared with that of the 
Lanczos algorithm. 
3.8.3 Comparing the Lanczos and the Mass Condensation 
methods. 
The Lanczos procedure as described above has been 
implemented and compared with the existing Mass Condensation 
procedure within PAFEC in terms of accuracy, speed and 
storage requirement. For the comparison of accuracy, a free 
plate is used since its eigenvalues can be determined 
analytically based on plate vibration theory [75]. A free 
steel plate of 500 mm x 200 mm x 8.5 mm (length x width x 
thickness) is modelled using 32 8-noded shell elements, as 
shown in Figure 3.8.1. The model has 605 degrees of freedom, 
and the semi-bandwidth of the system matrices is 160. Using 
the Lanczos procedure, 62 iterations were required for the 
first 40 modes to converge within 5% error bounds. For Mass 
condensation method, 40 automatic masters were used. The 
first 18 distortional modes calculated using the Lanczos and 
Mass Condensation methods are shown in T~ble 3.8.1 together 
(48) 
with the analytical prediction. It can be seen that the 
resul ts from the Lanczos algorithm are in very close 
agreement with the analytical prediction. (The accuracy of 
the Lanczos algorithm for large structures is as good, as can 
be seen, for example, from Table 4.5.1.) In contrast, the 
prediction by the Mass Condensation .method has very poor 
accuracy. Actually only the first 6 modes can be considered 
as usable. 
0.0 -t--I--+--+---I--.j--;~-+---l 
0.0 Length = 0.5 m 0.5 
Thickness = 8.5 mm 
Figure 3.8.1 Free plate with 32 shell elements 
As far as the efficiency is concerned, The Lanczos 
algorithm is also superior to the Mass Condensation method. 
In order to show the difference more clearly, a larger model 
is used. A cylinder block model with 1806 degrees of freedom 
has been analysed using the two noise prediction procedures 
with Lanczos and Mass Condensation eigensolution methods 
respectively. Because the choice of the eigensolution method 
also affects other parts of the analyser, the CPU requirement 
of the entire analyser is profiled. For the Lanczos based 
procedure, 100 modes have been calculated and used. All the 
modes are required to converge within 5% error bounds. For 
the Mass Condensation based procedure, 140 masters are chosen 
and 100 are used for the forced response analysis. According 
to the estimation of PAFEC [6] and Turner [93], the maximum 
error in these modes is about 15%. Therefore, the accuracy 
(49) 
Mode Theoretical Lanczos Mass Condensation 
1 1.800e+2 1.798e+2 1.798e+2 
2 2.733e+2 2.733e+2 2.735e+2 
3 5.884e+2 5.880e+2 5.016e+2 
4 9.781e+2 9.760e+2 5.897e+2 
5 9.860e+2 9.850e+2 9.846e+2 
6 1. 190e+3 1.188e+3 9.921e+2 
7 1.502e+3 1.501e+3 1.205e+3 
8 1. 651e+3 1. 64ge+3 1.303e+3 
9 2.161e+3 2.158e+3 1. 525e+3 
10 2.48ge+3 2.485e+3 1.698e+3 
11 2.797e+3 2.802e+3 1.717e+3 
12 2.958e+3 2.953e+3 2.238e+3 
13 3.333e+3 3.322e+3 2.275e+3 
14 3.68ge+3 3.687e+3 2.655e+3 
15 3.963e+3 3.961e+3 3.003e+3 
16 4.241e+3 4.248e+3 3.192e+3 
17 4.868e+3 4.884e+3 3.537e+3 
18 5.16ge+3 5. 172e+3 3.691e+3 
Table 3.8.1 Natural frequencies predicted by Lanczos 
and Mass Condensation methods. 
of the Lanczos solution is much higher than that of the Mass 
Condensation procedure. The CPU profiles for these two 
analyses are given in Table 3.8.2. 
It is clear that the Mass Condensation based procedure is 
much less efficient. This is mainly due to the time required 
to condense the system matrices before eigenso1ution and the 
backsubstitution required for the forced responses at the 
slave degrees of freedom. However, it should be noted that 
the inefficiency of the Mass Condensation procedure is partly 
(50) 
One analyser call (LanczOs based) 
1. Element matrix generation 
2. System matrix assembly 
3. System matrix decomposition 
4. Eigensolution 
5. Forced response 
6. Evaluation of SWL and constraints 
7. Auxiliary processes 
One analyser call (Mass Condensation based) 
1. Element matrix generation 
2. Mass condensation 
3. Eigensolution for masters 
4. Forced response for masters 
5. Backsubstitution for slaves 
6. Evaluation of SWL and constraints 
7. Auxiliary processes 
10462 
594 
855 
1125 
6778 
978 
66 
66 
22595 
594 
9822 
895 
5804 
5348 
66 
66 
Table 3.8.2 CPU time profile for an analysis of the 
RSE block model with 1806 degrees of freedom (units of 
0.01 seconds on IBM 3090-200) 
due to the poor implementation of the algorithm within PAFEC. 
It is estimated that up to 5000 CPU units (50 seconds) may be 
reduced by good implementation. Nevertheless, the Lanczos 
based procedure is still much more efficient. More analyses 
have been performed for models wit~ up to 5000 degrees of 
freedom. Approximate formulas are then derived for the CPU 
time (seconds) required for one analysis. For the Lanczos 
based procedure, 
(51) 
CPU (seconds) = (1.26 x 10-3 )n1.51 . (3.8.36) 
and for the Mass Condensation based procedure, 
CPU (seconds) = (2.73 x 10-3 )n1.51 (3.8.37) 
where n is the number of degrees of freedom. It must be noted 
that these formulas are based on the particular engine 
analysed. For other models whose sparsity characteristics is 
different, the required CPU time may be somewhat different 
from that predicted by the above formulas. 
Another disadvantage of the Mass Condensation method is 
that it is not suitable for the Kron substructuring method 
which will be used for the forced response analysis, as will 
be described later. For the substructuring procedure, all the 
points at the interfaces between the substructures have to be 
chosen as masters. This concentration of masters at the 
interfaces is undesirable for the Mass Condensation process 
since some of them would not be • qualified' as masters 
according to their importance. 
The only drawback of the Lanczos algorithm seems to be 
its large storage requirement for the mass and stiffness 
matrices of the system. Although only non-zeros of the system 
matrices need to be stored, the storage space required is 
still substantial for large structural analysis. To extract 
the first k modes of a system with n degrees of freedom using 
double precision analysis, the storage requirement is about 
n 
8[ 2: (Bi + Zi) + 2kn] (3.8.38) 
i=l 
bytes, assuming that 2k Lanczos iterations are required for 
the k modes to converge. Here Bi is the semi-bandwidth of the 
i-th row of the stiffness matrix, and Zi is the number of 
non-zeros in the i-th row of the upper triangle of the mass 
matrix. For engine-like structure models with mainly shell 
type elements, it is typical that 
(52) 
(3.8.39) 
To achieve the best efficiency, these matrices should be 
stored in core. If virtual memory is used, care must be taken 
in the implementation of the algorithm so that the matrices 
are accessed as sequentially as possible. Otherwise, 
substantial increase in the job elapsed time is expected due 
to the paging activity. 
3.9 Vibration response 
As mentioned above, the calculation of the steady-state 
vibration response used here is basically a two step process. 
The first is the free response analysis as described in the 
preceding section to obtain the necessary modal data. The 
other is the forced response analysis which will be discussed 
in this section, following the evaluation of the excitation 
forces. 
3.9. 1 The excitation force calculation 
It has been well understood that the main excitations in 
an engine come from the combustion forces and mechanical 
forces. The former is the direct result of the cylinder 
pressure due to combustion, and the latter is related to the 
combustion process and due to engine mechanical motions and 
configuration. These forces excite the engine structures 
which vibrate in a broad frequency band. The vibrational 
energy is partly dissipated by damping, partly transmitted to 
other structures through mounting and connections, and partly 
radiated as sound waves. 
For the purpose of surface vibration and noise 
prediction, the loads arising from the combustion process and 
mechanical impacts can be usefully approximated by a set of 
(53) 
discrete forces and moments acting on the cylinder block and 
head. A suitable set is comprised of forces and moments at 
each main bearing, piston side thrust forces on each cylinder 
and the gas force on the cylinder head. The calculation of 
these forces can be approached at various levels of 
sophistication, ranging from procedures based on lumped 
parameter models through to a full interaction analysis 
between the fixed and the moving parts of the engine using FE 
models of the block and crankshaft. The latter approach has 
been taken here because it is the only means by which the 
variation of forces between different bearings and cylinders 
can be predicted. The procedure used here is indicated 
diagrammatically in Figures 3.9.1 and 3.9.2. It is a Perkins' 
internal procedure whose brief formulation can be found in 
[96]. It is a quasi-static interaction analysis of a system 
comprising the crank train, the block and various oil films 
separating the two. Experimentally measured, frequency-
averaged cylinder pressure diagrams ar~ used as the input of 
the procedure. It involves the sequential solution of the 
pertinent structural and hydrodynamic equations which 
describe the important features of the engine. The structural 
equations are formulated in terms of influence coefficients 
derived from representative substructure finite element 
models of the crankshaft and engine structures. The 
hydrodynamic operation of the main bearings is modelled by a 
'mobility' method which provides explicit relationships for 
the translational velocities of the crankshaft journals 
relative to the bearing sleeves. 
(54) 
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(55) 
Conceptual model 
/Elastic block 
and crank 
for engine load 
The load so obtained is a function of the crankshaft 
angle and must therefore be transformed to the frequency 
domain for subsequent use in the vibration analysis. Figure 
3.9.3 shows typical spectra of the forces ., i pI 11" 'II(QIlt;S, along 
with their location on the cylinder block. It is noted that 
forces and moments are applied at· the main bearings, and 
forces are applied to the cylinder liners and head. In order 
to apply the main bearing forces and moments easily, 
.artificial elements are introduced to close each bearing 
bore. The two force components and the two moment components 
are then applied at the central node of the cluster. The 
elements closing the bore are extremely stiff so that the 
forces and moments are effectively transferred to the bearing 
panels without alteration. This is a simpler procedure than 
that of applying the effective forces directly at the element 
nodes of the bearing bores since in this case two horizontal 
and two vertical forces and a similar number of moment 
componen·ts are required to account for the alternating· 
changes in the directions of the various forces. At the 
cylinder liners the application of the four horizontal forces 
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(57) 
shown is sufficient to allow, in an approximate way, for the 
up and down movement of the piston and the alternation in 
direction of the piston side wall forces. The cylinder bores 
have been closed with stiff plate elements which, together 
with other elements on the top deck, give a crude 
approximation to the stiffness and mass of the cylinder head. 
In other words, the cylinder head and top deck are treated as 
one integral part. The gas pressure force is then applied at 
the central node of the bore-closing cluster. 
The excitation calculation process is relatively 
independent to the mainstream procedure which evaluates noise 
and other structural responses. However, design modifications 
made during the optimization process will undoubtedly 
influence the levels of the excitation forces. The 
significance of such effects determines whether it is 
necessary to put the excitation prediction process inside the 
optimization loop. These effects will be discussed further in 
Chapter 4. 
3.9.2 Forced response 
Two procedures for forced response are used here, one for 
a single structure and the other for substructuring case 
which will be discussed in the next section. Both methods 
make use of the modal data obtained using the free vibration 
analysis described in Section 3.B. 
The forced response problem for a single structure 
without damping can be expressed as 
MX(t) + Kx(t) = pej~ (3.9.1) 
(58) 
where the force vector p is complex to allow for phase 
differences amongst its elements. With harmonic solutions 
x(t) = xejort, the complex response vector x can be expressed 
as 
x = (K _ ro2M)~lp 
(3.9.2) 
= ~(A _ ro2l)-l<1>Tp 
where A and ~ are the spectral and modal matrices 
obtained using free vibration analysis as described in 
section 3.8. It is noted that the modal matrix is denoted 
here by 
instead of 
since x is used here to denote the vibration displacements. 
The modal matrix ~ has been normalised such that 
(3.9.3) 
In Eq. (3.9.2) the inversion of (A - ro2l) is trivial because 
of its diagonal nature. 
A proportional form of hysteretic damping can be 
accounted for by making the modal stiffness coefficient 
complex. Let 1) denote the diagonal matrix of modal loss 
factors, the vibration response of the system with damping 
can be expressed as 
A . 2 -1 T X = ~[ (I + )1) - ro II <I> P (3.9.4) 
Eq. (3.9.4) requires the evaluation of all the modes in the 
system, which, as described in Section 3.8, is very time 
consuming when the system has a large number of degrees of 
(59) 
freedom. If the forced response is not required beyond a 
certain frequency (say, 4 KHZ), the response within the 
frequency range of interest can be approximated by using only 
the first k modes (up to, say, 5 KHz) [971. The effect of 
the discarded modes can be well approximated by their static 
flexibility called 'residual flexibility', because these 
modes are far from the excitation trequencies. Eq. (3.9.4) 
can be re-written as 
X=Xk+Xr 
= <I>Jt [Ak(1 + jTJk) - 0)2I1-1~ P 
+ ~r [Ad I + jTJr) - 0)21 (l~rT P 
(3.9.5) 
where the response is divided into two parts: that due to the 
first k modes and that contributed by the rest (r) of the 
modes. If the highest excitation frequency is much less than 
the natural frequencies of the r modes, the contribution of 
the r modes can be well approximated by 
(3.9.6) 
where Sr is the static flexibility related to the r modes. 
Since the r modes are not available, Sr can be obtained as 
(3.9.7) 
where S is the total flexibility of the structure and Sk is 
the flexibility related to the first k modes. Therefore, the 
truncated form of Eq. (3.9.4) with residual flexibility is 
(3.9.8) 
which requires only the first k modes of the system. 
The determination of the number of modes kept (k) is 
dependent on the dynamic character~stics of the system and 
the frequency range of interest. It will be shown in Chapter 
4 that, for optimization of overall engine noise, the 
truncation can be made at less than 5 KHz without sacrificing 
(60) 
the accuracy of analysis. 
The evaluation of the total flexibility S is the major 
price to pay for the big saving realised through modal 
truncation. S is usually very expensive to obtain since the 
inversion of the stiffness matrix K is required. However, it 
is not the case here because the banded stiffness matrix has 
already been decomposed during the Lanczos eigensolution 
proces s as described in Section 3.8. The rest of the 
inversion process is relatively trivial. 
A problem arises when the structure has rigid body motion 
since in this case the stiffness matrix K is singular. This 
problem has been solved here by shifting the stiffness matrix 
so that the first natural frequency of the system is 
positive, which is equivalent to the introduction of an 
artificial 'restraint' to the system. As described in Section 
3.8, the shift is realised by adding "a proportion of the mass 
matrix to the stiffness matrix as follows 
K=K+1\M (3.9.9) 
Inverting both sides of the above equation and using the 
relationship of Eq. (3.9.3) gives 
K'-1 = (K + 1\M)-l 
= ell ( A + 1\1) -le1lT 
= ~(Ak + 1\1)-1~ + eIlr(Ar + 1\1)-le1l; 
(3.9.10) 
= ~A~l~ + eIlr A;lctf 
if the shift 1\ is much less than any of the eigenvalues of 
the r modes, the following relationship holds, 
--1 T -1 T 
eIlrAr et,,; .. eIlrA eIlr ( 3 • 9 • 11 ) 
which is the residual flexibility of the r modes. Therefore, 
the total vibration response is given by 
(61) 
--1 
Ak ]~ + S}p (3.9.12) 
--1 Note that S = K and Ak = Ak + I\I. Since the banded K has 
been decomposed during the Lanczos eigensolution process as 
described in Section 3.8, S and hence the residual 
flexibility are relatively cheap to compute. It is noted that 
Eq. (3.9.12) also holds when the structure has no rigid body 
modes since it can be regarded as a special case where the 
shift 1\ is zero. 
From equation (3.9.12) it can be seen that the 
displacement Xq at a single coordinate g due to the excitation 
force pe at a single coordinate e is given by 
k 
Xq = {~ [ ___ -=1~ __ - 1]<Pqi <Pei + Sqe}Pe A.i (1+j'l]!) - 002 A.i . (3.9.13) 
where A.i is the eigenvalue of the i-th mode, <Pqi and <Pei are 
the values associated with the coordinates g and e 
respectively in the i-th eigenvector, 'l]i is the loss factor 
associated with the i-th mode, and S qe is the total 
flexibility between coordinates g and e. 
3.9.3 Substructuring. 
The single structure capability described above is most 
suitable for the analysis of a single component such as the 
cylinder block. Although it can also be used for analysing 
the whole engine assembly, a dynamic substructuring algorithm 
[93, 99] may offer certain advantages. Firstly, there is 
potentially a computational saving when large components are 
joined with small ones. If design modification occurs in the 
small components only, re-analysis of the small components 
followed by a coupling process with the large ones may be 
much cheaper than a complete re-analysis of the entire 
assembly. Closely related is the possibility of modifying the 
(62) 
gasket stiffness between components. Although the single 
structure algorithm is capable of handling such 
modifications, a complete re-analysis will be required even 
if only the gaskets need to be modified. Additionally, the 
substructuring algorithm allows the variation of damping 
between components. Although it is unlikely that the 
structural optimum of a single component is affected by its 
damping level, application of the right proportions of 
damping to the various components can help identifying the 
relative noisiness of the components, and thereby the 
priority of design modification (see Chapter 4). In some 
circumstances, it may also be useful to treat damping levels 
as design variables, because the effect of damping may not 
always be a simple straightforward reduction of noise and 
vibration. For example, it was found by Carr and Lalor [191 
that the increased damping of the sump reduced the vibrations 
not only of the sump itself but also of the block. 
The substructuring algorithm adopted here is an extended 
form of Kron' s method [93, 981. The dynamics of the 
individual substructures (1 to n) is formulated in the usual 
way and the unconnected equations of motion written in terms 
of block-wise diagonal matrices with, for instance, the mass 
and stiffness matrices being given by 
· .. 
... 
. ~.] . .. ... 
... Kn 
(3.9.14) 
... 
... 
• •• o 
respectively, where Ki and Hi (i = 1, ••• , n) are the 
stiffness and mass matrices of substructure i. Similarly, the 
normalised spectral and modal matrices are given by 
A1 0 · .. 0 <1>1 0 0 
0 A2 · .. 0 0 <1>2 • •• 0 A = , <I> = (3.9.15) 
. .. ... • •• . .. 
0 0 
· .. An 0 0 <l>n 
(63) 
The coupling of the substructures are achieved by 
maintaining compatibility in both displacements and internal 
forces at their interfaces. For this purpose, a coupling 
matrix G, which has only two non-zero elements in each 
column, is introduced so that 
(3.9.16) 
where x denotes the uncoupled displacements 
(3.9.17) 
The forces on a substructure i has two components, with 
one being the external forces Pie and the other the connection 
forces P between the substructures which are to be ic 
determined. The compatibility of the internal forces is 
maintained if 
Pc = [Plc P2c ••• Pnc]T = GI3 (3.9.18) 
where 13 is a vector of rank equal to the number of connection 
degrees of freedom. 
The global equation of motion for an excitation of 
angular frequency ro with hysteretic damping ~ is given by 
[K( I + j~) - ro2M]X = Pe + Pc (3.9.19) 
where all the matrices are derived by compounding the 
corresponding subsystem matrices in the same way as has been 
done for the stiffness and mass matrices. The equation of 
motion is solved with coupling equations (3.9.16) and 
(3.9.18) for 13 and x 
(3.9.20) 
x = C(Pe + Gj3) (3.9.21) 
where 
(64) 
Note that ~ is more efficiently determined by solving the 
following equation, without forming R-1 
Again modal truncation can be applied and the 
contribution of the discarded modes can be approximated by 
their residual flexibility. If, for example, the total number 
of subsystem modes is truncated to k, then 
(3.9.22 ) 
and 
x = (Ck + S) (Pe+ G~) (3.9.23) 
where 
and S is the static flexibility of the whole structure. 
It should be noted that this substructuring method takes 
appropriate account of the coupling effects between the 
(65) 
substructures, and the forced response is calculated directly 
from the component modes without the necessity for the 
intermediate step of evaluating the free response 
characteristics of the total assembly. What is perhaps more 
important, however, is its capability of allowing stiffness 
and damping layers between substructures. To include this 
capability, the theory needs to be extended slightly [98]. If 
the magnitude of the non-zero elements of the matrix G are 
set to unity, it can be seen from Equation (3.9.18) that the 
vector ~ can be interpreted directly as connection forces. As 
a result, the difference between connection displacements 
given previously by Equation (3.9.16) can be used with the 
stiffness of an inter layer separating the substructures to 
give a revised compatibility relation at the interfaces 
where ~ is the combined stiffness and damping matrix of this 
thin layer whose mass is neglected. The theory is left 
virtually unchanged by this extension except that 
and 
Normally, a diagonal version of ~ is used so that little 
extra computational effort is required to facilitate gasket 
modelling. However, care must be taken to maintain a 
consistent irreducible set of gasket stiffnesses at a 
junction of several substructures. 
3.10 Structural mass and other constraint function 
evaluations 
constraint functions takes the general form 
(66) 
g = g(b, x(b» (3.10.1) 
where b is the design variable, and x(b) can consist of 
structural masses, static displacements, eigenvalues, dynamic 
displacements, etc. The equation reflects the fact that the 
constraints are not necessarily the basic structural 
responses as defined by x(b). Their dependence on design may 
arise in two ways: the explicit design dependence and the 
implicit dependence through x(b). 
The formulation of dynamic responses - eigenvalue, 
displacement and velocity have been given in the previous 
sections. A brief formulation for the structural mass and 
static displacement will be provided in this section. 
The mass of the structure is the sum of the masses of the 
finite elements 
(3.10.2) 
where ne is the number of elements over which the structural 
mass is summed up, and Pi and Vi are -the material density and 
volume of the i-th elements. 
Slightly more complex is the calculation of static 
displacement, which requires the solution of the following 
matrix equation, based on the finite element displacement 
method, 
K x = p (3.10.3) 
where p and x are the loading and displacement vectors 
respectively, and K is the system stiffness matrix as 
previously defined. The equation can be solved by forward and 
backward substitutions, following the decomposition of K. 
Once the displacements are available, stress can be 
(67) 
evaluated with a little more computational effort. However, 
it is recognised that more detailed FE models are usually 
required for stress analysis. 
3.11 Gradient computations 
As described in Section 3.3, most iterative numerical 
optimization algorithms require the evaluation of the 
derivatives (especially the first-order derivatives) of the 
objective and constraint functions. In the context of 
structural optimization the simplest way of obtaining them is 
by using a finite difference approximation, based on the 
values of the objective and constraint functions at small 
intervals of the design variables. Take the constraint 
function Eq. (3.10.1), for example, the finite difference 
approximation of its gradient can be given by 
~ .. g(b+Ab, X(b+8b» - g(b, x(b» 
® 8b 
(3.11.1) 
where Ab is a small perturbation in b. If central difference 
is used, the approximation is then 
~ .. g(b+8b, X(b+8b» - g(b-8b, X(b-8b» 
® 2 8b 
It is obvious that the finite difference method requires at 
least one evaluation of the objective and the constraint 
functions to determine the gradient with respect to each 
design variable, and hence is very expensive when the 
function evaluations are computationally intensive. 
Therefore, considerable economy may be achieved if the 
gradients are obtained as part of the analysis process in 
which the functions themselves are computed. whilst this is 
possible and practical for many functionals such as the 
static displacement, it may not be the most economic method 
for some dynamic oriented functionals such as the sound power 
level. An analysis is given in this section to examine the 
situations of sound power level, anq other functionals which 
(68) 
are likely to be used as constraints in engine noise 
optimization, including the structural weight, static 
displacement and stress, eigenvalue and eigenvectors, and 
dynamic displacement or velocities. 
We begin with equation (3.10.1), which is repeated here 
for convenience 
g = g(b, x(b» 
As mentioned in section 3.10, the dependence of this function 
g on design variable b arises in' two ways, the explicit 
design dependence and the implicit dependence through x(b), 
which are the basic structural responses such as static or 
dynamic displacement or the weight of the structure. The 
objective here is to determine the gradient of the total 
dependence dg/db. 
Differentiating both sides of equation (3.10.1) with 
respect to the design variable b gives 
dg = 8g + !!!l.. dx (3. 11.2 ) 
db 8b 8x db 
where 8g/8b and 8g/ax are usually simple to calculate, and the 
main concern here is determining dx/db • 
Structural weight. The gradient of the weight of the 
structure with respect to the design variables is usually a 
direct differentiation if the variables are structural member 
sizes such as the thicknesses of plates and shells or the 
cross-section areas of beams, as seen by inspection of 
equation (3.10.2). On the other hand, if the shape of the 
structure is modified, the gradient computation is somewhat 
more complex, but still obtainable without much difficulty. 
Static displacement. Computation of the gradient of the 
static displacement is usually the core process in obtaining 
the gradients of most static-oriented functionals such as 
(69) 
stress and displacement itself. Differentiate both sides of 
equation (3.10.3) to obtain 
which can be rearranged as 
(3.11.3) 
In the above equation, K and x have been obtained as 
described in the previous sections. presuming that aK/8b and 
8p/8b are also available (the determination of them will be 
discussed later), the equation can be solved to obtain dx/db. 
Note that equation (3.11.3) will have to be solved for each 
design variable b and load condition p, but the equation is 
independent of the function g. Therefore, the total number of 
such equations to be solved is equal to the number of design 
variables times the number of load conditions. Since K has 
been decomposed when solving equation (3.10.3) for x, 
equation (3.11.3) can be solved without much effort, although 
it is still a dominating part in the whole process of 
determining dg/db. 
Alternatively, the following approach can be used. Since 
the ultimate aim is to determine dg/db , substituting 
equation (3.11.3) into equation (3.11.2) for dx/db gives 
(3.11.4) 
Defining 
(3.11.5) 
which can be written as 
(3.11.6) 
(70) 
Note that the symmetry of K has been used in the above 
manipulation. Equation (3.11.6) can be solved for 1.;, and 
dg/db is given by 
From equation (3.11.6), it can be seen that for each function 
g, there is a different 1.;, and hence the number of equations 
to be solved is equal to the number of functions whose 
gradients are required. Again, since K has been previously 
decomposed, the solution of the equation is reasonably 
efficient. 
By examining the two methods, one can see that both 
require the evaluation of 8K/8b, 8g/8b, 8g/8x and 8p/8b. Once 
they are available, the computational effort is decided by 
the solution of equations (3.11.3) or (3.11.6), with the rest 
of the calculation taking relatively small amount of time. 
Therefore, the superiority of one approach over the other is 
determined by the number of equations to be solved. The 
latter is more efficient when the number of functions is 
smaller than the number of design variables times the number 
of load conditions 1 otherwise, the former is more efficient. 
Now let us examine the determination of 8g/8b, 8g/8x, 
8p/8b and ax/8b. 8g/8b reflects the explicit dependence of 
the function on design. This dependence does not usually 
exist for the commonly used constraints, and hence 8g/8b = O. 
For example, suppose that the constraint is that the mean 
square velocity at a key point on the structure must be less 
than a given value, the constraint function (g) is completely 
determined by the velocity (x) at the key point. Since g is 
not an explicit function of design variables (b), 8g/8b = O. 
(71 ) 
ag/ax represents the relationship between the constraint 
function and the basic structural responses. For example, the 
constraint may be a function of the displacements at several 
critical points on the structure. This relationship is 
usually simple and easy to obtain and hence will not be 
discussed further. 
ap/ab is due to the effect of design modifications on the 
excitation forces. It has been found that modifications made 
to the areas adjacent to the points of force application do 
have some effects on the forces. However, the effects may not 
be strong enough to alter the optimum design, and therefore 
may be neglected in this case. This subject will be discussed 
further in Chapter 4. 
with respect to aK/ab, we start" by differentiating Eq. 
(3.7.3) to obtain 
aK ~ a Tk 
- = 1.. - (Si i 
ab i-1 ab 
(3.11.8) 
When the design variable corresponds to element properties 
such as plate thickness or material properties, only the 
element matrix ki is affected, and the transformation matrix 
si remains constant. On the other hand, when the mesh 
geometry (node coordinates) is modified both ki and si will be 
affected, and the calculation will be somewhat more 
complicated. However, since only a few elements are usually 
controlled by a given design variable, aK/ab is very sparse 
and the whole matrix need not be formed. Evaluation of aki/ab 
and asi/ab is usually a simple "task, although finite 
difference approximations are required for some implicitly 
generated elements [6, 100 - 102]. 
Dynamic displacement. The dynamic displacement can be 
expressed as 
x = x(A(b), ~(b), ~(b), p(b» (3.11.9) 
(72 ) 
or when truncation is applied at mode k, with the residual 
flexibility included, 
x = X(Ak(b), ~(b), ~k(b), p(b), S(b» (3.11.10) 
where A (b), <I> (b), P( b), l'J (b) and S (b), are the spectral 
matrix, the modal matrix, the loading vector, the damping 
matrix and the flexibility matrix respectively, as described 
in section 3.9. Differentiating Eq. (3.11.10) with respect to 
the design variable b results in 
(3.11.11 ) 
The partial derivatives aX/aAk, aX/a<l>k, aX/~k' ax/ap and 
ax/as are determined by the relationship given by equations 
such as (3.9.12). Note that tilde (-), which denotes the 
effect due to the shift of the stiffness matrix, is omitted 
here for simplicity. Since the relationship is a linear one, 
the evaluation of these partial derivatives is 
straightforward, although not always computationally cheap. 
Take the displacement Xq at a single coordinate g due to the 
excitation force pe at a single coordinate e as an example, 
its partial derivative with respect to the force is 
(3.11.12) 
which requires no extra computation since it is has been 
obtained when computing the displacement itself, as can be 
seen by inspection of Eq. (3.9.13). On the other hand, the 
derivative with respect to the eigenvalues will require extra 
computation as shown by 
(3.11.13) 
(73) 
Now turning attention to the gradients of the eigenvalues, 
the eigenvectors, the loading, the damping and the 
flexibility with respect to the design variable b. As 
mentioned previously the effect of structural modification on 
the excitation forces will be discussed in Chapter 4, and in 
many cases it will not have a great enough effect on the 
positions of optimum designs to be established. When the 
effect cannot be neglected, it can be computed by modifying 
the procedure described in [96] or by using finite difference 
approximations. 
Computation of the gradient of a simple (not repeated) 
eigenvalue is straightforward. As is described in [100], it 
can be given by 
where + is the eigenvector corresponding to the eigenvalue A, 
and aM/ab can be computed in the same manner as described 
above for computing aK/ ab. However, dif f icul ties arise in 
obtaining the gradient of the eigenvectors, which requires 
solution of equations such as 
for all 11+ E W (3.11.15 ) 
where W is a subspace of virtual displacements orthogonal to 
+, as described in [100]. With repeated eigenvalues, the 
situation is much worse. Whilst it may be practically 
impossible for they to occur, especially with such a complex 
structure like engine, they can not be dismissed completely. 
It has been shown by [103 - 105], for example, that repeated 
eigenvalues do occur with simple optimized structures such as 
columns. 
(74 ) 
Unlike aK/ab, the evaluation of as/ab ",aK-1/ab is not an 
easy task either, since S is not available at the element 
level. 
From the above analysis of the dynamic responses, the 
following conclusions can be drawn. If it is a single or a 
few modes whose gradients are required, 
be saved by using the above methods 
computing time may 
instead of finite 
difference approximations. This is especially so for simple 
eigenvalues, as can be seen by inspection of Eq. (3.11.14). 
Once the gradients of the stiffness and mass matrices (aK/ab 
and aM/ab) are available, computation of the gradient of one 
eigenvalue with respect to a design variable (aA/Jb) involves 
some straightforward multiplications of the associated 
eigenvector + by aK/ab or aM/ab. since aK/ab and aM/ab are 
very sparse as mentioned previously, the operation will take 
a relatively moderate amount of time. On the other hand, if 
it is determined using the finite difference approximation, 
the eigenvalues have to computed at the design variable value 
b + Ab. Using the Lanczos algorithm, two Lanczos iterations 
are usually required to compute an extra eigenvalue, as is 
described in section 3.8. For each iteration, 
ACIi = Lk:1 M Lk:T qi must be determined, let alone the 
decomposition of the stiffness matrix K to obtain ~ and the 
rest of the iteration process. Forming Aqi involves a 
multiplication of the mass matrix M by the Lanczos vector qi 
and a back substitution and a forward substitution, as is 
shown in section 3.8. Since M and Lk are usually much more 
densely populated than aM/ab and aK/ab, computing an 
eigenvalue will certainly require much more time than 
evaluating the eigenvalue gradient directly using Eq. 
(3.11.14). The same conclusion holds if other eigensolution 
methods are used, since they are less efficient than the 
Lanczos method anyway as described in section 3.8. 
However, if it is the displacement whose gradient is 
required, the situation is quite different. In this case, the 
gradients of the eigenvalues and eigenvectors of the k modes, 
(75) 
which are explicitly included in the forced response 
calculation as shown by Eq. (3.9.12), will have to be 
computed. Whilst the eigenva1ue gradients are easy to 
evaluate as described above, solution of Eq. (3.11.15) to 
obtain the eigenvector gradient is much more complicated 
[106]. Furthermore, the gradient of the flexibility of the 
structure as/ab is also costly to evaluate. If the finite 
difference approximation is used, the displacement at the 
design b+ab needs to be calculated. As described in the 
previous sections, this requires an eigenso1ution and a 
forced response calculation. Since the total time is 
dominated by the eigenso1ution process, with the eigenvector 
and forced response evaluations taking a little extra time, 
the finite difference method is in a much better position 
here. Actually it is preferred here, especially when taking 
into account the possibility of repeated eigenva1ues which 
would cause difficulties to the 'direct' sensitivity analysis 
method described above. 
The sound power. As given in Eq. (3.5.5), the far-field 
sound power radiated from the engine surface can be evaluated 
as 
If the summation and surface average are omitted here for 
clarity, it can expressed as 
f = pc wo a v2 (3.11.15 ) 
or as a function of the design variable b 
f = f(o(b), a(b), v(b» (3.11.16) 
where, as described in section 3.5, pc is the characteristic 
impedance of air and w is the A-weight or other factors 
concerning 'noise quality'. They can be treated as 
independent of the design variable b. The ones which may be 
(76 ) 
affected by the design modifications are the radiation 
efficiency a, the radiation area a, and the surface response 
velocity v. Therefore, the gradient of f with respect to b 
is given by 
(3.11.17) 
where af/aa, af/aa and af/av are determined by Eq. (3.5.5) or 
its simplified form Eq. (3.11.15). For example, for the 
simplified form, af/av can be notionally expressed as 
af 
-- 2pcwaav (3.11.18) 
av 
As is described in section 3.5, aa/ab is controlled by the 
vibrational characteristics of the radiation surface panels, 
and is therefore affected by both thickness and geometry 
changes of the panels, whilst aa/ab is affected by the 
geometry only. The real difficulty arises with av/ab, which 
can be expressed in terms of displacement x as 
av 
-= 
. ax Jwab (3.11.19) 
Therefore, evaluating av/ab would encounter all the 
difficulties which arise with calculating ax/ab. 
Summary From the sole consideration of computational 
efficiency, the gradients of structural weight, static-
oriented functionals and natural frequencies are better 
evaluated using the direct sensitivity analysis as an 
integrated part of the FE analysis for the values of the 
functionals themselves. However, since the structural weight 
and static response take a relatively moderate amount of time 
to compute compared with the evaluation of the sound power 
level and dynamic displacement, the very substantial effort 
required to implement the procedure to compute their 
gradients within the FE analysis process is not justified in 
the present context. This is because the gradient of the 
sound power level will have to be computed using the finite 
(77 ) 
difference method and the FE basis available to us does not 
provide the necessary environment and hence the 
implementation can not be finished within the limited time 
scale. However, when time is available, it is a piece of work 
worth doing, since it needs to be coded on the computer only 
once, yet provides potentially. considerable long-term savings 
in design optimization costs. It is also possible to 
implement the calculations outside existing FE codes, using 
postprocessing data only [121). 
(78) 
CHAPTER 4 PHYSICAL BASIS OF ENGINE NOISE AND 
VIBRATION OPTIMIZATION 
The previous chapters considered how the engine noise and 
vibration optimization problem were transformed into a 
numerical optimization problem which could be solved by 
numerical optimization methods. A finite element based 
frequency domain analysis procedure has been established to 
evaluate the objective and constraint functions. A design 
. variable space to finite element analysis variable space 
transformation procedure has also been established so that a 
relatively small number of design variables can be used to 
represent large-scale design modifications (see Section 3.4). 
Many efforts have been devoted to the formulation of the 
problem so that the analysis efficiency is maximized without 
sacrificing the necessary accuracy. The efficiency has been 
mainly achieved by the selection and implementation of 
efficient algorithms and procedures such as the Lanczos 
algorithm coupled with residual flexibility analysis. Sparse 
matrix techniques have been widely used to cut down the 
memory requirements and to improve the efficiency. 
However, there are still several fundamental issues 
remaining to be tackled before the procedure can be used 
effectively and efficiently. These issues are mainly related 
to the physical aspects of engine noise and vibration, which 
will be discussed in this chapter. For example, the quality 
of excitation and finite element models directly influences 
the accuracy of the prediction of structural responses and 
hence the optimum design. It is not difficult to understand 
that the more accurately these models represent the 'real' 
situation the better the predicted results would be. However, 
more accurate models usually take more time to generate and 
also are more expensive to use. A compromise has to be 
reached so that the models are as simple as possible but 
accurate enough for the prediction of variation trends of the 
responses. Therefore, studies are carried out in this chapter 
(79) 
trying to establish what sort of excitation and finite 
element models are required so that the calculated sound 
power level adequately represent the 'true' trend of noise 
variation against design changes. 
Closely related is the determination of the frequency 
range which needs to be included in the analysis. It can be 
seen from Eq. (3.5.4) and (3.9.12) that the wider the 
frequency range, the more the analysis time will be required. 
The aim is to include as narrow a frequency range as accuracy 
requirements allow. 
The characteristics of the sound power level as a 
function of continuous design modifications will also be 
studied. The main purpose of such studies is to determine the 
suitability of the sound power level function as the 
objective function for the noise optimization. Firstly, it is 
to be found out whether or not the sound power level is a /. 
smooth function, which is most important for an objective'; 
" function. Secondly, the computational viability is to bel 
accessed, because the computational time requirement for the 
sound power level evaluation is expected to be substantial, 
despite the efforts devoted to maximizing the efficiency of 
the procedure. Thirdly, it is essential to know the general 
behaviour of the sound power level function in the multi-
dimensional design space so that adequate numerical 
optimization methods are chosen for solving the final 
numerical optimization problem. Discussions will be given as 
to what sort of numerical optimization algorithm is most 
suitable for this application. Additionally, it is hopeful 
that the studies will add information to the knowledge pool 
of engine noise, because little has been published concerning 
how the sound power level of an engine varies with continuous 
design changes. 
Most of the results presented here are based on a 
Perkins' research engine (RSE). It is a four-stroke, direct 
injection engine with four cylinders in-line giving a total 
capacity of 3.86 litres, and has a conventional bowl in 
(80) 
piston design. The engine is rated at 80 bhp at 2800 rpm for 
vehicle applications. It differs from Perkins standard 
production 4.236 engine only in that the cylinder block was 
specially designed with the aim of low noise radiation. It is 
made of cast iron, and has dry liners and a very high 
camshaft rail just below the cylinder head face. The water 
jacket area is very thin, but heavily ribbed. The crankcase 
skirt is detached from the internal main bearing panels and 
also very thin. The main bearing panels are internally 
stiffened by longitudinal panels which are parallel to the 
crankcase side walls. 
4.1 General characteristics of engine noise spectra 
The basic noise characteristics, of diesel and gasoline 
engines are very similar despite the difference in their 
overall levels. Apart from a narrow peak at the fundamental 
firing frequency of the engine which is in the range up to 
200 or 300 Hz depending on the number of cylinders and engine 
speed, overall noise levels of common engines are dominated 
by the mid frequency range from 800 to 3000 Hz [1, 11, 241. 
As an example, Figure 4.1.1 shows the measured sound power 
level spectrum of a Perkins 4 cylinder in-line diesel engine. 
The fundamental firing frequency occurs in the 100 Hz one-
third octave band for an engine speed of 2800 rpm. Such 
characteristics is the combined effect of the excitation 
forces, the transfer characteristics of engine structures and 
the noise radiation efficiency. 
As described in Chapter 3, the ~in excitations come from 
the combined effect of combustion and mechanical forces 
acting on the main bearings, the cylinder bores and the 
cylinder head, as shown in Figure 3.9.3. Figure 4.1.2 gives 
typical excitation forces of the RSE 4.236 engine at the main 
bearings and cylinders J:SI"pecl i yen. These forces are 
obtained using a Perkins coupled analysis procedure which 
accounts for the dynamic effect of the crankshaft, the 
cylinder block stiffness and the non-linear oil film, as 
(81) 
described in [96]. It can seen that all the forces and 
moments decay at a rate of about 35 to 40 dB/decade, which is 
in agreement with the findings of, for example, Priede [107, 
108]. The vertical forces are on average 20 dB greater than 
the horizontal forces. When examined in more detail, but not 
shown in the figure, the cylinder head forces (vertical) and 
the vertical forces at bearing number 2 and 4 are 5 dB higher 
than other vertical forces. The piston side thrust forces at 
the lower positions are 5 dB greater than those at the higher 
positions. The positions of the side thrust forces are shown 
in Fig. 3.9.3. 
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For the studies of transfer mobility of the structures, 
the excitation points of the above forces are chosen as 
'driving' positions, and the crankcase skirts are chosen as 
the 'response' panels. This is because the crankcase skirts 
are the main noise radiators of the engine block, and also 
their vibrations have a significant effect on the noise and 
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(84) 
vibration of the oil sump pan [9, for examplej. Therefore, 
the transfer characteristics between the points of excitation 
and the skirts provides important information regarding the 
dynamic responses of the engine to the excitation forces. 
Figure 4.1.3 gives typical transfer mobilities between 
the main bearings and the skirt horizontal (noise radiation) 
direction. They are the mean values averaged over the skirt 
surfaces. It can be seen that the mobilities between the 
horizontal direction at the main bearings and the skirt 
(referred to as 'horizontal' mobilities for simplicity) are 
relatively high at low frequencies, but decay at a rate of 
about 10 dB/decade as the frequency increases. The mobilities 
between the vertical direction at the main bearings and the 
skirt start at a much lower level at low frequency, but 
increase by 25 dB/decade. The 'horizontal' and 'vertical' 
mobilities meet at about 2000 Hz, above which the vertical 
one is slightly more significant. The 'bending' and 
'twisting' mobilities exhibit a similar rising trend as that 
of the vertical, but their overall levels are 30 to 40 dB 
higher than the vertical. 
The above transfer characteristics suggests that, at low 
frequencies the crankcase skirts are more sensitive to 
horizontal excitations at the main bearings, while at high 
frequencies they are more sensitive ~o the bending, twisting 
and vertical excitations. The vulnerability of the skirts to 
the bending and twisting excitations are clearly shown by the 
very high level of mobilities. The vibration of the crankcase 
is not dominated by the effect of the bending and twisting 
moments, thanks to the small magnitudes of these moments as 
shown in Figure 4.1.2. 
The transfer mobilities between the cylinder head forces 
(vertical) and skirts, not shown in the figure, are similar 
in trend but slightly lower in value than the vertical ones 
at the main bearings. Those between the cylinder wall (piston 
side thrust) and the skirts are similar to the horizontal 
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(86) 
ones at the main bearings, although ~he former have slightly 
lower level and decay rate. 
When the effects of the transfer functions and the 
excitation forces are combined together, the resulting 
vibrations due to the individual forces are given in Figure 
4.1.4. Although the horizontal excitations have a dominant 
role at low frequency range and so do the vertical 
excitations at high frequency range, all these main 
excitations have indispensable effects especially in the most 
important mid frequency range. In the frequency range up to 
about 2500 Hz, the overall vibration levels decay slowly at 
at rate of 15 dB/decade, and thereafter the decay rate is 
much greater. Taking into account the effect of the radiation 
efficiency, it is not surprising to find that the overall 
radiated noise is dominated by the mid frequency range, 
because the high level vibration at low frequencies is 
heavily attenuated by the poor radiation efficiency as can be 
seen in Figure 3.6.2. 
4.2 Potential ways of achieving noise reduction 
As explained in Chapter 3, the far field sound power can 
be expressed as the product of the time and space averaged 
mean square velocities over the radiation surfaces, the area 
of these surfaces, their radiation efficiencies and the 
acoustic impedance of air (or other surrounding medium). 
Also, a weighting factor (A-weighting) is used in noise 
legislations to take into account the variation of human 
perception of noise at different frequencies. This factor 
accentuates the sound power at the sensitive mid frequency 
range and attenuates it at both the very low and very high 
frequency bands. If it is the overall broad band noise that 
is the concern, this factor should obviously be included in 
the low noise engine design optimization, because design 
modifications which change the very low frequency or very 
high frequency characteristics are made by this factor to be 
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less important than modifications which affect the mid-
frequency range. 
It is obvious that reduction in any of the above factors 
without sacrificing the others would lead to a lower sound 
power level. When the surrounding medium is defined, the 
acoustic impedance of it can be regarded as a constant and is 
readily available. with regard to the area of radiation 
surface, the aim is to keep it as small as possible subject 
to constraints such as strength. However, in most engine 
designs size minimization has already been considered to some 
extent because of the advantages of low weight and easy 
installation of compact engines. Unless there are innovatory 
changes in material or combustion or structural aspects, the 
scope of further reducing surface area is very limited. 
Therefore, the better hope of noise reduction lies in the 
minimization of surface velocities and radiation efficiency. 
With respect to the A-weighting, although it is a constant at 
a given frequency, its effect of accentuation in the mid-
frequency range and attenuation in both the low and high 
frequency range makes it also an important factor to be 
considered in engine noise optimization. 
Effects of A-weighting and radiation efficiency. 
Figure 4.2.1 gives the A-weighting values used in the current 
noise legislation related to vehicles powered by internal 
combustion engines. Although there is evidence showing that 
identical overall A-weighted noise levels may not cause equal 
annoyance [67 - 741, it is still considered as the best 
available measurement for the human perception of overall 
noisiness [661. This weighting accentuates the sound power 
levels at the mid frequency range between 1000 and 5000 Hz 
whilst attenuating those at the low and high frequency 
ranges. TO make use of these weighting characteristics, the 
desired sound power level profile should have low values at 
mid range frequencies and high values at both low and high 
frequencies. Unfortunately, the reality is far from desirable 
as described in the previous section. Although the 
(89) 
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application of A-weighting suppresses the initial narrow peak 
at the fundamental firing frequency, the mid frequency range 
is made more dominant, as shown in Figure 4.2.2. Therefore, 
if it is the overall noise level which is to be minimized, 
the best hope lies in the reduction in the mid frequency 
range between 500 to 3000 Hz. This is the range which the 
engine design optimization should focus on to reduce the 
overall noisiness. 
The radiation efficiency also has a great effect on the 
noise spectrum [24,29,109]. Figure 4.2.3 shows the 
calculated surface average mean square velocity (including a 
constant to account for the radiation impedance of air) and 
the sound power spectrum of the RSE engine block. Their 
difference is the effect of radiation efficiency. It can be 
seen that the vibrational energy at low frequency is not 
radiated as efficiently as that at high frequency. As 
, 
previously described, the radiation efficiency of a structure 
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can be interpreted as the ratio of the sound power radiated 
by the structure to the sound power radiated by a rigid, 
baffled piston with the same surface area as that of the 
structure and vibrating at a velocity which is equal to the 
root mean square surface velocity of the structure. The key 
factor which controls the value of the radiation efficiency 
is the relationship between the mechanical bending wave number 
of the radiation surface and the sound wave number of the 
surrounding air (or other medium). At low frequencies the 
bending wavenumber is greater tha,n that of the radiated 
sound, resulting in poor radiation efficiency. As the 
frequency increases, the difference between the bending 
wavenumber and the sound wave number becomes less and less and 
the radiation efficiency becomes higher and higher until a 
critical frequency is reached at which the bending wave number 
and the sound wavenumber are equal and radiation efficiency ~ 
achieves its maximum value, which is slightly greater than 
unity. When the frequency is higher than the critical 
frequency, the bending wavenumber is always smaller than the 
sound wavenumber and the radiation efficiency remains around 
unity. It is obvious that the critical frequency should be 
kept as high as possible to achieve the maximum frequency 
range with low radiation efficiency. In order to obtain the 
critical frequency, Equation (3.6.2) for the structural 
wavenumber kp is re-written as 
where cp is determined only by the properties of the plate 
material, 
The acoustic wave number k is, as given by Equation (3.6.4), 
k = 21tf 
c 
(92) 
At the critical frequency fe' the bending wavenumber equals to 
the sound wavenumber, and therefore fa can be obtained as 
f = Uc2 = a :Jr.C~t 
It can be seen that the critical frequency is inversely 
proportional to the thickness of the radiating panel and to 
c~. This effect is reflected by the fundamental natural 
frequency of the panel as shown in Figure 3.6.2. 
Therefore, from the standpoint of radiation efficiency, 
thin flexible engine surfaces are preferred. Unfortunately, 
this is contradictory to the requirement of load-carrying 
capacity and resistance to vibration. It is hence desirable 
that the engine is designed in such a way that the loads are 
carried by the internal strong structures covered by thin 
'isolated' external panels. 
Vibrai:ion reduci:ion. It has been shown in the above 
section that the radiation efficiency and A-weighting have 
significant attenuation effects to the sound power spectrum 
in the low frequency range, but have little influence on the 
high levels at mid frequencies. Therefore, the only hope of 
reducing the noise levels in this noise-dominant frequency 
range lies with the reduction of vibration levels. 
As can be seen from Eq. (3.9.13), there are three factors 
which control the vibration levels at a given frequency ro: 
the excitation forces, the eigenvalues and eigenvectors, and 
the damping level. The excitation forces, as described above, 
are caused by the combustion cylinder pressure and the 
inertia effect of the moving mechanical parts. It has been 
demonstrated by many researchers [ 110, 111] that the 
(93) 
combustion induced noise is closely related to the rate of 
cylinder pressure rise rather than the peak pressure level. 
For an engine of given size and power output, the scope of 
tailoring the pressure spectrum is limited, although recently 
some encouraging results have been achieved by using 
turbocharging or split fuel injection [9]. A problem with 
modifying the combustion process is that there are usually 
contradictions between combustion noise reduction and optimum 
specific fuel consumption, and control of emissions [9, 36]. 
The mechanical forces have not been easy to reduce either 
[112, 113], and significant improvement is expected to remain 
difficult since these forces such as piston slap are mainly 
caused by clearances and mechanisms without which the engine 
would not be functioning. 
The other way of controlling surface vibration levels is 
through the reduction of transfer mobilities between the 
internal excitation points and the 'external surfaces. This 
can be achieved by increasing the damping levels or 
redistributing mass and stiffness so that the responses of 
the external surfaces to excitations are minimized. It is 
noted that if it is the broad band vibration or noise level 
which is to be reduced, the response at some frequencies 
might need to be increased in order to achieve reductions in 
the the responses at other frequencies by a greater amount, ! 
as will be seen later. 
The increase of damping levels always suppresses resonant 
peaks, as predicted by the vibration theory, and is therefore 
beneficial to the reduction of the overall vibration level as 
shown in Figure 4.2.4, although the levels at some 
frequencies may be higher. Damping of a running engine comes 
from two sources: the inherent material damping of its 
components and the interface damping between the components. 
Therefore, two obvious ways of increasing the overall engine 
damping level are through using high damping component 
material and introducing 'damping layers' between the 
components. 
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(95) 
There is usually a significant difference between the 
damping levels of the isolated engine components and the 
running engine. Typical cast iron or steel components have 
very low inherent hysteretic damping levels, varying between 
0.005 and 0.01, but a fully assembled running engine may have 
an overall damping level of 0.1 or greater. This great 
difference is caused mainly by friction or slippage between 
the contacting surfaces of the running engine. For example, 
significant increase of damping has been noted through the 
addition of the crankshaft to the cylinder block [114]. 
Damping measurements made by Abideen [115] also showed that 
engine damping levels were usually between 0.01 and 0.1, with 
running engines having higher levels than when stationary. 
This suggest that interface damping is the major contributor 
to the overall engine damping. 
Unlike the well-understood benefit of damping increase, 
the effect of mass and stiffness redistribution is much more 
difficult to predict. From the standpoint of structural 
dynamics, this redistribution manifests itself as a change in 
eigenvalues and eigenvectors. Eg. (3.9.13) clearly shows 
that, for the response at a given degree of freedom, the only 
terms of eigenvectors which have effects are those 
corresponding to the excitation and response degrees of 
freedom. All the other items in the eigenvectors do not have 
any direct influence on it. Therefore, control of the modal 
displacements at both the excitation points and the response 
panels is crucial for the reduction of surface vibration. 
This suggests that modifications to the internal structures 
and external surfaces have most direct effect on the surface 
response. However, it does not mean that the structures which 
link the two are insignificant. This is because the modal 
displacements of the internal structures and the external 
panels are both influenced by the stiffness and mass of 
intermediate links. It is therefore clear that this is a much 
more complicated problem, which is why many attempts to 
modify the engine design by trial-and-error have failed to 
achieve significant improvements, if any at all [32]. This is 
(96) 
a field where a numerical optimization scheme seems to have a 
key role to play. 
4.3 Excitation model 
It has been described above that the main excitations of 
an engine come from the combustion gas pressure and 
mechanical impacts acting on the main bearings, cylinder 
bores and head. These forces influence and depend on one 
another and form a coherent excitation system to the engine 
structures which vibrate and radiate energy in the form of 
sound waves. In order to predict the structural responses, 
all these forces must in theory be included in the excitation 
system, as can be seen from Eq. (3.9.12). However, while it 
is well known that the excitation forces interact with each 
other in a multiple excitation and response system [77, 116], 
some individual forces may not produce significant effects so 
that they may be neglected. For the case of an engine, it has 
been found [11] that engine surface vibration is localised in 
the vicinity of firing cylinder, and the radiation of noise 
is therefore largely from localised sources at any time 
instant. This vibration phenomenon was early described as 
transient by Ricardo [30, 117] who found that a rapid rise in 
cylinder gas pressure had an identical effect on engine noise 
as would be produced by a metallic impact. Therefore, the 
assumption has been made by many researchers (for example 
[32, 59, 118]) that engine design modification or 
optimization could be carried out using results (measured or 
predicted) based on excitation of a single or few such impact 
forces. Some results have been encouraging but some 
disappointing or inconclusive. One of the main reasons for 
the failures is perhaps that the excitation system has been 
over-simplified. Therefore, attempts will be made in this 
section to investigate the effect of the excitation forces on 
particularly the prediction of optimum design, and to try to 
establish what sort of excitation system is needed for such 
predictions. 
(97) 
The first thing to be investigated is whether any forces 
or moments described above have such dominant effects on the 
structural responses that the others can be neglected in the 
analysis. From the discussions in Section 4.1, it is clear 
that all the forces and moments at main bearings and 
cylinders individually produces significant vibrations on the 
engine surfaces, as can be seen partly from Figure 4.1.4 
where the effects of typical main bearing forces are shown. 
Although the horizontal force has dominant effects at the 
very low frequency region to about 300 Hz and the vertical 
force does so at frequencies over 1500 Hz, all. the other 
forces and moments also cause significant vibrations and 
cannot be neglected, especially at the important frequency 
bands between 500 and 1500 Hz. For a running engine all the 
forces excite the engine structures simultaneously, and 
therefore their effects add together at some frequencies 
resulting in higher vibration amplitudes while at other 
frequencies they cancel each other, depending on their phase 
relationship. Figure 4.3.1 shows the space average velocity 
when all the main forces are present. 
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The interactions of the excitation forces can be viewed 
from another standpoint. The power inputs by the individual 
forces indicates the amounts of energy these forces put into 
the system. These power inputs can be positive or negative 
depending on the phase relationship between the forces and 
the vibration velocities of the poin'ts upon which the forces 
act. If the power input of a particular force is positive, it 
means that the force and the associated velocity are in phase 
(their phase difference is less than n/2), otherwise they are 
out of phase. Therefore, negative power input indicates that 
the force is actually resisting rather than exciting the 
vibration of the structure. From this point of view, the 
presence of some excitation forces may be beneficial to the 
control of vibration and noise. Figure 4.3.2 gives the time-
averaged input power of the main bearing and cylinder forces, 
where the letters a, b, c, etc. indicate the locations of the 
input powers by the forces a, b, c, etc. as shown in Figure 
3.9.3. The input power of each force shown in the figure is 
actually the total power by all its frequency components up 
to 4667 Hz. It is interesting to note that most of the power 
enters the structure through the' main bearing vertical 
forces, especially those at the 2nd and the 4th main -< 
bearings. The cylinder head forces, on the other hand, input 
negative power, which makes the net input power to the 
structure have a relatively small positive value. Since 
negative input power by a particular force means that the 
force and the velocity of vibration is out of phase, the 
cylinder head forces have a resisting effect on the vibration 
of the structure. In order to test whether this is actually 
the case, vibration and noise predictions have been carried 
out with and without the cylinder head forces. Results show 
that when the cylinder head forces are not present, both the 
crankcase and the water jacket radiate more noise, with the 
overall sound power level being about 2 dB greater. Also 
noteworthy is that without the cylinder head forces the input 
powers by the vertical forces at bearing 1, 3 and 5 change 
from positive to negative, as is shown in Figure 4.3.3. Since 
the applied forces at the main bearings are unchanged, it is 
the velocity of vibration which has varied. 
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(100) 
From the above analysis, it is fair to say that the main 
bearing and cylinder forces are all significant excitations 
to the engine structures. Since they are a coherent 
excitation system, removal of any of them from the excitation 
model would result in an unbalance in the system and hence a 
significant change in vibration response of the engine 
structures. 
As described in Section 4.1, analysis based on individual 
forces can be useful in, for example, predicting the general 
shape of engine vibration and noise response. The question 
here is whether one can use such an analysis for the 
prediction of the effect of structural modifications on the 
vibration and noise so that a better design can be 
established. As a case study, the thicknesses of main bearing 
panel No. 4 and 5 are modified. The structural responses to 
the excitations of the individual forces at main bearing 4 
and 5 are expected to change accordingly. It is noted that 
individually the forces and moments at main bearing 4 cause 
similar vibration amplitudes to those caused by their 
counterparts at main bearing 5, as is shown in Figure 4.3.4 
to 4.3.7. Now let us examine what happens to these responses 
when the thicknesses of bearing panel 4 and 5 are modified. 
Figure 4.3.8(a) to 4.3.11(a) show the changes of the 
mobilities between the points of excitation at bearing panel 
4 and the skirts due to the thickness modification of bearing 
panel 4. The changes of the mobilities between bearing panel 
5 and the skirt due to the thickness changes of bearing panel 
5 are given in Figures 4.3.8(b) to 4.3.11(b). It can be seen 
that the increases in thickness of both bearing panel 4 and 
bearing panel 5 cause overall reductions in the mobilities. 
The results could hence lead to the conclusion that the 
thickness increases of both bearing panel 4 and 5 would 
provide reductions of vibration and noise. unfortunately, 
this conclusion seems to be misleading because when all the 
forces are applied at the same time the thickness changes of 
bearing panel 4 and 5 result in very different changes in the 
surface velocities and thereby the radiated noise. For 
example, if the thickness of bearing panels 2 and 4 is 
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( 113) 
increased from 26 mm to 32 mm, the overall radiated sound 
power level from the block increases from 96.40 dB(A) to 
97.04 dB (A), whilst the same change in the thickness of 
bearing panels land 5 causes the sound power level to 
decrease from 96.40 dB(A) to 95.28 dB(A). Details of the 
effects of bearing panel thickness changes on radiated sound 
power level will be discussed in Section 4.6 where the 
reasons are also given for treating bearing panels land 5 as 
one group and bearing panels 2 and 4 "as another group. 
The sound power level of the cylinder block as a function 
of the thickness of bearing panels 2 and 4 has been evaluated 
using the full set of the excitation system and a single 
vertical force at bearing 4 respectively. For the range of 
thickness variation between 20 and 32 mm, the optimum design 
predicted using the full excitation system is around 26 mm, 
as will be shown in more detail in Section 4.6. However, when 
this single force alone is used as the excitation, the 
predicted sound power level increases monotonically with the 
increase of the thickness. In other words, the optimum design 
would be at the lower bound of the range tested, that is 20 
mm. 
It has been shown that while it is possible to predict 
the very general variation trend of the noise spectrum by 
studying the individual forces and their effects on the 
surface vibration and noise, such studies cannot be relied 
upon to predict the effect of design changes on vibration and 
noise. Although some forces, notably the horizontal and 
vertical main bearing forces, individually have dominant 
effects in certain frequency ranges as described above, 
misleading results may be obtained if noise optimization is 
carried out using just them. This is because the engine 
excitation system is a coherent system, individual forces 
having strong dependence and influence on one another. All 
the main forces have significant effects on the behaviour of 
the whole engine structure, and therefore, if anyone is 
removed, an imbalance would occur, fesulting in significant 
(114 ) 
shift in the vibration response of the engine structures. 
Also noteworthy is the fact that although input power 
analysis provides useful information, such analysis is 
insufficient for the determination of the effect of 
structural modification on vibration and noise. For example, 
it has been seen from Figure 4.3.2 that the vertical forces 
at main bearings 2 and 4 input a large quantity of energy 
into the structure. It might, therefore, be expected that the 
vibration and noise of the engine would be very sensitive to 
the variation of the thickness of bearing panels 2 and 4. 
However, it is by no means clear whether the thickness should 
be increased or reduced to achieve noise and vibration 
reduction. The changes of input power due to the increase of 
the thickness of bearing panels 1 and 5 and that of panels 2 
and 4 are shown in Figure 4.3.12 and Figure 4.3.13 
respectively. It is noted that in both" cases the net changes 
in power are proportional to their initial values, but in 
opposite directions. In other words, if the initial input 
power is great, the change is great, and if the initial value 
is positive it decreases; otherwise it increases. As to the 
total power input into the structure, the thickness increase 
of bearing panels 1 and 5 causes a reduction from 36.28 to 
36.00 Watts, and that of panels 2 and 4 causes a reduction 
from 36.28 to 34.09 Watts. Since the thickness increase of 
bearing panels 1 and 5 causes reduction of noise, while that 
of bearing panels 2 and 4 makes the engine actually noisier 
as described above, there seems to be no simple relationship 
between input power and radiated noise. 
The input power as a function of excitation frequency is 
also obtained as shown in Figure 4.3."14 and Figure 4.3.15. 
Again it is difficult, if not impossible, to use this 
information to predict the effect of the structural 
modifications on noise radiation, although it is interesting 
to note that the changes of input power mainly occur in the 
frequency ranges from 600 Hz to 1000 Hz and from 2000 Hz to 
2500 Hz, where the main noise changes take place, as is shown 
in Figure 4.3.16. 
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The effects of structural design modification on the 
excitation forces and thereby on the predicted optimum design 
have also been investigated. Results have shown that design 
modifications made near the points of application of forces 
can affect the levels of these forces. The main bearing 
panels are particularly sensitive in this regard. Figure 
4.3.17 shows typical changes of the excitation forces at main 
bearings due to a very radical modification to the design of 
main bearing and crankcase areas (details of the modification 
can be found in the seven-variable example of Section 4.6). 
The effects are certainly noticeable even at the very low 
frequency range. Using these two sets of loads, the 
difference in the predicted sound power level of the block is 
0.35 dB(A), which is significantly smaller than the 5 dB(A) 
predicted noise reduction due to the modification to the 
design. Bearing in mind that the design modification of this 
example is quite radical, the results suggest that there is 
no need to revise the excitation model every optimization 
iteration. computation time will be saved by calling the 
loading evaluation procedure only when there are significant 
design changes. 
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4.4 Finite element modelling considerations 
As described in Chapter 3, a finite element based 
prediction procedure is used for the evaluation of the engine 
vibration, noise and other structural responses. For the 
analysis of a full engine, FE modeis would be required for 
the cylinder block, cylinder head, sump pan and principal 
covers and perhaps the manifolds. To be useful for engine 
noise optimization, these models must be precise enough so 
that the general trends of variation of the objective 
(radiated sound power level) and constraint functions can be 
correctly predicted and hence the optimum design be duly 
identified. Having met the above requirement, these models 
are of course preferred to be as simple as possible so that 
the computational burden is minimum. The question here is 
what sort of models meet the above idealised conditions. 
There is no straightforward answer here, but nevertheless an 
attempt will be made in this section to provide some useful 
hints. 
Element type and mesh density are the two major aspects 
of modelling which affect both the quality of the model and 
the computation time required to process it. It is well known 
that different models are usually required for static stress 
and dynamic vibration analysis. The discussion here will be 
concentrated on dynamic modelling only for two reasons. 
Firstly, engine vibration and noise minimization is the main 
aim of this project, and it is in the category of dynamic 
analysis. The other reason is that static analysis, which may 
be required for the calculation of constraints, takes 
relatively little computation time compared with noise and 
vibration evaluation and is hence not the main concern here. 
The choice of element types and mesh density depends of 
course on the construction and dynamic behaviour of the 
engine structures since it is thes~ structures that the FE 
models are to represent. According to the nature of engine 
structures, three types of elements are potential choices, 
which are, in increasing order of complexity, thin shell 
(124) 
element (or thin beam element), thick shell element (or thick 
beam element) and solid (brick) element. The underlying 
formulation of these elements effectively put limits on their 
usefulness (see for example [6] ). Figure 4.4.1 shows 
qualitatively the range of applicability of the three types 
of elements. It takes into account three major factors: 
accuracy, efficiency and user friendliness • 
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Figure 4.4.1 Notional usefulness of element types 
From the standpoint of computational efficiency, there is 
no doubt that the shell elements, especially the thin shells 
are much more preferred to solid etements. This is simply 
because many more degrees of freedom are required using solid 
elements than using shell elements to model the same 
structure. Similar differences occur between thick shells and 
thin shells, because, for example, a quadrilateral thick 
shell element requires 8 nodes while using a thin shell 
element, 4 nodes will be sufficient. 
As far as accuracy is concerned, for structures whose 
thickness (smallest dimension) is less than 0.1 of the other 
(125) 
dimensions, thin shell elements are most useful. Because this 
type of elements is based on thin plate bending theory, 
errors may be significant when the thickness is greater than 
0.2 of the length. In this case, the thick shell elements 
would be more accurate, because they take into account the 
effect of transverse shear deformation and rotary inertia, 
which are neglected by the thin elements. The thick elements 
are not suitable for thin structures for two reasons, apart 
from that they are less efficient as described above. 
Firstly, the rounding errors become significant when the 
thickness to length ratio is less the 0.1. The other reason 
is that some of the degrees of freedom used to describe 
bending distortion become redundant when the thickness is 
small and therefore the computation effort is wasted. The 
th~ck element is useful until when the thickness is as great 
as one half of the length, but beyond which the three 
dimensional (solid) elements will have to be used. In theory, 
solid elements can be applied to any structures, because all 
effects are taken into account by this kind of elements. 
However, when the structure is thin, its deformation is 
basically 'two dimensional', and in this case three 
dimensional solid elements do not necessarily provide better 
results due to rounding errors. 
For user friendliness, shell elements are also preferred 
to solid elements. This is particula~ly so for the purpose of 
design optimization. Using thickness modification as an 
example, only element properties of shell elements need to be 
changed, which is much simpler than the geometry changes 
required for solid elements. This can be clearly seen from 
the matrix formation process as described in Chapter 3. 
Element property modification will only cause the element 
matrices to change, while geometry modification changes both 
the element matrices and the transformation matrices. 
As an example of the effects of element type and mesh 
density, the plate which is described in Chapter 3 is 
analysed. As the modes of this plate have been obtained based 
on plate vibration theory [75], the accuracy of FE prediction 
(126) 
can be easily assessed. The plate has been modelled by 32 or 
8 rectangular elements. In the case of 32 elements, there are 
8 elements along the length and 4 elements across the width, 
as shown in Figure 4.4.2. When only 8 elements are used, the 
number of elements along each side is halved, giving exactly 
one quarter the mesh density of the former. Three types of 
elements have been used, which are 4-noded thin shell 
element, 8-noded thin shell element and 8-noded thick shell 
element. Altogether five FE models have been generated, which 
are composed of 32 4-noded thin shell elements, or 32 8-noded 
thin shell elements, or 32 8-noded thick shell elements, or 8 
4-noded thin shell elements or 8 8-noded thin shell elements. 
The number of degrees of freedom and semi-bandwidth of the 
system matrices associated with each model are given in Table 
4.4.1. The CPU time required to evaluate the first 40 modes 
(including the system matrix generation and other necessary 
FE processes) using the IBM 3090-200 mainframe computer is 
also given in the table. Table 4.4.2 lists the natural 
frequencies of the 18 distortional modes which have also been 
predicted by analytical analysis based on plate vibration 
theory [75]. 
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Figure 4.4.2 Free plate with 32 elements 
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Model Description D.O.F Bandwidth CPU seconds 
1 32 4-noded thin shell 225 55 2.30 
2 32 8-noded thin shell 605 160 7.30 
3 32 8-noded thick shell 605 160 7.30 
4 8 4-noded thin shell 75 35 1.33 
5 8 8-noded thin shell 185 100 2.50 
Table 4.4.1 Information about the FE models of the plate 
Mode Analytical Model 1 Model 2 Model 3 Model 4 Model 5 
1 1.800e+2 1.805e+2 1.798e+2 1. 810e+2 1. 815e+2 1.796e+2 
2 2.733e+2 2.737e+2 2.733e+2 2.720e+2 2.742e+2 2.734e+2 
3 5.884e+2 5.897e+2 5.880e+2 5.873e+2 5.928e+2 5.883e+2 
4 9.781e+2 9.87ge+2 9.760e+2 9.907e+2 9.940e+2 9.758e+2 
5 9.860e+2 9.896e+2 9.850e+2 1.018e+3 1.003e+3 9.86ge+2 
6 1.190e+3 1. 195e+3 1.188e+3 1.214e+3 1. 183e+3 1. 186e+3 
7 1.502e+3 1.504e+3 1.501e+3 1. 532e+3 1.483e+3 1.508e+3 
8 1. 651e+3 1. 620e+3 1. 64ge+3 1. 658e+3 1.50ge+3 1.654e+3 
9 2.161e+3 2.167e+3 2.158e+3 2.175e+3 2.003e+3 2.163e+3 
10 2.48ge+3 2.548e+3 2.485e+3 2.778e+3 2.730e+3 2.498e+3 
11 2.797e+3 2.704e+3 2.802e+3 2.891e+3 2.986e+3 2.707e+3 
12 2.958e+3 2.983e+3 2.953e+3 2.97ge+3 3.342e+3 2.982e+3 
13 3.333e+3 3.336e+3 3.322e+3 3.557e+3 3.732e+3 3.345e+3 
14 3.68ge+3 3.594e+3 3.687e+3 4.185e+3 4. 672e+3 3.730e+3 
15 3.963e+3 3.944e+3 3.961e+3 4.352e+3 4.712e+3 4.010e+3 
16 4.241e+3 4.062e+3 4.248e+3 4.673e+3 4.828e+3 4.355e+3 
17 4.868e+3 4.76ge+3 4.884e+3 5.226e+3 5.392e+3 4.888e+3 
18 5.16ge+3 5. 133e+3 5.172e+3 6.27ge+3 7.053e+3 5.291e+3 
Table 4.4.2 Natural frequencies predicted by analytical 
and FE analysis. 
(128) 
In order to examine the effect's of element type, the 
three models of 32 elements are analysed. The first fact to 
be noted is that the models of thin shell element provide 
significantly better results than the model of thick shell 
elements. Actually the natural frequencies predicted by the 
model of 32 8-noded thin shell elements have less than 1% 
error right up to 5 KHz, but the errors from the thick shell 
model can be 10% or more, as shown more clearly in Figure 
4.4.3. This conclusion is expected because the thickness of 
the elements is only about 0.15 times their lengths. In this 
case thin shell elements are expected to be much more 
suitable than thick shell elements, as pointed out by Figure 
4.4.1. If 32 4-noded thin shell elements are used, the 
accuracy is not as high as that of the 8-noded thin shell 
elements, but nevertheless it is acceptable since the errors 
are still within 5% in the frequency'range tested as shown in 
Figure 4.4.3. The gain here by using 4-noded elements is the 
reduction in number of degrees of freedom and therefore the 
computational burden is reduced as shown in Table 4.4.1. 
Thick shell elements do not have the option of being 4-noded 
because 4 nodes provide insufficient number of degrees of 
freedom required by the underlying FE formulation. Therefore, 
if the thickness of the structure is thin enough that thin 
shell elements can be used, it is not advisable to use the 
thick elements since they are more expensive to use and may 
give less accurate results. 
FE mesh density has a great effect on the frequency range 
the model can predict with useful accuracy. If the bending 
displacement function is a cubic fun,ction as is the case for 
most PAFEC elements, one half harmonic wave may be usefully 
represented between two consecutive nodes. According to plate 
vibration theory, for a plate with its four edges simply 
supported, the number of a vibration mode is equal to the 
total number of half waves across both the length and width 
of the plate. Although this is not strictly true for a plate 
with other boundary conditions since the vibration mode 
shapes are not pure harmonic waves anymore, the mode number 
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may also be used as an approximate measure for the total 
number of 'waves' across both sides ·of the plate. Under such 
an assumption, the number of modes predicted using a model 
with 32 elements should be twice as many as that predicted 
with similar accuracy using its counterpart model of 8 
elements. The results from the two models with 32 or 8 4-
noded elements seem to support the above conclusion. The 
first 7 modes with a frequency range up to 1500 Hz are 
predicted with accuracy using the model of 8 elements, whilst 
the first 15 modes up to 4000 Hz have been accurately 
predicted using the model of 32 elements, as shown clearly in 
Figure 4.4.4. 
Another aspect of FE modelling is the choice between 
using a smaller number of more sophisticated elements and 
using larger number of less sophisticated elements. As usual, 
there are two aspects which should 'be considered in making 
such a decision, namely accuracy and efficiency. Again, using 
the plate as an example, the same effective mesh density is 
maintained by using either 32 4-noded thin shell elements or 
8 8-noded (with a mid node along each side) thin shell 
elements. With respect to efficiency, each model has its own 
advantages and disadvantages. The model with 32 4-noded 
elements have 8 more nodes and hence more degrees of freedom 
as can be seem from Table 4.4.1. On the other hand, the 
bandwidth of its stiffness and mass matrices is much smaller~~ 
due to the smaller number of nodes in each element. From the 
CPU time required to process the two models, it is clear that 
the advantage of the smaller bandwidth dominates the 
disadvantages of more degrees of freedom, thanks mainly to 
the Lanczos algorithm which makes us~ of the sparsity of the 
system matrices. As far as the accuracy is concerned, greater 
number of less sophisticated elements is expected to be a 
disadvantage because the rounding errors would be greater. 
However, because the model with 32 4-noded elements have 
eight extra nodes (one at the centre position of each element 
in the model of 8 8-noded elements), it should gain some 
accuracy here. Therefore, it is difficult to say simply which 
.~ 
t 
C! 
~ 
,0 
od 
I 
Pt 
~ 
~ 
'" e IJ.. 
6000,---------------------------------------------------------~r_--~~--~ 
4000 
0% Error 
+10% Error 
2000 
-10% Error 
o 32 elements 
--a-- 8 elements 
O~--------~----------_r----------~----------r_--------~----------~ 
o 2000 4000 6000 
Analytical natural frequency - Hz 
Figure 4.4.4 The effect of mesh density on the accuracy of vibration prediction 
..... 
..... 
W 
..... 
~ 
(132) 
one is better for accuracy. According to the results from 
this particular plate, it seems tha~ using a smaller number 
of more sophisticated elements generates slightly more 
accurate results, as is shown in Figure 4.4.5. 
4.5 Effect of engine FE modelling on the accuracy of 
optimization. 
Realistic FE models of engine structures have been used 
from time to time for the development and test of the 
optimization programs. The ones which are used frequently and 
whose results are presented in this thesis are based on 
Perkins 4.236 research engine (RSE) as described in the 
introduction of this chaPte~s engine was chosen because 
there were test data available the prediction by the programs 
could be assessed. Two well tested FE models of modest 
dimensionality for its cylinder block and sump were also in 
existence [47, 93]. 
In this section the characteristics of the original 
dynamic model of the RSE block is first reviewed. 
Modifications are made to it when necessary (some of the 
modifications were carried out by my colleague Mr. R. A. 
Hall, whose work is acknowledged). The models are then used 
for the investigation into the effect of element type and 
mesh density on the prediction of the dynamic responses of 
the block. An attempt is made to find out how the quality of 
a model influences the accuracy of the optimized design. The 
models will also be used in the following sections for the 
optimization studies. 
Due to the limitation of computing power at the time, the 
original model was only a half model. To generate the full 
model, the other half is obtained as the mirror image of the 
existing half, although the elements on the central plane 
(mirror) have to be modified. Therefore, the full model is 
symmetric about the central plane, i.e. the rear two 
cylinders are the mirror image of the front two. The full 
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model can be regarded as the model of the whole block, 
because the actual engine block is nearly symmetric anyway. 
Figure 4.5.1 shows the mesh of the full model. It is composed 
of three-noded and four-noded facet shell elements and beam 
elements with or without offset; no curved elements are 
employed. There are 435 elements and 1806 degrees of freedom 
in the model. Most of the external surfaces are essentially 
flat, and these flat parts are relatively easy to model. Some 
of the other areas are simplified; these include the cylinder 
bores and the main bearing bores for which rectangular 
approximations are used. 
Less straightforward is the treatment of densely ribbed 
areas such as the water jacket side walls. In the original 
model the rectangular ribbing pattern is effectively smoothed 
over to produce a flat plate of approximately equal bending 
stiffness and surface mass. Such an approach was reasonable 
at that time because it reduced the size of the model so that 
it was within the capability of the computing power at the 
time. However, it does introduce some errors to the model, 
because the equivalent stiffness and mass is calculated on 
the assumption that the fundamental mode of the panel remains 
unchanged. There is no doubt that the higher modes will be 
affected, although the errors in the frequency range of 
interest may not be big enough to cause concern especially 
when the rib density is high. A further problem of this 
approach is that it prevents the ribbing pattern from being 
used directly as a design variable. Since ribs are so 
commonly used to increase stiffness in engine structures, it 
is clear that this is one area where a well-structured 
linkage between the FE model and the optimization procedure 
needs to be identified. 
Where the ribbing density is low enough, explicit 
representation is used with beams or plates. In the model 
both simple (with offset) and Timoshenko beam elements are 
used in several areas. Simple beams with offset are used for 
the crankcase skirt flanges and for stiffeners on the water 
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jacket side walls. Beams with transverse shear deformation 
and rotary inertia are used to represent the thick upper 
edges of the main bearing bores. 
In its present state the RSE model produces natural 
frequencies of generally acceptable accuracy up to at least 
2000 Hz as shown in Table 4.5.1. In the frequency range up to 
2000 Hz, apart from the third mode the predicted natural 
frequencies are within 10% error bpunds compared with the 
experimental results, as shown in Figure 4.5.2. The accuracy 
of the model at frequencies above 2000 Hz is unknown, there 
being no experimental results to make comparisons with. It is 
clear of course that the model accuracy will begin to 
deteriorate' at high frequencies simply because of its 
relatively coarse mesh density. 
As can be seen from Figure 4.5.2, the mode most seriously 
in error is the third mode which has a frequency about 20 
percent higher than the experimental frequency of 464 Hz. 
This mode involves twisting about a vertical axis through the 
block centre, as shown in Figure 4.5.3. The error of this 
mode has presumably been caused mainly by the coarse 
modelling of the water jacket area. Firstly this area is 
heavily ribbed and all of them are smoothed over and combined 
with the wall panel to produce a equivalent flat plate which 
is considerably thicker than the basic panel. Then this 
equivalent thick flat panel is represented by thin shell 
elements with very low mesh density as can be seen from 
Figure 4.5.1. The end result is that this part of the model 
is too stiff, and the natural frequency of fundamental 
torsional mode, which involves large distortion of the water 
jacket area, is very much overestimated. It is fortunate that 
the other modes are not seriously affected because they do 
not have large distortions of this area. In order to correct 
this error, the water jacket area has been refined. Firstly, 
the stiffeners have been explicitly represented by separate 
plate elements. They are not modelled by beams because these 
stiffeners are very thin and high; they look more like plates 
(137) 
than beams. A further modification to this area is the 
increase of mesh density. In the original model, only one 
element is used to cross the entire width of the water jacket 
side wall, resulting in long and narrow elements. Each of 
these elements is divided into two to give improved mesh 
density and element aspect ratio, as shown in Figure 4.5.4. 
With the above modifications, the error of the predicted 
third mode is halved. 
Experimental FE prediction 
3. 77e+2 3.7ge+2 
4.2ge+2 4.28e+2 
4.64e+2 6.00e+2 
6.10e+2 6.63e+2 
6.58e+2 6.52e+2 
6.92e+2 6.8ge+2 
7.73e+2 7.92e+2 
8.04e+2 7.60e+2 
8.94e+2 9.54e+2 
9.31e+2 9.93e+2 
9.51e+2 9.85e+2 
9.61e+2 9.44e+2 
1. 315e+3 1. 316e+3 
1.364e+3 1.473e+3 
1.404e+3 1.481e+3 
1. 433e+3 1.485e+3 
1.501e+3 1.593e+3 
1.573e+3 1.578e+3 
1. 660e+3 1.675e+3 
1. 692e+3 1.806e+3 
1. 763e+3 1.83ge+3 
1.794e+3 1.92ge+3 
1.910e+3 2.020e+3 
1. 922e+3 2.083e+3 
Table 4.5.1 Natural frequencies of the RSE block 
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Another major modification to the block model is the 
refinement of main bearing panels. Although there is no 
evidence to suggest that the rectangular representation of 
the main bearing bores are inadequate, it is felt that 
improved accuracy in this area is always highly desirable. 
This is because the main bearing panels are subject to main 
excitation forces. They are also close to the main noise 
radiators, the crankcase skirts and the sump. Apart from 
using octagons to represent the bearing bores, the rest of 
the panels have also been refined. Similarly, the rectangular 
representation of the cylinders are also replaced by 
octagons, and the adjacent elements are duly refined. 
The crankcase skirts are also slightly modified to give 
increased mesh density. The original three rows of elements 
on each skirt have been replaced by four rows, as can be seen 
from Figure 4.5.4. The refined skirts have similar 
dimensions, properties, element types and mesh densities to 
the plate of 32 4-noded thin shell elements discussed in the 
previous section. By noting the fact that the modes up to 
5000 Hz have been accurately predicted using that plate 
model, one sees no reason to refine the skirts further. 
The mesh density varies considerably throughout the 
model, with the lower part of the block generally being 
modelled with more detail than the upper part. This has been 
motivated by the fact that it is below the bottom deck that 
most vibration modes have large amplitudes. This region is 
also subject to major excitations of the engine - the main 
bearing forces. With the above modifications, the model now 
has 740 elements and 3200 degrees of freedom. It is still 
small compared with some models recently presented in the 
literature, 
dynamically 
for example [119]. However, it is felt that 
important features have been adequately 
represented at the expense of other features which are less 
important. preliminary checks based on plate vibration theory 
[75], in the same way as that described in Section 4.4, 
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suggest~ that the model can be used to predict vibration 
modes with useful accuracy up to about 3000 Hz. This model 
is, therefore, good enough for noise optimization studies, 
because the overall engine noise is usually dominated by that 
in the frequency range between 500 to 2500 Hz. 
Another aspect of the FE model which deserves comment is 
the use of the three- and four-noded thin shell elements, 
which neglect the effects of the transverse shear deformation 
and rotary inertia, to represent some thick plates. The lack 
of the shear deformation and rotary inertia in those areas 
might give rise to noticeable errors in some modes of 
vibration. This is indeed the case with the RSE block, but 
to use more complicated element formulations gives rise to a 
very large increase in CP time, because the overall use of 
the complicated elements is then necessary to maintain 
compatibility. By way of example, substitution of six- and 
eight-noded elements for their simpler counterparts in the 
block model results in a threefold increase in the number of 
degrees of freedom and ninefold increase in the CPU time for 
a single analysis on the IBM. Wide-scale use of such 
elements in models where numerical optimization is to be 
attempted would not seem to be the best choice for the time 
being. The more satisfactory course at the moment is to use 
the simpler elements and accept that modes involving gross 
torsion of major thick parts of the structure or where local 
transverse shear deformation is relatively significant may be 
somewhat in error. Errors of this kind in a fairly small 
number of modes spread over the wide frequency range may not 
necessarily reduce the usefulness of the model as a whole, 
because the mean values of the velocity response functions, 
which are required to evaluate radiated noise, are unlikely 
to be seriously affected in such circumstances. Therefore, 
such errors may not be a concern for noise optimization, as 
will be shown later. 
In the context of design optimization, the ultimate 
judgement on the quality of a FE model depend on whether or 
not it can be used to predict the trends of variation of the 
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objective and constraint functions against design 
modifications. Here, it is the trend of variation instead of 
the absolute level of a function that is of importance. If a 
model can be used to predict the variation trends of the 
objective and constraint functions, it is good enough for 
design optimization purposes, although the predicted function 
values themselves may be in error. 
In order to test the effect of element type and mesh 
density on the quality of the RSE block model and to give an 
indication as to what sort of FE model is required for engine 
noise optimization, the following studies are carried out. 
The refined model (Figure 4.5.4, designated as model 2) is 
used for a noise optimization, subject to mass constraint, 
with six design variables involving the thicknesses of the 
main bearing panel stiffeners and the skirts. The optimum 
designs without mass change and with 6% mass increase 
respectively are found using the response surface methodology 
based optimization algorithms [60, 61, 65], which will be 
described briefly later in section 4.7. The design variables, 
their bounds, initial values and optimum values are listed in 
Table 4.5.2. The positions of the design variables can be 
seen from Figure 4.5.4 and Figure 4.5.5. The sound power 
levels (the objective function) at the initial and optimum 
designs are evaluated using two more FE models of the same 
engine block design. The first model is the original full RSE 
block model (Figure 4.5.1, designated as model 1) which has 
1800 degrees of freedom (DOF). The other (model 3) is created 
based on this original model, with the water jacket area 
refined and different element types used throughout. All the 
three- and four-noded thin shell elements are replaced 
respectively with six- and eight-noded thin or thick shell 
elements depending on which is more appropriate according to 
the guide lines set out by Figure 4.4.1. The mesh density of 
this model is about four times as much as that of the 
original model, resulting in 5700 degrees of freedom in the 
model. Also with different types of elements, this model can 
be regarded as very different from the original. 
(144) 
variables Initial values Optimum designs 
Thickness Initial Lower upper no mass 6% mass 
(mm) design bound bound change increase 
1- Crankcase skirt 8.5 6.0 12.0 12.0 12.0 
2. Bearing 1&5 stiffener 20.0 20.0 32.0 32.0 32.0 
3. Bearing 3 stiffener 26.0 20.0 32.0 20.0 20.0 
4. Bearing 2&4 stiffener 26.0 20.0 32.0 20.0 32.0 
5. Longitudinal stiffener 9.5 2.0 14.0 2.0 14.0 
6. Block end panel 25.0 20.0 32.0 26.4 20.4 
Table 4.5.2 Optimization based on the refined RSE block 
Bearing panel stiffener 
Block end panel 
Figure 4.5.5 End face of the cylinder block mesh 
Table 4.5.3 lists the sound power levels at the initial 
and optimum designs evaluated based on above three models. It 
can be seen that although the predicted sound power levels 
using the three models are very different, the predicted 
(145) 
differences between the initial and minimum sound power 
levels are very similar - about 2 dB. Therefore similar 
variation trend of the sound power level between the initial 
and optimum design is predicted by all three models. 
Furthermore, the sound power level reductions between the 
initial and optimum design are predicted by all three models 
to happen at similar frequency bands, as shown in Figure 
4.5.6 and Figure 4.5.7. However, when the natural frequencies 
predicted by the three models are plotted against the mode 
number as shown in Figure 4.5.8 and Figure 4.5.9, it can be 
seen that those from model 1 and 2 are very similar both at 
the initial and optimum designs, but model 3 has very 
different natural frequencies especially at the optimum 
design. 
Designs Predicted SWL - dB(A) 
Model 1 Model 2 Model 3 
1800 DOF 3200 DOF 5700 DOF 
Initial design - 142 kg 93.14 92.96 90.48 
Optimum without mass change 90.57 90.87 88.53 
Optimum with 6% mass increase 89.90 89.93 
Table 4.5.3 Effect of FE modelling on optimum design 
prediction 
The above results imply that if model 1 or 3 instead of 
model 2 had been used originally for the optimization, 
similar optimum design would probably have been achieved, 
despite the big differences between the three models as 
indicated by their natural frequencies. unfortunately, due to 
the limitation of available time and resource it has not been 
possible to test this conclusion by doing another two 
optimizations along with hardware modification and testing. 
Nevertheless, it is felt that the above results are strong 
evidence to suggest that engine noise optimization does not 
always require very detailed FE models. 
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The importance of this could hardly be overestimated. 
Firstly computation time will be saved if a smaller model is 
used. More important perhaps is that it opens the way for the 
noise optimization program to be used at the initial design 
stages. This is because at these stages design details are 
unlikely to be available. Any useful design optimization 
procedure must be able to work on concept designs and the 
optimum obtained must still be valuable after design details 
are added. 
From the above analysis, it is reasonable to suggest that 
useful noise optimization studies can be carried out using 
relatively coarse FE models of engine structures. This can be 
looked at from the following standpoints. Firstly, the 
variation trend of engine noise can be more easily predicted 
with accuracy than the noise level itself. Since optimization 
works on the trend instead of the absolute level of the 
objective function, FE models for optimization purposes do 
not need to be as accurate as those required for the 
prediction of the absolute noise levels. Secondly, although 
engine noise spreads over a very wide frequency range, its 
overall level is dominated by that in the band between 500 to 
2500 Hz. Therefore, it is only necessary for the FE models of 
structures engine 
Thirdly, 
important 
to be accurate up to about 3000 Hz. 
al though there are many vibration modes in the 
frequency range, only a small number of them 
contribute significantly to the surface vibration. This is 
because surface responses depend on the modal displacements 
at both the response and the excitation coordinates, as can 
be seen from Equation (3.9.13). Tests [93] have shown that 
internal excitation points exhibit significant distortions in 
only a few modes at relatively low frequencies, though the 
external surfaces have large distortions in many modes. As 
long as the model can be used to predict accurately those 
modes with significant distortions at both the excitation and 
response points, it may provide sufficient accuracy for the 
prediction of the variation trends of the responses against 
design changes. Thanks to the low frequencies of these 
(151) 
important modes, it does not need a very fine FE model to 
identify them with sufficient accuracy. Closely related is 
the fact that significant variation of mesh density can be 
allowed to reduce the overall size of the model. While 
details are modelled for important regions such as those 
where major excitation forces are applied, it is only 
necessary to obtain the correct overall stiffness and mass 
for some other parts. 
4.6 Characteristics of sound power level as a function 
of design modification. 
Among the various ways of expressing the surface radiated 
noise, sound power level has been chosen here, mainly because 
the overall radiated noise can then be expressed by a single 
number - sound power level as the sum of those from the 
various parts of the radiation surface. Therefore, the engine 
surfaces can be divided into portions for which the radiated 
noise can be evaluated more easily. However, it is still a 
question whether or not the sound power level (SWL) is a good 
enough function to be used as the objective function in the 
optimization. The first concern is whether it is sensitive 
enough to structural design modifications. More serious is 
perhaps the smoothness of the SWL function. This is because 
SWL is a direct measure of noise, and previous studies (for 
example [33, 39, 120]) show that engine noise is sensitive to 
at least some design modifications. The smoothness of SWL 
function, on the other hand, is a more complicated aspect. 
Although common sense tells that engine noise should exhibit 
a continuous change if the design modifications are 
continuous, it is not certain whether the SWL function is 
smooth enough for optimization purposes. A main reason for 
this is that SWL is calculated based on vibration, and there 
may be significant resonant effect in engine vibration as 
revealed by the transfer mobility studies carried out in 
section 4.1. Closely related is the choice of numerical 
optimization algorithms. There are many such algorithms 
available, but each of them has its own strength and weakness 
(152) 
[5, 63, 641. Selection of an adequate algorithm cannot be 
done without knowing the characteristics of the objective 
function to be optimized. Therefore, in this section the 
sound power level as a function of various design 
modifications will be studied, along with the effect of these 
modifications on engine weight. In these studies emphasis 
will be placed primarily on establishing the effectiveness of 
the numerical procedures rather than on studying the 
consequences in noise terms of changes in the design 
variables. In fact some design variables have been allowed 
ranges greater than would be thought practical so that 
numerical trends can be clearly established. The exercises 
have identified the circumstances under which sound power 
level can be used effectively as an objective function while 
at the same time identifying some of the practical problems 
associated with a numerical optimization approach to low 
noise engine design. 
As the first test case, only one design variable will be 
used. It will be desirable if the variable chosen has 
significant effect on the noise. Therefore, the best 
candidates are probably from those related to the radiation 
surface or main excitation points. That is to say, the 
thickness of the crankcase skirts or the main bearing panels 
are probably among the best candidates. The skirt thickness 
is used for this particular case, and the main bearing panels 
will be studied later. In order to maximize the effect of 
this variable, both skirts are included, and hence the 
thickness of all elements on the skirts will be affected by 
the change in value of this variable. The thickness is 
allowed to vary from 3 mm to 15 mm, which is a very wide 
range of variation around the nominal thickness of 8.5 mm. 
The sound power level of the block is calculated at a series 
of thicknesses in the above range. The increments of 
variation is 0.5 mm or less when necessary. The overall SWL 
is calculated as the sum of those in the one-third octave 
frequency bands up to 5 KHz. A loss factor of 0.01 is used 
for modal damping in the forced response calculation. such a 
damping level is expected to be reasonable for a bare cost 
(153) 
iron cylinder block. Figure 4.6.1 shows the sound power level 
as a continuous function of this thickness change. 
The first thing to be noted is that the SWL is very 
sensitive to the variation of skirt thickness, with a 
potential noise reduction of over 10 dB(A) being indicated. 
This looks rather suspicious, but nevertheless is 
explainable. Firstly, the design variable covers both skirts 
of the crankcase, which is a very large proportion of the 
engine block. Secondly, the skirts are expected to have a 
relatively great influence on the noise of the engine block, 
because they are the main noise radiators of the block and 
are also very close to the main bearing panels where major 
excitations of the engine exist. Thirdly, the thickness is 
allowed to vary in a very wide range, which would not be 
considered in practical engine designs. Actually, the lower 
bound of 3 mm is chosen purely for the sake of widening the 
range of variation so that the variation trend of the SWL can 
be seen more clearly. The most important reason for such a 
great variation of SWL is perhaps the very low level of 
structural damping. From the experimental studies carried out 
by Turner [93] and the transfer mobilities given in Section 
4.1, it is known that significant resonances are present with 
the RSE block. By way of example, Figure 4.6.2 shows the 
transfer mObility between a point on the No. 4 main bearing 
panel and a point the centre of a skirt. It can be seen that 
severe resonant peaks exist. Therefore, a small variation of 
the skirt thickness could cause 'a large change in the 
vibration and noise of the block. Take the thickness change 
from 9 mm to 9.65 mm as an example, it is noted from Figure 
4.6.1 that this 0.65 mm increase of thickness causes a big 
drop in SWL. In order see what has happened, the shift of 
natural frequency is plotted, as shown in Figure 4.6.3. It is 
clear that the shifts of some modes are large enough to cause 
significant changes in the magnitudes of resonant peaks, 
because the interval between two consecutive excitation 
frequency is only 23 Hz for the engine speed of 2800 rpm. It 
is indeed the case, as can be seen from Figure 4.6.4, which 
shows the one-third octave band SWL spectra at the two skirt 
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thicknesses. It is generally the case that large changes of 
SWL occur at the bands where shifts of modes are significant. 
Having established that the behaviour of the SWL function 
is in line with expectation, the next thing to do is to find 
out whether the function is 'good enough' for optimization 
purposes. From the standpoint of optimization, it is a 
positive factor that the SWL function (the objective 
function) exhibits a clear overall trend of variation against 
design variables (in this particular case, SWL decreases as 
the skirt thickness increases). However, the fact that many 
local minima exist would cause serious difficulties to the 
optimizer, because the majority of the numerical optimization 
algorithms available today are designed to find a local 
minimum only. Those algorithms which attempt to establish the 
global minimum are basically based on random search of some 
sort, and are hence very inefficient. Therefore, the SWL 
function has to be smoothed in some way before it can be used 
as the objective function in the optimization. 
The commonly used method of smoothening a function is 
based on curve fitting techniques. With such a method, the 
function values at a group of sample points are calculated, 
and a smooth function of some sort is derived using, for 
example, least square fitting. The accuracy of the fitting 
depends very much on the sample points chosen. In order to 
maintain reasonable accuracy, a relatively large number of 
carefully chosen points is required. It is especially so for 
the current application because it is impossible to know 
where the peaks and valleys of the SWL function are. 
Therefore, this curve fitting method does not seem to be a 
desirable one for this particular case, because the SWL 
function is very expensive to calculate. 
with curve fitting unsuitable here, the search for an 
alternative method is placed at the formulation of the SWL 
function. As described above, the resonant effect of 
vibration is the main reason that the SWL is very sensitive 
(159) 
to the design changes. Therefore, it may be possible to 
smooth the function by artificially increasing the damping. 
In order to test this, the sound power levels at skirt 
thickness of 9 mm and 9.65 mm are 'calculated again with a 
loss factor of 1] = 0.1. As expected, the noise level is 
substantially lower when 1] = 0.1 than that when 1] = 0.01-
More important is that the difference between the noise 
levels at thickness of 9 mm and 9.65 mm is also significantly 
reduced by the damping increase. As a matter of detail, the 
sound power levels are 104.9 and 101 dB(A) respectively when 
the damping is 1] = 0.01, and 92.7 and 92.1 dB(A) respectively 
when 1] = 0.1. Figure 4.6.5 gives the comparison of their one-
third octave band spectra. It can be seen that the damping 
change and indeed also the thickness change have very little 
effect on the noise level at low frequencies. This is 
expected because there are only two modes below 500 Hz, as 
shown in Figure 4.6.3. At high frequency bands where modal 
density is high, damping is expected to have a significant 
influence on the level of vibration and hence noise. This 
effect can be seen more clearly by looking at the transfer 
mobility as shown in Figure 4.2.4, which is repeated here as 
Figure 4.6.6 for convenience. 
Based on the above investigation, it looks very likely 
that damping increase would be a good way of smoothing the 
SWL function. Therefore, the SWL at many more sample points 
are obtained with skirt thickness in the range between 3 and 
15 mm and damping level between 1] = 0.01 and 0.1 so that the 
two dimensional plot in Figure 4.6.1 is extended to a three 
dimensional surface plot, with damping being the extra 
variable, as shown in Figure 4.6.7. The 3D surface plot has 
been obtained using the UNIRAS graphics package, based on 
interpolated data using a NAG routine. This NAG interpolation 
routine does not change any of the function values supplied 
as original data, and therefore all the information supplied 
by the original data is retained. The extra function values 
required are interpolated by fitting bi-cubic splines. It has 
been found that the interpolation gives good approximations 
with respect to the trends of variations in the sound power 
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level function provided that an adequate number of original 
data points is supplied. with this particular plot the 
original data has a sampling interval of no greater than 0.5 
mm for skirt thickness because the function is very 'peaky' 
at low damping levels. with respect to the structural 
damping, however, fewer points are needed because the 
function varies very smoothly with this variable. 
There are two important points illustrated by this 
figure. Firstly, it is encouraging to see that the range of 
variation of sound power level is as high as 20 dB(A). 
Although both the damping level and skirt thickness have been 
allowed ranges significantly greater than would be thought 
practical, it still indicates that a significant amount of 
noise reduction may be achieved by correctly modifying wall 
thicknesses or increasing the overall damping. To some 
extent, it is a well known fact that damping increase causes 
noise reduction, but it is still nice to see this being 
confirmed by the noise optimization procedure. Secondly, and 
perhaps more importantly, the figure shows how the damping 
increase gradually makes the SWL function smoother. The SWL 
function can be very peaky with respect to structural design 
changes when the damping level is low. As the damping 
increases the function becomes smoother and smoother, but its 
general trend of variation seems to remain unchanged. This 
suggest that using a relatively high damping is likely to be 
a desirable 'natural' way of obtaining a smooth SWL function. 
There may still be some concern about whether the 
increase of damping changes the general trend of variation of 
the SWL function, although the above example indicates that 
it does not. Comfort can be taken from the following 
considerations. Firstly, there is no reason to believe that 
modification to the crankcase skirts is different to other 
structural modifications since they all manifest themselves 
as change of stiffness and mass and shifts of vibrational 
modes, and therefore the above example may be regarded as a 
general case. In fact, more studies based on bearing panel 
(164) 
thickness lead to the same conclusion. Secondly, damping 
increase essentially suppresses the levels of resonant peaks, 
but does not move the position of the modes. Therefore, if 
the increase of damping is applied giobally to all modes, the 
result should be a smoother response with the same general 
trend as before, as can be seen from Figure 4.6.6. Thirdly, a 
damping level of ~ = 0.1 is not considered to be too high for 
most running engines [115], and, hence, a smooth SWL function 
is expected for running engines anyway, as can be seen from { 
Figure 4.6.7. Finally, optimization studies with several . \l 
design variables, which will be described in detail later, f-:' 
further support that the proposal that overall variation 
trend of SWL function is unlikely to be affected by the 
change of damping within reasonable limits. 
In the above example showing the effect of skirt 
thickness and damping, interaction of design variables cannot 
be investigated because only one structural design variable 
is present. Also, the example seems to suggest that noise 
reduction cannot be achieved without the penalty of weight 
increase. A further case study is, therefore, devised to 
investigate these issues. This time the main bearing panel 
thicknesses are chosen as .the design variables. As mentioned 
above, it is felt that the radiated noise should be sensitive 
to the modifications of main bearing panels which are subject 
to main excitation forces. However, it is unknown whether or 
not all of the 5 main bearing panels have the same or similar 
effects on the radiated noise, and, if not, what the 
differences are. As noted before, it is impossible to obtain 
a satisfactory answer to such a question by simple analysis 
such as the transfer function studies. However, it is not 
difficult to believe that bearing panels 1 and 5 have similar 
effect, and similar situation shoul~ occur to bearing panels 
2 and 4. This is because the cylinder block is symmetric 
about a vertical central plane which divides the block into 
the front half and the rear half. For steady response 
calculation the excitation forces can also be regarded as 
approximately symmetric about that plane because the cylinder 
firing order is 1-3-4-2 which is the same as 2-1-3-4, the 
(165) 
front two cylinders with the inner one first and then the 
rear two cylinders also with the inner one first. Therefore, 
in order to cut down the number of independent design 
variables the five main bearing panels can be divided into 
three independent groups, with No. 1 and 5 as one group, No. 
2 and 4 as another and No. 3 as the third. Also, because each 
bearing panel is not a simple plate with uniform thickness, 
for simplicity only the important parts of each panel are 
used in this analysis. Each bearing panel is divided into two 
parts according to their thicknesses: web and stiffener, as 
shown in Figure 4.6.8. The webs are much thinner than the 
stiffeners, and analysis has shown that modification of the 
former has less effect on the radiated noise of the block. 
Therefore, the stiffeners are chosen for the current study. 
When a bearing panel thickness is mentioned, it refers to the 
thickness of the stiffeners only. 
Figure 4.6.8 
web 
Bearing panel web 
Bearing panel stiffener 
positions of bearing panel stiffener and 
Figure 4.6.9 shows the effect of the bearing panel 
thickness changes on the sound power level from the RSE 
block. The two independent design variables are the thickness 
of bearing panels 1 and 5 and that of bearing panels 2 and 4. 
A structural damping of ~ = 0.05 is used for the vibration 
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analysis involved. The sound power level is shown by the 
colour contours. The numbers inside the white boxes posted on 
the contours are the net mass increases in kilograms due to 
the changes in the design variables. It is noted that the 
total mass of the block is 142 kg. The nominal thickness of 
bearing panels 1 and 5 is 20 mm and that of bearing panels 2 
and 4 is 26 mm. The range of variation for both variables is 
20 mm to 32 mm. 
The first thing to be noted is that noise reductions do 
not necessarily require mass increases. For example, a sound 
power level reduction of 0.7 dB(A) can be achieved by just 
reducing the thickness of bearing panels 2 and 4 from 26 mm 
to 21.5 mm and putting this amount of material on to panels 1 
and 5 to increase their thickness to about 24.5 mm. A further 
0.7 dB(A) reduction can be realised by changing the thickness 
of bearing panels 1 and 5 to 31 mm and that of panels 2 and 4 
to 23 mm, with the expense of 1.B kg mass increase. Within 
the limits of variation allowed for the design variables, the 
difference between the best and worst designs with the same 
weight can be as much as 1.5 dB(A), as can be seen by 
examining the constant weight lines. 
Also noteworthy is the interaction between the design 
variables. Here interaction means that the optimum design of 
one variable is affected by the value of the other variables. 
For example, if for any reason the thickness of panels 1 and 
5 cannot be changed from its original value of 20 mm, the 
best thickness for panels 2 and 4 is around 23 mm. If, on the 
other hand, panels 1 and 5 can be modified to achieve its 
optimum thickness of 32 mm, then the best thickness for 
panels 2 and 4 would be around 24 mm, as can be seen from 
Figure 4.6.9. The skirt thickness also has interactions with 
the bearing panel thicknesses. In the case presented by 
Figure 4.6.9, the skirt thickness is"6 mm. If it is raised to 
11 mm, for example, a different picture arises for the 
relationship between the bearing panel thicknesses. Figure 
4.6.10 is similar to Figure 4.6.9 except that the skirt 
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thickness has been changed from 6 mm to 11 mm. This skirt 
thickness change causes 8 kg mass increase of the block. In 
return, about 2 dB(A) reduction is realised in the overall 
sound power level of the block at the nominal thicknesses of 
main bearing panels. This is certainly not as good a 
modification as the best one to the main bearing panels 
where, as noted above, 1.4 dB(A) noise reduction could be 
achieved at the expense of only 1.8 kg mass increase from the 
nominal design. However, it does not mean that skirt 
thickness change is generally not as effective as bearing 
panel modifications, because the interactions with other 
variables was not taken into account in the above 
straightforward increase of skirt thickness. In fact, the 
optimum designs for the bearing panels are also changed by 
the increase of the skirt thickness. The best thickness of 
bearing panels 2 and 4 is shifted up by about 1 mm at any 
thickness of panels 1 and 5, as shown in Figure 4.6.10. 
Results have also been obtained when the skirt thickness is 
14 mm, as is shown in Figure 4.6.11. This further increase of 
skirt thickness is better rewarded than last time, because 
sound power level is reduced by around 2 dB(A) at the expense 
of 4.7 kg mass increase. It has caused the optimum thickness 
of bearing panels 2 and 4 to shift by a further amount to 
about 25.5 mm when the thickness of panels 1 and 5 is at its 
optimum of 32 mm. 
From the above analysis, it seems that the optimum 
thickness for bearing panels 2 and 4 is between the bounds of 
20 mm and 32 mm, whilst for the skirts and bearing panels 1 
and 5, the optima are at their upper bounds. If, for example, 
only a certain amount of mass increase is allowed, and it is 
to be decided whether to put it on to the skirts or bearing 
panels 1 and 5, the interaction between the skirts and 
bearing panels 1 and 5 will have to be studied. Figure 4.6.12 
shows the sound power level as a function of the thicknesses 
of skirts and bearing panels 1 and 5, where the thickness of 
bearing panels 2 and 4 is at its nominal value of 26 mm. For 
these two thicknesses within the specified ranges of 
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variation, the general trend is, as mentioned above, that the 
greater their values, the lower the radiated noise, except 
that there are some minor local minima with respect to the 
skirt thickness. The question is which increase of thickness 
is better rewarded in terms of the amount of noise reduction 
at the expense of mass increase. The answer can be obtained 
by examining the figure, depending on how much mass increase 
is acceptable. If the maximum allowable mass increase is 11 
kg or less, the thickness of bearing panels 1 and 5 is 
generally the better one to increase; otherwise, if the 
allowable mass increase is over 11 "kg, the skirt thickness 
would be the better choice. 
The contour figures can also be used to predict what 
would happen immediately beyond the ranges of the design 
variables covered by the figures. Taking Figure 4.6.9 as an 
example, there is hardly any doubt that a moderate increase 
of the thickness of bearing panels 1 and 5 beyond 32 mm would 
result in a further reduction of the sound power level, and a 
further reduction of this thickness below 20 mm would cause 
the sound power level to increase. Due to interactions, the 
above increase or reduction would probably cause the optimum 
thickness of panels 2 and 4 to decrease by a small amount. 
Studies so far suggest that significant noise reductions 
may be achieved by structural design modifications. Although 
the sound power level function may be very peaky when the 
structural damping is low, it can be smoothed, with its 
overall variation trend unchanged, by increasing the damping 
level. Therefore, it is expected that the SWL function is 
suitable as the objective function for engine noise 
optimization, provided that an adequate damping level is 
used. In order to confirm whether the above conclusion is 
correct, some optimization case studies have been carried 
out, and a case with seven design variables will be presented 
here. The seven variables include the thicknesses of the 
skirts, the main bearing panel stiffeners, the block end 
panels and the water jacket walls, as listed in Table 4.6.1. 
(173) 
Their position in the block is shown in Figure 4.6.13. The 
only difference between this model and the one shown in 
Figure 4.5.4 is that the current one has an added bearing cap 
tie and also the bearing panels are connected to the 
crankcase side walls (the skirts). These stiffeners have been 
introduced for the purpose of investigating the best ways of 
stiffening the main bearing panels. since the reasons for 
such modifications have no significance in the current 
context, they will not be further discussed here. A' noise 
optimization is carried out with these seven variables and a 
structural damping of 1] = 0.1 using the response surface 
methodology based optimizer [60, 61, 651. The initial design, 
the worst no-weight-change design, and the optimum designs 
with different weight constraints are listed in Table 4.6.2. 
It is noted that there is a difference of 5 dB(A) between the 
best and worst designs with the same mass of the engine. A 
further 2 dB(A) reduction is realised by a 6% (8.4 kg) mass 
increase. 
variable Initial Lower Upper 
(thickness - mm) value bound bound 
1 Crankcase skirts 9.0 6.0 12.0 
2 Bearing panels 1 & 5, end panels 26.0 20.0 32.0 
3 Bearing panels 2, 3 & 4 26.0 20.0 32.0 
4 Longitudinal stiffener 9.0 4.0 14.0 
5 Lateral bearing support 0.0 10.0 25.0 
6 Bearing cap tie 0.0 20.0 32.0 
7 Water jacket sidewall 9.0 6.0 12.0 
Table 4.6.1 The seven design variables 
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X D 40 
y = 65 
z = 40 
(17S) 
Design % mass Variable - nun SW!. 
change 1 2 3 4 S 6 7 dB(A) 
Optimum -6 12.0 20.8 20.0 0.0 10.0 0.0 6.0 92.0 
worst 6.0 20.0 26.2 14.0 0.0 0.0 12.0 94.7 
Initial 9.0 26.0 26.0 9.0 0.0 0.0 9.0 92.9 
Optimum 12.0 32.0 27.0 0.0 10.0 0.0 6.0 89.6 
Optimum +6 12.0 20.0 22.8 0.0 10.0 20.0 6.0 87.S 
Table 4.6.2 Optimization results of the seven variables 
In order to test the effect of damping level on the 
prediction of optimum designs, the SWL at the designs listed 
in Table 4.6.2 are calculated using damping level ~ = O.OS 
and O.lS respectively. These noise levels are then compared 
with the ones obtained using the optimization with ~ = 0.1, 
as shown in Table 4.6.3. If these designs are ranked in order 
of noise level, this order is the same with all three damping 
levels. The above studies have therefore confirmed that the 
general trend of variation of the SWL function is unlikely to 
be affected by the damping changes within a reasonable limit. 
Design % mass Sound power level - dB(A) 
change ~ = O.OS ~ = 0.1 ~ = O.lS 
Optimum -6 9S.3 92.0 90.2 
worst 98.S 94.7 92.4 
Initial 97.4 92.9 90.6 
Optimum 92.3 89.6 88.1 
Optimum +6 91.S 87.S 8S.3 
Table 4.6.3 The effect of damping on the optimum design 
prediction 
(176) 
A closely related point is the effects of modal and 
excitation truncations on the variation trend of the SWL 
function. As described in Chapter 3, the overall sound power 
level is the sum of those at all excitation frequencies, 
which are calculated based on modal forced responses. In 
theory there are infinite number of modes and excitation 
frequencies, but it is not necessary to include all of them 
in the calculation because the contributions from the high 
excitation frequencies and modes to the overall noise level 
are small. The question here is determining the points where 
the truncation can be carried out without affecting the 
prediction of optimum designs. Excitation truncation is 
relatively easy to decide because it is known that the 
overall engine noise is usually dominated by those in the 
frequency bands between 500 to 2500 Hz, as described in 
Section 4.1. Also, because forced responses are relatively 
cheap to compute after eigensolution is performed, a 
relatively wide frequency range may be included in the 
analysis. Modal truncation, on the other hand, is quite 
different. Firstly, modal truncation has a substantial effect 
on the cost of the analysis, because the total computation 
time of an analyser call is almost proportional to the number 
of modes used in the analysis, as described in Chapter 3. 
Secondly, the sound power levels in the dominant frequency 
bands are contributed by the modes inside as well as outside 
these bands, although the contributions from the outside ones 
are likely to be small. Thanks to the inclusion of residual 
flexibility of the 'discarded' modes, it is felt that modal 
truncation may also be done at a relatively low frequency. 
Tests have been carried out using the seven design 
variable case described above. The sound power levels for the 
five designs found by the optimization, as listed in Table 
4.6.2 (including the initial design), are calculated with 
different modal and excitation truncations. Based on the 
assumption that the overall sound power level is dominated by 
those in the frequency bands up to 3000 Hz, excitation 
truncation is performed at 3000 Hz and 4500 Hz respectively. 
Modal truncation should usually be at a higher frequency 
(177 ) 
point, and therefore 6000 Hz has been chosen. On the other 
hand, since residual flexibility of the 'discarded' modes are 
included in the analysis, a modal truncation of 3000 Hz is 
also included in the study. It can be seen from the results 
shown in Table 4.6.4 that both truncations may be done at 
about 3000 Hz. This is because both the overall sound power 
level and their reductions due to design optimization are 
dominated by those in the frequency bands up to 3000 Hz, as 
can be seen from Figure 4.6.14 and Figure 4.6.15 which show 
the 1/3 octave band SWL spectra at the initial design, the 
no-mass-change optimum, the optimum with 6% mass increase and 
the worst no-mass-change design. 
% mass Sound power level - dB(A) 
Design change Exc. to 4.5 KHz Exc. to 4.5 KHz Exc. to 3 KHz 
Mode to 6 KHz Mode to 3 KHz Mode to 3 KHz 
Optimum -6 92.00 92.00 91.88 
Worst 94.72 94.70 94.64 
Initial 92.82 92.90 92.77 
Optimum 89.64 89.64 89.42 
Optimum +6 87.46 87.46 87.31 
Table 4.6.4 Effect of modal and excitation truncation on 
the prediction of sound power level 
This seven design variable example has also been used to 
carry out investigations into the effect of loading changes, 
due to design modification, on the prediction of optimum 
designs. As mentioned in Section 4.3, design modifications 
imposed by the optimization process have some effect on the 
excitation forces. This is especially so when the 
modifications are made in the neighborhood of the points of 
the major excitation forces. As an example, Figure 4.6.16 
shows the change of the excitation fo·rces at main bearing 
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(182) 
No.5 due to the modifications from the initial design to the 
optimum design 
4.6.2. It is 
with 6% mass incre"ase as listed in Table 
noted that the design modification is 
substantial, which has resulted in a noticeable change in the 
excitation forces especially in the horizontal direction. The 
question is whether such changes have significant effect on 
the accuracy of predicted optimum designs, which in turn 
determines whether the load evaluation procedure should be 
included in the optimization loop. Table 4.6.5 compares the 
sound power levels which have been calculated using the 
correct loads (loads updated as the design is modified) and 
the initial loads (loads based on the initial design). It is 
noted that the optimization based on the initial loads 
slightly overestimated the noise reductions. This is expected 
since 'stiffening' the structure by the optimization causes 
increase of the excitation forces. However, since the 
overestimation is relatively small compared with the total 
noise reduction, as can be seen from the Table 4.6.5, it is 
perfectly acceptable to keep the excitation force evaluation 
procedure outside the optimization loop. The excitation 
procedure may be called to check the results when there are 
big changes in the design. In this way, computation time can 
be saved whilst accuracy is maintained. 
Design 
Initial 
Optimum 
Optimum 
% mass 
change 
+6 
Sound power level - dB(A) 
Initial loads Updated loads 
92.72 
89.51 
87.75 
92.72 
89.80 
88.09 
Table 4.6.5 Effect of loading accuracy on the 
optimum prediction 
(183) 
In summary, it has been shown that significant noise 
reductions can be realised by design modifications. The sound 
power level may be a very peaky function, but can be 
smoothened by the increase of structural damping. Therefore, 
provided that an adequate damping level is used, it is 
expected that the SWL function is suitable as the objective 
function for engine noise optimization. 
A semi-automatic grid-search optimization program has 
been developed and used to calculate the sound power levels 
at chosen sample points in the design space systematically. 
Response surfaces are then derived using surface fitting 
based on these sample points. Analysis of these response 
surfaces has been carried out to study the characteristics of 
the SWL function. However, it is noted that the above 
analysis method is not practical for design optimization 
purpose. This is because if the number of design variables is 
greater than, say, three, the process will be very tedious 
and inefficient. For practical design optimization a more 
automated procedure has to be considered. 
4.7 Automatic Optimization 
As mentioned earlier, the noise optimization of engine 
structures is transformed into a pure numerical optimization 
problem which can then be solved by a numerical optimization 
algorithm. The program has been so structured that any 
established numerical optimization algorithm may be used to 
solve the final numerical optimization problem. The main 
purpose of this section is, therefore, to show that 
established algorithms can be used as subroutines to solve 
the numerical optimization problem. At the same time, the 
performance of these algorithms are assessed and discussions 
are given concerning the problems encountered and the types 
of numerical optimization algorithms that are most suitable 
for engine noise optimization. 
The first automatic 
numerical optimization 
3.3, the choice of 
(184) 
procedure uses established iterative 
algorithms. As described in Section 
such algorithms depends on the 
characteristics of the objective and constraint functions. In 
the present case, the subroutines from NAG library are used, 
which are based on quasi-Newton optimization algorithms. 
These routines use finite difference approximations to 
evaluate the derivatives required by the quasi-Newton 
algorithms. 
Effects of the smoothnes~ of the objective 
function. As noted in Section 4.6, the sound power level 
function is peaky when the structural damping level is low, 
and becomes smoother as the damping increases. It will be 
shown in this section how the smoothness of the objective 
function affects the automatic optimization process. For this 
study, the skirt thickness has been chosen again as the 
design variable, and the structural damping levels of ~ = 
0.01 and ~ = 0.1 are used. Figure 4.7.1 and Figure 4.7.2 show 
the progress of the optimization with each of the two damping 
levels. The "Call Number" in the tables refers to the number 
of calls so far to the analyser (the objective and constraint 
function evaluator) by the optimizer as the optimizations 
proceed. The results are presented in an ascending order of 
the skirt thickness. It can be seen that the optimization 
made much better progress with the higher damping level, 
since the objective function was smoother. With the lighter 
damping level the optimization proceeded in the wrong 
direction at first and a lot of time was wasted at the minor 
minimum near 8.66 mm, as can be seen from Figure 4.7. I . 
Although good progress was made during the last few steps, 
many more steps might be needed to find a real minimum. The 
program stopped at Call Number 21 because the user specified 
maximum computer CPU time was exceeded. The run was not 
repeated with longer CPU time limit because 21 calls was 
already more than 14 calls required when the heavier damping 
was used, as shown in Figure 4.7.2. In other words, the point 
had already been made that the optimizer made better progress 
with the heavier damping (therefore smoother objective 
Call 
number 
4 
5 
6 
8 
12 
14 
15 
16 
9 
13 
11 
10 
7 
3 
1 
2 
17 
18 
19 
20 
21 
9.8 
~ 9.6 
I 
., 9.4 
., J 9.2 
~ 9.0 
~ 
8.8 
8.6 
o 
(185) 
Skirt thickness Sound power level 
mm 
8.641257 
8.660898 
8.661342 
8.661736 
8.661742 
8.661744 
8.661744 
8.661744 
8.661745 
8.661747 
8.661752 
8.661792 
8.662740 
8.677631 
8.686807 
8.695983 
9.151542 
9.151542 
9.151542 
9.151542 
9.641340 
\ 
10 
Call number 
dB(A) re lpW 
105.06408 
105.04721 
105.04716 
105.04714 
105.04713 
105.04713 
1'05.04713 
105.04713 
105.04713 
105.04718 
105.04717 
105.04724 
105.04726 
105.05898 
105.07433 
105.09311 
104.13104 
104.13104 
104.13104 
104.13104 
100.96481 
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Fig.4.7.1 Optimization with one design variable; 
crankcase skirt thickness (3 s t·s 15); '11 = 0.01. 
Call 
number 
3 
1 
2 
7 
9 
11 
12 
10 
8 
6 
5 
4 
13 
14 
16 
~ 14 
8 
o 
(186) 
Skirt thickness 
mm 
8.6781700 
8.6868000 
8.6954400 
14.9989423 
14.9999842 
14.9999956 
14.9999964 
14.9999971 
14.9999978 
14.9999985 
14.9999992 
15.0000000 
15.0000000 
15.0000019 
10 
Call number 
Sound power level 
dB(A) re 1pW 
92.99080000 
92.98265000 
92.97449000 
89.96707257 
89.96677523 
89.96677307 
89.96677307 
89.96677204 
89.96677204 
89.96677204 
89.96677204 
89.96677204 
89.96677204 
89.96677130 
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Fig. 4. 7.2 Optimization with one design variable; 
crankcase skirt thickness (3 :s t :s 15); T( .. 0.1. 
(187) 
function). Actually, with the heavier damping only 4 calls 
were required to reach the minimum point, the rest were used 
to make sure that the real minimum had been found. It is 
noted that the number of analyser calls has been used as the 
measure of the computation effort required in the 
optimization trials. This is because for this class of 
problem the evaluations of sound power level and constraints 
are responsible for most of the computation time used, as 
shown in Table 4.7.1 which gives a typical CPU time profile 
for an optimization analysis of the RSE block model with 3117 
degrees of freedom. 
Program initialisation 
NAG iterative optimizer 
One analyser call 
1. Element matrix generation 
2. System matrix assembly 
3. System matrix decomposition 
4. Eigenso1ution 
5. Forced response 
6. Evaluation of SWL and constraints 
80 
300 
23760 
995 
1945 
4366 
14258 
2099 
97 
Table 4.7.1 CPU time profile for. an analysis of the 
RSE block model with 3117 degrees of freedom (units of 
0.01 seconds on IBM 3090-200) 
The effect of the starting point of an optimization on 
the progress of the optimization is also investigated. Figure 
4.7.3 shows the results of an optimization which is the same 
as Trial No. 2 presented in Figure 4.7.1, but with a 
different initial design. It converges to the same minimum as 
that of Trial No. 2. However, this time (Trial No. 3) it 
takes longer to find the optimum, though the starting point 
of No. 3 is closer to it. By examining Figure 4.6.7 one can 
Call 
number 
3 
1 
2 
4 
5 
6 
7 
8 
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10 
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12 
23 
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Skirt thickness Sound power level 
mm 
--
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14.87609863 
14.99929978 
14.99998677 
14.99999582 
14.99999717 
14.99999788 
14.99999859 
14.99999929 
15.00000000 
15.00000008 
.... 
.,.". 
.. 
" \ 
p 
...".. 
l.J 
.. 
10 
Call number 
20 
dB(A) re IpW 
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Fig. 4. 7.3 Optimization with one design variable; 
crankcase skirt thickness (3 :s t :s 15); 1) .. 0.1. 
(lB9) 
see that the starting point of No. 3 has a shallower slope 
than that of No. 2. The optimization proceeds much more 
carefully when the starting point is at a relatively flat 
area. 
Also noteworthy is that appropriate scaling of the 
objective function and design variables leads to a saving of 
computing time. For example, when optimization trial No. 2 is 
repeated, but with the objective function being the sound 
power in Watts directly, it takes much longer to find the 
minimum, as is shown in Figure 4.7.4. The use of dB scale has 
two effects on the objective function - smoothening and 
scaling. The smoothening effect is negligible here because 
the sound power function is also smooth with the 1'] = 0.1 
damping. The main effect here is the scaling. It can be seen 
from Figure 4.7.4 that when the skirt thickness is changed 
from B.6B mm to 15.0 mm the reduction of sound power level is 
3.02 dB(A), but the sound power decreases by only 0.99 x 10-3 
Watts. It is obvious that the average slope of the sound 
power level is 3.02 / (15 - B.6B) and that of the sound power 
is 0.99 x 10-3 / (15 - B.6B). Therefore, the average slope of 
the objective function is much greater when the sound power 
level is in dB(A) than when it is in watts directly. The 
implication is that the slope of the ,objective function is 
preferred to be relatively large as long as it is smooth 
(without many minor peaks and troughs). A smooth objective 
function with a reasonably steep slope can be obtained by 
properly choosing and scaling the objective function and 
design variables. It is noted that using dB scale is only one 
of the ways of scaling the objective function. 
Multiple-design-variable cases. It has been seen that 
the NAG numerical optimizer has been successfully used as a 
subroutine to solve the optimization problem. The performance 
of the optimizer is satisfactory, apart from that its 
Call Skirt thickness 
number 
3 
1 
2 
4 
5 
6 
7 
9 
8 
10 
11 
22 
15 
17 
19 
18 
16 
14 
13 
12 
20 
21 
16 
~ 14 
I 
., 
B 12 ~ 
mm 
8.68635820 
8.68680701 
8.68725581 
8.69737470 
8.73964545 
8.90872847 
9.58506055 
12.17593242 
12.29038887 
12.74821465 
14.57951780 
14.87609863 
14.99972600 
14.99999095 
14.99999612 
14.99999717 
14.99999788 
14.99999859 
14.99999929 
15.00000000 
15.00000000 
15.00000018 
~ 
\ 
f!l-d 
....... 
rf 
(190) 
Sound power Sound power level 
W 
0.0019874944 
0.0019873074 
0.0019871122 
0.0019827424 
0.0019645404 
0.0018920382 
0.0016133290 
0.0011498077 
0.0011420480 
0.0011067089 
0.0010119664 
0.0010001433 
0.0009923958 
0.0009923787 
0.0009923784 
0.0009923782 
0.0009923782 
0.0009923782 
0.0009923782 
0.0009923782 
0.0009923782 
0.0009923782 
-a-
.. 
..... 
dB(A) re 1 pW 
92.98305917 
92.98265044 
92.98222394 
92.97266283 
92.93260962 
92.76929908 
92.07722929 
90.60625223 
90.57684345 
90.44033388 
90.05166106 
90.00062239 
89.96684901 
89.96677432 
89.96677307 
89.96677204 
89.96677204 
89.96677204 
89.96677204 
89.96677204 
89.96677204 
89.96677204 
0.0020 
puckness 
Power I- 0.0018 
~ 
0.0016 I 
I-
0.0014 ~ 
~ 
0.0012 ~ 
~ \... l-~ 10 ~ 0.0010 
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8 0.0008 
o 10 20 30 
Call number 
Fig. 4.7.4 Optimization with one design variable; 
crankcase skirt thickness (3 :s t :s 15); obj ecti ve 
function is sound power in Watts; 1] = 0.1. 
(191 ) 
termination criteria need to be improved. In this section a 
typical optimization trial with three design variables will 
be discussed to see how the programs handle multiple-variable 
cases. 
The three design variables are the skirt thickness, the 
panel thickness of bearing 1 and 5 and that of bearing 2 and 
4. Figure 4.7.5 shows the progress of the optimization in the 
order of Analyser Calls. The first thing to be noted is that 
more than one variables may be changed at a single step. This 
is expected because the new variable values are calculated 
using the search direction in the multi-dimensional space and 
the length of the step, which are determined based on the 
characteristics of the design space already known to the 
optimizer such as the derivatives. This is the strongest 
point of the iterative optimizer. 
There are two aspects of the optimizer performance which 
are unsatisfactory but can be improved. Firstly, it is noted 
that an initial 2n+1 (where n is the number of design 
variables) analyser calls are used "by the NAG optimizer to 
calculate the partial derivatives for the determination of 
the initial move, because it uses central finite differences 
for the approximation of the partial derivatives. Since the 
evaluation of the objective function is very expensive in 
this case, it m<:a-llt have been more efficient if forward 
differences had been used. 
Secondly, the termination criteria of the optimizer is 
not suitable for this class of problems. From Figure 4.7.5, 
it can be seen that although the minimum has actually been 
found after 20 analyser calls, a further 25 calls are carried 
out before the optimizer is satisfied that an optimum has 
really been found. Less conservative termination criteria 
would save CPU time without seriously sacrificing the 
accuracy of the optimization results. This is because, 
firstly the analyser calls are very expensive and responsible 
for most of the total CPU time as shown in Table 4.7.1, and 
(192) 
secondly it is meaningless trying to establish a very 
Call 
No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
variable 1 
nun 
6.00000471 
6.00882135 
5.99118807 
6.00000471 
6.00000471 
6.00000471 
6.00000471 
6.01175562 
6.05875926 
6.20213171 
6.20213198 
6.20213171 
6.20213144 
6.20213171 
6.20213171 
6.39002207 
6.39002234 
6.39002207 
6.39002207 
6.40617258 
6.40617285 
6.40617258 
6.40617230 
6.40617258 
6.40617258 
6.40898363 
6.40690906 
6.40654082 
6.40635670 
6.40626464 
6.40621861 
6.40619559 
6.40618408 
6.40617833 
6.40617545 
6.40617401 
6.40617293 
6.40617275 
6.40617284 
6.40617311 
6.40617284 
6.40617257 
6.40617284 
6.40617284 
6.40617284 
variable 2 
nun 
20.00002563 
20.00002563 
20.00002563 
20.00884227 
19.99120899 
20.00002563 
20.00002563 
20.69765936 
23.48819427 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000138 
32.00000000 
32.00000000 
32.00000000 
32.00000138 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000138 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000000 
32.00000138 
31. 87402344 
variable 3 
nun 
26.00003406 
26.00003406 
26.00003406 
26.00003406 
26.00003406 
26.00885070 
25.99121743 
26.01241114 
26.06191942 
26.21293166 
26.21293166 
26.21293285 
26.21293166 
26.21293047 
26.21293166 
26.09227133 
26.09227133 
26.09227252 
26.09227133 
24.64107062 
24.64107062 
24.64107182 
24.64107062 
24.64106943 
24.64107062 
24.38848379 
24.57489427 
24.60798245 
24.62452653 
24.63279858 
24.63693460 
24.63900261 
24.64003662 
24.64055362 
24.64081212 
24.64094137 
24.64103901 
24.64105482 
24.64104691 
24.64104691 
24.64104811 
24.64104691 
24.64104572 
24.64104691 
24.64104691 
SWL 
dB(A) 
96.99408711 
96.99362761 
96.99509835 
96.99242372 
96.99577166 
96.99406159 
96.99414087 
96.86799648 
96.37921001 
95.69992133 
95.69992133 
95.69992133 
95.69992737 
95.69992030 
95.69992133 
95.48893157 
95.48893157 
95.48893218 
95.48893157 
95.47838141 
95.47838141 
95.47838141 
95.47838141 
95.47838123 
95.47838141 
95.49573613 
95.48270656 
95.48050810 
95.47943244 
95.47890504 
95.47863886 
95.47850655 
95.47844146 
95.47841152 
95.47839748 
95.47838413 
95.47838481 
95.47838060 
95.47838049 
95.47838049 
95.47838049 
95.47838049 
95.47838049 
95.47838049 
95.49156256 
Fig.4.7.5(a) Optimization with 3 design variables. 
Variable 1: crankcase skirt thickness (6 :s t :s 14); 
variable 2: panel thickness of main bearings 1 & 5 (20 
:s t :s 32); variable 3: panel thickness of main 
bearings 2 & 4 (20 :s t :s 32). T) .. 0.05. 
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accurate optimum since the whole no~se analysis procedure is 
an approximation anyway. 
Because the source code of the NAG optimizer is not 
readily available, the following action has been taken. It is 
noted that after call number 20 the changes of the design 
variables and the objective function are very small indeed. 
Actually, quite a few steps end up with the same objective 
function value. Therefore, suppose that the analyser does not 
evaluate the objective function again and just returns the 
previous objective function value to the optimizer if changes 
of all the design variables have not occurred to the first, 
say, 8 significant digits, then the actual number of noise 
evaluations will be much smaller. When the number of 
significant digits is chosen appropriately, many analyser 
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calls can be avoided, and at the same time the optimizer will 
act as though the function values have been calculated, and 
proceed with the optimization process as normal. This method 
has resulted in a reduction of 12 calls for this particular 
example with the no. of significant digits chosen as 8. 
The most serious problem with the automatic iterative 
optimizers is perhaps that the amount of information obtained 
from an optimization run is very limited. This is reflected 
in two aspects. The first is the local optimum problem. Most 
iterative optimizers are designed to find a local optimum 
subject to imposed constraints (if any) on the design 
variables. This is achieved by the algorithm-dependent 
iteration process which determines the direction and step 
length of search for an optimum in the multi-dimensional 
design space. very often the optimization process finds an 
optimum after travelling along a single or few paths in the 
design space. There is not enough information in the history 
of the optimization to give an outlook of the entire design 
space, and there is no way to know whether the optimum 
obtained is the global optimum or how far this local optimum 
is from the global. The only way of finding a better optimum 
is by performing more optimizations'starting from different 
points in the design space. 
The other aspect is the application of constraints. As 
mentioned above, the optimum is found subject to a given set 
of constraints. If different sets of constraints are given, a 
separate optimization run will have to performed for each set 
of constraints. For problems where the constraints are 
rigidly defined, this is not a problem. In the concept design 
stage of engine development, however, it is most important to 
be able to investigate the effects on the optimum design of a 
range of constraints. For example, it is known (see previous 
sections) that there is a trade-off between engine noise and 
weight. To identify the best trade-off, different weight 
constraints will have to be applied to the same set of design 
variables. A series of optimization runs will have to be 
carried out for the same design variables, which is most 
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undesirable since the optimizations are very expensive. 
To avoid the weakness of the iterative optimizers, . it 
seems reasonable to combine them with the grid-search 
optimization methods described earlier. The following two 
ways of combination are available. One is that the grid-
search optimization is used to do a rough search over the 
entire design space, which identifies subspaces where the 
global optimum most likely exists. Automatic optimization are 
then carried out over the reduced sub-spaces. Alternatively, 
mathematical models representing approximately the objective 
and constraint functions are created based on the surface 
fitting of the sample points. Automatic iterative 
optimizations are then carried out on these analytic models. 
Because there is no need to call the analyser any more once 
the analytic models are created, the iterative optimizations 
will take negligible computation time, and therefore can be 
carried out with various starting points and sets of 
constraints. An essential requirement of this approach is 
that the sample points are chosen such that a suffiCiently 
accurate model can be generated with the minimum number of 
analyser calls. In this aspect statistical methods such as 
the response surface methodology may be used. Description of 
such methods may be found in references [60, 61, 65]. 
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CHAPTER 5 THE OPTIMIZATION PROGRAM DEVELOPMENT 
A tangible outcome of this work is a structural 
optimization package specifically designed for the purpose of 
engine noise and vibration optimization. The list, of the 
program will not be provided in this thesis, because it is 
very long with about 20000 lines and is also integrated with 
the PAFEC [6] general FE analysis package. Nevertheless, a 
general description will be given here with respect to the 
organisation and functions of the principle components of the 
program. 
5.1 The basic architecture of the noise optimization 
program 
The noise optimization program comprises an Analyser and 
an Optimizer, as shown in Figure 5.1.1. The optimization 
starts with a FE model of the initial design configuration. 
The possible design modifications which the designer wish to 
investigate are also specified, together with the 
optimization objective and constraints which are to be 
imposed on the optimization. After data input and validation, 
the program starts to form a transformation between the 
design space and analysis space. The design space contains 
the design variables, the optimization objectives and 
constraints specified by the designer. They have to be linked 
to the analysis space in which the FE based analysis program 
operates. Such transformation makes it possible to formulate 
a complex design optimization problem into a simple numerical 
optimization problem with a small number of design variables, 
as described in Chapter 3. The control is then passed to the 
numerical optimizer which determines the new values for the 
design variables based on the information provided by the 
objective and constraint function evaluators. This process 
repeats until the an optimum design is established. 
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Figure 5.1.1 Principle elements of the optimization program 
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The main ingredients of the structural optimization 
program are basic finite element analysis capabilities, a 
design space - analysis space transformer, objective and 
constraint evaluators, and numerical optimizers. It was 
decided that the PAFEC general purpose FE package was used as 
the basic FE generator to do the basic FE generation and 
housekeeping. This was made possible by the availability of 
PAFEC source code at both the university and Perkins. It not 
only saves developing time for a basic FE analysis program, 
but also makes the optimization program easier to use since 
the user is perhaps already familiar with PAFEC. The solution 
routines are all purposely written, because PAFEC does not 
have noise prediction capability, and also because PAFEC's 
dynamic analysis routines are neither accurate nor efficient 
enough for this application as described in Chapters 3 and 4. 
The design space - analysis space transformer also have to be 
specially written because PAFEC does not have any such 
transformer. with respect to the numerical optimizer, some 
well-written subroutines based on established iterative 
numerical optimization algorithms are available in NAG [5] 
library and therefore adopted. A grid-search optimizer is 
also specially developed for semi-automatic optimizations. It 
can be either used by its own, as described in Chapter 4, or 
as the interface for approximation based optimizers such as 
those described in [60, 61, 64, 65]. 
In anticipation that better algorithms will likely be 
available in the future, the program is organised into 
relatively independent segments so .that any of them may be 
replaced with minimum effort. These segments includes basic 
FE data input and processing, optimization data input and 
processing, design space - analysis space transformation, 
element matrix generation, element assembly, eigensolution, 
forced response, objective and constraint function 
evaluation, and the numerical optimization routines. Before 
going into any detailed discussion of the above segments, it 
is necessary to give a brief description of the PAFEC FE 
program and the NAG optimization routines. 
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5.2 The PAFEC finite element analysis package 
PAFEC is a general-purpose finite element package for 
analysis in sUbjects such as structural mechanics and heat 
transfer. It consists of many subroutines arrange.j into ten 
subprograms to perform ten phases of analysis respectively. 
The phases are essentially separate program executions 
controlled by the PAFEC driver system. Information is passed 
from phase to phase through a Backing Store (BS) and other 
files. Within each phase, a large one dimensional array BASE 
is used to store all active data which is divided into groups 
called modules according to their functions. The positions 
and other key factors of these modules are stored in an 
integer array IBASE. BASE and IBASE are actively updated 
during the execution of a phase. When a module is no longer 
active, it is written to the Backing Store, and then deleted 
from the BASE. The data in BASE is also frequently condensed 
to save space for new modules. When a phase is completed all 
the useful data is written to the Backing Store and other 
files to be used for the next phase. 
The sequence of execution is from phase 1 to phase 10, 
al though for a particular job not all the phases may be 
needed. The essential ones are phases 1, 4, 6 and 7. The 
other phases are pre- and post-processors required for 
special input and output, and therefore will not be discussed 
further. Phase 1 is FE data input and validation. Phase 4 
deals with allocation of system freedoms and pre-solution 
preparation. Phase 6 is mainly responsible for generating 
element matrices. Phase 7 does the element assembly and 
solution for the responses required. 
5.3 The NAG numerical optimizers 
The numerical optimization routines available in the NAG 
library are general-purpose ones for minimization problems. A 
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maximizationproblem can also be solved by first converting 
it into a minimization problem. Each of the optimizers is 
designed to deal with a certain type of problems, such as 
linear, non-linear, constrained or unconstrained. It is fair 
to say that NAG has a good collections of numerical 
optimizers currently available. 
For the engine noise optimization problem, a non-linear 
constrained optimizer is required because the objective 
function and perhaps some constraints are non-linear. A 
literature survey reveals that the suitable routines are 
E04UAF, E04JAF/E04JBF. They are based on quasi-Newton methods 
which are thought to be the best iterative optimization 
algorithms for this sort of problem [63, 64, 821. 
Like most iterative optimizers, these NAG routines have 
to be provided with the following information: 
1. Design variables. These are simple independent variables 
of the objective and constraint functions. Each of them may 
represent, for example, complex design changes, but the 
optimizer does not need such information. It only requires 
the initial values of these variables, and their bounds if 
applicable. 
2. An objective function evaluator. A subroutine which 
calculates the objective function for a given design. For the 
noise optimization problem, this may involve a complete 
vibration and noise analysis. 
3. A constraint function evaluator. A subroutine for 
calculating the constraint function values at a given design. 
It may share information with the objective function 
evaluator. 
4. Control parameters used by the optimizer to determine the 
search steps, termination criteria, etc •• 
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5.4 The noise optimization program under the PAFEC FE 
environment 
Development of the noise optimization program is an 
iterative process consisting of two stages, although the 
order of the two stages may be different at some iterations. 
At the first stage, an analyser is developed to perform a 
once only analysis of the objective and constraint functions. 
This includes developing the transformation between the 
design space and analysis space. The second stage caters for 
the requirements of the optimization loop, that is the 
capability for reanalysis. The numerical optimizer (NAG) is 
also embedded into the package at this stage. 
For the first stage, standard PAFEC phases 1 to 6 are 
used to to do the basic finite element evaluation and element 
matrix generation. Specially written routines are then called 
to perform element assembly, eigensolution, forced response 
and noise prediction, although some of the element assembly 
and forced response routines are derived from similar PAFEC 
routines. The PAFEC data base system and its handling 
routines are also adopted so that the analysis looks like a 
standard PAFEC. The reasons for such an arrangement are two-
fold. On one hand, PAFEC has to be modified to achieve the 
necessary functionality, accuracy or efficiency, as described 
above. On the other hand, it is most desirable for the 
package to behave like PAFEC. This makes the package easier 
to use since the user may know how to use PAFEC already. It 
also helps the development of the reanalysis capability 
later. With the PAFEC data base retained, design modification 
may be carried out by manipulating the data base instead of 
going back to the basic FE generation (PAFEC phase 1). 
At the second stage, the optimizer is built into the 
package together with the reanalysis capability. It becomes a 
structure of FE analysis-optimizer-FE analysis, as shown in 
block diagram form in Figure 5.4.1. 
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Figure 5.4.1 Block diagram of the noise optimization program 
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The analysis starts with data input and validation of the 
finite element model and the description of the noise 
radiation surfaces. Generation of the system degrees of 
freedom is carried out together with bandwidth minimization 
for the system matrices which will be generated later. The 
element matrices are then generated, followed by the 
optimization data input and validation. The optimization data 
specifies the design variables, their bounds (if any) and the 
constraints of the optimization such as weight of the 
structure. Other control parameters for the NAG and grid-
search optimizers are also supplied here, together with some 
optional parameters controlling the solution processes such 
as the Lanczos eigensolution. With the FE and optimization 
data available, the transformation between the design space 
and analysis space is formed. The control is then passed to 
the optimizer-analyser loop. 
The optimizer determines the new values of the design 
variables and then calls the analyser to evaluate the 
objective and constraint functions at the given values of 
design variables. After receiving an instruction, the 
analyser first finds out whether or not this design has 
already been evaluated. If so it will just return the results 
of the previous analys is to the optimizer, otherwise , it 
performs an analysis (reanalysis) to'obtain the objective and 
constraint function values. An reanalysis is an analysis 
which involves design modification. For the first analysis, 
the element matrices have already been generated, an element 
assembly, and response calculation only need to performed. 
For reanalysis, the finite element model has to be modified 
to cater for the design changes implied by the new design 
variable values. The modification is carried out efficiently 
by manipulating the data base within 'phase 7'. In other 
words, the function of PAFEC phases 1 to 6 is carried out by 
the modified phase 7 for reanalysis. This is the main reason 
for preserving the PAFEC data base structure in the noise 
optimization program. 
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Two forced response algorithms are used for single 
structure and multi-substructures respectively. There are 
also two corresponding versions of programs. The 
substructuring version has the following limit in its 
applicability. If the design change involves modifying the 
element matrices, it only works with semi-automatic 
optimizers, although, if the gasket properties and structural 
damping levels only are modified, both semi-automatic and 
iterative optimizers can be used, just as the single 
structure program. This is because, as the program stands, 
the eigensolution of each substructure has to be performed in 
separate jobs before the forced response calculation. The 
available iterative optimizers do not allow the iteration 
process to be interrupted. 
After an optimum design is identified, the analyser is 
called for the last time to evaluate the objective and 
constraint functions, and to compare them with those of the 
initial design. Detailed results, including some intermediate 
ones, are then printed out showing the progress made by the 
optimization. 
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CHAPTER 6 DISCUSSIONS AND CONCLUSIONS 
The ultimate aim of this project is the development of a 
physically sound and computationally viable engine structural 
optimization procedure for minimum noise radiation. As an 
optimization problem, the first thing to be determined is the 
choice of an appropriate objective function whose 
minimisation represents the reduction of the optimization 
objective minimum noise radiation. Among a few 
possibilities, the sound power level (SWL) has been 
identified as the most suitable one for the following 
reasons. Firstly, SWL is a direct measure of noisiness and 
hence its minimisation directly reflects the reduction of 
noise. This is a good starting point for developing a 
'physically sound' optimization procedure. Secondly, a single 
value of the SWL function can be· used to represent the 
overall noisiness of an engine or the noise from any parts on 
its surface, since sound power level can be summed over both 
the physical space and the frequency domain. Such 
characteristics are useful because the objective of the 
optimization may not always be the overall noise of the 
engine. Sometimes the aim may be to minimise the noise 
within, for example, certain frequency bands and from certain 
parts of the engine. 
Smoothness of the objective function is another important 
aspect, since it influences both the efficiency and 
effectiveness of the optimization. If the objective function 
is too peaky, it is difficult to establish the correct 
optimum using any optimization algorithm. The SWL function is 
a smooth function provided that the damping level is 
relatively high. As a result of the high modal density of 
engine structures at the mid frequency range, resonance is 
not a rare phenomenon in engine vibration. However, with 
relatively high damping level, the 'resonance peaks' are 
suppressed so that the SWL function is smooth enough for 
optimization. Analysis has suggested that the application of 
a reasonably high level of damping increases the efficiency 
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and effectiveness of the optimization without seriously 
affecting the position of the optimum structural design. A 
damping level of ~ = 0.1 is found to be high enough to obtain 
a smooth sound power level function, but not too high 
compared with the actual damping level of most running 
engines. 
The most serious drawback of using SWL as the objective 
function is the complex formulation>and large computational 
requirement to evaluate it. Since an optimization run 
requires many evaluations of the objective function, the 
computational efficiency of the evaluation procedure is 
crucial for the optimization procedure as a whole to be 
'computationally viable'. However, there are no cheaper 
alternatives which would provide the same level of 'physical 
soundness' of the procedure. Since the procedure is intended 
to be used as a general purpose engine noise optimization 
tool, it is most important to choose an objective function 
which works for all cases (at least most cases). Therefore, 
cheaper alternatives such as the static deflection are not 
chosen here, although they may be good enough for special 
cases. The computational problem is solved, instead, by 
devoting much effort to the formulation and implementation of 
the SWL analysis procedure so that the computational burden 
is minimised without sacrificing the physical basis. The 
development of efficient solution procedures such as the 
Lanczos algorithm has been the key for achieving the required 
computational efficiency of the analysis procedure. 
The effects of modal and excitation frequency truncations 
are also investigated. Results suggest that if these 
truncations are applied appropriately, with residual 
flexibilities included, considerable computation time can be 
saved without sacrificing the accuracy of the optimization. 
The efficiency of the optimization procedure is also 
largely influenced by the transformation process from 
structural optimization to numerical optimization (so that it 
can be solved using an established numerical optimization 
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algorithm). Since virtually all .numerical optimization 
algorithms solve:. more easily a simpler optimization problem 
with less design variables, an effective design space to 
analysis space transformation has been developed so that a 
complex design optimization problem is converted into a 
simple numerical optimization problem with a small number of 
design variables. 
It is also very important to use a suitable numerical 
optimization algorithm for solving the final numerical 
optimization problem. In this aspect, efforts have been 
devoted to selecting the most appropriate one from the large 
'pool' of established algorithms, instead of developing such 
an algorithm. Extensive studies of the characteristics of the 
SWL function and optimization trials have suggested that the 
most effective method of engine noise optimization is based 
on a semi-automatic basis. Sample points in the mul ti-
dimensional design space are properly chosen based on 
experimental techniques and the objective and constraint 
function values at these points evaluated. Analytical 
functions representing the objective and constraint functions 
are then derived based on these sample points using surface 
fitting techniques. Automatic iterative optimization is then 
carried out on these analytical functions using established 
iterative optimization algorithms. 
with a physically sound and computationally efficient 
analysis and optimization procedure, accurate results still 
cannot be achieved without appropriate excitation and finite 
element models. It is obvious that the accuracy of these 
models has a direct influence on the accuracy of the 
predicted optimum, but more accurate models require more time 
to build and analyse. A compromise has to be found between 
the accuracy and efficiency. Therefore, studies have been 
carried out trying to establish what sort of excitation and 
FE models are required for this application. It has been 
found that a suitable excitation model contains at least the 
correctly phased main forces and moments at the main bearings 
and cylinders. Whilst less complete excitation models are 
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useful in studying the transfer characteristics of engine 
structures, they may produce misleading conclusions if used 
for the optimization purpose. This is because the engine 
excitation system is a coherent system, and significantly 
different vibration patterns may occur as a result of 
removing any major forces/moments from the system. 
With respect to FE models, analysis has suggested that 
the variation trend of the SWL function can be correctly 
predicted using a relatively coarse FE model, although 
accurate prediction of the absolute SWL requires much finer 
FE models. Since in optimization it is the trend of variation 
that matters, relatively coarse FE models are expected to be 
good enough for this purpose. 
In summary, the characteristics of the sound power level 
as a function of continuous design changes have been studied. 
The results confirms that significant noise reduction can be 
realised by structural design optimization. The conditions 
are identified under which the SWL function can be used as 
the objection function in engine noise optimization. These 
studies have also been essential for developing an 
appropriate optimization strategy. 
Attempts have been made to establish what sort of FE and 
excitation models are required for engine noise optimization. 
Results suggest that a suitable excitation model contains at 
least correctly phased main forces and moments at the main 
bearings and cylinders, whilst a relatively coarse FE model 
has been shown, at least in the present example, to be 
satisfactory for the optimization purpose. 
The tangible outcome of this work is a comprehensive 
suite of computer programs for engine noise optimization. 
Considerable efforts have been devoted to minimising the 
computational burden without sacrificing important physical 
characteristics. Application of the programs to realistic 
engine models suggests that the procedure is not only 
physically sound but also computationally viable, although 
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improvements in the following aspects are needed and 
recommended. 
The current procedure optimizes the engine structures 
based on a single engine speed. It is possible that the 
optimum designs change with speed. The problem may be solved 
by using a combined excitation model or combined objective 
function. Further work is recommended in this field. 
A better understanding of the damping mechanism in engine 
structures will be most useful in obtaining reliable 
optimization results. 
In its present form, the substructuring capability is not 
satisfactory, because it is not an integrated program. To 
carry out an optimization with substructuring, a few runs 
will be needed. This problem can be solved by either using an 
'macro' to automate the runs, or integrating the programs 
into a single program. 
A general shape optimization facility, coupled with 
automatic FE mesh regeneration, would greatly enhance the 
capability of the program. 
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