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Abstract
Some financial problems as minimizing the shortfall risk when hedging in in-
complete markets lead to problems belonging to test theory. This paper considers
a generalization of the Neyman-Pearson lemma. With methods of convex duality
we deduce the structure of an optimal randomized test when testing a compound
hypothesis against a simple alternative. We give necessary and sufficient optimality
conditions for the problem.
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1 Introduction
In an incomplete financial market not every contingent claim is attainable and the equi-
valent martingale measure is no longer unique. Thus, a perfect hedge as in the Black-
Scholes-Merton model is in general not possible. Therefore we are faced with the problem
of searching strategies which reduce the risk of the resulting shortfall as much as possible.
One can still stay on the safe side by using a ’superhedging’ strategy, cf. Föllmer, Leukert
[4]. But from a practical point of view the cost of superhedging is often too high.
For this reason, Föllmer, Leukert [4], [5], Nakano [6], [7] and Rudloff [8] investigate the
possibility of investing less capital than the superhedging price of the liability. That leads
to a shortfall, the risk of which, measured by a suitable risk measure, should be minimi-
zed. The mentioned studies differ in the choice of the risk measure used to quantify the
shortfall risk. All of the mentioned problems, regardless what risk measure is used, lead
to problems of test theory.
Witting [9] showed for this kind of test problem the existence and a sufficient optimality
condition for a solution. In this paper we deduce with methods of Fenchel duality a ne-
cessary and sufficient condition for an optimal randomized test that gives a result about
the structure of the solution.
Cvitanić and Karatzas [2] considered test problems as well and Nakano [6] generalized
their results to fit to the problem considered here. In contrast to [2] and [6] we will prove
the validity of strong duality directly with methods of convex duality. The results we
obtain improve the results of [6] and give more detailed information about the structure
of the solution. The relationship to the results of [6] are discussed in detail in Rudloff
[8], Section 3.3.
The paper is organized as follows: In Section 2 we state the formulation of the test pro-
blem. We describe what kind of financial hedge problems lead to this test problem and
show the differences between these problems depending on the choice of the risk measure.
In Section 3 we identify the problem as a problem of optimal testing of statistical hy-
pothesis. We establish a necessary and sufficient condition for an optimal randomized
test. Our results improve those of Witting [9], who stated only sufficient conditions. It
follows that the optimal solution to the static optimization problem is a randomized test
with the typical 0-1-structure. The examples of Section 3.1 make clear the relationships
between the test problems of [4], [5], [7] and [8]. The proof of the main theorem can be
found in Section 3.2.
2 Formulation of the Problem
The discounted price process of the underlying asset is described as a semimartingale
S = (St)t∈[0,T ] on a complete probability space (Ω,F , P ) with filtration (Ft)t∈[0,T ]. We
write L1 and L∞ for L1(Ω,F , P ) and L∞(Ω,F , P ), respectively.
Let Q̂ be the set of all probability measures on (Ω,F) absolutely continuous with re-
spect to P . For Q ∈ Q̂ we denote the expectation with respect to Q by EQ and the
Radon-Nikodym derivative dQ/dP by ZQ. Let P denote the set of equivalent martingale
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measures with respect to P . Since we assume the absence of arbitrage opportunities, it
holds P 6= ∅. Equations and inequalities between random variables are always under-
stood as P − a.s. A self-financing strategy is given by an initial capital V0 ≥ 0 and by a
predictable process ξ such that the resulting value process
Vt = V0 +
∫ t
0
ξsdSs, t ∈ [0, T ],
is well defined. A strategy (V0, ξ) is called admissible if the corresponding value process
V satisfies Vt ≥ 0 for all t ∈ [0, T ].
Consider a contingent claim. Its payoff is given by an FT -measurable, nonnegative
random variable H ∈ L1. We assume
U0 = sup
P ∗∈P
EP
∗
[H] < +∞.
The above equation is the dual characterization of the superhedging price U0, the smallest
amount V0 such that there exists an admissible strategy (V0, ξ) with value process VT
satisfying VT ≥ H.
In the complete case, where the equivalent martingale measure P ∗ is unique, U0 = E
P ∗ [H]
is the unique arbitrage-free price of the contingent claim.
Since superhedging can be quite expensive in the incomplete case we search for the best
hedge an investor can achieve with a smaller amount V˜0 < U0. In other words, we look for
an admissible strategy (V0, ξ) with V0 ≤ V˜0 that minimizes the risk of losses due to the
shortfall {ω : VT (ω) < H(ω)}, this means we want to minimize the risk of −(H − VT )
+.
The risk can be measured by different risk measures. Föllmer and Leukert in [4] minimize
the probability of a shortfall. In [5] they use the expectation of a loss function as risk
measure and Nakano [6], [7] and Rudloff [8] consider coherent risk measures (cf. Artzner et
al. [1]) to quantify the shortfall risk. Each of the mentioned problems leads to a problem of
testing hypothesis: The dynamic optimization problem of finding a self-financing strategy
that minimizes the risk of the shortfall can be split into a static optimization problem
and a representation problem. For the latter one we refer to the optional decomposition
theorem in Föllmer, Kabanov [3]. The static optimization problem consists in finding an
optimal randomized test ϕ˜ that solves
EQ[ϕ˜H] = max
ϕ∈R
EQ[ϕH], (2.1)
subject to
∀P ∗ ∈ P : EP
∗
[ϕH] ≤ V˜0, (2.2)
where R = {ϕ : Ω→ [0, 1] | ϕ is FT −measurable} is the set of randomized tests.
The measure Q depends on the choice of the risk measure. In [4] the problem (2.1), (2.2)
arises in Section 4 with HZQ = ZP . In [5], Section 4, we have Q = P and in [8] the
optimization problem (2.1), (2.2) with Q ∈ Q is the inner problem of the dual problem
in Theorem 4, where {ZQ|Q ∈ Q} with Q ⊆ Q̂ are the so called risk envelopes of the
coherent risk measure.
In the next section we will treat the problem (2.1), (2.2) in the context of test theory
and deduce the structure of the solution. Theorem 3.1 gives a necessary and sufficient
condition for the optimal randomized test ϕ˜.
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3 A Generalized Neyman-Pearson Lemma
Let us consider the optimization problem (2.1), (2.2) for an arbitrary measure Q absolu-
tely continuous to P . To identify the problem as a problem of test theory we define the
measures O and O∗ = O∗(P ∗) by
dO
dQ
= H and
dO∗
dP ∗
= H, P ∗ ∈ P.
The objective function (2.1) turns into
max
ϕ∈R
EO[ϕ], (3.1)
and the constraints (2.2) take the form
∀P ∗ ∈ P : EO
∗
[ϕ] ≤ V˜0 =: α. (3.2)
This is equivalent of looking for an optimal test ϕ˜ when testing the compound hypothesis
H0 = {O
∗(P ∗) : P ∗ ∈ P}, parameterized by the class of equivalent martingale measu-
res, against the simple alternative H1 = {O} in a generalized sense. In the generalized
Neyman-Pearson lemma (Theorem 2.79 in [9]) O and O∗ are not necessarily probability
measures, but measures and the significance level α is generalized to be a bounded mea-
surable function α(P ∗).
If V˜0 > 0, the existence of an optimal test ϕ˜ of (3.1), (3.2) follows from standard theory,
since α(P ∗) ≡ V˜0 is a bounded and measurable function and supP ∗∈P E
P ∗ [H] = U0 <∞
(see [9], Theorem 2.80 b). We now want to show that strong duality holds under the not
very restrictive assumption V˜0 > 0. In this case, the typical 0-1-structure of ϕ˜ is sufficient
and necessary for optimality.
Theorem 3.1
Let V˜0 > 0. Then the optimal randomized test ϕ˜ for (3.1), (3.2) and therefore for (2.1),
(2.2) has the following structure:
ϕ˜(ω) =


1 : HZQ > H
∫
P
ZP ∗dλ˜(P
∗)
0 : HZQ < H
∫
P
ZP ∗dλ˜(P
∗)
P − a.s. (3.3)
and
EP
∗
[ϕ˜H] = V˜0 λ˜− a.s., (3.4)
where λ˜, a finite measure on P , is the solution of the dual problem of (3.1), (3.2).
The proof of the theorem can be found in Section 3.2, where the dual problem of (3.1),
(3.2) is stated in equation (3.11).
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Remark 3.2 It follows that there exists a [0, 1]-valued random variable B such that ϕ˜
satisfies
ϕ˜(ω) = I{H eZQ>H
R
P
ZP∗d
eλ}(ω) +B(ω)I{H eZQ=H
R
P
ZP∗d
eλ}(ω),
where IA(ω) is the stochastic indicator function equal to one for ω ∈ A and zero otherwise.
B has to be chosen such that ϕ˜ satisfies (3.4).
3.1 Examples
Let us consider the problem of minimizing the risk of losses −(H − VT )
+ due to the
shortfall, where the risk is measured by the coherent risk measure ρ : L1 → R ∪ {+∞}
ρ(X) = EQ[−X], X ∈ L1.
That means the risk envelope of the coherent risk measure is a singleton, Q = {Q} with
ZQ ∈ L
∞. Thus we look for an admissible strategy (V0, ξ˜) that minimizes
ρ(−(H − VT )
+) = EQ[(H − VT )
+] (3.5)
under the constraint
V0 ≤ V˜0. (3.6)
Theorem 1.5 in Nakano [7] shows that the corresponding static optimization problem is
max
ϕ∈R
EQ[ϕH] (3.7)
under the constraint
∀P ∗ ∈ P : EP
∗
[ϕH] ≤ V˜0. (3.8)
The same optimization problem with HZQ = ZP arises in [4], Section 4, where the
problem of quantile hedging in the incomplete case is considered. The risk measure used
there is just the probability of the shortfall. In Föllmer, Leukert [5] the expectation of a
loss function l(x) is used as risk measure. In Section 4 they consider the minimizing of
the expected shortfall. This means the linear loss function l(x) = x is used. This leads
to the optimization problem (3.7), (3.8) with Q = P .
Theorem 3.1 makes it possible to solve these problems not only in the complete case.
Under the assumption V˜0 > 0, the following conditions are necessary and sufficient for
the optimality of ϕ˜ with respect to the optimization problem (3.7), (3.8) and give a result
about the structure of the solution:
ϕ˜(ω) =


1 : HZQ > H
∫
P
ZP ∗dλ˜(P
∗)
0 : HZQ < H
∫
P
ZP ∗dλ˜(P
∗)
P − a.s.
with
EP
∗
[ϕ˜H] = V˜0 λ˜− a.s.,
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where λ˜, a finite measure on P , is the solution of the dual problem of (3.7), (3.8).
The solution to the dynamic coherent hedging problem (3.5), (3.6) is (V˜0, ξ˜), where ξ˜,
obtained by the optional decomposition theorem (see [3]), is the superhedging strategy
of the modified claim ϕ˜H.
If additionally P = {P ∗} is a singleton as in Nakano [7], Proposition 4.1, this is the
complete case, but with capital constraint V˜0 < U0 = E
P ∗ [H]. Then, the static problem
can be solved explicitly. The optimal solution is
ϕ˜(ω) = I{ZQ>eaZP∗}(ω) + γI{ZQ=eaZP∗}(ω),
where
a˜ = inf{a | EP
∗
[HI{ZQ>aZP∗}] ≤ V˜0},
γ =


V˜0 − E
P ∗ [HI{ZQ>eaZP∗}]
EP ∗ [HI{ZQ=eaZP∗}]
: P ∗({ZQ = a˜ZP ∗} ∩ {H > 0}) > 0
c ∈ [0, 1] arbitrarily : P ∗({ZQ = a˜ZP ∗} ∩ {H > 0}) = 0
and IA(ω) is the stochastic indicator function equal to one for ω ∈ A and zero otherwise.
When Q is equal to P this coincides with Proposition 4.1 in Föllmer [5].
If there would be no capital constraint in the complete case, the optimal randomized
test of the static problem would be ϕ˜ = 1 on {H > 0}. That means ϕ˜H = H. Thus,
the optimal strategy of problem (3.5), (3.6) would be exactly the replicating strategy
(EP
∗
[H], ξ˜) of the claim H.
3.2 Proof of Theorem 3.1
We define the linear operator B : L∞ → RP by Bϕ := {−EP
∗
[ϕH]}P ∗∈P . The constraint
(2.2) can be rewritten as
V˜01 +Bϕ ≥ 0
Bϕ ∈ RP+ − V˜01
for 1 and 0 ∈ RP . Then the primal problem (2.1), (2.2) with value p is
−p = min
ϕ∈L∞
{
− EQ[ϕH] + IR(ϕ) + IRP
+
−eV01(Bϕ)
}
, (3.9)
where IM(x) is the indicator function equal to zero for x ∈M and +∞ otherwise.
Bϕ ∈ RP is bounded
∀ϕ ∈ L∞ : ‖Bϕ‖ = sup
P ∗∈P
| − EP
∗
[ϕH]| ≤ ‖ϕ‖∞ sup
P ∗∈P
EP
∗
[H] = U0‖ϕ‖∞ < +∞
and measurable on the measurable space (P ,S), where S is the σ-field generated by the
integrals
∫
Ω
fdP ∗ for bounded and measurable functions f on (Ω,FT ). Thus B : L
∞ →
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L, where L ⊂ RP is the space of bounded and measurable functions on (P ,S) with
the norm ‖l‖ = supP ∗∈P |l(P
∗)|. We endow L∞ with the strong topology generated with
respect to the norm ‖ · ‖∞. Then the operator B is linear and continuous. Equation (3.9)
reduces to
−p = min
ϕ∈L∞
{
− EQ[ϕH] + IR(ϕ) + IL+−eV01(Bϕ)
}
, (3.10)
where L+ = {l ∈ L| ∀P
∗ ∈ P : l(P ∗) ≥ 0}. Let Λ be the space of finite, signed
measures on (P ,S). We regard L and Λ as the duality pair associated with the bilinear
form 〈l, λ〉 =
∫
P
ldλ for l ∈ L and λ ∈ Λ, see [9], Example 1.63. Let us define the
functions f(ϕ) := −EQ[ϕH]+IR(ϕ) and g(Bϕ) := IL+−eV01(Bϕ) in (3.10). Now we want
to establish the dual problem of (3.10) (see Zălinescu [11], Theorem 2.7.1)
−d = sup
λ∈Λ
{
− f ∗(B∗λ)− g∗(−λ)
}
.
The conjugate function of g is
g∗(λ) = sup
el∈L
{
〈l˜, λ〉 − IL+−eV01(l˜)
}
= sup
el∈L+−fV01
〈l˜, λ〉 = sup
l∈L+
〈l − V˜01, λ〉
= sup
l∈L+
〈l, λ〉 − V˜0
∫
P
dλ = IL∗
+
(λ)− V˜0
∫
P
dλ,
where L∗+ is the negative dual cone of L+. To establish the conjugate function of f
f ∗(B∗λ) = sup
ϕ∈L∞
{
〈B∗λ, ϕ〉+ EQ[ϕH]− IR(ϕ)
}
,
we have to calculate 〈B∗λ, ϕ〉, where B∗ : Λ → (L∞)∗ is the adjoined operator of
B. (L∞)∗, the dual space of (L∞, ‖ · ‖∞), is the space of finitely additive measures on
(Ω,F , P ) absolutely continuous to P (see [10], Chapter IV, 9, Example 5). For B∗ being
the adjoined operator of B, the following equations have to be satisfied:
∀ϕ ∈ L∞,∀λ ∈ Λ : 〈B∗λ, ϕ〉 = 〈λ,Bϕ〉,
∀ϕ ∈ L∞,∀λ ∈ Λ : 〈B∗λ, ϕ〉 =
∫
P
−EP
∗
[ϕH]dλ = E
[
− ϕH
∫
P
ZP ∗dλ
]
.
Hence the conjugate function of f is
f ∗(B∗λ) = sup
ϕ∈L∞
{
〈B∗λ, ϕ〉+ EQ[ϕH]− IR(ϕ)
}
= sup
ϕ∈R
E
[
ϕ
(
HZQ −H
∫
P
ZP ∗dλ
)]
.
The dual problem is as follows:
−d = sup
λ∈Λ
{
− sup
ϕ∈R
E
[
ϕ
(
HZQ −H
∫
P
ZP ∗dλ
)]
− I−L∗
+
(λ)− V˜0
∫
P
dλ
}
,
d = inf
λ∈−L∗
+
{
sup
ϕ∈R
{∫
Ω
ϕ
[
HZQ −H
∫
P
ZP ∗dλ
]
dP
}
+ V˜0
∫
P
dλ
}
,
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where −L∗+ = {λ ∈ Λ : ∀l ∈ L+ : 〈l, λ〉 ≥ 0} = Λ+ is the set of finite measures on (P ,S).
Since ϕ ∈ R is a randomized test, the supremum over all ϕ ∈ R in (3.11) is attained by
ϕ(ω) =


1 : HZQ > H
∫
P
ZP ∗dλ
0 : HZQ < H
∫
P
ZP ∗dλ
P − a.s.
If we denote HZQ −H
∫
P
ZP ∗dλ =: νλ(ω) the value of the dual problem is
d = inf
λ∈Λ+
{∫
Ω
ν+λ (ω)dP + V˜0
∫
P
dλ
}
. (3.11)
This coincides with the dual problem one obtains with Lagrange duality (see [9], Theorem
2.79). Strong duality holds for f and g convex and g continuous in some Bϕ0 with
ϕ0 ∈ dom f (Theorem 2.7.1, Condition (iii) in [11]). The function f is convex since R is
a convex set and g is convex since the set L+−V˜01 is convex. The function g is continuous
in some Bϕ0 with ϕ0 ∈ dom f if Bϕ0 ∈ int (L+ − V˜01). If we take ϕ0 ≡ 0, 0 ∈ dom f ,
we see that Bϕ0 = 0 ∈ int (L+ − V˜01) for V˜0 > 0, since intL+ 6= ∅.
Under the assumption V˜0 > 0, strong duality holds. The existence of a solution ϕ˜ of
the primal problem follows from Witting [9], Theorem 2.80 if V˜0 > 0. Now with strong
duality the existence of a dual solution λ˜ follows and the values of the primal and dual
objective function at ϕ˜, respectively λ˜, coincide. This leads to a necessary and sufficient
optimality condition.
We consider the primal objective function
E[ϕHZQ] =
∫
Ω
ϕHZQdP
=
∫
Ω
ϕ
[
HZQ −H
∫
P
ZP ∗dλ
]
dP +
∫
P
∫
Ω
ϕHZP ∗dPdλ
=
∫
Ω
ϕν+λ (ω)dP −
∫
Ω
ϕν−λ (ω)dP +
∫
P
∫
Ω
ϕHZP ∗dPdλ
and subtract it from the dual objective function. Because of strong duality the difference
has to be zero at ϕ˜, respectively λ˜:∫
Ω
[
1− ϕ˜
]
ν+eλ (ω)dP +
∫
Ω
ϕ˜ν−eλ (ω)dP +
∫
P
[
V˜0 −
∫
Ω
ϕ˜HZP ∗dP
]
dλ˜ = 0.
The sum of these three nonnegative integrals is zero if and only if ϕ˜ satisfies condition
(3.3) and (3.4) of Theorem 3.1.
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