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to agree well with experimental data, as well as with 
a more sophisticated integral equation based subcel- 
lular FDTD thin-slot algorithm [4]. 
The FDTD subcellular algorithm is compared with 
a mixed-potential integral equation foririulatiori for 
slots near the corner of a 90° bend in two dimensions. 
In the case of energy coupling through a thin slot with 
the axis parallel to the z-axis, only the TE, case is 
important, since the T M ,  case results in orders of 
magnitude less coupling [5]. A mixed-potential in- 
tegral equation formulation is employed in order to 
incorporate the singularity in the charge distribution 
at the corner for the TE, case 161. Several cases of 
Abstract 
Subcellular FDTD algorithms for modeling thin slots 
in conductors have previously been developed. One 
algorithm that is based on a quasi-static approxima- 
tion has been shown to agree well with experimental 
results for thin slots in planes. This FDTD thin-slot 
algorithm is compared herein with moment method 
results for thin slots near corners. 
1 Introduction 
The integrity of shielding enclosures is compromised 
by apertures and seams resulting from heatvents, ca- 
ble penetration, and modular construction, among 
other possibilities. These perforations allow energy 
to be radiated to the external environment from in- 
terior electronic devices, or energy to be coupled from 
the exterior to interfere with interior components. 
An understanding of energy coupling mechanisms to 
and from the enclosure is essential to minimize poten- 
tial radiation and susceptibility problems. Numeri- 
cal methods have been applied to enclosure modeling 
for better understanding of these problems [l], [2]. 
The finite-difference time-domain (FDTD) method 
has previously been applied for modeling apertures 
in shielding enclosures as well as attached cables [l]. 
In these numerical methods, the aperture is typically 
modeled with widths on the order of the mesh dimen- 
sion. In order to model a thin slot, or seam, the mesh 
dimension must be made small in the vicinity of the 
slot. This can consume significant computational re- 
sources. A subcellular FDTD method for modeling 
thin slots has previously been introduced by Gilbert 
and Holland [3]. Previous results show this simple 
and computationally efficient algorithm 
bend geometries are considered, with the slot located 
near the corner, and in the center of one of the strips. 
The FDTD results in general agree well with the mo- 
ment method. (MOM) for the three bend geometries 
considered when the slot is thin relative to the FDTD 
mesh dimension. However, when the slot becomes 
thick relative to the mesh dimension, the FDTD and 
MOM results begin to deviate considerably. 
2 The Capacitive Thin-Slot For- 
malism 
A subcellular capacitive thin slot formalism (C-TSF) 
based on an equivalent coplanar plate capacitance 
has previously been introduced by Gilbert and Hol- 
land [3]. The algorithm is developed to compute the 
electric field in the slot that is the field averaged over 
one mesh dimension. As a result, the electric-field 
component across the slot is significantly underesti- 
mated. However, immediately adjacent to the slot, 
the electric field computed with the C-TSF agrees 
very well with moment method results, experimental 
results, and another integral equation based FDTD 
subcellular method, [4], [7]. The C-TSF subcellu- 
lar method has the advantage of being easily imple- 
mented and computationally efficient. Only the elec- 
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tric and magnetic field components in the slot require 
modification from the original FDTD time-marching 
scheme. The resulting algorithm is nearly identical to 
the usual FDTD equations with the exception that 
the slot capacitance is incorporated through an ef- 
fective relative dielectric constant, and average field 
values are computed. The slot capacitance for paral- 
lel plates is given by an analytical form, and is related 
to an effective relative dielectric constant. A disad- 
vantage of the method is that the slot length must 
coincide with an integral number of mesh dimensions. 
For larger mesh dimensions this leads to an inaccu- 
racy in modeling the slot length. Practically though, 
where mesh dimensions on the order of & are nec- 
essary to achieve good results from FDTD computa- 
tions, requiring the slot to be an integral number of 
mesh dimensions is not a serious limitation. 
ducting strip was calculated from 3, = f i x  
A (gltt - %&hadow), wh'ere n is a unit normal vector 
directed into the lit region, and & and Esha,jow 
are the magnetic fiellds in the lit and shadow re- 
gions, respectively. For the 2D simulations be- 
ing considered the surface current density is J, = 
H z z j p l a t e  - Hzi , jp la te - l  ,where only the 2 component 
is given as an example. The magnetic-field compo- 
3% 
was also employed for modeling the bent strip for 
comparison to the FD'TD results [6]. In this formu- 
lation, a current basis function spans the bend, and 
charge basis functions end at either side of the corner 
in order to incorporate the singularity in the charge 
distribution at the corner. A Galerkin's procedure 
was employed with pulse basis and testing functions. 
In all cases, 100, 100, and 50 basis functions were 
used for Segments A, B, and C, respectively, as shown 
in Figure 1 [9]. Previous work by Glisson and Wilton 
has shown -that this integral-equation formulation is 
sufficiently robust to accommodate a large jump in 
the segment length of the discretization. 
FDTD C-TSF and h4OM results are compared for 
a 1 A x 1 X bent strip in Figures 2 and 3 (B+C = 1 A, 
and A = 1 A). In the figures, the bend is located at 
f = 0, and values of < 0 denote the strip segment 
normal to the direction of the incident wave. In both 
3 
The 
cases, the FDTD mesh dimensions were 6 = &, and 
the slot width was ws = 0.00125 X = 0.1 6. The 
magnitude and phase of the current on the conduct- 
ing bent strip with the slot in the center of the arm 
are shown in Figure 2. The FDTD subcellular and 
MOM results in general agree well for this case where 
the slot is located at a current maximum when the 
Comparison 
C-TSF and 
Thin Slots Near Corners 
geometry employed for FDTD and MOM com- 
of 
Of 
parisons for modeling slots near corners is shown in 
Figure 1. The slot was located in two places along 
one arm of the bent conductor, in the center of one 
arm, and one cell from the edge. The present formu- 
lation of the C-TSF algorithm does not handle slots 
placed directly on corners, however, for practical pur- 
poses, a slot near the corner will result in much the 
same coupling effects to an enclosure. Square FDTD 
cells were employed with 6 = 6z = 6y. Mesh dis- 
cretizations of 6 = k, 6 = h, and 6 = 80 were 
used. The bent-strip geometry was illuminated with 
an z-polarized electric-field incident plane wave with 
sinusoidal time variation. The FDTD time step was 
t = -  '*'of625 s, where f was the operating frequency. 
slot is not present. The magnitude differs most at 
the peaks, and there is a discrepancy in the phase 
around the bend. However, in the region of the slot 
the agreement is good. The computed current in the 
FDTD C-TSF case does not go to zero in the slot 
because this current is computed using values of the 
magnetic field on both sides of the strip that are dis- 
placed one-half cell from the strip. Since the currents 
on the bent strip agree well, the fields in the vicinity 
of the slot, as well as away from the strip will agree 
well also. Results of the current magnitude and phase 
for a slot located one FDTD cell off the corner are 
shown in Figure 3. Again the comparison between 
the FDTD subcellular and MOM results is good. In 
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Figure 2: Comparisons of the magnitude and phase 
of the induced current on a 2D bent strip with a thin 
slot in the center of thc 1 X x 1 X arm for MOM and 
FDTD C-TSF. 
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Figure 3: Comparisons of the magnitude and phase 
of the induced current on a 2D bent strip with a thin 
slot, oii  tlic coIiicr of t,hc 1 X x 1 X ;ir111 for MOM i i t d  
FDTD C-TSF. 
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Figure 4: FDTD C-TSF and MOM comparisons of 
the magnitude of the induced current on a $ x $ 2D 
bent strip with (a) no slot and (b) a thin slot on the 
corner. corner. 
Figure 5: FDTD C-TSF and MOM comparisons of 
the magnitude of the induced current on a $ x 2D 
bent strip with (a)no slot and (b) a thin slot on the 
4 Summary and Conclusions 
this case the slot is located near a current minima, 
and has a small impact on the current distribution 
on the bent strip. 
Other bent-strip geometries were also considered. 
In general it is not practical in FDTD modeling to 
discretize at 6 = &. This level of detail throughout 
the computational domain consumes excessive mem- 
ory. In the next case, mesh dimensions of 6 = & were 
employed. In addition, the slot width was changed to 
ws = 0.0002 X = 0.004 6. The magnitude of the cur- 
rent on a 4 x $ bent strip is shown in Figure 4. Again 
the results agree well both without and with the thin 
slot. Larger slot dimensions were also studied with 
f = 0.04 and 4 = 0.4. The MOM and FDTD 
C-TSF results for f = 0.04 agreed well, however, 
when the slot width was on the order of the mesh 
dimension for = 0.4, the agreement was poor. 
The final case that was considered was for a 4 x 
bent strip. In this case the current on the strip with- 
out the slot is a maximum near the corner. Intro- 
ducing the slot and forcing the current to go to zero 
on the front face of the bent strip significantly alters 
the current distribution. To allow at least ten FDTD 
cells to be employed for modeling the $ bent strip, a 
mesh dimension of S = was used. The slot width 
was changed as well so that p = 0.004, as in the 
previous case. The FDTD C-TSF and MOM results 
without and with a slot are shown in Figure 5. The 
results still agree well even when the thin slot is in- 
troduced near a current maximum on the strip. As 
in previous cases, when the slot width is on the order 
of the mesh dimensions = 0.4, the agreement is 
poor. 
A capacitive thin-slot iformalism proposed by Gilbert 
and Holland for subcelhlar FDTD modeling has been 
implemented arid compared with a mixed-potential 
integral equation formulation for modeling thin slots 
near corners. The case of a two dimensional bent 
strip was considered for several strip configurations. 
Available computational resources limited the com- 
parisons to two dimensions. In general, the agree- 
ment was good for slot widths small relative to the 
mesh dimensions P 2; 0.1, however, for larger slot 
widths, the agreement deteriorates. In these cases, 
there is littie advantage to a subcellular algorithm. 
Further, modeling a slot with a single FDTD cell will 
not adequately represent the field behavior in this re- 
gion. In the case when a slot is on the order of a mesh 
dimension, a multi-grid or other suitable approach is 
necessary to adequately model the field behavior in 
the region of the slot. 
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