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Accurate Localization Given Uncertain Sensors
Jeffrey A. Kramer
ABSTRACT
The necessity of accurate localization in mobile robotics is obvious - if a robot does not know
where it is, it cannot navigate accurately to reach goal locations. Robots learn about their environment via
sensors. Small robots require small, efficient, and, if they are to be deployed in large numbers, inexpensive
sensors. The sensors used by robots to perceive the world are inherently inaccurate, providing noisy,
erroneous data or even no data at all. Combined with estimation error due to imperfect modeling of the
robot, there are many obstacles to successfully localizing in the world. Sensor fusion is used to overcome
these difficulties - combining the available sensor data in order to derive a more accurate pose estimation for
the robot.
In this thesis, we dissect and analyze a wide variety of sensor fusion algorithms, with the goal of
using a set of inexpensive sensors in a suite to provide real-time localization for a robot given unknown
sensor errors and malfunctions. The sensor fusion algorithms will fuse GPS, INS, compass and control
inputs into a more accurate position. The filters discussed include a SPKF-PF (Sigma-Point Kalman Filter -
Particle Filter), a MHSPKF (Multi-hypothesis Sigma-Point Kalman Filter), a FSPKF (Fuzzy Sigma-Point
Kalman Filter), a DFSPKF (Double Fuzzy Sigma-Point Kalman Filter), an EKF (Extended Kalman Filter), a
MHEKF (Multi-hypothesis Extended Kalman Filter), a FEKF (Fuzzy Extended Kalman Filter), and a
standard SIS PF (Sequential Importance Sampling Particle Filter).
Our goal in this thesis is to provide a toolbox of algorithms for a researcher, presented in a concise
manner. I will also simultaneously provide a solution to a difficult sensor fusion problem - an algorithm that
is of low computational complexity (< O(n3)), real-time, accurate (equal in or more accurate than a DGPS
(differential GPS) given lower quality sensors), and robust - able to provide a useful localization solution
even when sensors are faulty or inaccurate. The goal is to find a locus between power requirements,
computational complexity and chip requirements and accuracy/robustness that provides the best of breed for
small robots with inaccurate sensors. While other fusion algorithms work well, the Sigma Point Kalman
filter solves this problem best, providing accurate localization and fast response, while the Fuzzy EKF is a
viii
close second in the shorter sample with less error, and the Sigma-Point Kalman Particle Filter does very well
in a longer example with more error. Fuzzy control is also discussed, especially the reason for its
applicability and its use in sensor fusion.
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Chapter 1
Introduction
Localization is the key to mobile robotics. Without the ability to successfully localize itself in an
environment, a robot is effectively stripped of its ability to do useful work. Sensors are the typical method of
performing localization. If these sensors were perfect - never failed nor returned erroneous values - the
localization problem would be solved. However, this is not the case. Sensors used today are fickle, prone to
errors and noisy data, as well as failures. Sensors are typically complex mechanical and electronic devices
that must collapse an infinite number of variables in the actual world into a single set of values for the robot
to consume. This task is made more difficult by outside interference, such as incident sunlight, magnetic
fields, and moving humans and vehicles. An individual sensor often times does not provide a whole or
accurate picture. Proprioceptive sensors register changes in the robot from the robot’s perspective, while
exteroceptive sensors require external stimuli for the robot (GPS satellites, roadside markers, etc.).
In order to develop a complete, and ideally error-free localization, one must rely on sensor fusion,
or the process of combining sensor data. The simplest method of sensor fusion would be akin to taking two
halves of a map and matching up the edges - just filling in for what’s missing from the other sensor or
sensors. However, the simple method fails when one realizes that maps could be misaligned, misprinted or
just wrong. A way is needed to judge the potential accuracy of the estimated localization, the accuracy of
the sensors, and come to a best-case belief of where the robot currently is, all in real time. In order to
achieve this goal, one turns to mathematical filters, or recursive methods to calculate belief. Mathematical
filters provide the best recourse to solving this problem as they, in general, recursively solve the
least-squares problem of Gauss - actively moving towards a more accurate solution as the amount of
resources spent on the problem increase. This self-correcting and hill-climbing behavior is extremely useful
in solving the localization problem. Your current best case is your most current one, given your most recent
sensor measurements.
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1.1 Problem Statement
There is a recent flurry of discussion about mobile microrobots and their use in both military and
civilian tasks. This presents a very challenging set of problem requirements. These robots are extremely
small, typically weighing under five pounds and fit in the palm of your hand. They have extremely limited
payload capacity, power, and computational resources available. Many of these robots will need the ability
to localize themselves, necessitating sensors and algorithms fit for their particular requirements.
There are no comparison studies relating the different possibilities for localization that compares
their abilities and offers concrete recommendations for future researchers/robot designs. A feeling of
“ready-fire-aim” pervades the discipline - a researcher develops a new algorithm, tests it against a few of the
front runners and declares victory, without ever discussing what types of applications their algorithm is
appropriate for or potential problems that may arise. Our goal in this thesis is to provide an algorithm that is
of low computational complexity (< O(n3)), real-time, accurate (equal in or more accurate than a
differential GPS (DGPS) given lower quality sensors), and robust - able to provide a useful localization
solution even when sensors are faulty or inaccurate. The goal is to find a locus between power requirements,
computational complexity and chip requirements and accuracy/robustness that provides the best of breed for
small robots with inaccurate sensors.
1.2 Proposed Solution
Our proposed task in this thesis is to find a filter algorithm that focuses on computational
complexity and implementation requirements, while still extracting high levels of accuracy and fault
tolerance from very noisy/inaccurate sensors. Given the current state of the art, this thesis will explore an
SPKF Particle Filter, a Fuzzy SPKF, and a Double-Fuzzy SPKF (one with two independent fuzzy controls
for the covariances). All of these systems will use the Sigma-Point Kalman Filter (SPKF), as it can fit
non-linear curves better and does not require a Jacobean to be solved. Fuzzy logic is used for two of them as
it is fast and accurate, within opted uncertainty, and is an universal estimator. These are also all adaptable
methods as one may fit the data and system structure better than another. These will be compared to a
standard SIS Particle Filter, EKF, Fuzzy EKF, SPKF, MHSPKF, MHEKF, MHFEKF, and MHFSPKF.
2
1.3 Summary of Results
The SPKF outperformed all of the other sensors - the SPKF was the clear winner in all the datasets.
The Fuzzy EKF performed at a close second in the smaller Standard and Bridge datasets, excepting speed,
while the SPKF PF and MHFEKF performed exceptionally well in the far longer 20 Point dataset. The
SPKF provided a superior choice in the locus appropriate for small robots with inaccurate sensors.
Table 1. Standard Dataset Results
Filter Type Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
GPS 100000 1.448 1.432 1.254 1.242
EKF 286.2 1.303 1.291 1.066 1.059
FEKF 160024.6 1.386 1.414 0.765 0.759
SPKF 14681.6 0.816 0.802 0.671 0.662
FSPKF 137346.3 0.637 0.624 0.943 0.928
DFSPKF 211777 0.667 0.651 1.077 1.068
SIS PF 201572.3 2.373 2.281 3.389 3.163
SPKF PF 217061.7 2.431 2.343 3.400 3.201
MHEKF 1764 1.303 1.291 1.066 1.059
MHFEKF 803680.8 1.410 1.396 0.764 0.753
MHSPKF 72739 0.977 0.964 0.803 0.797
MHFSPKF 670522.5 1.277 1.263 1.086 1.079
Table 2. Bridge Dataset Results
Filter Type Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
GPS 100000 2.703 2.784 1.839 1.901
EKF 289.8 2.360 2.443 1.564 1.617
FEKF 159957.2 1.973 2.052 1.111 1.150
SPKF 14534.6 1.519 1.596 0.986 1.024
FSPKF 137321.5 1.749 1.796 1.511 1.566
DFSPKF 211519.5 1.747 1.809 1.579 1.634
SIS PF 207094.8 1.885 2.035 2.600 2.755
SPKF PF 204329.8 1.924 1.859 2.651 2.574
MHEKF 1764 2.360 2.443 1.564 1.617
MHFEKF 802855.8 1.987 2.048 1.114 1.147
MHSPKF 73889 1.802 1.899 1.180 1.223
MHFSPKF 669869.2 2.386 2.470 1.598 1.653
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Table 3. 20 Point Dataset Results
Filter Type Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
GPS 3801860 7.189 6.758 2.667 2.655
EKF 10445.4 6.236 5.837 2.264 2.246
FEKF 4728402 7.200 6.771 2.668 2.656
SPKF 518997.5 4.070 3.780 1.435 1.418
FSPKF 5218453 6.375 5.970 2.320 2.303
DFSPKF 8017771 6.280 5.878 2.288 2.270
SIS PF 7752004 7.848 5.026 7.229 3.550
SPKF PF 8022980 3.424 3.409 3.117 3.136
MHEKF 60501 6.236 5.837 2.264 2.246
MHFEKF 29825326 1.987 2.048 1.114 1.147
MHSPKF 2641112 4.070 3.780 1.485 1.438
1.4 Contributions
In this thesis we describe the current state of the art in robot localization with a focus on comparing
different techniques, describing assumptions inherent in each, as well as the tradeoffs and benefits. It
describes all of the algorithms necessary in order to test or develop new sensor fusion suites. It also provides
the most appropriate choice of sensor fusion for a small sensor suite, given the requirements listed above.
Finally, the software used to compare all of the possible options is made available for future researchers.
1.5 Thesis Outline
The remainder of this thesis is organized as follows: Chapter 2 is a review of the pre-existing
literature and research, discussing all aspects of mathematical filters and sensor fusion and how they relate
to robot localization, as well as discussing SLAM (Simultaneous Localization and Mapping); Chapter 3
discusses the problem at hand in more detail with a focus on small sensors as well as the assumptions,
tradeoffs, and benefits associated with each type of sensor fusion; Chapter 4 discusses the proposed solution,
giving an in-depth discussion of the algorithms for each sensor fusion method, as well as fuzzy control;
Chapter 5 discusses the results from the tests and compares the performance of all the different sensor types;
finally, Chapter 6 draws conclusions about the appropriateness of the final sensor fusion method, gives a
final overview of the possible choices for a future researcher, and discusses possible future research avenues.
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Chapter 2
Literature Review
The study of how to extract useful information from possibly erroneous data has been underway for
a long time; the least squares method of Gauss, first described in 1795, is the method that all of the filters of
this type derive their lineage (Sorenson 1970). The Bayes filter is the most general recursive method of
calculating belief, or the the probability that a possible hypothesis is the true state. The Bayes filter, along
with all filters derived from it, rely on theMarkov assumption - the state contains a complete summary of all
past data or history (Thrun, Burgard, and Fox 2005). The Bayes filter is the optimal filter, but it is impossible
to implement in a computer system, therefore, one must expand their examination to look at filters that can
be iteratively executed in computers. The examination of the topic will start with the Kalman Filter (KF)
(Kalman 1960) and its variants. Next are adaptable filters - filters that possess inherent adaptability, like
particle filters (PF) and multi-hypothesis Extended Kalman Filters (MHEKF), as well as those that possess
driven adaptability, like Innovation-Based Adaptive Estimation (IAE) and driven Particle Filters. This
mirrors the gradual development of these filters as they relate to robot localization from Kalman filter
methods to adaptive methods. Each section will discuss the computational complexity, key assumptions that
have to be made and the accuracy of the filter, as well as the more general strengths and weaknesses of the
approach. Examples of robotic systems that utilize each method will be analyzed. Fuzzy techniques will also
be discussed - how fuzzy logic and fuzzy controllers have made an impact on the adaptive methods, as well
as how SLAM or simultaneous localization and mapping, which dominated the discussion of late, uses these
filters. The SLAM problem is a larger problem than just localization itself, but they are very closely related.
2.1 Non-Adaptive Filters
2.1.1 Kalman Filters and Derivatives
Why the Kalman Filter? It is the first choice for any linear system with Gaussian noise, as it is a
perfect estimator under these conditions. It is also able to be executed iteratively and in a computer, without
extensively modifying the filter or using special hardware. The KF is the moments parameterization of the
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Bayes filter - using the mean and covariance of the Gaussian in order to reduce the equation into a
computable form. It is for these reasons that the Kalman Filter (and filters like it) have dominated for the last
40 years.
2.1.1.1 Extended Kalman Filters
The Kalman Filter has some problems - it requires that its input be linear and its noise be Gaussian.
The real world is rarely like this as most systems are non-linear. The Extended Kalman Filter (EKF) was
developed almost immediately to relax one of those assumptions: it linearizes the inputs to the filter,
allowing for non-linear systems to be modeled. At its highest level, the EKF, like the KF, consists of Time
Update step and a Measurement Update, or alternately “Predict” and “Correct” segments. It has a
computational complexity of O(k3) in general, where k is the dimension of the measurement vector zt. This
can be brought down as low as O(k2.4) with new matrix inversion algorithms (Thrun, Burgard, and Fox
2005).
2.1.1.2 Extended Information Filters
The Extended Information Filter (EIF) is the dual of the EKF - there exists a bipartite matching
between the moments parameterization used by the EKF and the canonical parameterization (using an
information matrix and an information vector), and, therefore, between both the KF and IF as well as the
EKF and the EIF. Issues/situations that are difficult to represent in one filter type are generally simple to
represent in the other - an example of this is representing global uncertainty. In the EKF, this amounts to a
covariance of infinite value, while in the EIF, this is represented by setting the information matrix to zero.
However, the EIF requires multiple matrix inversions in both the prediction and update step which generally
requires more computational resources than a comparable EKF (Thrun, Burgard, and Fox 2005). The EIF is
a constantm more computationally expensive than a standard EKF -m = 3 in most implementations. Some
of these problems can be worked around, but the EIF still remains much less popular than the EKF.
2.1.1.3 Unscented Kalman Filters
The UKF or Unscented Kalman Filter is a relatively new development that changes the
linearization method from a first-order Taylor Series expansion to that of a second-order Taylor Series
expansion (the unscented transform or UT) (Julier and Uhlmann 1997; Julier and Uhlmann 2002; Julier and
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Uhlmann 2004). The UT can easily be extended to higher order expansions as well. The general case of
expanded Taylor Series expansions is described by Nøgaard, Poulson, and Ravn (Nøgaard, Poulsen, and
Ravn 2000). The UKF is a type of the more general sigma-point Kalman filter (SPKF) class. It selects sigma
points that represent the probability distribution (and share its mean and covariance). The SPKF represents
the linear state as well as the EKF and is much more accurate than the EKF in the non-linear state. It also
requires no derivative calculations (or is derivative-free), a crucial requirement for low-powered computer
systems. It is also a constant factor more computationally complex than the EKF in many implementations.
2.1.2 Kalman Filters for Robot Localization
Kalman filters have a rich history of being used for localization and sensor fusion. Borenstein et al.
provides a good overview of early research done in indoor robot localization using Kalman filters
(Borenstein, Everett, and Feng 1996). Much of this research involves aggregating multiple sensor into a
fused whole: multiple ultrasonic sensors (Crowley 1989), odometry and range finders (Cox 1991), odometry
and cameras (Marinakis et al. 2007), odometry and inertial navigation systems (INS) (Ashokaraj et al.
2004), and laser range finder with cameras (Arras et al. 2001). These are then integrated with an a priori
map. The results reported by Arras et al. were particularly impressive, with over 145,000 localization cycles
in a cluttered, dynamic environment and zero lost situations. Overall, these all found EKF to be an effective
method of sensor fusion as it relates to indoor robot localization. Outdoor localization algorithms rely on
both sensor fusion and/or map matching using EKF. Barshan and Durrant-Whyte perform localization using
EKF from multiple INS (Barshan and Durrant-Whyte 1995) and Sukkarieh, Nebot and Durrant-Whyte
describe a navigation/localization method using GPS, INS and EKF sensor fusion (Sukkarieh, Nebot, and
Durrant-Whyte 1999). Both of these methods rely on combining the various sensors via EKF with a large
amount of hand tuning. The GPS-IMU fusion paper addresses multipath errors - the error caused by bad
satellite fixes due to occluded sky - as they relate to robot localization, solving the problem with a
chi-squared distribution test applied over the innovations to determine if the newest GPS fix should be
included in the filter. A stochastic-cloning Kalman filter was recently developed by Mourikis, Roumeliotis
and Burdick, enhancing a basic EKF with additional information extracted by correlating the proprioceptive
sensors with the exteroceptive ones, as well as separating the proprioceptive updates from the exteroceptive
ones (Mourikis, Roumeliotis, and Burdick 2007). This approach yielded improvements of over 500 times
versus odometry alone. An EKF fusing the wheel encoders, INS, and a sun sensor was developed for the
Mars Rover by Roumeliotis and Bekey which improved the accuracy of the localization by more than 3.5
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times (Roumeliotis and Bekey 1997). Cappelle et al. fuse INS, GPS, and 3D-GIS (outdoor map)
information in an inner city environment where GPS reception can be spotty at best. They maintain a
localization accuracy of within 3 meters even with long term GPS outages where INS alone would be almost
immediately lost (Cappelle et al. 2007).
2.1.2.1 SLAM and Kalman Filter Localization
Recently, a large amount of research has been focused on the SLAM, or Simultaneous Localization
and Mapping, problem. SLAM is a more difficult problem than just localization - the robot has no map of
the environment nor does it have a fix on its pose. It only knows the controls that it provides, or u1:t, and the
measurements it receives, or z1:t. There is no way to reference this information, except by making it self
referential. However, in some cases, the total difficulty of the problem is reduced by using affections in the
environment - known landmarks and globally localized sensors. The problem of outdoor SLAM is in some
cases, simpler than that of indoor SLAM - the world-frame, exteroceptive sensors of GPS and compass
provide at least some information in order to determine the robot’s pose. Some of the advancements in
SLAM can be directly applied to localization algorithms, and any improvement in localization will improve
SLAM as well, as they are closely related. Smith, Self, and Cheeseman’s seminal paper laid out the
groundwork for the modern SLAM problem using EKF (Smith, Self, and Cheeseman 1990). Multi-rate
sensor fusion for both UKF and EKF is explored by Armesto and Tornero (Armesto and Tornero 2004),
while Rodriguez-Losada et al. examine the failings of EKF-SLAM to build large indoor maps
(Rodriguez-Losada et al. 2007).
2.1.2.2 SPKF for Robot Localization
Rudolph van der Merwe’s Ph.D. thesis, Sigma-Point Kalman Filters for Probabilistic Inference in
Dynamic State-Space Models, is a thorough explanation of SPKF and their accuracy, derivation, and
computational complexity. He demonstrates a SPKF fusion of a GPS, magnetic compass, INS, and
altimeter. It achieved up to 65% better results than a traditional EKF.(van der Merwe 2004). A paper by
Ashokaraj et al. presents a simulation of a robot equipped with ultrasonic sensors, wheel encoders and an
INS (inertial sensor). This simulation uses Interval Analysis (IA) as a method of providing a global update
to the sensor system and shows that it fits the ground truth better with IA than without (Ashokaraj et al.
2004). A paper by Zhang et al. gives results from using a UKF to fuse GPS, INS, and a digital compass.
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However, they cannot compare the results to the ground truth, and have no hard data to back up their
claim.(Zhang et al. 2005). Tornero and Vincze show that UKF is not the best choice for all applications -
their paper discusses the fusion of camera data with an INS. Both UKF and EKF provide similar results, but
the UKF has a computational cost seven times higher than the EKF (Tornero and Vincze 2007).
2.2 Adaptive Filters
There are two major problems with the family of Kalman Filters: they require hand tuning - a
possibly painful iterative process - and they cannot adapt to a change in the system plant (sensor problems)
nor a sudden increase in noise or “untrustworthiness” from a sensor. Several different methods of adaptive
filtering have been developed to overcome these problems. The idea of adaptation - the growth and
alteration of the filter’s structure or representation of states - is an important step in the development of robot
localization. Adaptation can be broken down into two major categories - inherent adaptation and driven
adaptation. Inherent adaptation is adaptation that is internal to the filter design - commonly the “fittest”
survive via some kind of evolutionary process. Driven adaptation is an external observer changing the filter
internals online - altering the properties of the filter itself via a control loop.
2.2.1 Inherent Adaptation - Particle Filters
An alternative to the KF and its derivatives are sequential Monte Carlo methods, of which the
Particle Filter (PF) is the most studied and popular. The Monte Carlo method was first described by
Metropolis and Ulam in 1949 (Metropolis and Ulam 1949), while the Condensation algorithm by Isard and
Blake (Isard and Blake 1998) engendered the recent spate of particle filter papers in localization and SLAM.
Particle filters have the following characteristics: they are approximate, non-parametric, and can model
nonlinear transformations of random variables (Thrun, Burgard, and Fox 2005). While their approximate
nature can cause problems when dealing with a very narrow class of problems, PF’s ability to model
nonlinear transformations of random variables and being non-parametric more than make up for it in a very
broad class of problems. The particle filter represents the posterior belief by a set of random state samples
drawn from it. These random samples are called particles and each is a possible hypothesis of the world
state at time t. The more samples that fill a subregion, the more likely that this subregion is the true state. In
the PF equivalent of the “Predict” step, each particle is updated into a hypothetical state from its current
state and the control value ut. These samples are then weighted based on the measured state before having a
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new set of particles drawn from the previous set with a weighted probability. This is the equivalent of the
“Measurement” step in the KF family. The Sequential Importance Sampling algorithm (SIS) (Doucet,
Gordon, and Andrieu 2000) is the sequential MC technique that has formed the basis for much of the
particle filter research over the past decade - being repurposed or reinvented in many different guises -
Condensation (Isard and Blake 1998), bootstrap filtering (Gordon, Salmond, and Ewing 1995), particle
filtering or survival of the fittest sampling (Kanazawa, Koller, and Russell 1995). Van der Merwe et al.
propose an Unscented Particle filter, using an UKF as the proposal distribution. This provides a 6 times
decrease in filter error versus a standard particle filter in simulation (van der Merwe et al. 2000).
2.2.1.1 Particle Filters and Robot Localization
Particle filter localization was first introduced by Simmons and Koenig via Grid-based Monte
Carlo Localization (MCL). For a long time, this was considered the state of the art for localization of mobile
robots. Fox et al. has a good overview of this era of localization via particle filters (Fox et al. 1999). A
global localization method based on this system called Dynamic Markov Localization was developed by
Burgard et al. in 1998 (Burgard et al. 1998). Grid-based MCL finally fell by the wayside, spurred by the
development of the condensation algorithm, and Fox et al. developed the first true particle filters for robot
localization (Fox et al. 1999). Doucet et al. and Doucet, Gordon and Andrieu discuss a Rao-Blackwellised
Particle Filter or RBPF (Doucet et al. 2000; Doucet, Gordon, and Andrieu 2000). This filter uses EKF or
UKF to cull outlying particles (Grisetti, Stachniss, and Burgard 2007). Performing MCL with with cameras
has been explored by Lenser and Veloso (who also examined the “sensor resetting” technique) (Lenser and
Veloso 2000), Schulz and Fox (Schulz and Fox 2004), and Wolf et al. (Wolf, Burgard, and Burkhardt 2005).
MCL and MHEKF (Multi Hypothesis EKF, which will be discussed in the next section) are examined by
Gutmann and Fox (Gutmann and Fox 2002). They found that MCL and MHEKF perform comparably well,
with MCL more computationally complex than MHEKF, but the more adaptive MCL handles noise better.
When using particle filters to perform robot localization, there are a few problems - solving the
kidnapped robot problem, perfect sensors cause the system to fail, and choosing the number of particles to
use is often difficult. Solving the kidnapped robot problem is an important goal for any robot localization
scheme. While many robots may not be truly kidnapped, or moved from one location to another
instantaneously with no sensor update, solving this problem proves that if a robot had a selection of sensor
failures that were then recovered from, the robot could resume localizing. The way to solve this problem
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with MCL is to inject random particles into the system based on localization performance. In short, if the
average measurement probability is different from the probability of sensor measurements given your
current measured state and the inputs, then more particles should be added. Luckily, the average
measurement probability is easily approximated as 1M
∑
Mm = 1w[m]t ≈ p(zt | z1:t−1, u1:t,m). This
needs to be averaged over several timesteps in order to eliminate outliers. A method called Augmented MCL
adapts both the short term and long term average of p(zt | z1:t−1, u1:t,m) with an exponential decay
factor (Gutmann and Fox 2002). This solves the kidnapped robot problem as when the average measurement
probability is different from the probability of sensor measurements the robot is not where it thinks it is. The
algorithm then injects a large number of new random particles that quickly converge to the new state.
Strangely, perfect sensors cause MCL to fail, even sensors that cannot localize a robot directly. This is due
to sampling bias - the perfect sensor reduces the number of states you can sample from until you cannot
sample into the true state given the inputs. The easy solution to this is to just add random noise to all of the
sensors in the system. Consider this a type of process noise for the actual particle filter. However, this
method is clunky and requires tuning in order to determine the best amount of noise per sensor. A better
method is to switch what is driving the particles for a subset of all of the particles - move these particle’s
proposal distribution according to the measurements received x[m]t ∼ p(zt | xt) and calculate the
importance density (or weights) from the motion model w[m]t =
∫
[(x[m]t | ut, xt−1dxt−1. This new method
is incredibly inefficient by itself, but by including it as a small subset (about 5%) of the total particles, it
prevents sensor bias from crashing the number of particles in the MCL. This method is known asMCL with
mixture proposal distribution or Mixture MCL (Thrun, Fox, and Burgard 2000).
Particle filters with fixed numbers of particles are inefficient. If they have too few particles, the
filter cannot recover from erroneous data or being kidnapped. They need enough particles spread over the
entire state space to be able to recover from this kind of error. However, this particle spread reduces the
accuracy of the filter and increases the computational complexity. There are two methods that are used to
vary the number of particles in the system. By varying the particle numbers, the computational complexity
and the error of the representation can be varied as well. The first method is Likelyhood-based Adaptation
(Fox et al. 1999). Likelyhood-based adaptation (LBA) is very intuitive and functions as such: if the values
returned by the sensors match well with the target distribution (or the sample weights are large), then shrink
the number of particles, as the particle filter obviously represents the true posterior well. If the target
distribution and the sensor data do not match well (or the sample weights are small), then increase the
number of particles, randomly distributed about the state space, as the PF is not representing the posterior
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well. This method is superior to fixed sample size filters, but it has two problems. First, it is confused by
evenly distributed clusters, like six particle clusters settled around a single point. They all have similar
weights given the importance density, but are definitely not well representative of the posterior. Second,
sensor failures wreck havoc with this system, as the sensors continually report the same value (or no value).
While this should push the number of particles higher at all times, it is not guaranteed to follow apace. A
better method given these drawbacks is known as KLD Sampling (Kullback-Leibler Distance Sampling)
(Fox 2003). The trick to this method is to bound the error between the PF and the true posterior with a
certain probability. More formally, this can be stated as follows - For each iteration, what is the number of
samples S, so that with probability 1− δ the error between the PF representation and the true posterior is
less than ε. In order to prove this for a general case, assume that the true posterior is a discrete, piecewise
constant distribution. One must demonstrate that the distance between the Maximum Likelyhood Estimate
(MLE) of the samples and the true distribution doesn’t exceed ε. The proof is in a paper by Fox (Fox 2003).
In a particle filter with KLD-Sampling, k can be estimated during sampling by counting the number of bins
with support. If bins are empty, more particles are added. These bins divide up sensor/map space near the
robot frame. In the end, it measures the error between the true posterior and the sample representation (PF)
and uses that to alter the number of particles.
2.2.1.2 Particle Filters and SLAM
Particle filters have proven to be the most robust method for solving the SLAM problem. The
current best of breed include FastSLAM 2.0 (Montemerlo et al. 2003), which is an important update to
FastSLAM as it provably converges and solves some issues with the original (Montemerlo 2003),
Marginal-SLAM (Martinez-Cantin, de Freitas, and Castellanos 2007), a UPF-UKF (unscented PF,
unscented KF) approach (Wang and Zhang 2007), and an optimal control based solution (Liu et al. 2007)
Recently, the SLAM problem has been extended to the Simultaneous Localization, Mapping and Moving
Object Tracking (SLAMMOT). This involves performing the SLAM problem while simultaneously running
a PF to track moving objects, and requires separating moving and non-moving objects in the world (Wang
et al. 2007). A paper by Wang and Zhang demonstrates a UPF-UKF filter for SLAM and it outperforms
FastSLAM 2.0 in a simulation of their design. It appears to provide better results in highly non-linear
environments with lots of non-linear noise (Wang and Zhang 2007).
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2.2.2 Inherent Adaptation - Multiple Hypothesis EKF
A type of Kalman filtering also involves inherent adaptation - MHEKF orMultiple Hypothesis
Extended Kalman Filter (Thrun, Burgard, and Fox 2005). This is also known as Multiple Model Adaptive
Estimation (Mohamed and Schwarz 1999). A bank of different Kalman filters (different Qk and Rk) are
used with the same data. These are monitored to see which has the lowest innovation over time and
weighted accordingly. This weighted value is then used as the final output. This method results in a far
superior value compared to a standard EKF, especially with unknown or poorly fit noise values. However,
the trade off is in computational complexity and storage requirements - it not only requires a way to choose
how to weight the filters, but it also requires multiple filters - each one adding to the requirements. In many
ways, the MHEKF is analogue to a particle filter, just with more intelligent “particles” and no culling
(Reuter 2000; Roumeliotis and Bekey 2000; Jensfelt and Kristensen 2001; Cox and Leonard 1994).
Pushing the idea of intelligent particles to the extreme is the particle swarm. Each particle in this
method contains its own logic or control and seeks to reason about the world - interacting with other
particles and the control inputs as well. This method has seen success in the field of global optimization and
search, with wide ranging applications (Kennedy and Eberhart 1995; Zhang, Yu, and Hu 2003; Maslov and
Gertner 2006).
2.2.2.1 Multiple Hypothesis EKF and Robot Localization
Roumeliotis and Bekey propose a system that unifies Bayesian estimation and Kalman filtering - it
utilizes a set of Kalman filters to track the proprioceptive sensors - encoders, visual odometry and INS and
fuses them with Bayesian estimation from map-based feature extraction via exteroceptive sensors. While it
supposedly performs tests of this algorithm using a real robot, there is no information about their robot nor
do they show any pictures of their experimental setup (Roumeliotis and Bekey 2000). Reuter proposes a
“pure” EKF solution, using multiple EKFs and proposed hypothesis that are then weighted based on their
measurement distance. He shows his results in both simulation and experiments - within 20 steps it
converges to unambiguous choice (Reuter 2000). Jensfelt and Kristensen also implement a MHEKF and
have less success overall than Reuter - requiring many more time steps and even failing to converge several
times. However, they do provide a useful comparison between MHEKF (or MHL) versus Particle Filter
(MCL) (Jensfelt and Kristensen 2001):
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MHL provides a more intuitive representation with a small number of pose hypotheses. It is
not as easy to employ active exploration strategies for MCL as it is for MHL. MCL has the
advantage of being able to incorporate all kinds of data, whereas MHL requires that a Gaussian
approximation is possible. MHL is better at taking advantage of strong features. In the initial
phase MCL must explicitly model the global uncertainty by distributing samples throughout the
environment thereby spending massive amount of computations, whereas the zero-hypothesis of
MHL takes care of this effortlessly.
2.2.3 Driven Adaptation - Innovation-Based Adaptive Estimation
The other type of adaptation is driven adaptation, or adaptation of the filter internals driven by an
external observer. As early as 1969 there were multiple proposals for controlling the divergence in Kalman
Filters by choosing the system and measurement noise covariance matricies Qk and Rk appropriately. This
is known as Innovation-Based Adaptive Estimation or IAE (Mohamed and Schwarz 1999). These methods
focus on reducing the residuals or error between the measured state and the estimated one (Jazwinski 1969;
Mehra 1970).
2.2.3.1 Innovation-Based Adaptive Estimation and Sensor Fusion
Roberts et al. propose a neurofuzzy system for estimating Qk and Rk before the filter is set to run
(Roberts et al. 1994). Anderson suggests exponential data weighting to prevent old data from dominating
the KF - newer data is given more precedence than old data. This corresponds to an assumption of increased
input noise (Anderson 1973). Mehra proposes Innovation-Based Adaptive Estimation - altering the filter as
the innovations sequence, or filter measurement residuals, change. A “sliding estimation window” takes the
results from the filter and alters Qk and Rk appropriately (Mehra 1970; Maybeck 1979). Mohamed and
Schwarz propose a ML or Maximum Likelyhood estimator in order to adapt given the innovation sequence.
This is good for their particular application, but the restrictive nature of the requirements make it
inapplicable for mobile robot localization, especially with bad sensors or erroneous data (Mohamed and
Schwarz 1999).
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2.2.3.2 Innovation-Based Adaptive Estimation and Robot Localization
Abdelnour proposes a fuzzy logic supervisor (FLS) to monitor the innovations sequence. The FLS
detects if the innovations are no longer purely random or outside of the acceptable “pocket” and performs
corrective action, altering Qk and Rk to reduce the divergence (Abdelnour et al. 1993). This kind of online
filtering is further developed by a succession of researchers - Kobayashi et al. (Kobayashi et al. 1998),
Sasiadek and Wang (Sasiadek and Wang 1999), Hsu (Hsu 2000), Lin et al. (Lin et al. 2003), Pratt and
Kramer (Pratt and Kramer 2007) and Lin and Tsai (Lin and Tsai 2007). Hsu, Lin, and Lin and Tsai all use
the Extended Information Filter (EIF), which is the dual of the EKF - reporting similar results (a marked
improvement over standard EIF) for indoor localization. Sasiadek and Wang demonstrate a simulated Fuzzy
EKF (FEKF) system using INS and GPS sensors. Kobayashi et al. demonstrates a FEKF system using a
differential GPS (DGPS), a yaw-rate gyroscope and a speed sensor, but do not provide quantitative results.
Pratt and Kramer provide a FEKF system and demonstrate using real data an improvement in accuracy of up
to 5.57 times over the standard EKF with about a two times increase in run time, which is the best measure
of computational complexity given the unknown implementation of the fuzzy logic engine (Pratt and
Kramer 2007). Pratt and Kramer used the initial values ofQ andR, the error covariance matrix, and the
mean of the residual (difference between the prediction xˆ−k and the measurement zk for a given timestep) to
generate a weighting constant α to modifyQ andR. This adaptability allows it to escape the “kidnapped
robot” situation - the large increase in the innovation forces the system to be more open to incoming
measurements very quickly, and once it has stabilized, allows it to return to smaller covariances. Reina et al.
use a fuzzy logic system to provide some intelligence to a “fading memory” method of minimizing
divergence (Reina et al. 2007). Their “sensor shaping” FEKF filters a DGPS and achieves a 75%
improvement over a standard EKF. This method owes quite a bit to Anderson’s exponential data weighting.
Shen et al. demonstrate a Double Fuzzy Kalman Filter (DFKF), where Qk and Rk each have separate fuzzy
controllers. They show an improvement in accuracy of over 3 times versus a standard EKF with real data
from a tractor (Shen, Zhu, and Mao 2007).
2.2.3.3 Driven Particle Filter
Even particle filter systems can have driven adaptation. Kwok, Fox and Meila˘ propose a driven
Adapative Real Time Particle Filter (RTPF) that changes the number of particles and calculations based on
the computational resources available and the accuracy of the filter (Kwok, Fox, and Meila˘ 2004). This lets
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them achieve a 77% increase in accuracy over a standard particle filter at extremely low processing power.
Fuzzy adaptive particle filters have been recently explored by Asadian, Moshiri, and Sedigh (Asadian,
Moshiri, and Sedigh 2005) and Kim et al. (Kim et al. 2007). Asadian, Moshiri, and Sedigh use a fuzzy
controller to alter Nk or the number of particles on the fly via monitoring the residuals. If the residuals of
the filter are outside of the envelope, the controller either adds or subtracts particles. This is much like a
fuzzy IAE approach and was only tested in simulation (Asadian, Moshiri, and Sedigh 2005). Kim et al.
propose a similiar system, but use indoor beacons and velocity from an INS. They show a small increase in
accuracy, but do not discuss if there is any tradeoff involved (increased computational complexity) (Kim
et al. 2007). Duan, Cai and Yu propose an evolutionary adaptive particle filter, where the particles are
weighted via the residuals, and then are evolved randomly (much like in a genetic algorithm) to maintain
particle diversity. This results in an almost 4 time increase in accuracy of the filter in simulation versus a
standard particle filter. The evolutionary particle modification can provide almost double the accuracy in
some cases (Duan, Cai, and Yu 2007).
2.2.4 Fuzzy Adaptive Filters
Of these two methods of driven adaptability (fuzzy and traditional control), fuzzy methods have
been the subject of more recent and intense research. This is due to two main reasons - ease of
implementation and robustness. Fuzzy logic systems are easy to implement and are inherently human
readable. A standard system, like a PID controller, is difficult for humans to understand and the required
parts may be ill-defined. A fuzzy method loosens the requirements for total system classification. Fuzzy
systems are also more robust, especially in the case above - the ML estimator in (Mohamed and Schwarz
1999) is extremely fragile. Also, the standard system is much more sensitive to outlying data. A sensor
glitch can drive the innovation to a high value, forcing a large swing in Qk and Rk. These fuzzy control
methods are not limited to Kalman filters - fuzzifying particle filters and having fuzzy controllers of any part
of the particle filter are an important new avenue of research (Asadian, Moshiri, and Sedigh 2005).
2.3 Conclusions
Several major types of filters have been discussed so far: Kalman filters and variants, inherently
adaptive filters and driven adaptive filters. Each of these filters have trade offs and benefits in regards to their
use for robot localization. EKFs require Gaussian error, have an inaccurate lineralization process and are
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non-adaptive. However, they have low computational complexity, O(k2.4), are perfect estimators for linear
systems, and are easy to implement. EIFs have many of the same drawbacks as the EKF, and are a constant
factor more computationally expensive. They are also more difficult for humans to understand and
implement. SPKFs have a far more accurate linearization process, freeing them from the Gaussian
requirement, as well as being derivative free, an important requirement for small chip systems that may lack
a dedicated derivative solver. They are also a constant factor more computationally expensive than an EKF.
Inherent adaptive filters include particle filters and MHEKF. Particle filters are are approximate,
non-parametric, and can model nonlinear transformations of random variables. They are also easy to
implement in their base form. However, without the extra complexity of Mixture MCL and KLD Sampling,
they are prone to errors or even total malfunction. They can also be incredibly wasteful of computation
cycles - many particles may be necessary in order to get a good estimation. MHEKF can be better than PF in
some situations, but has been largely subsumed by PF research, mostly due to the influence of SLAM. In
smaller pose hypothesis situations, the MHEKF is superior, but as the number of hypotheses increase, the
MHEKF gains computational complexity faster than the PF - O(m ∗ k2.4), wherem is the number of
hypotheses. Driven adaptation, and especially fuzzy driven adaptation, is more expensive than a standard
EKF, but by a constant factor. The gains realized by a driven adaptive filter are impressive, up to more than 5
times as accurate when compared to a standard filter of its type.
Given the current state of the art, there are no comparison studies and very little introspection in
most papers in regards to why this particular filter is better than others and what niche it should be used in.
This deficiency is a serious issue impacting the development of future robot systems.
The integration of fuzzy logic controllers (and therefore, filters that have driven adaptation) is
rapidly growing and for good reason: fuzzy logic controllers encapsulate and simplify what might be an
impossibly difficult system characterization. They provide a method to reduce information in a controlled
way, giving fine control over the information to “throw away” and increasing the compatibility between
disparate sources of information.
Localization is one of the most important problems a robot needs to solve. Unless a robot knows
where it is, it cannot do any useful work. There has been a large amount of interest in small robotic systems
with limited power, computational resources and payloads. This will necessitate smaller, less accurate
sensors and lower powered processors. In order localize these robots, researchers will need to develop
powerful, robust, and yet lightweight algorithms.
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In the next chapter we compare different filtering techniques and algorithms, giving a quick
overview of the assumptions, drawbacks and benefits of each filter method.
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Chapter 3
Comparative Analysis of Localization Algorithms
3.1 Introduction
There are several key limitations inherent in providing accurate localization for a small robot -
limited space, limited processing power, and limited power. A small robot demands small sensors, both for
power and space limitations. As a sensor grows smaller, it generally grows more inaccurate - one of the
most accurate sensor systems, the Trimble DSM 232, has a footprint of 19.6 centimeters high, by 14.8
centimeters wide, by 21.6 centimeters deep. It is accurate within 10 centimeters. In comparison, the type of
GPS that may be used on a palm-sized robot is the u-blox UBX-G5010, with a footprint of only 8
millimeters by 0.9 millimeters by 8 millimeters. However, it only has an accuracy of about 2.5 meters. Also,
the limitation of processing power demands a sensor fusion method that has a low computational cost while
remaining both accurate and robust. It is in this locus of requirements that one must consider their choices
for sensor fusion from amongst the available filters.
As shown in the previous section, there are a huge number of Bayesian-family filters and variations
- each of these is a possible solution to the problem of accurate localization given uncertain sensors. How
does one choose between them? This chapter will discuss the tradeoffs and assumptions inherent in each
filter type, as well as the costs and benefits of possible extensions. The possibility of a “best filter” for a
specific situation will also be discussed; how can one be certain they have found the proper filter type?
While the idea of the “best filter” is an appealing one, researchers are better served by discussing the “most
appropriate” filter - one that fits the assumptions they make and has costs that are not too onerous. While
this particular problem involves choosing the most appropriate filter for a small robot, this thesis can serve
as a guideline to future researchers looking to choose an appropriate filter for their particular application, no
matter what it may be.
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3.2 Kalman Filters and Derivatives
Kalman filters of all types fit into the unadaptable filter family - those filters whose core design
does not alter over the course of the application. While unadaptable has a negative connotation, unadaptable
also means fast and small. The lack of a controller makes hand tuning important, but for certain applications,
this is by far the best choice. The basic Kalman filter is the most simple and the fastest of the filters
presented here, but it has severe drawbacks - all of the noise must be Gaussian and the inputs and outputs
must be linear, as shown in Table 4. However, under these limitations, it is a perfect estimator - a claim none
of the other filters can make. It is also able to be executed iteratively and in a computer, without extensively
modifying the filter or using special hardware. The KF is the moments parameterization of the Bayes filter -
using the mean and covariance of the Gaussian in order to reduce the equation into a computable form.
Table 4. Kalman Filter Analysis
Assumptions Drawbacks Benefits
The system is entirely linear. All inputs and outputs are linear. This is the fastest filter, on the
order of O(k2).
The error in the system must be
Gaussian.
The less Gaussian the error is,
the less likely the filter will con-
verge.
Given assumptions, KF is a per-
fect estimator.
3.2.1 EKF
If the real world was primarily linear, the KF would be the best choice in most situations. However,
the world is almost never linear, and the Extended Kalman Filter (EKF) was quickly developed to relax this
constraint. While the computational complexity increases to O(k3), due to the matrix inversion, this can be
reduced to O(k2.4) - close to the O(k2) complexity of the standard KF (Thrun, Burgard, and Fox 2005).
3.2.2 EIF
It is easier to represent certain concepts in the Extended Information Filter (EIF), such as global
uncertainty - in the EKF, this amounts to a covariance of infinite value, while in the EIF, this is represented
by setting the information matrix to zero. The EIF is the dual of the EKF - there exists a bipartite matching
between the moments parameterization used by the EKF and the canonical parameterization (using an
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Table 5. Extended Kalman Filter Analysis
Assumptions Drawbacks Benefits
The input is continuous. Must linearlize the input. Extremely fast filter.
The error is Gaussian. The less Gaussian the error is,
the less likely the filter will con-
verge.
With linear inputs, the EKF
matches the KF - it is a perfect
estimator.
Requires a matrix inversion and
derivatives.
The EKF is the baseline to which
all other filters are compared.
information matrix and an information vector), and therefore between both the KF and IF as well as the EKF
and the EIF. However, the EIF requires multiple matrix inversions in both the prediction and update step -
generally requiring more computational resources than a comparable EKF (Thrun, Burgard, and Fox 2005).
It is a constantm more computationally expensive than a standard EKF -m = 3 in most implementations.
Table 6. Extended Information Filter Analysis
Assumptions Drawbacks Benefits
The input is continuous. Hard to implement and use. Can easily solve some problems
that are extremely difficult for
EKF.
The error is Gaussian. Makes certain problems more
difficult.
Constant factor more computa-
tionally complex than standard
EKF.
Requires multiple matrix inver-
sions and derivatives.
As accurate as EKF.
3.2.3 SPKF
Sigma Point Kalman Filter (SPKF) are the newest type of Kalman-derived filters and have
eliminated many of the issues that plague other types of Kalman filters. It hinges on the selection of sigma
points or a set of points from a probability distribution that perfectly captures the covariance and mean of the
density equation. The SPKF represents linear states as well as the EKF, and the non-linear states much
better than the EKF. It does not require the noise to be Gaussian. It also requires no derivative calculations
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(or is derivative-free), a crucial requirement for low-powered computer systems. It is also a constant factor
more computationally complex than the EKF in many implementations - O(k3), where k is the dimension of
the measurement vector zt. With the application of the square-root formulation, this can be further reduced
to O(k2).
Table 7. Sigma Point Kalman Filter Analysis
Assumptions Drawbacks Benefits
Input is continuous. More difficult to understand and
implement.
Derivative free.
Requires a matrix inversion and
square root calculation.
Requires multiple square-root
calculations with standard de-
sign.
Models non-linear states much
better than EKF.
Can be close to O(k2) with the
square-root formulation.
3.3 Adaptable Filters
There are two major problems with the family of Kalman Filters: they require hand tuning - a
possibly painful iterative process - and they cannot adapt to a change in the system plant (sensor problems)
nor a sudden increase in noise or “untrustworthiness” from a sensor. Several different methods of adaptive
filtering have been developed to overcome these problems. The idea of adaptation - the growth and
alteration of the filter’s structure or representation of states - is an important step in the development of robot
localization.
Adaptation can be broken down into two major categories - inherent adaptation and driven
adaptation. Inherent adaptation is adaptation that is internal to the filter design - commonly the “fittest”
survive via some kind of evolutionary process. Driven adaptation is an external observer changing the filter
internals online - altering the properties of the filter itself via a control loop. These systems always present a
complexity/accuracy tradeoff - they are generally more accurate, at the cost of increased complexity. The
complexity to accuracy ratio is relatively linear for the inherent systems - the more evolutionary items you
provide, the more accurate they are. The ratio is more obscure for driven systems - depending on the
situation, the controller could be either crucial or useless. In certain cases, the controller can even be
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counterproductive - if the model of the system is wrong or the inputs are ambiguous, the controller can drive
the system into an unusable state.
3.3.1 Inherent Adaptation - Particle Filters
An alternative to the KF and its derivatives are sequential Monte Carlo methods, of which the
Particle Filter (PF) is the most studied and popular. The analysis of particle filters are shown in Table 8.
Particle filters are approximate, non-parametric, and can model nonlinear transformations of random
variables (Thrun, Burgard, and Fox 2005). While their approximate nature can cause problems when dealing
with a very narrow class of problems, the particle filter’s ability to model nonlinear transformations of
random variables and being non-parametric more than make up for it in a very broad class of problems.
There are problems with sampling bias, choosing the right number of particles, and how to derive the
probability density from the particle collection - each of these is solvable with the proper extension to the
traditional formula (Mixture MCL, KLD Sampling, Density Extraction Methods), but each invokes a cost
for the solution. Usually this cost is in computational complexity, but sometimes it also increases
inaccuracy, especially in the case of Mixture MCL.
Table 8. Particle Filter Analysis
Assumptions Drawbacks Benefits
Answer is an approximation. Basic design is prone to a variety
of problems.
Can model non-linear transfor-
mations.
Can have a huge computational
cost, especially at start up.
Is non-parametric.
All solutions to issues with basic
design have a computational/ac-
curacy cost.
Easy to implement.
3.3.2 Inherent Adaptation - Multiple Hypothesis EKF/SPKF
Another inherent filtering method involves multiple EKFs or SPKFs - MHEKF orMultiple
Hypothesis Extended Kalman Filter, the analysis of which is in Table 9. A set of different EKF or SPKF are
provided the same data. The innovation of each is monitored and they are weighted in order of lowest
innovation. The weighted value is then used as the final output. This method results in a far superior value
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compared to a standard EKF, especially with unknown or poorly fit noise values. However, the trade off is in
computational complexity and storage requirements - it not only requires a way to choose how to weight the
filters, but it also requires multiple filters - each one adding to the requirements. In many ways, the MHEKF
is analogue to a particle filter, just with more intelligent “particles” and no culling.
Table 9. Multiple Hypothesis Extended/Sigma Point Kalman Filter Analysis
Assumptions Drawbacks Benefits
Answer is an approximation. Can have a huge computational
cost, O(mk2.4) where m is the
number of hypothesis generating
filters.
Negligible startup cost versus
PF.
Error is Gaussian. Easy to develop active explo-
ration strategies.
3.3.3 Driven Adaptation - Innovation-Based Adaptive Estimation
The other type of adaptation is driven adaptation, or adaptation of the filter internals driven by an
external observer. The analysis of this filter class is in Tables 10 and 11. As early as 1969, there were
multiple proposals for controlling the divergence in Kalman Filters by choosing the system and
measurement noise covariance matrices Qk and Rk appropriately. These methods of controlling divergence
are known as Innovation-based Adaptive Estimation or IAE. These methods focus on reducing the residuals
or error between the measured state and the estimated one. The two major methods are traditional controls
and fuzzy controls. The traditional control method works on a sliding estimation window in order to
eliminate outliers, while the fuzzy control method favors a moderate control update method - slowly
iterating Qk and Rk up or down.
3.4 Conclusions
This section serves as a guide for future robotics researchers who are looking for the most
appropriate localization algorithm, however, we must consider our particular problem area - small, palm-top
sized robots with uncertain sensors. While we test all of these algorithms in for suitability in Chapter 5, we
can choose our “best options” from just this guide alone. We can feasibly discount both the Particle Filters
and Multiple Hypothesis options, given their traditionally onerous computation requirements. The EIF is
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Table 10. Traditional Innovation-Based Adaptive Estimation Analysis
Assumptions Drawbacks Benefits
Error is Gaussian. Requires two extra matrix in-
versions and another summation
versus standard EKF.
Can control residuals, creating a
much better fusion.
Input is continuous. Sensitive to outliers. Keeps filter from diverging.
Requires matrix inversions (and
maybe derivatives).
Can provide a worse answer ver-
sus hand-tuning.
Table 11. Fuzzy Innovation-Based Adaptive Estimation Analysis
Assumptions Drawbacks Benefits
Error is Gaussian. Requires a fuzzy logic con-
troller.
Can control residuals, creating a
much better fusion.
Input is continous. Unknown computational cost for
the fuzzy controller.
Much less sensitive to outliers
than standard IAE.
Requires matrix inversions (and
maybe derivatives).
Can provide a worse answer ver-
sus hand tuning.
Requires less knowledge of the
system to provide a good control
solution for Qk and Rk.
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removed from consideration as it provides much the same results as the EKF, yet is more computationally
complex. Both adaptable and basic EKF and SPKF appear to be most appropriate to our problem - fast,
lightweight algorithms. This will play out in Chapter 5 - the SPKF, FEKF, and MHFEKF are our best
choices for algorithms.
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Chapter 4
Sensor Filter Implementation
4.1 Introduction
In order to determine the most appropriate filter for accurate localization given the specific
requirements of small robots, one must test different filters. This chapter will discuss the implementation of
various filters in order to produce a fused data set - the algorithms and how the filters are structured in order
to provide the fused output. The system analyzed is overconstrained by four separate sets of sensors - an
IMU, a compass, onboard odometry and a GPS. This overconstraint provides an opportunity to “cascade”
the filters - deriving an even better result by filtering each stage. This model is shown in Figure 1.
4.2 Kalman Filters and Derivatives
All of the KF derivatives rely on the “Predict” and “Measurement” steps - the first step calculates
the predicted state given the input, and the second calculates the fused state given the measurement. When
performing sensor fusion, the input to the first state is generally a rate of change in the measurement - a
vector corresponding to the velocity or rotational velocity. The second state is usually an absolute
measurement to which the updated state is compared. The next two subsections will show the algorithms for
the EKF and the SPKF. Both of these are “cascaded” together, like in Figure 1 - multiple EKF or SPKF are
needed for the complete fusion (one for each sensor). The EIF is not discussed as its particular properties are
not of benefit in this situation and its drawbacks are large enough to make it not a contender.
4.2.1 Extended Kalman Filter
To start the process, inject initial values for xˆk−1, a priori position estimate, and Pk−1, a priori
error covariance into the Time Update equations.
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Figure 1. EKF/SPKF Sensor Fusion Method
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4.2.2 EKF Equations
In the EKF, xk and zk are the actual state and measurement vectors of the fused sensors. x˜k and z˜k
are the approximate state and measurement vectors for the fused sensor result, shown in Equations (1) and
(2). uk is the driving function and wk and vk represent the process and measurement noise, respectively.
These noise values are assumed to have normal probability distributions, be independent of each other, and
be white.
Before one can begin using the EKF, one needs to define each part of the overall algorithm. The
approximate state and measurement vectors of the fused sensors are defined as:
x˜k = f(xˆk−1, uk−1, 0) (1)
z˜k = h(x˜k, 0) (2)
The various Jacobians that are required in order to alter the system or measurements to share a
dataspace are in Equations (3) and (5), while the Jacobians that are necessary in order to attribute the system
and measurement error to the overall system are in Equations (4) and (6):
A[i,j] =
∂f[i]
∂x[j]
(xˆk−1, uk, 0) (3)
W[i,j] =
∂f[i]
∂w[j]
(xˆk−1, uk, 0) (4)
H[i,j] =
∂h[i]
∂x[j]
(x˜k, 0) (5)
V[i,j] =
∂h[i]
∂v[j]
(x˜k, 0) (6)
Once the system has been initialized with these values, the system begins the cycle of Predict and
Measurement updates. The system begins by projecting the state ahead:
xˆ-k = f(xˆk−1, uk−1, 0) (7)
The system then projects the error covariance, Pk, ahead as well:
P-k = AkPk−1A
T
k +WkQk−1W
T
k (8)
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Then the system proceeds to correct the estimates made with a Measurement Update1. First, the Kalman
gain,Kk is solved:
Kk = P-kH
T
k (HkP
-
kH
T
k +VkRkV
T
k )
−1 (9)
The estimate is then updated with the measure zk in Equation (10), followed by the error covariance update
in Equation (11), before returning to the top to Predict updates again:
xˆk = xˆ-k +Kk(zk − h(xˆ-k, 0)) (10)
Pk = (I−KkHk)P-k (11)
4.2.2.1 Divergence
While the linearilization of the inputs of the KF greatly improves the performance of the filter in
non-linear worlds, it introduces another problem in the form of divergence. Divergence occurs when the
actual error in the system is larger than the error covariance matrix represents. This forces new measurement
data to be given less and less weight (or, in this application, makes the filter rely more heavily on direct
sensor input versus the calculated interim positions) and can cause a rapid decrease in system accuracy.
Abdelnour et al. identify three sources of divergence - true divergence caused by “unbounded system
modeling errors”, apparent divergence caused by variations in the data input, system bias and some system
modeling errors, and numerical divergence caused by rounding errors (Abdelnour et al. 1993). While
numerical divergence can be handled via a variety of mathematical methods, true and apparent divergence
are much more difficult to handle. True divergence arises from the original system model being erroneous.
This happens if the sensors are mischaracterized or, more likely, the robot’s motion model is wrong. Also,
the optimality of the filter is strongly connected to the quality of the a priori information about the update
measurement and process noise. Erroneous a priori information provided to the filter causes divergence and
bias in the filter. If Qk, the system noise covariance, or Rk, the measurement noise covariance, are too
small, then the system will form a Gaussian estimation that is too thin, resulting in a biased (and incorrect)
answer. If they are too large, the filter diverges, perhaps uncontrollably. Also, the wrong choices of noise
statistics can either promote or destroy weakly observable components, even when they will result in
superior answers (or cause uncontrollable errors) (Mohamed and Schwarz 1999). In the end, divergence and
1The Prediction and Measurement updates do not necessarily need to run in a 1:1 cycle, the control input (Prediction) and measure-
ment updates may be made at arbitrary, non-corresponding rates.
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bias are extremely difficult problems to solve, yet adaptive methods may help ameliorate them - those will
be discussed below.
4.2.3 SPKF
The construction of the SPKF is remarkably similar to the EKF - both consist of Prediction and
Measurement steps, but the SPKF takes the extra step of calculating a set of sigma points. The initial mean
and covariance:
xˆ0 = E[x0] (12)
Px0 = E[(x0 − xˆ0)(x0 − xˆ0)T ] (13)
are augmented into:
xˆa0 = E[x
a] = E
[
xˆ0 0 0
]T
(14)
Pa0 = E[(x
a
0 − xˆa0)(xa0 − xˆa0)T ] =

Px0 0 0
0 Rv 0
0 0 Rn
 (15)
The form follows the EKF after that, with both Prediction and Measurement Step. Choosing a proper α, β,
and κ is important. κ must be 0 or greater to ensure that the covariance matrix remains positive - κ = 0 is
acceptable. α should be small and within 0 ≤ α ≤ 1. A small α minimizes possible higher order effects. β
is used to bring knowledge of higher order moments into the distribution. This controls the “heaviness” of
the tails in the posterior distribution as well. Note that L is the dimension of x,Rv is the process noise
covariance,Rn is the measurement noise covariance and γ is the composite scaling parameter. A summary
of the variables involved is in Table 12.
Table 12. SPKF Variables
Variable Description
α Minimizes higher order effects within the system
β Controls for how long tails are in the posterior distribution
κ Must be 0 or greater to ensure a positive covariance matrix
x The system variables, in this case, our location
χ The sigma points
γ The composite scaling parameter
L The dimension of x
λ Prescaled weighting parameter
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The algorithm is harder to understand than the EKF, but creates superior results. First, one defines
xa as:
xa =
[
xT vT nT
]T
(16)
and χa as:
χa =
[
(χx)T (χv)T (χn)T
]T
(17)
λ and γ are both derived values - calculated beforehand to ease notation and for reusablility:
λ = α2(L+ κ)− L (18)
γ =
√
L+ λ (19)
Each sigma point is weighted be able to extract the relative contribution to the overall function, as the set of
sigma points exactly qualifies the original function’s mean and covariance. These weights are calculated
below, with w(m)i as the weights for the means, while w
(c)
i are the weights for the covariances:
w
(m)
0 =
λ
L+ λ
(20)
w
(c)
0 =
λ
L+ λ
+ (1− α2 + β) (21)
w
(m)
i = w
(c)
i =
1
2(L+λ) i = 1, . . . , 2L (22)
Now that we have defined all necessary preconditions, the algorithm is ready to be used. First,
calculate the sigma points; the square of the degrees of freedom plus one is the minimum number of sigma
points required. The i below designates the row or column of the matrix Pa that is being addressed for that
calculation:
χak−1 =
[
xˆak−1 xˆ
a
k−1 + γ
√
Pak−1 xˆ
a
k−1 − γ
√
Pak−1
]
i
(23)
The algorithm then proceeds much like the EKF would have, with a Prediction update:
χxk|k−1 = f(χ
x
k−1, χ
v
k−1,uk−1) (24)
xˆ−k =
2L∑
i=0
w
(m)
i χ
x
i,k|k−1 (25)
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P−xk =
2L∑
i=0
w
(c)
i (χ
x
i,k|k−1 − xˆ−k )(χxi,k|k−1 − xˆ−k )T (26)
This prediction step is then followed by a Measurement update:
ϕk|k−1 = h(χxk|k−1, χ
n
k−1) (27)
yˆ−k =
2L∑
i=0
w
(m)
i ϕ
x
i,k|k−1 (28)
Py˜k =
2L∑
i=0
w
(c)
i (ϕ
x
i,k|k−1 − yˆ−k )(ϕxi,k|k−1 − yˆ−k )T (29)
Pxkyk =
2L∑
i=0
w
(c)
i (χ
x
i,k|k−1 − xˆ−k )(ϕxi,k|k−1 − yˆ−k )T (30)
Kk = PxkykP
−1
y˜k
(31)
xˆk = xˆ−k +Kk(yk − yˆ−k ) (32)
Pxk = P
−
xk
−KkPy˜kKTk (33)
Note how the extraction of the true function occurs in multiple parts of the SPKF. Anytime weights
are used, true values and covariances are being extracted - see Equations (25), (26), (28), (29), and (30).
Also, please note that the array in Equation (15) must be square and diagonal - place the values in order
along the diagonal, as shown below in Equation (34) for a 3 degree of freedom SPKF:
Pa0 =

Px 0 0 0 0 0 0 0 0
0 Py 0 0 0 0 0 0 0
0 0 Pz 0 0 0 0 0 0
0 0 0 Rvx 0 0 0 0 0
0 0 0 0 Rvy 0 0 0 0
0 0 0 0 0 Rvz 0 0 0
0 0 0 0 0 0 Rnx 0 0
0 0 0 0 0 0 0 Rny 0
0 0 0 0 0 0 0 0 Rnz

(34)
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4.3 Particle Filters
The Sequential Importance Sampling algorithm (SIS) (Doucet, Gordon, and Andrieu 2000) is the
sequential MC technique that has formed the basis for much of the particle filter research over the past
decade - being repurposed or reinvented in many different guises - Condensation (Isard and Blake 1998),
bootstrap filtering (Gordon, Salmond, and Ewing 1995), particle filtering or survival of the fittest sampling
(Kanazawa, Koller, and Russell 1995). The method used will be based on the SIS algorithm with all of the
enhancements necessary in order to remove errors. A basic diagram of the filter’s design is Figure 2. In this
algorithm, {xi0:k, i = 0, · · · , Ns} is a set of points with weights {wik, i = 1, · · · , Ns}. The set of all states
up to time k is x0:k = {xj , j = 0, · · · , k} and the posterior pdf p(x0:k | z1:k) is characterized by a random
measure {xi0:k, wik}Nsi=1. The weights are all normalized, so that
∑
i w
i
k = 1. This allows the posterior
density at k to be approximated as:
p(x0:k | z1:k) ≈
Ns∑
i=1
wikδ(x0:k − xi0:k) (35)
This is a discrete weighted approximation to the actual posterior, p(x0:k | z1:k) and the weights are chosen
by importance sampling (Doucet 1998). Given that p(x) ∝ pi(x) is difficult to draw samples from, but can
be easily evaluated, let q(·) be an importance density from which one can draw samples equal to
xi ∼ q(x), i = 1, · · · , Ns. The weighted approximation to the density p(·) is:
p(x) ≈
Ns∑
i=1
wiδ(x− xi) (36)
where:
wi ∝ pi(x
i)
q(xi)
(37)
is the normalized weight at the ith particle. If one uses the importance density q(x0:k | x1:k) to draw the
samples xi0:k, then (37) defines the weights in (35) to be:
wik ∝
p(xi0:k | z1:k)
q(xi0:k | z1:k)
(38)
In the sequential case, the samples from the previous time step constitute an approximation of
p(x0:k−1 | z1:k−1). From this, one wants to approximate p(x0:k | z1:k) for a new set of samples, updating
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them for this time step. If one factorizes the importance density:
q(x0:k | z1:k) = q(xk | x0:k−1, z1:k)q(x0:k−1 | z1:k−1) (39)
then the samples xi0:k ∼ q(x0:k | z1:k) are obtained by using the new state xik ∼ q(xk | x0:k−1, z1:k) to
augment each existing sample xi0:k−1 ∼ q(x0:k−1 | z1:k−1). The weight update equation, p(xi0:k | z1:k), is
derived by first being expressed in terms of p(x0:k−1 | z1:k−1), p(xk | xk−1), and p(zk | xk):
p(xi0:k | z1:k) =
p(zk | x0:k | z1:k−1)p(x0:k | z1:k−1)
p(zk | z1:k−1)
=
p(zk | x0:k | z1:k−1)p(xk | x0:k−1 | z1:k−1)
p(zk | z1:k−1) × p(x0:k−1 | z1:k−1)
=
p(zk | xk)p(xk(xk−1))
p(zk | z1:k−1) × p(x0:k−1 | z1:k−1)
∝ p(zk | xk)p(xk(xk−1))p(x0:k−1 | z1:k−1) (40)
When (40) and (39) are substituted into (38), the weight update equation becomes:
wik ∝
p(zk | xik)p(xik | xik−1)p(xi0:k−1 | z1:k−1)
q(xik | xi0:k−1, z1:k)q(xi0:k−1 | z1:k−1)
= wik−1
p(zk | xik)p(xik | xik−1)
q(xik | xi0:k−1, z1:k)
(41)
If q(xk | x0:k−1, z1:k) = q(xk | xk−1, zk), it means that the history of all previous states is
completely contained in the current state. This is known as theMarkov assumption - the idea that all of the
relevant state data is “rolled up” by the previous estimations. This assumption is held across all of these
filters. This is very useful in this particular filter as it allows us to receive a filtered estimate of p(xk | z1:k),
and it also allows us to discard the history of observations and the path followed, maintaining only the
current state. The modified weight is then:
wik ∝ wik−1
p(zk | xik)p(xik | xik−1)
q(xik | xik−1, zk)
(42)
which allows us to approximate the posterior filtered density p(xk | z1:k) as:
p(xk | z1:k) ≈
Ns∑
i=1
wikδ(xk − xik) (43)
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where wik is given by Equation (42). Equation (43) approaches the true posterior density, p(xk | z1:k) as
Ns →∞.
4.3.1 Density Extraction
Density extraction is necessary for any PF, as it does not return a new estimation at each time step
like all KF-based filters do. There are multiple different ways to perform density extraction: simple particle
mean calculation, Gaussian approximation of unimodal densities, k-means clustering for multimodal
densities - approximating a density with a mixture of Gaussians, binning by overlaying a histogram and
summing weights, and kernel density estimation which is performed by using each particle as the center of a
kernel and then calculating the density from the mixture of the kernel density. These kernel densities can be
chosen to be any type of density - a Gaussian for each kernel is a popular choice (Thrun, Burgard, and Fox
2005). All of these methods of density extraction have computational complexity and accuracy tradeoffs.
4.3.2 Particle Deprivation and Degeneracy
Particle deprivation is a serious problem for all particle filters. The loss of generality in the particle
set, reducing down to only a few or a single particle, as well as the degenerate case of all but a single particle
with negligible weight is troubling because it means that the filter can no longer adapt to changing
conditions (Pitt and Shephard 1997; Gordon, Salmond, and Ewing 1995; Rubin 1987; Berzuini et al. 1997).
The particle filter can enter a state where there are no particles near the correct state. The brute force method
of fixing the particle deprivation problem is to simply add more random particles. This is impractical and
causes unacceptable noise in some cases. There are two major ways to deal with the degeneracy problem -
choosing a good importance density and resampling. The importance density allows the weights of the
various particles to be easily determined - it provides the “update” step to the particle filter in a single
equation and cuts down on the computational complexity. However, determining what the importance
density should be is a crucial step, and a difficult one. Minimizing V ar(w∗ik ), or the variance of the particle
weights, in order to maximize the effective sample size (Neff ) is one effective method. Degeneracy is
indicated by a small Neff , and Neff is always less than Ns, or the actual number of samples (Liu and
Chen 1998). It is defined as:
Neff =
Ns
1 + V ar(w∗ik )
(44)
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Figure 2. Particle Filter Sensor Fusion Method
where:
w∗ik =
p(xik | z1:k)
q(xik | xik−1, zk)
(45)
While (44) cannot be calculated directly, an estimate N̂eff is available with wik the normalized weight from
(41):
N̂eff =
1∑Ns
i=1(w
i
k)2
(46)
As shown in (Doucet 1998), the optimal importance density function is the one that minimizes the variance
of the true weights w∗ik given x
i
k−1 and zk:
q(xk(xik−1, zk))opt = p(xk(x
i
k−1, xk))
=
p(zk | xk(xik−1))p(xk(xik−1))
p(zk(xik−1))
(47)
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Substituting (47) into (42) obtains:
wik ∝ wik−1p(zk | xik−1)
= wik−1
∫
p(zk | x´k)p(x´k | xik−1)dx´k (48)
No matter what sample is drawn from q(xk | xik−1, zk)opt for a given xik−1, wik is always the same
value, making this an optimal choice for the importance density. However, this is difficult to implement in
the general case, as it requires the ability to evaluate the integral in (48) over the new state, as well as the
ability to sample from p(xk | xik−1, zk). There are two specific cases in which it may be possible to use this
optimal importance density - for Jump-Markov linear systems (or any time xk is a member of a finite
set) (Doucet, Gordon, and Krishnamurthy 2001b) and when p(xk | xik−1, zk) is Gaussian (Doucet 1998).
While it may not be possible to use the optimal importance density in many situations, it is possible
to design suboptimal approximations. This follows the same model of the KF - local linearization
techniques. One method uses a Gaussian approximation of p(xk | xik−1, zk), much like an EKF (Doucet
1998). Another uses an estimate of the Gaussian approximation, using the unscented transform, like an UKF
(van der Merwe et al. 2000). Another popular method of choosing the importance density is to make it the
prior:
q(xk | xik−1, zk) = p(xk | xik−1) (49)
When one substitutes (49) into (42) it yields:
wik ∝ wik−1p(zk | xik) (50)
The choice of the importance density is of vital importance in order to achieve a high quality result from the
particle filter. While these approximate methods work well at times, a tuned importance density for each
particular application will balance the particle density with the per-particle computational costs and provide
the best results (Arulampalam et al. 2002). A poor choice of an importance density equation will destroy a
particle filter, as the particle density in areas of interest will be reduced to zero, in effect, freezing the filter to
a single particle (which may or may not be the true state).
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4.3.3 Resampling and Sampling Variance
Resampling is the process of adapting the current belief state, or particle distribution, to fit the new
measured results, which have already been incorporated into the importance density. The particle filter uses
the importance density as a weighted probability function when it draws an equal number of particles to
replace the current set. This has the effect of transforming the old distribution, or the proposal distribution,
into the new distribution, or the target distribution. The goal is the target distribution, but it is only possible
to draw samples from the proposal distribution. The importance density is used as a weighting factor to
“push” the particle distribution towards the target distribution. However, the act of resampling, especially
when not needed, can cause particle deprivation. Resampling causes particle deprivation due to sampling
variance, or the variation in random sampling. This variation makes a finite group of samples drawn from a
probability density have a slightly different set of statistics than another copy of those samples. Over time,
they diverge more, even under static conditions. Eventually, particles either diverge entirely and represent an
untrue probability density function or the particle system collapses to a single particle. This variance is also
amplified by repetitive or inappropriate sampling - driving the system to diverge or collapse sooner,
especially under a no-input situation. The larger your group of samples, the more resistant to variance your
particle system becomes. However, this increases the computational complexity and runtime of the filter.
Less costly solutions involve reducing the number of resamples and using a low variance sampler (a
sequential stochastic process) (Arulampalam et al. 2002; Thrun, Burgard, and Fox 2005). See the code in
Appendix A under PF.java for implementation details.
Reducing the number of resamples can be more of an art than a science, as the gains from reducing
resampling can vary wildly depending on application or environmental situation. One key is to not resample
while the state is static. In many robotic applications, this is important and relatively easy, but is impossible
in others. It is also possible to reduce resampling by multiplicatively integrating measurements into the
importance weights instead of resampling after each update. This is also most applicable for primarily static
systems.
Low variance sampling is a powerful method of reducing sampling variance - providing gains in
both accuracy and computational complexity. Instead of selectingM random particles by asking a random
number generator forM values, one can instead ask this same generator for a single value, r, and then
iterate through the rest of the particle space in order. This has several benefits: the particle space is
systematically covered, reducing variance, if the importance density for the proposal distribution is the same
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as the target distribution, no changes are made and no samples are lost, and it performs the resampling step
in O(M) time instead of O(M logM). Another similar method that performs better with multiple
hypotheses is the stratified sampling. In this method, samples are grouped into subsets. These subsets are
then granted a certain number of particles to distribute given the total weight of each subset. These particles
are then distributed via the low variance method within each subset. WRS (orWeighted Random Sampling)
is another excellent low-variance sampler created by Efraimidis and Spirakis - their A-ExpJ algorithm only
requires O(m(log(n/m)) random variables instead of O(n) (Efraimidis and Spiraki 2008).
4.3.4 Sampling Bias
Sampling bias is another problem with low numbers of particles. The act of sampling itself reduces
the dimensionality of the posterior density (proposal distribution) from the number of particles M to M-1, as
the weights of the last particle in target distribution can be derived from the weights of all the other particles.
At low values of M, this is disastrous, forcing the target distribution towards p(xt | u1:t) instead of
p(xt | u1:t, z1 : t), or in other words, neglecting the measurement in the calculation of the target distribution.
4.3.5 Kidnapped Robot Problem
Solving the kidnapped robot problem is an important goal for any robot localization scheme. While
many robots may not be truly kidnapped, or moved from one location to another instantaneously with no
sensor update, solving this problem proves that if a robot had a selection of sensor failures that were then
recovered from, the robot could resume localizing. The way to solve this problem with MCL is to inject
random particles into the system based on localization performance. In short, if the average measurement
probability is different from the probability of sensor measurements given your current measured state and
the inputs, then more particles should be added. Luckily, the average measurement probability is easily
approximated as 1M
∑
Mm = 1w[m]t ≈ p(zt | z1:t−1, u1:t,m). This needs to be averaged over several
timesteps in order to eliminate outliers. A method called Augmented MCL adapts to both the short term and
long term average of p(zt | z1:t−1, u1:t,m) with an exponential decay factor (Gutmann and Fox 2002). This
solves the kidnapped robot problem as when the average measurement probability is different from the
probability of sensor measurements the robot is not where it thinks it is. The algorithm then injects a large
number of new random particles that quickly converge to the new state. Strangely, perfect sensors cause
MCL to fail, even sensors that cannot localize a robot directly. This is due to sampling bias - the perfect
sensor reduces the number of states you can sample from until you cannot sample into the true state given
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the inputs. The easy solution to this is to just add random noise to all of the sensors in the system. Consider
this a type of process noise for the actual particle filter. However, this method is clunky and requires tuning
in order to determine the best amount of noise per sensor. A better method is to switch what is driving the
particles for a subset of all of the particles - move these particle’s proposal distribution according to the
measurements received x[m]t ∼ p(zt | xt) and calculate the importance density (or weights) from the motion
model w[m]t =
∫
[(x[m]t | ut, xt−1dxt−1. This new method is incredibly inefficient by itself, but by including
it as a small subset (about 5%) of the total particles, it prevents sensor bias from tamping the MCL. This
method is known as MCL with mixture proposal distribution or Mixture MCL (Thrun, Fox, and Burgard
2000).
4.3.6 Choosing the Right Number of Particles
Particle filters with fixed numbers of particles are inefficient. If they have too few particles, the
filter cannot recover from erroneous data or being kidnapped. They need enough particles spread over the
entire state space to be able to recover from this kind of error. However, this particle spread reduces the
accuracy of the filter and increases the computational complexity. There are two methods that are used to
vary the number of particles in the system. By varying the particle numbers, the computational complexity
and the error of the representation can be varied as well. The first method is Likelyhood-based Adaptation
(Fox et al. 1999). Likelyhood-Based Adaptation (LBA) is very intuitive and functions as such: if the values
returned by the sensors match well with the target distribution (or the sample weights are large), then shrink
the number of particles, as the particle filter obviously represents the true posterior well. If the target
distribution and the sensor data do not match well (or the sample weights are small), then increase the
number of particles, randomly distributed about the state space, as the PF is not representing the posterior
well. This method is superior to fixed sample size filters, but it has two problems. First, it is confused by
evenly distributed clusters, like six particle clusters settled around a single point. They all have similar
weights given the importance density, but are definitely not well representative of the posterior. Second,
sensor failures wreck havoc with this system, as the sensors continually report the same value (or no value).
While this should push the number of particles higher at all times, it is not guaranteed to follow apace. A
better method given these drawbacks is known as KLD Sampling (Kullback-Leibler Distance Sampling)
(Fox 2003). The trick to this method is to bound the error between the PF and the true posterior with a
certain probability. More formally, this can be stated as follows - For each iteration, what is the number of
samples S, so that with probability 1− δ the error between the PF representation and the true posterior is
41
less than ε. In order to prove this for a general case, assume that the true posterior is a discrete, piecewise
constant distribution. One needs to show the distance between the Maximum Likelyhood Estimate (MLE) of
the samples and the true distribution doesn’t exceed ε. This proof is originally from Fox (Fox 2003). The
distance between them is measured with the Kullback-Leibler distance (KL-distance) - a standard measure
of the difference between probabilty densities or distributions - as such:
K(p, q) =
∑
x
p(x) log
p(x)
q(x)
(51)
Given n samples drawn from the particle filter representation of the posterior with k bins and vector
X = (X1, . . . , Xk) as the number of samples drawn from each bin, makeX distributed with a multinomial
distribution, where the true probability of each bin is represented by p = p1...pk. The MLE of p with n
samples is pˆ = n−1X which makes λn, or the likelihood ratio statistic for testing p:
log λn =
k∑
j=1
Xj log
(
pˆj
pj
)
(52)
As npˆj = Xj :
log λn = n
k∑
j=1
pˆj log
(
pˆj
pj
)
(53)
Given (51) and (53), λn is n times the KLD between the true posterior and the MLE:
log λn = nK(pˆ,p) (54)
The λn converges to a chi-square distribution with k − 1 degrees of freedom:
2 log λn→dχ2k−1 as n→∞ (55)
The probability of the KLD between the MLE and the true posterior being less than or equal to ε with the
assumption that p is the true distribution is denoted as Pp(K(pˆ,p) ≤ ε) and is derived as follows:
Pp(K(pˆ,p) ≤ ε) = Pp(2nK(pˆ,p) ≤ 2nε)
= Pp(2 log λn ≤ 2nε)
.= P (χ2k−1 ≤ 2nε) (56)
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(54) and (55) are used to calculate (56). The quantiles of (55) are:
P (χ2k−1 ≤ χ2k−1,1−δ) = 1− δ (57)
(56) and (57) can be combined as long as n is chosen so that 2nε is equal to χ2k−1,1−δ so that:
Pp(K(pˆ,p) ≤ ε) .= 1− δ (58)
In summary, if n, the number of samples, is chosen as:
n =
1
2ε
χ2k−1,1−δ (59)
then the KLD between the MLE and true distribution is less than ε with guaranteed probability 1− δ. In
order to use (59) then the chi-square distribution’s quantiles must be calculated. This can be approximated
with the Wilson-Hilferty transformation, using z1−δ as the upper 1− δ quartile of the standard normal
distribution, yielding:
n =
1
2ε
χ2k−1,1−δ
.=
k − 1
2ε
{
1− 2
9(k − 1) +
√
2
9(k − 1)z1−δ
}3
(60)
In a particle filter with KLD-Sampling, k can be estimated during sampling by counting the
number of bins with support. If bins are empty, more particles are added. These bins divide up sensor/map
space near the robot frame. In the end, it measures the error between the true posterior and the sample
representation (PF) and uses that to alter the number of particles.
4.3.7 Multiple Hypothesis EKF/SPKF
This is a simple manipulation/extension of the particle filter system - replace the full set of particles
with a limited number of EKF or SPKF filters, each with its own set of process and measurement noise
covariances. The MHEKF or MHSPKF is defined as Sn in Equation (61), while the set of residuals for the
filter is defined as Rn in Equation (62):
Sn = (EKF0, SPKF1, . . . , EKFn, SPKFn) (61)
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Rn = ((h(xˆ-k, 0)− zk)EKF0 , (h(xˆ-k, 0)− yk)SPKF1 , . . .) (62)
The process is simple. First, find the total residual for that entry:
Rt =
F∑
i=0
Ri (63)
Then, calculate the weight for each filter, based on the ratio of the residuals:
wn = 1− Rn
Rt
(64)
Finally, use that weight in order to calculate the weighted average of the filters - the weighted location value
in this case:
xˆt =
1
wt
n∑
i=0
wixˆi (65)
This process is repeated for every time step the whole system goes through. Each of these filters
can be adaptive or non adaptive. It acts much like a particle filter system does, with more intelligent particles
and less culling. This has some interesting advantages and disadvantages, as described by Jensfelt and
Kristensen (Jensfelt and Kristensen 2001):
MHL provides a more intuitive representation with a small number of pose hypotheses. It is
not as easy to employ active exploration strategies for MCL as it is for MHL. MCL has the
advantage of being able to incorporate all kinds of data, whereas MHL requires that a Gaussian
approximation is possible. MHL is better at taking advantage of strong features. In the initial
phase MCL must explicitly model the global uncertainty by distributing samples throughout the
environment thereby spending massive amount of computations, whereas the zero-hypothesis of
MHL takes care of this effortlessly.
4.4 Driven Adaptation
There are two major methods of providing driven adaptation, or adaptation from an external
controller - a traditional control method or a fuzzy controller. Both of these fall under the guise of
Innovation-Based Adaptive Estimation or IAE. Early efforts by Mehra establish the basic, traditional method
altering the filter as the innovations sequence, or filter measurement residuals, change. A “sliding estimation
window”, as shown in Equation (68), takes the results from the filter and alters Qk (66) and Rk (67)
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appropriately (Mehra 1970; Maybeck 1979):
Qˆk = KkCˆvkK
T
k (66)
Rˆk = Cˆvk −HkP−k HTk (67)
Cˆvk =
1
N
k∑
j=j0
vjv
T
j (68)
The innovation or vk is calculated as the difference between the real measurement zk and the estimated
value h(xˆ-k, 0), as shown in (10).
Another method, first proposed by Kobayashi in 1998, but futher refined by Abdelnour proposes a
fuzzy logic supervisor (FLS) to monitor the innovations sequence. The FLS detects if the innovations are no
longer purely random or outside of the acceptable “pocket” and performs corrective action, altering Qk and
Rk to reduce the divergence (Abdelnour et al. 1993). Sasiadek and Wang demonstrate a simulated Fuzzy
EKF (FEKF) system using INS and GPS sensors. Their method did not adapt Qk and Rk as above, but
instead used a covariance weighting factor, α:
Rk = Rα−2(k+1) (69)
Qk = Qα−2(k+1) (70)
Another method by Pratt and Kramer is performed by adding a fourth step to the EKF equations above
(7)-(11) (Pratt and Kramer 2007):
Qk = FLAC
(
Qbase,Pk,
( k∑
i=1
zi − x-i
)
/k
)
(71)
Rk = FLAC
(
Rbase,Pk,
( k∑
i=1
zi − x-i
)
/k
)
(72)
The FLAC (Fuzzy Logic Adaptive Controller) is implemented in this step. In Equations (71) and
(72) Pratt and Kramer used the initial values ofQ andR, the error covariance matrix, and the mean of the
residual (difference between the prediction xˆ−k and the measurement zk for a given timestep) to generate a
weighting constant α to modifyQ andR. The fuzzy values used for the FLAC are shown in Figures 3, 4, 5,
and 6 below. This adaptability allows it to escape the “kidnapped robot” situation - the large increase in the
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innovation forces the system to be more open to incoming measurements very quickly, and once it has
stabilized, allows it to return to smaller covariances.
Figure 3. Covariance Membership Fuzzy Input
Figure 4. Mean Membership Fuzzy Input
The DFKF (Double Fuzzy Kalman Filter) was described in 2007 by Shen, Zhu, and Mao. It
consists of two fuzzy logic controllers - one controls Rk and the other controls Qk. The instantaneous error
between the IMU and the unified sensor response from the rest of the system determines the value of Rk,
while the value of Qk is calculated from a combination of the innovation of the lateral deviation and the
innovation of the heading angle as shown in Equations 73 and 74 (Shen, Zhu, and Mao 2007).
Zˆ(y) =
µg · Zˆ(yg) + µv · Zˆ(yv)
µg + µv
(73)
Zˆ(ϕ) =
µv · Zˆ(ϕv) + µimu · Zˆ(ϕimu)
µv + µimu
(74)
46
Figure 5. Alpha Fuzzy Output
Figure 6. Fuzzy Surface of the FLAC
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Between these two methods of driven adaptability (fuzzy and traditional control), fuzzy methods
have been the subject of more recent and intense research. This is due to two main reasons - ease of
implementation and robustness. Fuzzy logic systems are easy to implement and are inherently human
readable. A standard system, like a PID controller, is difficult for humans to understand and the required
parts may be ill-defined. A fuzzy method loosens the requirements for total system classification. Fuzzy
systems are also more robust, especially in the case above - the ML estimator in (Mohamed and Schwarz
1999) is extremely fragile. Also, the standard system is much more sensitive to outlying data. A sensor
glitch can drive the innovation to a high value, forcing a large swing in Qk and Rk. These fuzzy control
methods are not limited to Kalman filters - fuzzifying particle filters and having fuzzy controllers of any part
of the particle filter are an important new avenue of research (Asadian, Moshiri, and Sedigh 2005). A
discussion of fuzzy control systems and the optimality of fuzzy systems follows in the next section.
4.5 Fuzzy Control
4.5.1 Introduction
A fuzzy controller utilizes fuzzy sets and fuzzy logic to control a process. Fuzzy controllers are
excellent low complexity, high speed controllers and are especially suited to the problem of providing driven
adaptation to an online filter. Since being introduced by Zadeh in 1965, fuzzy sets and fuzzy logic have
exploded into mathematics, control theory, and many other fields. At the most basic level, fuzzy sets are sets
that have imprecise boundaries. The idea of belonging to a set is no longer a binary evaluation, but a matter
of degree. This not only went against probability theory, but also two-valued logic - the idea of being able to
gradually transfer from membership to non-membership and back is extremely powerful. It also allows for
easy integration of human logic into various systems - concepts such as mostly, partially, or a little can be
integrated. Some excellent examples of fuzzy control applications include an unmanned landing system and
an instability avoidance module within a control loop (Livchitz et al. 1998; Sanjuan, Kandel, and Smith
2006). While techniques such as interval-valued fuzzy sets and fuzzy sets of type 2 have great expressive
power and utility, they are also extremely computationally complex, and therefore not the best choice given
these goals. This thesis will instead explore traditional ordinary fuzzy sets and systems, their optimality,
decision making, and control.
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4.5.2 Fuzzy Systems and Uncertainty
Fuzzy variables have values that are not fixed (crisp) numbers, but are represented by a fuzzy set
within the universe of discourse, or all of the possible data points. These fuzzy sets do not have crisp
boundaries, instead they represent a set of numbers or the idea of uncertainty. Uncertainty, while normally
attributed to information, as in uncertain information, is actually a condition of the agent or the entity
perceiving the information. Uncertainty actually means that the information provided to the agent is not
sufficient to fully categorize the true state. There are several different weaknesses to information that may
cause uncertainty - imprecision, vagueness, or unreliability. Imprecise information does not provide enough
information to create a unique state. Vague information does not generate a crisp state. Unreliable
information identifies a state that may or may not exist (Saffiotti 1997). Forced uncertainty occurs due to
measurement errors and the lack of sensor resolution. While measurement errors causing uncertainty have
been covered in depth so far, sensor resolution is a subtle, but important issue. If a sensor is accurate to one
decimal place, it quantizes the sensor and introduces uncertainty. A crisp representation of the variable with
a range [0,1] is quantized into just 11 values (0.0, 0.1, 0.2, . . . , 0.9, 1.0). Crisp sets do not represent the
uncertainty associated with this quantization - it is simply built into the error of the eventual system. Fuzzy
sets can more accurately represent this forced uncertainty via small fuzzy sets encompassing each measured
value - [0, 0.05), [0.05, 0.15), [0.15, 0.25), . . . , [0.85, 0.95), [0.95, 1]. This can be represented linguistically
by saying each value is about 0.0, about 0.1, about 0.2,. . . , about 0.9, or about 1.0 (Klir and Yuan 1995).
While forced uncertainty is an inevitable occurrence due to information deficiency, opted
uncertainty most certainly is not. Opted uncertainty is a choice to overquantize a variable to reduce it to a
desired level of accuracy. This is done for three reasons - to summarize information, to reduce to
decision-relevant information, and to lower system complexity. By summarizing information, compatibility
is increased between disparate types of information. Reducing a set of variables to just their
decision-relevant information helps to limit the influence of erroneous data or outliers, and lowering system
complexity helps speed calculations, as well as making certain problems tractable given computing
resources (Klir and Yuan 1995) (Ramer and Kreinovich 1994). Lofti Zadeh, one of the luminaries in the
field, provides deep insight into why fuzzy systems have an advantage given this uncertain world (Zadeh
1973).
Given the deeply entrenched tradition of scientific thinking which equates the understanding
of a phenomenon with the ability to analyze it in quantitative terms, one is certain to strike a
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dissonant note by questioning the growing tendency to analyze the behavior of humanistic
systems as if they were mechanistic systems governed by difference, differential, or integral
equations.. . . Essentially our contention is that the conventional quantitative techniques of
system analysis are intrinsically unsuited for dealing with humanistic systems or, for that
matter, any system whose complexity is comparable to that of humanistic systems. The basis for
this contention rests on what might be called the principle of incompatibility. Stated informally,
the essence of this principle is that as the complexity of a system increases, our ability to make
precise and yet significant statements about its behavior diminishes until a threshold is reached
beyond which precision and significance (or relevance) become almost mutually exclusive
characteristics. It is in this sense that precise quantitative analyses of the behavior of humanistic
systems are not likely to have much relevance to the real-world societal, political, economic,
and other types of problems which involve humans as individuals or in groups.
An alternative approach. . . is based on the premise that the key elements in human thinking
are not numbers, but labels of fuzzy sets, that is, classes of objects in which the transition from
membership to non-membership is gradual rather than abrupt. Indeed, the pervasiveness of
fuzziness in human thought processes suggests that much of the logic behind human reasoning
is not the traditional two-valued or even multivalued logic, but a logic with fuzzy truths, fuzzy
connectives, and fuzzy rules of inference. In our view, it is this fuzzy, and as yet not
well-understood logic that plays a basic role in what may well be one of the most important
facets of human thinking, namely, the ability to summarize information - to extract from the
collection of masses of data impinging upon the human brain those and only those
subcollections which are relevant to the performance of the task at hand.
4.5.3 Fuzzy Controllers
Fuzzy controllers are a special type of expert system that solves real-time control problems via the
application of fuzzy rules. These are of special interest when the problem is difficult to construct models for
or when these models are computationally expensive or difficult to use. It can be easier to construct and
control this system with a set of rules defined by fuzzy propositions. These propositions are given as
“if-then” rules using natural language
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IF there is little cloud cover // AND the day is warm // THEN there will be many people on the
beach
and these vague terms can be easily represented by fuzzy sets over their individual universes of discourse,
namely cloud cover, temperature, and people on the beach. A typical fuzzy controller consists of a set of
fuzzy rules, a fuzzy inference engine, a fuzzification module and a defuzzification method. These controllers
can be used to perform sensor fusion by themselves or, more typically, are used to control parts of another
sensor fusion or localization method. A controller cycles through each part in order, using the fuzzy rules to
provide a control action or altering a variable, as shown in Figure 7. It starts by fuzzifying the input
conditions via the fuzzification module, changing them from their crisp values to fuzzy ones. This is done by
expressing the uncertainty in the input conditions as a fuzzification factor over the set of crisp values. This
results in a fuzzy set or fuzzy sets defined over their individual universes of discourse. These fuzzy values
are then put into the fuzzy inference engine, which outputs a set or sets of fuzzy outputs based on the set of
fuzzy rules. These fuzzy outputs have been transformed based on those rules and are then run into a
defuzzification method in order to extract crisp output actions. This is covered more in depth by Ding, Ma,
and Kandel, as well as by Li, Cao, and Kandel (Ding, Ma, and Kandel 2000; Kandel, Li, and Cao 1992).
4.5.3.1 Defuzzification Methods
There are several different methods of defuzzifying variables, all with different focuses and results.
The center of area (COA) (sometimes known as the centroid or center of gravity) method defines the
defuzzified value dCA(C) as the value within the range of variable v where the area under the graph of C,
the membership function, that divides C into two equal subareas:
dCA(C) =
∫ C
−C C(z)zdz∫ C
−C C(z)dz
(75)
In a discrete universe, where C is defined over {z1, z2, . . . , zn} this becomes:
dCA(C) =
∑n
k=1 C(zk)zk∑n
k=1 C(zk)
(76)
and if dCA(C) has a value not found in {z1, z2, . . . , zn}, choose the value closest to it (Lee 1990b) (Klir and
Yuan 1995). The mean of maximum method (MOM) is usually a discrete method, the average of all values
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Figure 7. Overview of a Fuzzy Controller
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of setM , whereM is equal to:
M = {zk | C(zk) = h(C)} (77)
and h(C) is the height of C. Formally, this is represented as:
dMM (C) =
∑
zk∈M zk
|M | (78)
(Lee 1990b) (Klir and Yuan 1995). The center of maxima method (COM) takes the average of the smallest
value and largest value for whichM in Equation (77) is true:
dCM (C) =
min{zk | zk ∈M}+max{zk | zk ∈M}
2
(79)
This method also has a continuous case, whereM = {z ∈ [−c, c] | C(z) = h(C)}:
dCM (C) =
infM + supM
2
(80)
This other M can be used for the MOM method, a weighted average of the means of the intervals (Klir and
Yuan 1995). The product-sum-gravity (PSG) method is like the COA method (75), except that it replaces the
integrals with areas of triangles, centered on the midpoint of v, with height defined by the input into the
defuzzification method. Si is the area of the triangle centered on v with height h:
dPSG(C) =
S1z1 + S2z2 + · · ·+ Snzn
S1 + S2 + · · ·+ Sn (81)
dPSG(C) is therefore defined as the weighted average of zi with weights Si (Mizumoto 1994).
All of these methods can be derived from a parameterized method by Filev and Yager called BADD
(or Basic Defuzzification Distribution) (Filev and Yager 1991). The equation given below can be altered to
defuzzify data as any of the above methods, and the same parameter (α) serves as a confidence metric for
the controller as a whole. It is based on a mapping from possibility to probability distributions given by Klir
- vi = kwαi , α > 0, i = (1, n) - where wi is the degree of possibility and vi is the degree of probability for
element {ui ∈ U} (Klir 1990). Assume a fuzzy set F with a possibility distribution wi = F (ui), i = (1, n),
where ui is the control input. The defuzzified value of F should be the expected value of the BAD
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distribution as shown:
dBADD =
∑n
i=1 w
α
i ui∑n
i=1 w
α
i
(82)
where:
vi =
wαi∑n
i=1 w
α
i
, i = (1, n) (83)
The derivations of this equation as well as the conversion to the other methods are found in (Filev and Yager
1991). If α is low, it reflects a low confidence level in the fuzzy rules while a high α represents a high
confidence level. α = 0 is zero confidence, which makes dBADD the average with zero weighting, while
α→∞ becomes the MOM method as in Equation (77).
4.5.4 Fuzzy Optimality
By their nature, fuzzy logic systems are uncertain. Why should one use them for a controller then?
While some of the reasons above serve to ameliorate these concerns, another extremely important reason is
that fuzzy systems are universal approximators (Kosko 1994) - which has a precise mathematical definition
from Klir and Yuan (Klir and Yuan 1995):
Let X be a compact subset of Rn (i.e., a subset of Rn that is closed and bounded), and let
C(X;n,m) denote the set of all continuous functions f of the form f : X → Rm. Then a
universal approximator, A, is a set of functions g of the form g : X → Rm that satisfies the
following: for any given function f ∈ C(X;n,m) and any real number ε > 0, there exists a
function g ∈ A such that |f(x)− g(x)| < ε for all x ∈ X . While A is usually a subset of
C(X;n,m), the two sets may also be disjoint. The latter case takes place when functions in A
are not continuous.
In short, this means that a fuzzy system can approximate any function with an error less than ε. This is of
practical use as feedforward neural networks with a single hidden layer and a continuous activation function
are another universal approximator, and therefore each can approximate the other. Hence, given the right
kind of hardware, fuzzy rules can be computed in a massively parallel fashion, using a neural network
backing.
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4.6 Conclusions
The wide variety of mathematical filters that are applicable to sensor fusion and robot localization
is staggering. Controllers of all types, especially fuzzy logic controllers, add to the complexity and possible
accuracy of the systems - fuzzy logic’s ability to act as a universal approximator and to limit our area of
discourse to a reasonable level affirms its role and necessity to be tested in the next chapter.
For small, palm-top robots, the discussion of the algorithms is important, as it helps to further
define the proper choice for robot localization given their low computational power and uncertain sensors.
The SPKF is derivative free, a key benefit for small chips and hardware that lacks a dedicated derivative
solver. Fuzzy logic simplifies controller design and logic, especially with the addition of a dedicated fuzzy
logic chip. The EKF is by far the most simple, making it another good candidate.
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Chapter 5
Results
5.1 Experimental Design
As there was a lack of good data containing GPS disruption, a simulation environment was derived
from the abilities of the sensors mounted on the robot itself. The GPS was modeled with random error of up
to 1.5 meters and a sensor update rate of 40 milliseconds. The IMU was modeled with a drift of up to 0.1176
m/s2 and a sample rate of 10 milliseconds. The compass was modeled with an error of up to 0.8 rads
(RMS) and a sample rate of 125 milliseconds. The odometry was with an error of 0.1 millimeters per update
and an update rate as fast as the fastest sensor (10 milliseconds). All sensors had a 1/100000 chance of a
major error - one that would provide extremely bad values. The robot simulation was driven at a rate of 2
m/s and turns at a rate of 0.1 rads/s. The output of this is shown in Figure 8(a). The second simulation
used the same sensor set as above, with the same rates, and added a ”bridge” or a location where the GPS
would receive multipath errors. These multipath errors were modeled as a random error up to the bridge
width, or 10 meters, and occurred only during the occlusion period - between 70 and 80 meters. This is
shown in Figure 8(b). The GPS output for the Bridge dataset is shown in Figure 9 - the multipath error is
clearly visible and would result in a loss of control for the robot running only on GPS.
A third simulation involves 20 random points in a 1 square kilometer area. This simulation runs for
far longer and has a larger occluded area - from 350 to 400 meters down the entire North-South axis. The
robot in this simulation has a simple modified ”bang bang” driving style, with a ”good enough” metric for
determining location. This models how a reasonably accurate human driver would operate the robot - they
turn the robot to face the location in question, then drive in a straight line. They would then slow down as
they approach within a meter of the target area, stopping shortly outside of it. The true robot path for the 20
Point dataset is in Figure 10 and the GPS output is shown in Figure 11.
The code for the simulation generation is written in Java and is included in Appendix B.
As the robot’s sensor set is extremely overcontrained, every sensor is fused with another in order to
create the best set of values. This makes the final sensor fusion in the cascade the most important for
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determining the final output. This design characteristic will be discussed in each section, as well as the
issues that arise from it.
The code is written in Java and is included in Appendix A.
(a) Standard Dataset (b) Bridge Dataset
Figure 8. The True Robot Path for the Standard and Bridge Datasets
5.2 Extended Kalman Filter
5.2.1 Design
All of the Kalman filters use the same basic cascade design, as shown in Figure 12. Each fusion
step is under O(k3) - with the overall system using a measurement vector of at most k = 12.
5.2.2 Results
The EKF provided surprisingly good results for both the Standard and Bridge datasets, as shown in
Figure 13. The results were similarly acceptable in the 20 Point dataset represented in Figure 14. The results
are given in Table 13.
Table 13. Results for EKF
Dataset Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
Standard 286.2 1.303 1.291 1.066 1.059
Bridge 289.8 2.360 2.443 1.564 1.617
20 Point 10445.4 6.236 5.837 2.264 2.246
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Figure 9. The GPS Output for the Bridge Dataset
Figure 10. The True Robot Path for the 20 Point Dataset
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Figure 11. The GPS Output for the 20 Point Dataset
Figure 12. The Kalman Cascade Design
59
(a) Standard Dataset (b) Bridge Dataset
Figure 13. The EKF Output for the Standard and Bridge Dataset
Figure 14. The EKF Output for the 20 Point Dataset
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5.3 Fuzzy EKF
5.3.1 Design
As declared before, all Kalman filters use the same basic cascade design, as shown in Figure 12.
The fuzzy logic engine within Java (jFuzzyLogic) is extremely slow, averaging 0.3 milliseconds per update.
This added about 120 seconds to the final total time elapsed and pushed it out of ”real time” range. With the
use of a dedicated fuzzy logic controller, this time can be reduced 10 fold, bringing these fuzzy controlled
systems back into the possible solution range.
5.3.2 Results
By adding the fuzzy controller to the EKF, the filter achieved superior performance in both the
Bridge and Standard datasets, by a factor of about 1.4. The GPS and IMU errors destroyed the plant in the 20
Point dataset, disturbing it beyond recovery. These results are reported in Table 14. Provided one can locate
a feasible fuzzy logic controller and eliminate errors, the FEKF is a superior choice over the basic EKF.
(a) Standard Dataset (b) Bridge Dataset
Figure 15. The FEKF Output for the Standard and Bridge Datasets
Table 14. Results for FEKF
Dataset Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
Standard 160024.6 1.386 1.414 0.765 0.759
Bridge 159957.2 1.973 2.052 1.111 1.150
20 Point 4728402 7.200 6.771 2.668 2.656
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Figure 16. The FEKF Output for the 20 Point Dataset
5.4 Sigma-Point Kalman Filter
5.4.1 Design
The SPKF shares the same basic design as the other Kalman filters. It has a slightly different
internal data storage scheme, but proceeds through the algorithms in much the same fashion. As a result, the
cascade design shown in Figure 12 still holds.
5.4.2 Results
The SPKF provides superior results in both the Standard and Bridge datasets, outstripping all
others. It is by far the best choice amongst the competitors, as shown in Table 15 and Figures 17(a), 17(b)
and 18.
Table 15. Results for SPKF
Dataset Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
Standard 14681.6 0.816 0.802 0.671 0.662
Bridge 14534.6 1.519 1.596 0.986 1.024
20 Point 518997.5 4.070 3.780 1.435 1.418
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(a) Standard Dataset (b) Bridge Dataset
Figure 17. The SPKF Output for the Standard and Bridge Datasets
Figure 18. The SPKF Output for the 20 Point Dataset
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5.5 Fuzzy SPKF
5.5.1 Design
The Fuzzy SPKF adds a fuzzy logic controller, much like the one added to the EKF to create the
FEKF. The FLAC controls the filter by altering the Q and R values on the fly:
Qk = FLAC
(
Qbase,Pk,
( k∑
i=1
zi − x-i
)
/k
)
(84)
Rk = FLAC
(
Rbase,Pk,
( k∑
i=1
zi − x-i
)
/k
)
(85)
As you can see, these equations are exactly the same as those shown for the FEKF in a previous
section, namely Equations (71) and (72). However, the FSPKF differs in the fuzzy values assigned, as
shown in Figure 19 compared to Figures 3, 4, and 5.
(a) FSPKF Covariance Fuzzy Input (b) FSPKF Mean Fuzzy Input
(c) DFSPKF Alpha Fuzzy Output
Figure 19. Fuzzy Controller for Q and R
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5.5.2 Results
The Fuzzy SPKF performed worse than the standard SPKF. This is likely due to the need for more
careful tuning of the fuzzy parameters and the system’s inherent estimation capabilities. These results are in
Table 16. This demonstrates that a fuzzy logic controller is not a panacea - it must be carefully applied and
tuned. Also, the controller added about 120 seconds of runtime to the algorithm for the Standard and Bridge
datasets, a clearly unacceptable number. This will be reduced greatly by the addition of a dedicated fuzzy
logic chip.
(a) Standard Dataset (b) Bridge Dataset
Figure 20. The FSPKF Output for the Standard and Bridge Datasets
Table 16. Results for FSPKF
Dataset Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
Standard 137346.3 0.637 0.624 0.943 0.928
Bridge 137321.5 1.749 1.796 1.511 1.566
20 Point 5218453 6.375 5.970 2.320 2.303
5.6 Double Fuzzy SPKF
5.6.1 Design
The Double Fuzzy SPKF (DFSPKF) adds a second fuzzy logic controller to the SPKF, this time,
altering the α and β values for the first three fusions, and changing how the Rx value is calculated for the
final fusion. The plots of the fuzzy values are shown in Figures 22 and 23. The fuzzy logic design is also
provided in Tables 17 and 18 - it provides the fuzzy reasoning for each change. Deviation is calculated as
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Figure 21. The FSPKF Output for the 20 Point Dataset
the difference between the previous GPS fix plus the single step IMU distance change minus the current
GPS fix. The filter uses the same cascade design as the other Kalman type filters.
Table 17. Fuzzy Controller Design for Double Fuzzy SPKF - Controlling α and β
Avg Low Avg Mid Avg High
Covar Low α ↑ β ↑↑ α− β ↑↑ α ↓ β ↓
Covar Mid α ↑ β ↑ α ↓ β ↑ α ↓↓ β ↓↓
Covar High α ↓ β− α ↓↓ β ↓ α ↓↓ β ↓↓
Table 18. Fuzzy Controller Design for Double Fuzzy SPKF - Controlling Rx
Deviation Low Rx ↓
Deviation Mid Rx ↑
Deviation High Rx ↑↑
5.6.2 Results
The Double Fuzzy system provided no benefit over the standard SPKF. Altering the α and β, as
well as the Rx and Qx provided little benefit, while adding a large amount of time (about 200 seconds for
the Standard and Bridge datasets) due to the computational complexity of the fuzzy logic system. The
results of this system are provided in Table 19. While this particular experiment was a failure, future
experiments should provide far better results.
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(a) DFSPKF Covariance Fuzzy Input (b) DFSPKF Mean Fuzzy Input
(c) DFSPKF Alpha Fuzzy Output (d) DFSPKF Beta Fuzzy Output
Figure 22. Double Fuzzy Controller for α and β
(a) DFSPKF Deviation Fuzzy Input (b) DFSPKF gmod Fuzzy Output
Figure 23. Double Fuzzy Controller for Rx
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(a) Standard Dataset (b) Bridge Dataset
Figure 24. The DFSPKF Output for the Standard and Bridge Datasets
Figure 25. The DFSPKF Output for the 20 Point Dataset
Table 19. Results for DFSPKF
Dataset Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
Standard 211777 0.667 0.651 1.077 1.068
Bridge 211519.5 1.747 1.809 1.579 1.634
20 Point 8017771 6.280 5.878 2.288 2.270
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5.7 SIS Particle Filter
5.7.1 Design
The SIS Particle Filter is the basic particle filter design. Both particle filters use the KLD Sampling,
Mean Density Extraction, and mixture particles (5%). This compromises the most robust and fastest
methods currently available.
5.7.2 Results
The SIS PF handled the Standard dataset poorly as shown in Figure 26(a), while the Bridge dataset
showed an improvement over baseline GPS in Figure 26(b). This is due to the addition of mixture particles,
as well as the KLD Sampling growing and shrinking the particle set - in a simple environment, it adds more
noise than it can reduce, while the more complex bridge environment is more accurately decoded. The long
distance runs of no occlusion again made the filter fare poorly in the 20 Point dataset, as shown in Figure 27.
The mean density extraction is also the least accurate method, but it is the fastest. This is quite necessary
given the large number of particles involved and the relative scarcity of computational resources - even with
the time saving procedures, the runtime was far too long.
(a) Standard Dataset (b) Bridge Dataset
Figure 26. The SIS PF Output for the Standard and Bridge Datasets
Table 20. Results for SIS PF
Dataset Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
Standard 201572.3 2.373 2.281 3.389 3.163
Bridge 207094.8 1.885 2.035 2.600 2.755
20 Point 7752004 7.848 5.026 7.229 3.550
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Figure 27. The SISPF Output for the 20 Point Dataset
5.8 SPKF Particle Filter
5.8.1 Design
The SPKF Particle Filter uses the SPKF to propose the importance density. As stated before, both
particle filters use the KLD Sampling, Mean Density Extraction, and mixture particles (5%). This
compromises the most robust and fastest method currently available.
5.8.2 Results
The SPKF PF handled the Standard dataset poorly as shown in Figure 28(a), while the Bridge
dataset showed an improvement over baseline GPS in Figure 28(b). It did far better in all ways than the SIS
PF for the 20 Point dataset, as shown in Figure 29. This is due to the addition of mixture particles, as well as
the KLD Sampling growing and shrinking the particle set - in a simple environment, it adds more noise than
it can reduce, while the more complex bridge environment is more accurately decoded. The mean density
extraction is also the least accurate method, but it is the fastest. This is quite necessary given the large
number of particles involved and the relative scarcity of computational resources - even with the time saving
procedures, the runtime was far too long.
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(a) Standard Dataset (b) Bridge Dataset
Figure 28. The SPKF PF Output for the Standard and Bridge Datasets
Figure 29. The SPKFPF Output for the 20 Point Dataset
Table 21. Results for SPKF PF
Dataset Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
Standard 217061.7 2.431 2.343 3.400 3.201
Bridge 204329.8 1.924 1.859 2.651 2.574
SPKF PF 8022980 3.424 3.409 3.117 3.136
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5.9 Multiple Hypothesis Methods
The various multiple hypothesis methods all shared the characteristics of their original designs,
with the following caveats - they all took about 5 times as long (given the 5 filters within) and provided no or
marginal gains (and losses in most cases). The exception to this is the MHFEKF and the 20 Point dataset -
this filter outperformed all others, except in speed. These results are in Table 22, Table 23, and Table 24.
Table 22. Multiple Hypothesis Results for the Standard Dataset
Filter Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
MHEKF 1764 1.303 1.291 1.066 1.059
MHFEKF 803680.8 1.410 1.396 0.764 0.753
MHSPKF 72739 0.977 0.964 0.803 0.797
MHFSPKF 670522.5 1.277 1.263 1.086 1.079
Table 23. Multiple Hypothesis Results for the Bridge Dataset
Filter Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
MHEKF 1764 2.360 2.443 1.564 1.617
MHFEKF 802855.8 1.987 2.048 1.114 1.147
MHSPKF 73889 1.802 1.899 1.180 1.223
MHFSPKF 669869.2 2.386 2.470 1.598 1.653
Table 24. Multiple Hypothesis Results for the 20 Point Dataset
Filter Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
MHEKF 60501 6.236 5.837 2.264 2.246
MHFEKF 29825326 1.987 2.048 1.114 1.147
MHSPKF 2641112 4.070 3.780 1.485 1.438
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(a) The MHEKF Output for the Standard Dataset (b) The MHEKF Output for the Bridge Dataset
(c) The MHEKF Output for the 20 Point Dataset
Figure 30. The MHEKF Results
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(a) The MHFEKF Output for the Standard Dataset (b) The MHFEKF Output for the Bridge Dataset
(c) The MHFEKF Output for the 20 Point Dataset
Figure 31. The MHFEKF Results
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(a) The MHSPKF Output for the Standard Dataset (b) The MHSPKF Output for the Bridge Dataset
(c) The MHSPKF Output for the 20 Point Dataset
Figure 32. The MHSPKF Results
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(a) The MHFSPKF Output for the Standard Dataset (b) The MHFSPKF Output for the Bridge Dataset
Figure 33. The MHFSPKF Results
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5.10 Comparisons
The data shows that the SPKF is the clear choice in all the datasets - this is shown in Tables 25 and
26, with the FEKF being another good choice for the Standard and Bridge datasets. The SPKF PF is a good
choice for the longer and more random 20 Point dataset, as well as the MHFEKF making an extremely
strong showing. The FEKF and MHFEKF would be even better with a much faster fuzzy logic engine. The
comparison between the two filters and the raw GPS are provided graphically for the Bridge dataset in
Figures 34, 35 and 36, and for the 20 Point dataset in Figures 37, 38, and 39.
Table 25. Standard Dataset Results
Filter Type Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
GPS 100000 1.448 1.432 1.254 1.242
EKF 286.2 1.303 1.291 1.066 1.059
FEKF 160024.6 1.386 1.414 0.765 0.759
SPKF 14681.6 0.816 0.802 0.671 0.662
FSPKF 137346.3 0.637 0.624 0.943 0.928
DFSPKF 211777 0.667 0.651 1.077 1.068
SIS PF 201572.3 2.373 2.281 3.389 3.163
SPKF PF 217061.7 2.431 2.343 3.400 3.201
MHEKF 1764 1.303 1.291 1.066 1.059
MHFEKF 803680.8 1.410 1.396 0.764 0.753
MHSPKF 72739 0.977 0.964 0.803 0.797
MHFSPKF 670522.5 1.277 1.263 1.086 1.079
Table 26. Bridge Dataset Results
Filter Type Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
GPS 100000 2.703 2.784 1.839 1.901
EKF 289.8 2.360 2.443 1.564 1.617
FEKF 159957.2 1.973 2.052 1.111 1.150
SPKF 14534.6 1.519 1.596 0.986 1.024
FSPKF 137321.5 1.749 1.796 1.511 1.566
DFSPKF 211519.5 1.747 1.809 1.579 1.634
SIS PF 207094.8 1.885 2.035 2.600 2.755
SPKF PF 204329.8 1.924 1.859 2.651 2.574
MHEKF 1764 2.360 2.443 1.564 1.617
MHFEKF 802855.8 1.987 2.048 1.114 1.147
MHSPKF 73889 1.802 1.899 1.180 1.223
MHFSPKF 669869.2 2.386 2.470 1.598 1.653
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Table 27. 20 Point Dataset Results
Filter Type Time Elapsed Std. Dev. X Std. Dev. Y Avg. Error X Avg. Error Y
(ms) (meters) (meters) (meters) (meters)
GPS 3801860 7.189 6.758 2.667 2.655
EKF 10445.4 6.236 5.837 2.264 2.246
FEKF 4728402 7.200 6.771 2.668 2.656
SPKF 518997.5 4.070 3.780 1.435 1.418
FSPKF 5218453 6.375 5.970 2.320 2.303
DFSPKF 8017771 6.280 5.878 2.288 2.270
SIS PF 7752004 7.848 5.026 7.229 3.550
SPKF PF 8022980 3.424 3.409 3.117 3.136
MHEKF 60501 6.236 5.837 2.264 2.246
MHFEKF 29825326 1.987 2.048 1.114 1.147
MHSPKF 2641112 4.070 3.780 1.485 1.438
Figure 34. The SPKF Output for the Bridge Dataset
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Figure 35. The FEKF Output for the Bridge Dataset
Figure 36. The GPS Output for the Bridge Dataset
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Figure 37. The SPKF Output for the 20 Point Dataset
Figure 38. The MHFEKF Output for the 20 Point Dataset
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Figure 39. The GPS Output for the 20 Point Dataset
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Chapter 6
Conclusions
Without localization, a robot is hopelessly lost in an environment it cannot understand. With no
reference point in our world, a robot cannot do any useful work. Although they are fickle, prone to errors,
and noisy data, as well as failures, sensors are the typical method of performing localization. If these sensors
were perfect - never failed or returned erroneous values - the localization problem would be solved.
However, sensors are typically complex mechanical and electronic devices that must collapse an infinite
number of variables in the actual world into a single set of values for the robot to consume. This task is
made more difficult by outside interference, such as incident sunlight, magnetic fields, and moving humans
and vehicles. An individual sensor often times does not provide a whole or accurate picture.
Sensor fusion is the process of combining sensor data in order to eliminate errors. The simplest
method of sensor fusion would be akin to taking two halves of a map and matching up the edges - just filling
in for what’s missing from the other sensor or sensors. However, the simple method fails when one realizes
that maps could be misaligned, misprinted or just wrong - a way is needed to judge the potential accuracy of
the estimated localization, the accuracy of the sensors, and come to a best-case belief of where the robot
currently is, all in real time. In order to achieve this goal, one turns to mathematical filters, or recursive
methods to calculate belief. Mathematical filters provide the best recourse to solving this problem, as they,
in general, recursively solve the least-squares problem of Gauss - actively moving towards a more accurate
solution as the amount of resources spent on the problem increase. This self-correcting and hill-climbing
behavior is extremely useful in solving the localization problem - the best case is your most current one,
given your most recent sensor measurements.
6.1 Summary
We set out to complete two different intertwined goals. The first was to establish an overview of all
available sensor fusion methods, discussing their design, their drawbacks, assumptions and benefits. The
second was to choose an algorithm that is of low computational complexity (< O(n3)), real-time, accurate
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(equal in or more accurate than a differential GPS (DGPS) given lower quality sensors), and robust - able to
provide a useful localization solution, even when sensors are faulty or inaccurate. The goal was to find a
locus between power requirements, computational complexity and chip requirements and
accuracy/robustness that provides the best of breed for small robots with inaccurate sensors. The first was
completed in Chapters 2, 3, and 4. The second was revealed in Chapter 5 with a selection of new filter
designs, and it was demonstrated that the Sigma-Point Kalman Filter was the clear winner, with the adaptive
Fuzzy EKF a close second.
The overview of different sensor fusion approaches will help researchers stop the tendency to
“ready-fire-aim” - they will be able to consider all of the options of each algorithm, weight the drawbacks,
assumptions, and benefits before choosing one or modifying one to their needs.
The results of this study will help pick the “most appropriate” sensor fusion algorithm given
relatively restrictive requirements. These requirements are similar to those that a microrobot would have
with extremely limited payload capacity, power, and computational resources available. The Sigma-Point
Kalman Filter (SPKF) was the clear winner - using only about 10% of the available “time resources” while
being lightweight and highly effective given poor sensors, even under extreme interruption (it has, on
average, submeter accuracy even with interruption). The Fuzzy EKF (FEKF) and Multiple Hypothesis
FEKF were a close second, almost matching the SPKF in terms of accuracy and robustness, while losing out
in the computational cost - something that will be alleviated by the addition of a dedicated fuzzy processor.
6.2 Future Work
While the ideas behind sensor fusion are relatively mature, there is always room for more
innovation. There no research project has addressed how to choose the best values for α, β and γ for SPKFs.
The use of fuzzy logic to help control these systems is still at times a black art - the proper choices for the
fuzzy sets still requires good guessing and hand tuning. There is a large amount of future research that can
be done in fuzzy systems themselves - removing all defuzzification from the system - fuzzy in, fuzzy out.
Also, there is much to be done in categorizing sensors with type 2 fuzzy sets - fuzzy sets that are themselves
fuzzy. If a sensor can be categorized with a type 2 set like this, it would be an extremely lightweight process
to perform sensor fusion and to control a robot or any other system with it. Finally, particle swarms offer an
interesting possibility for “super intelligent” particles solving their own localization problems, actively
seeking the lowest residuals over the entire possible design space.
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Mathematical Filter Code
controllers
Control.java
package c o n t r o l l e r s ;
import j a v a . u t i l . Vec to r ;
import Jama . Ma t r i x ;
pub l i c i n t e r f a c e Con t r o l {
void s t a r t P r o c e s s ( ) ;
void i n p u t S t a t e ( Vector<Vector<Double>> S t a t e ) ;
void i n p u t S t a t e ( Ma t r i x S t a t e ) ;
Boolean f i n i s h e d P r o c e s s ( ) ;
}
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DoubleFuzzySPKF.java
package c o n t r o l l e r s ;
import j a v a . u t i l . Vec to r ;
import j a v ax . vecmath . GMatrix ;
import Jama . Ma t r i x ;
pub l i c c l a s s DoubleFuzzySPKF implements SPKFControl{
pub l i c DoubleFuzzySPKF ( S t r i n g FN) {
}
pub l i c Double ge tA lpha ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
pub l i c Double g e tBe t a ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
pub l i c Double getGamma ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
pub l i c Double getKappa ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
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pub l i c Double getLambda ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
pub l i c Mat r ix ge tP ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
pub l i c vo id i n p u t S t a t e ( Ma t r i x Cov , Ma t r i x Inno ) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c vo id s e tA l pha ( Double Lam) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c vo id s e t B e t a ( Double Bet ) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c vo id se tKappa ( Double Kap ) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c vo id s e tL ( i n t L) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
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/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
pub l i c vo id i n p u t S t a t e ( Vector<Vector<Double>> S t a t e ) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c vo id i n p u t S t a t e ( Ma t r i x S t a t e ) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c vo id s t a r t P r o c e s s ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c i n t ge tCon t r o lType ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn 0 ;
}
}
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EKFControl.java
package c o n t r o l l e r s ;
import j a v a . u t i l . Vec to r ;
/ / impor t j a va x . vecmath . GMatrix ;
pub l i c i n t e r f a c e EKFControl ex tends Con t r o l {
Vector<Double> getQ ( ) ; / / Three Double Vec t o r − one Q f o r each d i r e c t i o n
Vector<Double> getR ( ) ; / / Three Double Vec t o r − one R f o r each d i r e c t i o n
Vector<Double> ge tA lpha ( ) ;
/ / v o i d i n p u t S t a t e ( GMatrix S t a t e ) ; / / 3 x3 !
}
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FuzzyEKF.java
package c o n t r o l l e r s ;
import j a v a . u t i l . Vec to r ;
import Jama . Ma t r i x ; / / Impor t t h e Fuzzy Log ic s y s t em
import n e t . s o u r c e f o r g e . jFuzzyLog i c . FIS ;
import n e t . s o u r c e f o r g e . jFuzzyLog i c . r u l e . FuzzyRu leSe t ;
pub l i c c l a s s FuzzyEKF implements EKFControl {
pr i v a t e Vector<Double> vdAlpha = new Vector<Double>() ;
pr i v a t e Vector<Double> vdQ = new Vector<Double>() ;
pr i v a t e Vector<Double> vdR = new Vector<Double>() ;
pr i v a t e Vector<Double> vdP = new Vector<Double>() ;
pr i v a t e Vector<Double> vdMinus = new Vector<Double>() ;
pr i v a t e Vector<Double> vdXYZ = new Vector<Double>() ;
pr i v a t e Boolean S t a r t e d = f a l s e ;
pr i v a t e Boolean Done = f a l s e ;
FIS f i s = nu l l ;
FuzzyRu leSe t f r s = nu l l ;
pub l i c FuzzyEKF ( S t r i n g FN) {
super ( ) ;
f i s = FIS . l o ad (FN) ;
f r s = f i s . g e tFuz zyRu l eSe t ( ) ;
}
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pub l i c Vector<Double> ge tA lpha ( ) {
re turn vdAlpha ;
}
pub l i c Vector<Double> getQ ( ) {
re turn vdQ ;
}
pub l i c Vector<Double> getR ( ) {
re turn vdR ;
}
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
i f ( Done ) {
Done = f a l s e ;
S t a r t e d = f a l s e ;
re turn ! Done ;
}
re turn Done ;
}
pub l i c vo id i n p u t S t a t e ( Vector<Vector<Double>> S t a t e ) {
i f ( ! S t a r t e d ) {
vdXYZ = S t a t e . e l emen tAt ( 0 ) ;
vdMinus = S t a t e . e l emen tAt ( 1 ) ;
vdP = S t a t e . e l emen tAt ( 2 ) ;
vdQ = S t a t e . e l emen tAt ( 3 ) ;
vdR = S t a t e . e l emen tAt ( 4 ) ;
vdAlpha = S t a t e . e l emen tAt ( 5 ) ;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t upda t e t h e FuzzyEKF s t a t e wh i l e r unn i ng ! ” ) ;
}
}
pub l i c vo id s t a r t P r o c e s s ( ) {
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i f ( ! S t a r t e d ) {
S t a r t e d = t rue ;
Double X, Y, Z ;
Double XMinus , YMinus , ZMinus ;
Double PX , PY , PZ ;
Double dQx , dQy , dQz ;
Double dRx , dRy , dRz ;
Double a lphax , a lphay , a l p h a z ;
X = vdXYZ . e l emen tAt ( 0 ) ;
Y = vdXYZ . e l emen tAt ( 1 ) ;
Z = vdXYZ . e l emen tAt ( 2 ) ;
XMinus = vdMinus . e l emen tAt ( 0 ) ;
YMinus = vdMinus . e l emen tAt ( 1 ) ;
ZMinus = vdMinus . e l emen tAt ( 2 ) ;
PX = vdP . e l emen tAt ( 0 ) ;
PY = vdP . e l emen tAt ( 1 ) ;
PZ = vdP . e l emen tAt ( 2 ) ;
dQx = vdQ . e l emen tAt ( 0 ) ;
dQy = vdQ . e l emen tAt ( 1 ) ;
dQz = vdQ . e l emen tAt ( 2 ) ;
dRx = vdR . e l emen tAt ( 0 ) ;
dRy = vdR . e l emen tAt ( 1 ) ;
dRz = vdR . e l emen tAt ( 2 ) ;
a l phax = vdAlpha . e l emen tAt ( 0 ) ;
a l phay = vdAlpha . e l emen tAt ( 1 ) ;
a l p h a z = vdAlpha . e l emen tAt ( 2 ) ;
/ / Hop e f u l l y we don ’ t have t o break i t a pa r t by d i r e c t i o n . . . BUT WE
/ / DO!
/ / Fuzzy Work
/ / X
f r s . s e t V a r i a b l e ( ” cova r ” , (PX / dRx ) ) ;
f r s . s e t V a r i a b l e ( ” avg ” , ( XMinus − X) ) ;
f r s . e v a l u a t e ( ) ;
a l phax = f r s . g e t V a r i a b l e ( ” a l p h a ” ) . d e f u z z i f y ( ) ;
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/ / Y
f r s . s e t V a r i a b l e ( ” cova r ” , (PY / dRy ) ) ;
f r s . s e t V a r i a b l e ( ” avg ” , ( YMinus − Y) ) ;
f r s . e v a l u a t e ( ) ;
a l phay = f r s . g e t V a r i a b l e ( ” a l p h a ” ) . d e f u z z i f y ( ) ;
/ / Z
f r s . s e t V a r i a b l e ( ” cova r ” , ( PZ / dRz ) ) ;
f r s . s e t V a r i a b l e ( ” avg ” , ( ZMinus − Z) ) ;
f r s . e v a l u a t e ( ) ;
a l p h a z = f r s . g e t V a r i a b l e ( ” a l p h a ” ) . d e f u z z i f y ( ) ;
/ / Update a lpha and R /Q
dQx = dQx ∗ a l phax ; / / Math . pow ( alphax , 4 ) ;
dRx = dRx ∗ a l phax ; / / Math . pow ( alphax , 4 ) ;
dQy = dQy ∗ a l phay ; / / Math . pow ( alphay , 4 ) ;
dRy = dRy ∗ a l phay ; / / Math . pow ( alphay , 4 ) ;
dQz = dQz ∗ a l p h a z ; / / Math . pow ( a lphaz , 4 ) ;
dRz = dRz ∗ a l p h a z ; / / Math . pow ( a lphaz , 4 ) ;
/ / S a n i t y
i f ( dQx > 100 . 0 )
dQx = 10 0 . 0 ;
i f ( dQx < 0 . 0 01 )
dQx = 0 . 0 0 1 ;
i f ( dQy > 100 . 0 )
dQy = 10 0 . 0 ;
i f ( dQy < 0 . 0 01 )
dQy = 0 . 0 0 1 ;
i f ( dQz > 100 . 0 )
dQz = 1 0 0 . 0 ;
i f ( dQz < 0 . 0 01 )
dQz = 0 . 0 0 1 ;
i f ( dRx > 100 . 0 )
dRx = 10 0 . 0 ;
i f ( dRx < 0 . 0 01 )
dRx = 0 . 0 0 1 ;
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i f ( dRy > 100 . 0 )
dRy = 10 0 . 0 ;
i f ( dRy < 0 . 0 01 )
dRy = 0 . 0 0 1 ;
i f ( dRz > 100 . 0 )
dRz = 1 0 0 . 0 ;
i f ( dRz < 0 . 0 01 )
dRz = 0 . 0 0 1 ;
/ / DEBUG
/ / TODO Remove t h i s l a t e r
/ / Sys tem . ou t . p r i n t l n (”dQx , dQy , dQz”) ;
/ / Sys tem . ou t . p r i n t l n ( dQx + ” ,” +dQy + ” ,” + dQz ) ;
/ / Sys tem . ou t . p r i n t l n (” dRx , dRy , dRz ”) ;
/ / Sys tem . ou t . p r i n t l n ( dRx + ” ,” +dRy + ” ,” + dRz ) ;
vdQ . c l e a r ( ) ;
vdR . c l e a r ( ) ;
vdAlpha . c l e a r ( ) ;
vdQ . add ( dQx ) ;
vdQ . add ( dQy ) ;
vdQ . add ( dQz ) ;
vdR . add ( dRx ) ;
vdR . add ( dRy ) ;
vdR . add ( dRz ) ;
/ / vdAlpha . add ( a lphax ) ;
/ / vdAlpha . add ( a lphay ) ;
/ / vdAlpha . add ( a l pha z ) ;
vdAlpha . add ( 1 . 0 ) ;
vdAlpha . add ( 1 . 0 ) ;
vdAlpha . add ( 1 . 0 ) ;
Done = t rue ;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t s t a r t t h e FuzzyEKF wh i l e i t s r unn i ng ! ” ) ;
}
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}
pub l i c vo id i n p u t S t a t e ( Ma t r i x S t a t e ) {
i f ( ! S t a r t e d ) {
/ / doub l e [ ] [ ] d S t a t e = S t a t e . g e tA r r a y ( ) ;
vdXYZ . c l e a r ( ) ;
vdMinus . c l e a r ( ) ;
vdP . c l e a r ( ) ;
vdQ . c l e a r ( ) ;
vdR . c l e a r ( ) ;
vdAlpha . c l e a r ( ) ;
vdXYZ . add ( S t a t e . g e t ( 0 , 0 ) ) ;
vdXYZ . add ( S t a t e . g e t ( 0 , 1 ) ) ;
vdXYZ . add ( S t a t e . g e t ( 0 , 2 ) ) ;
vdMinus . add ( S t a t e . g e t ( 1 , 0 ) ) ;
vdMinus . add ( S t a t e . g e t ( 1 , 1 ) ) ;
vdMinus . add ( S t a t e . g e t ( 1 , 2 ) ) ;
vdP . add ( S t a t e . g e t ( 2 , 0 ) ) ;
vdP . add ( S t a t e . g e t ( 2 , 1 ) ) ;
vdP . add ( S t a t e . g e t ( 2 , 2 ) ) ;
vdQ . add ( S t a t e . g e t ( 3 , 0 ) ) ;
vdQ . add ( S t a t e . g e t ( 3 , 1 ) ) ;
vdQ . add ( S t a t e . g e t ( 3 , 2 ) ) ;
vdR . add ( S t a t e . g e t ( 4 , 0 ) ) ;
vdR . add ( S t a t e . g e t ( 4 , 1 ) ) ;
vdR . add ( S t a t e . g e t ( 4 , 2 ) ) ;
vdAlpha . add ( S t a t e . g e t ( 5 , 0 ) ) ;
vdAlpha . add ( S t a t e . g e t ( 5 , 1 ) ) ;
vdAlpha . add ( S t a t e . g e t ( 5 , 2 ) ) ;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t upda t e t h e IAEEKF s t a t e wh i l e r unn i ng ! ” ) ;
}
}
}
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FuzzySPKF.java
package c o n t r o l l e r s ;
import j a v a . u t i l . Vec to r ;
/ / Impor t t h e Fuzzy Log ic s y s t em
import n e t . s o u r c e f o r g e . jFuzzyLog i c . FIS ;
import n e t . s o u r c e f o r g e . jFuzzyLog i c . r u l e . FuzzyRu leSe t ;
import Jama . Ma t r i x ;
/∗ ∗
∗ Th i s i s t h e Fuzzy C o n t r o l l e r f o r t h e SPKF . I t i n c l u d e s bo th t h e s i n g l e and
∗ doub l e f u z z y c o n t r o l methods .
∗
∗ @category C o n t r o l l e r
∗ @author j e f f r e y k r am e r
∗
∗ /
pub l i c c l a s s FuzzySPKF implements SPKFControl {
FIS f i sA = nu l l ;
FIS f i sB = nu l l ;
FIS f i sC = nu l l ;
FuzzyRu leSe t f r sA = nu l l ;
FuzzyRu leSe t f r sB = nu l l ;
FuzzyRu leSe t f r sC = nu l l ;
pr i v a t e Mat r ix P ;
pr i v a t e Mat r ix Innov ;
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pr i v a t e Mat r ix Dev i a t i o n ;
pr i v a t e Double Alpha ;
pr i v a t e Double Beta ;
pr i v a t e Double Kappa ;
pr i v a t e i n t L ;
pr i v a t e Boolean S t a r t e d = f a l s e ;
pr i v a t e Boolean Done = f a l s e ;
pr i v a t e Boolean DFK;
pr i v a t e Boolean bGPS ;
/∗ ∗
∗ S i n g l e Fuzzy Con s t r u c t o r
∗
∗ @param FN
∗ @param iL
∗ /
pub l i c FuzzySPKF ( S t r i n g FN , i n t iL ) {
super ( ) ;
f i sA = FIS . l o ad (FN) ;
f r sA = f i sA . g e tFuz zyRu l eSe t ( ) ;
L = iL ;
DFK = f a l s e ;
bGPS = f a l s e ;
}
/∗ ∗
∗ Double Fuzzy Con s t r u c t o r
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∗
∗ @param FNA
∗ @param FNB
∗ @param iL
∗ /
pub l i c FuzzySPKF ( S t r i n g FNA, S t r i n g FNB, i n t iL ) {
super ( ) ;
f i sA = FIS . l o ad (FNA) ;
f r sA = f i sA . g e tFuz zyRu l eSe t ( ) ;
f i sB = FIS . l o ad (FNB) ;
f r sB = f i sB . g e tFuz zyRu l eSe t ( ) ;
f i sC = FIS . l o ad ( ” n ewd fk f i s . t x t ” ) ;
f r sC = f i sC . g e tFuz zyRu l eSe t ( ) ;
L = iL ;
DFK = t rue ;
bGPS = f a l s e ;
}
pub l i c Mat r ix ge tP ( ) {
/ / Re tu rn t h e Mat r i x P . . . bu t no t u n l e s s we ’ re done w i t h i t !
i f ( Done && S t a r t e d ) {
Done = f a l s e ;
S t a r t e d = f a l s e ;
re turn P ;
} e l s e {
System . ou t . p r i n t l n ( ”Not done wi th P ! You can ’ t have i t ! ” ) ;
}
re turn nu l l ;
}
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
re turn Done ;
}
pub l i c vo id i n p u t S t a t e ( Vector<Vector<Double>> S t a t e ) {
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System . ou t . p r i n t l n ( ” In t h e i n t e r e s t s o f t ime , we don ’ t s u p p o r t v e c t o r v e c t o r madness
h e r e . Try ag a i n l a t e r . ” ) ;
}
pub l i c vo id i n p u t S t a t e ( Ma t r i x S t a t e ) {
System . ou t . p r i n t l n ( ”We don ’ t do t h i s h e r e . . . =0” ) ;
}
pub l i c vo id i n p u t S t a t e ( Ma t r i x Cov , Ma t r i x Inno ) {
/ / ’ e r e we go !
P = Cov ;
Innov = Inno ;
}
pub l i c vo id isGPS ( Ma t r i x oIMU) {
bGPS = t rue ;
D ev i a t i o n = oIMU ;
}
pub l i c vo id s t a r t P r o c e s s ( ) {
i f ( ! S t a r t e d ) {
S t a r t e d = t rue ;
/ / P has Px and our Covar i ance s i n i t
/ / Innov i s our i n n o v a t i o n s
Double InnoX = Innov . g e t ( 0 , 0 ) ;
Double InnoY = Innov . g e t ( 1 , 0 ) ;
Double InnoZ = Innov . g e t ( 2 , 0 ) ;
Double PX = P . g e t ( 0 , 0 ) ;
Double PY = P . g e t ( 1 , 1 ) ;
Double PZ = P . g e t ( 2 , 2 ) ;
Double dQx = P . g e t ( 3 , 3 ) ;
Double dQy = P . g e t ( 4 , 4 ) ;
Double dQz = P . g e t ( 5 , 5 ) ;
Double dRx = P . g e t ( 6 , 6 ) ;
Double dRy = P . g e t ( 7 , 7 ) ;
Double dRz = P . g e t ( 8 , 8 ) ;
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Double a lphax , a lphay , a l p h a z ;
/ / Sys tem . ou t . p r i n t l n (” In Fuzzy SPKF !” ) ;
i f (DFK) {
/ / Sys tem . ou t . p r i n t l n (” In Double Fuzzy SPKF !” ) ;
/ / TWO METHODS:
/ / 1 − Greek Mod i f i c a t i o n
/ / 2 − Fus ion vs . IMU − per s t e p e r r o r vs . s e n s o r r e s pon s e
i f ( ! bGPS ) {
/ / Sys tem . ou t . p r i n t l n (” In Old Double ”) ;
/ / So , i n here we ’ l l be e d i t i n g our g r e e k s
/ / a lpha must 0 <= a <= 1 , w i t h t e n d i n g towards z e ro
/ / b e t a must be >0 w i t h 2 r e p r e s e n t i n g a Gauss ian s y s t em
/ / kappa must be g r e a t e r than zero , w i t h no cap ( unknown
/ / p r o v i d e n c e )
Double f a l ph a , f b e t a , f kappa ;
/ / Th i s doesn ’ t work on i n d i v i d u a l co va r i anc e s , so we ’ l l
/ / average
/ / our cova r i ance , and our i n n o v a t i o n s ( which shou l d work ,
/ / bu t
/ / must be t e s t e d )
/ / TODO Make su r e t h a t a v e rag i ng t h e s e works a p p r o p r i a t e l y
Double InnoAvg = ( InnoX + InnoY + InnoZ ) / 3 ;
Double PAvg = (PX + PY + PZ ) / 3 ;
Double RAvg = ( dRx + dRy + dRz ) / 3 ;
InnoAvg = Math . abs ( InnoAvg ) ;
/ / Sys tem . ou t . p r i n t l n (” avg : ” + InnoAvg ) ;
/ / Sys tem . ou t . p r i n t l n (” covar : ”+PAvg / RAvg ) ;
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f r sB . s e t V a r i a b l e ( ” cova r ” , Math . abs ( PAvg / RAvg ) ) ;
f r sB . s e t V a r i a b l e ( ” avg ” , InnoAvg ) ;
f r sB . e v a l u a t e ( ) ;
f a l p h a = f r sB . g e tV a r i a b l e ( ” alphamod ” ) . d e f u z z i f y ( ) ;
f b e t a = f r sB . g e tV a r i a b l e ( ” betamod ” ) . d e f u z z i f y ( ) ;
/ / f kappa = f r sB . g e t V a r i a b l e (” kappamod ”) . d e f u z z i f y ( ) ;
/ / Sys tem . ou t . p r i n t l n (” Fuzzy Mul t s : ” + f a l p h a + ” , ” +
/ / f b e t a ) ;
/ / Check f o r S a n i t y !
f a l p h a = f a l p h a ∗ Alpha ;
i f ( f a l p h a > 0 . 4 )
f a l p h a = 0 . 4 ;
i f ( f a l p h a < 0 .000001 )
f a l p h a = 0 . 000001 ;
f b e t a = f b e t a ∗ Beta ;
i f ( f b e t a > 4)
f b e t a = 4 . 0 ;
i f ( f b e t a <= 0 . 5 )
f b e t a = 0 . 5 ;
t h i s . s e tA l ph a ( f a l p h a ) ;
t h i s . s e t B e t a ( f b e t a ) ;
/ / t h i s . se tKappa ( f kappa ∗ Kappa ) ;
} e l s e {
/ / Th i s i s t h e ”new method” o f DFSPKF − ch e c k i ng per s t e p e r r o r o f IMU vs . Sensor
Response
/ / Sys tem . ou t . p r i n t l n (” In New DFSPKF”) ;
double TrueDev = Math . s q r t ( D ev i a t i o n . g e t ( 0 , 0 )∗Dev i a t i o n . g e t ( 0 ,
0 ) +Dev i a t i o n . g e t ( 1 , 0 )∗Dev i a t i o n . g e t ( 1 , 0 ) ) ;
/ / Sys tem . ou t . p r i n t l n (” TrueDev =”+TrueDev ) ;
f r sC . s e t V a r i a b l e ( ” dev ” , TrueDev ) ;
f r sC . e v a l u a t e ( ) ;
double gmod = f r sC . g e tV a r i a b l e ( ”gmod” ) . d e f u z z i f y ( ) ;
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/ / Sys tem . ou t . p r i n t l n (”gmod : ” + gmod ) ;
dRx = dRx ∗ gmod ;
dRy = dRy ∗ gmod ;
dRz = dRz ∗ gmod ;
/ / Sys tem . ou t . p r i n t l n (”dR = ”+dRx+”,”+dRy+”,”+dRz ) ;
}
}
/ / Fuzzy Work
/ / X
f r sA . s e t V a r i a b l e ( ” cova r ” , (PX / dRx ) ) ;
f r sA . s e t V a r i a b l e ( ” avg ” , InnoX ) ;
f r sA . e v a l u a t e ( ) ;
a l phax = f r sA . g e tV a r i a b l e ( ” a l p h a ” ) . d e f u z z i f y ( ) ;
/ / Y
f r sA . s e t V a r i a b l e ( ” cova r ” , (PY / dRy ) ) ;
f r sA . s e t V a r i a b l e ( ” avg ” , InnoY ) ;
f r sA . e v a l u a t e ( ) ;
a l phay = f r sA . g e tV a r i a b l e ( ” a l p h a ” ) . d e f u z z i f y ( ) ;
/ / Z
f r sA . s e t V a r i a b l e ( ” cova r ” , ( PZ / dRz ) ) ;
f r sA . s e t V a r i a b l e ( ” avg ” , InnoZ ) ;
f r sA . e v a l u a t e ( ) ;
a l p h a z = f r sA . g e tV a r i a b l e ( ” a l p h a ” ) . d e f u z z i f y ( ) ;
/ / Sys tem . ou t . p r i n t l n (”dQ , dR Mul t s : ”+ a lphax + ” ,” + a lphay + ” ,”
/ / + a lpha z ) ;
/ / Update R /Q
dQx = dQx ∗ a l phax ;
dQy = dQy ∗ a l phay ;
dQz = dQz ∗ a l p h a z ;
i f ( ! bGPS | | !DFK) {
dRx = dRx ∗ a l phax ;
dRy = dRy ∗ a l phay ;
dRz = dRz ∗ a l p h a z ;
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}
/ / Sys tem . ou t . p r i n t l n (”dQ: ” + dQx + ”,”+ dQy + ”,”+ dQz ) ;
/ / Sys tem . ou t . p r i n t l n (”dR : ” + dRx + ”,”+ dRy + ”,”+ dRz ) ;
/ / S a n i t y
i f ( dQx > 100 . 0 )
dQx = 10 0 . 0 ;
i f ( dQx < 0 . 0 01 )
dQx = 0 . 0 0 1 ;
i f ( dQy > 100 . 0 )
dQy = 10 0 . 0 ;
i f ( dQy < 0 . 0 01 )
dQy = 0 . 0 0 1 ;
i f ( dQz > 100 . 0 )
dQz = 1 0 0 . 0 ;
i f ( dQz < 0 . 0 01 )
dQz = 0 . 0 0 1 ;
i f ( dRx > 100 . 0 )
dRx = 10 0 . 0 ;
i f ( dRx < 0 . 0 01 )
dRx = 0 . 0 0 1 ;
i f ( dRy > 100 . 0 )
dRy = 10 0 . 0 ;
i f ( dRy < 0 . 0 01 )
dRy = 0 . 0 0 1 ;
i f ( dRz > 100 . 0 )
dRz = 1 0 0 . 0 ;
i f ( dRz < 0 . 0 01 )
dRz = 0 . 0 0 1 ;
P . s e t ( 3 , 3 , dQx ) ;
P . s e t ( 4 , 4 , dQy ) ;
P . s e t ( 5 , 5 , dQz ) ;
P . s e t ( 6 , 6 , dRx ) ;
P . s e t ( 7 , 7 , dRy ) ;
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P . s e t ( 8 , 8 , dRz ) ;
Done = t rue ;
bGPS = f a l s e ;
/ / S t a r t e d = f a l s e ;
}
}
pub l i c Double ge tA lpha ( ) {
re turn Alpha ;
}
pub l i c Double g e tBe t a ( ) {
re turn Beta ;
}
pub l i c Double getGamma ( ) {
re turn Math . s q r t (L + t h i s . getLambda ( ) ) ;
}
pub l i c Double getKappa ( ) {
re turn Kappa ;
}
pub l i c Double getLambda ( ) {
re turn ( ( Alpha ∗ Alpha ) ∗ (L + Kappa ) ) − L ;
}
pub l i c vo id s e tL ( i n t iL ) {
System . ou t . p r i n t l n ( ” Th i s i s l i k e l y a bad i d e a . . . You ’ r e chang ing L! ” ) ;
L = iL ;
}
pub l i c vo id s e tA l pha ( Double Alp ) {
Alpha = Alp ;
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}
pub l i c vo id s e t B e t a ( Double Bet ) {
Beta = Bet ;
}
pub l i c vo id se tKappa ( Double Kap ) {
Kappa = Kap ;
}
pub l i c i n t ge tCon t r o lType ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn 2 ;
}
}
115
Appendix A (Continued)
NoControlEKF.java
package c o n t r o l l e r s ;
import j a v a . u t i l . Vec to r ;
import Jama . Ma t r i x ;
pub l i c c l a s s NoControlEKF implements EKFControl {
pr i v a t e Boolean S t a r t e d = f a l s e ;
pr i v a t e Boolean Done = f a l s e ;
pr i v a t e Vector<Double> vdAlpha = new Vector<Double>() ;
pr i v a t e Vector<Double> vdQ = new Vector<Double>() ;
pr i v a t e Vector<Double> vdR = new Vector<Double>() ;
/ / p r i v a t e Vec tor<Double> vdP ;
/ / p r i v a t e Vec tor<Double> vdMinus ;
/ / p r i v a t e Vec tor<Double> vdXYZ ;
pub l i c NoControlEKF ( ) {
super ( ) ;
}
pub l i c Vector<Double> ge tA lpha ( ) {
re turn vdAlpha ;
}
pub l i c Vector<Double> getQ ( ) {
re turn vdQ ;
}
pub l i c Vector<Double> getR ( ) {
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re turn vdR ;
}
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
i f ( Done ) {
Done = f a l s e ;
S t a r t e d = f a l s e ;
re turn ! Done ;
}
re turn Done ;
}
pub l i c vo id i n p u t S t a t e ( Vector<Vector<Double>> S t a t e ) {
i f ( ! S t a r t e d ) {
/ / vdXYZ = S t a t e . e l emen tA t ( 0 ) ;
/ / vdMinus = S t a t e . e l emen tA t ( 1 ) ;
/ / vdP = S t a t e . e l emen tA t ( 2 ) ;
vdQ = S t a t e . e l emen tAt ( 3 ) ;
vdR = S t a t e . e l emen tAt ( 4 ) ;
vdAlpha = S t a t e . e l emen tAt ( 5 ) ;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t upda t e t h e NoControlEKF s t a t e wh i l e r unn i ng ! ” ) ;
}
}
pub l i c vo id s t a r t P r o c e s s ( ) {
/ / Not much i n here !
i f ( ! S t a r t e d ) {
S t a r t e d = t rue ;
/ / EMPTY
Done = t rue ;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t upda t e t h e NoControlEKF s t a t e wh i l e r unn i ng ! ” ) ;
}
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}
pub l i c vo id i n p u t S t a t e ( Ma t r i x S t a t e ) {
i f ( ! S t a r t e d ) {
/ / doub l e [ ] [ ] d S t a t e = S t a t e . g e tA r r a y ( ) ;
/ / S t a t e . p r i n t ( 3 , 2 ) ;
vdQ . c l e a r ( ) ;
vdR . c l e a r ( ) ;
vdAlpha . c l e a r ( ) ;
vdQ . add ( S t a t e . g e t ( 3 , 0 ) ) ;
vdQ . add ( S t a t e . g e t ( 3 , 1 ) ) ;
vdQ . add ( S t a t e . g e t ( 3 , 2 ) ) ;
vdR . add ( S t a t e . g e t ( 4 , 0 ) ) ;
vdR . add ( S t a t e . g e t ( 4 , 1 ) ) ;
vdR . add ( S t a t e . g e t ( 4 , 2 ) ) ;
vdAlpha . add ( S t a t e . g e t ( 5 , 0 ) ) ;
vdAlpha . add ( S t a t e . g e t ( 5 , 1 ) ) ;
vdAlpha . add ( S t a t e . g e t ( 5 , 2 ) ) ;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t upda t e t h e NoControlEKF s t a t e wh i l e r unn i ng ! ” ) ;
}
}
}
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NoControlPF.java
package c o n t r o l l e r s ;
import j a v a . u t i l . Vec to r ;
import Jama . Ma t r i x ;
pub l i c c l a s s NoControlPF implements PFCon t ro l {
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
pub l i c vo id i n p u t S t a t e ( Vector<Vector<Double>> S t a t e ) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c vo id i n p u t S t a t e ( Ma t r i x S t a t e ) {
/ / TODO Auto−gen e r a t e d method s t u b
}
pub l i c vo id s t a r t P r o c e s s ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
}
}
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NoControlSPKF.java
package c o n t r o l l e r s ;
import j a v a . u t i l . Vec to r ;
import Jama . Ma t r i x ;
pub l i c c l a s s NoControlSPKF implements SPKFControl {
pr i v a t e Mat r ix P ;
pr i v a t e Mat r ix Innov ;
pr i v a t e Double Alpha ;
pr i v a t e Double Beta ;
pr i v a t e Double Kappa ;
pr i v a t e i n t L ;
pr i v a t e Boolean S t a r t e d = f a l s e ;
pr i v a t e Boolean Done = f a l s e ;
pub l i c NoControlSPKF ( i n t iL ) {
L = iL ;
}
pub l i c Mat r ix ge tP ( ) {
/ / Re tu rn t h e Mat r i x P . . . bu t no t u n l e s s we ’ re done w i t h i t !
i f ( Done ) {
Done = f a l s e ;
re turn P ;
} e l s e {
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System . ou t . p r i n t l n ( ”Not done wi th P ! You can ’ t have i t ! ” ) ;
}
re turn nu l l ;
}
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
re turn Done ;
}
pub l i c vo id i n p u t S t a t e ( Vector<Vector<Double>> S t a t e ) {
System . ou t . p r i n t l n ( ” In t h e i n t e r e s t s o f t ime , we don ’ t s u p p o r t v e c t o r v e c t o r madness
h e r e . Try ag a i n l a t e r . ” ) ;
}
pub l i c vo id i n p u t S t a t e ( Ma t r i x S t a t e ) {
System . ou t . p r i n t l n ( ”We don ’ t do t h i s h e r e . . . =0” ) ;
}
pub l i c vo id i n p u t S t a t e ( Ma t r i x Cov , Ma t r i x Inno ) {
/ / ’ e r e we go !
P = Cov ;
Innov = Inno ;
}
pub l i c vo id s t a r t P r o c e s s ( ) {
S t a r t e d = t rue ;
/ / We would screw w i t h t h e Q and R i n here .
Done = t rue ;
S t a r t e d = f a l s e ;
}
pub l i c Double ge tA lpha ( ) {
re turn Alpha ;
}
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pub l i c Double g e tBe t a ( ) {
re turn Beta ;
}
pub l i c Double getGamma ( ) {
re turn Math . s q r t (L + t h i s . getLambda ( ) ) ;
}
pub l i c Double getKappa ( ) {
re turn Kappa ;
}
pub l i c Double getLambda ( ) {
re turn ( ( ( Alpha ∗ Alpha ) ∗ (L + Kappa ) ) − L) ;
}
pub l i c vo id s e tL ( i n t iL ) {
System . ou t . p r i n t l n ( ” Th i s i s l i k e l y a bad i d e a . . . You ’ r e chang ing L! ” ) ;
L = iL ;
}
pub l i c vo id s e tA l pha ( Double Alp ) {
Alpha = Alp ;
}
pub l i c vo id s e t B e t a ( Double Bet ) {
Beta = Bet ;
}
pub l i c vo id se tKappa ( Double Kap ) {
Kappa = Kap ;
}
pub l i c i n t ge tCon t r o lType ( ) {
/ / C o n t r o l l e r Type 1
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re turn 1 ;
}
}
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PFControl.java
package c o n t r o l l e r s ;
pub l i c i n t e r f a c e PFCon t ro l ex tends Con t r o l {
}
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SPKFControl.java
package c o n t r o l l e r s ;
import j a v a . u t i l . Vec to r ;
/ / impor t j a va x . vecmath . GMatrix ;
import Jama . Ma t r i x ;
pub l i c i n t e r f a c e SPKFControl ex tends Con t r o l {
Mat r ix ge tP ( ) ;
Double ge tA lpha ( ) ;
Double getGamma ( ) ;
Double getKappa ( ) ;
Double getLambda ( ) ;
Double g e tBe t a ( ) ;
void s e tL ( i n t L) ;
void s e tA l pha ( Double Lam) ;
void se tKappa ( Double Kap ) ;
void s e t B e t a ( Double Bet ) ;
void i n p u t S t a t e ( Ma t r i x Cov , Ma t r i x Inno ) ;
i n t ge tCon t r o lType ( ) ;
}
filters
EKF.java
package f i l t e r s ;
import j a v a . u t i l . Date ;
import j a v a . u t i l . Vec to r ;
import t e s t s y s t em . CompassEntry ;
import t e s t s y s t em . Data ;
import t e s t s y s t em . GPSEntry ;
import t e s t s y s t em . IMUEntry ;
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import t e s t s y s t em . OdoEntry ;
import Jama . Ma t r i x ;
import c o n t r o l l e r s . ∗ ;
import j a v a . i o . ∗ ;
pub l i c c l a s s EKF implements F i l t e r {
/∗ ∗
∗ @param args
∗ /
pr i v a t e boolean ProcessOn = f a l s e ;
pr i v a t e boolean ProcessDone = f a l s e ;
pr i v a t e Date TimeOn , TimeOff ;
pr i v a t e Long TimeElapsed ;
pr i v a t e Data dDa t a s e t ;
pr i v a t e EKFControl c C o n t r o l l e r ;
pr i v a t e Vector<GPSEntry> Outpu t = new Vector<GPSEntry>() ;
pr i v a t e Vector<Matr ix> Res id = new Vector<Matr ix >() ;
pr i v a t e Double i n i tQ , i n i t R ;
pub l i c EKF( Con t r o l c o n t r o l l e r , Data Da t a s e t , Double defQ , Double defR ) {
c C o n t r o l l e r = ( EKFControl ) c o n t r o l l e r ;
dDa t a s e t = Da t a s e t ;
i n i t Q = defQ ;
i n i t R = defR ;
}
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
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re turn ProcessDone ;
}
pub l i c vo id ou t p u tDa t a ( S t r i n g FileName ) {
t ry {
Bu f f e r e dWr i t e r ou t = new Bu f f e r e dWr i t e r (new
F i l eW r i t e r ( FileName+TimeElapsed+” . t x t ” ) ) ;
i n t l e n = Outpu t . s i z e ( ) ;
System . ou t . p r i n t l n ( ”Time E l ap sed : ”+TimeElapsed ) ;
GPSEntry A;
Ma t r i x B ;
ou t . w r i t e ( ”# Times tep NorthX EastY ResidX ResidY ResidZ ” ) ;
ou t . newLine ( ) ;
f o r ( i n t i = 0 ; i < l e n ; i ++) {
A = Outpu t . e l emen tAt ( i ) ;
B = Res id . e l emen tAt ( i ) ;
ou t . w r i t e (A. getGPSTimestamp ( ) + ” ” + A. ge tEas tX ( ) + ” ” + A. ge tNor thY ( ) + ” ” +
B . g e t ( 0 , 0 ) + ” ”+ B . g e t ( 0 , 1 ) + ” ”+ B . g e t ( 0 , 2 ) ) ;
ou t . newLine ( ) ;
}
ou t . c l o s e ( ) ;
} catch ( IOExcep t ion e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
pub l i c vo id s e t C o n t r o l ( Con t r o l C o n t r o l l e r ) {
i f ( ! ProcessOn ) {
/ / Change t h e C o n t r o l l e r
c C o n t r o l l e r = ( EKFControl ) C o n t r o l l e r ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t c o n t r o l l e r i n mid−p r o c e s s ! ” ) ;
}
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pub l i c vo id s e tD a t a ( Data Da t a s e t ) {
i f ( ! ProcessOn ) {
/ / Change t h e Da ta s e t
dDa t a s e t = Da t a s e t ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t d a t a i n mid−p r o c e s s ! ” ) ;
}
pub l i c vo id s t a r t P r o c e s s ( ) {
/ / S t a r t t h e p r o c e s s !
ProcessOn = t rue ;
TimeOn = new Date ( ) ;
/ / Get t h e l e n g t h o f t h e d a t a s e t
i n t i L eng t h = dDa t a s e t . g e tLeng t h ( ) ;
GPSEntry gGPS ;
IMUEntry iIMU ;
OdoEntry oOdo ;
CompassEntry cComp ;
Double dTS ;
Vector<Double> vIMU = new Vector<Double>() ;
Vector<Double> vComp = new Vector<Double>() ;
Vector<Double> vOdoR = new Vector<Double>() ;
Vector<Double> vOdo = new Vector<Double>() ;
Vector<Double> vGPS = new Vector<Double>() ;
Vector<Double> vOldDS = new Vector<Double>() ;
/ / Bu i l d t h e F i r s t S t a t e s !
Vector<Vector<Double>> Ze roHead i ngS t a t e = new Vector<Vector<Double>>() ;
Vector<Vector<Double>> Head i ngS t a t e = new Vector<Vector<Double>>() ;
Vector<Vector<Double>> Dr i v e S t a t e = new Vector<Vector<Double>>() ;
Vector<Vector<Double>> Po s eS t a t e = new Vector<Vector<Double>>() ;
Vector<Double> TempVec = new Vector<Double>() ;
/ / X , Y , Z
/ / XMinus , YMinus , ZMinus
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TempVec . add ( 0 . 0 ) ;
TempVec . add ( 0 . 0 ) ;
TempVec . add ( 0 . 0 ) ;
D r i v e S t a t e . add ( TempVec ) ;
D r i v e S t a t e . add ( TempVec ) ;
TempVec . s e t ( 2 , dDa t a s e t . GetCompassEntry ( 0 ) . GetRad ( ) ) ;
He ad i ngS t a t e . add ( TempVec ) ;
He ad i ngS t a t e . add ( TempVec ) ;
TempVec . s e t ( 2 , dDa t a s e t . GetOdoEntry ( 0 ) . ge tOdoThe ta ( ) ) ;
Z e r oHead i ngS t a t e . add ( TempVec ) ;
Ze r oHead i ngS t a t e . add ( TempVec ) ;
TempVec . c l e a r ( ) ;
TempVec . add ( dDa t a s e t . GetGPSEntry ( 0 ) . ge tEas tX ( ) ) ;
TempVec . add ( dDa t a s e t . GetGPSEntry ( 0 ) . ge tNor thY ( ) ) ;
TempVec . add ( 0 . 0 ) ;
P o s e S t a t e . add ( TempVec ) ;
P o s e S t a t e . add ( TempVec ) ;
/ / PX , PY , PZ
TempVec . c l e a r ( ) ;
TempVec . add ( 0 . 0 ) ;
TempVec . add ( 0 . 0 ) ;
TempVec . add ( 0 . 0 ) ;
Ze r oHead i ngS t a t e . add ( TempVec ) ;
He ad i ngS t a t e . add ( TempVec ) ;
D r i v e S t a t e . add ( TempVec ) ;
P o s e S t a t e . add ( TempVec ) ;
/ / Qx , Qy , Qz
TempVec . c l e a r ( ) ;
TempVec . add ( i n i t Q ) ;
TempVec . add ( i n i t Q ) ;
TempVec . add ( i n i t Q ) ;
Ze r oHead i ngS t a t e . add ( TempVec ) ;
He ad i ngS t a t e . add ( TempVec ) ;
D r i v e S t a t e . add ( TempVec ) ;
P o s e S t a t e . add ( TempVec ) ;
/ / Rx , Ry , Rz
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TempVec . c l e a r ( ) ;
TempVec . add ( i n i t R ) ;
TempVec . add ( i n i t R ) ;
TempVec . add ( i n i t R ) ;
Ze r oHead i ngS t a t e . add ( TempVec ) ;
He ad i ngS t a t e . add ( TempVec ) ;
D r i v e S t a t e . add ( TempVec ) ;
/ / Rx , Ry , Rz
TempVec . c l e a r ( ) ;
TempVec . add ( 2 . 5 ) ;
TempVec . add ( 2 . 5 ) ;
TempVec . add ( 2 . 5 ) ;
P o s e S t a t e . add ( TempVec ) ;
/ / Ax , Ay , Az
TempVec . c l e a r ( ) ;
TempVec . add ( 1 . 0 ) ;
TempVec . add ( 1 . 0 ) ;
TempVec . add ( 1 . 0 ) ;
Ze r oHead i ngS t a t e . add ( TempVec ) ;
He ad i ngS t a t e . add ( TempVec ) ;
D r i v e S t a t e . add ( TempVec ) ;
P o s e S t a t e . add ( TempVec ) ;
Double OldOdoTheta = 0 . 0 ;
Double OldOdoX = 0 . 0 ;
Double OldOdoY = 0 . 0 ;
/ / S t a r t t h e r o l l !
f o r ( i n t i = 0 ; i < i L eng t h ; i ++) {
/ / Get t h e da ta @ i
gGPS = dDa t a s e t . GetGPSEntry ( i ) ;
iIMU = dDa t a s e t . GetIMUEntry ( i ) ;
oOdo = dDa t a s e t . GetOdoEntry ( i ) ;
dTS = gGPS . getGPSTimestamp ( ) ;
/ / vRIMU = dDa ta s e t . Ge t IMURotVe loc i t y ( i ) ;
cComp = dDa t a s e t . GetCompassEntry ( i ) ;
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/ / T i c k e r
i f ( i %1000 == 0)
System . ou t . p r i n t ( ” . ” ) ;
/ / Cascading EKFs !
/ / Kalman F i l t e r i n g S e c t i o n
/ / S t e p 1 : Cut a ho l e i n a box
/ / S t e p 2 : Put t h e j unk i n t h e box
/ / S t e p 3 : Get them t o open t h e box
/ / A c t u a l l y :
/ / S t e p 1 : KF ODO The ta as t h e d r i v e and Compass as t h e Measure
/ / S t e p 2 : Use t h e combined head ing t o l i n e r a l i z e t h e IMU a c c e l e r a t i o n
/ / S t e p 3 : KF l i n e a r l i z e d a c c e l as a d r i v e and ODO X and Y as t h e Measure
/ / S t e p 4 : KF Combined as a d r i v e and GPS X and Y as t h e Measure
/ / S t e p 0 : KF t h e proper o rde r aga in . . .
vIMU . c l e a r ( ) ;
vIMU . add ( 0 . 0 ) ;
vIMU . add ( 0 . 0 ) ;
vIMU . add ( iIMU . getIMURotAccel ( ) . g e t ( 2 ) ) ;
vOdoR . c l e a r ( ) ;
vOdoR . add ( 0 . 0 ) ;
vOdoR . add ( 0 . 0 ) ;
vOdoR . add ( ( oOdo . ge tOdoThe ta ( )−OldOdoTheta ) ) ;
OldOdoTheta = oOdo . ge tOdoThe ta ( ) ;
Z e r oHead i ngS t a t e = KStep ( Ze roHead ingS t a t e , vOdoR , vIMU , dTS ) ;
/ / S t e p 1 :
vOdoR . c l e a r ( ) ;
vOdoR = Ze roHead i ngS t a t e . g e t ( 0 ) ;
vOdoR . s e t ( 0 , vOdoR . g e t ( 0 ) / dTS ) ;
vOdoR . s e t ( 1 , vOdoR . g e t ( 1 ) / dTS ) ;
vOdoR . s e t ( 2 , vOdoR . g e t ( 2 ) / dTS ) ;
vComp . c l e a r ( ) ;
vComp . add ( 0 . 0 ) ;
vComp . add ( 0 . 0 ) ;
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vComp . add ( cComp . GetRad ( ) ) ;
He ad i ngS t a t e = KStep ( Head ingS t a t e , vComp , vOdoR , dTS ) ;
/ / S t e p 2 :
vIMU = dDa t a s e t . GetIMUVeloci ty ( i , He ad i ngS t a t e . g e t ( 0 ) ) ;
/ / S t e p 3 :
vOdo . c l e a r ( ) ;
vOdo . add ( oOdo . getOdoX ( )−OldOdoX ) ;
vOdo . add ( oOdo . getOdoY ( )−OldOdoY ) ;
vOdo . add ( 0 . 0 ) ;
OldOdoX = oOdo . getOdoX ( ) ;
OldOdoY = oOdo . getOdoY ( ) ;
D r i v e S t a t e = KStep ( D r i v eS t a t e , vOdo , vIMU , dTS ) ;
/ / S t e p 4 :
vOdo . c l e a r ( ) ;
vOdo . add ( D r i v e S t a t e . g e t ( 0 ) . g e t ( 0 ) / dTS ) ;
vOdo . add ( D r i v e S t a t e . g e t ( 0 ) . g e t ( 1 ) / dTS ) ;
vOdo . add ( D r i v e S t a t e . g e t ( 0 ) . g e t ( 2 ) / dTS ) ;
vGPS . c l e a r ( ) ;
vGPS . add ( gGPS . ge tEas tX ( ) ) ;
vGPS . add ( gGPS . ge tNor thY ( ) ) ;
vGPS . add ( 0 . 0 ) ;
P o s e S t a t e = KStep ( Po s eS t a t e , vGPS , vOdo , dTS ) ;
Outpu t . add (new GPSEntry ( P o s e S t a t e . e l emen tAt ( 0 ) . e l emen tAt ( 0 ) ,
P o s e S t a t e . e l emen tAt ( 0 ) . e l emen tAt ( 1 ) , dTS ) ) ;
Ma t r i x tempRes id = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
t empRes id . s e t ( 0 , 0 , P o s e S t a t e . g e t ( 0 ) . g e t ( 0 )−Po s eS t a t e . g e t ( 1 ) . g e t ( 0 ) ) ;
t empRes id . s e t ( 0 , 1 , P o s e S t a t e . g e t ( 0 ) . g e t ( 1 )−Po s eS t a t e . g e t ( 1 ) . g e t ( 1 ) ) ;
t empRes id . s e t ( 0 , 2 , P o s e S t a t e . g e t ( 0 ) . g e t ( 2 )−Po s eS t a t e . g e t ( 1 ) . g e t ( 2 ) ) ;
Res id . add ( tempRes id ) ;
}
/ / P roce s s done !
TimeOff = new Date ( ) ;
TimeElapsed = TimeOff . ge tTime ( ) − TimeOn . getTime ( ) ;
ProcessOn = f a l s e ;
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ProcessDone = t rue ;
}
pr i v a t e Vector<Vector<Double>> KStep ( Vector<Vector<Double>> vOldS t a t e , Vector<Double>
dMeasurement , Vector<Double> dS t a t eUpda t e , Double dTimeStep ) {
/ / Big Kalman − i n d i v i d u a l dR and dQ
Vector<Vector<Double>> vOutpu t = new Vector<Vector<Double>>() ;
/ / E x t r a c t a l l o f t h e n e c e s s a r y v a r i a b l e s
Double XKMinus = vO ldS t a t e . e l emen tAt ( 0 ) . e l emen tAt ( 0 ) ;
Double YKMinus = vO ldS t a t e . e l emen tAt ( 0 ) . e l emen tAt ( 1 ) ;
Double ZKMinus = vO ldS t a t e . e l emen tAt ( 0 ) . e l emen tAt ( 2 ) ;
Double XPkminus = vO ldS t a t e . e l emen tAt ( 2 ) . e l emen tAt ( 0 ) ;
Double YPkminus = vO ldS t a t e . e l emen tAt ( 2 ) . e l emen tAt ( 1 ) ;
Double ZPkminus = vO ldS t a t e . e l emen tAt ( 2 ) . e l emen tAt ( 2 ) ;
Double dQx = vO ldS t a t e . e l emen tAt ( 3 ) . e l emen tAt ( 0 ) ;
Double dQy = vO ldS t a t e . e l emen tAt ( 3 ) . e l emen tAt ( 1 ) ;
Double dQz = vO ldS t a t e . e l emen tAt ( 3 ) . e l emen tAt ( 2 ) ;
Double dRx = vO ldS t a t e . e l emen tAt ( 4 ) . e l emen tAt ( 0 ) ;
Double dRy = vO ldS t a t e . e l emen tAt ( 4 ) . e l emen tAt ( 1 ) ;
Double dRz = vO ldS t a t e . e l emen tAt ( 4 ) . e l emen tAt ( 2 ) ;
Double a l phax = vO ldS t a t e . e l emen tAt ( 5 ) . e l emen tAt ( 0 ) ;
Double a l phay = vO ldS t a t e . e l emen tAt ( 5 ) . e l emen tAt ( 1 ) ;
Double a l p h a z = vO ldS t a t e . e l emen tAt ( 5 ) . e l emen tAt ( 2 ) ;
/ / P r o j e c t t h e New S t a t e ahead
Double XMinus = XKMinus + dS t a t eUpda t e . e l emen tAt ( 0 ) ∗ dTimeStep ;
Double YMinus = YKMinus + dS t a t eUpda t e . e l emen tAt ( 1 ) ∗ dTimeStep ;
Double ZMinus = ZKMinus + dS t a t eUpda t e . e l emen tAt ( 2 ) ∗ dTimeStep ;
/ / P r o j e c t t h e Error Covar iance Ahead
Double XPMinus = a l phax ∗ a l phax ∗ ( XPkminus ∗ a l phax ∗ a l phax ) + dQx ;
Double YPMinus = a l phay ∗ a l phay ∗ ( YPkminus ∗ a l phay ∗ a l phay ) + dQy ;
Double ZPMinus = a l p h a z ∗ a l p h a z ∗ ( ZPkminus ∗ a l p h a z ∗ a l p h a z ) + dQz ;
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/ / Compute Kalman Gain
Double XKal = XPMinus / ( XPMinus + dRx / ( a l phax ∗ a l phax ) ) ;
Double YKal = YPMinus / ( YPMinus + dRy / ( a l phay ∗ a l phay ) ) ;
Double ZKal = ZPMinus / ( ZPMinus + dRz / ( a l p h a z ∗ a l p h a z ) ) ;
/ / Update E s t ima t e w i t h measurement
Double X = XMinus + ( XKal ∗ ( dMeasurement . e l emen tAt ( 0 ) − XMinus ) ) ;
Double Y = YMinus + ( YKal ∗ ( dMeasurement . e l emen tAt ( 1 ) − YMinus ) ) ;
Double Z = ZMinus + ( ZKal ∗ ( dMeasurement . e l emen tAt ( 2 ) − ZMinus ) ) ;
/ / Update t h e Error Covar iance
Double PX = (1 − XKal ) / XPMinus ;
Double PY = (1 − YKal ) / YPMinus ;
Double PZ = (1 − ZKal ) / ZPMinus ;
/ / Error Check ing P r i n t s f o r Debug
i f (X. isNaN ( ) ) {
System . ou t . p r i n t l n ( ”X i s Not A Number ! F r e akou t Time ! Outpu t : ” + X + ” , ” + Y +
” , ” + Z) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . f l u s h ( ) ;
t ry {
Thread . s l e e p (10000 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
i f (Y. isNaN ( ) ) {
System . ou t . p r i n t l n ( ”Y i s Not A Number ! F r e akou t Time ! Outpu t : ” + X + ” , ” + Y +
” , ” + Z) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . p r i n t ( ”\007 ” ) ;
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System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . f l u s h ( ) ;
t ry {
Thread . s l e e p (10000 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
i f (Z . isNaN ( ) ) {
System . ou t . p r i n t l n ( ”Z i s Not A Number ! F r e akou t Time ! Outpu t : ” + X + ” , ” + Y +
” , ” + Z) ;
System . ou t . p r i n t l n ( ”Minus ” + XMinus+ ” , ” +YMinus+ ” , ” +ZMinus ) ;
System . ou t . p r i n t l n ( ” PMinus ” + XPMinus+ ” , ” +YPMinus+ ” , ” +ZPMinus ) ;
System . ou t . p r i n t l n ( ”Kal ”+ XKal+ ” , ” +YKal+ ” , ” +ZKal ) ;
System . ou t . p r i n t l n ( ”P ” + PX+ ” , ” +PY+ ” , ” +PZ ) ;
System . ou t . p r i n t l n ( ”Q ”+dQx+ ” , ” +dQy+ ” , ” +dQz ) ;
System . ou t . p r i n t l n ( ”R ”+dRx+ ” , ” +dRy+ ” , ” +dRz ) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . p r i n t ( ”\007 ” ) ;
System . ou t . f l u s h ( ) ;
t ry {
Thread . s l e e p (10000 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
/ / Ou tpu t
Vector<Double> RowZero = new Vector<Double>() ;
RowZero . add (X) ;
RowZero . add (Y) ;
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RowZero . add (Z ) ;
/ / NOT OUTPUT . . . =0
Vector<Double> RowOne = new Vector<Double>() ;
RowOne . add ( XMinus ) ;
RowOne . add ( YMinus ) ;
RowOne . add ( ZMinus ) ;
Vector<Double> RowTwo = new Vector<Double>() ;
RowTwo . add (PX) ;
RowTwo . add (PY) ;
RowTwo . add ( PZ ) ;
vOutpu t . add ( RowZero ) ;
vOutpu t . add (RowOne ) ;
vOutpu t . add (RowTwo) ;
vOutpu t . add ( vO l dS t a t e . e l emen tAt ( 3 ) ) ;
vOutpu t . add ( vO l dS t a t e . e l emen tAt ( 4 ) ) ;
vOutpu t . add ( vO l dS t a t e . e l emen tAt ( 5 ) ) ;
/ / Update a lpha and R /Q
c C o n t r o l l e r . i n p u t S t a t e ( vOutpu t ) ;
c C o n t r o l l e r . s t a r t P r o c e s s ( ) ;
whi le ( ! c C o n t r o l l e r . f i n i s h e d P r o c e s s ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
vOutpu t . remove ( 3 ) ;
vOutpu t . remove ( 3 ) ;
vOutpu t . remove ( 3 ) ;
vOutpu t . add ( c C o n t r o l l e r . getQ ( ) ) ;
vOutpu t . add ( c C o n t r o l l e r . getR ( ) ) ;
vOutpu t . add ( c C o n t r o l l e r . ge tA lpha ( ) ) ;
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re turn vOutpu t ;
}
pub l i c long ge tT imeE lapsed ( ) {
re turn TimeElapsed ;
}
pub l i c Vector<GPSEntry> ge tOu t pu t ( ) {
i f ( ProcessDone ) {
re turn Outpu t ;
}
re turn nu l l ;
}
pub l i c Vector<Matr ix> g e t R e s i d u a l s ( ) {
i f ( ProcessDone ) {
re turn Res id ;
}
re turn nu l l ;
}
}
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Filter.java
package f i l t e r s ;
import j a v a . u t i l . Vec to r ;
import Jama . Ma t r i x ;
import t e s t s y s t em . Data ;
import t e s t s y s t em . GPSEntry ;
import c o n t r o l l e r s . Con t r o l ;
pub l i c i n t e r f a c e F i l t e r {
void s e tD a t a ( Data Da t a s e t ) ;
Boolean f i n i s h e d P r o c e s s ( ) ;
void s t a r t P r o c e s s ( ) ;
void s e t C o n t r o l ( Con t r o l C o n t r o l l e r ) ;
void ou t p u tDa t a ( S t r i n g FileName ) ;
long ge tT imeE lapsed ( ) ;
Vector<GPSEntry> ge tOu t pu t ( ) ;
Vector<Matr ix> g e t R e s i d u a l s ( ) ;
}
138
Appendix A (Continued)
MHEKF.java
package f i l t e r s ;
import j a v a . i o . Bu f f e r e dWr i t e r ;
import j a v a . i o . F i l eW r i t e r ;
import j a v a . i o . IOExcep t ion ;
import j a v a . u t i l . Ca l enda r ;
import j a v a . u t i l . Date ;
import j a v a . u t i l . Vec to r ;
import Jama . Ma t r i x ;
import t e s t s y s t em . Data ;
import t e s t s y s t em . GPSEntry ;
import c o n t r o l l e r s . Con t r o l ;
import c o n t r o l l e r s . EKFControl ;
pub l i c c l a s s MHEKF implements F i l t e r {
pr i v a t e i n t NumFi l t e r s = 0 ;
pr i v a t e Vector<F i l t e r> F i l t e r L i s t = new Vector<F i l t e r >() ;
pr i v a t e Vector<Vector<GPSEntry>> Outpu t s = new Vector<Vector<GPSEntry>>() ;
pr i v a t e Vector<Vector<Matr ix>> Res i d s = new Vector<Vector<Matr ix>>() ;
pr i v a t e Vector<Long> ElapsedTimes = new Vector<Long>() ;
pr i v a t e boolean ProcessOn = f a l s e ;
pr i v a t e boolean ProcessDone = f a l s e ;
pr i v a t e Date TimeOn , TimeOff ;
pr i v a t e Long TimeElapsed ;
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pr i v a t e Data dDa t a s e t ;
Double defQ , defR ;
Vector<GPSEntry> Outpu t = new Vector<GPSEntry>() ;
Vector<Matr ix> Res id = new Vector<Matr ix >() ;
pub l i c MHEKF( Con t r o l C o n t r o l l e r , Data Da t a s e t , Double i n i tQ , Double i n i t R ) {
defQ = i n i t Q ;
defR = i n i t R ;
F i l t e r L i s t . add (new EKF ( ( EKFControl ) C o n t r o l l e r , Da t a s e t , defQ , defR ) ) ;
NumFi l t e r s ++;
dDa t a s e t = Da t a s e t ;
}
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
re turn ProcessDone ;
}
pub l i c vo id ou t p u tDa t a ( S t r i n g FileName ) {
i n t iLen = F i l t e r L i s t . s i z e ( ) ;
f o r ( i n t j = 0 ; j < iLen ; j ++) {
F i l t e r L i s t . e l emen tAt ( j ) . o u t p u tDa t a ( j + ”−” + FileName ) ;
}
t ry {
Bu f f e r e dWr i t e r ou t = new Bu f f e r e dWr i t e r (new
F i l eW r i t e r ( FileName+TimeElapsed+” . t x t ” ) ) ;
i n t l e n = Outpu t . s i z e ( ) ;
GPSEntry A;
Ma t r i x B ;
ou t . w r i t e ( ”# Times tep NorthX EastY ResidX ResidY ResidZ ” ) ;
ou t . newLine ( ) ;
f o r ( i n t i = 0 ; i < l e n ; i ++) {
A = Outpu t . e l emen tAt ( i ) ;
B = Res id . e l emen tAt ( i ) ;
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ou t . w r i t e (A. getGPSTimestamp ( ) + ” ” + A. ge tEas tX ( ) + ” ” + A. ge tNor thY ( ) + ” ” +
B . g e t ( 0 , 0 ) + ” ”+ B . g e t ( 0 , 1 ) + ” ”+ B . g e t ( 0 , 2 ) ) ;
ou t . newLine ( ) ;
}
ou t . c l o s e ( ) ;
} catch ( IOExcep t ion e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
pub l i c vo id s e t C o n t r o l ( Con t r o l C o n t r o l l e r ) {
/ / Th i s d i f f e r s i n imp l emen t a t i o n from t h e o t h e r f i l t e r s − i t adds
/ / m u l t i p l e c o n t r o l l e r s t o t h e same f i l t e r t ype , u n t i l t h e y s t o p add ing
/ / them .
i f ( ! ProcessOn ) {
F i l t e r L i s t . add (new EKF( Co n t r o l l e r , dDa t a s e t , defQ , defR ) ) ;
NumFi l t e r s ++;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t add c o n t r o l l e r s t o t h e MHEKF whi l e i t s r unn i ng ! ” ) ;
}
}
pub l i c vo id s e t C o n t r o l ( Con t r o l C o n t r o l l e r , Double i n i tQ , Double i n i t R ) {
/ / Th i s d i f f e r s i n imp l emen t a t i o n from t h e o t h e r f i l t e r s − i t adds
/ / m u l t i p l e c o n t r o l l e r s t o t h e same f i l t e r t ype , u n t i l t h e y s t o p add ing
/ / them .
i f ( ! ProcessOn ) {
F i l t e r L i s t . add (new EKF( Co n t r o l l e r , dDa t a s e t , i n i tQ , i n i t R ) ) ;
NumFi l t e r s ++;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t add c o n t r o l l e r s t o t h e MHEKF whi l e i t s r unn i ng ! ” ) ;
}
}
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pub l i c vo id s e tD a t a ( Data Da t a s e t ) {
dDa t a s e t = Da t a s e t ;
}
pub l i c vo id s t a r t P r o c e s s ( ) {
/ / S t a r t t h e p r o c e s s !
ProcessOn = t rue ;
TimeOn = new Date ( ) ;
/ / Get t h e l e n g t h o f t h e d a t a s e t
i n t i L eng t h = dDa t a s e t . g e tLeng t h ( ) ;
F i l t e r temp ;
f o r ( i n t i = 0 ; i<NumFi l t e r s ; i ++){
/ / Run each f i l t e r , g l ean r e s u l t s , make t h i s happen , boog i e .
temp = F i l t e r L i s t . g e t ( i ) ;
temp . s t a r t P r o c e s s ( ) ;
whi le ( ! temp . f i n i s h e d P r o c e s s ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
Outpu t s . add ( temp . g e tOu t pu t ( ) ) ;
Re s i d s . add ( temp . g e t R e s i d u a l s ( ) ) ;
E lapsedTimes . add ( temp . ge tT imeE lapsed ( ) ) ;
}
f o r ( i n t i = 0 ; i<i L eng t h ; i ++){
/ / Crunch Re s i d s acros s , S o l v e Weight
Mat r ix To t a lR e s i d = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
Vector<Matr ix> Weights = new Vector<Matr ix >() ;
Ma t r i x To t a lWe igh t = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
f o r ( i n t j = 0 ; j<NumFi l t e r s ; j ++) {
/ / Add up a l l o f t h e R e s i d u a l s
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/ / Sys tem . ou t . p r i n t l n (” Res i d ”+ j+” a t ”+ i ) ;
/ / R e s i d s . g e t ( j ) . g e t ( i ) . p r i n t ( 3 , 2 ) ;
To t a lR e s i d = To t a lR e s i d . p l u s ( Re s i d s . g e t ( j ) . g e t ( i ) ) ;
}
/ / Sys tem . ou t . p r i n t l n (” To t a l Re s i d ”) ;
/ / Sys tem . ou t . p r i n t l n ( T o t a l R e s i d . g e t ( 0 , 0 ) + ” ,” + To t a l R e s i d . g e t ( 0 , 1 ) + ” ,” +
To t a l R e s i d . g e t ( 0 , 2 ) ) ;
f o r ( i n t j = 0 ; j<NumFi l t e r s ; j ++) {
/ / S o l v e f o r t h e we i g h t s −> 1−Rn / Rt
Mat r ix tempWeight = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
Ma t r i x tempI = new Mat r ix ( 1 , 3 , 1 . 0 ) ;
/ / t empWeight = Re s i d s . g e t ( j ) . g e t ( i ) . t im e s ( T o t a l R e s i d . i n v e r s e ( ) ) ;
tempWeight . s e t ( 0 , 0 , Re s i d s . g e t ( j ) . g e t ( i ) . g e t ( 0 , 0 ) / T o t a lR e s i d . g e t ( 0 , 0 ) ) ;
tempWeight . s e t ( 0 , 1 , Re s i d s . g e t ( j ) . g e t ( i ) . g e t ( 0 , 1 ) / T o t a lR e s i d . g e t ( 0 , 1 ) ) ;
tempWeight . s e t ( 0 , 2 , Re s i d s . g e t ( j ) . g e t ( i ) . g e t ( 0 , 2 ) / T o t a lR e s i d . g e t ( 0 , 2 ) ) ;
tempWeight = tempI . minus ( tempWeight ) ;
To t a lWe igh t = To t a lWe igh t . p l u s ( tempWeight ) ;
Weights . add ( tempWeight ) ;
/ / Sys tem . ou t . p r i n t l n (”1−Rn / Rt ”) ;
/ / t empWeight . p r i n t ( 3 , 2 ) ;
}
/ / Sys tem . ou t . p r i n t l n (” To t a l Weight ”) ;
/ / To t a lWe i gh t . p r i n t ( 3 , 2 ) ;
Mat r ix Chi = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
f o r ( i n t j = 0 ; j<NumFi l t e r s ; j ++) {
/ / S o l v e f o r t h e f i n a l answer
Mat r ix tempWeight = Weights . g e t ( j ) ;
Ma t r i x tempChi = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
tempChi . s e t ( 0 , 0 , Ou tpu t s . g e t ( j ) . g e t ( i ) . g e tEas tX ( ) ∗ tempWeight . g e t ( 0 , 0 ) ) ;
tempChi . s e t ( 0 , 1 , Ou tpu t s . g e t ( j ) . g e t ( i ) . ge tNor thY ( ) ∗ tempWeight . g e t ( 0 , 1 ) ) ;
/ / Add Z i f n e c e s s a r y l a t e r
Chi = Chi . p l u s ( tempChi ) ;
}
Mat r ix tempF = new Mat r ix ( 3 , 1 , 1 . 0 ) ;
tempF = tempF . t ime s ( To t a lWe igh t ) ;
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Outpu t . add (new GPSEntry ( Chi . g e t ( 0 , 0 ) / tempF . g e t ( 0 , 0 ) , Chi . g e t ( 0 , 1 ) / tempF . g e t ( 0 ,
1 ) , Ou tpu t s . g e t ( 0 ) . g e t ( i ) . getGPSTimestamp ( ) ) ) ;
Ma t r i x tempR = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
GPSEntry gGPS = dDa t a s e t . GetGPSEntry ( i ) ;
tempR . s e t ( 0 , 0 , gGPS . ge tEas tX ( )−Chi . g e t ( 0 , 0 ) / tempF . g e t ( 0 , 0 ) ) ;
tempR . s e t ( 0 , 1 , gGPS . ge tNor thY ( )−Chi . g e t ( 0 , 1 ) / tempF . g e t ( 0 , 1 ) ) ;
Res id . add ( tempR ) ;
}
/ / P roce s s done !
TimeOff = new Date ( ) ;
TimeElapsed = TimeOff . ge tTime ( ) − TimeOn . getTime ( ) ;
ProcessOn = f a l s e ;
P rocessDone = t rue ;
}
pub l i c long ge tT imeE lapsed ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn 0 ;
}
pub l i c Vector<GPSEntry> ge tOu t pu t ( ) {
i f ( ProcessDone ) {
re turn Outpu t ;
}
re turn nu l l ;
}
pub l i c Vector<Matr ix> g e t R e s i d u a l s ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
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MHSPKF.java
package f i l t e r s ;
import j a v a . i o . Bu f f e r e dWr i t e r ;
import j a v a . i o . F i l eW r i t e r ;
import j a v a . i o . IOExcep t ion ;
import j a v a . u t i l . Date ;
import j a v a . u t i l . Vec to r ;
import Jama . Ma t r i x ;
import t e s t s y s t em . Data ;
import t e s t s y s t em . GPSEntry ;
import c o n t r o l l e r s . Con t r o l ;
import c o n t r o l l e r s . SPKFControl ;
pub l i c c l a s s MHSPKF implements F i l t e r {
pr i v a t e i n t NumFi l t e r s = 0 ;
pr i v a t e Vector<F i l t e r> F i l t e r L i s t = new Vector<F i l t e r >() ;
pr i v a t e Vector<Vector<GPSEntry>> Outpu t s = new Vector<Vector<GPSEntry>>() ;
pr i v a t e Vector<Vector<Matr ix>> Res i d s = new Vector<Vector<Matr ix>>() ;
Vector<Matr ix> Res id = new Vector<Matr ix >() ;
pr i v a t e Vector<Long> ElapsedTimes = new Vector<Long>() ;
pr i v a t e boolean ProcessOn = f a l s e ;
pr i v a t e boolean ProcessDone = f a l s e ;
pr i v a t e Date TimeOn , TimeOff ;
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pr i v a t e Long TimeElapsed ;
pr i v a t e Data dDa t a s e t ;
pr i v a t e Double dQ ;
pr i v a t e Double dR ;
pr i v a t e Double Alpha , Beta , Kappa ;
Vector<GPSEntry> Outpu t = new Vector<GPSEntry>() ;
pub l i c MHSPKF( Con t r o l C o n t r o l l e r , Data Da t a s e t , Double i n i tQ , Double i n i t R ) {
F i l t e r L i s t . add (new SPKF ( ( SPKFControl ) C o n t r o l l e r , Da t a s e t , i n i tQ , i n i t R ) ) ;
NumFi l t e r s ++;
dDa t a s e t = Da t a s e t ;
dQ = i n i t Q ;
dR = i n i t R ;
Alpha = 0 . 0 2 ;
Beta = 0 . 2 ;
Kappa = 0 . 0 ;
}
pub l i c MHSPKF( Con t r o l C o n t r o l l e r , Data Da t a s e t , Double i n i tQ , Double i n i tR , Double
iAlpha , Double iBe t a , Double iKappa ) {
F i l t e r L i s t . add (new SPKF ( ( SPKFControl ) C o n t r o l l e r , Da t a s e t , i n i tQ , i n i tR , iAlpha ,
iBe t a , iKappa ) ) ;
NumFi l t e r s ++;
dDa t a s e t = Da t a s e t ;
dQ = i n i t Q ;
dR = i n i t R ;
Alpha = iA lpha ;
Be ta = iB e t a ;
Kappa = iKappa ;
}
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pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
re turn ProcessDone ;
}
pub l i c vo id ou t p u tDa t a ( S t r i n g FileName ) {
i n t iLen = F i l t e r L i s t . s i z e ( ) ;
f o r ( i n t j = 0 ; j < iLen ; j ++) {
F i l t e r L i s t . e l emen tAt ( j ) . o u t p u tDa t a ( j + ”−” + FileName ) ;
}
t ry {
Bu f f e r e dWr i t e r ou t = new Bu f f e r e dWr i t e r (new
F i l eW r i t e r ( FileName+TimeElapsed+” . t x t ” ) ) ;
i n t l e n = Outpu t . s i z e ( ) ;
GPSEntry A;
Ma t r i x B ;
ou t . w r i t e ( ”# Times tep NorthX EastY ResidX ResidY ResidZ ” ) ;
ou t . newLine ( ) ;
f o r ( i n t i = 0 ; i < l e n ; i ++) {
A = Outpu t . e l emen tAt ( i ) ;
B = Res id . e l emen tAt ( i ) ;
ou t . w r i t e (A. getGPSTimestamp ( ) + ” ” + A. ge tEas tX ( ) + ” ” + A. ge tNor thY ( ) + ” ” +
B . g e t ( 0 , 0 ) + ” ”+ B . g e t ( 0 , 1 ) + ” ”+ B . g e t ( 0 , 2 ) ) ;
ou t . newLine ( ) ;
}
ou t . c l o s e ( ) ;
} catch ( IOExcep t ion e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
pub l i c vo id s e t C o n t r o l ( Con t r o l C o n t r o l l e r ) {
/ / Th i s d i f f e r s i n imp l emen t a t i o n from t h e o t h e r f i l t e r s − i t adds
/ / m u l t i p l e c o n t r o l l e r s t o t h e same f i l t e r t ype , u n t i l t h e y s t o p add ing
/ / them .
i f ( ! ProcessOn ) {
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F i l t e r L i s t . add (new SPKF ( ( SPKFControl ) C o n t r o l l e r , dDa t a s e t , dQ , dR ) ) ;
NumFi l t e r s ++;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t add c o n t r o l l e r s t o t h e MHSPKF whi l e i t s r unn i ng ! ” ) ;
}
}
pub l i c vo id s e t C o n t r o l ( Con t r o l C o n t r o l l e r , Double i n i tQ , Double i n i t R ) {
/ / Th i s d i f f e r s i n imp l emen t a t i o n from t h e o t h e r f i l t e r s − i t adds
/ / m u l t i p l e c o n t r o l l e r s t o t h e same f i l t e r t ype , u n t i l t h e y s t o p add ing
/ / them .
i f ( ! ProcessOn ) {
F i l t e r L i s t . add (new SPKF ( ( SPKFControl ) C o n t r o l l e r , dDa t a s e t , i n i tQ , i n i t R ) ) ;
NumFi l t e r s ++;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t add c o n t r o l l e r s t o t h e MHSPKF whi l e i t s r unn i ng ! ” ) ;
}
}
pub l i c vo id s e t C o n t r o l ( Con t r o l C o n t r o l l e r , Double i n i tQ , Double i n i tR , Double iAlpha ,
Double iBe t a , Double iKappa ) {
/ / Th i s d i f f e r s i n imp l emen t a t i o n from t h e o t h e r f i l t e r s − i t adds
/ / m u l t i p l e c o n t r o l l e r s t o t h e same f i l t e r t ype , u n t i l t h e y s t o p add ing
/ / them .
i f ( ! ProcessOn ) {
F i l t e r L i s t . add (new SPKF ( ( SPKFControl ) C o n t r o l l e r , dDa t a s e t , i n i tQ , i n i tR , iAlpha ,
iBe t a , iKappa ) ) ;
NumFi l t e r s ++;
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t add c o n t r o l l e r s t o t h e MHSPKF whi l e i t s r unn i ng ! ” ) ;
}
}
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pub l i c vo id s e tD a t a ( Data Da t a s e t ) {
dDa t a s e t = Da t a s e t ;
}
pub l i c vo id s t a r t P r o c e s s ( ) {
/ / S t a r t t h e p r o c e s s !
ProcessOn = t rue ;
TimeOn = new Date ( ) ;
/ / Get t h e l e n g t h o f t h e d a t a s e t
i n t i L eng t h = dDa t a s e t . g e tLeng t h ( ) ;
F i l t e r temp ;
f o r ( i n t i = 0 ; i<NumFi l t e r s ; i ++){
/ / Run each f i l t e r , g l ean r e s u l t s , make t h i s happen , boog i e .
temp = F i l t e r L i s t . g e t ( i ) ;
temp . s t a r t P r o c e s s ( ) ;
whi le ( ! temp . f i n i s h e d P r o c e s s ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
Outpu t s . add ( temp . g e tOu t pu t ( ) ) ;
Re s i d s . add ( temp . g e t R e s i d u a l s ( ) ) ;
E lapsedTimes . add ( temp . ge tT imeE lapsed ( ) ) ;
}
f o r ( i n t i = 0 ; i<i L eng t h ; i ++){
/ / Crunch Re s i d s acros s , S o l v e Weight
Mat r ix To t a lR e s i d = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Vector<Matr ix> Weights = new Vector<Matr ix >() ;
Ma t r i x To t a lWe igh t = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
f o r ( i n t j = 0 ; j<NumFi l t e r s ; j ++) {
/ / Add up a l l o f t h e R e s i d u a l s
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/ / Sys tem . ou t . p r i n t l n (” Res i d ”+ j+” a t ”+ i ) ;
/ / R e s i d s . g e t ( j ) . g e t ( i ) . p r i n t ( 3 , 2 ) ;
To t a lR e s i d = To t a lR e s i d . p l u s ( Re s i d s . g e t ( j ) . g e t ( i ) ) ;
}
/ / Sys tem . ou t . p r i n t l n (” To t a l Re s i d ”) ;
/ / Sys tem . ou t . p r i n t l n ( T o t a l R e s i d . g e t ( 0 , 0 ) + ” ,” + To t a l R e s i d . g e t ( 0 , 1 ) + ” ,” +
To t a l R e s i d . g e t ( 0 , 2 ) ) ;
f o r ( i n t j = 0 ; j<NumFi l t e r s ; j ++) {
/ / S o l v e f o r t h e we i g h t s −> 1−Rn / Rt
Mat r ix tempWeight = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
Ma t r i x tempI = new Mat r ix ( 1 , 3 , 1 . 0 ) ;
/ / t empWeight = Re s i d s . g e t ( j ) . g e t ( i ) . t im e s ( T o t a l R e s i d . i n v e r s e ( ) ) ;
tempWeight . s e t ( 0 , 0 , Re s i d s . g e t ( j ) . g e t ( i ) . g e t ( 0 , 0 ) / T o t a lR e s i d . g e t ( 0 , 0 ) ) ;
tempWeight . s e t ( 0 , 1 , Re s i d s . g e t ( j ) . g e t ( i ) . g e t ( 1 , 0 ) / T o t a lR e s i d . g e t ( 1 , 0 ) ) ;
tempWeight . s e t ( 0 , 2 , Re s i d s . g e t ( j ) . g e t ( i ) . g e t ( 2 , 0 ) / T o t a lR e s i d . g e t ( 2 , 0 ) ) ;
tempWeight = tempI . minus ( tempWeight ) ;
To t a lWe igh t = To t a lWe igh t . p l u s ( tempWeight ) ;
Weights . add ( tempWeight ) ;
/ / Sys tem . ou t . p r i n t l n (”1−Rn / Rt ”) ;
/ / t empWeight . p r i n t ( 3 , 2 ) ;
}
/ / Sys tem . ou t . p r i n t l n (” To t a l Weight ”) ;
/ / To t a lWe i gh t . p r i n t ( 3 , 2 ) ;
Mat r ix Chi = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
f o r ( i n t j = 0 ; j<NumFi l t e r s ; j ++) {
/ / S o l v e f o r t h e f i n a l answer
Mat r ix tempWeight = Weights . g e t ( j ) ;
Ma t r i x tempChi = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
tempChi . s e t ( 0 , 0 , Ou tpu t s . g e t ( j ) . g e t ( i ) . g e tEas tX ( ) ∗ tempWeight . g e t ( 0 , 0 ) ) ;
tempChi . s e t ( 0 , 1 , Ou tpu t s . g e t ( j ) . g e t ( i ) . ge tNor thY ( ) ∗ tempWeight . g e t ( 0 , 1 ) ) ;
/ / Add Z i f n e c e s s a r y l a t e r
Chi = Chi . p l u s ( tempChi ) ;
}
Mat r ix tempF = new Mat r ix ( 3 , 1 , 1 . 0 ) ;
tempF = tempF . t ime s ( To t a lWe igh t ) ;
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Outpu t . add (new GPSEntry ( Chi . g e t ( 0 , 0 ) / tempF . g e t ( 0 , 0 ) , Chi . g e t ( 0 , 1 ) / tempF . g e t ( 0 ,
1 ) , Ou tpu t s . g e t ( 0 ) . g e t ( i ) . getGPSTimestamp ( ) ) ) ;
Ma t r i x tempR = new Mat r ix ( 1 , 3 , 0 . 0 ) ;
GPSEntry gGPS = dDa t a s e t . GetGPSEntry ( i ) ;
tempR . s e t ( 0 , 0 , gGPS . ge tEas tX ( )−Chi . g e t ( 0 , 0 ) / tempF . g e t ( 0 , 0 ) ) ;
tempR . s e t ( 0 , 1 , gGPS . ge tNor thY ( )−Chi . g e t ( 0 , 1 ) / tempF . g e t ( 0 , 1 ) ) ;
Res id . add ( tempR ) ;
}
/ / P roce s s done !
TimeOff = new Date ( ) ;
TimeElapsed = TimeOff . ge tTime ( ) − TimeOn . getTime ( ) ;
ProcessOn = f a l s e ;
P rocessDone = t rue ;
}
pub l i c long ge tT imeE lapsed ( ) {
re turn TimeElapsed ;
}
pub l i c Vector<GPSEntry> ge tOu t pu t ( ) {
i f ( ProcessDone ) {
re turn Outpu t ;
}
re turn nu l l ;
}
pub l i c Vector<Matr ix> g e t R e s i d u a l s ( ) {
/ / TODO Auto−gen e r a t e d method s t u b
re turn nu l l ;
}
}
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PF.java
package f i l t e r s ;
import j a v a . i o . ∗ ;
import j a v a . u t i l . Date ;
import j a v a . u t i l . Random ;
import j a v a . u t i l . Vec to r ;
import Jama . E igenva l u eDecompos i t i on ;
import Jama . Ma t r i x ;
import t e s t s y s t em . CompassEntry ;
import t e s t s y s t em . Data ;
import t e s t s y s t em . GPSEntry ;
import t e s t s y s t em . IMUEntry ;
import t e s t s y s t em . OdoEntry ;
import c o n t r o l l e r s . ∗ ;
pub l i c c l a s s PF implements F i l t e r {
pr i v a t e boolean ProcessOn = f a l s e ;
pr i v a t e boolean ProcessDone = f a l s e ;
pr i v a t e Date TimeOn , TimeOff ;
pr i v a t e Long TimeElapsed ;
pr i v a t e Data dDa t a s e t ;
pr i v a t e Con t r o l c C o n t r o l l e r ;
pr i v a t e EKFControl c ECo n t r o l l e r ;
pr i v a t e SPKFControl cUCon t r o l l e r ;
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pr i v a t e i n t NumPa r t i c l e s ;
pr i v a t e i n t NumMixPar t i c l e s ;
pr i v a t e Vector<GPSEntry> Outpu t = new Vector<GPSEntry>() ;
pr i v a t e Vector<Matr ix> Res id = new Vector<Matr ix >() ;
pro t e c t ed Random rand = new Random (new Date ( ) . ge tTime ( ) ) ;
s t a t i c i n t L = 9 ;
pr i v a t e i n t CoreType ;
pr i v a t e Double dR , dQ ;
pr i v a t e Double defA , defB , defK ;
pr i v a t e i n t NumKLD;
pr i v a t e boolean ResampleStep = f a l s e ;
pub l i c PF ( Con t r o l C o n t r o l l e r , Data Da t a s e t , i n t P a r t i c l e s , Con t r o l DCon t r o l l e r , i n t
F i l t e r T yp e , Double i n i tQ , Double i n i t R ) {
c C o n t r o l l e r = C o n t r o l l e r ;
dDa t a s e t = Da t a s e t ;
NumPa r t i c l e s = P a r t i c l e s ;
NumMixPar t i c l e s = ( i n t ) ( NumPa r t i c l e s / 20) ;
NumKLD = 0 ;
dR = i n i t R ;
dQ = i n i t Q ;
sw i t ch ( F i l t e r T y p e ) {
case 1 :
/ / S t andard PF
CoreType = 1 ; / / F i l t e r Type @ core [ w i t h UKF work ing ]
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cUCon t r o l l e r = ( SPKFControl ) DCon t r o l l e r ;
t h i s . s e tA l ph a ( 0 . 0 2 ) ;
t h i s . s e t B e t a ( 2 . 0 ) ;
t h i s . s e tKappa ( 0 . 0 ) ;
break ;
case 2 :
/ / EKF PF Types
CoreType = 2 ; / / F i l t e r Type @ core − EKF! [EKF work ing ]
cECon t r o l l e r = ( EKFControl ) DCon t r o l l e r ;
break ;
case 3 :
/ / UKF PF Types
CoreType = 3 ; / / F i l t e r Type @ core − UKF! [UKF work ing ]
cUCon t r o l l e r = ( SPKFControl ) DCon t r o l l e r ;
t h i s . s e tA l ph a ( 0 . 0 2 ) ;
t h i s . s e t B e t a ( 2 . 0 ) ;
t h i s . s e tKappa ( 0 . 0 ) ;
break ;
de f au l t :
System . ou t . p r i n t l n ( ” Obvious ly , some th ing i s sc rewed up ! ” ) ;
break ;
}
}
pub l i c PF ( Con t r o l C o n t r o l l e r , Data Da t a s e t , i n t P a r t i c l e s , Con t r o l DCon t r o l l e r , i n t
F i l t e r T yp e , Double i n i tQ , Double i n i tR , Double dA , Double dB , Double dK) {
c C o n t r o l l e r = C o n t r o l l e r ;
dDa t a s e t = Da t a s e t ;
NumPa r t i c l e s = P a r t i c l e s ;
NumMixPar t i c l e s = ( i n t ) ( NumPa r t i c l e s / 20) ;
dR = i n i t R ;
dQ = i n i t Q ;
sw i t ch ( F i l t e r T y p e ) {
case 1 :
/ / S t andard PF
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CoreType = 1 ; / / F i l t e r Type @ core [ w i t h UKF work ing ]
cUCon t r o l l e r = ( SPKFControl ) DCon t r o l l e r ;
t h i s . s e tA l ph a (dA) ;
t h i s . s e t B e t a ( dB ) ;
t h i s . s e tKappa (dK) ;
break ;
case 2 :
/ / EKF PF Types
CoreType = 2 ; / / F i l t e r Type @ core − EKF! [EKF work ing ]
System . ou t . p r i n t l n ( ”You s u r e you d idn ’ t want a UKF−PF? ” ) ;
c ECo n t r o l l e r = ( EKFControl ) DCon t r o l l e r ;
break ;
case 3 :
/ / UKF PF Types
CoreType = 3 ; / / F i l t e r Type @ core − UKF! [UKF work ing ]
cUCon t r o l l e r = ( SPKFControl ) DCon t r o l l e r ;
t h i s . s e tA l ph a (dA) ;
t h i s . s e t B e t a ( dB ) ;
t h i s . s e tKappa (dK) ;
break ;
de f au l t :
System . ou t . p r i n t l n ( ” Obvious ly , some th ing i s sc rewed up ! ” ) ;
break ;
}
}
pub l i c vo id s e tA l pha ( Double Alpha ) {
i f ( ! ProcessOn ) {
/ / Change Alpha
cUCon t r o l l e r . s e tA l ph a ( Alpha ) ;
defA = Alpha ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t Alpha i n mid−p r o c e s s ! ” ) ;
}
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pub l i c vo id s e t B e t a ( Double Beta ) {
i f ( ! ProcessOn ) {
/ / Change Beta
cUCon t r o l l e r . s e t B e t a ( Beta ) ;
defB = Beta ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t Be ta i n mid−p r o c e s s ! ” ) ;
}
pub l i c vo id se tKappa ( Double Kappa ) {
i f ( ! ProcessOn ) {
/ / Change Kappa
cUCon t r o l l e r . s e tKappa ( Kappa ) ;
defK = Kappa ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t Kappa i n mid−p r o c e s s ! ” ) ;
}
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
re turn ProcessDone ;
}
pub l i c vo id ou t p u tDa t a ( S t r i n g FileName ) {
t ry {
Bu f f e r e dWr i t e r ou t = new Bu f f e r e dWr i t e r (new F i l eW r i t e r ( FileName + TimeElapsed +
” . t x t ” ) ) ;
i n t l e n = Outpu t . s i z e ( ) ;
System . ou t . p r i n t l n ( ”Time E l ap sed : ” + TimeElapsed ) ;
GPSEntry A;
Ma t r i x B ;
ou t . w r i t e ( ”# Times tep EastX NorthY ResidX ResidY ResidZ ” ) ;
ou t . newLine ( ) ;
f o r ( i n t i = 0 ; i < l e n ; i ++) {
A = Outpu t . e l emen tAt ( i ) ;
B = Res id . e l emen tAt ( i ) ;
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ou t . w r i t e (A. getGPSTimestamp ( ) + ” ” + A. ge tEas tX ( ) + ” ” + A. ge tNor thY ( ) + ” ” +
B . g e t ( 0 , 0 ) + ” ” + B . g e t ( 1 , 0 ) + ” ” + B . g e t ( 2 , 0 ) ) ;
ou t . newLine ( ) ;
}
ou t . c l o s e ( ) ;
} catch ( IOExcep t ion e ) {
System . ou t . p r i n t l n ( ” Outpu t i n PF Blew Up” ) ;
e . p r i n t S t a c k T r a c e ( ) ;
}
}
pub l i c vo id s e t C o n t r o l ( Con t r o l C o n t r o l l e r ) {
i f ( ! ProcessOn ) {
/ / Change t h e C o n t r o l l e r
c C o n t r o l l e r = C o n t r o l l e r ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t c o n t r o l l e r i n mid−p r o c e s s ! ” ) ;
}
pub l i c vo id s e tD a t a ( Data Da t a s e t ) {
i f ( ! ProcessOn ) {
/ / Change t h e Da ta s e t
dDa t a s e t = Da t a s e t ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t d a t a i n mid−p r o c e s s ! ” ) ;
}
pub l i c vo id s t a r t P r o c e s s ( ) {
/ / Genera te new Va r i a b l e s
GPSEntry gGPS ;
GPSEntry gOldGPS ;
IMUEntry iIMU ;
OdoEntry oOdo ;
CompassEntry cComp ;
Double dTS ;
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Vector<Double> vIMU = new Vector<Double>() ;
Vector<Double> vComp = new Vector<Double>() ;
Vector<Double> DeltaH = new Vector<Double>() ;
Vector<Double> tempOdo = new Vector<Double>() ;
Vector<Double> vGPS = new Vector<Double>() ;
Vector<Double> vMove = new Vector<Double>() ;
Vector<Matr ix> mPa r t i c l e S e t = new Vector<Matr ix >() ;
Vector<Matr ix> m i x P a r t i c l e S e t = new Vector<Matr ix >() ;
Vector<Double> vGreekHeading = new Vector<Double>() ;
Vector<Double> vGreekHeading1 = new Vector<Double>() ;
Vector<Double> vGreekDr ive = new Vector<Double>() ;
Vector<Double> vGreekPose = new Vector<Double>() ;
/ / S t a r t t h e p r o c e s s !
ProcessOn = t rue ;
TimeOn = new Date ( ) ;
/ / Get t h e l e n g t h o f t h e d a t a s e t
i n t i L eng t h = dDa t a s e t . g e tLeng t h ( ) ;
/ / Bu i l d t h e F i r s t S t a t e s
vGreekHeading . add ( defA ) ;
vGreekHeading . add ( defB ) ;
vGreekHeading . add ( defK ) ;
vGreekDr ive = vGreekPose = vGreekHeading1 = vGreekHeading ;
Ma t r i x HeadingX = new Mat r ix ( 9 , 1 , 0 . 0 ) ;
Ma t r i x HeadingP = new Mat r ix ( 9 , 9 , 0 . 0 ) ;
Ma t r i x Heading1X = new Mat r ix ( 9 , 1 , 0 . 0 ) ;
Ma t r i x Heading1P = new Mat r ix ( 9 , 9 , 0 . 0 ) ;
Ma t r i x DriveX = new Mat r ix ( 9 , 1 , 0 . 0 ) ;
Ma t r i x DriveP = new Mat r ix ( 9 , 9 , 0 . 0 ) ;
Ma t r i x PoseX = new Mat r ix ( 9 , 1 , 0 . 0 ) ;
Ma t r i x PoseP = new Mat r ix ( 9 , 9 , 0 . 0 ) ;
/ / S e t Kalman
Mat r ix ZeroHeadingK = new Mat r ix ( 6 , 3 , 0 . 0 ) ;
Ma t r i x HeadingK = new Mat r ix ( 6 , 3 , 0 . 0 ) ;
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Mat r ix DriveK = new Mat r ix ( 6 , 3 , 0 . 0 ) ;
Ma t r i x PoseK = new Mat r ix ( 6 , 3 , 0 . 0 ) ;
/ / R e s e t t h e P v a l u e s t o norm
HeadingP . s e t ( 3 , 3 , dQ) ;
HeadingP . s e t ( 4 , 4 , dQ) ;
HeadingP . s e t ( 5 , 5 , dQ) ;
HeadingP . s e t ( 6 , 6 , dR ) ;
HeadingP . s e t ( 7 , 7 , dR ) ;
HeadingP . s e t ( 8 , 8 , dR ) ;
Heading1P . s e t ( 3 , 3 , dQ) ;
Heading1P . s e t ( 4 , 4 , dQ) ;
Heading1P . s e t ( 5 , 5 , dQ) ;
Heading1P . s e t ( 6 , 6 , dR ) ;
Heading1P . s e t ( 7 , 7 , dR ) ;
Heading1P . s e t ( 8 , 8 , dR ) ;
Dr iveP . s e t ( 3 , 3 , dQ) ;
Dr iveP . s e t ( 4 , 4 , dQ) ;
Dr iveP . s e t ( 5 , 5 , dQ) ;
Dr iveP . s e t ( 6 , 6 , dR ) ;
Dr iveP . s e t ( 7 , 7 , dR ) ;
Dr iveP . s e t ( 8 , 8 , dR ) ;
PoseP . s e t ( 3 , 3 , dQ) ;
PoseP . s e t ( 4 , 4 , dQ) ;
PoseP . s e t ( 5 , 5 , dQ) ;
PoseP . s e t ( 6 , 6 , dR ) ;
PoseP . s e t ( 7 , 7 , dR ) ;
PoseP . s e t ( 8 , 8 , dR ) ;
gGPS = dDa t a s e t . GetGPSEntry ( 0 ) ;
Ma t r i x tQ = new Mat r ix ( 1 , 3 , dQ) ;
Ma t r i x tR = new Mat r ix ( 1 , 3 , dR ) ;
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/ / S e t Kalman
ZeroHeadingK . s e tMa t r i x ( 3 , 3 , 0 , 2 , tQ ) ;
ZeroHeadingK . s e tMa t r i x ( 4 , 4 , 0 , 2 , tR ) ;
HeadingK . s e tMa t r i x ( 3 , 3 , 0 , 2 , tQ ) ;
HeadingK . s e tMa t r i x ( 4 , 4 , 0 , 2 , tR ) ;
DriveK . s e tMa t r i x ( 3 , 3 , 0 , 2 , tQ ) ;
DriveK . s e tMa t r i x ( 4 , 4 , 0 , 2 , tR ) ;
PoseK . s e tMa t r i x ( 3 , 3 , 0 , 2 , tQ ) ;
PoseK . s e tMa t r i x ( 4 , 4 , 0 , 2 , tR ) ;
/ / S e t f i r s t p o s i t i o n and b u i l d t h e p a r t i c l e s e t
gGPS = dDa t a s e t . GetGPSEntry ( 0 ) ;
gOldGPS = gGPS ;
Double s t a r t X = gGPS . ge tEas tX ( ) ;
Double s t a r t Y = gGPS . ge tNor thY ( ) ;
Heading1X . s e t ( 2 , 0 , dDa t a s e t . GetOdoEntry ( 0 ) . ge tOdoThe ta ( ) ) ;
HeadingX . s e t ( 2 , 0 , dDa t a s e t . GetCompassEntry ( 0 ) . GetRad ( ) ) ;
DriveX . s e t ( 0 , 0 , dDa t a s e t . GetOdoEntry ( 0 ) . getOdoX ( ) ) ;
DriveX . s e t ( 1 , 0 , dDa t a s e t . GetOdoEntry ( 0 ) . getOdoY ( ) ) ;
PoseX . s e t ( 0 , 0 , s t a r t X ) ;
PoseX . s e t ( 1 , 0 , s t a r t Y ) ;
PoseK . s e t ( 0 , 0 , s t a r t X ) ;
PoseK . s e t ( 0 , 1 , s t a r t Y ) ;
/ / P a r t i c l e s w i l l s t a r t w i t h i n a Radius me ter r a d i u s o f t h e GPS s po t −
/ / randomly d i s t r i b u t e d
Double Rad ius = 2 5 . 0 ;
Ma t r i x t em p P a r t i c l e = new Mat r ix ( 3 , 1 ) ;
/ / DEBUG: Header f o r Regu lar P a r t i c l e s
System . ou t . p r i n t l n ( ” Regu l a r P a r t i c l e Se t : ” ) ;
/ / END DEBUG
f o r ( i n t i = 0 ; i < NumPa r t i c l e s ; i ++) {
t em p P a r t i c l e = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Double RandRadius = ( ( Rad ius ∗ r and . nex tDoub le ( ) ) ∗ (−1 ∗ r and . n e x t I n t ( 2 ) ) ) ;
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/ / Sys tem . ou t . p r i n t l n (”Rand Radius = ”+RandRadius ) ;
t em p P a r t i c l e . s e t ( 0 , 0 , s t a r t X + RandRadius ) ;
/ / Sys tem . ou t . p r i n t ( s t a r t X+RandRadius +” ,”) ;
RandRadius = ( ( Rad ius ∗ r and . nex tDoub le ( ) ) ∗ (−1 ∗ r and . n e x t I n t ( 2 ) ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Rand Radius = ”+RandRadius ) ;
t em p P a r t i c l e . s e t ( 1 , 0 , s t a r t Y + RandRadius ) ;
/ / Sys tem . ou t . p r i n t ( s t a r t Y+RandRadius +” ,”) ;
/ / RandRadius = ( ( Rad ius ∗ rand . nex tDoub l e ( ) ) ∗ (−1 ∗ rand . n e x t I n t ( 2 ) ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Rand Radius = ”+RandRadius ) ;
t em p P a r t i c l e . s e t ( 2 , 0 , 0 . 0 ) ;
/ / DEBUG: P a r t i c l e L i s t Pos t upda t e
t em p P a r t i c l e . p r i n t ( 3 , 2 ) ;
/ / END DEBUG
mPa r t i c l e S e t . add ( t em p P a r t i c l e ) ;
}
/ / DEBUG: Header f o r Mix P a r t i c l e s
System . ou t . p r i n t l n ( ”Mix P a r t i c l e Se t : ” ) ;
/ / END DEBUG
f o r ( i n t i = 0 ; i < NumMixPar t i c l e s ; i ++) {
t em p P a r t i c l e = new Mat r ix ( 3 , 1 ) ;
Double RandRadius = ( ( Rad ius ∗ r and . nex tDoub le ( ) ) ∗ (−1 ∗ r and . n e x t I n t ( 2 ) ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Rand Radius = ”+RandRadius ) ;
t em p P a r t i c l e . s e t ( 0 , 0 , s t a r t X + RandRadius ) ;
RandRadius = ( ( Rad ius ∗ r and . nex tDoub le ( ) ) ∗ (−1 ∗ r and . n e x t I n t ( 2 ) ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Rand Radius = ”+RandRadius ) ;
t em p P a r t i c l e . s e t ( 1 , 0 , s t a r t Y + RandRadius ) ;
/ / RandRadius = ( ( Rad ius ∗ rand . nex tDoub l e ( ) ) ∗ (−1 ∗ rand . n e x t I n t ( 2 ) ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Rand Radius = ”+RandRadius ) ;
t em p P a r t i c l e . s e t ( 2 , 0 , 0 . 0 ) ;
/ / DEBUG: P a r t i c l e L i s t Pos t upda t e
t em p P a r t i c l e . p r i n t ( 3 , 2 ) ;
/ / END DEBUG
m i x P a r t i c l e S e t . add ( t em p P a r t i c l e ) ;
}
/ / / / ALTERNATIVE − P a r t i c l e s w i l l s t a r t w i t h i n a Radius me ter r a d i u s o f
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/ / t h e GPS s po t − Gauss ian d i s t r i b u t i o n
/ / Double Radius = 10 . 0 ;
/ / Ma t r i x t empPa r t i c l e = new Mat r i x ( 1 , 3 ) ;
/ / f o r ( i n t i = 0; i < NumPar t i c l e s ; i ++) {
/ / t empPa r t i c l e . s e t ( 0 , 0 ,
/ / s t a r t X +(( Rad ius∗ rand . n e x tGau s s i an ( ) ) ∗(−1∗ rand . n e x t I n t ( 2 ) ) ) ) ;
/ / t empPa r t i c l e . s e t ( 0 , 1 ,
/ / s t a r t Y +(( Rad ius∗ rand . n e x tGau s s i an ( ) ) ∗(−1∗ rand . n e x t I n t ( 2 ) ) ) ) ;
/ / t empPa r t i c l e . s e t ( 0 , 2 ,
/ / ( Rad ius∗ rand . nex tDoub l e ( ) ) ∗(−1∗ rand . n e x t I n t ( 2 ) ) ) ;
/ / mPa r t i c l e S e t . add ( t empPa r t i c l e ) ;
/ / }
/ / SPKFStep HeadingU , Heading1U , DriveU , PoseU ;
Mat r ix TotalMove = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Double To t a lWe igh t = 0 . 0 ;
Double La rge s tWe igh t = 0 . 0 ;
Vector<Double> Weights = new Vector<Double>() ;
Vector<Double> TrueWeigh ts = new Vector<Double>() ;
Double Weight ;
Ma t r i x tempRes id = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Double OldThe ta = 0 . 0 ;
Double OldOdoX = 0 . 0 ;
Double OldOdoY = 0 . 0 ;
/ / S t a r t t h e r o l l !
/ / DEBUG
System . ou t . p r i n t l n ( ” CoreType of PF : ” + CoreType ) ;
/ / END DEBUG
f o r ( i n t i = 1 ; i < i L eng t h ; i ++) {
/ / Get t h e da ta @ i
gGPS = dDa t a s e t . GetGPSEntry ( i ) ;
iIMU = dDa t a s e t . GetIMUEntry ( i ) ;
oOdo = dDa t a s e t . GetOdoEntry ( i ) ;
cComp = dDa t a s e t . GetCompassEntry ( i ) ;
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dTS = gGPS . getGPSTimestamp ( ) ;
i f ( CoreType == 1 | | CoreType == 3) {
/ / S t e p 1 :
tempOdo . c l e a r ( ) ;
tempOdo . add ( 0 . 0 ) ;
tempOdo . add ( 0 . 0 ) ;
tempOdo . add ( oOdo . ge tOdoThe ta ( ) − OldTheta ) ;
OldThe ta = oOdo . ge tOdoThe ta ( ) ;
vIMU . c l e a r ( ) ;
vIMU . add ( 0 . 0 ) ;
vIMU . add ( 0 . 0 ) ;
vIMU . add ( iIMU . getIMURotAccel ( ) . g e t ( 2 ) ∗ dTS ) ;
SPKFStep Heading1U = new SPKFStep ( Heading1P , Heading1X , vIMU , tempOdo ,
vGreekHeading1 , dTS ) ;
whi le ( ! Heading1U . S t e p F i n i s h e d ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
Heading1P = Heading1U . ge tP ( ) ;
Heading1X = Heading1U . getX ( ) ;
vGreekHeading1 = Heading1U . ge tGreek ( ) ;
/ / S t e p 2 :
vComp . c l e a r ( ) ;
vComp . add ( 0 . 0 ) ;
vComp . add ( 0 . 0 ) ;
vComp . add ( cComp . GetRad ( ) ) ;
tempOdo . c l e a r ( ) ;
tempOdo . add ( Heading1X . g e t ( 0 , 0 ) ) ;
tempOdo . add ( Heading1X . g e t ( 1 , 0 ) ) ;
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tempOdo . add ( Heading1X . g e t ( 2 , 0 ) ) ;
SPKFStep HeadingU = new SPKFStep ( HeadingP , HeadingX , tempOdo , vComp ,
vGreekHeading , dTS ) ;
whi le ( ! HeadingU . S t e p F i n i s h e d ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
HeadingP = HeadingU . ge tP ( ) ;
HeadingX = HeadingU . getX ( ) ;
vGreekHeading = HeadingU . ge tGreek ( ) ;
Del taH . c l e a r ( ) ;
Del taH . add ( HeadingX . g e t ( 0 , 0 ) ) ;
Del taH . add ( HeadingX . g e t ( 1 , 0 ) ) ;
Del taH . add ( HeadingX . g e t ( 2 , 0 ) ) ;
/ / S t e p 3 :
vIMU = dDa t a s e t . GetIMUVeloci ty ( i , Del taH ) ;
f o r ( i n t j = 0 ; j < vIMU . s i z e ( ) ; j ++) {
/ / / /DEBUG: What i s vIMU?
/ / Sys tem . ou t . p r i n t l n ( vIMU . g e t ( j ) ) ;
vIMU . s e t ( j , ( vIMU . g e t ( j ) ∗ dTS ) ) ;
/ / / /DEBUG: What i s vIMU?
/ / Sys tem . ou t . p r i n t l n ( vIMU . g e t ( j ) ) ;
}
/ / Th i s y i e l d s V e l o c i t y −ˆ
/ / S t e p 3 :
tempOdo . c l e a r ( ) ;
tempOdo . add ( oOdo . getOdoX ( ) − OldOdoX ) ;
tempOdo . add ( oOdo . getOdoY ( ) − OldOdoY ) ;
tempOdo . add ( 0 . 0 ) ;
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OldOdoX = oOdo . getOdoX ( ) ;
OldOdoY = oOdo . getOdoY ( ) ;
SPKFStep DriveU = new SPKFStep ( DriveP , DriveX , vIMU , tempOdo , vGreekDrive , dTS ) ;
whi le ( ! DriveU . S t e p F i n i s h e d ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
DriveP = DriveU . ge tP ( ) ;
DriveX = DriveU . getX ( ) ;
vGreekDr ive = DriveU . ge tGreek ( ) ;
TotalMove = TotalMove . p l u s ( DriveX . g e tMa t r i x ( 0 , 2 , 0 , 0 ) ) ;
/ / / /DEBUG: MOVE
/ / Sys tem . ou t . p r i n t l n (” Dr ive i n SPKF: ” + DriveX . g e t ( 0 , 0 ) +
/ / ” ,”+ DriveX . g e t ( 1 , 0 ) + ” ,”+ DriveX . g e t ( 2 , 0 ) ) ;
/ / Sys tem . ou t . p r i n t l n (” To t a l Move : ” + TotalMove . g e t ( 0 , 0 ) + ” ,”
/ / + TotalMove . g e t ( 1 , 0 ) + ” ,” + TotalMove . g e t ( 2 , 0 ) ) ;
/ / / / Tota lMove . p r i n t ( 3 , 2 ) ;
/ / / / DriveX . g e tMa t r i x ( 0 , 2 , 0 , 0 ) . p r i n t ( 3 , 2 ) ;
/ / / / END DEBUG
f o r ( i n t m = 0 ; m < NumPa r t i c l e s ; m++) {
t em p P a r t i c l e = mP a r t i c l e S e t . g e t (m) ;
/ / Sys tem . ou t . p r i n t l n (” PreTempPar t i c l e : ” +
/ / t empPa r t i c l e . g e t ( 0 , 0 ) + ” ,” +t empPa r t i c l e . g e t ( 1 , 0 ) ) ;
t em p P a r t i c l e = t em pP a r t i c l e . p l u s ( DriveX . g e tMa t r i x ( 0 , 2 , 0 , 0 ) ) ;
t em p P a r t i c l e . s e t ( 0 , 0 , t em p P a r t i c l e . g e t ( 0 , 0 ) + ( r and . n ex tGau s s i a n ( ) ∗ (−1 ∗
r and . n e x t I n t ( 2 ) ) ) ) ;
t em p P a r t i c l e . s e t ( 1 , 0 , t em p P a r t i c l e . g e t ( 1 , 0 ) + ( r and . n ex tGau s s i a n ( ) ∗ (−1 ∗
r and . n e x t I n t ( 2 ) ) ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Po s t T empPa r t i c l e : ” +
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/ / t empPa r t i c l e . g e t ( 0 , 0 ) + ” ,” +t empPa r t i c l e . g e t ( 1 , 0 ) ) ;
mPa r t i c l e S e t . s e t (m, t em p P a r t i c l e ) ;
}
} e l s e {
/ / Core Type 2!
/ / S t e p 0 :
vIMU . c l e a r ( ) ;
vIMU . add ( 0 . 0 ) ;
vIMU . add ( 0 . 0 ) ;
vIMU . add ( iIMU . getIMURotAccel ( ) . g e t ( 2 ) ∗ dTS ) ;
tempOdo . c l e a r ( ) ;
tempOdo . add ( 0 . 0 ) ;
tempOdo . add ( 0 . 0 ) ;
tempOdo . add ( ( oOdo . ge tOdoThe ta ( ) − OldTheta ) ) ;
OldThe ta = oOdo . ge tOdoThe ta ( ) ;
ZeroHeadingK = KStep ( ZeroHeadingK , tempOdo , vIMU , dTS ) ;
/ / S t e p 1 :
tempOdo . c l e a r ( ) ;
tempOdo . add ( ZeroHeadingK . g e t ( 0 , 0 ) ) ;
tempOdo . add ( ZeroHeadingK . g e t ( 0 , 1 ) ) ;
tempOdo . add ( ZeroHeadingK . g e t ( 0 , 2 ) ) ;
vComp . c l e a r ( ) ;
vComp . add ( 0 . 0 ) ;
vComp . add ( 0 . 0 ) ;
vComp . add ( cComp . GetRad ( ) ) ;
HeadingK = KStep ( HeadingK , vComp , tempOdo , dTS ) ;
Del taH . add ( HeadingK . g e t ( 0 , 0 ) ) ;
Del taH . add ( HeadingK . g e t ( 0 , 1 ) ) ;
Del taH . add ( HeadingK . g e t ( 0 , 2 ) ) ;
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/ / S t e p 2 :
vIMU = dDa t a s e t . GetIMUVeloci ty ( i , Del taH ) ;
f o r ( i n t j = 0 ; j < vIMU . s i z e ( ) ; j ++) {
vIMU . s e t ( j , ( vIMU . g e t ( j ) ∗ dTS ) ) ;
}
/ / S t e p 3 :
tempOdo . c l e a r ( ) ;
tempOdo . add ( oOdo . getOdoX ( ) ) ;
tempOdo . add ( oOdo . getOdoY ( ) ) ;
tempOdo . add ( 0 . 0 ) ;
DriveK = KStep ( DriveK , tempOdo , vIMU , dTS ) ;
TotalMove = TotalMove . p l u s ( DriveK . g e tMa t r i x ( 0 , 0 , 0 , 2 ) . t r a n s p o s e ( ) ) ;
/ / / /DEBUG: MOVE
/ / Sys tem . ou t . p r i n t l n (” Dr ive i n EKF: ”) ;
/ / DriveX . g e tMa t r i x ( 0 , 0 , 0 , 2 ) . t r a n s p o s e ( ) . p r i n t ( 3 , 2 ) ;
/ / / / END DEBUG
f o r ( i n t m = 0 ; m < NumPa r t i c l e s ; m++) {
t em p P a r t i c l e = mP a r t i c l e S e t . g e t (m) ;
t em p P a r t i c l e = t em pP a r t i c l e . p l u s ( DriveK . g e tMa t r i x ( 0 , 0 , 0 , 2 ) . t r a n s p o s e ( ) ) ;
t em p P a r t i c l e . s e t ( 0 , 0 , t em p P a r t i c l e . g e t ( 0 , 0 ) + ( r and . n ex tGau s s i a n ( ) ∗ (−1 ∗
r and . n e x t I n t ( 2 ) ) ) ) ;
t em p P a r t i c l e . s e t ( 1 , 0 , t em p P a r t i c l e . g e t ( 1 , 0 ) + ( r and . n ex tGau s s i a n ( ) ∗ (−1 ∗
r and . n e x t I n t ( 2 ) ) ) ) ;
mP a r t i c l e S e t . s e t (m, t em p P a r t i c l e ) ;
}
}
/ / Resample t h e Mix P a r t i c l e s u s i n g T r a d i t i o n a l PF
Double mixGPSX = gOldGPS . ge tEas tX ( ) + TotalMove . g e t ( 0 , 0 ) ;
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Double mixGPSY = gOldGPS . ge tNor thY ( ) + TotalMove . g e t ( 1 , 0 ) ;
Double mixGPSZ = 0 . 0 + TotalMove . g e t ( 2 , 0 ) ;
To t a lWe igh t = 0 . 0 ;
La rge s tWe igh t = 0 . 0 ;
TrueWeigh ts . c l e a r ( ) ;
Weights . c l e a r ( ) ;
f o r ( i n t m = 0 ; m < NumMixPar t i c l e s ; m++) {
/ / For each p a r t i c l e , c a l c u l a t e d i s t a n c e from GPS
/ / head ing and we igh t a c c o r d i n g l y . Keep t r a c k o f t o t a l
/ / we i gh t .
t em p P a r t i c l e = m i x P a r t i c l e S e t . g e t (m) ;
Double TempX = t empP a r t i c l e . g e t ( 0 , 0 ) − mixGPSX ;
Double TempY = t empP a r t i c l e . g e t ( 1 , 0 ) − mixGPSY ;
Double TempZ = t empP a r t i c l e . g e t ( 2 , 0 ) − mixGPSZ ;
Weight = Math . s q r t ( ( TempX ∗ TempX) + (TempY ∗ TempY) + (TempZ ∗ TempZ ) ) ;
Weights . add ( Weight ) ;
To t a lWe igh t += Weight ;
i f ( La rge s tWe igh t < Weight )
La rge s tWe igh t = Weight ;
}
To ta lWe igh t = ( La rge s tWe igh t ∗ NumMixPar t i c l e s ) − To ta lWe igh t ;
f o r ( i n t m = 0 ; m < NumMixPar t i c l e s ; m++) {
Weight = ( La rge s tWe igh t − Weights . g e t (m) ) / To t a lWe igh t ;
Weights . s e t (m, Weight ) ;
}
m i x P a r t i c l e S e t = WRS( m i x P a r t i c l e S e t , Weights , To t a lWe igh t ) ;
/ / / /DEBUG
/ / Sys tem . ou t . p r i n t l n (”OldGPS = ” + gOldGPS . ge tEas tX ( ) + ” , ” +
/ / gOldGPS . ge tNor thY ( ) ) ;
/ / Sys tem . ou t . p r i n t l n (”GPS = ” + gGPS . ge tEas tX ( ) + ” , ” +
/ / gGPS . ge tNor thY ( ) ) ;
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/ / / / ENDDEBUG
/ / P a r t i c l e d r i v i n g done ! Check t o s e e i f GPS upda ted .
double OldEas t = gOldGPS . ge tEas tX ( ) ;
double NewEast = gGPS . ge tEas tX ( ) ;
double OldNorth = gOldGPS . ge tNor thY ( ) ;
double NewNorth = gGPS . ge tNor thY ( ) ;
/ / i f ( gOldGPS . ge tEas tX ( ) != gGPS . ge tEas tX ( ) | | gOldGPS . ge tNor thY ( )
/ / != gGPS . ge tNor thY ( ) ) {
i f ( O ldEas t != NewEast | | OldNorth != NewNorth ) {
/ / GPS WAS UPDATED!
/ / Time f o r a Crime Spree − or b e t t e r ye t , a Resampl ing S t ep
/ / ( t h i s i s where MAGIC u n f o l d s )
ResampleStep = t rue ;
/ / / /DEBUG
/ / Sys tem . ou t . p r i n t l n (” Resample ! ” ) ;
/ / Sys tem . ou t . p r i n t l n (” To t a l Move : ” + TotalMove . g e t ( 0 , 0 ) + ” ,”
/ / + TotalMove . g e t ( 1 , 0 ) ) ;
/ / Sys tem . ou t . p r i n t l n (”GPS Move : ” + ( NewEast−OldEas t ) + ” ,” +
/ / ( NewNorth−OldNorth ) ) ;
/ / / / ENDDEBUG
Double GPSX = 0 . 0 ;
Double GPSY = 0 . 0 ;
Double GPSZ = 0 . 0 ;
Ma t r i x mixDr iveSe t = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
vGPS . c l e a r ( ) ;
vGPS . add ( gGPS . ge tEas tX ( ) ) ;
vGPS . add ( gGPS . ge tNor thY ( ) ) ;
vGPS . add ( 0 . 0 ) ;
vMove . c l e a r ( ) ;
vMove . add ( TotalMove . g e t ( 0 , 0 ) ) ;
vMove . add ( TotalMove . g e t ( 1 , 0 ) ) ;
vMove . add ( TotalMove . g e t ( 2 , 0 ) ) ;
double WeightMod = 0 . 0 0 1 ;
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To ta lWe igh t = 0 . 0 ;
La rge s tWe igh t = 0 . 0 ;
Weights . c l e a r ( ) ;
TrueWeigh ts . c l e a r ( ) ;
i f ( CoreType == 1) {
/ / S t andard PF LAND!
/ / S t e p s :
/ / 1 ) Weight P a r t i c l e s
/ / 2 ) Resample !
/ / Easy , no?
GPSX = gGPS . ge tEas tX ( ) ;
GPSY = gGPS . ge tNor thY ( ) ;
Weights . c l e a r ( ) ;
TrueWeigh ts . c l e a r ( ) ;
f o r ( i n t m = 0 ; m < NumPa r t i c l e s ; m++) {
/ / For each p a r t i c l e , c a l c u l a t e d i s t a n c e from GPS
/ / head ing and we igh t a c c o r d i n g l y . Keep t r a c k o f t o t a l
/ / we i gh t .
t em p P a r t i c l e = mP a r t i c l e S e t . g e t (m) ;
/ / Sys tem . ou t . p r i n t l n (” TempPar t i c l e f o r We igh t i ng : ”) ;
/ / t empPa r t i c l e . p r i n t ( 3 , 2 ) ;
Double TempX = t empP a r t i c l e . g e t ( 0 , 0 ) − GPSX;
Double TempY = t empP a r t i c l e . g e t ( 1 , 0 ) − GPSY;
Double TempZ = t empP a r t i c l e . g e t ( 2 , 0 ) − GPSZ ;
Weight = Math . s q r t ( ( TempX ∗ TempX) + (TempY ∗ TempY) + (TempZ ∗ TempZ ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Weight = ”+Weight ) ;
Weights . add ( Weight ) ;
To t a lWe igh t += Weight ;
i f ( La rge s tWe igh t < Weight )
La rge s tWe igh t = Weight ;
}
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To ta lWe igh t = ( La rge s tWe igh t ∗ NumPa r t i c l e s ) − To ta lWe igh t + (WeightMod ∗
NumPa r t i c l e s ) ;
/ / / /DEBUG
/ / Sys tem . ou t . p r i n t l n (” To t a lWe i gh t : ” + To t a lWe i gh t ) ;
/ / / / ENDDEBUG
f o r ( i n t m = 0 ; m < NumPa r t i c l e s ; m++) {
Weight = ( La rge s tWe igh t − Weights . g e t (m) + WeightMod ) / To t a lWe igh t ;
/ / / / DEBUG
/ / Sys tem . ou t . p r i n t l n (” Adapted Weight @ ” + m + ”: ” +
/ / Weight ) ;
/ / / / ENDDEBUG
Weights . s e t (m, Weight ) ;
}
/ / Sys tem . ou t . p r i n t l n (” To t a l Weight ”) ;
/ / / / DEBUG
/ / Sys tem . ou t . p r i n t l n (”PreWRS”) ;
/ / f o r ( i n t m = 0; m < NumPar t i c l e s ; m++) {
/ / t empPa r t i c l e = mPa r t i c l e S e t . g e t (m) ;
/ / t empPa r t i c l e . p r i n t ( 3 , 2 ) ;
/ / }
/ / / / ENDDEBUG
mPa r t i c l e S e t = KLD( mPa r t i c l e S e t , gGPS , Weights , To t a lWe igh t ) ;
/ / / / DEBUG
/ / Sys tem . ou t . p r i n t l n (” PostWRS”) ;
/ / f o r ( i n t m = 0; m < NumPar t i c l e s ; m++) {
/ / t empPa r t i c l e = mPa r t i c l e S e t . g e t (m) ;
/ / t empPa r t i c l e . p r i n t ( 3 , 2 ) ;
/ / }
/ / / / ENDDEBUG
/ / Dr ive Mix P a r t i c l e s
mixDr iveSe t . s e t ( 0 , 0 , GPSX − gOldGPS . ge tEas tX ( ) ) ;
m ixDr iveSe t . s e t ( 1 , 0 , GPSY − gOldGPS . ge tNor thY ( ) ) ;
mixDr iveSe t . s e t ( 2 , 0 , GPSZ) ;
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f o r ( i n t m = 0 ; m < NumMixPar t i c l e s ; m++) {
m i x P a r t i c l e S e t . s e t (m, m i x P a r t i c l e S e t . g e t (m) . p l u s ( mixDr iveSe t ) ) ;
}
} e l s e i f ( CoreType == 2) {
/ / EKF PF LAND!
/ / S t e p s :
/ / 1 ) Combine o ld GPS + To t a l Move and Fuse w i t h new GPS
/ / 2 ) Weight P a r t i c l e s
/ / 3 ) Resample !
/ / No c r y y y y i n g .
PoseK = KStep ( PoseK , vGPS , vMove , dTS ) ;
/ / FUSION COMPLETE!
GPSX = PoseK . g e t ( 0 , 0 ) ;
GPSY = PoseK . g e t ( 0 , 1 ) ;
GPSZ = PoseK . g e t ( 0 , 2 ) ;
Weights . c l e a r ( ) ;
TrueWeigh ts . c l e a r ( ) ;
f o r ( i n t m = 0 ; m < NumPa r t i c l e s ; m++) {
/ / For each p a r t i c l e , c a l c u l a t e d i s t a n c e from GPS
/ / head ing and we igh t a c c o r d i n g l y . Keep t r a c k o f t o t a l
/ / we i gh t .
t em p P a r t i c l e = mP a r t i c l e S e t . g e t (m) ;
/ / Sys tem . ou t . p r i n t l n (” TempPar t i c l e f o r We igh t i ng : ”) ;
/ / t empPa r t i c l e . p r i n t ( 3 , 2 ) ;
Double TempX = t empP a r t i c l e . g e t ( 0 , 0 ) − GPSX;
Double TempY = t empP a r t i c l e . g e t ( 1 , 0 ) − GPSY;
Double TempZ = t empP a r t i c l e . g e t ( 2 , 0 ) − GPSZ ;
Weight = Math . s q r t ( ( TempX ∗ TempX) + (TempY ∗ TempY) + (TempZ ∗ TempZ ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Weight = ”+Weight ) ;
Weights . add ( Weight ) ;
To t a lWe igh t += Weight ;
i f ( La rge s tWe igh t < Weight )
La rge s tWe igh t = Weight ;
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}
To ta lWe igh t = ( La rge s tWe igh t ∗ NumPa r t i c l e s ) − To ta lWe igh t + (WeightMod ∗
NumPa r t i c l e s ) ;
/ / / /DEBUG
/ / Sys tem . ou t . p r i n t l n (” To t a lWe i gh t : ” + To t a lWe i gh t ) ;
/ / / / ENDDEBUG
f o r ( i n t m = 0 ; m < NumPa r t i c l e s ; m++) {
Weight = ( La rge s tWe igh t − Weights . g e t (m) + WeightMod ) / To t a lWe igh t ;
/ / / / DEBUG
/ / Sys tem . ou t . p r i n t l n (” Adapted Weight @ ” + m + ”: ” + Weight ) ;
/ / / / ENDDEBUG
Weights . s e t (m, Weight ) ;
}
mPa r t i c l e S e t = KLD( mPa r t i c l e S e t , gGPS , Weights , To t a lWe igh t ) ;
/ / Dr ive Mix P a r t i c l e s
mixDr iveSe t . s e t ( 0 , 0 , GPSX − gOldGPS . ge tEas tX ( ) ) ;
m ixDr iveSe t . s e t ( 1 , 0 , GPSY − gOldGPS . ge tNor thY ( ) ) ;
mixDr iveSe t . s e t ( 2 , 0 , GPSZ) ;
f o r ( i n t m = 0 ; m < NumMixPar t i c l e s ; m++) {
m i x P a r t i c l e S e t . s e t (m, m i x P a r t i c l e S e t . g e t (m) . p l u s ( mixDr iveSe t ) ) ;
}
} e l s e i f ( CoreType == 3) {
/ / Okay , so we GOTTA be i n UKF Land? R i gh t !?
/ / S t e p s :
/ / 1 ) Combine o ld GPS + To t a l Move and Fuse w i t h new GPS
/ / 2 ) Weight P a r t i c l e s
/ / 3 ) Resample !
SPKFStep PoseU = new SPKFStep ( PoseP , PoseX , vMove , vGPS , vGreekPose , dTS ) ;
whi le ( ! PoseU . S t e p F i n i s h e d ( ) ) {
t ry {
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Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
PoseP = PoseU . ge tP ( ) ;
PoseX = PoseU . getX ( ) ;
vGreekPose = PoseU . ge tGreek ( ) ;
/ / FUSION COMPLETE
GPSX = PoseX . g e t ( 0 , 0 ) ;
GPSY = PoseX . g e t ( 1 , 0 ) ;
GPSZ = PoseX . g e t ( 2 , 0 ) ;
Weights . c l e a r ( ) ;
TrueWeigh ts . c l e a r ( ) ;
f o r ( i n t m = 0 ; m < NumPa r t i c l e s ; m++) {
/ / For each p a r t i c l e , c a l c u l a t e d i s t a n c e from GPS
/ / head ing and we igh t a c c o r d i n g l y . Keep t r a c k o f t o t a l
/ / we i gh t .
t em p P a r t i c l e = mP a r t i c l e S e t . g e t (m) ;
/ / Sys tem . ou t . p r i n t l n (” TempPar t i c l e f o r We igh t i ng : ”) ;
/ / t empPa r t i c l e . p r i n t ( 3 , 2 ) ;
Double TempX = t empP a r t i c l e . g e t ( 0 , 0 ) − GPSX;
Double TempY = t empP a r t i c l e . g e t ( 1 , 0 ) − GPSY;
Double TempZ = t empP a r t i c l e . g e t ( 2 , 0 ) − GPSZ ;
Weight = Math . s q r t ( ( TempX ∗ TempX) + (TempY ∗ TempY) + (TempZ ∗ TempZ ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Weight = ”+Weight ) ;
Weights . add ( Weight ) ;
To t a lWe igh t += Weight ;
i f ( La rge s tWe igh t < Weight )
La rge s tWe igh t = Weight ;
}
To ta lWe igh t = ( La rge s tWe igh t ∗ NumPa r t i c l e s ) − To ta lWe igh t + (WeightMod ∗
NumPa r t i c l e s ) ;
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/ / / /DEBUG
/ / Sys tem . ou t . p r i n t l n (” To t a lWe i gh t : ” + To t a lWe i gh t ) ;
/ / / / ENDDEBUG
f o r ( i n t m = 0 ; m < NumPa r t i c l e s ; m++) {
Weight = ( La rge s tWe igh t − Weights . g e t (m) + WeightMod ) / To t a lWe igh t ;
/ / / / DEBUG
/ / Sys tem . ou t . p r i n t l n (” Adapted Weight @ ” + m + ”: ” + Weight ) ;
/ / / / ENDDEBUG
Weights . s e t (m, Weight ) ;
}
mPa r t i c l e S e t = KLD( mPa r t i c l e S e t , gGPS , Weights , To t a lWe igh t ) ;
/ / Dr ive Mix P a r t i c l e s
mixDr iveSe t . s e t ( 0 , 0 , GPSX − gOldGPS . ge tEas tX ( ) ) ;
m ixDr iveSe t . s e t ( 1 , 0 , GPSY − gOldGPS . ge tNor thY ( ) ) ;
mixDr iveSe t . s e t ( 2 , 0 , GPSZ) ;
f o r ( i n t m = 0 ; m < NumMixPar t i c l e s ; m++) {
m i x P a r t i c l e S e t . s e t (m, m i x P a r t i c l e S e t . g e t (m) . p l u s ( mixDr iveSe t ) ) ;
}
} e l s e
System . ou t . p r i n t l n ( ” J e f f REALLY screwed up ” ) ;
gOldGPS = gGPS ;
TotalMove = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
}
/ / E x t r a c t A c t u a l Loca t i o n !
Double Xm = 0 . 0 ;
Double Ym = 0 . 0 ;
Double Zm = 0 . 0 ;
f o r ( i n t m = 0 ; m < NumPa r t i c l e s ; m++) {
/ / Mean method = Fa s t e s t
t em p P a r t i c l e = mP a r t i c l e S e t . g e t (m) ;
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/ / / / DEBUG: P a r t i c l e L i s t Pos t upda t e
/ / Sys tem . ou t . p r i n t l n (” Ac t ua l P a r t i c l e ” + m + ”: ”) ;
/ / t empPa r t i c l e . p r i n t ( 3 , 2 ) ;
/ / / / END DEBUG
Xm += t empP a r t i c l e . g e t ( 0 , 0 ) ; / / ∗Weigh t s . g e t (m) ;
Ym += t empP a r t i c l e . g e t ( 1 , 0 ) ; / / ∗Weigh t s . g e t (m) ;
Zm += t empP a r t i c l e . g e t ( 2 , 0 ) ; / / ∗Weigh t s . g e t (m) ;
}
f o r ( i n t m = 0 ; m < NumMixPar t i c l e s ; m++) {
/ / Mean method = Fa s t e s t
/ / GET THOSE MIX PARTICLES IN THERE!
t em p P a r t i c l e = m i x P a r t i c l e S e t . g e t (m) ;
/ / / / DEBUG: P a r t i c l e L i s t Pos t upda t e
/ / Sys tem . ou t . p r i n t l n (”Mix P a r t i c l e ” + m + ”: ”) ;
/ / t empPa r t i c l e . p r i n t ( 3 , 2 ) ;
/ / / / END DEBUG
Xm += t empP a r t i c l e . g e t ( 0 , 0 ) ;
Ym += t empP a r t i c l e . g e t ( 1 , 0 ) ;
Zm += t empP a r t i c l e . g e t ( 2 , 0 ) ;
}
/ / Sys tem . ou t . p r i n t l n (” Loca t i o n E x t r a c t i o n PreDiv i de :” + Xm + ” ,” +
/ / Ym + ” ,” + Zm) ;
/ / Xm = Xm / ( ( doub l e ) NumPar t i c l e s ) ;
/ / Ym = Ym / ( ( doub l e ) NumPar t i c l e s ) ;
/ / Zm = Zm / ( ( doub l e ) NumPar t i c l e s ) ;
Xm = Xm / ( ( double ) ( NumPa r t i c l e s + NumMixPar t i c l e s ) ) ;
Ym = Ym / ( ( double ) ( NumPa r t i c l e s + NumMixPar t i c l e s ) ) ;
Zm = Zm / ( ( double ) ( NumPa r t i c l e s + NumMixPar t i c l e s ) ) ;
GPSEntry GPSOut = new GPSEntry (Xm, Ym, dTS ) ;
Outpu t . add ( GPSOut ) ;
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/ / Sys tem . ou t . p r i n t l n (” Loca t i o n E x t r a c t i o n Po s tD i v i d e :” + Xm + ” ,” +
/ / Ym + ” ,” + Zm) ;
t empRes id = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
t empRes id . s e t ( 0 , 0 , Xm − gGPS . ge tEas tX ( ) ) ;
t empRes id . s e t ( 1 , 0 , Ym − gGPS . ge tNor thY ( ) ) ;
Res id . add ( tempRes id ) ;
/ / i f ( ResampleS tep ) {
/ / / / P a r t i c l e Number Man ipu l a t i on
/ /
/ / / / / /DEBUG
/ / / / Sys tem . ou t . p r i n t l n (”Number o f P a r t i c l e s
/ / / / Pre :”+ mPa r t i c l e S e t . s i z e ( ) ) ;
/ / / / / / ENDDEBUG
/ / mPa r t i c l e S e t = L i ke l yhoodBasedAdap t ( mPa r t i c l e S e t , gGPS , GPSOut , We igh t s ) ;
/ / / / DEBUG
/ / Sys tem . ou t . p r i n t l n (”Number o f P a r t i c l e s Pos t :” + mPa r t i c l e S e t . s i z e ( ) ) ;
/ / / / ENDDEBUG
/ / ResampleS tep = f a l s e ;
/ / }
/ / T i c k e r
i f ( i % 1000 == 0)
System . ou t . p r i n t ( ” . ” ) ;
}
/ / P roce s s done !
TimeOff = new Date ( ) ;
TimeElapsed = TimeOff . ge tTime ( ) − TimeOn . getTime ( ) ;
ProcessOn = f a l s e ;
P rocessDone = t rue ;
}
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pub l i c long ge tT imeE lapsed ( ) {
re turn TimeElapsed ;
}
pr i v a t e Vector<Matr ix> Like lyhoodBasedAdap t ( Vector<Matr ix> Incoming , GPSEntry GPSVal ,
GPSEntry CalcLoc , Vector<Double> iWe igh t s ) {
i n t M = Incoming . s i z e ( ) ;
Vector<Matr ix> Outgoing = Incoming ;
double XOff = CalcLoc . ge tEas tX ( ) − GPSVal . ge tEas tX ( ) ;
double YOff = CalcLoc . ge tNor thY ( ) − GPSVal . ge tNor thY ( ) ;
double Di s tO f f = Math . s q r t ( XOff ∗ XOff + YOff ∗ YOff ) ;
System . ou t . p r i n t l n ( ” D i s tO f f : ” + D i s tO f f ) ;
/ / For e v e r y me ter we ’ re o f f t a r g e t , add 5 p a r t i c l e s ( randomly i n a
/ / r a d i u s abou t GPSVal , a t h a l f r a d i u s o f o f f t a r g e t )
/ / I f we ’ re w i t h i n a meter , s u b t r a c t p a r t i c l e s , k i l l i n g d u p l i c a t e s ( down
/ / t o one )
i f ( D i s tO f f > 1 . 2 ) {
i n t NewParts = ( i n t ) ( D i s tO f f ∗ 5 . 0 ) ;
i n t NewMixParts = NewParts / 20 ;
Ma t r i x t em p P a r t i c l e = new Mat r ix ( 3 , 1 ) ;
f o r ( i n t i = 0 ; i < NewParts ; i ++) {
t em p P a r t i c l e = new Mat r ix ( 3 , 1 ) ;
Double RandRadius = ( ( ( D i s tO f f / 2 ) ∗ r and . nex tDoub le ( ) ) ∗ (−1 ∗
r and . n e x t I n t ( 2 ) ) ) ;
t em p P a r t i c l e . s e t ( 0 , 0 , GPSVal . ge tEas tX ( ) + RandRadius ) ;
RandRadius = ( ( ( D i s tO f f / 2 ) ∗ r and . nex tDoub le ( ) ) ∗ (−1 ∗ r and . n e x t I n t ( 2 ) ) ) ;
t em p P a r t i c l e . s e t ( 1 , 0 , GPSVal . ge tNor thY ( ) + RandRadius ) ;
RandRadius = ( ( 1 ∗ r and . nex tDoub le ( ) ) ∗ (−1 ∗ r and . n e x t I n t ( 2 ) ) ) ;
t em p P a r t i c l e . s e t ( 2 , 0 , RandRadius ) ;
Outgo ing . add ( t em p P a r t i c l e ) ;
}
NumPa r t i c l e s = NumPa r t i c l e s + NewParts ;
} e l s e {
/ / W i t h i n a Meter
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i n t RemLoc ;
i f ( NumPa r t i c l e s > 20) {
/ / Make su r e we have p a r t i c l e s t o remove
/ / Remove a l l p a r t i c l e s w i t h l ow e s t p o s s i b l e we i gh t
/ / RemLoc = iWe i g h t s . i ndexOf ( 0 . 0 ) ;
/ / wh i l e ( RemLoc > −1) {
/ / / / / /DEBUG
/ / / / Sys tem . ou t . p r i n t l n (”RemLoc = ” + RemLoc ) ;
/ / / / / / ENDDEBUG
/ / Outgo ing . remove ( RemLoc ) ;
/ / iWe i g h t s . remove ( RemLoc ) ;
/ / NumPar t i c l e s−−;
/ / RemLoc = iWe i g h t s . i ndexOf ( 0 . 0 ) ;
/ / }
/ / Remove a l l p a r t i c l e s w i t h a we i gh t l e s s than Cu l l P o i n t
double Cu l l P o i n t = 0 . 1 ;
f o r ( i n t i = 0 ; i < NumPa r t i c l e s ; i ++) {
i f ( iWe igh t s . g e t ( i ) < Cu l l P o i n t ) {
Outgoing . remove ( i ) ;
iWe igh t s . remove ( i ) ;
NumPar t i c l e s−−;
}
}
} e l s e {
System . ou t . p r i n t l n ( ”Can ’ t c u l l a low pop . ” ) ;
}
}
re turn Outgoing ;
}
pr i v a t e Vector<Matr ix> LowVarianceResample ( Vector<Matr ix> Incoming , Vector<Double>
iWeigh t s , Double TWeight ) {
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i n t M = Incoming . s i z e ( ) ;
/ / Sys tem . ou t . p r i n t l n (” Incoming S i z e : ”+M) ;
/ / Sys tem . ou t . p r i n t l n (” iWe i g h t s S i z e :” + iWe i g h t s . s i z e ( ) ) ;
Double r = rand . nex tDoub le ( ) ∗ ( 1 . 0 / ( double ) M) ;
/ / Sys tem . ou t . p r i n t l n (” r : ” + r ) ;
Double c = ( iWe igh t s . g e t ( 0 ) / TWeight ) ;
Double U;
i n t i = 1 ;
Vector<Matr ix> Outgoing = new Vector<Matr ix >() ;
f o r ( i n t m = 1 ; m <= M; m++) {
U = r + ( ( ( double ) m − 1 . 0 ) / ( double ) M) ;
/ / Sys tem . ou t . p r i n t l n (”U = ” + U) ;
/ / Sys tem . ou t . p r i n t l n (”m = ” + m) ;
whi le (U > c ) {
/ / / /DEBUG
/ / Sys tem . ou t . p r i n t l n (” i i n LVR : ” + i ) ;
/ / Sys tem . ou t . p r i n t l n (” c @ i = ”+ c ) ;
/ / / / END DEBUG
i ++;
c += ( iWe igh t s . g e t ( i − 1) / TWeight ) ;
}
Outgoing . add ( Incoming . g e t ( i − 1) ) ;
}
/ / Sys tem . ou t . p r i n t l n (” Outgo ing S i z e : ”+Outgo ing . s i z e ( ) ) ;
re turn Outgoing ;
}
pr i v a t e Vector<Matr ix> WRS( Vector<Matr ix> Incoming , Vector<Double> iWeigh t s , Double
TWeight ) {
Vector<Matr ix> Outgoing = new Vector<Matr ix >() ;
i n t k = Incoming . s i z e ( ) ;
f o r ( i n t i = 0 ; i < k ; i ++) {
/ / New Sampl ing A lgo r i t hm . . . f a s t e r , harder , f u nn e r ?
Double k i = rand . nex tDoub le ( ) ;
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k i = Math . pow ( ki , (1 / iWe igh t s . g e t ( 0 ) ) ) ;
Double Tw = k i ;
Double RunWeight = 0 . 0 ;
i n t Choice = 0 ;
f o r ( i n t j = 0 ; j < k ; j ++) {
Double r = rand . nex tDoub le ( ) ;
Double Xw = Math . l og ( r ) / Math . l og (Tw) ;
i f ( RunWeight < Xw && Xw <= ( RunWeight + iWe igh t s . g e t ( j ) ) ) {
Choice = j ;
Double tw = Math . pow (Tw, iWe igh t s . g e t ( j ) ) ;
Double r2 = rand . nex tDoub le ( ) ;
whi le ( r2 <= tw ) {
r2 = rand . nex tDoub le ( ) ;
}
Tw = Math . pow ( r2 , (1 / iWe igh t s . g e t ( j ) ) ) ;
} e l s e {
RunWeight = RunWeight + iWe igh t s . g e t ( j ) ;
}
}
/ / / / DEBUG
/ / Sys tem . ou t . p r i n t l n (” Choice f o r LowVarianceResample : ” + Choice ) ;
/ / / / ENDDEBUG
Outgoing . add ( Incoming . g e t ( Choice ) ) ;
}
re turn Outgoing ;
}
pr i v a t e Vector<Matr ix> KLD( Vector<Matr ix> Incoming , GPSEntry NewGPS , Vector<Double>
iWeigh t s , Double TWeight ) {
Vector<Matr ix> Outgoing = new Vector<Matr ix >() ;
i n t i S i z e = Incoming . s i z e ( ) ;
Double NewX = NewGPS . ge tEas tX ( ) ;
Double NewY = NewGPS . ge tNor thY ( ) ;
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/ / / /DEBUG
/ / NumKLD++;
/ / Sys tem . ou t . p r i n t l n (” NumPar t i c l e s Pre KLD: ”+NumPar t i c l e s ) ;
/ / / / END DEBUG
/ / Bu i l d B abou t GPS − 0 . 5m x 0 . 5m x p i / 12 rad ou t t o 10 m
/ / S t a r t s @ Eas t ( Y = 0 , X = 0 . 5 n m) and r o t a t e s CCW by p i / 12 rad
/ / i n t e r v a l s .
Vector<I n t e g e r> B = new Vector<I n t e g e r >() ;
f o r ( i n t i = 0 ; i < 480 ; i ++) {
B . add ( 0 ) ;
}
i n t M = 0 ;
i n t Mx = ( i n t ) ( ( double ) i S i z e ∗ 1 . 5 ) ; / / 100000;
i n t k = 0 ;
Double z = 2 . 3 3 ;
Double e = 0 . 0 5 ;
do {
Double k i = rand . nex tDoub le ( ) ;
k i = Math . pow ( ki , (1 / iWe igh t s . g e t ( 0 ) ) ) ;
Double Tw = k i ;
Double RunWeight = 0 . 0 ;
i n t Choice = 0 ;
f o r ( i n t j = 0 ; j < i S i z e ; j ++) {
Double r = rand . nex tDoub le ( ) ;
Double Xw = Math . l og ( r ) / Math . l og (Tw) ;
i f ( RunWeight < Xw && Xw <= ( RunWeight + iWe igh t s . g e t ( j ) ) ) {
Choice = j ;
Double tw = Math . pow (Tw, iWe igh t s . g e t ( j ) ) ;
Double r2 = rand . nex tDoub le ( ) ;
whi le ( r2 <= tw ) {
r2 = rand . nex tDoub le ( ) ;
}
Tw = Math . pow ( r2 , (1 / iWe igh t s . g e t ( j ) ) ) ;
} e l s e {
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RunWeight = RunWeight + iWe igh t s . g e t ( j ) ;
}
}
Mat r ix t em p P a r t i c l e = Incoming . g e t ( Choice ) ;
Outgo ing . add ( t em p P a r t i c l e ) ;
/ / S o l v e f o r b i n n i n g
Double TempX = NewX − t em p P a r t i c l e . g e t ( 0 , 0 ) ;
Double TempY = NewY − t em p P a r t i c l e . g e t ( 1 , 0 ) ;
Vector<Double> t empPo l a r = Ca r tToPo l a r (TempX , TempY) ;
Double TempRads = t empPo l a r . g e t ( 1 ) ;
i f (TempY < 0)
TempRads += Math . PI ;
Double TempDist = t empPo l a r . g e t ( 0 ) ;
i n t BinNum = 0 ;
i n t BinRing = 0 ;
i n t BinRad = 0 ;
i f ( TempDist > 10) {
/ / Ou t s i d e our 10 me ter range , max b in r a d i u s
BinRing = 19 ;
} e l s e {
BinRing = ( i n t ) ( TempDist / 0 . 5 ) ;
}
BinNum = ( BinRing ∗ 24) ;
BinRad = ( i n t ) ( TempRads / ( Math . PI / 12) ) ;
BinNum += BinRad ;
/ / Sys tem . ou t . p r i n t l n (”BinNum : ” + BinNum ) ;
i f (B . g e t ( BinNum ) == 0) {
/ / Bin i s Empty !
/ / Sys tem . ou t . p r i n t l n (” Bin i s Empty ”) ;
k++;
B . s e t ( BinNum , 1 ) ;
i f ( k > 1) {
Mx = ( i n t ) ( ( ( k − 1) / (2 ∗ e ) ) ∗ Math . pow ( ( 1 − (2 / (9 ∗ ( k − 1) ) ) +
(Math . s q r t (2 / (9 ∗ ( k − 1) ) ) ∗ z ) ) , 3 ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Mx Update : ” + Mx) ;
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}
}
M = M + 1 ;
} whi le (M < Mx) ;
NumPa r t i c l e s = Outgoing . s i z e ( ) ;
/ / / / DEBUG
/ / Sys tem . ou t . p r i n t l n (” NumPar t i c l e s Pos t KLD: ” + NumPar t i c l e s ) ;
/ / / / t r y {
/ / / / B u f f e r e dW r i t e r ou t = new Bu f f e r e dW r i t e r ( new F i l eW r i t e r (NumKLD +
/ / / / ” . c s v ”) ) ;
/ / / / boo l ean F i r s t L i n e = t r u e ;
/ / / / i f (NumKLD > 1) {
/ / / / Bu f f e r e dReade r i n = new Bu f f e r e dReade r ( new F i l eReade r ( (NumKLD − 1) +
/ / / / ” . c s v ”) ) ;
/ / / / S t r i n g TempStr ;
/ / / / i n t i = 0;
/ / / / wh i l e ( ( TempStr = i n . r eadL ine ( ) ) != n u l l ) {
/ / / / i f ( i < NumPar t i c l e s ) {
/ / / / i f ( F i r s t L i n e ) {
/ / / / F i r s t L i n e = f a l s e ;
/ / / / ou t . w r i t e ( TempStr + ” ,X” + NumKLD + ” ,Y” + NumKLD+” ,”) ;
/ / / / } e l s e
/ / / / ou t . w r i t e ( TempStr + ” ,” + Outgo ing . g e t ( i ) . g e t ( 0 , 0 ) + ” ,” +
/ / / / Outgo ing . g e t ( i ) . g e t ( 1 , 0 ) +” ,”) ;
/ / / / } e l s e {
/ / / / ou t . w r i t e ( TempStr + ” , , , ” ) ;
/ / / / }
/ / / / i ++;
/ / / / ou t . newLine ( ) ;
/ / / / }
/ / / /
/ / / / f o r ( ; i < NumPar t i c l e s ; i ++) {
/ / / / f o r ( i n t j = 0; j < NumKLD; j ++) {
/ / / / ou t . w r i t e ( ” , , , ” ) ;
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/ / / / }
/ / / / ou t . w r i t e ( Outgo ing . g e t ( i ) . g e t ( 0 , 0 ) + ” ,” + Outgo ing . g e t ( i ) . g e t ( 1 ,
/ / / / 0 ) +” ,”) ;
/ / / / ou t . newLine ( ) ;
/ / / / }
/ / / / } e l s e {
/ / / / f o r ( i n t i = 0; i < NumPar t i c l e s ; i ++) {
/ / / / i f ( F i r s t L i n e ) {
/ / / / F i r s t L i n e = f a l s e ;
/ / / / ou t . w r i t e (”X” + NumKLD + ” ,Y” + NumKLD + ” ,”) ;
/ / / / } e l s e
/ / / / ou t . w r i t e ( Outgo ing . g e t ( i ) . g e t ( 0 , 0 ) + ” ,” + Outgo ing . g e t ( i ) . g e t ( 1 ,
/ / / / 0 ) +” ,”) ;
/ / / / ou t . newLine ( ) ;
/ / / / }
/ / / / }
/ / / / ou t . c l o s e ( ) ;
/ / / / } ca t c h ( IOExcep t i on KLDOutIOExc ) {
/ / / / Sys tem . ou t . p r i n t l n (” Outpu t i n KLD Blew Up”) ;
/ / / / KLDOutIOExc . p r i n t S t a c k T r a c e ( ) ;
/ / / / }
/ / / /
/ / / / END DEBUG
re turn Outgoing ;
}
pr i v a t e Vector<Double> Po l a rToCa r t ( Double Di s t , Double Rads ) {
Vector<Double> Ca r t = new Vector<Double>() ;
/ / p o l a r t o Ca r t e s i a n
double x = Math . cos ( Rads ) ∗ Di s t ;
double y = Math . s i n ( Rads ) ∗ Di s t ;
Ca r t . add ( x ) ;
Ca r t . add ( y ) ;
re turn Ca r t ;
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}
pr i v a t e Vector<Double> Ca r tToPo l a r ( Double X, Double Y) {
Vector<Double> Po le = new Vector<Double>() ;
/ / Ca r t e s i a n t o po l a r .
double r a d i u s = Math . s q r t (X ∗ X + Y ∗ Y) ;
double a n g l e I nRad i a n s = Math . acos (X / r a d i u s ) ;
Po l e . add ( r a d i u s ) ;
Po l e . add ( a n g l e I nRad i a n s ) ;
re turn Po le ;
}
pr i v a t e c l a s s SPKFStep {
pr i v a t e Mat r ix P ;
pr i v a t e Mat r ix X;
pr i v a t e Mat r ix Re s i d u a l ;
pr i v a t e Double dTimes tep ;
pr i v a t e Vector<Double> dCon t r o l ;
pr i v a t e Vector<Double> dMeasure ;
pr i v a t e Vector<Double> dGreek ;
pr i v a t e boolean StepDone = f a l s e ;
void s e t P ( Ma t r i x PDash ) {
P = PDash ;
}
void se tX ( Ma t r i x XDash ) {
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X = XDash ;
}
Mat r ix ge tP ( ) {
re turn P ;
}
Mat r ix getX ( ) {
re turn X;
}
Mat r ix g e tR e s i d ( ) {
re turn Re s i d u a l ;
}
Vector<Double> ge tGreek ( ) {
re turn dGreek ;
}
boolean S t e pF i n i s h e d ( ) {
re turn StepDone ;
}
SPKFStep ( Ma t r i x PDash , Ma t r i x XDash , Vector<Double> Con t ro l , Vector<Double>
Measurement , Vector<Double> Greek , Double d InT imes t ep ) {
P = PDash ;
X = XDash ;
dGreek = Greek ;
dTimes tep = d InT imes t ep ;
dCon t r o l = Con t r o l ;
dMeasure = Measurement ;
RunSPKF ( ) ;
}
pr i v a t e Mat r ix SqrtSPKF ( Mat r i x PDash ) {
/ / Only works w i t h a symme t r i c P o s i t i v e D e f i n i t e ma t r i x
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/ / [V ,D] = e i g (A )
/ / S = V∗ d iag ( s q r t ( d iag (D) ) ) ∗V ’
/ /
/ / / / PDash i n
/ / Sys tem . ou t . p r i n t l n (”PDash : ”) ;
/ / PDash . p r i n t ( 3 , 2 ) ;
/ / Ma t r i x NegKeeper = Mat r i x . i d e n t i t y ( 9 , 9 ) ;
/ / / / T e s t i n g Forced Compl iance
/ / f o r ( i n t i = 0; i< 9; i ++){
/ / i f ( PDash . g e t ( i , i )< 0){
/ / NegKeeper . s e t ( i , i ,−1) ;
/ / PDash . s e t ( i , i , −PDash . g e t ( i , i ) ) ;
/ / }
/ / }
Eigenva l u eDecompos i t i on e i g = PDash . e i g ( ) ;
Ma t r i x V = e i g . getV ( ) ;
Ma t r i x D = e i g . getD ( ) ;
i n t iDS ize = D. getRowDimension ( ) ;
f o r ( i n t i = 0 ; i < iDS ize ; i ++) {
D. s e t ( i , i , Math . s q r t (D. g e t ( i , i ) ) ) ;
}
Mat r ix S = V. t ime s (D) . t ime s (V. i n v e r s e ( ) ) ;
/ / S = S . t im e s ( NegKeeper ) ;
re turn S ;
}
pr i v a t e vo id RunSPKF ( ) {
/ / SPKF S t e p s :
/ / 1 ) Genera te T e s t P o i n t s
/ / 2 ) Propaga te T e s t P o i n t s
/ / 3 ) Compute P r e d i c t e d Mean and Covar iance
/ / 4 ) Compute Measurements
/ / 5 ) Compute I n n o v a t i o n s and Cross Covar iance
/ / 6 ) Compute c o r r e c t i o n s and upda t e
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/ / L ine up i n i t i a l v a r i a b l e s from t h e c o n t r o l l e r !
Double dAlpha = dGreek . g e t ( 0 ) ;
Double dBeta = dGreek . g e t ( 1 ) ;
cUCon t r o l l e r . s e tA l ph a ( dAlpha ) ;
cUCon t r o l l e r . s e t B e t a ( dBeta ) ;
cUCon t r o l l e r . s e tKappa ( dGreek . g e t ( 2 ) ) ;
Double dGamma = cUCon t r o l l e r . getGamma ( ) ;
Double dLambda = cUCon t r o l l e r . getLambda ( ) ;
/ / / / DEBUG − P r i n t t h e Greeks
/ / Sys tem . ou t . p r i n t l n (” Greeks ! ” ) ;
/ / Sys tem . ou t . p r i n t l n (” Alpha − ” + dAlpha ) ;
/ / Sys tem . ou t . p r i n t l n (” Beta − ” + dBeta ) ;
/ / Sys tem . ou t . p r i n t l n (”Kappa − ” + dGreek . g e t ( 2 ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Lambda − ” + dLambda ) ;
/ / Sys tem . ou t . p r i n t l n (”Gamma − ” + dGamma) ;
/ / Le t ’ s g e t s t a r t e d :
/ / S t e p 1 : Genera te T e s t P o i n t s
Vector<Matr ix> Chi = new Vector<Matr ix >() ;
Vector<Matr ix> UpChi = new Vector<Matr ix >() ;
Vector<Matr ix> UpY = new Vector<Matr ix >() ;
Ma t r i x UpPx = new Mat r ix ( 3 , 3 , 0 . 0 ) ;
Ma t r i x UpPy = new Mat r ix ( 3 , 3 , 0 . 0 ) ;
Ma t r i x UpPxy = new Mat r ix ( 3 , 3 , 0 . 0 ) ;
Ma t r i x K;
Vector<Double> wc = new Vector<Double>() ;
Vector<Double> wm = new Vector<Double>() ;
Chi . add (X) ; / / Add Chi 0 − t h e c u r r e n t s t a t e e s t i m a t e (X , Y , Z )
/ / Big P Mat r i x i s LxL d i agona l
Mat r ix Sq r tP = SqrtSPKF ( P ) ;
Sq r tP = Sq r tP . t ime s (dGamma) ;
/ / S e t up Sigma Po i n t s
f o r ( i n t i = 0 ; i <= 8 ; i ++) {
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Mat r ix tempVec = Sq r tP . g e tMa t r i x ( 0 , 8 , i , i ) ;
Ma t r i x tempX = X;
Ma t r i x t empPlus = tempX . p l u s ( tempVec ) ;
/ / Sys tem . ou t . p r i n t l n (” TempPlus ”) ;
/ / t empPlus . p r i n t ( 3 , 2 ) ;
Mat r ix tempMinu = tempX . minus ( tempVec ) ;
/ / Sys tem . ou t . p r i n t l n (” TempMinus ”) ;
/ / tempMinu . p r i n t ( 3 , 2 ) ;
/ / tempX = X . copy ( ) ;
/ / tempX . s e tMa t r i x ( i , i , 0 , 2 , t empPlus ) ;
Chi . add ( t empPlus ) ;
/ / tempX = X . copy ( ) ;
/ / tempX . s e tMa t r i x ( i , i , 0 , 2 , tempMinu ) ;
Chi . add ( tempMinu ) ;
}
/ / DEBUG P r i n t t h e l i n e s i n s i d e t h e Chi Ma t r i x (2L x L )
/ / f o r ( i n t i = 0; i<=(2∗L ) ; i ++){
/ / Sys tem . ou t . p r i n t l n (” Chi Ma t r i x S e t : ”+ i ) ;
/ / Chi . g e t ( i ) . p r i n t ( 5 , 2 ) ;
/ / }
/ / Genera te we i g h t s
Double WeightZero = ( dLambda / (L + dLambda ) ) ;
Double OtherWeigh t = (1 / (2 ∗ (L + dLambda ) ) ) ;
Double To t a lWe igh t = WeightZero ;
wm. add ( WeightZero ) ;
wc . add ( WeightZero + (1 − ( dAlpha ∗ dAlpha ) + dBeta ) ) ;
f o r ( i n t i = 1 ; i <= (2 ∗ L) ; i ++) {
To ta lWe igh t = To t a lWe igh t + OtherWeigh t ;
wm. add ( OtherWeigh t ) ;
wc . add ( OtherWeigh t ) ;
}
/ / We igh t s MUST BE 1 i n t o t a l
f o r ( i n t i = 0 ; i <= (2 ∗ L) ; i ++) {
wm. s e t ( i , wm. g e t ( i ) / To t a lWe igh t ) ;
191
Appendix A (Continued)
wc . s e t ( i , wc . g e t ( i ) / To t a lWe igh t ) ;
}
/ / / /DEBUG P r i n t t h e we i g h t s
/ / Sys tem . ou t . p r i n t l n (” To t a l Weight : ” ) ;
/ / Sys tem . ou t . p r i n t l n ( To t a lWe i gh t ) ;
/ / f o r ( i n t i = 0; i<=(2∗L ) ; i ++){
/ / Sys tem . ou t . p r i n t l n (” Weight M f o r ”+ i+” En t r y ”) ;
/ / Sys tem . ou t . p r i n t l n (wm. g e t ( i ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Weight C f o r ”+ i+” En t r y ”) ;
/ / Sys tem . ou t . p r i n t l n ( wc . g e t ( i ) ) ;
/ / }
/ / S t e p 2 : Propaga te T e s t P o i n t s
/ / Th i s w i l l a l s o hand l e comput ing t h e mean
Double ux = dCon t r o l . e l emen tAt ( 0 ) ;
Double uy = dCon t r o l . e l emen tAt ( 1 ) ;
Double uz = dCon t r o l . e l emen tAt ( 2 ) ;
Ma t r i x XhatMean = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
f o r ( i n t i = 0 ; i < Chi . s i z e ( ) ; i ++) {
Mat r ix ChiOne = Chi . g e t ( i ) ;
Ma t r i x Chixminus = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Double Xhat = ChiOne . g e t ( 0 , 0 ) ;
Double Yhat = ChiOne . g e t ( 1 , 0 ) ;
Double Zhat = ChiOne . g e t ( 2 , 0 ) ;
Double Xer r = ChiOne . g e t ( 3 , 0 ) ;
Double Yer r = ChiOne . g e t ( 4 , 0 ) ;
Double Ze r r = ChiOne . g e t ( 5 , 0 ) ;
Xhat = Xhat + ux + Xerr ;
Yhat = Yhat + uy + Yerr ;
Zha t = Zhat + uz + Ze r r ;
Chixminus . s e t ( 0 , 0 , Xhat ) ;
Chixminus . s e t ( 1 , 0 , Yhat ) ;
Chixminus . s e t ( 2 , 0 , Zha t ) ;
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/ / Sys tem . ou t . p r i n t l n (” ChixMinus : ” ) ;
/ / Chixminus . p r i n t ( 3 , 2 ) ;
UpChi . add ( Chixminus ) ;
XhatMean = XhatMean . p l u s ( Chixminus . t ime s (wm. g e t ( i ) ) ) ;
}
/ / Mean i s r i g h t !
/ / Sys tem . ou t . p r i n t l n (” XhatMean : ”) ;
/ / XhatMean . p r i n t ( 3 , 2 ) ;
/ / S t e p 3 : Compute P r e d i c t e d Mean and Covar iance
/ / Welp , we a l r e ad y s o l v e d t h e mean − l e t ’ s do t h e co va r i a n c e now
f o r ( i n t i = 0 ; i <= (2 ∗ L) ; i ++) {
Mat r ix tempP = UpChi . g e t ( i ) . minus ( XhatMean ) ;
Ma t r i x tempPw = tempP . t ime s (wc . g e t ( i ) ) ;
tempP = tempPw . t ime s ( tempP . t r a n s p o s e ( ) ) ;
UpPx = UpPx . p l u s ( tempP ) ;
}
/ / New S t e p s !
/ / S t e p 4 : Compute Measurements ! ( and Y mean ! )
Mat r ix YhatMean = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
f o r ( i n t i = 0 ; i <= (2 ∗ L) ; i ++) {
Mat r ix ChiOne = Chi . g e t ( i ) ;
Ma t r i x Chiyminus = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Double Xhat = UpChi . g e t ( i ) . g e t ( 0 , 0 ) ;
Double Yhat = UpChi . g e t ( i ) . g e t ( 1 , 0 ) ;
Double Zhat = UpChi . g e t ( i ) . g e t ( 2 , 0 ) ;
Double Xer r = ChiOne . g e t ( 6 , 0 ) ;
Double Yer r = ChiOne . g e t ( 7 , 0 ) ;
Double Ze r r = ChiOne . g e t ( 8 , 0 ) ;
Xhat = Xhat + Xerr ;
Yhat = Yhat + Yerr ;
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Zhat = Zhat + Ze r r ;
Chiyminus . s e t ( 0 , 0 , Xhat ) ;
Chiyminus . s e t ( 1 , 0 , Yhat ) ;
Chiyminus . s e t ( 2 , 0 , Zha t ) ;
UpY . add ( Chiyminus ) ;
YhatMean = YhatMean . p l u s ( Chiyminus . t ime s (wm. g e t ( i ) ) ) ;
}
/ / / / Welp , we a l r e ad y s o l v e d t h e mean − l e t ’ s do t h e c o v a r i a n c e s
/ / now
/ / Sys tem . ou t . p r i n t l n (”XHatMean and YHatMean = ”) ;
/ / XhatMean . p r i n t ( 3 , 2 ) ;
/ / YhatMean . p r i n t ( 3 , 2 ) ;
f o r ( i n t i = 0 ; i <= (2 ∗ L) ; i ++) {
Mat r ix tempPx = UpChi . g e t ( i ) . minus ( XhatMean ) ;
Ma t r i x tempPy = UpY . g e t ( i ) . minus ( YhatMean ) ;
/ / Sys tem . ou t . p r i n t l n (” ChiX − XhatMean and ChiY−YhatMean ”) ;
/ / tempPx . p r i n t ( 3 , 2 ) ;
/ / tempPy . p r i n t ( 3 , 2 ) ;
Mat r ix tempPxw = tempPx . t ime s (wc . g e t ( i ) ) ;
Ma t r i x tempPyw = tempPy . t ime s (wc . g e t ( i ) ) ;
tempPx = tempPxw . t ime s ( tempPy . t r a n s p o s e ( ) ) ;
tempPy = tempPyw . t ime s ( tempPy . t r a n s p o s e ( ) ) ;
UpPy = UpPy . p l u s ( tempPy ) ;
UpPxy = UpPxy . p l u s ( tempPx ) ;
}
/ / S t e p 6 : Compute Co r r e c t i o n s and Update
/ / Compute Kalman Gain !
/ / Sys tem . ou t . p r i n t l n (” Updated Px”) ;
/ / UpPx . p r i n t ( 5 , 2 ) ;
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/ / Sys tem . ou t . p r i n t l n (” Updated Py”) ;
/ / UpPy . p r i n t ( 5 , 2 ) ;
/ / Sys tem . ou t . p r i n t l n (” Updated Pxy ”) ;
/ / UpPxy . p r i n t ( 5 , 2 ) ;
K = UpPxy . t ime s (UpPy . i n v e r s e ( ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Kalman ”) ;
/ / K . p r i n t ( 5 , 2 ) ;
Mat r ix Mea = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Mea . s e t ( 0 , 0 , dMeasure . g e t ( 0 ) ) ;
Mea . s e t ( 1 , 0 , dMeasure . g e t ( 1 ) ) ;
Mea . s e t ( 2 , 0 , dMeasure . g e t ( 2 ) ) ;
Ma t r i x Out = K. t ime s (Mea . minus ( YhatMean ) ) ;
Out = Out . p l u s ( XhatMean ) ;
/ / Sys tem . ou t . p r i n t l n (” Out : ” ) ;
/ / Out . p r i n t ( 3 , 2 ) ;
Mat r ix Px = UpPx . minus (K. t ime s (UpPy . t ime s (K. t r a n s p o s e ( ) ) ) ) ;
/ / Update S t u f f !
/ / Push t h e P t o t h e c o n t r o l l e r
Mat r ix OutP = P . copy ( ) ;
OutP . s e tMa t r i x ( 0 , 2 , 0 , 2 , Px ) ;
X. s e tMa t r i x ( 0 , 2 , 0 , 0 , Out ) ;
R e s i d u a l = XhatMean . minus ( Out ) ;
cUCon t r o l l e r . i n p u t S t a t e ( OutP , R e s i d u a l ) ;
/ / c C o n t r o l l e r . s e t L ( L ) ;
cUCon t r o l l e r . s t a r t P r o c e s s ( ) ;
whi le ( ! cUCon t r o l l e r . f i n i s h e d P r o c e s s ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
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}
}
dGreek . s e t ( 0 , cUCon t r o l l e r . ge tA lpha ( ) ) ;
dGreek . s e t ( 1 , cUCon t r o l l e r . g e tB e t a ( ) ) ;
dGreek . s e t ( 2 , cUCon t r o l l e r . ge tKappa ( ) ) ;
P = cUCon t r o l l e r . ge tP ( ) ;
StepDone = t rue ;
}
}
pr i v a t e Mat r ix KStep ( Ma t r i x vOldS t a t e , Vector<Double> dMeasurement , Vector<Double> dU ,
Double dTimeStep ) {
/ / Big Kalman − i n d i v i d u a l dR and dQ
/ / Vec tor<Vec tor<Double>> vOutpu t = new Vec tor<Vec tor<Double>>() ;
/ / E x t r a c t a l l o f t h e n e c e s s a r y v a r i a b l e s
Double XKMinus = vO ldS t a t e . g e t ( 0 , 0 ) ;
Double YKMinus = vO ldS t a t e . g e t ( 0 , 1 ) ;
Double ZKMinus = vO ldS t a t e . g e t ( 0 , 2 ) ;
Double XPkminus = vO ldS t a t e . g e t ( 2 , 0 ) ;
Double YPkminus = vO ldS t a t e . g e t ( 2 , 1 ) ;
Double ZPkminus = vO ldS t a t e . g e t ( 2 , 2 ) ;
Double dQx = vO ldS t a t e . g e t ( 3 , 0 ) ;
Double dQy = vO ldS t a t e . g e t ( 3 , 1 ) ;
Double dQz = vO ldS t a t e . g e t ( 3 , 2 ) ;
Double dRx = vO ldS t a t e . g e t ( 4 , 0 ) ;
Double dRy = vO ldS t a t e . g e t ( 4 , 1 ) ;
Double dRz = vO ldS t a t e . g e t ( 4 , 2 ) ;
/ / Double a lphax = vO l dS t a t e . g e t ( 5 , 0 ) ;
/ / Double a lphay = vO l dS t a t e . g e t ( 5 , 1 ) ;
/ / Double a l pha z = vO l dS t a t e . e l emen tA t ( 5 ) . e l emen tA t ( 2 ) ;
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/ / P r o j e c t t h e New S t a t e ahead ( d r i v e ! )
Double XMinus = XKMinus + dU . g e t ( 0 ) ;
Double YMinus = YKMinus + dU . g e t ( 1 ) ;
Double ZMinus = ZKMinus + dU . g e t ( 2 ) ;
/ / Double ZMinus = ZKMinus + dS t a t eUpda t e [3 ] ∗ dTimeS tep ;
/ / P r o j e c t t h e Error Covar iance Ahead
Double XPMinus = XPkminus + dQx ;
Double YPMinus = YPkminus + dQy ;
Double ZPMinus = ZPkminus + dQz ;
/ / Double ZPMinus = a lpha z ∗ a l pha z ∗ ( ZPkminus ∗ a l pha z ∗ a l pha z ) +
/ / dQz ;
/ / Compute Kalman Gain
Double XKal = XPMinus / ( XPMinus + dRx ) ;
Double YKal = YPMinus / ( YPMinus + dRy ) ;
Double ZKal = ZPMinus / ( ZPMinus + dRz ) ;
/ / Double ZKal = ZPMinus / ( ZPMinus + dRz / ( a l pha z ∗ a l pha z ) ) ;
/ / Update E s t ima t e w i t h measurement
Double X = XMinus + ( XKal ∗ ( dMeasurement . g e t ( 0 ) − XMinus ) ) ;
Double Y = YMinus + ( YKal ∗ ( dMeasurement . g e t ( 1 ) − YMinus ) ) ;
Double Z = ZMinus + ( ZKal ∗ ( dMeasurement . g e t ( 2 ) − ZMinus ) ) ;
/ / Update t h e Error Covar iance
Double PX = (1 − XKal ) / XPMinus ;
Double PY = (1 − YKal ) / YPMinus ;
Double PZ = (1 − ZKal ) / ZPMinus ;
/ / Ou tpu t
Mat r ix Out = vO ldS t a t e ;
Out . s e t ( 0 , 0 , X) ;
Out . s e t ( 0 , 1 , Y) ;
Out . s e t ( 0 , 2 , Z ) ;
Out . s e t ( 1 , 0 , XMinus ) ;
Out . s e t ( 1 , 1 , YMinus ) ;
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Out . s e t ( 1 , 2 , ZMinus ) ;
Out . s e t ( 2 , 0 , PX) ;
Out . s e t ( 2 , 1 , PY) ;
Out . s e t ( 2 , 2 , PZ ) ;
/ / Vec tor<Double> RowZero = new Vec tor<Double>() ;
/ / RowZero . add (X ) ;
/ / RowZero . add ( Y ) ;
/ / / / RowZero . add ( Z ) ;
/ / / / NOT OUTPUT . . . =0
/ / Vec tor<Double> RowOne = new Vec tor<Double>() ;
/ / RowOne . add ( XMinus ) ;
/ / RowOne . add ( YMinus ) ;
/ / / / RowOne . add ( ZMinus ) ;
/ / Vec tor<Double> RowTwo = new Vec tor<Double>() ;
/ / RowTwo . add (PX) ;
/ / RowTwo . add (PY ) ;
/ / / / RowTwo . add (PZ ) ;
/ /
/ / vOu tpu t . add ( RowZero ) ;
/ / vOu tpu t . add ( RowOne ) ;
/ / vOu tpu t . add (RowTwo ) ;
/ / vOu tpu t . add ( vO l d S t a t e . e l emen tA t ( 3 ) ) ;
/ / vOu tpu t . add ( vO l d S t a t e . e l emen tA t ( 4 ) ) ;
/ / vOu tpu t . add ( vO l d S t a t e . e l emen tA t ( 5 ) ) ;
/ / Update a lpha and R /Q
cECon t r o l l e r . i n p u t S t a t e ( Out ) ;
c ECo n t r o l l e r . s t a r t P r o c e s s ( ) ;
whi le ( ! c ECon t r o l l e r . f i n i s h e d P r o c e s s ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
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}
Out . s e t ( 3 , 0 , c ECon t r o l l e r . getQ ( ) . g e t ( 0 ) ) ;
Out . s e t ( 3 , 1 , c ECon t r o l l e r . getQ ( ) . g e t ( 1 ) ) ;
Out . s e t ( 4 , 0 , c ECon t r o l l e r . getR ( ) . g e t ( 0 ) ) ;
Out . s e t ( 4 , 1 , c ECon t r o l l e r . getR ( ) . g e t ( 1 ) ) ;
Out . s e t ( 5 , 0 , c ECon t r o l l e r . ge tA lpha ( ) . g e t ( 0 ) ) ;
Out . s e t ( 5 , 1 , c ECon t r o l l e r . ge tA lpha ( ) . g e t ( 1 ) ) ;
/ / vOu tpu t . remove ( 3 ) ;
/ / vOu tpu t . remove ( 3 ) ;
/ / vOu tpu t . remove ( 3 ) ;
/ / vOu tpu t . add ( cECon t r o l l e r . getQ ( ) ) ;
/ / vOu tpu t . add ( cECon t r o l l e r . ge tR ( ) ) ;
/ / vOu tpu t . add ( cECon t r o l l e r . g e tA l pha ( ) ) ;
re turn Out ;
}
pub l i c Vector<GPSEntry> ge tOu t pu t ( ) {
i f ( ProcessDone ) {
re turn Outpu t ;
}
re turn nu l l ;
}
pub l i c Vector<Matr ix> g e t R e s i d u a l s ( ) {
i f ( ProcessDone ) {
re turn Res id ;
}
re turn nu l l ;
}
}
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SPKF.java
package f i l t e r s ;
import j a v a . u t i l . Date ;
import j a v a . u t i l . Random ;
import j a v a . u t i l . Vec to r ;
import Jama . ∗ ;
import j a v a . i o . Bu f f e r e dWr i t e r ;
import j a v a . i o . F i l eW r i t e r ;
import j a v a . i o . IOExcep t ion ;
import j a v a . l a ng . Math ;
import t e s t s y s t em . CompassEntry ;
import t e s t s y s t em . Data ;
import t e s t s y s t em . GPSEntry ;
import t e s t s y s t em . IMUEntry ;
import t e s t s y s t em . OdoEntry ;
import c o n t r o l l e r s . ∗ ;
pub l i c c l a s s SPKF implements F i l t e r {
/∗ ∗
∗ @param args
∗ /
pr i v a t e boolean ProcessOn = f a l s e ;
pr i v a t e boolean ProcessDone = f a l s e ;
pr i v a t e Date TimeOn , TimeOff ;
pr i v a t e Long TimeElapsed ;
pr i v a t e Data dDa t a s e t ;
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pr i v a t e Double dQ , dR ;
pro t e c t ed SPKFControl c C o n t r o l l e r ;
pro t e c t ed FuzzySPKF cFCo n t r o l l e r ;
pr i v a t e Vector<GPSEntry> Outpu t = new Vector<GPSEntry>() ;
pr i v a t e Vector<Matr ix> Res id = new Vector<Matr ix >() ;
/ / p r i v a t e Vec tor<CompassEntry> OutputH = new Vec tor<CompassEntry >() ;
/ /
/ / p r i v a t e Vec tor<Matr ix> ResidH = new Vec tor<Matr ix >() ;
/ /
/ / p r i v a t e Vec tor<CompassEntry> OutputH1 = new Vec tor<CompassEntry >() ;
/ /
/ / p r i v a t e Vec tor<Matr ix> ResidH1 = new Vec tor<Matr ix >() ;
/ /
/ / p r i v a t e Vec tor<OdoEntry> OutputD = new Vec tor<OdoEntry >() ;
/ /
/ / p r i v a t e Vec tor<Matr ix> ResidD = new Vec tor<Matr ix >() ;
pr i v a t e Double defA , defB , defK ;
/ / S p e c i f i c V a r i a b l e s
pro t e c t ed s t a t i c i n t L = 9 ; / / L i s t h e Dimension o f t h e S t a t e s (X , Y , Z ) ,
/ / p l u s t h e d imens ion o f t h e two e r r o r s
pub l i c SPKF( Con t r o l C o n t r o l l e r , Data Da t a s e t , Double i n i tQ , Double i n i t R ) {
c C o n t r o l l e r = ( SPKFControl ) C o n t r o l l e r ;
i f ( c C o n t r o l l e r . g e tCon t r o lType ( ) == 2)
c FCo n t r o l l e r = ( FuzzySPKF ) C o n t r o l l e r ;
dDa t a s e t = Da t a s e t ;
t h i s . s e tA l ph a ( 0 . 0 2 ) ;
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t h i s . s e t B e t a ( 2 . 0 ) ;
t h i s . s e tKappa ( 0 . 0 ) ;
c C o n t r o l l e r . s e tL (L ) ;
dQ = i n i t Q ;
dR = i n i t R ;
}
pub l i c SPKF( Con t r o l C o n t r o l l e r , Data Da t a s e t , Double i n i tQ , Double i n i tR , Double Alpha ,
Double Beta , Double Kappa ) {
c C o n t r o l l e r = ( SPKFControl ) C o n t r o l l e r ;
dDa t a s e t = Da t a s e t ;
t h i s . s e tA l ph a ( Alpha ) ;
t h i s . s e t B e t a ( Beta ) ;
t h i s . s e tKappa ( Kappa ) ;
c C o n t r o l l e r . s e tL (L ) ;
dQ = i n i t Q ;
dR = i n i t R ;
}
pub l i c Boolean f i n i s h e d P r o c e s s ( ) {
re turn ProcessDone ;
}
pub l i c vo id ou t p u tDa t a ( S t r i n g FileName ) {
t ry {
Bu f f e r e dWr i t e r ou t = new Bu f f e r e dWr i t e r (new F i l eW r i t e r ( FileName + TimeElapsed +
” . t x t ” ) ) ;
/ / B u f f e r e dW r i t e r outH1 = new Bu f f e r e dW r i t e r ( new F i l eW r i t e r ( FileName
/ / + ”HeadingOne ”) ) ;
/ / B u f f e r e dW r i t e r outH = new Bu f f e r e dW r i t e r ( new F i l eW r i t e r ( FileName
/ / + ”Heading ”) ) ;
/ / B u f f e r e dW r i t e r outD = new Bu f f e r e dW r i t e r ( new F i l eW r i t e r ( FileName
/ / + ”Dr ive ”) ) ;
i n t l e n = Outpu t . s i z e ( ) ;
System . ou t . p r i n t l n ( ”Time E l ap sed : ” + TimeElapsed ) ;
GPSEntry A;
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Mat r ix B ;
ou t . w r i t e ( ”# Times tep EastX NorthY ResidX ResidY ResidZ ” ) ;
ou t . newLine ( ) ;
f o r ( i n t i = 0 ; i < l e n ; i ++) {
A = Outpu t . e l emen tAt ( i ) ;
B = Res id . e l emen tAt ( i ) ;
ou t . w r i t e (A. getGPSTimestamp ( ) + ” ” + A. ge tEas tX ( ) + ” ” + A. ge tNor thY ( ) + ” ” +
B . g e t ( 0 , 0 ) + ” ” + B . g e t ( 1 , 0 ) + ” ” + B . g e t ( 2 , 0 ) ) ;
/ / ou t . w r i t e (A . getGPSTimestamp ( ) + ” ,” + A . ge tEas tX ( ) + ” ,” +
/ / A . ge tNor thY ( ) + ” ,” + B . g e t ( 0 , 0 ) + ” ,” + B . g e t ( 0 , 1 ) + ” ,” +
/ / B . g e t ( 0 , 2 ) ) ;
ou t . newLine ( ) ;
}
ou t . c l o s e ( ) ;
/ / CompassEntry C;
/ / outH1 . w r i t e (” T imes tep , HeadingRads , ResidX , ResidY , Res idZ ”) ;
/ / outH1 . newLine ( ) ;
/ / f o r ( i n t i = 0; i < l e n ; i ++) {
/ / C = OutputH1 . e l emen tA t ( i ) ;
/ / B = ResidH1 . e l emen tA t ( i ) ;
/ / outH1 . w r i t e (C . Ge tT imes t ep ( ) + ” ,” + C . GetRad ( ) + ” ,” + B . g e t ( 0 ,
/ / 0 ) + ” ,” + B . g e t ( 1 , 0 ) + ” ,” + B . g e t ( 2 , 0 ) ) ;
/ / outH1 . newLine ( ) ;
/ / }
/ / outH1 . c l o s e ( ) ;
/ / outH . w r i t e (” T imes tep , HeadingRads , ResidX , ResidY , Res idZ ”) ;
/ / outH . newLine ( ) ;
/ / f o r ( i n t i = 0; i < l e n ; i ++) {
/ / C = OutputH . e l emen tA t ( i ) ;
/ / B = ResidH . e l emen tA t ( i ) ;
/ / outH . w r i t e (C . Ge tT imes t ep ( ) + ” ,” + C . GetRad ( ) + ” ,” + B . g e t ( 0 , 0 )
/ / + ” ,” + B . g e t ( 1 , 0 ) + ” ,” + B . g e t ( 2 , 0 ) ) ;
/ / outH . newLine ( ) ;
/ / }
/ / outH . c l o s e ( ) ;
/ / OdoEntry D;
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/ / outD . w r i t e (” T imes tep , DriveX , DriveY , Dr i veDe l ta , ResidX , ResidY ,
/ / Res idZ ”) ;
/ / outD . newLine ( ) ;
/ / f o r ( i n t i = 0; i < l e n ; i ++) {
/ / D = OutputD . e l emen tA t ( i ) ;
/ / B = ResidD . e l emen tA t ( i ) ;
/ / outD . w r i t e (D. getOdoTimestamp ( ) + ” ,” + D. getOdoX ( ) + ” ,” +
/ / D. getOdoY ( ) + ” ,” + D. ge tOdoThe ta ( ) + ” ,” + B . g e t ( 0 , 0 ) + ” ,” +
/ / B . g e t ( 1 , 0 ) + ” ,” + B . g e t ( 2 , 0 ) ) ;
/ / outD . newLine ( ) ;
/ / }
/ / outD . c l o s e ( ) ;
} catch ( IOExcep t ion e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
pub l i c vo id s e tA l pha ( Double Alpha ) {
i f ( ! ProcessOn ) {
/ / Change Alpha
c C o n t r o l l e r . s e tA l ph a ( Alpha ) ;
defA = Alpha ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t Alpha i n mid−p r o c e s s ! ” ) ;
}
pub l i c vo id s e t B e t a ( Double Beta ) {
i f ( ! ProcessOn ) {
/ / Change Beta
c C o n t r o l l e r . s e t B e t a ( Beta ) ;
defB = Beta ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t Be ta i n mid−p r o c e s s ! ” ) ;
}
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pub l i c vo id se tKappa ( Double Kappa ) {
i f ( ! ProcessOn ) {
/ / Change Kappa
c C o n t r o l l e r . s e tKappa ( Kappa ) ;
defK = Kappa ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t Kappa i n mid−p r o c e s s ! ” ) ;
}
pub l i c vo id s e t C o n t r o l ( Con t r o l C o n t r o l l e r ) {
i f ( ! ProcessOn ) {
/ / Change t h e C o n t r o l l e r
c C o n t r o l l e r = ( SPKFControl ) C o n t r o l l e r ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t c o n t r o l l e r i n mid−p r o c e s s ! ” ) ;
}
pub l i c vo id s e tD a t a ( Data Da t a s e t ) {
i f ( ! ProcessOn ) {
/ / Change t h e Da ta s e t
dDa t a s e t = Da t a s e t ;
} e l s e
System . ou t . p r i n t l n ( ”Can ’ t r e s e t d a t a i n mid−p r o c e s s ! ” ) ;
}
pub l i c vo id s t a r t P r o c e s s ( ) {
/ / Genera te new Va r i a b l e s
GPSEntry gGPS ;
IMUEntry iIMU ;
OdoEntry oOdo ;
CompassEntry cComp ;
Double dTS ;
Vector<Double> vIMU = new Vector<Double>() ;
Vector<Double> vComp = new Vector<Double>() ;
Vector<Double> DeltaH = new Vector<Double>() ;
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Vector<Double> tempOdo = new Vector<Double>() ;
Vector<Double> vGPS = new Vector<Double>() ;
Vector<Double> vGreekHeading = new Vector<Double>() ;
Vector<Double> vGreekHeading1 = new Vector<Double>() ;
Ma t r i x Dev i a t i o n = new Mat r ix ( 2 , 1 , 0 . 0 ) ;
/ / S t o r e s Alpha ,
/ / Be ta and
/ / Kappa f o r
/ / each t y p e o f
/ / c o n t r o l l e r
Vector<Double> vGreekDr ive = new Vector<Double>() ; / / S t o r e s Alpha ,
/ / Be ta and Kappa
/ / f o r each t y p e o f
/ / c o n t r o l l e r
Vector<Double> vGreekPose = new Vector<Double>() ; / / S t o r e s Alpha ,
/ / Be ta and Kappa
/ / f o r each t y p e o f
/ / c o n t r o l l e r
/ / S t a r t t h e p r o c e s s !
ProcessOn = t rue ;
TimeOn = new Date ( ) ;
/ / Get t h e l e n g t h o f t h e d a t a s e t
i n t i L eng t h = dDa t a s e t . g e tLeng t h ( ) ;
/ / Bu i l d t h e F i r s t S t a t e s
vGreekHeading . add ( defA ) ;
vGreekHeading . add ( defB ) ;
vGreekHeading . add ( defK ) ;
vGreekDr ive = vGreekPose = vGreekHeading1 = vGreekHeading ;
Ma t r i x HeadingX = new Mat r ix ( 9 , 1 , 0 . 0 ) ;
Ma t r i x HeadingP = new Mat r ix ( 9 , 9 , 0 . 0 ) ;
Ma t r i x Heading1X = new Mat r ix ( 9 , 1 , 0 . 0 ) ;
Ma t r i x Heading1P = new Mat r ix ( 9 , 9 , 0 . 0 ) ;
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Mat r ix DriveX = new Mat r ix ( 9 , 1 , 0 . 0 ) ;
Ma t r i x DriveP = new Mat r ix ( 9 , 9 , 0 . 0 ) ;
Ma t r i x PoseX = new Mat r ix ( 9 , 1 , 0 . 0 ) ;
Ma t r i x PoseP = new Mat r ix ( 9 , 9 , 0 . 0 ) ;
/ / R e s e t t h e P v a l u e s t o norm
HeadingP . s e t ( 3 , 3 , dQ) ;
HeadingP . s e t ( 4 , 4 , dQ) ;
HeadingP . s e t ( 5 , 5 , dQ) ;
HeadingP . s e t ( 6 , 6 , dR ) ;
HeadingP . s e t ( 7 , 7 , dR ) ;
HeadingP . s e t ( 8 , 8 , dR ) ;
Heading1P . s e t ( 3 , 3 , dQ) ;
Heading1P . s e t ( 4 , 4 , dQ) ;
Heading1P . s e t ( 5 , 5 , dQ) ;
Heading1P . s e t ( 6 , 6 , dR ) ;
Heading1P . s e t ( 7 , 7 , dR ) ;
Heading1P . s e t ( 8 , 8 , dR ) ;
Dr iveP . s e t ( 3 , 3 , dQ) ;
Dr iveP . s e t ( 4 , 4 , dQ) ;
Dr iveP . s e t ( 5 , 5 , dQ) ;
Dr iveP . s e t ( 6 , 6 , dR ) ;
Dr iveP . s e t ( 7 , 7 , dR ) ;
Dr iveP . s e t ( 8 , 8 , dR ) ;
PoseP . s e t ( 3 , 3 , dQ) ;
PoseP . s e t ( 4 , 4 , dQ) ;
PoseP . s e t ( 5 , 5 , dQ) ;
PoseP . s e t ( 6 , 6 , 2 . 5 ) ;
PoseP . s e t ( 7 , 7 , 2 . 5 ) ;
PoseP . s e t ( 8 , 8 , 2 . 5 ) ;
gGPS = dDa t a s e t . GetGPSEntry ( 0 ) ;
Heading1X . s e t ( 2 , 0 , dDa t a s e t . GetOdoEntry ( 0 ) . ge tOdoThe ta ( ) ) ;
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HeadingX . s e t ( 2 , 0 , dDa t a s e t . GetCompassEntry ( 0 ) . GetRad ( ) ) ;
DriveX . s e t ( 0 , 0 , dDa t a s e t . GetOdoEntry ( 0 ) . getOdoX ( ) ) ;
DriveX . s e t ( 1 , 0 , dDa t a s e t . GetOdoEntry ( 0 ) . getOdoY ( ) ) ;
PoseX . s e t ( 0 , 0 , gGPS . ge tEas tX ( ) ) ;
PoseX . s e t ( 1 , 0 , gGPS . ge tNor thY ( ) ) ;
Double OldThe ta = 0 . 0 ;
Double OldGPSX = gGPS . ge tEas tX ( ) ;
Double OldGPSY = gGPS . ge tNor thY ( ) ;
Double OldOdoX = 0 . 0 ;
Double OldOdoY = 0 . 0 ;
Double OldComp = dDa t a s e t . GetCompassEntry ( 0 ) . GetRad ( ) ;
/ / S t a r t t h e r o l l !
f o r ( i n t i = 0 ; i < i L eng t h ; i ++) {
/ / Get t h e da ta @ i
gGPS = dDa t a s e t . GetGPSEntry ( i ) ;
iIMU = dDa t a s e t . GetIMUEntry ( i ) ;
oOdo = dDa t a s e t . GetOdoEntry ( i ) ;
dTS = gGPS . getGPSTimestamp ( ) ;
cComp = dDa t a s e t . GetCompassEntry ( i ) ;
/ / vRIMU = dDa ta s e t . Ge t IMURotVe loc i t y ( i ) ;
/ / Cascading SPKFs !
/ / Sigma Po i n t Kalman F i l t e r i n g S e c t i o n
/ / S t e p 1 : SPKF IMU Ro t a t i o n ( A c c e l e r a t i o n i n Robot ) w i t h Odo
/ / Heading ( De l t a i n World ) t o g e t ImpDeltaH
/ / S t e p 2 : SPKF ImpDel ta ( De l t a Heading i n World ) w i t h Heading i n
/ / World t o g e t TrueHeading
/ / S t e p 3 : SPKF IMU Ac c e l e r a t i o n combined TrueHeading w i t h Odo
/ / ( De l t a Loca t i o n i n World ) t o g e t ImpDel taL
/ / S t e p 4 : SPKF ImpDel taL ( De l t a Loca t i o n i n World ) w i t h GPS
/ / Lo ca t i o n ( Loca t i o n i n World ) t o g e t TrueLoc
/ / S t e p 1 :
tempOdo . c l e a r ( ) ;
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tempOdo . add ( 0 . 0 ) ;
tempOdo . add ( 0 . 0 ) ;
tempOdo . add ( oOdo . ge tOdoThe ta ( ) − OldTheta ) ;
OldThe ta = oOdo . ge tOdoThe ta ( ) ;
vIMU . c l e a r ( ) ;
vIMU . add ( 0 . 0 ) ;
vIMU . add ( 0 . 0 ) ;
vIMU . add ( iIMU . getIMURotAccel ( ) . g e t ( 2 ) ∗ dTS ) ;
SPKFStep HeadingOne = new SPKFStep ( Heading1P , Heading1X , vIMU , tempOdo ,
vGreekHeading1 , dTS ) ;
whi le ( ! HeadingOne . S t e p F i n i s h e d ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
Heading1P = HeadingOne . ge tP ( ) ;
Heading1X = HeadingOne . getX ( ) ;
vGreekHeading1 = HeadingOne . ge tGreek ( ) ;
/ / OutputH1 . add ( new CompassEntry ( Heading1X . g e t ( 2 , 0 ) , dTS , t r u e ) ) ;
/ / ResidH1 . add ( HeadingOne . g e t R e s i d ( ) ) ;
/ / S t e p 2 :
vComp . c l e a r ( ) ;
vComp . add ( 0 . 0 ) ;
vComp . add ( 0 . 0 ) ;
vComp . add ( cComp . GetRad ( ) ) ;
tempOdo . c l e a r ( ) ;
tempOdo . add ( Heading1X . g e t ( 0 , 0 ) ) ;
tempOdo . add ( Heading1X . g e t ( 1 , 0 ) ) ;
tempOdo . add ( Heading1X . g e t ( 2 , 0 ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Heading Be f o r e a t S t e p ” + i + ”:”) ;
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/ / HeadingP . p r i n t ( 3 , 2 ) ;
/ / HeadingX . p r i n t ( 3 , 2 ) ;
SPKFStep Heading = new SPKFStep ( HeadingP , HeadingX , tempOdo , vComp , vGreekHeading ,
dTS ) ;
whi le ( ! Heading . S t e p F i n i s h e d ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
HeadingP = Heading . ge tP ( ) ;
HeadingX = Heading . getX ( ) ;
vGreekHeading = Heading . ge tGreek ( ) ;
/ / OutputH . add ( new CompassEntry ( HeadingX . g e t ( 2 , 0 ) , dTS , t r u e ) ) ;
/ / ResidH . add ( Heading . g e t R e s i d ( ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Heading A f t e r a t S t e p ” + i + ”:”) ;
/ / HeadingP . p r i n t ( 3 , 2 ) ;
/ / HeadingX . p r i n t ( 3 , 2 ) ;
DeltaH . c l e a r ( ) ;
Del taH . add ( HeadingX . g e t ( 0 , 0 ) ) ;
Del taH . add ( HeadingX . g e t ( 1 , 0 ) ) ;
Del taH . add ( HeadingX . g e t ( 2 , 0 ) ) ;
/ / S t e p 3 :
vIMU = dDa t a s e t . GetIMUVeloci ty ( i , Del taH ) ;
f o r ( i n t j = 0 ; j < vIMU . s i z e ( ) ; j ++) {
vIMU . s e t ( j , ( vIMU . g e t ( j ) ∗ dTS ) ) ;
}
/ / Th i s y i e l d s V e l o c i t y −ˆ
/ / S t e p 3 :
tempOdo . c l e a r ( ) ;
tempOdo . add ( oOdo . getOdoX ( ) − OldOdoX ) ;
tempOdo . add ( oOdo . getOdoY ( ) − OldOdoY ) ;
tempOdo . add ( 0 . 0 ) ;
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OldOdoX = oOdo . getOdoX ( ) ;
OldOdoY = oOdo . getOdoY ( ) ;
/ / / /
/ / Sys tem . ou t . p r i n t l n (” Dr ive Be f o r e a t S t e p ” + i + ”:”) ;
/ / DriveP . p r i n t ( 3 , 2 ) ;
/ / DriveX . p r i n t ( 3 , 2 ) ;
SPKFStep Dr ive = new SPKFStep ( DriveP , DriveX , vIMU , tempOdo , vGreekDrive , dTS ) ;
whi le ( ! Dr ive . S t e p F i n i s h e d ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
DriveP = Dr ive . ge tP ( ) ;
DriveX = Dr ive . getX ( ) ;
vGreekDr ive = Dr ive . ge tGreek ( ) ;
/ / OutputD . add ( new OdoEntry ( DriveX . g e t ( 0 , 0 ) , DriveX . g e t ( 1 , 0 ) ,
/ / DeltaH . g e t ( 2 ) , dTS ) ) ;
/ / ResidD . add ( Dr ive . g e t R e s i d ( ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Dr ive A f t e r a t S t e p ” + i + ”:”) ;
/ / DriveP . p r i n t ( 3 , 2 ) ;
/ / DriveX . p r i n t ( 3 , 2 ) ;
/ / S t e p 4 :
tempOdo . c l e a r ( ) ;
tempOdo . add ( DriveX . g e t ( 0 , 0 ) ) ;
tempOdo . add ( DriveX . g e t ( 1 , 0 ) ) ;
tempOdo . add ( DriveX . g e t ( 2 , 0 ) ) ;
vGPS . c l e a r ( ) ;
vGPS . add ( gGPS . ge tEas tX ( ) ) ; / / −OldGPSX ) ;
vGPS . add ( gGPS . ge tNor thY ( ) ) ; / / −OldGPSY ) ;
vGPS . add ( 0 . 0 ) ;
i f ( c C o n t r o l l e r . g e tCon t r o lType ( ) == 2) {
f o r ( i n t j = 0 ; j < vIMU . s i z e ( ) ; j ++) { / / Th i s y i e l d s s i n g l e
/ / s t e p mot ion
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vIMU . s e t ( j , ( vIMU . g e t ( j ) ∗ dTS ) ) ;
}
Dev i a t i o n . s e t ( 0 , 0 , gGPS . ge tEas tX ( ) − ( ( vIMU . g e t ( 0 ) ∗ dTS ) + OldGPSX ) ) ;
Dev i a t i o n . s e t ( 1 , 0 , gGPS . ge tNor thY ( ) − ( ( vIMU . g e t ( 1 ) ∗ dTS ) + OldGPSY ) ) ;
c FC o n t r o l l e r = ( FuzzySPKF ) c C o n t r o l l e r ;
c FC o n t r o l l e r . isGPS ( Dev i a t i o n ) ;
c C o n t r o l l e r = c FCo n t r o l l e r ;
}
OldGPSX = gGPS . ge tEas tX ( ) ;
OldGPSY = gGPS . ge tNor thY ( ) ;
/ / Sys tem . ou t . p r i n t l n (” Pose Be f o r e a t S t e p ” + i + ”:”) ;
/ / PoseP . p r i n t ( 3 , 2 ) ;
/ / PoseX . p r i n t ( 3 , 2 ) ;
SPKFStep Pose = new SPKFStep ( PoseP , PoseX , tempOdo , vGPS , vGreekPose , dTS ) ;
whi le ( ! Pose . S t e p F i n i s h e d ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
PoseP = Pose . ge tP ( ) ;
PoseX = Pose . getX ( ) ;
vGreekPose = Pose . ge tGreek ( ) ;
/ / Sys tem . ou t . p r i n t l n (”GPS :” + gGPS . ge tEas tX ( ) + ” , ” +
/ / gGPS . ge tNor thY ( ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Pose A f t e r a t S t e p ” + i + ”:”) ;
/ / PoseP . p r i n t ( 3 , 2 ) ;
/ / PoseX . p r i n t ( 3 , 2 ) ;
GPSEntry GPSOut = new GPSEntry ( PoseX . g e t ( 0 , 0 ) , PoseX . g e t ( 1 , 0 ) , dTS ) ;
/ / Sys tem . ou t . p r i n t l n ( GPSOut . t o S t r i n g ( ) ) ;
Outpu t . add ( GPSOut ) ;
Res id . add ( Pose . g e tR e s i d ( ) ) ;
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/ / T i c k e r
i f ( i % 100 == 0)
System . ou t . p r i n t ( ” . ” ) ;
}
/ / P roce s s done !
TimeOff = new Date ( ) ;
TimeElapsed = TimeOff . ge tTime ( ) − TimeOn . getTime ( ) ;
ProcessOn = f a l s e ;
P rocessDone = t rue ;
}
pub l i c long ge tT imeE lapsed ( ) {
re turn TimeElapsed ;
}
pr i v a t e c l a s s SPKFStep {
pr i v a t e Mat r ix P ;
pr i v a t e Mat r ix X;
pr i v a t e Mat r ix Re s i d u a l ;
pr i v a t e Double dTimes tep ;
pr i v a t e Vector<Double> dCon t r o l ;
pr i v a t e Vector<Double> dMeasure ;
pr i v a t e Vector<Double> dGreek ;
pr i v a t e boolean StepDone = f a l s e ;
void s e t P ( Ma t r i x PDash ) {
P = PDash ;
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}
void se tX ( Ma t r i x XDash ) {
X = XDash ;
}
Mat r ix ge tP ( ) {
re turn P ;
}
Mat r ix getX ( ) {
re turn X;
}
Mat r ix g e tR e s i d ( ) {
re turn Re s i d u a l ;
}
Vector<Double> ge tGreek ( ) {
re turn dGreek ;
}
boolean S t e pF i n i s h e d ( ) {
re turn StepDone ;
}
SPKFStep ( Ma t r i x PDash , Ma t r i x XDash , Vector<Double> Con t ro l , Vector<Double>
Measurement , Vector<Double> Greek , Double d InT imes t ep ) {
P = PDash ;
X = XDash ;
dGreek = Greek ;
dTimes tep = d InT imes t ep ;
dCon t r o l = Con t r o l ;
dMeasure = Measurement ;
RunSPKF ( ) ;
}
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pr i v a t e Mat r ix SqrtSPKF ( Mat r i x PDash ) {
/ / Only works w i t h a symme t r i c P o s i t i v e D e f i n i t e ma t r i x
/ / [V ,D] = e i g (A )
/ / S = V∗ d iag ( s q r t ( d iag (D) ) ) ∗V ’
/ /
/ / / / PDash i n
/ / Sys tem . ou t . p r i n t l n (”PDash : ”) ;
/ / PDash . p r i n t ( 3 , 2 ) ;
/ / Ma t r i x NegKeeper = Mat r i x . i d e n t i t y ( 9 , 9 ) ;
/ / / / T e s t i n g Forced Compl iance
/ / f o r ( i n t i = 0; i< 9; i ++){
/ / i f ( PDash . g e t ( i , i )< 0){
/ / NegKeeper . s e t ( i , i ,−1) ;
/ / PDash . s e t ( i , i , −PDash . g e t ( i , i ) ) ;
/ / }
/ / }
Eigenva l u eDecompos i t i on e i g = PDash . e i g ( ) ;
Ma t r i x V = e i g . getV ( ) ;
Ma t r i x D = e i g . getD ( ) ;
i n t iDS ize = D. getRowDimension ( ) ;
f o r ( i n t i = 0 ; i < iDS ize ; i ++) {
D. s e t ( i , i , Math . s q r t (D. g e t ( i , i ) ) ) ;
}
Mat r ix S = V. t ime s (D) . t ime s (V. i n v e r s e ( ) ) ;
/ / S = S . t im e s ( NegKeeper ) ;
re turn S ;
}
pr i v a t e vo id RunSPKF ( ) {
/ / SPKF S t e p s :
/ / 1 ) Genera te T e s t P o i n t s
/ / 2 ) Propaga te T e s t P o i n t s
/ / 3 ) Compute P r e d i c t e d Mean and Covar iance
/ / 4 ) Compute Measurements
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/ / 5 ) Compute I n n o v a t i o n s and Cross Covar iance
/ / 6 ) Compute c o r r e c t i o n s and upda t e
/ / L ine up i n i t i a l v a r i a b l e s from t h e c o n t r o l l e r !
Double dAlpha = dGreek . g e t ( 0 ) ;
Double dBeta = dGreek . g e t ( 1 ) ;
c C o n t r o l l e r . s e tA l ph a ( dAlpha ) ;
c C o n t r o l l e r . s e t B e t a ( dBeta ) ;
c C o n t r o l l e r . s e tKappa ( dGreek . g e t ( 2 ) ) ;
Double dGamma = cC o n t r o l l e r . getGamma ( ) ;
Double dLambda = cC o n t r o l l e r . getLambda ( ) ;
/ / / / DEBUG − P r i n t t h e Greeks
/ / Sys tem . ou t . p r i n t l n (” Greeks ! ” ) ;
/ / Sys tem . ou t . p r i n t l n (” Alpha − ” + dAlpha ) ;
/ / Sys tem . ou t . p r i n t l n (” Beta − ” + dBeta ) ;
/ / Sys tem . ou t . p r i n t l n (”Kappa − ” + dGreek . g e t ( 2 ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Lambda − ” + dLambda ) ;
/ / Sys tem . ou t . p r i n t l n (”Gamma − ” + dGamma) ;
/ / Le t ’ s g e t s t a r t e d :
/ / S t e p 1 : Genera te T e s t P o i n t s
Vector<Matr ix> Chi = new Vector<Matr ix >() ;
Vector<Matr ix> UpChi = new Vector<Matr ix >() ;
Vector<Matr ix> UpY = new Vector<Matr ix >() ;
Ma t r i x UpPx = new Mat r ix ( 3 , 3 , 0 . 0 ) ;
Ma t r i x UpPy = new Mat r ix ( 3 , 3 , 0 . 0 ) ;
Ma t r i x UpPxy = new Mat r ix ( 3 , 3 , 0 . 0 ) ;
Ma t r i x K;
Vector<Double> wc = new Vector<Double>() ;
Vector<Double> wm = new Vector<Double>() ;
Chi . add (X) ; / / Add Chi 0 − t h e c u r r e n t s t a t e e s t i m a t e (X , Y , Z )
/ / Big P Mat r i x i s LxL d i agona l
Mat r ix Sq r tP = SqrtSPKF ( P ) ;
Sq r tP = Sq r tP . t ime s (dGamma) ;
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/ / S e t up Sigma Po i n t s
f o r ( i n t i = 0 ; i <= 8 ; i ++) {
Mat r ix tempVec = Sq r tP . g e tMa t r i x ( 0 , 8 , i , i ) ;
Ma t r i x tempX = X;
Ma t r i x t empPlus = tempX . p l u s ( tempVec ) ;
/ / Sys tem . ou t . p r i n t l n (” TempPlus ”) ;
/ / t empPlus . p r i n t ( 3 , 2 ) ;
Mat r ix tempMinu = tempX . minus ( tempVec ) ;
/ / Sys tem . ou t . p r i n t l n (” TempMinus ”) ;
/ / tempMinu . p r i n t ( 3 , 2 ) ;
/ / tempX = X . copy ( ) ;
/ / tempX . s e tMa t r i x ( i , i , 0 , 2 , t empPlus ) ;
Chi . add ( t empPlus ) ;
/ / tempX = X . copy ( ) ;
/ / tempX . s e tMa t r i x ( i , i , 0 , 2 , tempMinu ) ;
Chi . add ( tempMinu ) ;
}
/ / DEBUG P r i n t t h e l i n e s i n s i d e t h e Chi Ma t r i x (2L x L )
/ / f o r ( i n t i = 0; i<=(2∗L ) ; i ++){
/ / Sys tem . ou t . p r i n t l n (” Chi Ma t r i x S e t : ”+ i ) ;
/ / Chi . g e t ( i ) . p r i n t ( 5 , 2 ) ;
/ / }
/ / Genera te we i g h t s
Double WeightZero = ( dLambda / (L + dLambda ) ) ;
Double OtherWeigh t = (1 / (2 ∗ (L + dLambda ) ) ) ;
Double To t a lWe igh t = WeightZero ;
wm. add ( WeightZero ) ;
wc . add ( WeightZero + (1 − ( dAlpha ∗ dAlpha ) + dBeta ) ) ;
f o r ( i n t i = 1 ; i <= (2 ∗ L) ; i ++) {
To ta lWe igh t = To t a lWe igh t + OtherWeigh t ;
wm. add ( OtherWeigh t ) ;
wc . add ( OtherWeigh t ) ;
}
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/ / We igh t s MUST BE 1 i n t o t a l
f o r ( i n t i = 0 ; i <= (2 ∗ L) ; i ++) {
wm. s e t ( i , wm. g e t ( i ) / To t a lWe igh t ) ;
wc . s e t ( i , wc . g e t ( i ) / To t a lWe igh t ) ;
}
/ / / /DEBUG P r i n t t h e we i g h t s
/ / Sys tem . ou t . p r i n t l n (” To t a l Weight : ” ) ;
/ / Sys tem . ou t . p r i n t l n ( To t a lWe i gh t ) ;
/ / f o r ( i n t i = 0; i<=(2∗L ) ; i ++){
/ / Sys tem . ou t . p r i n t l n (” Weight M f o r ”+ i+” En t r y ”) ;
/ / Sys tem . ou t . p r i n t l n (wm. g e t ( i ) ) ;
/ / Sys tem . ou t . p r i n t l n (” Weight C f o r ”+ i+” En t r y ”) ;
/ / Sys tem . ou t . p r i n t l n ( wc . g e t ( i ) ) ;
/ / }
/ / S t e p 2 : Propaga te T e s t P o i n t s
/ / Th i s w i l l a l s o hand l e comput ing t h e mean
Double ux = dCon t r o l . e l emen tAt ( 0 ) ;
Double uy = dCon t r o l . e l emen tAt ( 1 ) ;
Double uz = dCon t r o l . e l emen tAt ( 2 ) ;
Ma t r i x XhatMean = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
f o r ( i n t i = 0 ; i < Chi . s i z e ( ) ; i ++) {
Mat r ix ChiOne = Chi . g e t ( i ) ;
Ma t r i x Chixminus = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Double Xhat = ChiOne . g e t ( 0 , 0 ) ;
Double Yhat = ChiOne . g e t ( 1 , 0 ) ;
Double Zhat = ChiOne . g e t ( 2 , 0 ) ;
Double Xer r = ChiOne . g e t ( 3 , 0 ) ;
Double Yer r = ChiOne . g e t ( 4 , 0 ) ;
Double Ze r r = ChiOne . g e t ( 5 , 0 ) ;
Xhat = Xhat + ux + Xerr ;
Yhat = Yhat + uy + Yerr ;
Zha t = Zhat + uz + Ze r r ;
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Chixminus . s e t ( 0 , 0 , Xhat ) ;
Chixminus . s e t ( 1 , 0 , Yhat ) ;
Chixminus . s e t ( 2 , 0 , Zha t ) ;
/ / Sys tem . ou t . p r i n t l n (” ChixMinus : ” ) ;
/ / Chixminus . p r i n t ( 3 , 2 ) ;
UpChi . add ( Chixminus ) ;
XhatMean = XhatMean . p l u s ( Chixminus . t ime s (wm. g e t ( i ) ) ) ;
}
/ / Mean i s r i g h t !
/ / Sys tem . ou t . p r i n t l n (” XhatMean : ”) ;
/ / XhatMean . p r i n t ( 3 , 2 ) ;
/ / S t e p 3 : Compute P r e d i c t e d Mean and Covar iance
/ / Welp , we a l r e ad y s o l v e d t h e mean − l e t ’ s do t h e co va r i a n c e now
f o r ( i n t i = 0 ; i <= (2 ∗ L) ; i ++) {
Mat r ix tempP = UpChi . g e t ( i ) . minus ( XhatMean ) ;
Ma t r i x tempPw = tempP . t ime s (wc . g e t ( i ) ) ;
tempP = tempPw . t ime s ( tempP . t r a n s p o s e ( ) ) ;
UpPx = UpPx . p l u s ( tempP ) ;
}
/ / New S t e p s !
/ / S t e p 4 : Compute Measurements ! ( and Y mean ! )
Mat r ix YhatMean = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
f o r ( i n t i = 0 ; i <= (2 ∗ L) ; i ++) {
Mat r ix ChiOne = Chi . g e t ( i ) ;
Ma t r i x Chiyminus = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Double Xhat = UpChi . g e t ( i ) . g e t ( 0 , 0 ) ;
Double Yhat = UpChi . g e t ( i ) . g e t ( 1 , 0 ) ;
Double Zhat = UpChi . g e t ( i ) . g e t ( 2 , 0 ) ;
Double Xer r = ChiOne . g e t ( 6 , 0 ) ;
Double Yer r = ChiOne . g e t ( 7 , 0 ) ;
Double Ze r r = ChiOne . g e t ( 8 , 0 ) ;
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Xhat = Xhat + Xerr ;
Yhat = Yhat + Yerr ;
Zha t = Zhat + Ze r r ;
Chiyminus . s e t ( 0 , 0 , Xhat ) ;
Chiyminus . s e t ( 1 , 0 , Yhat ) ;
Chiyminus . s e t ( 2 , 0 , Zha t ) ;
UpY . add ( Chiyminus ) ;
YhatMean = YhatMean . p l u s ( Chiyminus . t ime s (wm. g e t ( i ) ) ) ;
}
/ / / / Welp , we a l r e ad y s o l v e d t h e mean − l e t ’ s do t h e c o v a r i a n c e s
/ / now
/ / Sys tem . ou t . p r i n t l n (”XHatMean and YHatMean = ”) ;
/ / XhatMean . p r i n t ( 3 , 2 ) ;
/ / YhatMean . p r i n t ( 3 , 2 ) ;
f o r ( i n t i = 0 ; i <= (2 ∗ L) ; i ++) {
Mat r ix tempPx = UpChi . g e t ( i ) . minus ( XhatMean ) ;
Ma t r i x tempPy = UpY . g e t ( i ) . minus ( YhatMean ) ;
/ / Sys tem . ou t . p r i n t l n (” ChiX − XhatMean and ChiY−YhatMean ”) ;
/ / tempPx . p r i n t ( 3 , 2 ) ;
/ / tempPy . p r i n t ( 3 , 2 ) ;
Mat r ix tempPxw = tempPx . t ime s (wc . g e t ( i ) ) ;
Ma t r i x tempPyw = tempPy . t ime s (wc . g e t ( i ) ) ;
tempPx = tempPxw . t ime s ( tempPy . t r a n s p o s e ( ) ) ;
tempPy = tempPyw . t ime s ( tempPy . t r a n s p o s e ( ) ) ;
UpPy = UpPy . p l u s ( tempPy ) ;
UpPxy = UpPxy . p l u s ( tempPx ) ;
}
/ / S t e p 6 : Compute Co r r e c t i o n s and Update
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/ / Compute Kalman Gain !
/ / Sys tem . ou t . p r i n t l n (” Updated Px”) ;
/ / UpPx . p r i n t ( 5 , 2 ) ;
/ / Sys tem . ou t . p r i n t l n (” Updated Py”) ;
/ / UpPy . p r i n t ( 5 , 2 ) ;
/ / Sys tem . ou t . p r i n t l n (” Updated Pxy ”) ;
/ / UpPxy . p r i n t ( 5 , 2 ) ;
K = UpPxy . t ime s (UpPy . i n v e r s e ( ) ) ;
/ / Sys tem . ou t . p r i n t l n (”Kalman ”) ;
/ / K . p r i n t ( 5 , 2 ) ;
Mat r ix Mea = new Mat r ix ( 3 , 1 , 0 . 0 ) ;
Mea . s e t ( 0 , 0 , dMeasure . g e t ( 0 ) ) ;
Mea . s e t ( 1 , 0 , dMeasure . g e t ( 1 ) ) ;
Mea . s e t ( 2 , 0 , dMeasure . g e t ( 2 ) ) ;
Ma t r i x Out = K. t ime s (Mea . minus ( YhatMean ) ) ;
Out = Out . p l u s ( XhatMean ) ;
/ / Sys tem . ou t . p r i n t l n (” Out : ” ) ;
/ / Out . p r i n t ( 3 , 2 ) ;
Mat r ix Px = UpPx . minus (K. t ime s (UpPy . t ime s (K. t r a n s p o s e ( ) ) ) ) ;
/ / Update S t u f f !
/ / Push t h e P t o t h e c o n t r o l l e r
Mat r ix OutP = P . copy ( ) ;
OutP . s e tMa t r i x ( 0 , 2 , 0 , 2 , Px ) ;
X. s e tMa t r i x ( 0 , 2 , 0 , 0 , Out ) ;
R e s i d u a l = XhatMean . minus ( Out ) ;
c C o n t r o l l e r . i n p u t S t a t e ( OutP , R e s i d u a l ) ;
/ / c C o n t r o l l e r . s e t L ( L ) ;
c C o n t r o l l e r . s t a r t P r o c e s s ( ) ;
whi le ( ! c C o n t r o l l e r . f i n i s h e d P r o c e s s ( ) ) {
t ry {
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Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
/ / Sys tem . ou t . p r i n t l n (” Pos t Greeks : ” + cCo n t r o l l e r . g e tA l pha ( ) + ” ,
/ / ”+ cCo n t r o l l e r . g e tB e t a ( ) ) ;
dGreek . s e t ( 0 , c C o n t r o l l e r . ge tA lpha ( ) ) ;
dGreek . s e t ( 1 , c C o n t r o l l e r . g e tB e t a ( ) ) ;
dGreek . s e t ( 2 , c C o n t r o l l e r . ge tKappa ( ) ) ;
P = c C o n t r o l l e r . ge tP ( ) ;
/ / Sys tem . ou t . p r i n t l n (”P i s p o s t Proce s s : ” ) ;
/ / P . p r i n t ( 3 , 2 ) ;
StepDone = t rue ;
}
}
pub l i c Vector<GPSEntry> ge tOu t pu t ( ) {
i f ( ProcessDone ) {
re turn Outpu t ;
}
re turn nu l l ;
}
pub l i c Vector<Matr ix> g e t R e s i d u a l s ( ) {
i f ( ProcessDone ) {
re turn Res id ;
}
re turn nu l l ;
}
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}
testsystem
CompassEntry.java
package t e s t s y s t em ;
pub l i c c l a s s CompassEntry {
Double The ta ;
Double dTS ;
pub l i c CompassEntry ( Double Heading , Double Timestamp ) {
/ / Make Heading i n t o Rads − The ta i s s t o r e d as Rads
The ta = Heading ∗ (Math . PI / 1 8 0 ) ;
dTS = Timestamp ;
}
pub l i c CompassEntry ( Double Heading , Double Timestamp , boolean Rads ) {
/ / Check i f Rads , t h en s e t a p p r o p r i a t e l y
dTS = Timestamp ;
i f ( Rads )
The ta = Heading ;
e l s e
The ta = Heading ∗ (Math . PI / 1 8 0 ) ;
}
pub l i c Double GetDeg ( ) {
re turn ( The ta ∗180) / Math . PI ;
}
pub l i c Double GetRad ( ) {
re turn The ta ;
}
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pub l i c vo id SetDeg ( Double Heading ) {
The ta = Heading ∗ (Math . PI / 1 8 0 ) ;
}
pub l i c vo id SetRad ( Double Heading ) {
The ta = Heading ;
}
pub l i c Double Ge tT imes tep ( ) {
re turn dTS ;
}
pub l i c vo id Se tT imes t ep ( Double Timestamp ) {
dTS = Timestamp ;
}
pub l i c CompassEntry CopyCompassEntry ( ) {
CompassEntry r e t v a l = new CompassEntry ( The ta ∗ ( 180 / Math . PI ) , dTS ) ;
re turn r e t v a l ;
}
}
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Controllers.java
package t e s t s y s t em ;
pub l i c enum C o n t r o l l e r s {
T , F , D, ET , ST , EF , SF , ED, SD
}
225
Appendix A (Continued)
Data.java
package t e s t s y s t em ;
import j a v a . i o . ∗ ;
import j a v a . u t i l . Scanne r ;
import j a v a . u t i l . Vec to r ;
import j a v ax . vecmath . Mat r ix3d ;
import j a v ax . vecmath . Mat r ix4d ;
import j a v ax . vecmath . Po i n t 3d ;
import j a v ax . vecmath . Vec to r3d ;
/ / A c l a s s f o r encompass ing a l l da ta s t o r a g e from t h e f i l e .
pub l i c c l a s s Data {
pr i v a t e Vector<IMUEntry> IMUData = new Vector<IMUEntry>() ;
pr i v a t e Vector<GPSEntry> GPSData = new Vector<GPSEntry>() ;
pr i v a t e Vector<OdoEntry> OdoData = new Vector<OdoEntry >() ;
pr i v a t e Vector<CompassEntry> CompassData = new Vector<CompassEntry >() ;
pr i v a t e i n t EntryNum = 0 ;
pub l i c Data ( S t r i n g da t aF i l eName ) {
i f ( da t aF i l eName != nu l l ) {
EntryNum = 0 ;
t ry {
/ / Open t h e f i l e t h a t i s t h e f i r s t
/ / command l i n e parame te r
System . ou t . p r i n t l n ( ” A t t emp t i ng t o open ” + da taF i l eName ) ;
F i l eR e a d e r f s t r e am = new F i l eR e a d e r ( da t aF i l eName ) ;
/ / Conver t our i n p u t s t r eam t o a Da ta Inpu tS t r eam
226
Appendix A (Continued)
Buf f e r edReade r i n = new Buf f e r edReade r ( f s t r e am ) ;
System . ou t . p r i n t l n ( ” F i l e Open ! ” + da t aF i l eName ) ;
/ / Con t i nue t o read l i n e s wh i l e
/ / t h e r e are s t i l l some l e f t t o read
/ / Blow pa s t t h e header
i n . r e a dL i n e ( ) ;
S t r i n g l i n e = ” ” ;
Double t imes t amp = 0 . 0 ;
Double e l a p s e d t im e = 0 . 0 ;
Vector<Double> IMUAccel = new Vector<Double>() ;
Vector<Double> IMURAccel = new Vector<Double>() ;
Vector<Double> IMURate = new Vector<Double>() ;
Double X, Y, The ta ;
Double Heading ;
Double GPSNorthY , GPSEastX ;
whi le ( ( l i n e = i n . r e a dL i n e ( ) ) != nu l l ) {
/ / p u l l down a l i n e , t h en c ru sh i t
/ / Sys tem . ou t . p r i n t l n (” Reading a L ine ! ” ) ;
Scanne r s = new Scanne r ( l i n e ) ;
/ / Sys tem . ou t . p r i n t l n ( l i n e ) ;
t imes t amp = Double . va lueOf ( s . n ex t ( ) ) ;
e l a p s e d t im e = Double . va lueOf ( s . n ex t ( ) ) ;
IMUAccel . c l e a r ( ) ;
IMUAccel . add ( Double . va lueOf ( s . n ex t ( ) ) ) ;
IMUAccel . add ( Double . va lueOf ( s . n ex t ( ) ) ) ;
IMUAccel . add ( Double . va lueOf ( s . n ex t ( ) ) ) ;
IMURAccel . c l e a r ( ) ;
/ / These aren ’ t r e a l l y ang l e s . Fake i t !
IMURAccel . add ( Double . va lueOf ( s . n ex t ( ) ) ) ;
IMURAccel . add ( Double . va lueOf ( s . n ex t ( ) ) ) ;
IMURAccel . add ( 0 . 0 ) ;
Heading = Double . va lueOf ( s . n ex t ( ) ) ;
IMURate . c l e a r ( ) ;
IMURate . add ( Double . va lueOf ( s . n ex t ( ) ) ) ;
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IMURate . add ( Double . va lueOf ( s . n ex t ( ) ) ) ;
IMURate . add ( Double . va lueOf ( s . n ex t ( ) ) ) ;
X = Double . va lueOf ( s . n ex t ( ) ) ;
Y = Double . va lueOf ( s . n ex t ( ) ) ;
The ta = Double . va lueOf ( s . n ex t ( ) ) ;
GPSNorthY = Double . va lueOf ( s . n ex t ( ) ) ;
GPSEastX = Double . va lueOf ( s . n ex t ( ) ) ;
/ / Sys tem . ou t . p r i n t l n (X + ” ,” + Y + ” ,” + The ta ) ;
IMUData . add (new IMUEntry ( IMUAccel , IMURAccel , t imes t amp ) ) ;
GPSData . add (new GPSEntry ( GPSEastX , GPSNorthY , t imes t amp ) ) ;
OdoData . add (new OdoEntry (X, Y, Theta , t imes t amp ) ) ;
CompassData . add (new CompassEntry ( Heading , t imes t amp ) ) ;
EntryNum++;
}
i n . c l o s e ( ) ;
} catch ( Excep t i on e ) {
System . e r r . p r i n t l n ( ” F i l e i n p u t e r r o r ” ) ;
}
} e l s e
System . ou t . p r i n t l n ( ” I n v a l i d p a r ame t e r s ” ) ;
}
pub l i c IMUEntry GetIMUEntry ( i n t i E n t r y ) {
i f ( IMUData != nu l l )
re turn IMUData . e l emen tAt ( i E n t r y ) ;
e l s e
System . ou t . p r i n t l n ( ” IMUDaaaata i s empty ? ” ) ;
re turn nu l l ;
}
pub l i c Vector<Double> GetIMUVeloci ty ( i n t i En t r y , Vector<Double> DeltaH ) {
/ / IMU Data
/ / IMU Time
/ / IMU X+ = backwards
/ / IMU Y+ = moves l e f t ( v i ewed from beh ind )
228
Appendix A (Continued)
/ / IMU Z+ = moves down
/ / IMU XRot = RHR around backwards f a c i n g a x i s ( r obo t r o t a t e s
/ / c o u n t e r c l o c kw i s e r o l l as v iewed from beh ind )
/ / IMU YRot = RHR around l e f t a x i s ( P i t c h towards ground = h i gh e r
/ / number )
/ / IMU ZRot = RHR around down a x i s ( Robot t u r n i n g r i g h t = h i gh e r number )
Vector<Double> tempAcc = IMUData . g e t ( i E n t r y ) . g e t IMUAcce l e r a t i on ( ) ;
Double TS = IMUData . g e t ( i E n t r y ) . getIMUTimestamp ( ) ;
/ / Sys tem . ou t . p r i n t l n (”IMU Acc e l s : ” + tempAcc . g e t ( 0 ) + ” ,” + tempAcc . g e t ( 1 ) + ” ,” +
tempAcc . g e t ( 2 ) ) ;
Matr ix4d mRotX = new Matr ix4d ( ) ;
mRotX . ro tX ( Del taH . g e t ( 0 ) ) ;
Mat r ix4d mRotY = new Matr ix4d ( ) ;
mRotY . ro tY ( Del taH . g e t ( 1 ) ) ;
Mat r ix4d mRotZ = new Matr ix4d ( ) ;
mRotZ . r o tZ (−DeltaH . g e t ( 2 ) ) ;
mRotX . mul (mRotY ) ;
mRotX . mul (mRotZ ) ;
Po i n t 3d Acce l = new Po i n t 3d ( ) ;
Acce l . s e t ( tempAcc . g e t ( 0 ) , tempAcc . g e t ( 1 ) , tempAcc . g e t ( 2 ) ) ;
mRotX . t r a n s f o rm ( Acce l ) ;
tempAcc . s e t ( 0 , Acce l . x ) ;
tempAcc . s e t ( 1 , Acce l . y ) ;
tempAcc . s e t ( 2 , Acce l . z ) ;
/ / Sys tem . ou t . p r i n t l n (”IMU A f t e r R o t a t i o n Ac c e l s : ” + tempAcc . g e t ( 0 ) + ” ,” +
tempAcc . g e t ( 1 ) + ” ,” + tempAcc . g e t ( 2 ) ) ;
re turn tempAcc ;
}
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pub l i c Vector<Double> GetIMURotVeloci ty ( i n t i E n t r y ) {
Vec to r <Double> tempRot = IMUData . g e t ( i E n t r y ) . getIMURotAccel ( ) ;
Double TS = IMUData . g e t ( i E n t r y ) . getIMUTimestamp ( ) ;
System . ou t . p r i n t l n ( ”Don ’ t c a l l t h i s ! Broken ! ” ) ;
tempRot . s e t ( 0 , tempRot . g e t ( 0 ) ∗TS ) ;
tempRot . s e t ( 0 , tempRot . g e t ( 1 ) ∗TS ) ;
tempRot . s e t ( 0 , tempRot . g e t ( 2 ) ∗TS ) ;
re turn tempRot ;
}
pub l i c OdoEntry GetOdoEntry ( i n t i E n t r y ) {
i f ( OdoData != nu l l )
re turn OdoData . e l emen tAt ( i E n t r y ) ;
e l s e
re turn nu l l ;
}
pub l i c GPSEntry GetGPSEntry ( i n t i E n t r y ) {
i f ( GPSData != nu l l )
re turn GPSData . e l emen tAt ( i E n t r y ) ;
e l s e
re turn nu l l ;
}
pub l i c CompassEntry GetCompassEntry ( i n t i E n t r y ) {
i f ( CompassData != nu l l )
re turn CompassData . e l emen tAt ( i E n t r y ) ;
e l s e
re turn nu l l ;
}
pub l i c i n t ge tLeng t h ( ) {
re turn EntryNum ;
}
}
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Filters.java
package t e s t s y s t em ;
pub l i c enum F i l t e r s {
EKF , SPKF , PF
}
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GPSEntry.java
package t e s t s y s t em ;
/ / GPSEntry
/∗ ∗
∗ @author j e f f r e y k r am e r
∗
∗ /
pub l i c c l a s s GPSEntry {
/∗ ∗ DOCUMENT ME! ∗ /
Double t imes t amp ;
Double NorthY ;
Double EastX ;
/ / GPS e n t r i e s are i n UTM s e t i n Zone 17 i n t h e Nor the rn Hemisphere ( me t e r s )
/∗ ∗
∗ @param iEas tX
∗ @param iNor thY
∗ @param t imes t amp
∗ /
pub l i c GPSEntry ( Double iEas tX , Double iNorthY , Double t imes t amp ) {
t h i s . t imes t amp = t imes t amp ;
NorthY = iNor thY ;
EastX = iEas tX ;
}
/∗ ∗
∗ @param iNor thY
∗ /
pub l i c vo id se tNor thY ( Double iNor thY ) {
NorthY = iNor thY ;
}
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/∗ ∗
∗ @return
∗ /
pub l i c Double ge tNor thY ( ) {
re turn NorthY ;
}
/∗ ∗
∗ @param t imes t amp
∗ /
pub l i c vo id setGPSTimestamp ( Double t imes t amp ) {
t h i s . t imes t amp = t imes t amp ;
}
/∗ ∗
∗ @return
∗ /
pub l i c Double getGPSTimestamp ( ) {
re turn t imes t amp ;
}
/∗ ∗
∗ @param iEas tX
∗ /
pub l i c vo id s e tEa s tX ( Double iEas tX ) {
EastX = iEas tX ;
}
/∗ ∗
∗ @return
∗ /
pub l i c Double ge tEas tX ( ) {
re turn EastX ;
}
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/∗ ∗
∗ DOCUMENT ME!
∗
∗ @return DOCUMENT ME!
∗ /
pub l i c S t r i n g t o S t r i n g ( ) {
S t r i n gB u f f e r sb = new S t r i n gB u f f e r ( ) ;
sb . append ( ” Timestamp : ” ) ;
sb . append ( t imes t amp . t o S t r i n g ( ) ) ;
sb . append ( ” ) ” ) ;
sb . append ( ” Loca t i o n : ” ) ;
sb . append ( EastX . t o S t r i n g ( ) + ” ” + NorthY . t o S t r i n g ( ) ) ;
re turn sb . t o S t r i n g ( ) ;
}
/ / p r i v a t e GMatrix getECEF ( ) {
/ / / / Adapted from LLA2ECEF .m by Michae l K leder
/ / / / WGS84 e l l i p s o i d c o n s t a n t s
/ / Double a = 6378137;
/ / / / Double e = 0 .081819190842622;
/ / / / Other Va r i a b l e s
/ / Double N , x , y , z , t La t , tLon , a l t ;
/ / GMatrix mOutput = new GMatrix ( 1 , 3 ) ;
/ /
/ / a l t = 0; / / A l t i t u d e = 0?
/ / / / C a l c u l a t e !
/ /
/ / t L a t = NorthX ;
/ / tLon = EastY ;
/ / / / I n t e rm e d i a t e Calc ( pr ime v e r t i c a l r a d i u s o f c u r v a t u r e )
/ / N = a / Math . s q r t (1 − ( Math . E ∗ Math . E ) ∗ Math . s i n ( t L a t ) ) ;
/ /
/ / / / R e s u l t s
/ / x = (N + a l t ) ∗ Math . cos ( t L a t ) ∗ Math . cos ( tLon ) ;
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/ / y = (N + a l t ) ∗ Math . cos ( t L a t ) ∗ Math . s i n ( tLon ) ;
/ / z = ( ( 1 − ( Math . exp ( Math . E ) ) ) ∗ N + a l t ) ∗ Math . s i n ( t L a t ) ;
/ /
/ / / / Put i t i n a Mat r i x
/ / mOutput . s e t E l emen t ( 0 , 0 , x ) ;
/ / mOutput . s e t E l emen t ( 0 , 1 , y ) ;
/ / mOutput . s e t E l emen t ( 0 , 2 , z ) ;
/ /
/ / r e t u r n mOutput ;
/ / }
}
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IMUEntry.java
package t e s t s y s t em ;
import j a v a . u t i l . Vec to r ;
/ / IMU En t r y
pub l i c c l a s s IMUEntry {
Vec to r <Double> a c c e l = new Vector<Double>() ;
Vec to r <Double> r a c c e l = new Vector<Double>() ;
Double t imes t amp ;
pub l i c IMUEntry ( Vector<Double> d a c c e l , Vector<Double> d r a c c e l , Double t imes t amp ) {
t h i s . a c c e l = d a c c e l ;
t h i s . r a c c e l = d r a c c e l ;
t h i s . t imes t amp = t imes t amp ;
}
pub l i c vo id s e t IMUAcce l e r a t i o n ( Vector<Double> d a c c e l ) {
t h i s . a c c e l = d a c c e l ;
}
pub l i c Vector<Double> ge t IMUAcce l e r a t i on ( ) {
re turn a c c e l ;
}
pub l i c vo id set IMURotAccel ( Vector<Double> d r a c c e l ) {
t h i s . r a c c e l = d r a c c e l ;
}
pub l i c Vector<Double> getIMURotAccel ( ) {
re turn r a c c e l ;
}
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pub l i c vo id setIMUTimestamp ( Double t imes t amp ) {
t h i s . t imes t amp = t imes t amp ;
}
pub l i c Double getIMUTimestamp ( ) {
re turn t imes t amp ;
}
pub l i c IMUEntry copyIMUEntry ( ) {
IMUEntry r e t v a l = new IMUEntry ( a c c e l , r a c c e l , t imes t amp ) ;
re turn r e t v a l ;
}
pub l i c S t r i n g t o S t r i n g ( ) {
S t r i n g r e t v a l = ” A c c e l e r a t i o n Vec to r :\ n [ ” + a c c e l . g e t ( 0 ) + ” , ” +
a c c e l . g e t ( 1 ) + ” , ” + a c c e l . g e t ( 2 ) + ” ]\ n” ;
r e t v a l = r e t v a l + ” R o t a t i o n a l A c c e l e r a t i o n Vec to r :\ n [ ” + r a c c e l . g e t ( 0 ) +
” , ” + r a c c e l . g e t ( 1 ) + ” , ” + r a c c e l . g e t ( 2 ) + ” ]\ n” ;
r e t v a l = r e t v a l + ” Timestamp = ” + t imes t amp ;
re turn r e t v a l ;
}
}
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OdoEntry.java
package t e s t s y s t em ;
pub l i c c l a s s OdoEntry {
double X, Y, t h e t a ;
double t imes t amp ;
pub l i c OdoEntry ( double d X , double d Y , double d The ta , double t imes t amp ) {
t h i s .X = d X ;
t h i s .Y = d Y ;
t h i s . t h e t a = d The t a ;
t h i s . t imes t amp = t imes t amp ;
}
pub l i c vo id setOdoX ( double d X ) {
t h i s .X = d X ;
}
pub l i c vo id setOdoY ( double d Y ) {
t h i s .Y = d Y ;
}
pub l i c vo id se tOdoThe t a ( double d The t a ) {
t h i s . t h e t a = d The t a ;
}
pub l i c double getOdoX ( ) {
re turn X;
}
pub l i c double getOdoY ( ) {
re turn Y;
}
pub l i c double ge tOdoThe ta ( ) {
re turn t h e t a ;
}
238
Appendix A (Continued)
pub l i c vo id setOdoTimestamp ( double t imes t amp ) {
t h i s . t imes t amp = t imes t amp ;
}
pub l i c double getOdoTimestamp ( ) {
re turn t imes t amp ;
}
pub l i c OdoEntry CopyOdoEntry ( ) {
OdoEntry r e t v a l = new OdoEntry (X, Y, t h e t a , t imes t amp ) ;
re turn r e t v a l ;
}
}
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Test.java
package t e s t s y s t em ;
import j a v a . i o . Bu f f e r edReade r ;
import j a v a . i o . F i l eNo tFoundExcep t i on ;
import j a v a . i o . F i l eR e a d e r ;
import j a v a . i o . IOExcep t ion ;
import j a v a . u t i l . Scanne r ;
import j a v a . u t i l . Vec to r ;
import f i l t e r s . ∗ ;
import c o n t r o l l e r s . ∗ ;
pub l i c c l a s s Tes t {
pr i v a t e Vector<F i l t e r> F i l t e r L i s t = new Vector<F i l t e r >() ;
pr i v a t e boolean DoneCrunching = f a l s e ;
pub l i c Tes t ( S t r i n g Fi lename , Data DataRun ) {
i f ( F i l ename != nu l l ) {
/ / Open t h e f i l e t h a t i s t h e f i r s t
/ / command l i n e parame te r
F i l eR e a d e r f s t r e am ;
t ry {
f s t r e am = new F i l eR e a d e r ( F i l ename ) ;
/ / Conver t our i n p u t s t r eam t o a Da ta Inpu tS t r eam
Buf f e r edReade r i n = new Buf f e r edReade r ( f s t r e am ) ;
System . ou t . p r i n t l n ( ” Reading a Te s t f i l e ! ” + F i l ename ) ;
S t r i n g l i n e ;
S t r i n g f i l t e r ;
S t r i n g c o n t r o l l e r ;
S t r i n g o p t i o n ;
Double opt ionnum ;
Double dQ ;
Double dR ;
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Double Alpha , Beta , Kappa ;
S t r i n g FuzzyFileName ;
i n t NumFi l t e r s ;
i n t NumPa r t i c l e s ;
whi le ( ( l i n e = i n . r e a dL i n e ( ) ) != nu l l ) {
/ / p u l l down a l i n e , t h en c ru sh i t
/ / Sys tem . ou t . p r i n t l n ( l i n e ) ;
Scanne r s = new Scanne r ( l i n e ) ;
f i l t e r = s . n ex t ( ) ;
/ / Sys tem . ou t . p r i n t l n ( f i l t e r ) ;
i f ( f i l t e r . c o n t a i n s ( ”#” ) ) {
/ / S k i p p i n g − commented ou t .
System . ou t . p r i n t l n ( ” Skipped − Commented Out − ” + l i n e ) ;
} e l s e i f ( f i l t e r . c o n t a i n s ( ”EKF” ) ) {
c o n t r o l l e r = s . n ex t ( ) ;
i f ( c o n t r o l l e r . c o n t a i n s ( ”−T” ) ) {
/ / Okay , we ’ re l o o k i n g a t a t r a d i t i o n a l EKF
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
F i l t e r L i s t . add (new EKF(new NoControlEKF ( ) , DataRun , dQ , dR ) ) ;
/ / F i l t e r c r e a t e d !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
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break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−F” ) ) {
/ / Okay , we ’ re l o o k i n g a t a f u z z y EKF
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
FuzzyFileName = s . n ex t ( ) ;
F i l t e r L i s t . add (new EKF(new FuzzyEKF ( FuzzyFileName ) , DataRun , dQ , dR ) ) ;
/ / F i l t e r c r e a t e d !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−D” ) ) {
System . ou t . p r i n t l n ( ” Sk ipp i ng −Ds , s o r r y . . . ” ) ;
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} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−MH” ) ) {
/ / Okay , we ’ re l o o k i n g a t a Mu l t i h y p o t h e s i s one
NumFi l t e r s = s . n e x t I n t ( ) ;
Vector<Double> tempQ = new Vector<Double>() ;
Vector<Double> tempR = new Vector<Double>() ;
f o r ( i n t i = 0 ; i < NumFi l t e r s ; i ++) {
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
tempQ . add ( s . nex tDoub le ( ) ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
tempR . add ( s . nex tDoub le ( ) ) ;
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
}
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−T” ) ) {
MHEKF tempMH = new MHEKF(new NoControlEKF ( ) , DataRun , tempQ . g e t ( 0 ) ,
tempR . g e t ( 0 ) ) ;
f o r ( i n t i = 1 ; i < NumFi l t e r s ; i ++) {
tempMH . s e t C o n t r o l (new NoControlEKF ( ) , tempQ . g e t ( i ) , tempR . g e t ( i ) ) ;
}
F i l t e r L i s t . add ( tempMH) ;
} e l s e i f ( o p t i o n . c o n t a i n s ( ”−F” ) ) {
FuzzyFileName = s . n ex t ( ) ;
MHEKF tempMH = new MHEKF(new FuzzyEKF ( FuzzyFileName ) , DataRun ,
tempQ . g e t ( 0 ) , tempR . g e t ( 0 ) ) ;
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f o r ( i n t i = 0 ; i < NumFi l t e r s ; i ++) {
tempMH . s e t C o n t r o l (new FuzzyEKF ( FuzzyFileName ) , tempQ . g e t ( i ) ,
tempR . g e t ( i ) ) ;
}
F i l t e r L i s t . add ( tempMH) ;
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( f i l t e r . c o n t a i n s ( ”SPKF” ) ) {
/ / Sys tem . ou t . p r i n t l n (” In SPKF !” ) ;
c o n t r o l l e r = s . n ex t ( ) ;
i f ( c o n t r o l l e r . c o n t a i n s ( ”−T” ) ) {
/ / Okay , we ’ re l o o k i n g a t a t r a d i t i o n a l SPKF
/ / Sys tem . ou t . p r i n t l n (” T r a d i t i o n a l SPKF”) ;
op t i o n = s . n ex t ( ) ;
/ / Sys tem . ou t . p r i n t l n ( o p t i o n ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
/ / Sys tem . ou t . p r i n t l n (” Got Q ” + dQ) ;
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
/ / Sys tem . ou t . p r i n t l n (” Got R ” + dR ) ;
/ / Sys tem . ou t . p r i n t l n ( DataRun . GetGPSEntry ( 4 0 ) . t o S t r i n g ( ) ) ;
F i l t e r L i s t . add (new SPKF(new NoControlSPKF ( 9 ) , DataRun , dQ , dR ) ) ;
/ / Sys tem . ou t . p r i n t l n (” F i l t e r B u i l t ! ” ) ;
/ / F i l t e r c r e a t e d !
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} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−TO” ) ) {
/ / Okay , we ’ re l o o k i n g a t a t r a d i t i o n a l SPKF w/
/ / o p t i o n s
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
Alpha = s . nex tDoub le ( ) ;
Be ta = s . nex tDoub le ( ) ;
Kappa = s . nex tDoub le ( ) ;
F i l t e r L i s t . add (new SPKF(new NoControlSPKF ( 9 ) , DataRun , dQ , dR , Alpha ,
Beta , Kappa ) ) ;
/ / F i l t e r c r e a t e d !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
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} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−F” ) ) {
/ / Okay , we ’ re l o o k i n g a t a f u z z y SPKF
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
FuzzyFileName = s . n ex t ( ) ;
F i l t e r L i s t . add (new SPKF(new FuzzySPKF ( FuzzyFileName , 9 ) , DataRun , dQ ,
dR ) ) ;
/ / F i l t e r c r e a t e d !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−FO” ) ) {
/ / Okay , we ’ re l o o k i n g a t a f u z z y SPKF wi t h Op t i on s !
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
246
Appendix A (Continued)
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
FuzzyFileName = s . n ex t ( ) ;
Alpha = s . nex tDoub le ( ) ;
Be ta = s . nex tDoub le ( ) ;
Kappa = s . nex tDoub le ( ) ;
F i l t e r L i s t . add (new SPKF(new FuzzySPKF ( FuzzyFileName , 9 ) , DataRun , dQ ,
dR , Alpha , Beta , Kappa ) ) ;
/ / F i l t e r c r e a t e d !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−DF” ) ) {
/ / Okay , we ’ re l o o k i n g a t a doub l e f u z z y SPKF
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
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opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
FuzzyFileName = s . n ex t ( ) ;
F i l t e r L i s t . add (new SPKF(new FuzzySPKF ( FuzzyFileName , ” d f k f i s . t x t ” , 9 ) ,
DataRun , dQ , dR ) ) ;
/ / F i l t e r c r e a t e d !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−DFO” ) ) {
/ / Okay , we ’ re l o o k i n g a t a doub l e f u z z y SPKF wi t h
/ / Op t i on s !
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
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i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
FuzzyFileName = s . n ex t ( ) ;
Alpha = s . nex tDoub le ( ) ;
Be ta = s . nex tDoub le ( ) ;
Kappa = s . nex tDoub le ( ) ;
F i l t e r L i s t . add (new SPKF(new FuzzySPKF ( FuzzyFileName , ” d f k f i s . t x t ” , 9 ) ,
DataRun , dQ , dR , Alpha , Beta , Kappa ) ) ;
/ / F i l t e r c r e a t e d !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−D” ) ) {
System . ou t . p r i n t l n ( ” Sk ipp i ng −Ds , s o r r y . . . ” ) ;
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−MH” ) ) {
/ / Okay , we ’ re l o o k i n g a t a Mu l t i h y p o t h e s i s one
NumFi l t e r s = s . n e x t I n t ( ) ;
Vector<Double> tempQ = new Vector<Double>() ;
Vector<Double> tempR = new Vector<Double>() ;
f o r ( i n t i = 0 ; i < NumFi l t e r s ; i ++) {
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op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
tempQ . add ( s . nex tDoub le ( ) ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
tempR . add ( s . nex tDoub le ( ) ) ;
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
}
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−T” ) ) {
MHSPKF tempMH = new MHSPKF(new NoControlSPKF ( 9 ) , DataRun , tempQ . g e t ( 0 ) ,
tempR . g e t ( 0 ) ) ;
f o r ( i n t i = 1 ; i < NumFi l t e r s ; i ++) {
tempMH . s e t C o n t r o l (new NoControlSPKF ( 9 ) , tempQ . g e t ( i ) , tempR . g e t ( i ) ) ;
}
F i l t e r L i s t . add ( tempMH) ;
} e l s e i f ( o p t i o n . c o n t a i n s ( ”−F” ) ) {
FuzzyFileName = s . n ex t ( ) ;
MHSPKF tempMH = new MHSPKF(new FuzzySPKF ( FuzzyFileName , 9 ) , DataRun ,
tempQ . g e t ( 0 ) , tempR . g e t ( 0 ) ) ;
f o r ( i n t i = 0 ; i < NumFi l t e r s ; i ++) {
tempMH . s e t C o n t r o l (new FuzzySPKF ( FuzzyFileName , 9 ) , tempQ . g e t ( i ) ,
tempR . g e t ( i ) ) ;
}
F i l t e r L i s t . add ( tempMH) ;
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
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break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( f i l t e r . c o n t a i n s ( ”PF” ) ) {
c o n t r o l l e r = s . n ex t ( ) ;
i f ( c o n t r o l l e r . c o n t a i n s ( ”−ET” ) ) {
/ / Th i s i s a t r a d EKF PF
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−P” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
NumPa r t i c l e s = s . n e x t I n t ( ) ;
F i l t e r L i s t . add (new PF (new NoControlPF ( ) , DataRun , NumPar t i c l e s , new
NoControlEKF ( ) , 2 , dQ , dR ) ) ;
/ / F i l t e r Added !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
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break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−ST” ) ) {
/ / Th i s i s a t r a d SPKF PF
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−P” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
NumPa r t i c l e s = s . n e x t I n t ( ) ;
F i l t e r L i s t . add (new PF (new NoControlPF ( ) , DataRun , NumPar t i c l e s , new
NoControlSPKF ( 9 ) , 3 , dQ , dR ) ) ;
/ / F i l t e r Added !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−EF” ) ) {
/ / Th i s i s a Fuzzy EKF PF
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op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
FuzzyFileName = s . n ex t ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−P” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
NumPa r t i c l e s = s . n e x t I n t ( ) ;
F i l t e r L i s t . add (new PF (new NoControlPF ( ) , DataRun , NumPar t i c l e s , new
FuzzyEKF ( FuzzyFileName ) , 2 , dQ , dR ) ) ;
/ / F i l t e r Added !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
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} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−SF” ) ) {
/ / Th i s i s a Fuzzy SPKF PF
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
FuzzyFileName = s . n ex t ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−P” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
NumPa r t i c l e s = s . n e x t I n t ( ) ;
F i l t e r L i s t . add (new PF (new NoControlPF ( ) , DataRun , NumPar t i c l e s , new
FuzzySPKF ( FuzzyFileName , 9 ) , 3 , dQ , dR ) ) ;
/ / F i l t e r Added !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
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}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−SFO” ) ) {
/ / Th i s i s a Fuzzy SPKF PF wi t h Op t i on s
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
FuzzyFileName = s . n ex t ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−P” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
NumPa r t i c l e s = s . n e x t I n t ( ) ;
Alpha = s . nex tDoub le ( ) ;
Be ta = s . nex tDoub le ( ) ;
Kappa = s . nex tDoub le ( ) ;
F i l t e r L i s t . add (new PF (new NoControlPF ( ) , DataRun , NumPar t i c l e s , new
FuzzySPKF ( FuzzyFileName , 9 ) , 3 , dQ , dR , Alpha , Beta , Kappa ) ) ;
/ / F i l t e r Added !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
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break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−SDF” ) ) {
/ / Th i s i s a Double Fuzzy SPKF PF
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
FuzzyFileName = s . n ex t ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−P” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
NumPa r t i c l e s = s . n e x t I n t ( ) ;
F i l t e r L i s t . add (new PF (new NoControlPF ( ) , DataRun , NumPar t i c l e s , new
FuzzySPKF ( FuzzyFileName , ” d f k f i s . t x t ” , 9 ) , 3 , dQ , dR ) ) ;
/ / F i l t e r Added !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
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} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−SDFO” ) ) {
/ / Th i s i s a Double Fuzzy SPKF PF wi t h o p t i o n s
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−I ” ) ) {
FuzzyFileName = s . n ex t ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−P” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
NumPa r t i c l e s = s . n e x t I n t ( ) ;
Alpha = s . nex tDoub le ( ) ;
Be ta = s . nex tDoub le ( ) ;
Kappa = s . nex tDoub le ( ) ;
F i l t e r L i s t . add (new PF (new NoControlPF ( ) , DataRun , NumPar t i c l e s , new
FuzzySPKF ( FuzzyFileName , ” d f k f i s . t x t ” , 9 ) , 3 , dQ , dR , Alpha ,
Beta , Kappa ) ) ;
/ / F i l t e r Added !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
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break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−STO” ) ) {
/ / Th i s i s a t r a d SPKF PF wi t h o p t i o n s
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−P” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
NumPa r t i c l e s = s . n e x t I n t ( ) ;
Alpha = s . nex tDoub le ( ) ;
Be ta = s . nex tDoub le ( ) ;
Kappa = s . nex tDoub le ( ) ;
F i l t e r L i s t . add (new PF (new NoControlPF ( ) , DataRun , NumPar t i c l e s , new
NoControlSPKF ( 9 ) , 3 , dQ , dR , Alpha , Beta , Kappa ) ) ;
/ / F i l t e r Added !
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} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−ED” ) ) {
System . ou t . p r i n t l n ( ” Sk ipp i ng −Ds , s o r r y . . . ” ) ;
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−SD” ) ) {
System . ou t . p r i n t l n ( ” Sk ipp i ng −Ds , s o r r y . . . ” ) ;
} e l s e i f ( c o n t r o l l e r . c o n t a i n s ( ”−T” ) ) {
/ / Th i s i s a t r a d i t i o n a l PF
op t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−Q” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
opt ionnum = s . nex tDoub le ( ) ;
dQ = opt ionnum ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−R” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
dR = s . nex tDoub le ( ) ;
o p t i o n = s . n ex t ( ) ;
i f ( o p t i o n . c o n t a i n s ( ”−P” ) ) {
/ / Okay , we ’ re c o r r e c t so f a r
NumPa r t i c l e s = s . n e x t I n t ( ) ;
F i l t e r L i s t . add (new PF (new NoControlPF ( ) , DataRun , NumPar t i c l e s , new
NoControlSPKF ( 9 ) , 1 , dQ , dR ) ) ;
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/ / F i l t e r Added !
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Misformed C o n t r o l l e r ! ” ) ;
break ;
}
} e l s e {
System . ou t . p r i n t l n ( ”Wrong F i l t e r D e s c r i p t ! ” ) ;
break ;
}
}
} catch ( F i l eNo tFoundExcep t i on e ) {
System . ou t . p r i n t l n ( ” Couldn ’ t f i n d Te s t F i l e ! ” ) ;
e . p r i n t S t a c k T r a c e ( ) ;
} catch ( IOExcep t ion e ) {
System . ou t . p r i n t l n ( ”Oh man , t e s t f i l e e x p l o s i o n ! ” ) ;
e . p r i n t S t a c k T r a c e ( ) ;
}
} e l s e {
System . ou t . p r i n t l n ( ” F i l e Name i s bad f o r t h e Te s t F i l e ” ) ;
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}
DoneCrunching = t rue ;
}
pub l i c Vector<F i l t e r> G e t F i l t e r L i s t ( ) {
i f ( DoneCrunching ) {
/ / Okay , t a k e i t .
re turn F i l t e r L i s t ;
} e l s e
System . ou t . p r i n t l n ( ”Not Done Crunch ing ! ” ) ;
re turn nu l l ;
}
pub l i c boolean F i n i s h e d P a r s i n g ( ) {
re turn DoneCrunching ;
}
}
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TestSystem.java
package t e s t s y s t em ;
import j a v a . u t i l . Date ;
import j a v a . u t i l . Vec to r ;
import f i l t e r s . F i l t e r ;
import t e s t s y s t em . Data ;
pub l i c c l a s s Tes tSys t em {
/∗ ∗
∗ @param args
∗ /
pub l i c s t a t i c vo id main ( S t r i n g [ ] a r g s ) {
S t r i n g DataFi leName = a r g s [ 0 ] ;
S t r i n g Tes tF i l eName = a r g s [ 1 ] ;
/ / Load t h e Da taF i l e and Parse
System . ou t . p r i n t l n ( ” Loading Data F i l e ” ) ;
Data DataRun = new Data ( DataFi leName ) ;
System . ou t . p r i n t l n ( ” F i n i s h e d P a r s i n g Data F i l e ” ) ;
/ / Load t h e T e s t F i l e and Parse
System . ou t . p r i n t l n ( ” Loading Te s t F i l e ” ) ;
Te s t T e s t L i s t = new Tes t ( Tes tF i leName , DataRun ) ;
whi le ( ! T e s t L i s t . F i n i s h e d P a r s i n g ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
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System . ou t . p r i n t l n ( ” F i n i s h e d P a r s i n g Te s t F i l e ” ) ;
Vector<F i l t e r> F i l t e r s = T e s t L i s t . G e t F i l t e r L i s t ( ) ;
Date CurDate = new Date ( ) ;
S t r i n g Da t e S t r i n g = CurDate . t o S t r i n g ( ) ;
f o r ( i n t i = 0 ; i < F i l t e r s . s i z e ( ) ; i ++) {
F i l t e r t em p F i l t e r = F i l t e r s . g e t ( i ) ;
t em p F i l t e r . s t a r t P r o c e s s ( ) ;
whi le ( ! t em p F i l t e r . f i n i s h e d P r o c e s s ( ) ) {
t ry {
Thread . s l e e p ( 1 0 ) ;
} catch ( I n t e r r u p t e d E x c e p t i o n e ) {
e . p r i n t S t a c k T r a c e ( ) ;
}
}
i f ( i <10)
t em p F i l t e r . o u t p u tDa t a ( ”0”+ i +”−F i l t e r−” ) ;
e l s e
t em p F i l t e r . o u t p u tDa t a ( i +”−F i l t e r−” ) ;
}
System . ou t . p r i n t l n ( ”Done ! ” ) ;
}
}
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Robot Simulation Code
runbuilder
BuildRun.java
package r u n b u i l d e r ;
import j a v a . i o . ∗ ;
import j a v a . u t i l . Random ;
import j a v a . u t i l . Vec to r ;
pub l i c c l a s s BuildRun {
/∗ ∗
∗ @param args
∗ /
/ / Args :
/ / 0 − Outpu t F i l e Name ( w i l l add . t x t )
/ / 1 − Microseconds o f run d u r a t i o n OR I n p u t F i l e Name OR ”Random” ( w i t h o u t q uo t e s )
/ / 2 − (0 or 1 ) GPS ma l f u n c t i o n ( w i l l add random GPS ma l f u n c t i o n )
/ / 3 − (0 or 1 ) IMU ma l f u n c t i o n ( w i l l add random IMU ma l f u n c t i o n )
/ / 4 − (0 or 1 ) Compass ma l f u n c t i o n ( w i l l add random compass ma l f u n c t i o n )
/ / 5 − (0 or 1 ) Odo Ma l f u n c t i o n ( w i l l add random Odo Ma l f u n c t i o n )
pub l i c s t a t i c vo id main ( S t r i n g [ ] a r g s ) {
boolean GPSMal = f a l s e ;
boolean IMUMal = f a l s e ;
boolean CompassMal = f a l s e ;
boolean OdoMal = f a l s e ;
boolean GPSBridge = f a l s e ;
boolean Simple = t rue ;
boolean Random = f a l s e ;
I n t e g e r RunDura t ion ;
Vector<Po in t> Po i n t s = new Vector<Po in t >() ;
S t r i n g CheckDown = a r g s [ 1 ] ;
i f ( CheckDown . c o n t a i n s ( ” . c sv ” ) ) {
RunDura t ion = 0 ;
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Simple = f a l s e ;
Random = f a l s e ;
} e l s e i f ( CheckDown . e q u a l s I g n o r eCa s e ( ”Random” ) ) {
RunDura t ion = 0 ;
Simple = f a l s e ;
Random = t rue ;
} e l s e {
Simple = t rue ;
Random = f a l s e ;
RunDura t ion = I n t e g e r . va lueOf ( CheckDown ) ;
}
S t r i n g DataOut = a r g s [ 0 ] ;
/ / Sys tem . ou t . p r i n t l n ( a rgs [ 0 ] ) ;
/ / Sys tem . ou t . p r i n t l n ( a rgs [ 1 ] ) ;
/ / Sys tem . ou t . p r i n t l n ( a rgs [ 2 ] ) ;
/ / Sys tem . ou t . p r i n t l n ( a rgs [ 3 ] ) ;
/ / Sys tem . ou t . p r i n t l n ( a rgs [ 4 ] ) ;
/ / Sys tem . ou t . p r i n t l n ( a rgs [ 5 ] ) ;
/ / Sys tem . ou t . p r i n t l n ( a rgs [ 6 ] ) ;
i f ( a r g s [ 2 ] . e q u a l s ( ”1” ) )
GPSMal = t rue ;
i f ( a r g s [ 3 ] . e q u a l s ( ”1” ) )
GPSBridge = t rue ;
GPSBridge = t rue ;
i f ( a r g s [ 4 ] . e q u a l s ( ”1” ) )
IMUMal = t rue ;
i f ( a r g s [ 5 ] . e q u a l s ( ”1” ) )
CompassMal = t rue ;
i f ( a r g s [ 6 ] . e q u a l s ( ”1” ) )
OdoMal = t rue ;
i f ( ! S imple )
i f ( Random ) {
Random r = new Random ( ) ;
/ / Genera te a random number o f p o i n t s from 15−20
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/ / i n t j = r . n e x t I n t ( 6 ) + 15;
i n t j = 20 ;
System . ou t . p r i n t l n ( ”Number o f Random Po i n t s : ” + j ) ;
f o r ( i n t i = 0 ; i < j ; i ++) {
Po i n t s . add (new Po i n t ( 1 000 . 0 ∗ r . nex tDoub le ( ) , 1000 .0 ∗ r . nex tDoub le ( ) ) ) ;
System . ou t . p r i n t l n ( P o i n t s . g e t ( P o i n t s . s i z e ( )−1) . t o S t r i n g ( ) ) ;
}
} e l s e {
t ry {
Buf f e r edReade r p i n = new Buf f e r edReade r (new F i l eR e a d e r ( CheckDown ) ) ;
p i n . r e a dL i n e ( ) ;
S t r i n g Line ;
i n t NumPoints = 0 ;
whi le ( ( L ine = p in . r e a dL i n e ( ) ) != nu l l ) {
Line = Line . t r im ( ) ;
P o i n t s . add (new Po i n t ( Double . va lueOf ( Line . s u b s t r i n g ( 0 ,
Line . indexOf ( ” , ” ) ) . t r im ( ) ) ,
Double . va lueOf ( Line . s u b s t r i n g ( Line . indexOf ( ” , ” ) +1) . t r im ( ) ) ) ) ;
System . ou t . p r i n t l n ( ”Number o f P o i n t s : ” + NumPoints ++) ;
}
} catch ( F i l eNo tFoundExcep t i on e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
System . ou t . p r i n t l n ( ”No Such I n p u t F i l e ” ) ;
e . p r i n t S t a c k T r a c e ( ) ;
} catch ( IOExcep t ion e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
System . ou t . p r i n t l n ( ” I /O E r r o r on I n p u t ” ) ;
e . p r i n t S t a c k T r a c e ( ) ;
}
}
S t r i n g Con t r o lOu t = DataOut + ” Con t r o l . t x t ” ;
DataOut = DataOut + ” . t x t ” ;
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RunMaker run ;
i f ( S imple )
run = new RunMaker (GPSMal , IMUMal , CompassMal , OdoMal , GPSBridge , RunDura t ion ) ;
e l s e
run = new RunMaker (GPSMal , IMUMal , CompassMal , OdoMal , GPSBridge , P o i n t s ) ;
t ry {
Bu f f e r e dWr i t e r dou t = new Bu f f e r e dWr i t e r (new F i l eW r i t e r ( DataOut ) ) ;
B u f f e r e dWr i t e r cou t = new Bu f f e r e dWr i t e r (new F i l eW r i t e r ( Con t r o lOu t ) ) ;
dou t . w r i t e ( ”# t imes t amp e l a p s e d t im e IMUAccelX IMUAccelY IMUAccelZ HeadingX
HeadingY Head ingAc tua l unused unused unused XOdo YOdo The ta GPSY GPSX” ) ;
dou t . newLine ( ) ;
/ / c ou t . w r i t e (” t imes tamp , e l a p s ed t ime , ActualX , Ac tua lY , Ac tua lHead ing ”) ;
cou t . w r i t e ( ”# t imes t amp e l a p s e d t im e ActualX ActualY Ac tua lHead ing ” ) ;
c ou t . newLine ( ) ;
whi le ( ! run . F i n i s h e d ( ) ) {
run . s t e p ( ) ;
i f ( run . upda t ed ( ) ) {
dou t . w r i t e ( run . getD ( ) ) ;
dou t . newLine ( ) ;
c ou t . w r i t e ( run . getC ( ) ) ;
c ou t . newLine ( ) ;
}
}
dou t . c l o s e ( ) ;
c ou t . c l o s e ( ) ;
} catch ( IOExcep t ion e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
}
267
Appendix B (Continued)
RunMaker.java
package r u n b u i l d e r ;
import j a v a . u t i l . ∗ ;
pub l i c c l a s s RunMaker {
pr i v a t e boolean GPSMal ;
pr i v a t e boolean IMUMal ;
pr i v a t e boolean CompassMal ;
pr i v a t e boolean OdoMal ;
pr i v a t e boolean GPSBrid ;
pr i v a t e I n t e g e r RunLength ;
pr i v a t e I n t e g e r Cur ren tRun ;
pr i v a t e boolean StepLock , OutputLock , DLock , CLock ;
pr i v a t e boolean F in i s h ed , Updated ;
/ / p r i v a t e s t a t i c Double T im e s t e p S i z e = 0 . 0056 ;
pr i v a t e S t r i n g sDa taSpace = ” ” ;
pr i v a t e s t a t i c Double T imes t epS i z e = 1 . 0 ; / / I n ms / / 0 . 0 0 0 1 ;
pr i v a t e s t a t i c i n t MalfunProb = 100000; / / As i n 1 / Xnd
pr i v a t e s t a t i c Double GPSErr = 2 . 5 ;
pr i v a t e s t a t i c Double IMUErr = 0 . 1 1 76 ;
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pr i v a t e s t a t i c Double CompassErr = ( 0 . 8 ) ∗ ( Math . PI / 180) ; / / Rads now
pr i v a t e s t a t i c Double OdoErr = 0 . 0 0 01 ;
pr i v a t e s t a t i c I n t e g e r IMURate = 10 ;
pr i v a t e s t a t i c I n t e g e r GPSRate = 40 ;
pr i v a t e s t a t i c I n t e g e r CompassRate = 125 ;
pr i v a t e s t a t i c Double RobotFrameVel = 0 . 0 0 2 ; / / 0 . 0 008 ;
pr i v a t e s t a t i c Double RobotFrameRot = 0 . 0 0 01 ; / / i n Rads
pr i v a t e s t a t i c Double B r i d g eEa s t = 7 0 . 0 ; / / Eas t end o f t h e b r i d g e
pr i v a t e s t a t i c Double Br idgeWest = 8 0 . 0 ; / / West end o f t h e b r i d g e
pr i v a t e Double GPSX, GPSY, IMUAccelX , IMUAccelY , IMUAccelZ , HeadingX , HeadingY , Heading ,
XOdo , YOdo , Theta , OldFrameVel , OldFrameRot , OldActualX , OldActualY ,
OldActua lHeading , Ac tua lSpeed ;
pr i v a t e Double ActualX , ActualY , Ac tua lHead ing ;
pr i v a t e Random r = new Random ( ) ;
pr i v a t e I n t e g e r S t epCa l c ;
pr i v a t e Boolean Simple , Stop , Go , S t a r t , Aim ;
pr i v a t e Vector<Po in t> Po i n t s ;
pr i v a t e Po i n t New ;
pr i v a t e I n t e g e r Po i n tCoun t e r , NumPoints ;
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pub l i c RunMaker ( boolean GPSMalfun , boolean IMUMalfun , boolean CompassMalfun , boolean
OdoMalfun , boolean GPSBridge , I n t e g e r RunDura t ion ) {
GPSMal = GPSMalfun ;
IMUMal = IMUMalfun ;
CompassMal = CompassMalfun ;
OdoMal = OdoMalfun ;
GPSBrid = GPSBridge ;
RunLength = RunDura t ion ;
Cur ren tRun = 0 ;
GPSX = 100 . 0 ;
GPSY = 100 . 0 ;
IMUAccelX = 0 . 0 ;
IMUAccelY = 0 . 0 ;
IMUAccelZ = 0 . 0 ;
HeadingX = 0 . 0 ;
HeadingY = 0 . 0 ;
Heading = Math . PI / 2 ; / / Facing N
XOdo = 0 . 0 ;
YOdo = 0 . 0 ;
The ta = 0 . 0 ;
/ / OldFrameVel = 0 . 0 ;
/ / OldFrameRot = 0 . 0 ;
OldActualX = ActualX = 10 0 . 0 ;
OldActualY = ActualY = 10 0 . 0 ;
OldAc tua lHead ing = Ac tua lHead ing = Math . PI / 2 ; / / Facing N
OutputLock = f a l s e ;
DLock = f a l s e ;
CLock = f a l s e ;
F i n i s h e d = f a l s e ;
Updated = f a l s e ;
S t epCa l c = 0 ;
Simple = t rue ;
}
pub l i c RunMaker ( boolean GPSMalfun , boolean IMUMalfun , boolean CompassMalfun , boolean
OdoMalfun , boolean GPSBridge , Vector<Po in t> F r e s h P o i n t s ) {
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GPSMal = GPSMalfun ;
IMUMal = IMUMalfun ;
CompassMal = CompassMalfun ;
OdoMal = OdoMalfun ;
GPSBrid = GPSBridge ;
/ / RunLength = RunDurat ion ;
Curren tRun = 0 ;
GPSX = 500 . 0 ;
GPSY = 500 . 0 ;
IMUAccelX = 0 . 0 ;
IMUAccelY = 0 . 0 ;
IMUAccelZ = 0 . 0 ;
HeadingX = 0 . 0 ;
HeadingY = 0 . 0 ;
Heading = Math . PI / 2 ; / / Facing N
XOdo = 0 . 0 ;
YOdo = 0 . 0 ;
The ta = 0 . 0 ;
/ / OldFrameVel = 0 . 0 ;
/ / OldFrameRot = 0 . 0 ;
OldActualX = ActualX = 50 0 . 0 ;
OldActualY = ActualY = 50 0 . 0 ;
OldAc tua lHead ing = Ac tua lHead ing = Math . PI / 2 ; / / Facing N
Actua lSpeed = 0 . 0 ;
OutputLock = f a l s e ;
DLock = f a l s e ;
CLock = f a l s e ;
F i n i s h e d = f a l s e ;
Updated = f a l s e ;
S t epCa l c = 0 ;
Simple = f a l s e ;
P o i n t s = F r e s h P o i n t s ;
P o i n tCoun t e r = 0 ;
NumPoints = P o i n t s . s i z e ( ) ;
S t a r t = t rue ;
Aim = f a l s e ;
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Stop = f a l s e ;
Go = f a l s e ;
}
pub l i c vo id s t e p ( ) {
i f ( DLock == f a l s e && CLock == f a l s e ) {
StepLock = t rue ;
Cur ren tRun += T imes t e pS i z e ;
S t epCa l c += T imes t epS i z e ;
i f ( S imple ) { / / Check t y p e o f c a l c u l a t i o n
i f ( Cur ren tRun < RunLength ) {
/ / Do a s t e p f o r S imp le E l l i p s e method
Double RFrameVel = RobotFrameVel ;
Double RFrameRot = RobotFrameRot ;
i f ( Cur ren tRun <= 1000) { / / F i r s t second , come t o
/ / speed . . .
RFrameVel = RFrameVel ∗ ( Cur ren tRun / 1000) ;
RFrameRot = RFrameRot ∗ ( Cur ren tRun / 1000) ;
}
/ / Genera te Ac t u a l Coo rd i na t e s
Actua lHead ing += RFrameRot ;
i f ( Ac tua lHead ing >= Math . PI ) {
Actua lHead ing −= (2 ∗ Math . PI ) ;
}
ActualX += RFrameVel ∗ Math . cos ( Ac tua lHead ing ) ;
ActualY += RFrameVel ∗ Math . s i n ( Ac tua lHead ing ) ;
} e l s e {
/ / We ’ re done !
F i n i s h e d = t rue ;
S tepLock = f a l s e ;
}
} e l s e i f ( P o i n tCoun t e r < NumPoints ) {
/ / Do a s t e p f o r Complex p o i n t t o p o i n t method
272
Appendix B (Continued)
Double Turn ingSpeed = RobotFrameRot ∗ 10 ;
/ / Old = new Po i n t ( OldActualX , OldAc tua lY ) ;
New = new Po i n t ( ActualX , ActualY ) ;
i f ( S top == t rue && Actua lSpeed > 0 . 0 ) {
/ / S top Case
Actua lSpeed = Ac tua lSpeed / 2 . 0 ;
i f ( Ac tua lSpeed < 0 . 0001 ) {
Actua lSpeed = 0 . 0 ;
S top = f a l s e ;
S t a r t = t rue ;
}
} e l s e i f (Go == t rue ) {
i f ( Ac tua lSpeed < RobotFrameVel )
Ac tua lSpeed += RobotFrameVel / 1000 ;
/ / Check t o s e e i f we ’ ve a ch i e v ed our p o i n t
i f ( P o i n t s . g e t ( P o i n tCoun t e r ) . d i s t T o (New) < 1) {
Stop = t rue ;
Go = f a l s e ;
P o i n tCoun t e r ++;
}
/ / Sys tem . ou t . p r i n t l n (”Go D i f f : ” + Po i n t s . g e t ( Po i n tCoun t e r ) . d i s t T o (New ) ) ;
} e l s e i f (Aim == t rue ) {
/ / C a l c u l a t e i f we ’ re f a c i n g t h e r i g h t d i r e c t i o n
Double Cu r r en tHead ing = New . g e tTh e t a ( P o i n t s . g e t ( P o i n tCoun t e r ) ) ;
i f ( ( Cu r r en tHead ing − Actua lHead ing ) == 0 . 0 ) {
Go = t rue ;
Aim = f a l s e ;
System . ou t . p r i n t l n ( ”And now we ’ r e go ing ! ” ) ;
} e l s e {
i f ( Cu r r en tHead ing < Actua lHead ing ) {
i f ( Ac tua lHead ing − Cur r en tHead ing >= Turn ingSpeed )
Ac tua lHead ing −= Turn ingSpeed ;
e l s e
Actua lHead ing = Cur r en tHead ing ;
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} e l s e {
i f ( Cu r r en tHead ing − Actua lHead ing >= Turn ingSpeed )
Ac tua lHead ing += Turn ingSpeed ;
e l s e
Actua lHead ing = Cur r en tHead ing ;
}
i f ( Ac tua lHead ing >= Math . PI )
Ac tua lHead ing −= (2 ∗ Math . PI ) ;
i f ( Ac tua lHead ing < −Math . PI )
Ac tua lHead ing += (2 ∗ Math . PI ) ;
}
/ / Sys tem . ou t . p r i n t l n (” Heading D i f f : ” + ( Curren tHead ing − Ac tua lHead ing ) ) ;
} e l s e {
/ / S t a r t must be t r u e
i f ( ! S t a r t )
System . ou t . p r i n t l n ( ” E r r o r ! How’d we end up he r e ? ” ) ;
i f ( S t a r t ) {
System . ou t . p r i n t l n ( ”Aiming a t new p o i n t ! ” ) ;
S t a r t = f a l s e ;
Aim = t rue ;
}
}
/ / Made our Speed Choices , e t c − upda t e A c t u a l s .
ActualX += Ac tua lSpeed ∗ Math . cos ( Ac tua lHead ing ) ;
ActualY += Ac tua lSpeed ∗ Math . s i n ( Ac tua lHead ing ) ;
/ / Sys tem . ou t . p r i n t l n (” S t a t e : S t a r t , Aim , Go , S top − ” + S t a r t + ” , ” + Aim + ” , ”
+ Go + ” , ” + S top ) ;
/ / Sys tem . ou t . p r i n t l n (” Speed , Heading , X and Y : ”+ Ac tua l Speed +
/ / ” , ” + Ac tua lHead ing + ” , ”+ Ac tua lX + ” , ” + Ac tua lY ) ;
} e l s e {
/ / We ’ re done !
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F i n i s h e d = t rue ;
S tepLock = f a l s e ;
}
i f ( Cur ren tRun % IMURate == 0 && ! F i n i s h e d ) {
/ / IMUUpdate !
Double XAcc = ( ActualX − OldActualX ) / Math . pow ( ( ( ( double ) IMURate ) / 1000) , 2 ) ;
Double YAcc = ( ActualY − OldActualY ) / Math . pow ( ( ( ( double ) IMURate ) / 1000) , 2 ) ;
XAcc += ( r . n e x t I n t ( 2 ) ∗ (−2) + 1) ∗ ( r . nex tDoub le ( ) ∗ IMUErr ) ;
YAcc += ( r . n e x t I n t ( 2 ) ∗ (−2) + 1) ∗ ( r . nex tDoub le ( ) ∗ IMUErr ) ;
/ / Check f o r ma l f u n c t i o n
i f ( IMUMal ) {
/ / P o s s i b l e t o Ma l f u n c t i o n
i f ( r . n e x t I n t ( MalfunProb ) == 1) {
/ / Oh grea t , now you ’ ve done i t !
System . ou t . p r i n t l n ( ”IMU ERROR” ) ;
XAcc = ( r . n e x t I n t ( 2 ) ∗ (−2) + 1) ∗ r . nex tDoub le ( ) ∗ 10 ;
YAcc = ( r . n e x t I n t ( 2 ) ∗ (−2) + 1) ∗ r . nex tDoub le ( ) ∗ 10 ;
}
}
IMUAccelX = XAcc ;
IMUAccelY = YAcc ;
IMUAccelZ = 0 . 0 ;
Updated = t rue ;
}
i f ( Cur ren tRun % GPSRate == 0 && ! F i n i s h e d ) {
/ / GPSUpdate !
i f ( r . n ex tBoo l ean ( ) )
GPSX = ActualX + ( r . nex tDoub le ( ) ∗ GPSErr ) ;
e l s e
GPSX = ActualX − ( r . nex tDoub le ( ) ∗ GPSErr ) ;
/ / Sys tem . ou t . p r i n t l n (” Ac t ua l X vs . GPSX”) ;
/ / Sys tem . ou t . p r i n t l n ( Ac tua lX ) ;
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/ / Sys tem . ou t . p r i n t l n (GPSX) ;
/ / Sys tem . ou t . p r i n t l n (GPSX − Ac tua lX ) ;
i f ( r . n ex tBoo l ean ( ) )
GPSY = ActualY + ( r . nex tDoub le ( ) ∗ GPSErr ) ;
e l s e
GPSY = ActualY − ( r . nex tDoub le ( ) ∗ GPSErr ) ;
/ / Sys tem . ou t . p r i n t l n (” Ac t ua l Y vs . GPSY”) ;
/ / Sys tem . ou t . p r i n t l n ( Ac tua lY ) ;
/ / Sys tem . ou t . p r i n t l n (GPSY ) ;
/ / Sys tem . ou t . p r i n t l n (GPSY − Ac tua lY ) ;
/ / check f o r ma l f u n c t i o n
i f ( GPSBrid ) {
/ / We have a b r i d g e ! Add mu l t i p a t h e r r o r s i f under t h e
/ / b r i d g e
i f ( ActualX < Br i d g eEa s t && ActualX > BridgeWest ) {
/ / Under b r i d g e !
/ / Sys tem . ou t . p r i n t l n (” Under t h e Br idge ”) ;
Double B r i d g eD i f f = B r i d g eEa s t − BridgeWest ;
i f ( r . n ex tBoo l ean ( ) )
GPSX = GPSX + ( r . nex tDoub le ( ) ∗ Br i d g eD i f f ) ;
e l s e
GPSX = GPSX − ( r . nex tDoub le ( ) ∗ Br i d g eD i f f ) ;
i f ( r . n ex tBoo l ean ( ) )
GPSY = GPSY + ( r . nex tDoub le ( ) ∗ Br i d g eD i f f ) ;
e l s e
GPSY = GPSY − ( r . nex tDoub le ( ) ∗ Br i d g eD i f f ) ;
}
}
i f (GPSMal ) {
/ / P o s s i b l e ?
i f ( r . n e x t I n t ( MalfunProb ) == 1) {
/ / J e e z . . .
System . ou t . p r i n t l n ( ”GPS ERROR” ) ;
276
Appendix B (Continued)
GPSX = 100 + ( r . n e x tGau s s i a n ( ) ∗ 80) ;
GPSY = 100 + ( r . n e x tGau s s i a n ( ) ∗ 80) ;
}
}
Updated = t rue ;
}
i f ( Cur ren tRun % CompassErr == 0 && ! F i n i s h e d ) {
/ / CompassUpdate !
Heading = Ac tua lHead ing + ( r . n e x t I n t ( 2 ) ∗ (−2) + 1) ∗ ( r . n e x tGau s s i a n ( ) ∗
CompassErr ) ;
i f ( CompassMal ) {
/ / P o s s i b l e ?
i f ( r . n e x t I n t ( MalfunProb ) == 1) {
/ / Omg
System . ou t . p r i n t l n ( ”COMPASS ERROR” ) ;
Heading = Math . PI / 2 ;
}
}
i f ( Heading >= Math . PI ) {
Heading −= (2 ∗ Math . PI ) ;
}
Updated = t rue ;
}
XOdo += ( ActualX − OldActualX ) + ( r . n e x t I n t ( 2 ) ∗ (−1) ) ∗ ( OdoErr ) ∗ ( ActualX −
OldActualX ) ; / /
YOdo += ( ActualY − OldActualY ) + ( r . n e x t I n t ( 2 ) ∗ (−1) ) ∗ ( OdoErr ) ∗ ( ActualY −
OldActualY ) ;
The ta += ( Ac tua lHead ing − OldAc tua lHead ing ) + ( r . n e x t I n t ( 2 ) ∗ (−2) + 1) ∗ ( 0 . 0 0 1 ) ∗
( Ac tua lHead ing − OldAc tua lHead ing ) ;
/ / OldFrameVel = RFrameVel ;
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/ / OldFrameRot = RFrameRot ;
OldActualX = ActualX ;
OldActualY = ActualY ;
OldAc tua lHead ing = Ac tua lHead ing ;
StepLock = f a l s e ;
}
}
/ / O therwise , wa i t f o r t h e Locks t o c l e a r !
pub l i c boolean F i n i s h e d ( ) {
i f ( F i n i s h e d )
System . ou t . p r i n t l n ( ”Time E l ap sed i n Seconds : ” + Cur ren tRun / 1000 ) ;
re turn F i n i s h e d ;
}
pub l i c boolean upda t ed ( ) {
i f ( Updated ) {
Updated = f a l s e ;
DLock = t rue ;
CLock = t rue ;
re turn ! Updated ;
}
re turn Updated ;
}
pub l i c S t r i n g getD ( ) {
/ / Get a Data S t r i n g
S t r i n g Data = ” ” ;
/ / (” t imes tamp , e l a p s ed t ime , IMUAccelX , IMUAccelY , IMUAccelZ , HeadingX ,
/ / HeadingY , HeadingAc tua l , unused , unused , unused , XOdo , YOdo , Theta ,
/ / GPSY , GPSX”) ;
Data = Data + ( ( double ) S t epCa l c ) / 1000 ;
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Data = Data + sDa taSpace ;
Data = Data + ( ( double ) Cur ren tRun ) / 1000 ;
Data = Data + sDa taSpace ;
Data = Data + IMUAccelX ;
Data = Data + sDa taSpace ;
Data = Data + IMUAccelY ;
Data = Data + sDa taSpace ;
Data = Data + IMUAccelZ ;
Data = Data + sDa taSpace ;
Data = Data + HeadingX ;
Data = Data + sDa taSpace ;
Data = Data + HeadingY ;
Data = Data + sDa taSpace ;
Data = Data + Heading ;
Data = Data + sDa taSpace ;
Data = Data + ”0” ;
Data = Data + sDa taSpace ;
Data = Data + ”0” ;
Data = Data + sDa taSpace ;
Data = Data + ”0” ;
Data = Data + sDa taSpace ;
Data = Data + XOdo ;
Data = Data + sDa taSpace ;
Data = Data + YOdo ;
Data = Data + sDa taSpace ;
Data = Data + The ta ;
Data = Data + sDa taSpace ;
Data = Data + GPSY;
Data = Data + sDa taSpace ;
Data = Data + GPSX;
DLock = f a l s e ;
i f ( CLock == f a l s e )
S t epCa l c = 0 ;
re turn Data ;
}
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pub l i c S t r i n g getC ( ) {
/ / Get a Con t r o l S t r i n g
S t r i n g Con t r o l = ” ” ;
/ / (” t imes tamp , e l a p s ed t ime , ActualX , Ac tua lY , A c t u a l Heading ”) ;
Con t r o l = Con t r o l + ( ( double ) S t epCa l c ) / 1000 ;
Con t r o l = Con t r o l + sDa taSpace ;
Con t r o l = Con t r o l + ( ( double ) Cur ren tRun ) / 1000 ;
Con t r o l = Con t r o l + sDa taSpace ;
Con t r o l = Con t r o l + ActualX ;
Con t r o l = Con t r o l + sDa taSpace ;
Con t r o l = Con t r o l + ActualY ;
Con t r o l = Con t r o l + sDa taSpace ;
Con t r o l = Con t r o l + Ac tua lHead ing ;
CLock = f a l s e ;
i f ( DLock == f a l s e )
S t epCa l c = 0 ;
re turn Con t r o l ;
}
}
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Point.java
package r u n b u i l d e r ;
pub l i c c l a s s Po i n t {
pr i v a t e Double x ; / / x−c o o r d i n a t e
pr i v a t e Double y ; / / y−c o o r d i n a t e
pub l i c Po i n t ( ) {
/ / From 0 t o 1
x = Math . random ( ) ;
y = Math . random ( ) ;
}
pub l i c Po i n t ( Double x , Double y ) {
/ / Po i n t c r e a t e d from # s
t h i s . x = x ;
t h i s . y = y ;
}
/ / R e t u rn s
pub l i c Double getX ( ) {
re turn x ;
}
pub l i c Double getY ( ) {
re turn y ;
}
pub l i c Double getR ( ) {
re turn Math . s q r t ( x ∗ x + y ∗ y ) ;
}
pub l i c Double g e tTh e t a ( ) {
re turn Math . a t a n2 ( y , x ) ;
}
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pub l i c Double g e tTh e t a ( P o i n t t h a t ) {
Double dx = t h a t . x − t h i s . x ;
Double dy = t h a t . y − t h i s . y ;
re turn Math . a t a n2 ( dy , dx ) ;
}
/ / Euc l i d ean d i s t a n c e be tween t h i s p o i n t and t h a t p o i n t
pub l i c Double d i s t T o ( P o i n t t h a t ) {
Double dx = t h i s . x − t h a t . x ;
Double dy = t h i s . y − t h a t . y ;
re turn Math . s q r t ( dx ∗ dx + dy ∗ dy ) ;
}
pub l i c S t r i n g t o S t r i n g ( ) {
/ / r e t u r n a s t r i n g r e p r e s e n t a t i o n o f t h i s p o i n t
re turn x + ” , ” + y ;
}
}
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Robot Statistics Code
robotstats
BaseDataCrunch.java
package r o b o t s t a t s ;
import j a v a . i o . Bu f f e r edReade r ;
import j a v a . i o . F i l eNo tFoundExcep t i on ;
import j a v a . i o . F i l eR e a d e r ;
import j a v a . i o . IOExcep t ion ;
import j a v a . u t i l . Scanne r ;
pub l i c c l a s s BaseDataCrunch {
/∗ ∗
∗ @param args
∗ /
pub l i c s t a t i c vo id main ( S t r i n g [ ] a r g s ) {
S t r i n g Con t ro lF i l eName = a r g s [ 0 ] ;
S t r i n g DataFi leName = a r g s [ 1 ] ;
t ry {
/ / Open t h e f i l e t h a t i s t h e f i r s t
/ / command l i n e parame te r
System . ou t . p r i n t l n ( ” A t t emp t i ng t o open ” + DataFi leName ) ;
F i l eR e a d e r f s t r e am ;
f s t r e am = new F i l eR e a d e r ( DataFi leName ) ;
/ / Conver t our i n p u t s t r eam t o a Da ta Inpu tS t r eam
Buf f e r edReade r i n = new Buf f e r edReade r ( f s t r e am ) ;
System . ou t . p r i n t l n ( ” F i l e Open ! ” + DataFi leName ) ;
System . ou t . p r i n t l n ( ” A t t emp t i ng t o open ” + Con t ro lF i l eName ) ;
Bu f f e r edReade r c i n = new Buf f e r edReade r (new F i l eR e a d e r ( Con t ro lF i l eName ) ) ;
System . ou t . p r i n t l n ( ” F i l e Open ! ” + Con t ro lF i l eName ) ;
/ / Con t i nue t o read l i n e s wh i l e
/ / t h e r e are s t i l l some l e f t t o read
/ / Blow pa s t t h e header
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i n . r e a dL i n e ( ) ;
c i n . r e a dL i n e ( ) ;
S t r i n g l i n e = ” ” ;
S t r i n g c l i n e = ” ” ;
I n t e g e r count , e coun t ;
coun t = ecoun t = 0 ;
Double sumX , sumY , esumX , esumY ;
sumX = sumY = esumX = esumY = 0 . 0 ;
Double sumSquareX , sumSquareY , esumSquareX , esumSquareY ;
sumSquareX = sumSquareY = esumSquareX = esumSquareY = 0 . 0 ;
whi le ( ( l i n e = i n . r e a dL i n e ( ) ) != nu l l && ( c l i n e = c i n . r e a dL i n e ( ) ) != nu l l ) {
/ / p u l l down a l i n e , t h en c ru sh i t
/ / Sys tem . ou t . p r i n t l n (” Reading a L ine ! ” ) ;
Scanne r s = new Scanne r ( l i n e ) ;
Scanne r c = new Scanne r ( c l i n e ) ;
/ / S k i p TS
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
s . n ex t ( ) ;
/ / Va lue s
Double Y = s . nex tDoub le ( ) ;
Double X = s . nex tDoub le ( ) ;
/ / Con t r o l Va lue s
c . n ex t ( ) ;
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c . n ex t ( ) ;
Double CX = c . nex tDoub le ( ) ;
Double CY = c . nex tDoub le ( ) ;
e coun t ++;
Double ErrX = Math . abs (CX − X) ;
Double ErrY = Math . abs (CY − Y) ;
esumX += ErrX ;
esumY += ErrY ;
esumSquareX += ErrX ∗ ErrX ;
esumSquareY += ErrY ∗ ErrY ;
i f ( e coun t % 1000 == 0)
System . ou t . p r i n t ( ” . ” ) ;
}
i n . c l o s e ( ) ;
c i n . c l o s e ( ) ;
Double emeanX = esumX / ecoun t ;
Double emeanY = esumY / ecoun t ;
Double es tdX = Math . s q r t ( esumSquareX / e coun t − emeanX ∗ emeanX ) ;
Double es tdY = Math . s q r t ( esumSquareY / e coun t − emeanY ∗ emeanY ) ;
System . ou t . p r i n t l n ( ” R e s u l t s ! ” ) ;
System . ou t . p r i n t l n ( ” E r r o r Mean : ” + emeanX + ” , ” + emeanY ) ;
System . ou t . p r i n t l n ( ” E r r o r STD : ” + es tdX + ” , ” + es tdY ) ;
} catch ( F i l eNo tFoundExcep t i on e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
285
Appendix C (Continued)
} catch ( IOExcep t ion e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
}
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Cruncher.java
package r o b o t s t a t s ;
import j a v a . i o . Bu f f e r edReade r ;
import j a v a . i o . F i l eNo tFoundExcep t i on ;
import j a v a . i o . F i l eR e a d e r ;
import j a v a . i o . IOExcep t ion ;
import j a v a . u t i l . Scanne r ;
import j a v a . u t i l . Vec to r ;
pub l i c c l a s s Crunche r {
/∗ ∗
∗ @param args
∗ /
pub l i c s t a t i c vo id main ( S t r i n g [ ] a r g s ) {
S t r i n g Con t ro lF i l eName = a r g s [ 0 ] ;
S t r i n g DataFi leName = a r g s [ 1 ] ;
t ry {
/ / Open t h e f i l e t h a t i s t h e f i r s t
/ / command l i n e parame te r
System . ou t . p r i n t l n ( ” A t t emp t i ng t o open ” + DataFi leName ) ;
F i l eR e a d e r f s t r e am ;
f s t r e am = new F i l eR e a d e r ( DataFi leName ) ;
/ / Conver t our i n p u t s t r eam t o a Da ta Inpu tS t r eam
Buf f e r edReade r i n = new Buf f e r edReade r ( f s t r e am ) ;
System . ou t . p r i n t l n ( ” F i l e Open ! ” + DataFi leName ) ;
System . ou t . p r i n t l n ( ” A t t emp t i ng t o open ” + Con t ro lF i l eName ) ;
Bu f f e r edReade r c i n = new Buf f e r edReade r (new F i l eR e a d e r ( Con t ro lF i l eName ) ) ;
System . ou t . p r i n t l n ( ” F i l e Open ! ” + Con t ro lF i l eName ) ;
/ / Con t i nue t o read l i n e s wh i l e
/ / t h e r e are s t i l l some l e f t t o read
/ / Blow pa s t t h e header
i n . r e a dL i n e ( ) ;
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c i n . r e a dL i n e ( ) ;
S t r i n g l i n e = ” ” ;
S t r i n g c l i n e = ” ” ;
I n t e g e r count , e coun t ;
coun t = ecoun t = 0 ;
Double sumX , sumY , esumX , esumY ;
sumX = sumY = esumX = esumY = 0 . 0 ;
Double sumSquareX , sumSquareY , esumSquareX , esumSquareY ;
sumSquareX = sumSquareY = esumSquareX = esumSquareY = 0 . 0 ;
whi le ( ( l i n e = i n . r e a dL i n e ( ) ) != nu l l && ( c l i n e = c i n . r e a dL i n e ( ) ) != nu l l ) {
/ / p u l l down a l i n e , t h en c ru sh i t
/ / Sys tem . ou t . p r i n t l n (” Reading a L ine ! ” ) ;
Scanne r s = new Scanne r ( l i n e ) ;
Scanne r c = new Scanne r ( c l i n e ) ;
/ / S k i p TS
s . n ex t ( ) ;
/ / Va lue s
Double X = s . nex tDoub le ( ) ;
Double Y = s . nex tDoub le ( ) ;
/ / R e s i d s
Double PX = s . nex tDoub le ( ) ;
Double PY = s . nex tDoub le ( ) ;
/ / Con t r o l Va lue s
c . n ex t ( ) ;
c . n ex t ( ) ;
Double CX = c . nex tDoub le ( ) ;
Double CY = c . nex tDoub le ( ) ;
coun t ++;
e coun t ++;
Double ErrX = Math . abs (CX − X) ;
Double ErrY = Math . abs (CY − Y) ;
sumX += PX;
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sumY += PY;
esumX += ErrX ;
esumY += ErrY ;
sumSquareX += PX ∗ PX;
sumSquareY += PY ∗ PY;
esumSquareX += ErrX ∗ ErrX ;
esumSquareY += ErrY ∗ ErrY ;
i f ( coun t % 1000 == 0)
System . ou t . p r i n t ( ” . ” ) ;
}
i n . c l o s e ( ) ;
c i n . c l o s e ( ) ;
Double meanX = sumX / coun t ;
Double meanY = sumY / coun t ;
Double emeanX = esumX / ecoun t ;
Double emeanY = esumY / ecoun t ;
Double stdX = Math . s q r t ( sumSquareX / coun t − meanX ∗ meanX ) ;
Double stdY = Math . s q r t ( sumSquareY / coun t − meanY ∗ meanY ) ;
Double es tdX = Math . s q r t ( esumSquareX / coun t − emeanX ∗ emeanX ) ;
Double es tdY = Math . s q r t ( esumSquareY / coun t − emeanY ∗ emeanY ) ;
System . ou t . p r i n t l n ( ” R e s u l t s ! ” ) ;
System . ou t . p r i n t l n ( ” Res id Mean : ” + meanX + ” , ” + meanY ) ;
System . ou t . p r i n t l n ( ” Res id STD : ” + stdX + ” , ” + stdY ) ;
System . ou t . p r i n t l n ( ” E r r o r Mean : ” + emeanX + ” , ” + emeanY ) ;
System . ou t . p r i n t l n ( ” E r r o r STD : ” + es tdX + ” , ” + es tdY ) ;
} catch ( F i l eNo tFoundExcep t i on e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
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} catch ( IOExcep t ion e ) {
/ / TODO Auto−gen e r a t e d ca t c h b l o c k
e . p r i n t S t a c k T r a c e ( ) ;
}
}
}
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