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I. INTRODUCTION
P
OWER systems are continuously monitored in order to maintain normal and secure operating conditions. Based on the measured data, state estimation (SE) provides accurate information about power system operating conditions including line flows, power injections, voltage magnitudes, and phase angles, etc. The SE tools have experienced significant developments and improvements since it was introduced in the late 1960s [1] .
The implementation of SE over a whole interconnected power system is becoming a challenging problem. On the one hand, the power system is becoming larger and more complex as more and more renewable and distributed generators are integrated [2] . On the other hand, the deregulation of the power industry leads to creations of multiple local utilities or independent system operators (ISOs). Those entities tend to operate their control areas independently and also maintain SE over their own control areas [3] .
Existing algorithms for SE target at improving computational speed and accuracy. Based on properties of the power system, the sparse matrix techniques and fast decoupled methods [4] are applied to improve the computational speed of the state estimator. Other techniques such as QR factorization and Hachtel's augmented matrix approach [5] have also been investigated to improve the converging speed of SE algorithms. Most of the existing methods for SE are deployed in a centralized way. For multiarea power systems consisted of multiple local utilities or ISOs, centralized SE for such large system might experience problems due to size of the system and difficulties with data collection [3] .
The concept of distributed SE is proposed for large-scale power system in [6] . Methods for distributed SE normally decompose the SE problem into several subproblems, and solve the subproblems coordinately. Different algorithms have been designed based on the decomposition techniques. In [6] , the decomposition of SE problem is conducted by simply neglecting the off-diagonal elements of the gain matrix, which may cause problems if there are lots of interconnection branches between areas. Dasgupta and Swarup proposed a tie-line constrained distributed SE method for multiarea SE in [7] . The solution requires the proper selection of tie-lines and proper partition of the original systems. The Lagrangian relaxation approach was proposed in [8] for decentralized SE, wherein the state variables are divided into interior variables and border variables. In [9] , the alternating direction method of multipliers is used for the distributed SE. Costa et al. proposed an estimation fusion method for distributed SE in [10] ; however, the method is not strictly distributed because a fusion module is still required to coordinate all the distributed estimators.
In [11] , the authors proposed a two-level distributed SE scheme. The lower level estimates local states of local areas in a distributed way and the higher level coordinates all areas. However, the higher coordination level needs to access all outputs of local levels, and a complicated centralized communication network is inevitably required. Similar to [11] , the authors of [12] investigated the two-level distributed SE scheme. The proposed SE methods decompose the original system into several nonoverlapping subsystems plus an interconnection tie-line area. The proposed methods require not only the entire system being observable, but also the decomposed subsystems being observable.
The above distributed SE methods usually require the observability of decomposed subsystems, which requires more redundancy of measurements. In addition, a coordination level is usually required to gather information from all local areas, which increases the complexity and difficulty for the algorithm implementation. In [13] , a distributed data processing method is proposed, while in [14] a method for multi-area SE is developed. Both these two methods are based on the distributed LU algorithm and can solve the bad data detecting and SE problems in a distributed fashion. However, the distributed LU algorithm is only suitable for linear observation models.
Additionally, current topology identification (TI) and SE are studied separately and SE is implemented based on the assumption that the topology of the power system is known and unchanged. However, for the power system with increasing penetration of renewable and distributed generation, the topology of the power system tends to vary from time to time. Therefore, to achieve accurate estimated states of the power system, an integrated solution for distributed TI and SE that is scalable, adaptive, and accurate is preferred.
In this paper, an integrated solution for multiarea power systems TI and SE is proposed. According to the proposed solution, both problems are formulated as weighted least square problems. The distributed subgradient algorithm is first utilized to solve the TI and SE problems in a distributed way. The proposed solution is implemented via multiagent system (MAS), which is flexible, reliable, less expensive to implement. It requires neither a central coordinator nor a complicated communication network to support information exchange, and can successfully identify the network topology as well as obtain comparable estimates of the system states as centralized solutions.
This paper is organized as follows. Section II provides the measurement model for multiarea power system. Section III introduces the distributed subgradient algorithm for MASbased optimization. Section IV presents the distributed integrated solution for TI and SE. Section V introduces the implementation of proposed solution. Section IV provides case studies to demonstrate the performance of the proposed solution. Section VII concludes this paper.
II. MEASUREMENT MODEL OF MULTIAREA POWER SYSTEM
A power system with n buses is partitioned into r nonoverlapping control areas (subsystems). A i denotes the ith control area with n i buses and m i measurements. The areas are connected by tie-lines or transformer branches, as depicted in Fig. 1 [3] .
The measurement model of the multiarea TI and SE can be formulated as
where
T is the global vector of the system states that includes voltage magnitudes and phase angles. n s is the total number of state variables to be estimated for the whole system.
T is a vector of nonlinear functions of state variables;
T is the vector of measurement errors, which is usually modeled as a Gaussian random vector.
The TI and SE problems for multiarea power systems can be modeled as an optimization problem. In this paper, the weighted least square approach is used, with the objective function being formulated as
where R i is the weight matrix for the measurements at area A i . In addition, two assumptions are customarily made. 1) Measurements errors have a normal distribution with zero mean, i.e., E(e
For a centralized solution, a central control center collects data from all control areas and a powerful processor as well as complicated communication network are necessary. For the proposed distributed solution, each control area is assigned with an agent. The agent is responsible for local measurements and can communicate with its neighboring agents for information exchange. The distributed TI and SE are realized by a distributed subgradient algorithm that is introduced in Section III.
III. DISTRIBUTED SUBGRADIENT ALGORITHM FOR MAS-BASED OPTIMIZATION
First introduced by Tsitsiklis, the distributed subgradient algorithm was developed for the optimization of distributed computation models. In [15] and [16] , the authors further developed the algorithm for distributed multiagent optimization. For a system with r agents and n s optimization variables, the objective for the multiagent optimization is to cooperatively minimize the global objective function defined as
where x = [x 1 , x 2 , . . . , x ns ] is the vector of optimization variables, f i (x) : R ns → R is local objective function of agent i, known only by agent i. Each agent i has information only about f i (x), and minimizes it through information exchange with other agents. To solve (3), according to [16] , each agent starts with a local initial estimate of the global optimal solution of problem (3), denoting by x i (0). An agent communicates with its neighboring agents and update its estimates iteratively.
At each iteration, agent i receives information x(k) from its neighboring agents j and updates its estimate as follows:
where N i is the set of indices of neighboring agents of agent i. a ij is the updating weight between agent i and agent j and a ii is the self-updating weight of agent i. The scalar α i is the step-size used by agent i. The methods used to set weights as well as step-size can be found in [15] . The vector
According to (4), during optimization an agent maintains a local estimation of the global optimal solution and adjusts its estimation according to its locally calculated subgradient as well as its neighbors' up-to-date estimations. When the algorithm converges, (4) satisfies two conditions: 1) d i (∞) = 0 for all i, which is the "stopped" model discussed in [15] and 2)
, for all i. These two conditions guarantee that optimal solutions obtained by all distributed agents can converge to the global optimal solution x * . For convenience, the convergence analysis of the distributed subgradient algorithm is summarized as follows. Let A(k) denote the r×r matrix with elements being a ij s, and the ith column of A(k) is denoted by a i (k). Then, for the iterates generated by (4), we have for any i, and any s and k with k≥s
Let Φ(k, s) denote the transition matrix
while the entry in ith column and jth row of Φ(k, s) is given by
Assume that a common constant step-size α is adopted by all agents, by setting s = 0, (5) can be rewritten as
The "stopped" model supposes that agents cease computing d j (k) after some k iterations, such that d j (k) = 0 for all j and k with k≥k. Let x i (k), i = 1, . . . , r be the sequences of the estimates generated by the agents in this case. Then, from (6), we have for all i
Since (7) holds for any k, by re-indexing k with k, one can obtain
When the optimal solution set x is nonempty, again, according to [15, Lemma 5] , we have
where 
where η is a scalar with 0 < η < 1 [15, Assumption 1(a)] and B 0 = (r − 1)B with B being the intercommunication interval bound [15, Assumption 3, Lemma 4(c)]. Define the averaging vectors to approximate optimal solution as follows [17] , [15] :
Using the [15, Proposition 3] , the upper bounds on the objective function cost f ( y) and f ( x) are estimated by
where L 1 is the upper bound of the subgradient of f j (·) at x(k), and C = 1 + 8rC 1 .
Formula (10) shows the error between y(k) and x i (k) is bounded by a constant that is proportional to the step-size α while (9) indicates that the distance between y(k) and x is also bounded. Accordingly, the distance between x i (k) generated by (4) and x is bounded. The upper bound on f ( x i (k)) provided in (12) shows that the error from the optimal value f consists of two terms: the first one is inversely proportional to the step-size α and decreases to zero at rate 1/k; and the latter one is proportional to step-size α, L, C, and C 1 [15] , [16] . Thus, from (11) to (12) , one can conclude the distributed subgradient algorithm can converge with proper settings of α and Φ(k, s), and detailed proofs can be found in [15] and [16] .
In Section IV, the distributed subgradient algorithm is employed to solve TI and SE problems.
IV. DISTRIBUTED TI
TI can identify topology changes by checking estimated states based on the measurements; therefore, it can be used as a preprocessing procedure for SE. The proposed method for TI has two steps. The first step is to estimate states based on the distributed solving of the weighted least square problem using the distributed subgradient algorithm. The second step is to apply the statistical test to identify topology errors.
A. Measurement Modeling
The measurement model follows the general form given in (1). However, for both TI and SE, one needs to derive models that relate measurements to state variables. For TI, the decoupled dc power flow model is used, and power only power measurements are utilized. As shown in Fig. 2 , these measurements include: 1) active power flows in branch k − l, P kl and P lk ; 2) reactive power flows in branch k − l, Q kl and Q lk ; 3) active power injections at buses k and l, P k and P l ; 4) reactive power injections at buses k and l, Q k and Q l . The active and reactive power flows located at one end of a branch (referred as sending end) are selected as state variables. 
1) Active Power Measurement Modeling:
If a branch has a single active power flow measurement, the state variable is defined according to that active power flow measurement; otherwise, it is either end of active power flows of that branch. Define the active power flow associated with the state variable as the sending end active power flow, and the active flow of the other end as the receiving end active power flow.
For a branch that connects node k to node l, the active power flow for the sending and receiving end can be represented as [18] 
where x pi is the state variable corresponding to this branch, e P,kl and e P,lk are measurement errors for active power flows of both ends. P L,kl in (13) is the active power loss of the branch k − l, which can be represented as
where V k and V L are voltage magnitudes at the nodes k and l, respectively. δ kl = δ k − δ l , denotes the voltage angle difference across the branch k − l, δ k and δ l are voltage phase angles at nodes k and l, respectively, and G kl is serial conductance defined as
With dc power flow model, δ kl can be written as
Substituting (15) into (14) and setting
Accordingly, (13) can be rewritten as
Active power injections at bus k and l are
Denote state variables associated with active power flows with an n b -dimensional vector x P and active power measurements with an m P -dimensional vector z P . Here, n b is the number of branches and m P is the number of active power measurements. Thus, the overall active power measurement model can be represented as
where e P is a m P -dimensional random error vector with mean zero and known covariance matrix
P mP . For TI, the simplified dc power flow model is sufficient for most of operating conditions. Under some extreme conditions, such as when the power flow of a branch is extremely small, the dc power flow may indicate a wrong TI. However, the following SE based on the identified topology will still be acceptable because the power flow is so small and can be neglected. For most SE-based applications, the inaccuracy is acceptable.
2) Reactive Power Measurement Modeling: Similar to that of active power, when a branch is provided with a single reactive power flow measurement, the state variable is defined to associate with this measurement, otherwise, it is defined using reactive power flow of either end of the branch. According to Fig. 2 , the reactive power on both ends of a branch can be represented as [18] (20) where Q L,kl is the reactive power loss of the branch k − l, which can be represented as
where B kl is the serial susceptance defined as:
. Again, based on dc power flow model, (21) can be rewritten as
Notice that the reactive power loss in (22) depends on the state x P i , which can be approximated usingx P i through active power estimation. Thus, (22) is rewritten aŝ
Accordingly, (20) is rewritten as
AsQ L,kl is independent of the state variable x Qi , it can be calculated once the active power estimationx P i is obtained.
The reactive power injection at bus k and l are given by
The reactive power measurement model can be written in a matrix form as
where z Q is the m Q -dimensional reactive power measurement vector with m Q being the number of reactive power measurements. x Q is the state vector of reactive power flows with the dimension of n b , and e Q is an m Q -dimensional random error vector with zero mean and known covariance matrix,
QmQ .
B. Distributed TI
By dropping the subscripts P and Q, the active and reactive power models in (19) and (26) can both be generalized as
For multiarea TI, the measurement model follows the same form as (1) . To estimate the states (power flow of all branches), the local objective function is defined as
For the TI using active and reactive power flow measurements, the overall objective function can be written as
Since (29) is the same as (3), the distributed subgradient algorithm can be used to solve it in a distributed way. According to the algorithm, each agent starts with an initial estimate of the global optimal state as
It should be noted that x i 0 can be initialized with either of the following two methods, i.e., 1) a vector of all zeros or 2) a vector of corresponding measurements. The algorithm can converge with both initialization methods. However, the second initialization method can obtain better performance, thus, is utilized in this paper.
At each iteration, agents update theirs estimates according to (4) . The subgradient in (4) is calculated as
Notice that for each agent (area) the calculation of the subgradient only needs the information of local measurements and current estimated states of this agent. In addition, the algorithm does not require the observability for a specific area provided that the entire system is observable. As will be demonstrated later.
C. Statistical Test for Topology Error Identification
After estimates of state variablesx i s are obtained, a robust statistical test method introduced in [18] is applied for each area to identify the topology configuration.
The basic idea of the robust statistical test is to compare the amplitude of the standardized flow estimate given by (32) to a given cutoff value M 0
In ( 
According to Huber [19] , cov(x) is given as
whereŝ x is an appropriate scale estimate. For Gaussian measurement errors, various test systems with Monte Carlo simulations yield thatŝ x = 1.2 [18] . If the amplitude of standardized flow is found to be smaller than M 0 , it means that the standardized flow is so small that the branch most likely is disconnected. Thus, the corresponding branch is labeled as "disconnected." Otherwise, the associated branch is labeled as "connected." In this paper, M 0 is set to 2.0. The setting of the cutoff value is based on experience via numerous test cases. Our test results show that setting cutoff value to 2.0 can achieve good performance for TI.
Notice that, a specific area only needs to carry out the statistical test to check statuses of associated branches within its area. Thus, this test can also be completed in a distributed way.
V. DISTRIBUTED SE
SE aims at estimating voltage magnitudes and phase angles based on network configuration and measurements. For simplicity, it is assumed that the topology of power network has been accurately identified. Compared with TI, various measurements are used for SE, which include active/reactive power flows, active/reative power injections, and bus voltage magnitudes.
It should be pointed out that the simplified dc-PF model can provide accurate TI, as will be demonstrated in the simulations. The ac-PF model could also be applied but the algorithm will be more complicated and take much more iterations to converge. Thus, to improve the response speed of TI, dc-PF model is used. To realize accurate SE, coupled ac-PF model is used afterward based on the identified topology, which is introduced as follows.
By denoting the active power flow measurement vector as P line , active power injection measurement vector as P bus , the reactive power flow measurement vector as Q line , the reactive power injection measurement vector as Q bus and the voltage magnitude measurement vector as V line , the overall measurement vector can be expressed as
T . Rearrange state variables as a vector x = [δ T , V T ] T , the overall measurement model becomes exactly the same as (27) and the objective function for multiarea SE can be formulated the same as (29). As discussed before, (29) can be solved by using distributed subgradient algorithm according to (4) . During implementation, each agent is initialized with the so-called flat-start conditions as
where 0 and 1 are constant vectors that used to initialize the bus voltage phase angles and magnitudes, respectively. Here, the subgradient in (31) is calculated according to the newly formed objective function, where the Jacobian matrix can be calculated according to
It is worthy to point out the SE follows the same procedure as that of TI, and both can be implemented in a distributed way. In addition, according to [15] and [16] , the distributed subgradient algorithm only requires decomposed local objective functions to be convex, and does not require each local area to be observable. Thus, the decomposition of areas is flexible.
Notice that the power system considered in this paper is assumed to be partitioned into nonoverlapping subsystems. The interconnection branch can be partitioned into either of the two areas that it is connected to and handled the same way as the other branches.
VI. IMPLEMENTATION OF THE INTEGRATED MAS-BASED SOLUTION FOR TI AND SE
According to the proposed solution, each area is assigned with an agent. Each agent is responsible for data acquisition within its corresponding area and communication with its neighboring agents for information exchange. In this paper, an agent is responsible for data acquisition and processing within the assigned area, and also can interact with its neighboring agents through information exchange. The way the algorithm is implemented, i.e., the function of the local controllers (agents) and the way the agents interact with each other show that the distributed control system has the properties of agents defined by Wooldridgem [20] , thus it can be defined as an MAS. The MAS can be developed based upon Java Agent DEvolopment (JADE) Framework, which can be found in [21] .
The information flow and function modules within an agent are illustrated in Fig. 3 . It can be seen that only estimated states x i [k]s are exchanged between local control areas and the amount of data exchanged is not affected by the configuration of network topology and measurement placement. The proposed MAS-based algorithms can be implemented based on the different frameworks such as Java Agent DEvolopment (JADE) Framework [21] or Presage2 in [22] . Basically, JADE is a software platform that provides basic middleware-layer functionalities that are independent of the specific applications. The JADE-based code can run on variable operation systems, such as Windows, Android, and iOS. We had tested JADE for distributed algorithm implementation and run the code on Windows-based NanoPCs and Androidbased Tablets [23] . Other hardware platform such as the ARMand DSP-based control boards can also be used to implement MAS-based algorithms.
Logically speaking, the TI and SE are two function modules of the proposed scheme. The result of TI is used in SE but SE has not impact on TI. Table III shows that the estimated phase angles deviate significantly from the true values if topology changes are not identified in time. Thus, TI, as a preprocessing procedure for SE, should be executed before SE during implementation. As the distributed communication and computation mechanisms are the same for both TI and SE, one does not need to distinct one from the other. Actually, TI can be looked as an accuracy-improvement component for SE. After the algorithm converges, only the estimated states are of interest whereas the identified topology can be looked as a useful by-product that can be used in contingency or security analysis and so on.
VII. SIMULATION STUDIES
In this section, the performance of the proposed integrated TI & SE solution is evaluated with four test systems: 1) IEEE-14 bus system; 2) 120-bus system; 3) 590-bus system; and 4) 1062-bus system.
A. IEEE 14-Bus System
The system is partitioned into four areas. The network topology and measurement placements are shown in Fig. 4 . Each power flow/injection sensor measures both active and reactive flows/injections. The system has a total 52 measurements, which include 40 branch power flows, eight-bus power injections, and four-bus voltage magnitudes. It is assumed that all measurements are corrupted by additive Gaussian noises with equal variances σ 2 = 0.0001. In order to test the proposed algorithm, the branch 4 − 5 is intentionally disconnected. The communication network for the agent communication is also shown in Fig. 4 . It should be noted that the communication topology can be designed in different ways. The only requirement is that the communication topology must be complete, meaning that the agents are directly or indirectly connected [15] . In practice, the design should consider both algorithm performance (speed, reliability, and so on) and implementation cost. In addition the designed communication network topology satisfies the N − 1 rule [23] , which means that the distributed algorithm can still work properly if any one of communication link is lost.
Both MAS-based TI and SE algorithms are tested using numerical simulations. The centralized weighted least square state estimator introduced in [24] provides a benchmark for performance comparison.
1) Test of TI:
For TI test, only the 48-active and reactive power measurements are utilized. The actual state of branch 4 − 5 is "disconnected," and the goal of TI is to identify disconnection of branch 4 − 5.
It should be noted that both dimensions of state vectors for TI using active and reactive power measurements are 20 since IEEE-14 bus system has a total of 20 branches. Therefore, the exchanged data between agents during iteration are a 20-dimensional vector, which is small considering that there is a total of 48 measurements being used.
Based on the distributed TI algorithm, four estimated active power flows P 4−5 , P 7−8 , P 6−13 , and P 9−14 are shown in Fig. 5 . For each area, the states corresponds to this area are initialized with measured flows while the states corresponds to other areas are initialized with zeros. As shown in figures, the proposed distributed algorithm takes about 100 iterations to converge and converged values are same as that using centralized methods. The converged flows for branch 4 − 5 for all four areas are shown in Fig. 6 . Notice that, the converged flow (P 4−5 ) for all four areas reach consensus, which is one convergence condition for the distributed subgradient algorithm. When the algorithm converges, subgradients for local objective functions in all fours areas approach zero value. Accordingly, objective functions of all areas stop decreasing, as shown in Fig. 7 , which is the other convergence condition for the distributed subgradient algorithm, as discussed previously.
Recall that the actual state of branch 4 − 5 is "disconnected." However, based on the previous outdated topology information, estimated active and reactive power flows of branch 4 − 5 are about 0.12 and 0.08 p.u., respectively, which deviate a lot from the true values (both are zero as the branch is open). By applying the statistical test introduced previously, one can identify this topology error. The statistical tests results with P and Q measurements are shown in Tables I and II, respectively. As mentioned earlier, the cutoff value for the standardized flow is set to 2.0. As one branch can transmit both active and reactive power, a branch is identified as "disconnected" only if statistical tests using both active and reactive power flow measurements identify it as "disconnected." Synthesize Tables I  and II , one can see that only statistical tests for branch 4 − 5 satisfy this requirement. Thus, branch 4 − 5 is identified as "disconnected," which is consistent with the actual topology configuration. From Tables I and II , one can also observe that the identified topology configuration using proposed distributed algorithm is same as that with centralized methods.
2) Test of SE:
The SE are conducted-based under the TI outcome, wherein branch 4 − 5 is disconnected. All 52 measurements are utilized here to improve the accuracy of the estimated states. Now, the state variables are defined as
Area 2 δ 6 , δ 11 , δ 12 , δ 13 , V 6 , V 11 , V 12 , V 13 Area 3 δ 9 , δ 10 , δ 14 
The evolution of voltage phase angle (δ 5 ) at bus #5 for all areas is shown in Fig. 8 . As shown in the figures, the proposed distributed algorithm for SE takes about 800 iterations to converge. Compared with TI, the SE takes more iterations to converge since ac-PF model instead of dc-PF is used and more measurements are adopted. 3) Observability Analysis: The observability of each area depends on the rank of local measurement Jacobian matrix (rank h i ) [3] . An area A i is observable if and only if
where n i s is the number of states to be estimated within Area A i .
The rank tests for local measurement Jacobian matrix h i s according to measurement placements given in Fig. 4 are as follows:
According to state variables defined in (37), it can be verified that each area is observable. In addition, the system-wide measurement Jacobian matrix has a rank of 22 with voltage magnitudes of PV buses being excluded, thus, the whole system is also observable.
To further test the proposed algorithm, measurements related to branch 6 − 11 (including active and reactive power flow measurements) are deleted. Under this circumstance, rank tests for local measurements Jacobian matrix are provided as
Therefore, area A 3 becomes locally unobservable. Actually, after measurements related to branch 6 − 11 are deleted, states of bus #11 (δ 11 , V 11 ) become unobservable in Area #3. However, the whole system is still globally observable as the system-wide measurement holds the rank of 22. The estimated state (δ 11 ) is shown in Fig. 9 . It shows that even if A 3 is locally unobservable, the converged value is the same as that without deletion of measurement related to branch 6 − 11. Similar phenomena can also be observed for other states. The proposed During implementation, an agent only exchanges estimated states with its neighboring agents, data transmission of large amount of measurements is avoided and the communication time for collecting measurements data from multiple dispersed areas can be significantly reduced. Furthermore, the proposed algorithm does not need to calculate the inverse of the gain matrix (most of centralized methods do), which can reduce computation time, and is helpful when the gain matrix is ill-conditioned. Thus, the proposed algorithm is more computational efficient and stable.
B. Large Test Systems
In this section, three systems with various configurations for TI are tested to evaluate the proposed distributed approach. The configurations of the test systems are summarized in Table IV , where n b is the total number of the branches, n A is the number of areas, n bp is the average number of branches per area, and n tp is the number of the topology errors to be identified. The communication network configurations of the test systems are shown in Fig. 10 .
A selected state variable for each test system is shown in Fig. 11 . As shown in the figure, it takes 50 iterations to converge for 120-bus system, 120 iterations for 590-bus system, and 120 iterations for 1062-bus system. The test results for these systems are summarized in Table V . It can be observed that for the 520-and 1062-bus system, the time consumed for one iteration is almost the same. In addition, compared with the centralized algorithm, the computation time of the proposed algorithm is greatly reduced as it distributes the computation burden among multiple agents.
For distributed MAS-based algorithms implementation, we had tested the configuration with both a single agent computer and multiple agents/computers [23] . Currently, the tests for the TI and SE solutions were conducted with a single computer. The message transmitted between agents should include two parts: 1) the header; and 2) the actual state vector. The header has two elements: 1) the agent ID; and 2) the iteration number. The state vector contains voltage magnitudes and phase angles of all buses. For the 14-bus system, the state vector has 14*2 = 28 elements. Each of the element can be coded using 16 bits. Thus, the overall size of the message is (2 + 28)*16 = 512 bits. According to simulation, the 14-bus system requires 1000 iterations for the integrated TI and SE solutions to converge. Due to the simple operation during an iteration, the computation time can be neglected. If one wants to achieve convergence in 3 min, the minimum communication bandwidth is only 512*1000/180 = 2.84 Kbit/s. Similarly, the bandwidth requirements can be estimated based on size of system/message, convergence speed (number of iterations), and expected performance (time in seconds) for the other test systems, such as 21 Kbit/s for the 120-bus system, 105.7 Kbit/s for the 590-bus system, and 188 Kbit/s for the 1062-bus system. It can be seen that the proposed solution does not pose strict requirement on communication.
In practice, the proposed integrated TI and SE schemes can be integrated into the energy management system (EMS) of each control area as one function module. For each area, the EMS needs to coordinate with the corresponding supervisory control and data acquisition (SCADA) system and communicate with its neighboring control areas for information exchange through distributed communication network.
Concerns should also be taken that the actual processing time of the proposed state estimator is decided by size of the power system, topology and speed of communication network, data processor capability of the control center, and so on. Based on our experience, the processing time of the proposed state estimator will not exceed 2 min. Taking the largest 1062-bus system as an example, convergence of the MATLABbased simulation takes about 1000 iterations that corresponds to 72 s for a PC with an Intel(R) Core(TM) i7-4770 CPU and 8.0 GB RAM. If a 10-Mbit/s communication network is used, the total communications only take about 3 s to converge. Thus, the SE process could complete within 75 s under ideal conditions. If the algorithm is implement in C and further optimized, the processing speed will be further improved. As discussed above, the proposed state estimator needs to coordinate with the SCADA system. Consider the update interval for the commissioned SCADA systems ranges from 3 to 10 min, the proposed solution is fast enough to complete within the SCADA time frame.
The integration of intermittent energy resources such as solar and wind energy into power grid significantly increases uncertainties. To counteract the uncertainties, accurate and fast SE solutions with reduced communication requirements are preferable. One can apply the event-triggered SE methods such as these introduced in [25] to further improve the proposed distributed solution.
VIII. CONCLUSION AND DISCUSSION
In this paper, a fully distributed integrated solution for multiarea TI and SE are proposed. The proposed solution is implemented via MAS based on a distributed subgradient algorithm. It requires a simple communication network with limited amount of data exchange and does not need the extensive matrix inversion of gain matrix, thus it is quite efficient in term of communication and computation. Simulation results demonstrate that the proposed solution is is flexible, reliable and has potentials in applications of integrated TI and SE for large interconnected power systems.
