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A B S T R A C T   
In this paper, a novel application on how uncertainties in a manufacturing flow line − MFL (e.g., times required 
to perform an action) could be analyzed and what the benefits are of such analysis. The approach proposed 
investigates three main goals: i) Uncertainty analysis, ii) Stochastic dominance, and iii) Sensitivity analysis. In 
particular, this paper extends the application of max-plus algebra to model MFL with different flow configura-
tions and buffer capacities and provides the approximated probability density functions (PDFs) of selected 
performance indicators (e.g., the total idle time in the whole line, output rates, throughputs, among others). As a 
result, it is possible to quantify the variability of the selected output, compare different possible configurations 
among MFL, choose the best one, and identify critical variables and risk drivers (e.g., the processing times that 
affect the most a KPI − key performance indicator). The approach, illustrated by analyzing a case study of the 
literature, emphasizes the benefits for a decision-maker in charge of the design or managing of the manufacturing 
system.   
1. Introduction 
Manufacturing flow lines (MFL), also called production lines, is a 
general term used in the manufacturing industry. An MFL consists of 
work areas (machines or stations), storage areas, or buffers and mate-
rials, which in most cases involves discrete parts. Figs. 1 and 2 show two 
different structures (El Maraghy, 2015): Fig. 1 shows an MFL with serial 
stations and finite buffers (three stations and three buffers), while Fig. 2 
represents an MFL with merging lines. In each figure, U is the input, Y is 
the output (finished products). In addition, three time variables are 
defined: Uk (incoming parts available to the line), Yk (a finished product 
exits the line) and Xi,k (processing start time at the i-th station for job 
number k on the ith station) (El Maraghy, 2015). 
Note that each station requires a specific amount of time to perform 
its function. This mean that, for example, the total time to finish a 
product (or any selected time-based performance function) depends on 
the processing time required at each station involved as well as on the 
structure of the selected MFL. 
In addition to this, effects of processing times on performance have 
been described by several authors based on Queueing Theory (e.g., 
production lines (Govil and Fu, 1999) or stochastic production lines 
(Dallery and Gershwin, 1992; Buzacott and Shanthikumar, 1993)), 
where uncertainties in processing times have been modeled as proba-
bilistic density functions. Recently, Romero-Silva et al. (2019) present 
an extension of the works in (Schmenner and Swink, 1998; Hopp and 
Spearman, 2000): a summary of works for assessing the impacts of 
variability in specific performance indexes of production line, due to 
random variations on variables that mimic the manufacturing system. 
However, these investigations have not delved into the need for 
approaches that allow modeling the stochasticity of different perfor-
mance measures for different line configurations. So far, the means of 
performance measures have been the most investigated decision-based 
criteria, neglecting the role of probability density functions (PDFs) in 
performance measures. 
To this aim, in this paper, uncertainty is modeled through a proba-
bilistic framework (i.e., random variables with complete information of 
their PDFs). Therefore, the performance function chosen is now 
considered as a random variable with, in general, unknown PDF that 
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must be calculated or at least estimated. As described below, other ap-
proaches could be used to model uncertainty. However, we considered 
that the use of random variables is the best approach for our goals. 
The existence of uncertainties (e.g., assembly time, idle times, 
operation time, inventories scheduling) poses three practical questions 
that define the goals of this paper: 1) What happens to the selected per-
formance function? Is it possible to quantify its variability? What are the 
confidence intervals, for example, associated with its mean value? 
(uncertainty propagation); 2) The comparison among possible struc-
tures of the MFL must now consider the performance PDF of each 
structure. So, how to consider the fact that, for example, the PDFs 
intersect in one or more points (stochastic dominance)? and 3) What of 
the uncertainties is most important? Are there uncertainties that can be 
neglected? (sensitivity analysis). 
To answer these three questions, this paper defines three main ob-
jectives. The first, related to the uncertainty propagation, allows us to 
quantify how variations in the input parameters affect the possible 
outputs of the system. These effects are evaluated by estimating the PDF 
of the output, using an approach based on the Monte Carlo simulations. 
As a result, the decision-maker could quantify several statistics (e.g., 
mean, standard deviation or selected percentiles) to better understand 
the process or even propose actions for supporting enhancements. This 
type of evaluation is in line with the classical uncertainty propagation 
techniques (e.g., (Granger and Henrion, 1993; Shooman, 1990)) that 
basically, for our problem, translate into modeling manufacturing sys-
tems subject to randomness in the processing times. 
The second goal corresponds to the output configuration analysis, 
which allows comparing different PDFs patterns of the outputs gener-
ated, for example, by analyzing different possible configurations or by 
selecting alternative parameters. To this aim a multicriteria approach is 
proposed. So the comparison among PDF outputs could be performed 
not only by analyzing selected statistic low order moments (e.g., the 
mean or the standard deviation) but considering the entirety of the 
distribution and allowing to emphasize specific percentiles, taking into 
account the decision-maker’s preferences. As a result, a ranking from the 
best to the worst PDF is derived, allowing the definition of the best 
system configuration or critical parameters. Eventually, it is also 
possible to assess the robustness of the decision by considering varia-
tions on the decision-maker’s preferences. 
Finally, the third goal, sensitivity analysis, allows assessing how the 
uncertainty in the output can be related to the different inputs of the 
model. As a result, it is possible to define the variables that affect most of 
the output uncertainty or for detecting non-influencing uncertainties. 
To summarize, as the reader could anticipate, no matter which of the 
three practical questions is considered, the MFL must be adequately 
“mathematical” modeled. Several modeling tools have been used (e.g., 
Petri-nets (David and Alla, 2010), queuing networks (Bolch et al., 2006; 
Junfang Yu, 2015), and Monte Carlo simulation (Monte Carlo Simula-
tion, 2000)). In this paper, the MFL is considered as a discrete event 
system and will be described using a framework based on concepts of 
max-plus algebra (El Maraghy, 2015; Mutsaers et al., 2012; Case, 2010; 
Imaev and Judd, 2009; van Eekelen, 2008; De Schutter and Boom, 2008; 
Harvim et al., 2016; De Schutter et al., 2020; van den Boom and De 
Schutter, 2020), a relatively new approach capable of modeling a pro-
duction system through a system of linear algebraic equations “analo-
gous to conventional state-space linear equations (El Maraghy, 2015)” 
and able to produce exact results, given deterministic values. To the best 
of our knowledge, this integrated evaluation has not been submitted in 
the literature. 
The paper is organized as follows: Section 2 introduces the tech-
niques used to cope with the three goals, including basic concepts of 
max-plus algebra as well as modeling MFL. Section 3 discusses the case 
study and its limitations. Finally, Section 4 covers the conclusions. 
2. Tools used 
2.1. Max-plus algebra 
A characteristic of the systems to be analyzed in this work (discrete 
event systems) is that the events that occur (for example, arrival of a 
batch to a station) are presented instantly. However, processes between 
events may require time, wait, or time to process or transport. Therefore, 
for the modeling of these systems it is necessary to know, for example, 
what conditions must be satisfied to start the processing of a new lot. A 
typical situation could be described as “As soon as a lot is available, and 
the previous lot has been finished on the machine.” (van Eekelen, 2008). 
This means that for a unit or station to start working, a new lot must 
arrive and that the current lot has finished being processed. As described 
in section 2.2, these conditions are better represented using the concepts 
of the max-plus algebra. As mentioned in (van Eekelen, 2008), “the first 
use of these tools in modeling discrete event systems was in 1985 by 
Cohen et al. (Cohen, Dubois et al., 1985).” 
Namely, Max-Plus algebra is a mathematical structure with only two 
defined operations (Baccelli et al., 1992; Heidergott et al., 2006): 
“maximization”, denoted with the symbol ⊕, and “sum”, represented by 
the symbol ⊗. 
Let a,b ∈ ℝ
⋃
{-∞}: = ℝmax then a⊕b = max(a, b) and a⊗b = a+b. For 
example: 1⊕3 = max(1,3) = 3 and 1⊗3 = 1 + 3 = 4 (Kahle, 2019). 
Two null elements are defined: ε = − ∞ for ⊕, while 0 for ⊗. The 
operation ⊕ and ⊗ are “associative and commutative, and multiplication 
is left and right distributive over addition.” (Kahle, 2019). 
As with conventional algebra, it is possible to extend the max-plus 
algebra to analyze matrices. Indeed, given two matrices A and B with 
the same dimensions, then: A⊕B=C, where Cij = Aij⊕ Bij. If A and B are 
conformable for multiplication, then A⊗B=C: where (A⊗C)ij =
maxk(aik + ​ ckj), for all i, j. 














Fig. 1. Flowline with four serial stations and three finite buffers (El Mar-
aghy, 2015). 
Fig. 2. Flowline with n merging lines (El Maraghy, 2015).  
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The Exponentiation is defined as am = m x a, only if m is an inte-
ger—for example, 63 = 6x3 = 18. 
In this paper, max-plus algebra is performed using the R package 
tropical, available at https://github.com/dkahle/tropical (Kahle, 2019). 
The package implements, by default, operations of the so-called “trop-
ical geometry” (Baccelli et al., 1992): a⊕b = min(a, b) and a⊗b = a+b. 
However, it is also possible to mimic the max-plus algebra by calling the 
procedure set_plus_max(). 
In the package, the two max-plus operation are represented as: 
1⊕5 = 1% + % 5 and 1⊗5 = 1%. % 5. Exponentiation is represented 
by %^%: 5%^% 3 = 15. 
As mentioned in (Kahle, 2019), these operations are vectorized. So, 
for example (Kahle, 2019): 
1 : 3 % + % 3 : 1
#[1] 3 2 3
1 : 3 % . % 3 : 1
# [1] 4 4 4 
For matrix operations, A⊗B is implemented as A %..% B. For example 
(Kahle, 2019): 
(A < − matrix(1:6, 2, 3))
# [, 1] [, 2] [, 3]
#[1,] 1 2 5
#[1,] 2 4 6
(B < − matrix(6:1, 3, 2))





# [, 1] [, 2]
#[1,] 9 6
#[2,] 10 7 
The interested reader can find a full detailed description of max-plus 
algebra in (Baccelli et al., 1992; Heidergott et al., 2006; De Schutter and 
Boom, 2008; Harvim et al., 2016; De Schutter et al., 2020; van den Boom 
and De Schutter, 2020). 
2.2. MFL SYSTEMS modeling 
As previously mentioned, the objective of this work is to integrate 
and harmonize the global evaluation of MFL systems by considering 
uncertainty and providing important information for timely decisions. 
This section illustrates how a simple model of an MFL can be mapped to 
the max-plus algebra approach. In the end, it will be clear that the final 
max-plus model could be considered as an event domain model, where 
the variables represent the instants of time in which the respective event 
happens. The final model considered as a black-box one, will allow the 
assessments proposed in this work. 
Fig. 3 shows a simple manufacturing system (Mutsaers et al., 2012). 
The “outputs” represents the time to finish the processes. Raw materials 
are the input to processes P1 and P2, at time r1[k] and r2[k]. Processes P1 
and P2 terminate intermediate product at u1[k] and u2[k] (it takes d1 
and d2 times before the products are ready). P3 delivers the result at time 
y[k] (d3 time is the processing time for process P3). k is the number of a 
batch. If no inventory is considered before process P3, then (Mutsaers 
et al., 2012):  
y[k] = d3 + max(r1[k] + d1, r2[k] + d2, y[k − 1])                                      
This equation is written in the max-plus algebra framework as 
follows:  
y[k] = (r1[k] ⊗ d1 ⊕ r2[k] ⊗ d2) ⊗ d3                                                       
As noted in (Mutsaers et al., 2012), it represents a “simple dynamical 
system that is linear in its input.” 
The previous model can be extended to develop an example of a max- 
plus linear systems. It is assumed that the system under analysis has 
enough buffers between all processes (Mutsaers et al., 2012). The in-
clusion of buffers requires three additional variables x1, x2, and x3 to 
mimic when the non-finished products exit the corresponding processes. 
In this way, for example, the equation for process P1 is (Mutsaers et al., 
2012): x1[k +1] = max(x1[k], r1[k]) + d1 = d1⊗x1[k] ⊕ r1[k]. 
In this situation, the equations for P2 and P3 are written as follows 
(Mutsaers et al., 2012):  
x2[k + 1] = d2 ⊗ x2[k] ⊕ r2[k],                                                                
x3[k + 1] = d3 ⊗ {d1 ⊗ (x1[k] ⊕ r1[k]) ⊕ d2 ⊗ (x2[k] + r2[k]) + x3[k]}.       













d1 + d3 d2 + d3
⎞
⎠ and C =
( ε ε 0 ), 
then the model is written as a max-plus linear system:  
x[k + 1] = A ⊗ x[k] ⊕ B ⊗ u[k],                                                             
y[k] = C ⊗ x[k]                                                                                    
where u[k] = ( r1[k] r2[k] )T. 
Even if, at first glance, the system modeling based on max-plus 
algebra could appear cumbersome, in (El Maraghy, 2015) the authors 
presented a simple and effective approach for generating the max-plus 
expressions (i.e., the model) for a system with arbitrary structures (e. 
g., finite buffers, identical parallel stations). The approach encodes the 
layout of the MFL using the adjacency matrix for detecting the re-
lationships between M different stations. In this paper, two possible 
designs of manufacturing lines are assessed using the max-plus models 
developed in (El Maraghy, 2015) (Section 3). 
2.3. Uncertainty analysis 
Uncertainty analysis allows evaluating the effects generated in the 
output of a system due to variations in the inputs (Rocco et al., 2000; 
Granger and Henrion, 1993). Several publications describe methods for 
uncertainty, like interval arithmetic (Moore, 1979; Rocco and Klindt, 
1998), Taylor series (Granger and Henrion, 1993; Shooman, 1990), 
Moments (Granger and Henrion, 1993; Shooman, 1990; Mattia Cam-
pobasso and Marin Dimitrov, 2007), Monte Carlo simulation (Granger 
and Henrion, 1993; Shooman, 1990; Zio, 2009), among others. In the 
manufacturing field, Monte Carlo simulation has been recognized by 
several authors (e.g., (Zio, 2009; Gertsbakh and Shpungin, 2009; Chang 
et al., 2017; Chang, 2017; Chang et al., 2019)) as “an appropriate tool 
when the analytic solution of the problem is either intractable or 
Fig. 3. Manufacturing system model details (Mutsaers et al., 2012).  
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time-consuming” (Chang et al., 2019). 
The method for Monte Carlo simulation is based on the following 
aspects: a) complete description of the inputs (i.e., PDF with known 
parameters); b) a computational procedure for generating random 
samples; and c) a performance function for evaluating each sample. As a 
result, an approximated PDF is obtained, which allows quantifying 
several statistics (e.g., selected percentiles). In general, the PDF is con-
verted to an approximated cumulative function distribution (CFD). 
For instance, Fig. 4 shows the approximated CDF of the total idle 
time It in a hypothetical MFL. Process times are modeled as random 
variables using a Monte Carlo simulation approach. From such 
approximation, it is easy to select appropriate percentiles (e.g., median 
or 90% percentile) and quantify, for example, the reliability of the MFL 
(defined as the probability that the performance is less than a selected 
value (Chang et al., 2019)). 
2.4. Approximated stochastic dominance 
Manufacturing systems often require proposing and selecting 
different design options, such as configurations or associated parameters 
(e.g., time to process a lot). Such analyzes are often based on defining a 
criterion or set of criteria, by which it will be possible to make com-
parisons. In general, the comparison of valid options or alternatives is 
carried out under conditions of uncertainty, for example, systems 
considered as prototypes or operating under laboratory conditions (i.e., 
not real situations). These uncertainties imply that the options to be 
compared are not based on deterministic criteria but options whose 
criteria are considered, for example, as random variables. 
In particular, Fig. 5 shows the approximated CDF of the total idle 
time of two design alternatives for a hypothetical MLF. In general, the 
expected value has been selected for comparing random variables 
(Rocco et al., 2016a). Other approaches consider expected utility (von 
Neumann and Morgenstern, 1947), low order moments (Markowitz, 
1952), extreme values (Asbeck and Haimes, 1984; Jorion, 2007), or 
stochastic dominance approaches (Levy, 2006). In other words, more 
information is used to reach the proper decision. 
Note that for the two hypothetical designs shown in Fig. 5, the de-
cision based on considering, percentiles 50th or 90th are different. First 
thing to remember when the two CDF curves intersect is that not 
possible to declare the stochastic dominance. 
In this paper, the comparison among CDFs will be made using the 
approach suggested in (Rocco et al., 2016b; Barker et al., 2013; Baroud 
et al., 2014). The authors consider the entirety of the CDF of the 
performance of each possible design. Each CDF is an “alternative,” while 
the selected np% percentiles are used as the “set of criteria.” Therefore, 
each criterion can be weighted to highlight selected percentiles of the 
CDF (e.g., the median) according to the decision-maker preference. The 
multicriteria decision approach considers the effect of each criterion on 
the global ranking, and produces a single score in [0,1] for each CDF, 
representing its aggregated value (Rocco et al., 2016a). Scores are 
ranked in increasing order, i.e., a score of 1 means the “best” CDF. 
Barker et al. (2013) (Barker et al., 2013) and Baroud (2014) (Baroud 
et al., 2014) show that this type of CDF evaluations can be performed 
using the Copeland Score technique. This is a non-parametric ranking 
technique that does not require any information about decision-maker 
preferences. Using this multicriteria approach means that the 
decision-maker could not highlight selected percentiles since equal 
importance is intrinsically assumed. In (Rocco et al., 2016b), the authors 
used Ordered Weighted Averaging (OWA), for such a comparison. OWA 
accounts for the elicitation of risk preferences by the decision-maker, 
and a weighted OWA extension considers weights of importance 
weighs for each of the percentiles (e.g., weighting tail values of the 
distribution more heavily to account for adverse outcomes). In (Floyd 
et al., 2017) TOPSIS was used to perform the stochastic ranking. TOPSIS 
is a technique for ranking alternatives across multiple decision criteria 
“based on the idea of a compromise solution, rooted in satisficing theory 
(Simon, 1955)”. 
In this paper, we selected TOPSIS since it is a parametric technique 
that allows modeling decision-maker preferences, requires a minimum 
set of additional data and an easy-to-use implementation in R is avail-
able (R package TOPSIS (Mosalman, 2015) (https://CRAN.R-project. 
org/package=topsis). Of course, any multicriteria method could be 
used. 
Note that since all criteria (i.e., percentiles) have the same dimen-
sion, no normalization is required. With this in mind, each criterion is 
defined as minimization, that is, between two alternatives, and for a 
given percentile, the lowest percentile value is preferred. For example, 
designs are considered less risky when shorter total idle time It in the 
MFL are achieved (Floyd et al., 2017). 
2.5. Global sensitivity analysis 
To understand what happens to the performance of an MLF (e.g., 
total idle time) due to service time variations, this paper presents a 
Global Sensitivity Analysis (GSA) (Saltelli et al., 2000, 2004). GSA 
quantifies the importance of input parameters in relation to their im-
pacts on the variance of the model output. Therefore, it explores a Fig. 4. Approximated CDF of the total idle time in a hypothetical MFL.  
Fig. 5. CDFs and Stochastic Dominance for two hypothetical designs.  
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multi-dimensional parameter (or factor) spaces by quantifying the 
impact of their variations (Campolongo et al., 2011) simultaneously. 
In detail, let Y = f(x1, x2, …, xl) be a scalar output (e.g., total idle 
time), and let xi be the l orthogonal random variables input factors (e.g., 
processing times). The variance V(Y) can be decomposed as the sum of 
main effects (or first-order term) due to each input factor xi, the two-way 
interactions between xi and xj, the three-way interaction between xi, xj 
and xl and so on (Saltelli et al., 2000)). 
Therefore, it is possible to define the main index Si, i.e., the fraction 
of variance of the output V(Y) due to the effects of xi alone, and the total 
index STi, that corresponds to the fraction of V(Y) due to xi comprising 
all its interactions with the other factors (Saltelli et al., 2000). 
The index Si is the measure to be employed to define the subset of 
factors that affect most of the output uncertainty (Factor Prioritization 
setting), while STi is employed for detecting non-influencing factors 
(Factor Fixing setting (Saltelli et al., 2004)). It is clear that 
∑l
i=1
Si ≤ 1 
always and the equality holds for a purely additive model. In general, 1−
∑l
i=1
Si is used as an indicator of the presence of interactions. As suggested 
in (Annoni et al., 2011), (STi-Si)/STi indicates “the interaction effects 
between a factor and all the others.” 
Furthermore, the estimations of Si and STi are quantified through 
several possible techniques such as Sobol or extended FAST (Saltelli 
et al., 2000). In general, the approaches assume independence among 
factors. Random or special techniques are used to derive a set of samples 
from the joint distribution of input factors. Such set is then used as the 
set of input factors for evaluating the model under study. 
In this paper, the “extended FAST” (EFAST) technique (Saltelli et al., 
2000, 2004) implemented in the R package “sensitivity” (Pujol, 2009) 
(https://CRAN.R-project.org/package=sensitivity) is selected to quan-
tify sensitivity indexes Si and STi. Indices from EFAST require (ns x l) 
model evaluations, where ns is an integer representing the sample size). 
Of course, other techniques could be used (Pujol, 2009). It is important 
to mention that some GSA techniques (e.g., Morris or EFAST (Saltelli 
et al., 2000; Saltelli et al., 2004)) allow the grouping of variables (for 
example, all of the variables associated with a station in a production 
line) so that the sensitivity results will refer to the group of variables as a 
whole. 
3. Case study 
The case study analyses two MFL configurations for a backflushing 
control valve using the max-plus framework suggested in (El Maraghy, 
2015). The two MFL configurations are shown in Fig. 6. The set opera-
tions at each station, as well as the processing time for each option, are 
listed in Table 1. In this example, failures of stations are not considered 
as well as the cost associated. 
In a way similar to (El Maraghy, 2015), the first performance output 









Xj,i+1 − Xj,i − tj, j = 1, ..,M  
and Xi,k = Time of start of a process on the ith station for the kth job (El 
Maraghy, 2015). The second performance to be analyzed will be the 
throughput time (time/unit). Of course, any other proper performance 
function could be selected. 
The main difference between configurations is the merge of opera-
tions in station C and D in configuration 1. For configuration 2, opera-
tions are performed by station C*. As mentioned in (El Maraghy, 2015), 
carrying out the process in a single station reduces the number of 
workers but increases the total process time. 
Therefore, selecting the best configuration by considering variations 
in the size of possible buffers is critical for decision-makers. To this aim, 
each configuration is analyzed varying the size of buffers, from 1 to 6. 
That means that 12 configurations will be simultaneously evaluated 
using the TOPSIS-based multicriteria approach previously presented. 
Each approximated CDF is synthesized by 100 percentiles. We will as-
sume equal weights. 
The general max-plus model (i.e., our black-box) is [1]: Xk =
ÂXk− 1 ⊕ ÂBXk− b ⊕ B̂XUk.where for configuration 1, X=(XC XD XB XE XA 
XF)T, and for configuration 2, X=(XC*XBXEXAXF)T (the corresponding 
matrices are included in Appendix A). 
Without loss of generality, the processing times are modeled as 
integer random variables with uniform distributions, whose lower and 
upper limit correspond to 20% of the base values reported in Table 1. 
The approximated CDFs are estimated using 100 samples. Finally, GSA is 
performed using ns = 1000 samples (sensitivity measures are at 
convergence). We assume starting from an empty line (i.e., X0= (ε − ε −
ε)T). 
We first analyze two cases for total idle time It with respect to k, the 
number of jobs considered. The first case, like (El Maraghy, 2015), as-
sumes that the number of jobs to be considered is k = 10. We selected 
this value just to compare our results with those obtained by (El Mar-
aghy, 2015). The second case, suggested by a reviewer, considers that a 
valid analysis of the “uncertainty propagation must be considered in 
production systems where the production runs were much longer, that 
is, it must be tested in environments where the system is in steady-state”. 
Therefore, the number of jobs to be considered in the second case is k =
1000. We finally consider a second performance indicator to be 
analyzed, the throughput time, for k = 1000. 
Fig. 6. Assembly line configurations analyzed (El Maraghy, 2015).  
Table 1 
Station descriptions and processing time Fig. 6 (El Maraghy, 2015).  
Station Assemble processes Required time in 
seconds 
A Assemble Bonnet and Diaphragm (Parts 1 & 2) tA = 43 
B Assemble Seal and Seal Bowl (Parts 6 &7) tB = 15 
C Assemble Body and Seat (Parts 3 &4) tC = 20 
D Add Guide cone to Body and Seat (Part 5) tD = 6 
E Assemble Body subassembly with Seal subassembly 
then add the Adapter (Assemble (3,4,5) & (6,7) then 
add 8) 
tE = 25 
F Add Bonnet and Diaphragm to the assembly (Add 
(1,2) to (3,4,5,6,7,8)) 
tF = 21 
C* Assembly Body and Seat then add 
Guide cone. (Assemble 3 & 4 then add 5) 
tC* = 28  
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3.1. Uncertainty propagation and TOPSIS evaluation 
3.1.1. Total idle time It 
3.1.1.1. Case 1: k = 10. Fig. 7 shows the CDF of the first configuration. 
Each curve represents the stochastic behavior of the total idle time for 
different size of buffers (i.e., the alternatives). We also plot selected 
percentiles at 50th and 90th. Note that there is no dominant alternative. 
However, qualitatively, it is possible to conclude that the best option is 
one with buffer size 4, 5, or 6 (i.e., the CDFs shown on the left side). The 
CPU time evaluated using the default Sys.time() function in R, is 2.61 s 
using an Intel CORE i5. 
The behavior for the second configuration (Fig. 8) is quite similar. As 
previously noted, the decision based only on percentile 50th concludes 
that the option with buffer size = 5 is the best. However, if the decision is 
based on percentile 90th, then the best size is 6. 
Under uncertainty propagation, Figs. 7 and 8 show that it is possible 
to derive the best number of buffers in each configuration. Furthermore, 
as long as the number of buffers increase, the mean as well as the 
possible ranges of It decrease. 
The analysis could also be used to decide which configuration is the 
best. To this aim, Fig. 9 shows the simultaneous plots of all the 12 CDFs. 
The continuous curves refer to the first configuration, while the dashed 
curves correspond to the second one. Note that, even if it is not clear 
which curve corresponds to which alternative, there is no clear domi-
nant alternative. However, there are individual alternatives on the left 
side that dominate the rest of the options. It is important to realize that 
the values of It for percentile 50% coincide with those reported in (El 
Maraghy, 2015). 
Therefore, to select the best alternative, a multicriteria evaluation is 
performed using TOPSIS. Table 2 shows the results of such assessment. 
Each option is ranked based on the aggregated score. In this way, the 
ranking of the alternative is, from best to worst: 2–5, 2–6, 2–4, 2–3, 1–5, 
1–6, 1–4, 1–3, 2-2,1-2, 1-1, 2-1. The first number is related to the 
configuration while the second number is the buffer size. That means 
that the best alternative is the configuration 2 with buffer size of 5, 
followed by Configuration 2 with buffer size of 6, and so on. 
3.1.1.2. Case 2: k = 1000. Fig. 10 shows the simultaneous plots of all 
the 12 CDFs. As in the previous case, the continuous curves refer to the 
first configuration, while the dashed curves correspond to the second 
one. The CPU time evaluated using the default Sys.time() function in R is 
only 112 s using an Intel CORE i5. 
Note that for k = 1000 the configuration 1 is now always better than 
configuration 2, no matter the number of buffers used. This fact cor-
roborates that the extension proposed in our work can be used during 
the decision-making process; for instance, to select not only the best and 
Fig. 7. Simulation outputs in term of CDFs for the first configuration.  
Fig. 8. Simulation outputs in term of CDFs for the second configuration.  
Fig. 9. Simulation outputs in term of CDFs for both configurations (k = 10).  
Table 2 
Scores for each alternative derived by TOPSIS.  
Alternative Score rank Rank 
1–1 0.359 11 
1–2 0.448 10 
1–3 0.510 8 
1–4 0.599 7 
1–5 0.652 5 
1–6 0.634 6 
2–1 0.015 12 
2–2 0.487 9 
2–3 0.741 4 
2–4 0.929 3 
2–5 0.975 1 
2–6 0.951 2  
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robust system configuration but also the critical number of jobs to be 
considered. 
Table 3 shows the results of the multicriteria assessment. In this way, 
the ranking of the alternative is, from best to worst: 1–4, 1–6, 1-1, 1–2, 
1–5, 1–3, 2–6, 2–5, 2-1, 2-2, 2–3, 2–4; the first number is related to the 
configuration while the second number is the buffer size. That means 
that the best alternative is the configuration 1 with buffer size of 4, 
followed by configuration 1 with buffer size of 6, and so on. 
It is important to highlight that considering the system in steady state 
(using a high value of k) produces, for the analyzed configurations, a 
radical change in the best decision, since configuration 1 is now the best 
solution. Although the large data results are not shown, this change in 
the decision-making process is evident from approximate values of k =
60 (Sys.time() function in R is 8.8 s). 
3.1.2. Throughput time, for k = 1000 
Fig. 11 shows the simultaneous plots of all the 12 CDFs. The range for 
throughput time is (Rocco et al., 2016b; van den Boom and De Schutter, 
2020) with median values in (Campolongo et al., 2011; Li et al., 2016) 
(time/units). 
Therefore, to select the best alternative, a multicriteria evaluation is 
performed using TOPSIS. Table 4 shows the results of such assessment. 
Each option is ranked based on the aggregated score. In this way, the 
ranking of the alternative is, from best to worst: 2–3, 1–6, …, 1–4. 
3.2. Sensitivity analysis 
3.2.1. Total idle time It 
To illustrate the results of GSA, we present the analysis for the first 
configuration. Fig. 12 shows the value of Si and STi for each buffer size 
and k = 10. For example, from Fig. 12, the processing time tA is the 
factor that accounts the most on the uncertainty of the total idle time, 
followed by tE. Factor td has the lowest ST, i.e., is the least influential 
factor. Note that factor tE has the highest interaction value, even if its 
magnitude is not significant. Since, for each buffer size, 1 −
∑l
i=1
Si ≤ 0.037, then the effect of interactions is considered small. 
It is interesting to note that as the buffer size increase, factor ta is still 
the factor that accounts the most on the uncertainty of the total idle 
time. Besides, factors tb, td and te, tend to be the least influential factors. 
Fig. 13 shows the value of Si and STi for each buffer size for the 
second configuration. As in the previous configuration, tA is the factor 
that accounts the most on the uncertainty of the total idle time, no 
matter the buffer size. Observe that the rest of the factors contribute with 
values of total index STi less than 0.2 (i.e., they are the least important 
factors). As in the previous case, since, for each buffer size, 1 −
∑l
i=1
Si ≤ 0.054, then the effect of interaction terms is also considered 
small. 
3.2.2. Throughput time 
We now present the analysis only for the first configuration and the 
throughput time output. Fig. 14 shows the value of Si and STi for k = 10, 
for each of the six factors and clearly tA is the most important factor. The 
layout of configuration 1 (Fig. 6) and the high base value of tA = 43 




Fig. 10. Simulation outputs in term of CDFs for both configurations (k = 1000).  
Table 3 
Scores for each alternative derived by TOPSIS.  
Alternative Score rank Rank 
1–1 0.935 3 
1–2 0.931 4 
1–3 0.906 6 
1–4 0.959 1 
1–5 0.929 5 
1–6 0.943 2 
2–1 0.113 9 
2–2 0.097 10 
2–3 0.091 11 
2–4 0.017 12 
2–5 0.151 8 
2–6 0.152 7  
Fig. 11. Simulation outputs in term of CDFs for both configurations (k = 1000).  
Table 4 
Scores for each alternative derived by TOPSIS.  
Alternative Score rank Rank 
1–1 0.6463735 3 
1–2 0.3568584 8 
1–3 0.3622319 7 
1–4 0.2298045 12 
1–5 0.3377155 10 
1–6 0.6788250 2 
2–1 0.3297098 11 
2–2 0.4959409 4 
2–3 0.8038231 1 
2–4 0.3715966 6 
2–5 0.3472551 9 
2–6 0.4881580 5  
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0.0022, so the effect of interaction terms is almost null. 
Fig. 15 shows the corresponding values of Si and STi for a hypo-
thetical case with tA = 27. In this case, both tA (S = 0.37; ST = 0.56) and 
tE (S = 0.40; ST. = 0.60) have almost the same importance. Observe that 
the rest of the factors contribute with values of total index STi less than 




0.196, then the effect of interaction terms is considered small. 
3.3. Limitations 
As it is stated in (Candido et al., 2018), max-plus algebra allows 
modeling “Discrete event systems subject to only synchronization and 
time delay phenomena and are used to mimic deterministic behavior”. 
However, some approaches have been proposed to improve the 
modeling capacity such as: a) “to model production systems, where the 
processing or holding times are random variables (not necessarily in-
dependent) or there are random failures and repairs, modeled as a 
Markov chain (Kordonis et al., 2018); b) the works (van den Boom and 
De Schutter, 2006; Van den Boom and De Schutter, 2012) where 
“Switching Max-Plus systems with deterministic or stochastic switching” 
are analyzed. Then, further stochastic considerations and uncertainty 
modeling open aspects for future research to allows comparing among 
different configurations. 
Fig. 12. Visualization of Si and STi for each buffer size (Total idle time).  
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4. Conclusions 
Uncertainties in the variables associated with manufacturing flow 
lines (i.e., assembly time, operation time, inventories scheduling) could 
negatively affect the performance of a production process. This paper 
presents a trio of integrated tools (Uncertainty analysis, Stochastic 
dominance and Sensitivity analysis), harmonically mixed with a novel 
modeling approach based on the max-plus algebra, as an effective 
framework for assessing the effects of such uncertainties as well as to 
select, compare, or determine critical manufacturing elements, for 
enhancing the system performance. The max-plus algebra can be a 
straightforward substitute for discrete-event simulation, as well as more 
transparent, trustworthy, and reproducible than discrete-event 
simulation (e.g., max-plus algebra equations can be shown explicitly and 
succinctly in any manuscript). 
To avoid confusion with a similar concept derived in the 
manufacturing field (e.g., (Wu, 2005)), it is important to realize that the 
uncertainty analysis proposed is in line with the classical uncertainty 
propagation techniques (Granger and Henrion, 1993; Shooman, 1990) 
and could be synthetized as a proposal for modeling manufacturing 
systems subject to randomness in the processing times. 
Future works aim to include operational aspects, such as the sto-
chastic demand (Li et al., 2016), the availability (reliability and main-
tainability) of the stations (Huang, 2012), pandemic risk implications (i. 
e., COVID19) in term of production line configurations and 
manufacturing flexibility, the cost associated to each possible 
Fig. 13. Visualization of Si and STi for each buffer size (Total idle time).  
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configuration (considering possible costs of failure), the effects of 
different decision-maker preferences, and the use of additional perfor-
mance measures, to manage more complex manufacturing systems. 
These criteria could be simultaneously assessed using a multiobjective 
formulation. 
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Appendix A. (El Maraghy, 2015) 
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Matrices for configuration 2: 
Fig. 14. Visualization of Si and STi (Throughput time output) and tA = 43.  
Fig. 15. Visualization of Si and STi, throughput time output and tA = 27.  
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Appendix B. Supplementary data 
Supplementary data to this article can be found online at https://doi.org/10.1016/j.ijpe.2021.108070. 
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