The paper describes the development process of the Tilde's NMT systems that were submitted for the WMT 2018 shared task on news translation. We describe the data filtering and pre-processing workflows, the NMT system training architectures, and automatic evaluation results. For the WMT 2018 shared task, we submitted seven systems (both constrained and unconstrained) for English-Estonian and Estonian-English translation directions. The submitted systems were trained using Transformer models.
Introduction
Neural machine translation (NMT) is a rapidly changing research area. Since 2016 when NMT systems first showed to achieve significantly better results than statistical machine translation (SMT) systems (Bojar et al., 2016) , the dominant neural network (NN) architectures for NMT have changed on a yearly (and even more frequent) basis. The state-of-the-art in 2016 were shallow attention-based recurrent neural networks (RNN) with gated recurrent units (GRU) in recurrent layers. In 2017 (Bojar et al., 2017) , multiplicative long short-term memory (MLSTM) units (Pinnis et al., 2017c) and deep GRU (Sennrich et al., 2017a ) models were introduced in NMT. The same year, selfattentional (Transformer) models were introduced (Vaswani et al., 2017) . Consequently, in 2018, most of the top scoring systems in the shared task on news translation of the Third Conference on Machine Translation (WMT) were trained using Transformer models 1 . However, it is already evident that the state-of-the-art architectures will 1 All 14 of the best automatically scored systems according to the information provided by participants in the official submission portal http://matrix.statmt.org were indicated as being based on Transformer models. be pushed even further in 2018 (beyond WMT 2018) . For instance, Chen et al. (2018) have recently proposed RNMT+ models that combine deep LSTM-based models with multi-head attention and showed that the models outperform Transformer models.
In WMT 2017, Tilde participated with MLSTM-based NMT systems (Pinnis et al., 2017c) . In this paper, we compare the MLSTMbased models with Transformer models for English-Estonian and Estonian-English and we show that the state-of-the-art of WMT 2017 is well behind the new models. Therefore, for WMT 2018, Tilde submitted NMT systems that were trained using Transformer models.
The paper is further structured as follows: Section 2 provides an overview of systems submitted for the WMT 2018 shared task on news translation, Section 3 describes the data used to train the NMT systems and the data pre-processing workflows, Section 4 describes all NMT systems trained and experiments on handling of named entities and combination of systems, Section 5 provides automatic evaluation results, and Section 6 concludes the paper.
System Overview
For the WMT 2018 shared task on news translation, Tilde submitted both constrained and unconstrained NMT systems (7 in total). The following is a list of the five MT systems submitted:
• Constrained English-Estonian and EstonianEnglish NMT systems (tilde-c-nmt) that were deployed as ensembles of averaged factored data (see Section 3) Transformer models. The models were trained using parallel data and back-translated data in a 1-to-1 proportion.
• Unconstrained English-Estonian and Estonian-English NMT systems (tilde-nc-nmt) that were deployed as averaged Transformer models. These models were also trained using back-translated data similarly to the constrained systems, however, the data, taking into account their relatively large size, were not factored.
• A constrained Estonian-English NMT system (tilde-c-nmt-comb) that is a system combination of six factored data NMT systems.
• Constrained English-Estonian and EstonianEnglish NMT systems (tilde-c-nmt-2bt) averaged from multiple best NMT models. The models were trained using two sets of back-translated data in a 1-to-1 proportion to the clean parallel data -one set was backtranslated using a system trained on parallelonly data and the other set -using an NMT system trained on parallel data and the first set of back-translated data.
Data
Data preparation was done using one of two distinct workflows -we used the full workflow for tilde-c-nmt, tilde-nc-nmt and tilde-c-nmt-comb submissions. For the tilde-c-nmt-2bt submission we used the light data preparation workflow.
Full Workflow
For training of the constrained systems, only data provided by the WMT 2018 organisers were used, however, for training of the unconstrained systems, we also used other publicly available and proprietary corpora that were available in the Tilde Data Library 2 . All parallel corpora were filtered (see Section 3.1.1), pre-processed (see Section 3.1.2), and supplemented with additional generated data (see Section 3.1.3).
Data Filtering
As NMT systems are sensitive to noise in parallel data (Pinnis et al., 2017a) , all parallel data were filtered using the parallel data filtering methods described by Pinnis (2018) . The parallel corpora filtering methods remove sentence pairs that have indications of data corruption or low parallelity (e.g., source-target length ratio, content overlap, digit mismatch, language adherence, etc.) issues.
Contrary to Tilde's submissions for WMT 2017, isolated sentence pair filtering for the WMT 2018 submissions was supplemented with a maximum content overlap filter (i.e. only one target sentence for each source sentence was preserved and vice versa based on the content overlap filter's score for each sentence pair). For filtering, we required probabilistic dictionaries, which were obtained from the parallel corpora (different dictionaries for the constrained and unconstrained scenarios) using fast align (Dyer et al., 2013) . The dictionaries were filtered using the transliteration-based probabilistic dictionary filtering method by Aker et al. (2014) .
During filtering, we identified that one of the corpora that were provided by the organisers contained a significant amount of data corruption. It was the Estonian↔English ParaCrawl corpus 3 . The corpus consisted of 1.30 million sentence pairs out of which 0.77 million were identified as being corrupt. To reduce the high level of noise, this corpus was filtered using stricter content overlap (a threshold of 0.3 instead of 0.1) and language adherence filters (both the language detection and the valid alphabet filters had to validate a sentence pair instead of just one of the filters) than all other corpora. As a result, only 0.17 million sentence pairs from the ParaCrawl corpus were used for training of the constrained systems. Due to the quality concerns, the corpus was not used for training of the unconstrained systems.
The corpora statistics before and after filtering are provided in Table 1 .
Data Pre-processing
All corpora were pre-processed using the parallel data pre-processing workflow from the Tilde MT platform ) that performs the following pre-processing steps:
• First, parallel corpora are cleaned by removing HTML and XML tags, decoding escaped symbols, normalising whitespaces and punctuation marks, replacing control characters with spaces, etc. This step is performed only on the training data.
• Then, non-translatable entities, such as email addresses, URLs, file paths, etc. are identified and replaced with place-holders. This allows reducing data sparsity where it is not needed. • Then, the data are tokenised using the Tilde MT regular expression-based tokeniser.
• The Moses (Koehn et al., 2007) truecasing script truecase.perl is used to truecase the first word of every sentence.
• Then, tokens are split into sub-word units (Sennrich et al., 2015) using byte-pair encoding (BPE) (Gage, 1994) . For the constrained and unconstrained systems, we use BPE models consisting of 24,500 and 49,500 merging operations respectively.
• Finally, data for the constrained systems are factored using an averaged perceptron-based morpho-syntactic tagger (Nikiforovs, 2014) for Estonian and the lexicalized probabilistic parser (Klein et al., 2002) from the Stanford CoreNLP toolkit (Manning et al., 2014) for English. Similarly to , we introduce also a factor indicating a word part's position in a word (beginning, middle, end, or the word part represents the whole word -B, I, E, or O). As a result, the Estonian data consist of the the following factors: word part, position, lemma, and morpho-syntactic tag. The English data consist of the following factors: word part, position, lemma, part-of-speech tag, and syntactic function.
Synthetic Data
Similarly to Tilde's 2017 systems (Pinnis et al., 2017c) , we submitted systems that were trained using synthetic data: 1) back-translated data, and 2) data infused with unknown token identifiers. The back-translated data allow performing domain adaptation and the second type of synthetic data allow training NMT models that are robust to unknown phenomena (e.g., code-mixed content, target language words in the source text, rare or unseen words, etc.) (Pinnis et al., 2017b) . To create the synthetic corpora with unknown phenomena, we extracted fast align (Dyer et al., 2013) the parallel corpora and randomly replaced one to three unambiguously (one-to-one) aligned content words with unknown word identifiers. These synthetic corpora were added to the parallel corpora, thereby almost doubling the sizes of the available training data.
The back-translated data were acquired from two sources: 1) the constrained system data were acquired from initial Transformer-based NMT systems that were trained on the filtered and preprocessed parallel data, which were supplemented with the unknown phenomena infused data, and 2) the unconstrained system data were acquired from pre-existing unconstrained MLSTM-based NMT systems -the NMT systems that were developed by Tilde for the Estonian EU Council Presidency in 2017 . In order to limit noise, the back-translated data were filtered using the same parallel data filtering methods that were described in Section 3.1.1 (although with a higher threshold for the content overlap filter). Furthermore, in order to train the final systems, we also generated unknown phenomena infused data for the back-translated filtered data, thereby also almost doubling the sizes of the back-translated data.
The synthetic corpora statistics and the sizes of the total training data are given in 
Light Workflow
In the light workflow we used data cleaning and pre-processing methods described by Rikters (2018) . The filtering part includes the following filters: 1) unique parallel sentence filter; 2) equal source-target filter; 3) multiple sources -one target and multiple targets -one source filters; 4) nonalphabetical filters; 5) repeating token filter; and 6) correct language filter. The pre-processing consists of the standard Moses (Koehn et al., 2007) scripts for tokenising, cleaning, truecasing, and Subword NMT for splitting into subword units.
The filters were applied to the given parallel sentences, monolingual news sentences before performing back-translation, and both sets of synthetic parallel sentences that resulted from backtranslating the monolingual news.
NMT Systems
In order to train the NMT systems, we used the Nematus (Sennrich et al., 2017b ) (for MLSTM models) and Sockeye (Hieber et al., 2017) (for Transformer models) toolkits. All models were trained until convergence (i.e., until an early stopping criterion was met).
Full Workflow
First, we trained constrained system baseline models using the filtered datasets. For baseline models, we used the MLSTM and transf configurations (see Table 3 ). Then, we used the best-performing models (based on translation quality on the validation set), which were the Transformer models (see Figure 1) , and back-translated monolingual data. As mentioned before, for the unconstrained systems, we back-translated the monolingual data using pre-existing MLSTM-based NMT systems. Then, using the final training data (parallel and the two synthetic corpora), we trained final Transformer models. For the constrained scenario, we trained multiple models (three for each translation direction) by experimenting with multiple model configurations. For the unconstrained scenario, we trained one model in each of the directions. In order to acquire the translations for the submissions, we performed model averaging and ensembling as follows:
• For the tilde-c-nmt (constrained NMT) systems, we performed model averaging of the best four models (according to perplexity) of the three different run NMT systems and deployed the averaged models in an ensemble.
• For the tilde-nc-nmt (unconstrained NMT) systems, we performed model averaging of the best four models.
• For the tilde-c-nmt-comb Estonian-English system, we performed majority voting (see Section 4.3) of translations produced by six different runs of different constrained systems (using best BLEU (Papineni et al., 2002) models, averaged models, ensembled averaged models, ensembled models, and larger beam search (10 instead of 5)). 
Automatic Post-editing of Named Entities
NMT models so far have struggled with translating rare or unseen words (not different surface forms, but rather different words) correctly (Pinnis et al., 2017c) . Named entities and non-translatable entities (various product names, identifiers, etc.) are often rare or unknown. In order to aid the NMT model in translating such tokens better, we extracted named entity and non-translatable token dictionaries from the parallel corpora. This was done by performing word alignment of the parallel corpora using fast align (Dyer et al., 2013) and searching (in a language-agnostic manner) for transliterated source-target word pairs using a similarity metric based on Levenshtein distance (Levenshtein, 1966) , which start with upper-case letters. The dictionaries consist of 15.6 (94.7) thousand and 6.2 (149.8) thousand entries for the constrained (unconstrained) English-Estonian and Estonian-English NMT systems respectively.
When the NMT systems had translated a sentence, source-to-target word alignment was extracted from the source sentence and the translation. Then named entity recognition (based on dictionary look-up) was performed on the source text and, if a named entity was found, the target translation was validated against the entries in the dictionary. In order to capture different surface forms, a stemming tool was used. If a translation was contradicting the entries in the dictionary, it was replaced with the closest matching (by looking for the longest matching suffix) translation from the dictionary.
The automatic post-editing method for named entities has a marginal impact on translation quality, however, manual analysis showed that more named entities were corrected than ruined.
Light Workflow
The light workflow was used to produce the tilde-c-nmt-2bt (constrained NMT with two sets of back-translated data) systems.
First, we trained baseline models using only filtered parallel datasets (Parallel-only in Figure 2) . Then, we back-translated the first batches of monolingual news data and trained intermediate NMT systems (Parallel + First Back-translated). Finally, we used the intermediate NMT systems to backtranslate the second batches of monolingual news data and trained final NMT systems (Parallel + Second Back-translated). The training progress in Figure 2 shows that the English-Estonian system benefits from the additional data, but the system in the other direction -not so much.
For the final translations, we used a postprocessing script (Rikters et al., 2017) to replace consecutive repeating n-grams and repeating ngrams that have a preposition between them (i.e., victim of the victim) with a single n-gram. This problem was more apparent in RNN-based NMT systems, but it was also noticable in our Transformer model outputs.
System Combination
We attempted to increase the quality of existing translations by employing a voting scheme in which multiple machine translation outputs are combined to produce a single translation. We used a custom implementation of the majority voting algorithm (Freitag et al., 2014) to combine six of our best-scoring outputs in the Estonian-English translation direction in the constrained scenario. We did not perform the combination for EnglishEstonian due to lack of support for alignment extraction for Estonian in Meteor (Denkowski and Lavie, 2014) .
MT system translation combination happens on the sentence level. The majority voting scheme assumes a single base translation hypothesis (primary hypothesis) which is aligned at the word level to each of the other hypotheses (secondary hypotheses). The alignments are used to generate a table of all possible word translations relative to each position in the primary hypothesis. The table is then used to count the number of occurrences of different translations. The word translations with the highest count at each position constitute the resulting combined hypothesis.
To acquire the necessary word alignments we used Meteor. Meteor outputs were then converted to a more easily manageable form using the Jane toolkit (Freitag et al., 2014 ) (we used an awk script distributed with Jane). The majority voting algorithm was implemented in Python.
Results
We performed automatic evaluation of the NMT systems using the SacreBLEU evaluation tool (Post, 2018) . The results (see Table 4 ) show that the Transformer models achieved better results than the MLSTM-based models. For the constrained scenarios, both ensembles of averaged models achieved higher scores than each individual averaged model. It is also evident that the unconstrained models (tilde-nc-nmt) achieved the best results.
Although the unconstrained models were not trained on factored data, the datasets were 17 times larger than the constrained datasets. However, the difference is rather minimal and shows that the current NMT architectures may not able to learn effectively from large datasets.
The official human evaluation results (see Table 5 ) from the WMT 2018 shared task on news translation (Bojar et al., 2018) our unconstrained scenario systems (tilde-nc-nmt) ranked significantly higher than any other submission for both translation directions. Our best constrained systems were the second highest ranked systems among all constrained scenario systems, at the same time sharing the same cluster with the highest ranked systems.
Conclusion
The paper described the development process of the Tilde's NMT systems that were submitted for the WMT 2018 shared task on news translation. We compared Transformer models to MLSTMbased models and showed that the Transformer models outperform the older NMT architecture. We also showed that double back-translation may improve translation quality further than single back-translation. In terms of model ensembling and averaging, we showed that the best results in the constrained scenario were achieved by en- 
