Abstract
, the boundary of the union ofË£ -fat triangles in the plane consists of at most¨ F 9 G H £ ' I simple arcs.
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Supported by OTKA grants T030059, T029255 and FKFP grant 0607/1999 The boundary complexity of the union of a family of The concept of b -fatness, as well as the above theorem, has been extended to arbitrary polygons by van Kreveld [K98] . For other extensions and generalizations, see [SH93] , [S94] , [ES97] , [EK98] , and [E99] .
For wedges (i.e., cones) in place of triangles, a somewhat better upper bound was found by Efrat, Rote, and Sharir [ER93] . They proved that the number of holes determined by holes. This bound is tight up to the logarithmic factor.
Theorem 1 can be used to establish a more general upper bound for the number of holes determined by a family of triangles with given angles. Of course, the same result applies to wedges, provided that their angles are separated from w . Moreover, in this case an almost identical upper bound holds for the boundary complexity of the union. Notice that Theorem 3 bounds the boundary complexity instead of the number of holes. The bound in Theorem 2 for the number of holes in families of triangles cannot be extended to boundary complexity as there are families of equilateral triangles (for which , which determines
holes, where
The rest of the paper is organized as follows. The proofs of Theorems 1, 2-3, and 4 are presented in Sections 2-3, 4, and 5, respectively. The last section contains some combinatorial and algorithmic consequences of the main results.
Reduction to rhombs and assignment of holes
By a polygon we mean a simply connected (bounded or unbounded) region in the plane, whose boundary consists of a finite number of straight-line segments and possibly two half-lines. A family of polygons is said to be in general position, if no three lines supporting different sides of the polygons pass through the same point. We say that a point is incident to a hole 
follows from the fact that to cover each hole we need at least one convex set. To establish the upper bound, we show that every hole with » concave vertices can be partitioned into » Ö Í Á convex sets. In the case » ì í , the hole itself is convex. For
» î ï
, it is enough to observe that the total number of concave vertices decreases by cutting the hole into two along the angular bisector at a concave vertex. 
into convex sets. Note that we needed the condition in the lemma to guarantee that each member of the latter family is convex. . By Theorem 2.3,
Now Lemmas 2.1 and 2.2 imply that 
Summing up these inequalities, we obtain 
Base points
Theorem 2.3 would immediately follow from Lemma 2.5, if we could show that the ratio of the largest and smallest depths of an in-hole (and out-hole) along the same edge is bounded by a polynomial of w . It is not hard to see that this holds for wedges rather than rhombs (and this can be used to give a direct proof of Theorem 3), but the general statement is false. We prove instead that the depths of the intermediate holes (in-holes and out-holes) assigned to a given edge fall into a small number of short intervals.
To formulate our result precisely, we need some preparation. We assign at most three so-called base points to each edge, according to the following definition. 
Figure 3
We distinguish two cases.
Case I: 
is above the same line. This implies that the angle 
times the number of base points on that edge. Thus by Lemma 2.4 the total number of intermediate holes is°}h
. Since the number of extreme holes is°3h
, Theorem 2.3 follows.
Generalizations-Proofs of Theorems 2 and 3
Proof of Theorem 2: Obviously, the triangles 
bound for the number of holes determined by the convex wedges in ã . As we have indicated before, the direct proof of this bound along the lines described in Section 2 is simpler than the proof of Theorem 1. However, at this point it is more convenient to deduce it from Theorem 2. Let ä be the number of holes determined by the wedges. First we split each wedge with an obtuse angle into two congruent wedges. Then we replace each wedge by a triangle, intersecting it with a half-plane that contains all intersection points between the boundaries of the original wedges. We make sure that all new angles introduced exceed å h ae o ç . Following this procedure, we obtain a family of at most è Ö
triangles that determine at least
holes, where. The value Ú for this new family (as defined in Theorem 2) is at most ë larger than the corresponding value for the original family of wedges. Applying Theorem 2 to the triangles, we obtain the desired bound for wedges.
To prove the same upper bound for the boundary complexity, notice that
. As in the proof of Theorem 2, we can disregard the first Ú wedges, because their contribution to the boundary complexity is at most ç Q Ú X Ö
. We proceed as in [MP94] . We partition the remaining wedges into 
In the latter case, we use a trivial construction similar to the one described at the end of the proof of Theorem 2: we pick Ö R Ó ¢ Ô wedges which intersect the remaining wedge in distinct single points. This family determines at least holes.
Wedges of angles close to -Theorem 4
This section is devoted to the proof of Theorem 4. , as it determines a single convex hole.
We proceed as in the proof of Theorem 1, but now we have to deal with different angles. Fix a reference direction and say that a wedge is small if its angle is 
of the smallest angles is less than
. This implies , we find that they cover any point at most twice. Therefore, any lower bound on the lengths of these intervals yields an upper bound on their number. As in the proof of the previos claim, we distinguish two cases. 
covered vertices which satisfy the condition of Case i. Therefore, the total number of covered vertices of this type is È has a point on its boundary, which appears as the leading term of a strongly extremal or a covered vertex. Indeed, if no such strongly extremal vertex exists, then the hole must be a (bounded) convex polygon. Consider the orientation of the edges inherited from the rays oriented toward their apices. If it is not cyclic, we find a vertex , but one of its boundary rays is on 
Concluding remarks, applications
As in [MP94] , Theorems 1 and 2 yield the following upper bounds for the boundary complexity of a family of triangles. 
.
Plugging Theorem 3 into the analysis of the running time of the algorithm described in [ER93] , we obtain the following two results. A. Efrat [E99] introduced another generalization of the notion of fatness to compact connected regions of 'constant description convexity' depending on two real parameters. He established an upper bound on the boundary complexity of a system of 'fat' objects according to this definition. The dependence of his bounds on the parameters can be improved by using Theorem 1 instead of the results in [MP94] .
