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Foreword
Since its founding in 1947, Educational Testing Service (ETS), the world’s largest 
private nonprofit testing organization, has conducted a significant and wide-ranging 
research program. The purpose of Advancing Human Assessment: The 
Methodological, Psychological and Policy Contributions of ETS is to review and 
synthesize in a single volume the extensive advances made in the fields of educa-
tional and psychological measurement, scientific psychology, and education policy 
and evaluation by researchers in the organization.
The individual chapters provide comprehensive reviews of work ETS research-
ers conducted to improve the science and practice of human assessment. Topics 
range from test fairness and validity to psychometric methodologies, statistics, and 
program evaluation. There are also reviews of ETS research in education policy, 
including the national and international assessment programs that contribute to pol-
icy formation. Finally, there are extensive treatments of research in cognitive, devel-
opmental, and personality psychology.
Many of the developments presented in these chapters have become de facto 
standards in human assessment, for example, item response theory (IRT), linking 
and equating, differential item functioning (DIF), and confirmatory factor analysis, 
as well as the design of large-scale group-score assessments and the associated 
analysis methodologies used in the National Assessment of Educational Progress 
(NAEP), the Programme for International Student Assessment (PISA), the Progress 
in International Reading Literacy Study (PIRLS), and the Trends in International 
Mathematics and Science Study (TIMSS).
The breadth and the depth of coverage the chapters provide are due to the fact 
that long-standing experts in the field, many of whom contributed to the develop-
ments described in the chapters, serve as lead chapter authors. These experts con-
tribute insights that build upon decades of experience in research and in the use of 
best practices in educational measurement, evaluation, scientific psychology, and 
education policy.
The volume’s editors, Randy E. Bennett and Matthias von Davier, are themselves 
distinguished ETS researchers.
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Randy E. Bennett is the Norman O. Frederiksen chair in assessment innovation 
in the Research and Development Division at ETS. Since the 1980s, he has con-
ducted research on integrating advances in the cognitive and learning sciences, mea-
surement, and technology to create new forms of assessment intended to have 
positive impact on teaching and learning. For his work, he was given the ETS Senior 
Scientist Award in 1996, the ETS Career Achievement Award in 2005, and the 
Distinguished Alumni Award from Teachers College, Columbia University in 2016. 
He is the author of many publications including “Technology and Testing” (with 
Fritz Drasgow and Ric Luecht) in Educational Measurement (4th ed.). From 2007 
to 2016, he led a long-term research and development activity at ETS called the 
Cognitively Based Assessment of, for, and as Learning (CBAL®) initiative, which 
created theory-based assessments designed to model good teaching and learning 
practice.
Matthias von Davier is a distinguished research scientist at the National Board of 
Medical Examiners in Philadelphia, PA. Until January 2017, he was a senior 
research director at ETS. He managed a group of researchers concerned with meth-
odological questions arising in large-scale international comparative studies in edu-
cation. He joined ETS in 2000 and received the ETS Research Scientist Award in 
2006. He has served as the editor in chief of the British Journal of Mathematical 
and Statistical Psychology since 2013 and is one of the founding editors of the 
SpringerOpen journal Large-Scale Assessments in Education, which is sponsored 
by the International Association for the Evaluation of Educational Achievement 
(IEA) and ETS through the IEA-ETS Research Institute (IERI). His work at ETS 
involved the development of psychometric methodologies used in analyzing cogni-
tive skills data and background data from large-scale educational surveys, such as 
the Organisation for Economic Co-operation and Development’s PIAAC and PISA, 
as well as IEA’s TIMSS and PIRLS. His work at ETS also included the development 
of extensions and of estimation methods for multidimensional models for item 
response data and the improvement of models and estimation methods for the analy-
sis of data from large-scale educational survey assessments.
ETS is proud of the contributions its staff members have made to improving the 
science and practice of human assessment, and we are pleased to make syntheses of 
this work available in this volume.
Research and Development Division  Ida Lawrence





An edited volume on the history of the scientific contributions to educational 
research, psychology, and psychometrics made by the staff members of a nonprofit 
organization, Educational Testing Service (ETS), in Princeton, NJ, begs the ques-
tions: Why this self-inspection and who might benefit from that?
The answer can be found in current developments in these fields. Many of the 
advances that have occurred in psychometrics can be traced to the almost 70 years 
of work that transpired at ETS, and this legacy is true also for select areas in statis-
tics, the analysis of education policy, and psychology.
When looking at other publications, be they conference proceedings, textbooks, 
or comprehensive collections like the Handbook of Item Response Theory (van der 
Linden 2016), the Handbook of Test Development (Lane et al. 2015), or Educational 
Measurement (4th ed.; Brennan 2006), one finds that many of the chapters were 
contributed by current and former ETS staff members, interns, or visiting scholars.
We believe that this volume can do more than summarize past achievements or 
collect and systematize contributions. A volume that compiles the scientific and 
policy work done at ETS in the years since 1947 also shows the importance, and the 
long-term effects, of a unique organizational form—the nonprofit measurement 
organization—and how that form can contribute substantially to advancing scien-
tific knowledge, the way students and adults are assessed, and how learning out-
comes and education policy more generally are evaluated.
Given the volume’s purpose, we expect that it will be most attractive to those 
concerned with teaching, advancing, and practicing the diverse fields covered 
herein. It thus should make for an invaluable reference for those interested in the 
genesis of important lines of study that began or were significantly advanced at ETS.
Contributors to this volume are current and former ETS researchers who were 
asked to review and synthesize work around the many important themes that the 
organization explored over its history, including how these contributions have 
affected ETS and the field beyond. Each author brings his or her own perspective 
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and writing style to the challenge of weaving together what in many cases consti-
tutes a prodigious body of work. Some of the resulting accounts are thematically 
organized, while other authors chose more chronologically oriented approaches. In 
some chapters, individuals loom large simply because they had such significant 
impact on the topic at hand, while in other accounts, there were so many contributors 
that substantive themes offered a more sensible organizational structure. As a result, 
the chapters follow no single template, but each tells its own story in its own way.
The book begins with the reprint of a 2005 report by Randy E. Bennett that 
reviews the history of ETS, the special role that scientific research has played, and 
what that history might mean for the future.
With that opening chapter as context, Part I centers on ETS’s contributions to the 
analytic tools employed in educational measurement. Chapters 2 and 3 by Tim 
Moses cover the basic statistical tools used by psychometricians and analysts to 
assess the quality of test items and test scores. These chapters focus on how ETS 
researchers invented new tools (e.g., confirmatory factor analysis), refined other 
tools (e.g., reliability indices), and developed versions of basic statistical quantities 
to make them more useful for assessing the quality of test and item scores for low- 
and high-stakes tests (e.g., differential item functioning procedures).
Chapter 4 by Neil J. Dorans and Gautam Puhan summarizes the vast literature 
developed by ETS researchers on one of the most fundamental procedures used to 
assure comparability of test scores across multiple test forms. This chapter on score 
linking is written with an eye toward the main purpose of this procedure, namely, to 
ensure fairness.
James E. Carlson and Matthias von Davier describe in Chap. 5 another staple of 
educational and psychological measurement that had significant roots at ETS. Their 
chapter on item response theory (IRT) traverses decades of work, focusing on the 
many developments and extensions of the theory, rather than summarizing the even 
more numerous applications of it.
In Chap. 6, Henry Braun describes important contributions to research on statis-
tics at ETS. To name a few, ETS research contributed significantly to the methodol-
ogy and discourse with regard to missing data imputation procedures, statistical 
prediction, and various aspects of causal inference.
The closing chapter in this part, Chap. 7 by Neil J. Dorans, covers additional top-
ics relevant to ensuring fair assessments. The issues dealt with here go beyond that 
addressed in Chap. 4 and include procedures to assess differential item functioning 
(DIF) and give an overview of the different approaches used at ETS.
The chapters in Part II center on ETS’s contributions to education policy and 
program evaluation. Two chapters cover contributions that built upon the develop-
ments described in Chaps. 2, 3, 4, 5, 6, and 7. Chapter 8 by Albert E. Beaton and 
John L. Barone describes work on large-scale, group-score assessments of school- 
based student populations. The chapter deals mainly with the National Assessment 
of Educational Progress (NAEP), describing the methodological approach and 
related developments. The following chapter by Irwin Kirsch, Mary Louise Lennon, 
Kentaro Yamamoto, and Matthias von Davier focuses on methods and procedures 
developed over 30 years at ETS to ensure relevance, comparability, and interpret-
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ability in large-scale, international assessments of adult literacy. It describes how 
methods developed for NAEP were extended to focus on new target populations and 
domains, as well as to link assessments over time, across countries and language 
versions, and between modes of delivery.
Chapter 10 discusses longitudinal studies and related methodological issues. 
This contribution by Donald A. Rock reviews the series of important longitudinal 
investigations undertaken by ETS, showing the need to carefully consider assump-
tions made in such studies and in the vertical linking of tests associated with them. 
The approaches taken offer solutions to methodological challenges associated with 
the measurement of growth and the interpretation of vertical scales.
Besides the book’s opening chapter, the only other contribution not written for 
the current volume is Chap. 11, by Samuel Ball. The chapter was originally pub-
lished by ETS in 1979. It describes the pinnacle of work at ETS on large program 
evaluation studies, including the classic investigation of the effects of Sesame 
Street. We include it because Ball directed much of that work and his account offers 
a unique, firsthand perspective.
Part II concludes with Chap. 12, a review by Richard J. Coley, Margaret E. Goertz, 
and Gita Z. Wilder of the extensive set of projects, primary and secondary analyses, 
and syntheses produced on education policy. Those endeavors have ranged widely, 
from school finance analyses to help build more equitable funding approaches to 
uncovering the complex of factors that contribute to achievement gaps.
Part III concerns ETS’s contributions to research in psychology and consists of 
three chapters. ETS’s work in personality, social, cognitive, and developmental psy-
chology was extensive. Much of it, particularly in the early years, centered on the-
ory development, as well as on the invention and improvement of assessment 
methodology. The first two chapters, Chap. 13 by Lawrence J. Stricker and Chap. 14 
by Nathan Kogan, respectively, cover the very broad range of investigations con-
ducted in cognitive, personality, and social psychology. Chap. 15 by Nathan Kogan, 
Lawrence J. Stricker, Michael Lewis, and Jeanne Brooks-Gunn documents the large 
and extremely productive research program around the social, cognitive, and psy-
chological development of infants and children.
The final part concerns contributions to validity. Chapter 16 by Michael Kane 
and Brent Bridgeman reviews ETS staff members’ seminal work on validity theory 
and practice, most notably that of Samuel Messick. Donald E. Powers’ Chap. 17 
delves into the historically contentious area of special test preparation, an activity 
that can threaten or enhance the validity of test scores. The part closes with Isaac 
I. Bejar’s Chap. 18, a wide-ranging examination of constructed-response formats, 
with special attention to their validity implications.
We end the book with Chap. 19, a synthesis of the material covered.
This book would not have been possible without the vision of Henry Braun, who 
suggested the need for it; Ida Lawrence, who supported it; Lawrence J. Stricker, 
whose contributions of time, effort, advice, and thought were invaluable; and the 
authors, who gave of their time to document the accomplishments of their col-
leagues, past and present. Also invaluable was the help of Kim Fryer, whose edito-
rial and managerial skills saw the project to a successful completion.
Preface
x
We hope that this collection will provide a review worthy of the developments 
that took place over the past seven decades at ETS.
Princeton, NJ, USA  Randy E. Bennett
September 2017 Matthias von Davier
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Chapter 1
What Does It Mean to Be a Nonprofit 
Educational Measurement Organization 
in the Twenty-First Century?
Randy E. Bennett
The philosopher George Santayana (1905) said, “Those who cannot remember the 
past are condemned to repeat it” (p. 284). This quote is often called, “Santayana’s 
Warning,” because it is taken to mean that an understanding of history helps avoid 
having to relive previous mistakes. But the quote can also be read to suggest that, in 
order to make reasoned decisions about the future, we need to be always cognizant 
of where we have come from. This claim is especially true for a nonprofit organiza-
tion because its continued existence is usually rooted in its founding purposes.
This chapter uses Educational Testing Service (ETS), the largest of the nonprofit 
educational measurement organizations, to illustrate that claim. The chapter is 
divided into four sections. First, the tax code governing the establishment and oper-
ation of educational nonprofits is reviewed. Second, the history around the founding 
of ETS is described. Third, the implications of ETS’s past for its future are dis-
cussed. Finally, the main points of the paper are summarized.
This chapter was originally published in 2005 by Educational Testing Service.
R.E. Bennett (*) 
Educational Testing Service, Princeton, NJ, USA
e-mail: rbennett@ets.org
2
1.1  What Is an Educational Nonprofit?
The term nonprofit refers to how an organization is incorporated under state law. To 
be federally tax exempt, an educational nonprofit must become a 501(c)3 corpora-
tion.1, 2 What is 501(c)3? It is a very important section in the Internal Revenue Code. 
The section is important because of what it does, and does not, allow educational 
nonprofits to do, as well as because of how the section came about.
Section 501(c)3 exempts certain types of organizations from federal income tax.3 
To qualify, an organization must meet certain discrete “tests.” The tests are the orga-
nizational test, operational test, inurement test, lobbying restriction, electioneering 
prohibition, public benefit test, and public policy test (Harris 2004). Each of these 
tests is briefly reviewed in turn.
Under the Internal Revenue Code, to be exempt, an organization must be set up 
exclusively for one or more of the following purposes: charitable, religious, educa-
tional, scientific, literary, testing for public safety, fostering amateur national or 
international sports competition, or the prevention of cruelty to children or animals 
(Internal Revenue Service [IRS] 2003b). An entity meets this organizational test if 
its articles of incorporation limit its function to one or more exempt purposes (e.g., 
educational) and do not expressly allow the organization to engage, other than 
insubstantially, in activities that are not consistent with those purposes.
ETS’s exempt purpose is educational and its organizing documents specify the 
activities it can pursue in keeping with that purpose. Paraphrasing the 2005 revision 
of the organization’s charter and bylaws (ETS 2005), those activities are to:
• Conduct educational testing services,
• Counsel test users on measurement,
• Serve as a clearinghouse about research in testing,
• Determine the need for, encourage, and carry on research in major areas of 
assessment,
• Promote understanding of scientific educational measurement and the mainte-
nance of the highest standards in testing,
• Provide teachers, parents, and students (including adults) with products and ser-
vices to improve learning and decisions about opportunities,
• Enhance educational opportunities for minority and educationally disadvantaged 
students, and
• Engage in other advisory services and activities in testing and measurement from 
time to time.
1 For purposes of this chapter, nonprofit and 501(c)3 corporation are used to mean the same thing, 
even though they are legally different.
2 The terms nonprofit and not-for-profit are not legally distinct, at least not in the Internal Revenue 
Code.
3 The IRS has 27 types of organizations that are tax exempt under 501(c), only one of which covers 
those institutions exempt under 501(c)3 (Internal Revenue Service [IRS] 2003a).
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To meet the second—or operational—test, the organization must be run exclu-
sively for one or more of the exempt purposes designated in its articles. The test is 
met if the organization’s stated purpose and activities conform. Although Section 
501(c)3 indicates that the organization must be operated “exclusively” for exempt 
purposes, the term exclusively has been interpreted by the IRS to mean “primarily” 
or “substantially.” Thus, Section 501(c)3 does allow exempt organizations to engage 
in activities unrelated to their exempt purposes (IRS 2000). But those activities must 
not become “substantial” and tax must be paid on this unrelated business income.
Note that the operational test makes clear that engaging in unrelated activities to 
support the exempt purpose is, in itself, a nonexempt purpose, if it is done any more 
than insubstantially (IRS n.d.-a).4 To prevent such unrelated activities from becom-
ing so substantial that they threaten tax-exempt status—as well as to allow outside 
investment and limit liability—an exempt organization may create for-profit 
subsidiaries.5
The inurement test is often cited as the fundamental difference between for-profit 
and nonprofit corporations. This test says that no part of the organization’s net earn-
ings may benefit any private individual. For example, there may be no stockholders 
and no distribution of net earnings, as in a dividend.
The lobbying restriction and electioneering prohibition mean, respectively, that 
no significant part of an organization’s activities may consist of “carrying on propa-
ganda or otherwise attempting to influence legislation…” and that an exempt orga-
nization may not participate or intervene in any political campaign for or against 
any candidate for public office (IRS n.d.-b).6 Unlike the lobbying restriction, the 
electioneering prohibition is absolute.
To meet the public benefit test, the organization must operate for the advantage 
of public, rather than private, interests.7 Private interests can be benefited, but only 
incidentally. Further, the principal beneficiaries of the organization’s activities must 
be sufficiently numerous and well-defined, so that the community is, in some way, 
served.
Finally, there is the public policy test, which essentially says that an otherwise 
qualifying organization’s “…purpose must not be so at odds with the common com-
munity conscience as to undermine any public benefit that might otherwise be con-
ferred” (Bob Jones University v. United States 1983). The quintessential example is 
Bob Jones University, which lost its tax-exempt status as a result of racially 
4 There does not appear to be a statutory or regulatory definition of substantial. However, experts 
in nonprofit tax law often advise limiting gross unrelated business income to under 20% of gross 
revenue (e.g., FAQ’s—501(c)(3) Status (n.d).
5 The Chauncey Group International would be one example from ETS’s history.
6 The dollar limits associated with the lobbying restriction are defined by a relatively complex 
formula. See Restrictions on Nonprofit Activities (n.d.). Also see IRS (n.d.-c).
7 This test differs from the inurement test in that the inurement test applies only to insiders—per-
sons having a private interest in the organization’s activities—whereas the “private interests” cited 
in the public benefit test apply more generally.
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 discriminatory practices that the IRS believed, and the Supreme Court affirmed, 
violated fundamental public policy.8
Organizations set up for educational purposes under 501(c)3 have several addi-
tional requirements (IRS 2003b). First, the “positions” they take must be educa-
tional. According to the IRS, “Advocacy of a particular position … may be 
educational if there is a sufficiently full and fair exposition of pertinent facts to 
permit an individual or the public to form an independent opinion or conclusion” 
(IRS 2003b, p. 25). Also, the method used by an organization to develop and present 
its views is a factor in determining if the organization is “educational.”
What constitutes an “educational” method? The IRS says that the method is not 
educational when:
 1. The presentation of viewpoints unsupported by facts is a significant part of the 
organization’s communications.
 2. The facts that purport to support the viewpoints are distorted.
 3. The organization’s presentations express conclusions more on the basis of emo-
tion than objective evaluation. (IRS 2003b, p. 25)
That, then, is what 501(c)3 is about. But why did Congress decide to grant tax 
exemptions to certain organizations in the first place, thereby forgoing huge amounts 
of future revenue?
The statutory roots of 501(c)3 are commonly traced to the Tariff Act of 1894, 
which imposed a corporate income tax and exempted entities organized and con-
ducted solely for charitable, religious, or educational purposes from having to pay 
it (Scrivner 2001). The congressional intent behind the exemption was to give pref-
erential treatment because such organizations provided a benefit to society. Congress 
reaffirmed this view in the Revenue Act of 1938 when it said that tax exemption was 
based on the theory that the loss of revenue is compensated by relieving the govern-
ment of a function it would otherwise have to perform (presumably because the 
for-profit sector would not, or should not be allowed to, perform it) and because of 
the benefits to the general welfare that the function would serve (Bob Jones 
University v. United States 1983).9
The Revenue Act of 1950 added unrelated business income tax rules, which were 
intended to eliminate unfair competition by taxing the unrelated activities of exempt 
8 The IRS revoked the tax-exempt status of Bob Jones University in 1975 even though the school 
had not violated any provision of 501(c)(3). The IRS revoked its tax-exempt status because the 
university had, on the basis of religious belief, at first, refused admission to Black students, and 
then only to Black students married within their own race. It then admitted Black students gener-
ally but enforced strict rules, including expulsion, against interracial dating. The university sued 
when its exempt status was revoked. The Supreme Court upheld the IRS decision by an 8–1 vote.
9 Why shouldn’t the for-profit sector supply some services? Because the need for profit may come 
into direct conflict with the intended public benefit behind the service. Some services require a 
disinterested party. See, for example, the inurement test, the lobbying restriction, and the election-
eering prohibition, which are intended to distance the service provider from self-interest that could 
otherwise affect the provision of the service. Occupational and professional licensing and certifica-
tion, which is often handled by private nonprofit associations, would be an example.
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organizations in the same way as competing for-profit corporations were taxed 
(Scrivner 2001). The Internal Revenue Code of 1954 was a restructuring to the cur-
rent numbering, which resulted in the section known today as “Section 501(c)3.” 
Finally, the 1959 Regulations for the 1950 Act and the 1954 Code defined charity to 
more closely approach the English common-law definition (Scrivner 2001). That is, 
not only the relief of poverty, but also the advancement of education, religion, and 
other purposes beneficial to the community. So, legally, many 501(c)3 organizations 
like ETS are, in fact, “public charities.”10
To summarize, in the words of the majority opinion rendered by the U.S. Supreme 
Court in Bob Jones University v. United States (1983), “In enacting … 501(c)3, 
Congress sought to provide tax benefits to charitable organizations to encourage the 
development of private institutions that serve a useful public purpose or supplement 
or take the place of public institutions of the same kind.”
Thus, Section 501(c)3 has its roots in the idea that the government might not be 
able to provide all the services the public needs, that the for-profit sector might not 
fill the gap, and that those organizations that do voluntarily address such social 
needs should be compensated through tax exemption.
How did ETS come to be a 501(c)3? The reasons for that lie fundamentally in 
how ETS came about. That story begins at the end of the nineteenth century, just 
prior to the establishment of the College Entrance Examination Board.
1.2  Where Did ETS Come From?
Prior to the founding of the College Entrance Examination Board (CEEB), admis-
sion to college and university in the United States was a disorganized, if not chaotic 
process (Fuess 1950). The Ivy League institutions each administered their own 
tests, which varied widely in subjects assessed, quality, and administration date. 
Wilson Farrand, principal of Newark Academy, summarized the disarray in entrance 
requirements as follows (cited in Fuess 1950, p. 17):
Princeton requires Latin of candidates for one course, but not for the others. Yale demands 
it of all, Columbia of none. Princeton names five books of Caesar and four orations of 
Cicero; Yale names four books of Caesar and three books of Virgil … Yale calls for Botany, 
Columbia for Physics and Chemistry, Princeton for no science. Princeton and Columbia 
demand both German and French, while Yale is satisfied with either. On the other hand, 
while Princeton and Columbia demand only American History, Yale calls also for that of 
England…
Other colleges annually reviewed and certified high schools so that they had a 
means of assuring the quality of the curriculum and of the recommendations com-
ing from school principals (Fuess 1950; Hubin 1988). This certification system was 
10 All 501(c)3 organizations must be categorized under Section 509(a) as either private foundations 
or one of several types of public charity. See IRS (2003b, pp. 30–36) for the particulars of this 
classification.
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a burden for both the colleges and the high schools. College staff had to physically 
visit each feeder school and each feeder school had to undergo multiple reviews 
annually, one for each receiving college.
To help rationalize admissions, the CEEB was established in 1900 through the 
Association of Colleges and Secondary Schools of the Middle States and Maryland, 
with 12 collegiate charter members, as well as representation from three secondary 
schools (Fuess 1950).11 The Board’s initial purpose was to create a single battery of 
centrally scored examinations and, in so doing, bring order and higher quality to the 
college preparatory curriculum. The first “College Boards,” as they were called, 
were administered the following year, 1901.
The College Boards were a weeklong battery of essay tests in various content 
domains, which solved some problems but brought others to the fore (Hubin 1988). 
By the early 1920s, the CEEB membership, which now included secondary schools, 
was unhappy enough with the exams that it began publicly voicing concerns about 
their subjectivity in scoring, variation in difficulty from one administration (or 
form) to the next, and the narrowing effect the exams were having on the high 
school curriculum.12
As a consequence of its unhappiness, the Board commissioned two streams of 
investigation, with the idea being to supplement, not replace, the essay tests (Hubin 
1988). The first stream of investigation focused on multiple-choice achievement 
tests and was led by Edward L. Thorndike and Ben D. Wood of Teachers College, 
Columbia University.
The second stream centered on multiple-choice intelligence tests derived from 
Yerkes’ 1918 Army Alpha Test. The Board referred to this project as its 
“Psychological” examinations, and it was led by Carl Brigham of Princeton 
University.
As the Board was pursuing its twin investigations, the American Council on 
Education (ACE), began its own initiative to develop “psychological examinations.” 
ACE was founded in 1918, as an association dominated by public universities. (The 
much smaller CEEB, in contrast, was composed primarily of private institutions.) In 
1924, ACE commissioned Louis. L.  Thurstone, of the Carnegie Institute of 
Technology, to create an admissions test based on Army Alpha.13 ACE took this 
course of action because many public institutions were already using intelligence 
tests in admissions and ACE wanted to standardize this use (Hubin 1988).
Meanwhile, under the auspices of the CEEB, Brigham had by 1926 developed 
his “psychological” examination but under a new name because, Brigham, origi-
nally a eugenicist, no longer believed that intelligence tests measured native ability. 
11 The charter members were: Barnard College, Bryn Mawr College, Columbia University, Cornell 
University, Johns Hopkins University, New  York University, Rutgers College, Swarthmore 
College, Union College, University of Pennsylvania, Vassar College, and the Woman’s College of 
Baltimore (Fuess 1950).
12 These issues, incidentally, remain with us in one way or another to this day.




And in the first SAT® manual (Brigham 1926, cited in Hubin 1988, pp. 196–197), 
he was quite clear:
The term ‘scholastic aptitude’ makes no stronger claim … than that there is a tendency for 
… scores in these tests to be associated positively with … subsequent academic 
attainment.
Further:
This additional test … should be regarded merely as a supplementary record.
To evaluate Brigham’s predictive validity claim, the CEEB began to administer 
the test experimentally that same year (Hubin 1988).
The story next moves to Harvard. The year was 1933 and the country was in the 
midst of its Great Depression. James Bryant Conant had just become president. As 
president, Conant found that applicants were being drawn primarily from a small 
number of northeastern preparatory schools and that the “College Boards” were still 
being used for admission (Hubin 1988). Conant disliked the “College Boards” 
because he saw them as nothing more than a measure of mastery of the prep school 
curriculum that couldn’t be used to assess students coming from public schools. For 
Conant, Harvard admission was being based largely on ability to pay because if a 
student could not afford to attend prep school, that student was not going to do well 
on the College Boards and was not coming to Harvard.
Conant decided to address this problem by creating a scholarship program to 
increase economic and regional diversity (Hubin 1988). Note that Conant did not 
want to increase access to Harvard for everyone, but just for those with academic 
talent. How would one measure academic talent in the public schools? Obviously 
not with the College Boards, which were keyed toward the prep school curriculum. 
To find a solution, Conant turned to Henry Chauncey, his assistant dean of admis-
sions. Chauncey contacted Carl Brigham, who was by this time associate director 
for research at the CEEB, on leave from Princeton University.
Chauncey arranged with the CEEB for Brigham’s Scholastic Aptitude Test to be 
used for the award of Harvard scholarships in the very next year (1934), and by 
1937, the “Scholarship Tests,” as they were now being called, were used by 14 col-
leges. The Scholarship Tests were composed of two parts: the Scholastic Aptitude 
Test, as developed by Brigham, and a battery of achievement tests created by Ben 
Wood for ACE’s Cooperative Test Service. This use of the Scholarship Tests was 
funded by the Carnegie Foundation for the Advancement of Teaching. In the follow-
ing year, 1938, the Scholarship Tests were extended to use for university 
admissions.
Within the Scholarship Test project were collaborating the three organizations 
that would later form ETS: the College Entrance Examination Board, the American 
Council on Education, and the Carnegie Foundation for the Advancement of 
Teaching. This third organization, the Carnegie Foundation, was established by 
Andrew Carnegie in 1905 as an independent policy and research center to “…
encourage, uphold, and dignify the profession of the teacher and the cause of higher 
education” (Carnegie Foundation for the Advancement of Teaching 2005). Around 
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the time the Scholarship Tests were being put into place, William Learned of the 
Foundation was also encouraging development of the GRE® assessment as an 
experimental test for admissions to graduate liberal arts programs (Hubin 1988). 
The GRE consisted of an aptitude test, which was the SAT, and a battery of achieve-
ment tests created by Wood for ACE. The GRE was first administered experimen-
tally at Harvard, Yale, Princeton, and Columbia in 1937, the very same year the 
Scholarship Tests were extended beyond Harvard.
Just as the GRE and the Scholarship Tests were being introduced, several key 
figures floated the idea of a unified testing organization (ETS 1992). In a 1937 
speech at the annual meeting of the Educational Records Bureau, Conant advocated 
for formation of a “nationwide cooperative testing service” because he believed that 
standardized testing would be advanced by a substantial research program concen-
trated in one organization. Around the same time, Learned of Carnegie approached 
Wood of ACE about forming a “general examinations board” because Learned 
believed that testing could be made more efficient by eliminating competition and 
duplication, and because Learned thought that more resources would be available 
for research and development if a unified organization was formed (Hubin 1988).
George Mullins, CEEB Secretary, described the philosophical foundation that 
such an organization should have (ETS 1992, p. 9). He wrote:
The organization should be built so that it can attack the problems of educational measure-
ment scientifically … It should have no doctrine to sell, no propaganda concerning certain 
forms of tests to be spread … It must be an open-minded scientific organization if it is 
destined to give real service and therefore to endure.
So, clearly, scientific research was a principal motivation for the advocates of a 
unified testing organization. And, paradoxically, scientific research was also a moti-
vation for those opposed. The strongest opponent was Carl Brigham (ETS 1992; 
Hubin 1988; Lemann 1999). What were Brigham’s concerns?
First, Brigham did not believe that psychology or measurement was scientifically 
advanced enough to support the large-scale operational use of testing that a national 
agency would bring. He wrote (cited in Lemann 1999, p. 34):
Practice has always outrun theory…this is a new field and…very little has been done which 
is right.
What was not right? A prime example comes from an earlier letter (cited in 
Lemann 1999, p. 33):
The more I work in this field, the more I am convinced that psychologists have sinned 
greatly in sliding easily from the name of the test to the functions or trait measured.
This comment referred to the ease with which the psychologists of the day had 
concluded that IQ tests measured innate intelligence tied to ethnicity, a view he 
himself had taken but since, quite publicly, rejected (Hubin 1988).
A second reason for Brigham’s opposition to a unified measurement organiza-
tion was that he believed consolidation would slow the growth of measurement 




One of my complaints against the proposed organization is that although the word research 
will be mentioned many times in its charter, the very creation of powerful machinery to do 
more widely those things that are now being done badly will stifle research, discourage new 
developments, and establish existing methods, and even existing tests, as the correct ones.
What kind of innovation did Brigham wish to see? Among other things, Brigham 
was interested in connecting tests to teaching, learning, and cognition (Donlon 
1979; Hubin 1988). Ideas in his 1932 book, A Study of Error, anticipated by a half- 
century what we, today, call formative assessment. Brigham believed that the mis-
takes students made in solving test items could provide a basis for instruction.
But according to Lemann (1999), what concerned Brigham most was that any 
organization that owned the rights to a particular examination would inescapably 
become more interested in marketing that test than in objectively researching its 
effectiveness and working toward its improvement. For Brigham, a strong research 
program, not just lip service, was essential because “The provision for extensive 
research will prevent degeneration into a sales and propaganda group…” (Brigham 
1937, p. 756). Brigham’s opposition was so strident, and his opinion so respected, 
that the idea for a consolidated organization was shelved—that is, until Brigham 
died in January of 1943 at the relatively young age 52.
Coincidentally, by the time Brigham died, the need for a unified testing agency 
had become more pronounced. In the 1940s, the CEEB was still primarily a regional 
membership organization, though it had grown from its original 12 institutions to 
more than 50 (Fuess 1950). While membership growth was certainly desirable, the 
Board found it difficult to integrate the increased operational testing activity it had 
to perform. The SAT was now equated and machine scored, making it both fairer 
and far more efficient to process than the College Boards. In 1941, the old College 
Boards were discontinued, which from William Learned’s point of view, could have 
been no great loss, for he had earlier described them as “a few arbitrarily chosen 
questions with answers rated in terms of personal opinion by individuals of varying 
degrees of experience and competence” (cited in Hubin 1988, pg. 293).
The 1940s saw the CEEB’s operational testing activities balloon. Initially, this 
growth came from large military contracts during the Second World War, most of 
which had nothing to do with educational testing and which, consequently, made the 
Board’s membership of admissions officers quite uneasy (Hubin 1988). This activ-
ity was followed by an upsurge in college applicants after the war because of the GI 
Bill, which paid essentially the full cost of college for returning veterans.
Meanwhile, the Carnegie Foundation had its own concerns. In 1944, the GRE 
had gone operational and by 1946, the GRE unit had more staff than the Foundation 
proper (Hubin 1988). While the Foundation had hoped for such success, it was in 
the business of seeding development, not running established testing programs so, 
like the Board, it too was looking for a home for its “Big Test.”
Finally, ACE’s Cooperative Test Service (CTS) was operating at a loss (Lemann 
1999). Moreover, ACE, which saw the CEEB as a competitor, did not want the 
CEEB to get the GRE. Thus, all three organizations had their own motivations for 
wanting a centralized testing agency. Carnegie took the next step by sponsoring a 
national commission, chaired by Conant, to recommend how to proceed.
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When the Commission issued its recommendations, there was considerable 
negotiation, much of it facilitated by Henry Chauncey, over whether the agency 
should be a functionary of one of the three organizations or independent of them 
(ETS 1992; Lemann 1999). Finally, the three organizations agreed on an indepen-
dent arrangement in which they would turn over their testing programs and a portion 
of their assets to the new ETS (ETS, 1992; Fuess 1950). Among other things, the 
CEEB contributed SAT operations, Law School Admission Test (LSAT) operations, 
139 permanent employees, and its Princeton office. Carnegie gave the GRE, the 
Pre-Engineering Inventory, and 36 employees. ACE donated the Cooperative Test 
Service, which included NTE operations (and later full ownership), Thurstone’s 
Psychological Examination, and 37 employees.14
In December 1947, ETS was granted a charter by the New York State Board of 
Regents. James Conant was designated chairman of the Board of Trustees. Henry 
Chauncey, now a director of the CEEB, was named ETS’s first president, in recogni-
tion of the role he played in bringing the three organizations together.
Interestingly, neither the Board of Trustees, nor Henry Chauncey, forgot Carl 
Brigham’s warnings about the need for research as a mechanism for driving innova-
tion, helping maintain high standards, and, ultimately, for improving education. 
With respect to improving education, after its first meeting, the ETS Board of 
Trustees issued the following statement (cited in ETS 1992, p. 22):
In view of the great need for research in all areas and the long-range importance of this 
work to the future development of sound educational programs, it is the hope of those who 
have brought the ETS into being that [through its research] it make fundamental contribu-
tions to the progress of education in the United States.
Henry Chauncey also made the connection between research and improvements 
to education. In his inaugural message to staff (cited in ETS 1992, pp. 21–22), he 
wrote:
It is our ardent hope and confident expectation that the new organization will make impor-
tant contributions to American education through developing and making available tests of 
the highest standards, by sponsoring distinguished research both on existing tests and on 
unexplored test areas, and by providing effective advisory services … to schools and 
colleges.
For Henry Chauncey, these were not just words. Over his tenure as ETS presi-
dent, traditions for the conduct of research were established to forestall precisely the 
problems that Brigham feared. Chauncey put into place academic freedom to 
encourage independent thinking and constructive criticism of ETS’s own tests, 
thereby fostering opportunities for the instruments’ improvement. He put into place 
a policy requiring full publication of research results, unless the outcomes of a proj-
ect were identified in advance as proprietary and confidential. He established this 
policy for two reasons. The first reason was to prevent the suppression of results 
unfavorable to ETS or its testing programs because, if suppression occurred, it 
would signal the organization’s descent into producing “propaganda” to serve its 
14 Each organization also contributed capital in the form of cash or securities (Fuess 1950).
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own ends.15 A second reason for the publication policy was that Chauncey saw 
advancing the fields of education and measurement as a corporate obligation, and 
publication as a mechanism for achieving it.
Henry Chauncey also put into place a funding source that was purposely not 
controlled by the testing programs. He did this to encourage long-term, forward 
thinking projects unconstrained by short-term business needs. Last, he actively 
encouraged a wide-ranging agenda to push innovation along many measurement 
and education fronts simultaneously. Collectively, Chauncey’s traditions had one 
other important effect. They created an environment that allowed him to attract—
and retain—the brightest young research staff—Lord, Messick, Tucker, Gulliksen, 
Frederiksen—and, as a result, build ETS’s reputation as a scientific educational 
measurement organization.
To summarize, Conant, Chauncey, Learned, and the others who spearheaded the 
creation of ETS saw the new organization as providing a public service that neither 
the government nor the private sector offered. In this way, the public service prin-
ciples underlying the founding of ETS and those of the Internal Revenue Code met, 
with ETS being established as a nonprofit corporation.
Turning back to Santayana, “How might an organization like ETS use its past, in 
particular its public service roots, to help shape its future?” In other words, “How 
can such an organization succeed as a nonprofit educational measurement organiza-
tion in the twenty-first century?”
1.3  What Does the Past Imply for the Future?
To answer these questions requires a close look at the idea of mission. Section 
501(c)3 doesn’t use that word. It uses the term purpose to describe the reason for 
which an exempt organization is operated. What’s an organizational mission? It is, 
essentially, nothing more than a statement of purpose. Logically then, a nonprofit 
organization’s mission must be aligned with its exempt purpose, otherwise, the 
organization could not remain exempt. ETS’s mission is “… to help advance quality 
and equity in education by providing fair and valid assessments, research and related 
services,” which is quite close in meaning to the inaugural words of the Trustees and 
of Henry Chauncey, as well as to ETS’s chartered purpose.16
As noted earlier, the overwhelming majority of activities an exempt organization 
conducts must be consistent with its purposes under section 501(c)3. Such an 
15 It is interesting to note the repeated appearance of the word propaganda in the story of 
ETS. Brigham feared it, George Mullins (CEEB) hoped a unified organization would transcend it, 
the IRS enjoined educational nonprofits against it, and Henry Chauncey made sure to do some-
thing about it.
16 ETS’s chartered purpose reads as follows (ETS 2005): “The purposes for which the corporation 
is formed are to engage in, undertake, and carry on services, research and other activities in the 
field of educational testing and such other activities as may be appropriate to such purpose.”
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 organization may not, as a primary operating strategy, use unrelated business to 
fund its mission (IRS n.d.-a). So, what additional strategies are available to fund the 
mission for such an organization?
One strategy often used by educational nonprofits with large endowments is to 
fund activities through investment proceeds. But this approach is not a long-term 
operating strategy for an organization like ETS whose relatively limited reserves are 
needed to drive innovation and cover unforeseen emergencies.
A second mechanism is through for-profit subsidiaries, which protect the exempt 
status of the parent from unrelated income and allow outside investment. ETS used 
this approach in the 1990s with the establishment of Chauncey Group International 
(CGI), K12 Works, and ETS Technologies. CGI was sold in 2004 to Thomson 
Prometric and the other two subsidiaries were incorporated into ETS proper a short 
time earlier. More recently ETS has created several new subsidiaries, including one 
for-profit, ETS Global, B.V.
The third strategy is to fund the mission through the mission—in essence, 
through new product and service development because, in ETS’s case, the products 
that originally funded the mission—in particular, the SAT and GRE—are no longer 
providing the income growth needed to support continued innovation.
There is, of course, a catch to funding the mission through mission-related new 
product and service development. Obviously, these new products and services need 
to be financially successful. That is not the catch.
The catch is that, to be truly mission oriented, this new product and service 
development needs to be different in some fundamental way from the products and 
services that for-profits offer. Otherwise, what justifies nonprofit status? How can it 
be a public service if the for-profit sector is offering the very same thing?
How, then, does an organization like ETS differentiate itself?
ETS has typically tried to differentiate itself by providing higher levels of qual-
ity—or of integrity—than the for-profits offer. And when people’s life-chances are 
at stake, that is a public service.
But there may be something more that it can do. That “something more” is to 
take on the big challenges the for-profits will not because the challenges are too 
hard—and they don’t have the scientific capability to attack them—or because the 
return on investment isn’t big enough or soon enough—and their need to satisfy 
shareholders won’t allow it.
What are the big challenges? Arguably, the best examples can be found in the 
work of ETS’s progenitors. Carl Brigham was interested in going beyond the SAT’s 
selection function to using assessment to guide instruction. And what better time to 
pursue that goal than now? The relevant questions today are:
• Who needs help?
• With what specific content standards?
• How should they be taught those specific standards?
These questions are especially important to address in the case of minority and 
economically disadvantaged students, for whom closing the achievement gap has 
become a critical national issue.
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For his part, Henry Chauncey had enormous interest in measuring new constructs 
to guide individuals in educational choices (Lemann 1999). He wanted to know:
• What are individuals good at?
• What are they interested in?
• How can those aptitudes and interests be guided for the good of the individual 
and society?
Finally, James Conant’s original interest was using assessment to increase diver-
sity. In today’s terms:
• How can we better locate promising individuals from all backgrounds for pur-
poses of encouraging them to pursue higher education?
• How can we help them further develop the skills they will need to succeed 
(including such new basics as English for second-language learners)?
The challenges that Brigham, Chauncey, and Conant posed well over 50 years 
ago remain largely unresolved today. If nonprofit measurement organizations like 
ETS can create financially successful new products and services that meet those 
challenges, they will be doing as they should: funding their mission by doing their 
mission.
But nonprofit organizations like ETS do not have a chance of realizing this goal 
without reorienting themselves dramatically. For one, they need to be more respon-
sive to market needs. Being responsive means:
• Scientific research and development that solves problems customers care about,
• Business units that influence the choice of problems to be solved and that help 
shape those solutions into marketable products,
• Sales and marketing functions that effectively communicate what differentiates a 
nonprofit’s products from competitor offerings, and that bring back intelligence 
about customer needs, product ideas, and potential product improvements,
• Technology delivery that can readily and cost-effectively incorporate advances, 
and
• Operational processes that execute accurately and efficiently.
However, in addition to being more responsive, such organizations need to be 
more responsible. Being responsible means:
• Products and marketing claims the organization can stand behind scientifically,
• Research that supports, but is not controlled by, the business units, and
• Research and development investments that are determined not only by financial 
return but also mission return (i.e., the positive impact on education the product 
or service is expected to have).
Ultimately, being “responsible” means continuing to champion integrity, quality, 
and scientific leadership in educational measurement and in education.
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1.4  Summary
ETS is a nonprofit educational measurement organization with public service prin-
ciples deeply rooted in its progenitors and in Section 501(c)3. Both its progenitors 
and the framers of the tax code were interested in the same thing: providing a social 
benefit.
A corollary of this history is that the purpose of a nonprofit measurement organi-
zation like ETS is not about making money. Its purpose is not even about making 
money to support its mission (because that, in itself, would be a nonexempt pur-
pose). Its purpose is about doing its mission, making enough money in the process 
to continue doing it in better and bigger ways.
Third, it is reasonable to argue that, in the twenty-first century, renewed meaning 
can be brought to ETS’s mission by attacking big challenges in education and mea-
surement, such as using assessment to guide instruction, measuring new constructs 
to help individuals with educational choices, and using assessment to increase 
diversity. Interestingly, many of these big challenges are the same ones that moti-
vated the organization’s progenitors. Those individuals knew these were hard prob-
lems but they had faith that those problems could be solved. To solve them, ETS and 
organizations like it will need to act more responsively and more responsibly than 
ever before.
Make no mistake: If ETS succeeds in being responsive without being responsi-
ble, or in being responsible without being responsive, it will have failed. ETS, and 
kindred organizations, must do both. Doing both is what it means to be a nonprofit 
educational measurement organization in the twenty-first century.
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Chapter 2
A Review of Developments and Applications  
in Item Analysis
Tim Moses
This chapter summarizes contributions ETS researchers have made concerning the 
applications of, refinements to, and developments in item analysis procedures. The 
focus is on dichotomously scored items, which allows for a simplified presentation 
that is consistent with the focus of the developments and which has straightforward 
applications to polytomously scored items. Item analysis procedures refer to a set of 
statistical measures used by testing experts to review and revise items, to estimate 
the characteristics of potential test forms, and to make judgments about the quality 
of items and assembled test forms. These procedures and statistical measures have 
been alternatively characterized as conventional item analysis (Lord 1961, 1965a, 
b), traditional item analysis (Wainer 1989), analyses associated with classical test 
theory (Embretson and Reise 2000; Hambleton 1989; Tucker 1987; Yen and 
Fitzpatrick 2006), and simply item analysis (Gulliksen 1950; Livingston and Dorans 
2004). This chapter summarizes key concepts of item analysis described in the 
sources cited. The first section describes item difficulty and discrimination indices. 
Subsequent sections review discussions about the relationships of item scores and 
test scores, visual displays of item analysis, and the additional roles item analysis 
methods have played in various psychometric contexts. The key concepts described 
in each section are summarized in Table 2.1.
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College Board, New York, NY, USA
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application to item 
analysis
Description of 




score ( xi ) and 
reference average 
item score ( xi,2 )
Index for summarizing item 
difficulty
Gulliksen (1950), 
Horst (1933), Lord 
and Novick (1968), 
Thurstone (1925), 
and Tucker (1987)
DIF (Dorans and 
Kulick 1986); item 
context/order (Dorans 
and Lawrence 1990; 
Moses et al. 2007)
Delta (Δi) and 
equated delta
 ˆ ,e i2 1∆( ) 
Index for summarizing item 
difficulty with reduced 
susceptibility to score 
compression due to mostly 





Thayer (1985), and 
Tucker (1987)
DIF (Holland and 
Thayer 1988); IRT 
comparisons (L. L. 






















Index for summarizing item 
discrimination with reduced 
susceptibility to examinee 
















Index for summarizing item 
discrimination with reduced 
susceptibility to examinee 
group differences, 
dichotomous scoring, and 
the difficulties of estimating 
the biserial correlation





average item score 
xik( )  estimated 
from raw data
Obtain a detailed description 
of an item’s functional 
relationship (difficulty and 
discrimination) with the 
criterion (usually a total test)
Thurstone (1925), 
Lord (1965a, b, 
1970), and  
Wainer (1989)
DIF (Dorans and 





scores xik( )  
estimated from 
raw data on 
percentile 
groupings of the 
total test scores
Obtain a detailed 
description of an item’s 
functional relationship 
(difficulty and 
discrimination) for a total 
test with reduced 
susceptibility to sample 
fluctuations
Turnbull (1946), 




scores xik( )  
estimated with 
kernel or other 
smoothing
Obtain a detailed description 
of an item’s functional 
relationship (difficulty and 
discrimination) for a total  
test with reduced 
susceptibility to sample 
fluctuations
Ramsay (1991) 
and Livingston and 
Dorans (2004)




Note. DIF differential item functioning, IRT item response theory
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2.1  Item Analysis Indices
In their discussions of item analysis, ETS researchers Lord and Novick (1968, 
p. 327) and, two decades later, Wainer (1989, p. 2) regarded items as the building 
blocks of a test form being assembled. The assembly of a high-quality test form 
depends on assuring that the individual building blocks are sound. Numerical indi-
ces can be used to summarize, evaluate, and compare a set of items, usually with 
respect to their difficulties and discriminations. Item difficulty and discrimination 
indices can also be used to check for potential flaws that may warrant item revision 
prior to item use in test form assembly. The most well-known and utilized difficulty 
and discrimination indices of item analysis were developed in the early twentieth 
century (W. W. Cook 1932; Guilford 1936; Horst 1933; Lentz et al. 1932; Long and 
Sandiford 1935; Pearson 1909; Symonds 1929; Thurstone 1925). Accounts of ETS 
scientists Tucker (1987, p. ii), Livingston and Dorans (2004) have described how 
historical item analysis indices have been applied and adapted at ETS from the mid- 
1940s to the present day.
2.1.1  Item Difficulty Indices
In their descriptions of item analyses, Gulliksen (1950) and Tucker (1987) listed 
two historical indices of item difficulty that have been the focus of several applica-
tions and adaptations at ETS. These item difficulty indices are defined using the 
following notation:
i is a subscript indexing the i = 1 to I items on Test Y,
j is a subscript indexing the j = 1 to N examinees taking Test Y,
xij indicates a score of 0 or 1 on the ith dichotomously scored Item i from examinee 
j (all N examinees have scores on all I items).
The most well-known item difficulty index is the average item score, or, for 
dichotomously scored items, the proportion of correct responses, the “p-value” or 
“P+” (Gulliksen 1950; Hambleton 1989; Livingston and Dorans 2004; Lord and 










Estimates of the quantity defined in Eq. 2.1 can be obtained with several alterna-
tive formulas.1 A more complex formula that is the basis of developments described 
in Sect. 2.2.1 can be obtained based on additional notation, where.
1 Alternative expressions to the average item score computations shown in Eq. 2.1 are available in 
other sources. Expressions involving summations with respect to examinees are shown in Gulliksen 
(1950) and Lord and Novick (1968). More elaborate versions of Eq. 2.1 that address polytomously 
scored items and tests composed of both dichotomously and polytomously scored items have also 
been developed (J. Carlson, personal communication, November 6, 2013).
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k   is a subscript indexing the k = 0 to I possible scores of Test Y (yk),
p̂k  is the observed proportion of examinees obtaining test score yk,
xik   is the average score on Item i for examinees obtaining test score yk.





k ik=∑  .
 
Alternative item difficulty indices that use a transformation based on the inverse 
of the cumulative distribution function (CDF) of the normal distribution for the xi  
in Eq. 2.1 have been proposed by ETS scientists (Gulliksen 1950; Horst 1933) and 
others (Symonds 1929; Thurstone 1925). The transformation based on the inverse 
of the CDF of the normal distribution is used extensively at ETS is the delta index 
developed by Brolyer (Brigham 1932; Gulliksen 1950):
 
ˆ ,∆i ix= − ( )−13 4 1Φ  (2.2)
where Φ−1(p) represents the inverse of the standard normal cumulative distribution 
corresponding to the pth percentile. ETS scientists Gulliksen (1950, p. 368), Fan 
(1952, p. 1), Holland and Thayer (1985, p. 1), and Wainer (1989, p. 7) have described 
deltas as having features that differ from those of average item scores:
• The delta provides an increasing expression of an item’s difficulty (i.e., is nega-
tively associated with the average item score).
• The increments of the delta index are less compressed for very easy or very dif-
ficult items.
• The sets of deltas obtained for a test’s items from two different examinee groups 
are more likely to be linearly related than the corresponding sets of average item 
scores.
Variations of the item difficulty indices in Eqs. 2.1 and 2.2 have been adapted and 
used in item analyses at ETS to address examinee group influences on item diffi-
culty indices. These variations have been described both as actual item difficulty 
parameters (Gulliksen 1950, pp. 368–371) and as adjustments to existing item dif-
ficulty estimates (Tucker 1987, p. iii). One adjustment is the use of a linear function 
to transform the mean and standard deviation of a set of D̂i  values from one exam-
inee group to this set’s mean and standard deviation from the examinee group of 





















Equation 2.3 shows that the transformation of Group 1’s item deltas to the scale 
of Group 2’s deltas, ˆ ,e i2 1∆( ) , is obtained from the averages, D.,1  and D.,2 , and 
standard deviations, ˆ.,σ 1 ∆( )  and ˆ.,σ 2 ∆( ) , of the groups’ deltas. The “mean sigma” 
adjustment in Eq. 2.3 has been exclusively applied to deltas (i.e., “delta equating”; 
Gulliksen 1950; Tucker 1987, p. ii) due to the higher likelihood of item deltas to 
reflect linear relationships between the deltas obtained from two examinee groups 
on the same set of items. Another adjustment uses Eq. 2.1 to estimate the average 
item scores for an examinee group that did not respond to those items but has avail-
able scores and p̂k  estimates on a total test (e.g., Group 2). Using Group 2’s p̂k  
estimates and the conditional average item scores from Group 1, which actually did 
respond to the items and also has scores on the same test as Group 2 (Livingston 
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(2.4)
The Group 2 adjusted or reference average item scores produced with Eq. 2.4 can 
be subsequently used with Eq. 2.2 to obtain delta estimates for Group 2.
Other measures have been considered as item difficulty indices in item analyses 
at ETS but have not been used as extensively as those in Eqs. 2.1, 2.2, 2.3, and 2.4. 
The motivation for considering the additional measures was to expand the focus of 
Eqs. 2.1, 2.2, and 2.3 beyond item difficulty to address the measurement heteroge-
neity that would presumably be reflected in relatively low correlations with other 
items, test scores, or assumed underlying traits (Gulliksen 1950, p.  369; Tucker 
1948, 1987, p. iii). Different ways to incorporate items’ biserial correlations 
(described in Sect. 2.1.2) have been considered, including the estimation of item–
test regressions to identify the test score that predicts an average item score of 
0.50 in an item (Gulliksen 1950). Other proposals to address items’ measurement 
heterogeneity were attempts to incorporate heterogeneity indices into difficulty 
indices, such as by conducting the delta equating of Eq. 2.3 after dividing the items’ 
deltas by the items’ biserial correlations (Tucker 1948) and creating alternative item 
difficulty indices from the parameter estimates of three- parameter item characteris-
tic curves (Tucker 1981). These additional measures did not replace delta equating 
in historical ETS practice, partly because of the computational and numerical diffi-
culties in estimating biserial correlations (described later and in Tucker 1987, p. iii), 
accuracy loss due to computational difficulties in estimating item characteristic 
curves (Tucker 1981), and interpretability challenges (Tucker 1987, p. vi). Variations 
of the delta statistic in Eq. 2.2 have been proposed based on logistic cumulative 
functions rather than normal ogives (Holland and Thayer 1985). The potential ben-
efits of logistic cumulative functions include a well-defined standard error estimate, 
odds ratio interpretations, and smoother and less biased estimation. These benefits 
have not been considered substantial enough to warrant a change to wide use of 
logistic cumulative functions, because the difference between the values of the 
logistic cumulative function and the normal ogive cumulative function is small 
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(Haley, cited in Birnbaum 1968, p.  399). In other ETS research by Olson, 
Scheuneman, and Grima (1989), proposals were made to study items’ difficulties 
after exploratory and confirmatory approaches are used to categorize items into sets 
based on their content, context, and/or task demands.
2.1.2  Item Discrimination Indices
Indices of item discrimination summarize an item’s relationship with a trait of inter-
est. In item analysis, the total test score is almost always used as an approximation 
of the trait of interest. On the basis of the goals of item analysis to evaluate items, 
items that function well might be distinguished from those with flaws based on 
whether the item has a positive versus a low or negative association with the total 
score. One historical index of the item–test relationship applied in item analyses at 
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where σ̂ x yi ,( ) , σ̂ xi( ) , and σ̂ y( )  denote the estimated covariance and standard 
deviations of the item scores and test scores. For the dichotomously scored items of 
interest in this chapter, Eq. 2.5 is referred to as a point biserial correlation, which 
may be computed as
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where N and Nk denote the sample sizes for the total examinee group and for the 
subgroup of examinees obtaining total score yk and xi  and y  are the means of Item 
i and the test for the total examinee group. As described in Sect. 2.2.1, the point 
biserial correlation is a useful item discrimination index due to its direct relationship 
with respect to test score characteristics.
In item analysis applications, ETS researcher Swineford (1936) described how 
the point biserial correlation can be a “considerably lowered” (p. 472) measure of 
item discrimination when the item has an extremely high or low difficulty value. 
The biserial correlation (Pearson 1909) addresses the lowered point biserial correla-
tion based on the assumptions that (a) the observed scores of Item i reflect an artifi-
cial dichotomization of a continuous and normally distributed trait (z), (b) y is 
normally distributed, and (c) the regression of y on z is linear. The biserial correla-
T. Moses
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tion can be estimated in terms of the point biserial correlation and is itself an esti-
mate of the product moment correlation of z and y:
 






















  is the density of the standard normal distribution at q̂i  and where q̂i  
is the assumed and estimated point that dichotomizes z into xi (Lord and Novick 
1968). Arguments have been made for favoring the biserial correlation estimate over 
the point biserial correlation as a discrimination index because the biserial correla-
tion is not restricted in range due to Item i’s dichotomization and because the bise-
rial correlation is considered to be more invariant with respect to examinee group 
differences (Lord and Novick 1968, p. 343; Swineford 1936).
Despite its apparent advantages over the point biserial correlation (described ear-
lier), ETS researchers and others have noted several drawbacks to the biserial cor-
relation. Some of the potential drawbacks pertain to the computational complexities 
the ϕ q̂i( )  in Eq. 2.7 presented for item analyses conducted prior to modern com-
puters (DuBois 1942; Tucker 1987). Theoretical and applied results revealed the 
additional problem that estimated biserial correlations could exceed 1 (and be lower 
than −1, for that matter) when the total test scores are not normally distributed (i.e., 
highly skewed or bimodal) and could also have high standard errors when the popu-
lation value is very high (Lord and Novick 1968; Tate 1955a, b; Tucker 1987).
Various attempts have been made to address the difficulties of computing the 
biserial correlation. Prior to modern computers, these attempts usually involved dif-
ferent uses of punch card equipment (DuBois 1942; Tucker 1987). ETS researcher 
Turnbull (1946) proposed the use of percentile categorizations of the total test 
scores and least squares regression estimates of the item scores on the categorized 
total test scores to approximate Eq. 2.7 and also avoid its computational challenges. 
In other ETS work, lookup tables were constructed using the average item scores of 
the examinee groups falling below the 27th percentile or above the 73rd percentile 
on the total test and invoking bivariate normality assumptions (Fan 1952). Attempts 
to normalize the total test scores resulted in partially improved biserial correlation 
estimates but did not resolve additional estimation problems due to the discreteness 
of the test scores (Tucker 1987, pp. ii–iii, v). With the use of modern computers, 
Lord (1961) used simulations to evaluate estimation alternatives to Eq. 2.7, such as 
those proposed by Brogden (1949) and Clemens (1958). Other correlations based 
on maximum likelihood, ad hoc, and two-step (i.e., combined maximum likelihood 
and ad hoc) estimation methods have also been proposed and shown to have accura-
cies similar to each other in simulation studies (Olsson, Drasgow, and Dorans 1982).
The biserial correlation estimate eventually developed and utilized at ETS is 
from Lewis, Thayer, and Livingston (n.d.; see also Livingston and Dorans 2004). 
Unlike the biserial estimate in Eq. 2.7, the Lewis et al. method can be used with 
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dichotomously or polytomously scored items, produces estimates that cannot 
exceed 1, and does not rely on bivariate normality assumptions. This correlation has 
been referred to as an r-polyreg correlation, an r-polyserial estimated by regression 
correlation (Livingston and Dorans 2004, p. 14), and an r-biserial correlation for 
dichotomously scored items. The correlation is based on the assumption that the 
item scores are determined by the examinee’s position on an underlying latent con-
tinuous variable z. The distribution of z for candidates with a given criterion score y 
is assumed to be normal with mean βiy and variance 1, implying the following probit 
regression model:
 
P x y P z y a yi i i i≤( ) = ≤( ) = −( )1 α ϕ β ,  (2.8)
where αi is the value of z corresponding to xi = 1, Φ is the standard normal cumula-
tive distribution function, and ai and βi are intercept and slope parameters. Using the 
















where σ̂ y  is the standard deviation of scores on criterion variable y and is estimated 
in the same group of examinees for which the polyserial correlation is to be esti-
mated. In Olsson et al.’s (1982) terminology, the r̂ x yipolyreg ,( )  correlation might be 
described as a two-step estimator that uses a maximum likelihood estimate of βi and 
the traditional estimate of the standard deviation of y.
Other measures of item discrimination have been considered at ETS but have 
been less often used than those in Eqs. 2.5, 2.6, 2.7 and 2.9. In addition to describing 
relationships between total test scores and items’ correct/incorrect responses, ETS 
researcher Myers (1959) proposed the use of biserial correlations to describe rela-
tionships between total test scores and distracter responses and between total test 
scores and not-reached responses. Product moment correlations are also sometimes 
used to describe and evaluate an item’s relationships with other items (i.e., phi cor-
relations; Lord and Novick 1968). Alternatives to phi correlations have been devel-
oped to address the effects of both items’ dichotomizations (i.e., tetrachoric 
correlations; Lord and Novick 1968; Pearson 1909). Tetrachoric correlations have 
been used less extensively than phi correlations for item analysis at ETS, possibly 
due to their assumption of bivariate normality and their lack of invariance advan-
tages (Lord and Novick 1968, pp. 347–349). Like phi correlations, tetrachoric cor-
relations may also be infrequently used as item analysis measures because they 
describe the relationship of only two test items rather than an item and the total test.
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2.2  Item and Test Score Relationships
Discussions of the relationships of item and test score characteristics typically arise 
in response to a perceived need to expand the focus of item indices. For example, in 
Sect. 2.1.2, item difficulty indices have been noted as failing to account for items’ 
measurement heterogeneity (see also Gulliksen 1950, p. 369). Early summaries and 
lists of item indices (W. W. Cook 1932; Guilford 1936; Lentz et al. 1932; Long and 
Sandiford 1935; Pearson 1909; Richardson 1936; Symonds 1929), and many of the 
refinements and developments of these item indices from ETS, can be described 
with little coverage of their implications for test score characteristics. Even when 
test score implications have been covered in historical discussions, this coverage 
has usually been limited to experiments about how item difficulties relate to one or 
two characteristics of test scores (Lentz et al. 1932; Richardson 1936) or to “arbi-
trary indices” (Gulliksen 1950, p. 363) and “arbitrarily defined” laws and proposi-
tions (Symonds 1929, p.  482). In reviewing the sources cited earlier, Gulliksen 
(1950) commented that “the striking characteristic of nearly all the methods 
described is that no theory is presented showing the relationship between the valid-
ity or reliability of the total test and the method of item analysis suggested” (p. 363).
Some ETS contributions to item analysis are based on describing the relation-
ships of item characteristics to test score characteristics. The focus on relationships 
of items and test score characteristics was a stated priority of Gulliksen’s (1950) 
review of item analysis: “In developing and investigating procedures of item analy-
sis, it would seem appropriate, first, to establish the relationship between certain 
item parameters and the parameters of the total test” (p.  364). Lord and Novick 
(1968) described similar priorities in their discussion of item analysis and indices: 
“In mental test theory, the basic requirement of an item parameter is that it have a 
definite (preferably a clear and simple) relationship to some interesting total-test- 
score parameter” (p. 328). The focus of this section’s discussion is summarizing 
how the relationships of item indices and test form characteristics were described 
and studied by ETS researchers such as Green Jr. (1951), Gulliksen (1950), 
Livingston and Dorans (2004), Lord and Novick (1968), Sorum (1958), Swineford 
(1959), Tucker (1987), Turnbull (1946), and Wainer (1989).
2.2.1  Relating Item Indices to Test Score Characteristics
A test with scores computed as the sum of I dichotomously scored items has four 
characteristics that directly relate to average item scores and point biserial correla-
tions of the items (Gulliksen 1950; Lord and Novick 1968). These characteristics 
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Test Y’s variance (Gulliksen 1950, p. 377, Equation 19; Lord and Novick 1968, 
p. 330, Equations 15.3.5 and 15.3.6),
 




i( ) = ( ) −( ) ( ) = ( )∑ ∑point biserial , ,
 
(2.11)
Test Y’s alpha or KR-20 reliability (Cronbach 1951; Gulliksen 1950, pp. 378–



















































and Test Y’s validity as indicated by Y’s correlation with an external criterion, W 

























Equations 2.10–2.13 have several implications for the characteristics of an 
assembled test. The mean of an assembled test can be increased or reduced by 
including easier or more difficult items (Eq. 2.10). The variance and reliability of an 
assembled test can be increased or reduced by including items with higher or lower 
item–test correlations (Eqs.  2.11 and 2.12, assuming fixed item variances). The 
validity of an assembled test can be increased or reduced by including items with 
lower or higher item–test correlations (Eq. 2.13).
The test form assembly implications of Eqs. 2.10, 2.11, 2.12 and 2.13 have been 
the focus of additional research at ETS. Empirical evaluations of the predictions of 
test score variance and reliability from items’ variances and correlations with test 
scores suggest that items’ correlations with test scores have stronger influences than 
items’ variances on test score variance and reliability (Swineford 1959). Variations 
of Eq. 2.12 have been proposed that use an approximated linear relationship to pre-
dict test reliability from items’ biserial correlations with test scores (Fan, cited in 
Swineford 1959). The roles of item difficulty and discrimination have been described 
in further detail for differentiating examinees of average ability (Lord 1950) and for 
classifying examinees of different abilities (Sorum 1958). Finally, the correlation of 
a test and an external criterion shown in Eq. 2.13 has been used to develop methods 
of item selection and test form assembly based on maximizing test validity (Green 
1951; Gulliksen 1950; Horst 1936).
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2.2.2  Conditional Average Item Scores
In item analyses, the most detailed descriptions of relationships of items and test 
scores take the form of xik , the average item score conditional on the kth score of total 
test Y (i.e., the discussion immediately following Eq.  2.1). ETS researchers have 
described these conditional average item scores as response curves (Livingston and 
Dorans 2004, p. 1), functions (Wainer 1989, pp. 19–20), item–test regressions (Lord 
1965b, p. 373), and approximations to item characteristic curves (Tucker 1987, p. ii). 
Conditional average item scores tend to be regarded as one of the most fundamental 
and useful outputs of item analysis, because the xik  are useful as the basis to calcu-
late in item difficulty indices such as the overall average item score (the variation of 
Eq. 2.1), item difficulties estimated for alternative examinee groups (Eq. 2.4), and 
item discrimination indices such as the point biserial correlation (Eq. 2.6). Because 
the 1− xik  scores are also related to the difficulty and discrimination indices, the 
percentages of examinees choosing different incorrect (i.e., distracter) options or 
omitting the item making up the 1− xik  scores can provide even more information 
about the item. Item reviews based on conditional average item scores and condi-
tional proportions of examinees choosing distracters and omitting the item involve 
relatively detailed presentations of individual items rather than tabled listings of all 
items’ difficulty and discrimination indices for an entire test. The greater detail con-
veyed in conditional average item scores has prompted consideration of the best 
approaches to estimation and display of results.
The simplest and most direct approach to estimating and presenting xik  and 
1− xik  is based on the raw, unaltered conditional averages at each score of the total 
test. This approach has been considered in very early item analyses (Thurstone 
1925) and also in more current psychometric investigations by ETS researchers 
Dorans and Holland (1993), Dorans and Kulick (1986), and Moses et al. (2010). 
Practical applications usually reveal that raw conditional average item scores are 
erratic and difficult to interpret without reference to measures of sampling instabili-
ties (Livingston and Dorans 2004, p. 12).
Altered versions of xik  and 1− xik  have been considered and implemented in 
operational and research contexts at ETS. Operational applications favored group-
ing total test scores into five or six percentile categories, with equal or nearly equal 
numbers of examinees, and reporting conditional average item scores and percent-
ages of examinees choosing incorrect options across these categories (Tucker 1987; 
Turnbull 1946; Wainer 1989). Other, less practical alterations of the xik  were con-
sidered in research contexts based on very large samples (N  >  100,000), where, 
rather than categorizing the yk scores, the xik  values were only presented at total test 
scores with more than 50 examinees (Lord 1965b). Questions remained about how 
to present xik  and 1− xik  at the uncategorized scores of the total test while also con-
trolling for sampling variability (Wainer 1989, pp. 12–13).
Other research about item analysis has considered alterations of xik  and 1− xik  
(Livingston and Dorans 2004; Lord 1965a, b; Ramsay 1991). Most of these altera-
tions involved the application of models and smoothing methods to reveal trends 
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and eliminate irregularities due to sampling fluctuations in xik  and 1− xik . Relatively 
strong mathematical models such as normal ogive and logistic functions have been 
found to be undesirable in theoretical discussions (i.e., the average slope of all test 
items’ conditional average item scores does not reflect the normal ogive model; 
Lord 1965a) and in empirical investigations (Lord 1965b). Eventually,
the developers of the ETS system chose a more flexible approach—one that allows the 
estimated response curve to take the shape implied by the data. Nonmonotonic curves, such 
as those observed with distracters, can be easily fit by this approach. (Livingston and 
Dorans 2004, p. 2)
This approach utilizes a special version of kernel smoothing (Ramsay 1991) to 
replace each xik  or 1− xik  value with a weighted average of all k = 0 to I values:
 


















































where exp denotes exponentiation, nl is the sample size at test score yl, and h is a 
kernel smoothing bandwidth parameter determining the extent of smoothing (usu-
ally set at 1.1N−0.2; Ramsay 1991). The rationale of the kernel smoothing procedure 
is to smooth out sampling irregularities by averaging adjacent xik  values, but also to 
track the general trends in xik  by giving the largest weights to the xik  values at y 
scores closest to yk and at y scores with relatively large conditional sample sizes, nl. 
As indicated in the preceding Livingston and Dorans (2004) quote, the kernel 
smoothing in Eqs. 2.14 and 2.15 is also applied to the conditional percentages of 
examinees omitting and choosing each distracter that contribute to 1− xik . Standard 
errors and confidence bands of the raw and kernel-smoothed versions of xik  values 
have been described and evaluated in Lewis and Livingston (2004) and Moses et al. 
(2010).
2.3  Visual Displays of Item Analysis Results
Presentations of item analysis results have reflected increasingly refined integra-
tions of indices and conditional response information. In this section, the figures 
and discussions from the previously cited investigations are reviewed to trace the 




The original item analysis example is Thurstone’s (1925) scaling study for items 
of the Binet–Simon test, an early version of the Stanford–Binet test (Becker 2003; 
Binet and Simon 1905). The Binet–Simon and Stanford–Binet intelligence tests 
represent some of the earliest adaptive tests, where examiners use information they 
have about an examinee’s maturity level (i.e., mental age) to determine where to 
begin testing and then administer only those items that are of appropriate difficulty 
for that examinee. The use of multiple possible starting points, and subsets of items, 
results in limited test administration time and maximized information obtained 
from each item but also presents challenges in determining how items taken by dif-
ferent examinees translate into a coherent scale of score points and of mental age 
(Becker 2003).
Thurstone (1925) addressed questions about the Binet–Simon test scales by 
developing and applying the item analysis methods described in this chapter to 
Burt’s (1921) study sample of 2764 examinees’ Binet–Simon test and item scores. 
Some steps of these analyses involved creating graphs of each of the test’s 65 items’ 
proportions correct, xik , as a function of examinees’ chronological ages, y. Then 
each item’s “at par” (p. 444) age, yk, is found such that 50% of examinees answered 
the item correctly, xik = 0 5. . Results of these steps for a subsample of the items were 
presented and analyzed in terms of plotted xik  values (reprinted in Fig. 2.1).
Thurstone’s (1925) analyses included additional steps for mapping all 65 items’ 
at par ages to an item difficulty scale for 3.5-year-old examinees:
 1. First the proportions correct of the items taken by 3-year-old, 4-year-old, …, 
14-year-old examinees were converted into indices similar to the delta index 
shown in Eq.  2.2. That is, Thurstone’s deltas were computed as 
∆ Φ

ik ikx= − ( ) ( )−0 1 1 , where the i subscript references the item and the k sub-
script references the age group responding to the item.
Fig. 2.1 Thurstone’s (1925) Figure 5, which plots proportions of correct response (vertical axis) 
to selected items from the Binet–Simon test among children in successive age groups (horizontal 
axis)
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 2. For the sets of common items administered to two adjacent age groups (e.g., 
items administered to 8-year-old examinees and to 7-year-old examinees), the 
two sets of average item scores, xi7  and xi8 , were converted into deltas, D̂i7  and 
D̂i8 .
 3. The means and standard deviations of the two sets of deltas from the common 
items administered to two adjacent age groups (e.g., 7- and 8-year-old examin-
ees) were used with Eq. 2.3 to transform the difficulties of items administered to 















∆ ∆( ) = + ( )( ) −( )
σ
σ
 4. Steps 1–3 were repeated for the two sets of items administered to adjacent age 
groups from ages 3 to 14 years, with the purpose of developing scale transforma-
tions for the item difficulties observed for each age group to the difficulty scale 
of 3.5-year-old examinees.
 5. The transformations obtained in Steps 1–4 for scaling the item difficulties at each 
age group to the difficulty scale of 3.5-year-old examinees were applied to items’ 
D̂ik  and 
xik  estimates nearest to the items’ at par ages. For example, with items 
at an at par age of 7.9, two scale transformations would be averaged, one for 
converting the item difficulties of 7-year-old examinees to the difficulty scale of 
3.5-year-old examinees and another for converting the item difficulties of 8-year- 
old examinees to the difficulty scale of 3.5-year-old examinees. For items with 
different at par ages, the scale transformations corresponding to those age groups 
would be averaged and used to convert to the difficulty scale of 3.5-year-old 
examinees.
Thurstone (1925) used Steps 1–5 to map all 65 of the Binet–Simon test items 
to a scale and to interpret items’ difficulties for 3.5-year-old examinees (Fig. 2.2). 
Items 1–7 are located to the left of the horizontal value of 0 in Fig. 2.2, indicating 
that these items are relatively easy (i.e., have xi3 5.  values greater than 0.5 for the 
average 3.5-year-old examinee). Items to the right of the horizontal value of 0 in 
Fig. 2.2 are relatively difficult (i.e., have xi3 5.  values less than 0.5 for the average 
3.5-year-old examinee). The items in Fig. 2.2 at horizontal values far above 0 
(i.e., greater than the mean item difficulty value of 0 for 3.5-year-old examinees 
by a given number of standard deviation units) are so difficult that they would not 
actually be administered to 3.5-year-old examinees. For example, Item 44 was 
actually administered to examinees 7 years old and older, but this item  corresponds 
to a horizontal value of 5 in Fig. 2.2, implying that its proportion correct is esti-
mated as 0.5 for 3.5-year-old examinees who are 5 standard deviation units more 
intelligent than the average 3.5-year-old examinee. The presentation in Fig. 2.2 
provided empirical evidence that allowed Thurstone (1925) to describe the limi-
tations of assembled forms of Burt–Simon items for measuring the intelligence 
of examinees at different ability levels and ages: “…the questions are unduly 
bunched at certain ranges and rather scarce at other ranges” (p. 448). The  methods 
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Thurstone (1925) developed, and displayed in Figs. 2.1 and 2.2, were adapted 
and applied in item analysis procedures used at ETS (Gulliksen 1950, p. 368; 
Tucker 1987, p. ii).
Turnbull’s (1946) presentation of item analysis results for an item from a 1946 
College Entrance Examination Board test features an integration of tabular and 
graphical results, includes difficulty and discrimination indices, and also shows the 
actual multiple-choice item being analyzed (Fig.  2.3). The graph and table in 
Fig. 2.3 convey the same information, illustrating the categorization of the total test 
score into six categories with similar numbers of examinees (nk = 81 or 82). Similar 
to Thurstone’s conditional average item scores (Fig. 2.1), Turnbull’s graphical pre-
sentation is based on a horizontal axis variable with few categories. The small num-
ber of categories limits sampling variability fluctuations in the conditional average 
item scores, but these categories are labeled in ways that conceal the actual total test 
scores corresponding to the conditional average item scores. In addition to present-
ing conditional average item scores, Turnbull’s presentation reports conditional per-
centages of examinees choosing the item’s four distracters. Wainer (1989, p. 10) 
pointed out that the item’s correct option is not directly indicated but must be 
inferred to be the option with conditional scores that monotonically increase with 
the criterion categories. The item’s overall average score (percentage choosing the 
right response) and biserial correlation, as well as initials of the staff who graphed 
and checked the results, are also included.
A successor of Turnbull’s (1946) item analysis is the ETS version shown in 
Fig. 2.4 for a 1981 item from the PSAT/NMSQT® test (Wainer 1989).2 The presenta-
tion in Fig. 2.4 is completely tabular, with the top table showing conditional sample 
2 In addition to the item analysis issues illustrated in Fig. 2.4 and in Wainer (1989), this particular 
item was the focus of additional research and discussion, which can be found in Wainer (1983).
Fig. 2.2 Thurstone’s (1925) Figure 6, which represents Binet–Simon test items’ average difficulty 
on an absolute scale
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sizes of examinees choosing the correct option, the distracters, and omitting the 
item, at five categories of the total test scores (Tucker 1987). The lower table in 
Fig. 2.4 shows additional overall statistics such as sample sizes and PSAT/NMSQT 
scores for the group of examinees choosing each option and the group omitting the 
item, overall average PSAT/NMSQT score for examinees reaching the item (MTOTAL), 
observed deltas (ΔO), deltas equated to a common scale using Eq. 2.3 (i.e., “equated 
deltas,” ΔE), percentage of examinees responding to the item (PTOTAL), percentage of 
examinees responding correctly to the item (P+), and the biserial correlation (rbis). 
The lower table also includes an asterisk with the number of examinees choosing 
Fig. 2.3 Turnbull’s (1946) Figure  1, which reports a multiple-choice item’s normalized graph 
(right) and table (left) for all of its response options for six groupings of the total test score
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Option C to indicate that Option C is the correct option. Wainer used Turnbull’s item 
presentation (Fig. 2.3) as a basis for critiquing the presentation of Fig. 2.4, suggest-
ing that Fig.  2.4 could be improved by replacing the tabular presentation with a 
graphical one and also by including the actual item next to the item analysis results.
The most recent versions of item analyses produced at ETS are presented in 
Livingston and Dorans (2004) and reprinted in Figs. 2.5–2.7. These analysis presen-
tations include graphical presentations of conditional percentages choosing the 
item’s correct option, distracters, omits, and not-reached responses at individual 
uncategorized criterion scores. The dashed vertical lines represent percentiles of the 
score distribution where the user can choose which percentiles to show (in this case, 
the 20th, 40th, 60th, 80th, and 90th percentiles). The figures’ presentations also 
incorporate numerical tables to present overall statistics for the item options and 
criterion scores as well as observed item difficulty indices, item difficulty indices 
equated using Eqs. 2.3 and 2.4 (labeled as Ref. in the figures), r-biserial correlations 
( r̂ x yipolyreg ,( ) ; Eq. 2.9), and percentages of examinees reaching the item. Livingston 
and Dorans provided instructive discussion of how the item analysis presentations 
in Figs.  2.5–2.7 can reveal the typical characteristics of relatively easy items 
(Fig. 2.5), items too difficult for the intended examinee population (Fig. 2.6), and 
items exhibiting other problems (Fig. 2.7).
The results of the easy item shown in Fig. 2.5 are distinguished from those of the 
more difficult items in Figs. 2.6 and 2.7 in that the percentages of examinees choos-
ing the correct option in Fig. 2.5 is 50% or greater for all examinees, and the per-
centages monotonically increase with the total test score. The items described in 
Figs. 2.6 and 2.7 exhibit percentages of examinees choosing the correct option that 
do not obviously rise for most criterion scores (Fig. 2.6) or do not rise more clearly 
than an intended incorrect option (Fig. 2.7). Livingston and Dorans (2004) inter-
preted Fig. 2.6 as indicative of an item that is too difficult for the examinees, where 
examinees do not clearly choose the correct option, Option E, at a higher rate than 
distracter C, except for the highest total test scores (i.e., the best performing exam-
Fig. 2.4 Wainer’s (1989) Exhibit 1, which illustrates a tabular display of classical item indices for 
a PSAT/NMSQT test’s multiple-choice item’s five responses and omitted responses from 1981
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Fig. 2.5 Livingston and Dorans’s (2004) Figure 1, which demonstrates classical item analysis 
results currently used at ETS, for a relatively easy item
Fig. 2.6 Livingston and Dorans’s (2004) Figure 5, which demonstrates classical item analysis 
results currently used at ETS, for a relatively difficult item
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inees). Figure 2.7 is interpreted as indicative of an item that functions differently 
from the skill measured by the test (Livingston and Dorans 2004), where the prob-
ability of answering the item correctly is low for examinees at all score levels, where 
it is impossible to identify the correct answer (D) from the examinee response data, 
and where the most popular response for most examinees is to omit the item. 
Figures 2.6 and 2.7 are printed with statistical flags that indicate their problematic 
results, where the “r” flags indicate r-biserial correlations that are very low and even 
negative and the “D” flags indicate that high-performing examinees obtaining high 
percentiles of the criterion scores are more likely to choose one or more incorrect 
options rather than the correct option.
2.4  Roles of Item Analysis in Psychometric Contexts
2.4.1  Differential Item Functioning, Item Response Theory, 
and Conditions of Administration
The methods of item analysis described in the previous sections have been used for 
purposes other than informing item reviews and test form assembly with dichoto-
mously scored multiple-choice items. In this section, ETS researchers’ applications 
of item analysis to psychometric contexts such as differential item functioning 
Fig. 2.7 Livingston and Dorans’s (2004) Figure 7, which demonstrates classical item analysis 
results currently used at ETS, for a problematic item
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(DIF), item response theory (IRT), and evaluations of item order and context effects 
are summarized. The applications of item analysis in these areas have produced 
results that are useful supplements to those produced by the alternative psychomet-
ric methods.
2.4.2  Subgroup Comparisons in Differential Item Functioning
Item analysis methods have been applied to compare an item’s difficulty for differ-
ent examinee subgroups. These DIF investigations focus on “unexpected” perfor-
mance differences for examinee subgroups that are matched in terms of their overall 
ability or their performance on the total test (Dorans and Holland 1993, p. 37). One 
DIF procedure developed at ETS is based on evaluating whether two subgroups’ 
conditional average item scores differ from 0 (i.e., standardization; Dorans, and 
Kulick 1986):
 x x k Iik ik, , , , , .1 2 0 0− ≠ = …  (2.16)
Another statistical procedure applied to DIF investigations is based on evaluating 
whether the odds ratios in subgroups for an item i differ from 1 (i.e., the Mantel–



















Most DIF research and investigations focus on averages of Eq. 2.16 with respect 
to one “standardization” subgroup’s total score distribution (Dorans and Holland 
1993, pp. 48–49) or averages of Eq. 2.17 with respect to the combined subgroups’ 
test score distributions (Holland and Thayer 1988, p. 134). Summary indices cre-
ated from Eqs. 2.16 and 2.17 can be interpreted as an item’s average difficulty dif-
ference for the two matched or standardized subgroups, expressed either in terms of 
the item’s original scale (like Eq. 2.1) or in terms of the delta scale (like Eq. 2.2; 
Dorans and Holland 1993).
DIF investigations based on averages of Eqs. 2.16 and 2.17 have also been sup-
plemented with more detailed evaluations, such as the subgroups’ average item 
score differences at each of the total test scores indicated in Eq. 2.16. For example, 
Dorans and Holland (1993) described how the conditional average item score differ-
ences in Eq. 2.16 can reveal more detailed aspects of an item’s differential function-
ing, especially when supplemented with conditional comparisons of matched 
subgroups’ percentages choosing the item’s distracters or of omitting the item. In 
ETS practice, conditional evaluations are implemented as comparisons of sub-
groups’ conditional xik  and 1− xik  values after these values have been estimated 
with kernel smoothing (Eqs. 2.14 and 2.15). Recent research has shown that evalu-
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ations of differences in subgroups’ conditional xik  values can be biased when esti-
mated with kernel smoothing and that more accurate subgroup comparisons of the 
conditional xik  values can be obtained when estimated with logistic regression or 
loglinear models (Moses et al. 2010).
2.4.3  Comparisons and Uses of Item Analysis and Item 
Response Theory
Comparisons of item analysis and IRT with respect to methods, assumptions, and 
results have been an interest of early and contemporary psychometrics (Bock 1997; 
Embretson and Reise 2000; Hambleton 1989; Lord 1980; Lord and Novick 1968). 
These comparisons have also motivated considerations for updating and replacing 
item analysis procedures at ETS. In early years at ETS, potential IRT applications 
to item analysis were dismissed due to the computational complexities of IRT model 
estimation (Livingston and Dorans 2004) and also because of the estimation inac-
curacies resulting from historical attempts to address the computational complexi-
ties (Tucker 1981). Some differences in the approaches’ purposes initially slowed 
the adaptation of IRT to item analysis, as IRT methods were regarded as less ori-
ented to the item analysis goals of item review and revision (Tucker 1987, p. iv). 
IRT models have also been interpreted to be less flexible in terms of reflecting the 
shapes of item response curves implied by actual data (Haberman 2009, p.  15; 
Livingston and Dorans 2004, p. 2).
This section presents a review of ETS contributions describing how IRT com-
pares with item analysis. The contributions are reviewed with respect to the 
approaches’ similarities, the approaches’ invariance assumptions, and demonstra-
tions of how item analysis can be used to evaluate IRT model fit. To make the dis-
cussions more concrete, the reviews are presented in terms of the following 
two-parameter normal ogive IRT model:
 






















where the probability of a correct response to dichotomously scored Item i is mod-
eled as a function of an examinee’s latent ability, θ, Item i’s difficulty, bi, and dis-
crimination, ai (Lord 1980). Alternative IRT models are reviewed by ETS researchers 
Lord (1980), Yen and Fitzpatrick (2006), and others (Embretson and Reise 2000; 
Hambleton 1989).
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2.4.3.1  Similarities of Item Response Theory and Item Analysis
Item analysis and IRT appear to have several conceptual similarities. Both approaches 
can be described as predominantly focused on items and on the implications of 
items’ statistics for assembling test forms with desirable measurement properties 
(Embretson and Reise 2000; Gulliksen 1950; Wainer 1989; Yen and Fitzpatrick 
2006). The approaches have similar historical origins, as the Thurstone (1925) item 
scaling study that influenced item analysis (Gulliksen 1950; Tucker 1987) has also 
been described as an antecedent of IRT methods (Bock 1997, pp. 21–23; Thissen and 
Orlando 2001, pp. 79–83). The kernel smoothing methods used to depict conditional 
average item scores in item analysis (Eqs. 2.14 and 2.15) were originally developed 
as an IRT method that is nonparametric with respect to the shapes of its item response 
functions (Ramsay 1991, 2000).
In Lord and Novick (1968) and Lord (1980), the item difficulty and discrimina-
tion parameters of IRT models and item analysis are systematically related, and one 
can be approximated by a transformation of the other. The following assumptions 
are made to show the mathematical relationships (though these assumptions are not 
requirements of IRT models):
• The two-parameter normal ogive model in Eq.  2.18 is correct (i.e., no 
guessing).
• The regression of xi on θ is linear with error variances that are normally distrib-
uted and homoscedastic.
• Variable θ follows a standard normal distribution.
• The reliability of total score y is high.
• Variable y is linearly related to θ.
With the preceding assumptions, the item discrimination parameter of the IRT 



















With the preceding assumptions, the item difficulty parameter of the IRT model in 














where lΔi is a linear transformation of the delta (Eq. 2.2). Although IRT does not 
require the assumptions listed earlier, the relationships in Eqs. 2.19 and 2.20 are 
used in some IRT estimation software to provide initial estimates in an iterative 
procedure to estimate aiand bi (Zimowski et al. 2003).
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2.4.3.2  Comparisons and Contrasts in Assumptions of Invariance
One frequently described contrast of item analysis and IRT approaches is with 
respect to their apparent invariance properties (Embretson and Reise 2000; 
Hambleton 1989; Yen and Fitzpatrick 2006). A simplified statement of the question 
of interest is, When a set of items is administered to two not necessarily equal 
groups of examinees and then item difficulty parameters are estimated in the exam-
inee groups using item analysis and IRT approaches, which approach’s parameter 
estimates are more invariant to examinee group differences? ETS scientists Linda L. 
Cook, Daniel Eignor, and Hessy Taft (1988) compared the group sensitivities of 
item analysis deltas and IRT difficulty estimates after estimation and equating using 
achievement test data, sets of similar examinee groups, and other sets of dissimilar 
examinee groups. L. L. Cook et al.’s results indicate that equated deltas and IRT 
models’ equated difficulty parameters are similar with respect to their stabilities and 
their potential for group dependence problems. Both approaches produced inaccu-
rate estimates with very dissimilar examinee groups, results which are consistent 
with those of equating studies reviewed by ETS scientists L. L. Cook and Petersen 
(1987) and equating studies conducted by ETS scientists Lawrence and Dorans 
(1990), Livingston, Dorans, and Nancy Wright (1990), and Schmitt, Cook, Dorans, 
and Eignor (1990). The empirical results showing that difficulty estimates from 
item analysis and IRT can exhibit similar levels of group dependence tend to be 
underemphasized in psychometric discussions, which gives the impression that esti-
mated IRT parameters are more invariant than item analysis indices (Embretson and 
Reise 2000, pp. 24–25; Hambleton 1989, p. 147; Yen and Fitzpatrick 2006, p. 111).
2.4.3.3  Uses of Item Analysis Fit Evaluations of Item Response Theory 
Models
Some ETS researchers have suggested the use of item analysis to evaluate IRT 
model fit (Livingston and Dorans 2004; Wainer 1989). The average item scores 
conditioned on the observed total test score, xik , of interest in item analysis has been 
used as a benchmark for considering whether the normal ogive or logistic functions 
assumed in IRT models can be observed in empirical test data (Lord 1965a, b, 
1970). One recent application by ETS scientist Sinharay (2006) utilized xik  to 
describe and evaluate the fit of IRT models by considering how well the IRT mod-
els’ posterior predictions of xik  fit the xik  values obtained from the raw data. Another 
recent investigation compared IRT models’ xik  values to those obtained from loglin-
ear models of test score distributions (Moses 2016).
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2.4.4  Item Context and Order Effects
A basic assumption of some item analyses is that items’ statistical measures will be 
consistent if those items are administered in different contexts, locations, or posi-
tions (Lord and Novick 1968, p. 327). Although this assumption is necessary for 
supporting items’ administration in adaptive contexts (Wainer 1989), examples in 
large-scale testing indicate that it is not always tenable (Leary and Dorans 1985; 
Zwick 1991). Empirical investigations of order and context effects on item statistics 
have a history of empirical evaluations focused on the changes in IRT estimates 
across administrations (e.g., Kingston and Dorans 1984). Other evaluations by ETS 
researchers Dorans and Lawrence (1990) and Moses et al. (2007) have focused on 
the implications of changes in item statistics on the total test score distributions 
from randomly equivalent examinee groups. These investigations have a basis in 
Gulliksen’s (1950) attention to how item difficulty affects the distribution of the 
total test score (Eqs. 2.10 and 2.11). That is, the Dorans and Lawrence (1990) study 
focused on the changes in total test score means and variances that resulted from 
changes in the positions of items and intact sections of items. The Moses et  al. 
(2007) study focused on changes in entire test score distributions that resulted from 
changes in the positions of items and from changes in the positions of intact sets of 
items that followed written passages.
2.4.5  Analyses of Alternate Item Types and Scores
At ETS, considerable discussion has been devoted to adapting and applying item 
analysis approaches to items that are not dichotomously scored. Indices of item dif-
ficulty and discrimination can be extended, modified, or generalized to account for 
examinees’ assumed guessing tendencies and omissions (Gulliksen 1950; Lord and 
Novick 1968; Myers 1959). Average item scores (Eq. 2.1), point biserial correla-
tions (Eq. 2.5), r-polyreg correlations (Eq. 2.9), and conditional average item scores 
have been adapted and applied in the analysis of polytomously scored items. 
Investigations of DIF based on comparing subgroups’ average item scores condi-
tioned on total test scores as in Eq. 2.16 have been considered for polytomously 
scored items by ETS researchers, including Dorans and Schmitt (1993), Moses 
et al. (2013), and Zwick et al. (1997). At the time of this writing, there is great inter-
est in developing more innovative items that utilize computer delivery and are more 
interactive in how they engage examinees. With appropriate applications and pos-
sible additional refinements, the item analysis methods described in this chapter 
should have relevance for reviews of innovative item types and for attending to these 
items’ potential adaptive administration contexts, IRT models, and the test forms 
that might be assembled from them.
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Chapter 3
Psychometric Contributions: Focus  
on Test Scores
Tim Moses
This chapter is an overview of ETS psychometric contributions focused on test 
scores, in which issues about items and examinees are described to the extent that 
they inform research about test scores. Comprising this overview are Sect. 3.1 Test 
Scores as Measurements and Sect. 3.2 Test Scores as Predictors in Correlational and 
Regression Relationships. The discussions in these sections show that these two 
areas are not completely independent. As a consequence, additional contributions 
are the focus in Sect. 3.3 Integrating Developments About Test Scores as 
Measurements and Test Scores as Predictors. For each of these sections, some of the 
most important historical developments that predate and provide context for the 
contributions of ETS researchers are described.
3.1  Test Scores as Measurements
3.1.1  Foundational Developments for the Use of Test Scores 
as Measurements, Pre-ETS
By the time ETS officially began in 1947, the fundamental concepts of the classical 
theory of test scores had already been established. These original developments are 
usually traced to Charles Spearman’s work in the early 1900s (Gulliksen 1950; 
Mislevy 1993), though Edgeworth’s work in the late 1800s is one noteworthy pre-
decessor (Holland 2008). Historical reviews describe how the major ideas of 
A version of this chapter was originally published in 2013 by Educational Testing Service as a 
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classical test theory, such as conceptions of test score averages and errors, were bor-
rowed from nineteenth century astronomers and were probably even informed by 
Galileo’s work in the seventeenth century (Traub 1997).
To summarize, the fundamental concepts of classical test theory are that an 
observed test score for examinee p on a particular form produced for test X, X′p, can 
be viewed as the sum of two independent components: the examinee’s true score 
that is assumed to be stable across all parallel forms of X, TXp, and a random error 
that is a function of the examinee and is specific to test form X′, EX′p,
 
X T Ep Xp X p
′
′= +  
(3.1)
Classical test theory traditionally deals with the hypothetical scenario where 
examinee p takes an infinite number of parallel test forms (i.e., forms composed of 
different items but constructed to have identical measurement properties, X′, X″, X‴, 
… ). As the examinee takes the infinite number of test administrations, the examinee 
is assumed to never tire from the repeated testing, does not remember any of the 
content in the test forms, and does not remember prior performances on the hypo-
thetical test administrations. Under this scenario, classical test theory asserts that 
means of observed scores and errors for examinee p across all the X′, X″, X‴… 
forms are
 
µ µX T and Ep Xp X p
′( ) = ( ) =′ 0,  (3.2)
and the conditional variance for examinee p across the forms is
 




The variance of the observed score turns out to be the sum of the true score vari-
ance and the error variance,
 
σ σ σX T EX X
2 2 2= + ′  (3.4)
where the covariance of the true scores and errors, σT EX X, 2 , is assumed to be zero. 
Research involving classical test theory often focuses on σTX
2  and σ EX
2 , meaning 
that considerable efforts have been devoted to developing approaches for estimating 




















Reliability indicates the measurement precision of a test form for the previously 
described hypothetical situation involving administrations of an infinite number of 
parallel forms given to an examinee group.
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3.1.2  Overview of ETS Contributions
Viewed in terms of the historical developments summarized in the previous section, 
many psychometric contributions at ETS can be described as increasingly refined 
extensions of classical test theory. The subsections in Sect. 3.1 summarize some of 
the ETS contributions that add sophistication to classical test theory concepts. The 
summarized contributions have themselves been well captured in other ETS contri-
butions that provide culminating and progressively more rigorous formalizations of 
classical test theory, including Gulliksen’s (1950) Theory of Mental Tests, Lord and 
Novick’s (1968) Statistical Theories of Mental Test Scores, and Novick’s (1965) 
The Axioms and Principal Results of Classical Test Theory. In addition to reviewing 
and making specific contributions to classical test theory, the culminating formal-
izations address other more general issues such as different conceptualizations of 
observed score, true score, and error relationships (Gulliksen 1950), derivations of 
classical test theory resulting from statistical concepts of sampling, replications and 
experimental units (Novick 1965), and latent, platonic, and other interpretations of 
true scores (Lord and Novick 1968). The following subsections of this paper sum-
marize ETS contributions about specific aspects of classical test theory. Applications 
of these contributions to improvements in the psychometric (measurement) quality 
of ETS tests are also described.
3.1.3  ETS Contributions About σE |TX XP
The finding that σ EX  (i.e., the standard error of measurement) may not indicate the 
actual measurement error for all examinees across all TXp values is an important, yet 
often forgotten contribution of early ETS researchers. The belief that classical test 
theory assumes that σ E TX Xp|
2
 is constant for all TXp values has been described as a 
common misconception (Haertel 2006), and appears to have informed misleading 
statements about the disadvantages of classical test theory relative to item response 
theory (e.g., Embretson and Reise 2000, p. 16).
In fact, the variability of the size of tests’ conditional standard errors has been the 
focus of empirical study where actual tests were divided into two halves of equiva-
lent difficulty and length (i.e., tau equivalent, described in Sect. 3.1.5.1), the stan-
dard deviation of the differences between the half test scores of examinees grouped 
by their total scores were computed, and a polynomial regression was fit to the 
estimated conditional standard errors on the total test scores and graphed (Mollenkopf 
1949). By relating the coefficients of the polynomial regression to empirical test 
score distributions, Mollenkopf showed that conditional standard errors are usually 
larger near the center of the score distribution than at the tail and may only be 
expected to be constant for normally distributed and symmetric test-score 
distributions.
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Another contribution to conditional standard error estimation involves assuming 
a binomial error model for number-correct scores (Lord 1955b, 1957a). If a test is 
regarded as a random sample of n dichotomously scored items, then the total score 
for an examinee with a particular true score, Txp, may be modeled as the sum of n 
draws from a binomial distribution with the probability of success on each draw 
equal to the average of their scores on the n items. The variance of the number- 














The sample estimate of the conditional standard error can be computed by sub-
stituting observed scores for true scores and incorporating a correction for the use 









It is an estimator of the variance expected across hypothetical repeated measure-
ments for each separate examinee where each measurement employs an indepen-
dent sample of n items from an infinite population of such items. As such, it is 
appropriate for absolute or score-focused interpretations for each examinee.
An adjustment to Lord’s (1955b, 1957a) conditional standard error for making 
relative interpretations of examinees’ scores in relation to other examinees rather 
than with respect to absolute true score values was provided by Keats (1957). Noting 





 quantity produces the square of the overall 
standard error of measurement for the Kuder-Richardson Formula 21, 
σ Xp rel X
2
211− ( )   (described in Sect. 3.1.5.2), Keats proposed a correction that 
utilizes the Kuder- Richardson Formula 21 reliability, rel21(X), and any other reli-
ability estimate of interest, 

rel X( ) . The conditional standard error estimate based 
on Keats’ correction,
 
X n X el X
n rel X
p p−( ) − ( ) 








produces a single standard error estimate for each observed score that is appropriate 
for tests consisting of equally weighted, dichotomously scored items.
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3.1.4  Intervals for True Score Inference
One application of interest of standard errors of measurement in Sect. 3.1.3 is to 
true-score estimation, such as in creating confidence intervals for estimates of the 
true scores of examinees. Tolerance intervals around estimated true scores are 
attempts to locate the true score at a specified percentage of confidence (Gulliksen 
1950). The confidence intervals around true scores formed from overall or condi-
tional standard errors would be most accurate when errors are normally distributed 
(Gulliksen 1950, p. 17). These relatively early applications of error estimates to true 
score estimation are questionable, due in part to empirical investigations that sug-
gest that measurement errors are more likely to be binomially distributed rather than 
normally distributed (Lord 1958a).
For number-correct or proportion-correct scores, two models that do not invoke 
normality assumptions are the beta-binomial strong true-score model (Lord 1965) 
and the four-parameter beta model (Keats and Lord 1962). The beta-binomial model 
builds on the binomial error model described in Sect. 3.1.3. If the observed test 
score of examinee p is obtained by a random sample of n items from some item 
domain, the mean item score is the probability of a correct response to each such 
randomly chosen item. This fact implies the binomial error model, that the observed 
score of examinee p follows a binomial distribution for the sum of n tries with the 
probability related to the mean for each trial (i.e., the average item score). The four- 
parameter beta-binomial model is a more general extension of the binomial error 
model, modeling the true-score distribution as a beta distribution linearly rescaled 
from the (0,1) interval to the (a,b) interval, 0 ≤  a  <  b ≤  1. Estimation for two- 
parameter and four-parameter beta-binomial models can be accomplished by the 
method of moments (Hanson 1991; Keats and Lord 1962, 1968, Chapter 23). The 
beta-binomial and four-parameter beta models have had widespread applicability, 
including not only the construction of tolerance intervals of specified percentages 
for the true scores of an examinee group (Haertel 2006; Lord and Stocking 1976), 
but also providing regression-based estimates of true scores (Lord and Novick 
1968), and providing estimates of consistency and accuracy when examinees are 
classified at specific scores on a test (Livingston and Lewis 1995).
3.1.5  Studying Test Score Measurement Properties 
With Respect to Multiple Test Forms and Measures
3.1.5.1  Alternative Classical Test Theory Models
When the measurement properties of the scores of multiple tests are studied, 
approaches based on the classical test theory model and variations of this model 
typically begin by invoking assumptions that aspects of the test scores are identical. 
Strictly parallel test forms have four properties: They are built from identical test 
specifications, their observed score distributions are identical when administered to 
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any (indefinitely large) population of examinees, they have equal covariances with 
one another (if there are more than two tests), and they have identical covariances 
with any other measure of the same or a different construct. Situations with multiple 
tests that have similar measurement properties but are not necessarily strictly paral-
lel have been defined, and the definitions have been traced to ETS authors (Haertel 
2006). In particular, Lord and Novick (1968, p. 48) developed a stronger definition 
of strictly parallel tests by adding to the requirement of equal covariances that the 
equality must hold for every subpopulation for which the test is to be used (also in 
Novick 1965). Test forms can be tau equivalent when each examinee’s true score is 
constant across the forms while the error variances are unequal (Lord and Novick, 
p. 50). Test forms can be essentially tau equivalent when an examinee’s true scores 
on the forms differ by an additive constant (Lord and Novick, p. 50). Finally, Haertel 
credits Jöreskog (1971b) for defining a weaker form of parallelism by dropping the 
requirement of equal true-score variances (i.e., congeneric test forms). That is, con-
generic test forms have true scores that are perfectly and linearly related but with 
possibly unequal means and variances. Although Jöreskog is credited for the official 
definition of congeneric test form, Angoff (1953) and Kristof (1971) were clearly 
aware of this model when developing their reliability estimates summarized below.
3.1.5.2  Reliability Estimation
The interest in reliability estimation is often in assessing the measurement precision 
of a single test form. This estimation is traditionally accomplished by invoking clas-
sical test theory assumptions about two or more measures related to the form in 
question. The scenario in which reliability is interpreted as a measure of score preci-
sion when an infinite number of parallel test forms are administered to the same 
examinees under equivalent administration conditions (see Sect. 3.2.1) is mostly 
regarded as a hypothetical thought experiment rather than a way to estimate reli-
ability empirically. In practice, reliability estimates are most often obtained as inter-
nal consistency estimates. This means the only form administered is the one for 
which reliability is evaluated and variances and covariances of multiple parts con-
structed from the individual items or half tests on the administered form are obtained 
while invoking classical test theory assumptions that these submeasures are parallel, 
tau equivalent, or congeneric.
Many of the popular reliability measures obtained as internal consistency esti-
mates were derived by non-ETS researchers. One of these measures is the Spearman- 



























,=  is the correlation of X1 and X2 (Brown 1910; Spearman 
1910). Coefficient alpha (Cronbach 1951) can be calculated by dividing a test into 



















































Coefficient alpha is known to be a general reliability estimate that produces previ-
ously proposed reliability estimates in special cases. For n parts that are all dichoto-
mously scored items, coefficient alpha can be expressed as the Kuder-Richardson 
Formula 20 reliability (Kuder and Richardson 1937) in terms of the proportion of 





























The Kuder-Richardson Formula 21 (rel21 (X)) from Eq. 3.8 in Sect. 3.1.2) can be 
obtained as a simplification of Eq. 3.11, by replacing each μ(Xi) for the dichoto-






















Some ETS contributions to reliability estimation have been made in interpretive 
analyses of the above reliability approaches. The two Kuder-Richardson formulas 
have been compared and shown to give close results in practice (Lord 1959b), with 
the Kuder-Richardson Formula 21 estimate shown by Ledyard R Tucker (1949) 
always to be less than or equal to the Kuder-Richardson Formula 20 estimate. 
Cronbach (1951) described his coefficient alpha measure as equal to the mean of all 
possible split-half reliability estimates, and this feature has been pointed out as 
eliminating a source of error associated with the arbitrary choice of the split (Lord 
1956). Lord (1955b) pointed out that the Kuder-Richardson Formula 21 reliability 
estimate requires an assumption that all item intercorrelations are equal and went on 
to show that an average of his binomial estimate of the squared standard errors of 








X  reliability estimate in Eq. 3.5 to produce 
the Kuder-Richardson Formula 21 reliability estimate (i.e., the squared values in 
Eq. 3.7 can be averaged over examinees to estimate σ EX
2 . Other ETS researchers 
have pointed out that if the part tests are not essentially tau equivalent, then coeffi-
)
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cient alpha is a lower bound to the internal consistency reliability (Novick and 
Lewis 1967). The worry that internal consistency reliability estimates depend on 
how closely the parts are to parallel has prompted recommendations for construct-
ing the parts, such as by grouping a test form’s items based on their percent-correct 
score and biserial item-test correlations (Gulliksen 1950). Statistical sampling the-
ory for coefficient alpha was developed by Kristof (1963b; and independently by 
Feldt 1965). If the coefficient alpha reliability is calculated for a test divided into n 
strictly parallel parts using a sample of N examinees, then a statistic based on coef-
ficient alpha is distributed as a central F with N − 1 and (n − 1)(N − 1) degrees of 
freedom. This result is exact only under the assumption that part-test scores follow 
a multivariate normal distribution with equal variances and with equal covariances 
(the compound symmetry assumption). Kristof (1970) presented a method for test-
ing the significance of point estimates and for constructing confidence intervals for 
alpha calculated from the division of a test into n = 2 parts with unequal variances, 
under the assumption that the two part-test scores follow a bivariate normal 
distribution.
The ETS contributions to conditional error variance estimation from Sect. 3.1.2 
have been cited as contributors to generalizability (G) theory. G theory uses analysis 
of variance concepts of experimental design and variance components to reproduce 
reliability estimates, such as coefficient alpha, and to extend these reliability esti-
mates to address multiple sources of error variance and reliability estimates for 
specific administration situations (Brennan 1997; Cronbach et al. 1972). A descrip-
tion of the discussion of relative and absolute error variance and of applications of 
Lord’s (1955b, 1957a) binomial error model results (see Sect. 3.1.2) suggested that 
these ETS contributions were progenitors to G theory:
The issues Lord was grappling with had a clear influence on the development of G theory. 
According to Cronbach (personal communication, 1996), about 1957, Lord visited the 
Cronbach team in Urbana. Their discussions suggested that the error in Lord’s formulation 
of the binomial error model (which treated one person at a time—that is, a completely 
nested design) could not be the same error as that in classical theory for a crossed design 
(Lord basically acknowledges this in his 1962 article.) This insight was eventually captured 
in the distinction between relative and absolute error in G theory, and it illustrated that 
errors of measurement are influenced by the choice of design. Lord’s binomial error model 
is probably best known as a simple way to estimate conditional SEMs and as an important 
precursor to strong true score theory, but it is also associated with important insights that 
became an integral part of G theory. (Brennan 1997, p. 16)
Other ETS contributions have been made by deriving internal consistency reli-
ability estimates based on scores from a test’s parts that are not strictly parallel. This 
situation would seem advantageous because some of the more stringent assump-
tions required to achieve strictly parallel test forms can be relaxed. However, situa-
tions in which the part tests are not strictly parallel pose additional estimation 
challenges in that the two-part tests, which are likely to differ in difficulty, length, 
and so on, result in four unknown variances (the true score and error variances of the 
two parts) that must be estimated from three pieces of information (the variances 
and the covariance of the part scores). Angoff (1953; also Feldt 1975) addressed this 
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challenge of reliability estimation by assuming that the part tests follow a  congeneric 
model, so that even though the respective lengths of the part tests (i.e., true- score 
coefficients) cannot be directly estimated, the relative true-score variances and rela-
tive error variances of the parts can be estimated as functions of the difference in the 
effective test lengths of the parts. That is, if one part is longer or shorter than the 
other part by factor j, the proportional true scores of the first and second part differ 
by j, the proportional true-score variances differ by j2, and the proportional error 
variances differ by j. These results suggest the following reliability coefficient 
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The same assumptions later used by Angoff and Feldt were employed in an ear-
lier work by Horst (1951a) to generalize the Spearman-Brown split-half formula to 
produce a reliability estimate for part tests of unequal but known lengths. Reviews 
of alternative approaches to reliability estimation when the two-part test lengths are 
unknown have recommended the Angoff-Feldt estimate in most cases (Feldt 2002).
Kristof made additional contributions to reliability estimation by applying clas-
sical test theory models and assumptions (see Sect. 3.1.5.1) to tests divided into 
more than two parts. He demonstrated that improved statistical precision in reliabil-
ity estimates could be obtained from dividing a test into more than two tau- equivalent 
parts (Kristof 1963b). By formulating test length as a parameter in a model for a 
population covariance matrix of two or more tests, Kristof (1971) described the 
estimation of test length and showed how to formulate confidence intervals for the 
relative test lengths. Finally, Kristof (1974) provided a solution to the problem of 
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three congeneric parts of unknown length, where the reliability estimation problem 
is considered to be just identified, in that there are exactly as many variances and 
covariances as parameters to be estimated. Kristof’s solution was shown to be at 
least as accurate as coefficient alpha and also gives stable results across alternative 
partitions. Kristof also addressed the problem of dividing a test into more than three 
parts of unknown effective test length where the solution is over-determined. 
Kristof’s solution is obtained via maximum-likelihood and numerical methods.
3.1.5.3 Factor Analysis
Some well-known approaches to assessing the measurement properties of multiple 
tests are those based on factor-analysis models. Factor-analysis models are concep-
tually like multivariate versions of the classical test theory results in Sect. 3.1.1. Let 
X denote a q-by-1 column vector with the scores of q tests, μ denote the q-by-1 
vector of means for the q test forms in X, Θ denote a k-by-1 element vector of scores 
on k common factors, k < q, λ denote a q-by-k matrix of constants called factor load-
ings, and finally, let v denote a q-by-1 row vector of unique factors corresponding to 
the elements of X. With these definitions, the factor-analytic model can be expressed 
as.
 X = + +µ λΘ ν ,  (3.16)
and the covariance matrix of X, Σ, can be decomposed into a sum of q-by-q covari-
ance matrices attributable to the common factors (λΨλ′, where Ψ is a k-by-k covari-
ance matrix of the common factors, Θ) and D2 is a diagonal covariance matrix 
among the uncorrelated unique factors, v,
 Σ λΨλ= +′ D
2 .  (3.17)
The overall goal of factor analyses described in Eqs. 3.16 and 3.17 is to meaning-
fully explain the relationships among multiple test forms and other variables with a 
small number of common factors (i.e., k < < q, meaning “k much less than q”). Since 
Spearman’s (1904a) original factor analysis, motivations have been expressed for 
factor-analysis models that account for observed variables’ intercorrelations using 
one, or very few, common factors. Spearman’s conclusions from his factor analysis 
of scores from tests of abilities in a range of educational subjects (classics, French, 
English, Math, music, and musical pitch discrimination) and other scores from mea-
sures of sensory discrimination to light, sound, and weight were an important basis 
for describing a range of intellectual abilities in terms of a single, common, general 
factor:
We reach the profoundly important conclusion that there really exists a something that we 
may provisionally term “General Sensory Discrimination” and similarly a “General 
Intelligence,” and further that the functional correspondence between these two is not 
appreciably less than absolute. (Spearman 1904a, p. 272)
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The predominant view regarding factor analysis is as a tool for describing the 
measurement properties of one or more tests in terms of factors hypothesized to 
underlie observed variables that comprise the test(s) (Cudeck and MacCallum 2007; 
Harman 1967; Lord and Novick 1968). Factor analysis models can be viewed as 
multivariate variations of the classical test theory model described in Sect. 3.1. In 
this sense, factor analysis informs a “psychometric school” of inquiry, which views 
a “…battery of tests as a selection from a large domain of tests that could be devel-
oped for the same psychological phenomenon and focused on the factors in this 
domain” (Jöreskog 2007, p. 47). Similar to the classical test theory assumptions, the 
means of v are assumed to be zero, and the variables’ covariance matrix, D2, is 
diagonal, meaning that the unique factors are assumed to be uncorrelated. Somewhat 
different from the classical test theory model, the unique factors in v are not exactly 
error variables, but instead are the sum of the error factors and specific factors of the 
q variables. That is, the v factors are understood to reflect unreliability (error fac-
tors) as well as actual measurement differences (specific factors). The assumption 
that the v factors are uncorrelated implies that the observed covariances between the 
observed variables are attributable to common factors and loadings, λΘ. The com-
mon factors are also somewhat different from the true scores of the variables because 
the factor-analysis model implies that the true scores reflect common factors as well 
as specific factors in v.
Many developments in factor analysis are attempts to formulate subjective 
aspects of model selection into mathematical, statistical, and computational solu-
tions. ETS researchers have contributed several solutions pertaining to these inter-
ests, which are reviewed in Harman (1967) and in Lord and Novick (1968). In 
particular, iterative methods have been contrasted and developed for approximating 
the factor analysis model in observed data by Browne (1969) and Jöreskog (1965, 
1967, 1969a; Jöreskog and Lawley 1968), including maximum likelihood, image 
factor analysis, and alpha factor analysis. An initially obtained factor solution is not 
uniquely defined, but can be transformed (i.e., rotated) in ways that result in differ-
ent interpretations of how the factors relate to the observed variables and reproduce 
the variables’ intercorrelations. Contributions by ETS scientists such as Pinzka, 
Saunders, and Jennrich include the development of different rotation methods that 
either allow the common factors to be correlated (oblique) or force the factors to 
remain orthogonal (Browne 1967, 1972a, b; Green 1952; Pinzka and Saunders 
1954; Saunders 1953a). The most popular rules for selecting the appropriate num-
ber of common factors, k, are based on the values and graphical patterns of factors’ 
eigenvalues, rules that have been evaluated and supported by simulation studies 
(Browne 1968; Linn 1968; Tucker et al. 1969). Methods for estimating statistical 
standard errors of estimated factor loadings have been derived (Jennrich 1973; 
Jennrich and Thayer 1973). Other noteworthy ETS contributions include mathemat-
ical or objective formalizations of interpretability in factor analysis (i.e., Thurstone’s 
simple structure, Tucker 1955; Tucker and Finkbeiner 1981), correlation-like mea-
sures of the congruence or strength of association among common factors (Tucker 
1951), and methods for postulating and simulating data that reflect a factor analysis 
model in terms of the variables common (major) factors and that also depart from 
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the factor analysis model in terms of several intercorrelated unique (minor) factors 
(Tucker et al. 1969).
An especially important ETS contribution is the development and naming of 
confirmatory factor analysis, a method now used throughout the social sciences to 
address a range of research problems. This method involves fitting and comparing 
factor-analysis models with factorial structures, constraints, and values specified a 
priori and estimated using maximum-likelihood methods (Jöreskog 1969b; Jöreskog 
and Lawley 1968). Confirmatory factor analysis contrasts with the exploratory 
factor- analysis approaches described in the preceding paragraphs in that confirma-
tory factor-analysis models are understood to have been specified a priori with 
respect to the data. In addition, the investigator has much more control over the 
models and factorial structures that can be considered in confirmatory factor analy-
sis than in exploratory factor analysis. Example applications of confirmatory factor 
analyses are investigations of the invariance of a factor-analysis solution across sub-
groups (Jöreskog 1971a) and evaluating test scores with respect to psychometric 
models (Jöreskog 1969a). These developments expanded factor analyses towards 
structural-equation modeling, where factors of the observed variables are not only 
estimated but are themselves used as predictors and outcomes in further analyses 
(Jöreskog 2007). The LISREL computer program, initially produced by Jöreskog at 
ETS, was one of the first programs made available to investigators for implementing 
maximum-likelihood estimation algorithms for confirmatory factor analysis and 
structural equation models (Jöreskog and van Thillo 1972).
3.1.6  Applications to Psychometric Test Assembly 
and Interpretation
The ETS contributions to the study of measurement properties of test scores 
reviewed in the previous sections can be described as relatively general contribu-
tions to classical test theory models and related factor-analysis models. Another set 
of developments has been more focused on applications of measurement theory 
concepts to the development, use, and evaluation of psychometric tests. These 
application developments are primarily concerned with building test forms with 
high measurement precision (i.e., high reliability and low standard errors of 
measurement).
The basic idea that longer tests are more reliable than shorter tests had been 
established before ETS (Brown 1910, Spearman 1910; described in Gulliksen 1950 
and Mislevy 1993, 1997). ETS researchers developed more refined statements about 
test length, measurement precision, and scoring systems that maximize reliability. 
One example of these efforts was establishing that, like reliability, a test’s overall 
standard error of measurement is also directly related to test length, both in theoreti-
cal predictions (Lord 1957a) and also in empirical verifications (Lord 1959b). Other 
research utilized factor- analysis methods to show how reliability for a test of 
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 dichotomous items can be maximized by weighting those items by their standard-
ized component loadings on the first principal component (Lord 1958) and how the 
reliability of a composite can be maximized by weighting the scores for the com-
posite’s test battery according to the first principal axis of the correlations and reli-
abilities of the tests (Green 1950). Finally, conditions for maximizing the reliability 
of a composite were established, allowing for the battery of tests to have variable 
lengths and showing that summing the tests after they have been scaled to have 
equal standard errors of measurement would maximize composite reliability 
(Woodbury and Lord 1956).
An important limitation of many reliability estimation methods is that they per-
tain to overall or average score precision. Livingston and Lewis (1995) developed a 
method for score-specific reliability estimates rather than overall reliability, as 
score-specific reliability would be of interest for evaluating precision at one or more 
cut scores. The Livingston and Lewis method is based on taking a test with items 
not necessarily equally weighted or dichotomously scored and replacing this test 
with an idealized test consistent with some number of identical dichotomous items. 
An effective test length of the idealized test is calculated from the mean, variance, 
and reliability of the original test to produce equal reliability in the idealized test. 
Scores on the original test are linearly transformed to proportion-correct scores on 
the idealized test, and the four parameter beta-binomial model described previously 
is applied. The resulting analyses produce estimates of classification consistency 
when the same cut scores are used to classify examinees on a hypothetically admin-
istered alternate form and estimates of classification accuracy to describe the preci-
sion of the cut-score classifications in terms of the assumed true-score distribution.
Statistical procedures have been a longstanding interest for assessing whether 
two or more test forms are parallel or identical in some aspect of their measurement 
(i.e., the models in Sect. 3.1.5.1). The statistical procedures are based on evaluating 
the extent to which two or more test forms satisfy different measurement models 
when accounting for the estimation error due to inferring from the examinee sample 
at hand to a hypothetical population of examinees (e.g., Gulliksen 1950, Chapter 14; 
Jöreskog 2007). ETS researchers have proposed and developed several statistical 
procedures to assess multiple tests’ measurement properties. Kristof (1969) pre-
sented iteratively computed maximum-likelihood estimation versions of the proce-
dures described in Gulliksen for assessing whether tests are strictly parallel to also 
assess if tests are essentially tau equivalent. Procedures for assessing the equiva-
lence of the true scores of tests based on whether their estimated true-score correla-
tion equals 1 have been derived as a likelihood ratio significance test (Lord 1957b) 
and as F-ratio tests (Kristof 1973). Another F test was developed to assess if two 
tests differ only with respect to measurement errors, units, and origins of measure-
ment (Lord 1973). A likelihood ratio test was derived for comparing two or more 
coefficient alpha estimates obtained from dividing two tests each into two part tests 
with equivalent error variances using a single sample of examinees (Kristof 1964). 
Different maximum likelihood and chi-square procedures have been developed for 
assessing whether tests have equivalent overall standard errors of measurement, 
assuming these tests are parallel (Green 1950), or that they are essentially tau equiv-
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alent (Kristof 1963a). Comprehensive likelihood ratio tests for evaluating the fit of 
different test theory models, including congeneric models, have been formulated 
within the framework of confirmatory factor-analysis models (Jöreskog 1969a).
3.2  Test Scores as Predictors in Correlational and Regression 
Relationships
This section describes the ETS contributions to the psychometric study of test 
scores that are focused on scores’ correlations and regression-based predictions to 
criteria that are not necessarily parallel to the tests. The study of tests with respect 
to their relationships with criteria that are not necessarily alternate test forms means 
that test validity issues arise throughout this section and are treated primarily in 
methodological and psychometric terms. Although correlation and regression issues 
can be described as if they are parts of classical test theory (e.g., Traub 1997), they 
are treated as distinct from classical test theory’s measurement concepts here 
because (a) the criteria with which the tests are to be related are often focused on 
observed scores rather than on explicit measurement models and (b) classical mea-
surement concepts have specific implications for regression and correlation analy-
ses, which are addressed in the next section. Section 3.1.1 reviews the basic 
correlational and regression developments established prior to ETS. Section 3.2.2 
reviews ETS psychometric contributions involving correlation and regression 
analyses.
3.2.1  Foundational Developments for the Use of Test Scores 
as Predictors, Pre-ETS
The simple correlation describes the relationship of variables X and Y in terms of the 






,= , and has been traced to 
the late 1800s work of Galton, Edgeworth, and Pearson (Holland 2008; Traub 1997). 
The X,Y correlation plays a central role in linear regression, the major concepts of 
which have been credited to the early nineteenth century work of Legendre, Gauss, 
and Laplace (Holland 2007). The correlation and regression methods establish a 
predictive relationship of Y’s conditional mean to a linear function of X,
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The prediction error, ε, in Eq. 3.18 describes the imprecision of the linear regres-
sion function as well as an X,Y correlation that is imperfect (i.e., less than 1). 
Prediction error is different from the measurement errors of X and Y that reflect 
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unreliability, EX and EY, (Sect. 3.1). The linear regression function in Eq. 3.18 is 
based on least-squares estimation because using this method results in the smallest 
possible value of σ σ ρε
2 2 21= − Y X Y, . The multivariate version of Eq. 3.18 is based 
on predicting the conditional mean of Y from a combination of a set of q observable 
predictor variables,
 Y = + = +Xβ ε ε

Y ,  (3.19)
where Y is an N-by-1 column vector of the N Y values in the data, 

Y = Xβ  is an 
N-by-1 column vector of predicted values (

Y ), X is an N-by-q matrix of values on 
the predictor variables, β is a q-by-1 column vector of the regression slopes of the 
predictor variables (i.e., scaled semipartial correlations of Y and each X with the 
relationships to the other Xs partialed out of each X), and ε is an N-by-1 column 
vector of the prediction errors. The squared multiple correlation of Y and 

Y  pre-
dicted from the Xs in Eqs. 3.18 and 3.19 can be computed given the β parameters (or 

























































Early applications of correlation and regression concepts dealt with issues such 
as prediction in astronomy (Holland 2008; Traub 1997) and obtaining estimates of 
correlations that account for restrictions in the ranges and standard deviations of X 
and Y (Pearson 1903).
3.2.2  ETS Contributions to the Methodology of Correlations 
and Regressions and Their Application to the Study 
of Test Scores as Predictors
The following two subsections summarize ETS contributions about the sample- 
based aspects of estimated correlations and regressions. Important situations where 
relationships of tests to other tests and to criteria are of interest involve missing or 
incomplete data from subsamples of a single population and the feasibility of 
accounting for incomplete data of samples when those samples reflect distinct pop-
ulations with preexisting differences. The third subsection deals with ETS contribu-
tions that focus directly on detecting group differences in the relationships of tests 
and what these group differences imply about test validity. The final section 
describes contributions pertaining to test construction such as determining testing 
time, weighting subsections, scoring items, and test length so as to maximize test 
validity.
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3.2.2.1  Relationships of Tests in a Population’s Subsamples 
With Partially Missing Data
Some contributions by ETS scientists, such as Gulliksen, Lord, Rubin, Thayer, 
Horst, and Moses, to test-score relationships have established the use of regressions 
for estimating test data and test correlations when subsamples in a dataset have 
partially missing data on the test(s) or the criterion. One situation of interest involves 
examinee subsamples, R and S, which are missing data on one of two tests, X and Y, 
but which have complete data on a third test, A. To address the missing data in this 
situation, regressions of each test onto test A can be used to estimate the means and 
standard deviations of X and Y for the subsamples with the missing data (Gulliksen 
1950; Lord 1955a, c). For example, if group P takes tests X and A and subsample S 
takes only A, the mean and variance of the missing X scores of S can be estimated 
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For the more general situation involving a group of standard tests given to an 
examinee group and one of several new tests administered to random subsamples in 
the overall group, correlations among all the new and standard tests can be esti-
mated by establishing plausible values for the new tests’ partial correlations of the 
new and standard tests and then using the intercorrelations of the standard tests to 
“uncondition” the partial correlations and obtain the complete set of simple correla-
tions (Rubin and Thayer 1978, p. 5). Finally, for predicting an external criterion 
from a battery of tests, it is possible to identify the minimum correlation of an 
experimental test with the external criterion required to increase the multiple cor-
relation of the battery with that criterion by a specified amount without knowing the 
correlation of the experimental test with the criterion (Horst 1951c). The fundamen-
tal assumption for all of the above methods and situations is that subsamples are 
randomly selected from a common population, so that other subsamples’ correla-
tions of their missing test with other tests and criteria can serve as reasonable esti-
mates of the correlations for the subsamples with missing data.
Regressions and correlations have been regarded as optimal methods for address-
ing missing test score data in subsamples because under some assumed mathemati-
cal model (e.g., normally distributed bivariate or trivariate distributions), regression 
and correlation estimates maximize the fit of the complete and estimated missing 
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data with the assumed model (Lord 1955a, c; Rubin and Thayer 1978). Thus 
 regressions and correlations can sometimes be special cases of more general 
maximum- likelihood estimation algorithms for addressing missing data (e.g., the 
EM algorithm; Dempster et al. 1977). Similar to Lord’s (1954b) establishment of 
linear regression estimates as maximum likelihood estimators for partially missing 
data, nonlinear regressions estimated with the usual regression methods have been 
shown to produce results nearly identical to those obtained by using the EM algo-
rithm to estimate the same nonlinear regression models (Moses et  al. 2011). It 
should be noted that the maximum-likelihood results apply to situations involving 
partially missing data and not necessarily to other situations where a regression 
equation estimated entirely in one subsample is applied to a completely different, 
second subsample that results in loss of prediction efficiency (i.e., a larger 
σ ε2 ( )  
for that second subsample; Lord 1950a).
3.2.2.2  Using Test Scores to Adjust Groups for Preexisting Differences
In practice, correlations and regressions are often used to serve interests such as 
assessing tests taken by subsamples that are likely due to pre-existing population 
differences that may not be completely explained by X or by the study being con-
ducted. This situation can occur in quasi-experimental designs, observational stud-
ies, a testing program’s routine test administrations, and analyses of selected groups. 
The possibilities by which preexisting group differences can occur imply that 
research situations involving preexisting group differences are more likely than sub-
samples that are randomly drawn from the same population and that have partially 
missing data (the situation of interest in Sect. 3.2.2.1). The use of correlation and 
regression for studying test scores and criteria based on examinees with preexisting 
group differences that have been matched with respect to other test scores has 
prompted both methodological proposals and discussions about the adequacy of 
correlation and regression methods for addressing such situations by ETS scientists 
such as Linn, Charles Werts, Nancy Wright, Dorans, Holland, Rosenbaum, and 
O’Connor.
Some problems of assessing the relationships among tests taken by groups with 
preexisting group differences involve a restricted or selected group that has been 
chosen based either on their criterion performance (explicit selection) or on some 
third variable (incidental selection, Gulliksen 1950). Selected groups would exhibit 
performance on tests and criteria that have restricted ranges and standard deviations, 
thereby affecting these groups’ estimated correlations and regression equations. 
Gulliksen applied Pearson’s (1903) ideas to obtain a estimated correlation, predic-
tion error variance, or regression coefficients of the selected group after correcting 
these estimates for the range-restricted scores of the selected group on X and/or Y. 
These corrections for range restrictions are realized by using the X and/or Y standard 
deviations from an unselected group in place of those from the selected group.
Concerns have been raised about the adequacy of Gulliksen’s (1950) corrections 
for the statistics of self-selected groups. In particular, the corrections may be inac-
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curate if the assumed regression model is incorrect (i.e., is actually nonlinear or if 
the error variance, σ2(ε), is not constant), or if the corrections are based on a pur-
ported selection variable that is not the actual variable used to select the groups 
(Linn 1967; Lord and Novick 1968). Cautions have been expressed for using the 
corrections involving selected and unselected groups when those two groups have 
very different standard deviations (Lord and Novick 1968). The issue of accurately 
modeling the selection process used to establish the selected group is obviously 
relevant when trying to obtain accurate prediction estimates (Linn 1983; Linn and 
Werts 1971; Wright and Dorans 1993).
The use of regressions to predict criterion Y’s scores from groups matched on X 
is another area where questions have been raised about applications for groups with 
preexisting differences. In these covariance analyses (i.e., ANCOVAs), the 
covariance- adjusted means of the two groups on Y are compared, where the adjust-
ment is obtained by applying an X-to-Y regression using both groups’ data to esti-
mate the regression slope ( ρ
σ
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The application of the covariance analyses of Eq. 3.23 to adjust the Y means for 
preexisting group differences by matching the groups on X has been criticized for 
producing results that can, under some circumstances, contradict analyses of aver-
age difference scores, μY , R − μY , S − (μX , R − μX , S), (Lord 1967). In addition, covariance 
analyses have been described as inadequate for providing an appropriate adjustment 
for the preexisting group differences that are confounded with the study groups and 
not completely due to X (Lord 1969). Attempts have been made to resolve the prob-
lems of covariance analysis for groups with preexisting differences. For instance, 
Novick (1983) elaborated on the importance of making appropriate assumptions 
about the subpopulation to which individuals are exchangeable members, Holland 
and Rubin (1983) advised investigators to make their untestable assumptions about 
causal inferences explicit, and Linn and Werts (1973) emphasized research designs 
that provide sufficient information about the measurement errors of the variables. 
Analysis strategies have also been recommended to account for and explain the 
preexisting group differences with more than one variable using multiple regression 
(O’Connor 1973), Mahalanobis distances (Rubin 1980), a combination of 
Mahalanobis distances and regression (Rubin 1979), and propensity- score matching 
methods (Rosenbaum and Rubin 1984, 1985).
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3.2.2.3  Detecting Group Differences in Test and Criterion Regressions
Some ETS scientists such as Schultz, Wilks, Cleary, Frederiksen, and Melville have 
developed and applied statistical methods for comparing the regression functions of 
groups. Developments for statistically comparing regression lines of groups tend to 
be presented in terms of investigations in which the assessment of differences in 
regressions of groups is the primary focus. Although these developments can addi-
tionally be described as informing the developments in the previous section (e.g., 
establishing the most accurate regressions to match groups from the same popula-
tion or different populations), these developments tend to describe the applications 
of matching groups and adjusting test scores as secondary interests. To the extent 
that groups are found to differ with respect to X,Y correlations, the slopes and/or 
intercepts of their Y|X regressions and so on, other ETS developments interpret 
these differences as reflecting important psychometric characteristics of the test(s). 
Thus these developments are statistical, terminological, and applicative.
Several statistical strategies have been developed for an investigation with the 
primary focus of determining whether regressions differ by groups. Some statistical 
significance procedures are based on directly comparing aspects of groups’ regres-
sion functions to address sequential questions. For example, some strategies center 
on assessing differences in the regression slopes of two groups and, if the slope dif-
ferences are likely to be zero, assessing the intercept differences of the groups based 
on the groups’ parallel regression lines using a common slope (Schultz and Wilks 
1950). More expansive and general sequential tests involve likelihood ratio and 
F-ratio tests to sequentially test three hypotheses: first, whether the prediction error 
variances of the groups are equal; then, whether the regression slopes of the groups 
are equal (assuming equal error variances), and finally, whether the regression inter-
cepts of the groups are equal (assuming equal error variances and regression slopes; 
Gulliksen and Wilks 1950). Significance procedures have also been described to 
consider how the correlation from the estimated regression model in Eq. 3.18, based 
only on X, might be improved by incorporating a group membership variable, G, as 
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Other statistical procedures for assessing group differences include extensions of 
the Johnson-Neyman procedure for establishing regions of predictor-variable values 
in which groups significantly differ in their expected criterion scores (Potthoff 
1964) and iterative, exploratory procedures for allowing the regression weights of 
individuals to emerge in ways that maximize prediction accuracy (Cleary 1966a).
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The previously described statistical procedures for assessing group differences in 
regressions have psychometric implications for the tests used as predictors in those 
regressions. These implications have sometimes been described in terms of test use 
in which differential predictability investigations have been encouraged that deter-
mine the subgroups for which a test is most highly correlated with a criterion and, 
therefore, most accurate as a predictor of it (Frederiksen and Melville 1954). Other 
investigators have made particularly enduring arguments that if subgroups are found 
for which the predictions of a test for a criterion in a total group’s regression are 
inaccurate, the use of that test as a predictor in the total group regression is biased 
for that subgroup (Cleary 1966b). The statistical techniques in this section, such as 
moderated multiple regression (Saunders 1953b) for assessing differential predict-
ability and Cleary’s test bias,1 help to define appropriate and valid uses for tests.
3.2.2.4  Using Test Correlations and Regressions as Bases for Test 
Construction
Interest in test validity has prompted early ETS developments concerned with con-
structing, scoring, and administering tests in ways that maximized tests’ correla-
tions with an external criterion). In terms of test construction, ETS authors such as 
Gulliksen, Lord, Novick, Horst, Green, and Plumlee have proposed simple, 
 mathematically tractable versions of the correlation between a test and criterion that 
might be maximized based on item selection (Gulliksen 1950; Horst 1936). 
Although the correlations to be maximized are different, the Gulliksen and Horst 
methods led to similar recommendations that maximum test validity can be approx-
imated by selecting items based on the ratio of correlations of items with the crite-
rion and with the total test (Green 1954). Another aspect of test construction 
addressed in terms of validity implications is the extent to which multiple-choice 
tests lead to validity reductions relative to open-ended tests (i.e., tests with items 
that do not present examinees with a set of correct and incorrect options) because of 
the probability of chance success in multiple-choice items (Plumlee 1954). Validity 
implications have also been described in terms of the decrement in validity that 
results when items are administered and scored as the sum of the correct responses 
of examinees rather than through formulas designed to discourage guessing and to 
correct examinee scores for random guessing (Lord 1963).
For situations in which a battery of tests are administered under fixed total testing 
time, several ETS contributions have considered how to determine the length of 
1 Although the summary of Cleary’s (1966b) work in this chapter uses the test bias phrase actually 
used by Cleary, it should be acknowledged that more current descriptions of Cleary’s regression 
applications favor different phrases such as prediction bias, overprediction, and underprediction 
(e.g., Bridgeman et al. 2008). The emphasis of current descriptions on prediction accuracy allows 
for distinctions to be made between tests that are not necessarily biased but that may be used in 
ways that result in biased predictions.
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each test in ways that maximize the multiple correlation of the battery with an exter-
nal criterion. These developments have origins in Horst (1951b), but have been 
extended to a more general and sophisticated solution by Woodbury and Novick 
(1968). Further extensions deal with computing the composite scores of the battery 
as the sum of the scores of the unweighted tests in the battery rather than based on 
the regression weights (Jackson and Novick 1970). These methods have been exten-
sively applied and compared to suggest situations in which validity gains might be 
worthwhile for composites formed from optimal lengths and regression weights 
(Novick and Thayer 1969).
3.3  Integrating Developments About Test Scores 
as Measurements and Test Scores as Predictors
The focus of this section is on ETS contributions that integrate and simultaneously 
apply measurement developments in Sect. 3.1 and the correlational and regression 
developments in Sect. 3.2. As previously stated, describing measurement and cor-
relational concepts as if they are completely independent is an oversimplification. 
Some of the reliability estimates in Sect. 3.1 explicitly incorporate test correlations. 
In Sect. 3.2, a review of algorithms by Novick and colleagues for determining the 
lengths of tests in a battery that maximize validity utilize classical test theory 
assumptions and test reliabilities, but ultimately produce regression and multiple 
correlation results based on the observed test and criterion scores (Jackson and 
Novick 1970; Novick and Thayer 1969; Woodbury and Novick 1968). The results 
by Novick and his colleagues are consistent with other results that have shown that 
observed-score regressions such as Eq. 3.18 can serve as optimal predictors of the 
true scores of a criterion (Holland and Hoskens 2003). What distinguishes this sec-
tion’s developments is that measurement, correlational, and regression concepts are 
integrated in ways that lead to fundamentally unique results.
Integrations of measurement concepts into correlations and regressions build 
upon historical developments that predate ETS. Spearman’s (1904b, 1910) use of 
classical test theory assumptions to derive an X,Y correlation disattenuated for X and 
Y’s measurement errors (assumed to be independent) is one major influence,
 
ρX Y
rel X rel Y
, .
( ) ( )
 
(3.25)
Kelley’s (1923, 1947) regression estimate of the true scores of a variable from its 
observed scores is another influence,
 
T rel X X rel X XXp p

= ( ) + − ( )  ( )1 µ  (3.26)
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Equations 3.25 and 3.26 suggest that some types of analyses that utilize observed 
scores to compute correlations and regressions can be inaccurate due to measure-
ment errors of Y, X, or the combination of Y, X, and additional predictor variables 
(Moses 2012). Examples of analyses that can be rendered inaccurate when X is 
unreliable are covariance analyses that match groups based on X (Linn and Werts 
1973) and differential prediction studies that evaluate X’s bias (Linn and Werts 
1971). Lord (1960a) developed an approach for addressing unreliable X scores in 
covariance analyses. In Lord’s formulations, the standard covariance analysis model 
described in Eq. 3.23 is altered to produce an estimate of the covariance results that 
might be obtained based on a perfectly reliable X,
 






βTX  is estimated as slope disattenuated for the unreliability of X based on the 
classical test theory assumption of X having measurement errors independent of 
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and the bracketed term in Eq. 3.28 is a correction for sampling bias. Large sample 
procedures are used to obtain a sample estimate of the slope in Eq. 3.28 and produce 
a statistical significance procedure for evaluating Eq. 3.27.
Another ETS contribution integrating measurement, correlation, and regression 
is in the study of change (Lord 1962a). Regression procedures are described as valu-
able for estimating the changes of individuals on a measure obtained in a second 
time period, Y, while controlling for the initial statuses of the individuals in a first 
time period, X, Y – X. Noting that measurement errors can both deflate and inflate 
regression coefficients with respect to true differences, Lord proposed a multiple 
regression application to estimate true change from the observed measures, making 
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Lord also showed that the reliability of the observed change can be estimated as 
follows (related to the Lord-McNemar estimate of true change, Haertel 2006), 
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Another ETS contribution, by Shelby Haberman, considers the question of 
whether subscores should be reported. This question integrates correlational and 
measurement concepts to determine if the true scores of subscore X are better esti-
mated in regressions on the observed scores of the subscore (such as Eq. 3.26), the 
observed scores of total test Y, or a combination of the X and Y observed scores 
(Haberman 2008). Extending the results of Lord and Novick (1968) and Holland 
and Hoskens (2003), versions of the prediction error variance for an X-to-Y regres-
sion, σ σ ρε
2 2 21= − Y X Y, , are produced for the prediction in Eq. 3.26 of the sub-
score’s true score from its observed score,
 
rel X rel XX( ) − ( ) σ 2 1 ,  (3.33)
and for the prediction from the observed total score, Y,
 
rel X X T YX( ) − σ ρ
2 21 ,  
(3.34)
The prediction error variance for the regression of the true scores of X on both X 
and Y is obtained in extensions of Eqs. 3.33 and 3.34,
 
rel X rel XX Y T XX( ) − ( )  − σ ρ
2 21 1 , .  
(3.35)
where ρY T XX, .  is the partial correlation of the true score of X and the observed score 
of Y given the observed score of X. Estimates of the correlations in Eqs. 3.34 and 
3.35 are obtained somewhat like the disattenuated correlation in Eq. 3.25, but with 
modifications to account for subscore X being contained within total score Y (i.e., 
violations of the classical test theory assumptions of X and Y having independent 
measurement errors).
Comparisons of the prediction error variances from Eqs. 3.33, 3.34, and 3.35 
produce an indication for when the observed subscore has value for reporting (i.e., 
when Eq. 3.33 is less than Eqs. 3.34 and 3.35, such as when the subscore has high 
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reliability and a moderate correlation with the total test score). Comparisons of 
Eqs. 3.33, 3.34 and 3.35 can also suggest when the total test score is a more accurate 
reflection of the true subscore (i.e., when Eq. 3.34 is less than Eq. 3.33, such as 
when the subscore has low reliability and/or a high correlation with the total test 
score). Haberman’s (2008) applications to real data from testing programs sug-
gested that the use of the observed scores of the total test is generally more precise 
than the use of the observed scores of the subscore and also is usually not apprecia-
bly worse than the combination of the observed scores of the subscore and the total 
test.
The final ETS contributions summarized in this section involve true-score esti-
mation methods that are more complex than Kelley’s (1923, 1947) linear regression 
(Eq. 3.26). Some of these more complex true-score regression estimates are based 
on the tau equivalent classical test theory model, in which frequency distributions 
are obtained from two or more tests assumed to be tau equivalent and these tests’ 
distributions are used to infer several moments of the tests’ true-score and error 
distributions (i.e., means, variances, skewness, kurtosis, and conditional versions of 
these; Lord 1959a). Other true-score regression estimates are based on invoking 
binomial assumptions about a single test’s errors and beta distribution assumptions 
about that test’s true scores (Keats and Lord 1962; Lord 1965). These developments 
imply regressions of true scores on observed scores that are not necessarily linear, 
though linearity does result when the true scores follow a beta distribution and the 
observed scores follow a negative hypergeometric distribution. The regressions 
reflect relationships among true scores and errors that are more complex than 
assumed in classical test theory, in which the errors are not independent of the true 
scores and for which attention cannot be restricted only to means, variances, and 
covariances. Suggested applications for these developments include estimating 
classification consistency and accuracy (Livingston and Lewis 1995), smoothing 
observed test score distributions (Hanson and Brennan 1990; Kolen and Brennan 
2004), producing interval estimates for true scores (Lord and Novick 1968), predict-
ing test norms (Lord 1962b), and predicting the bivariate distribution of two tests 
assumed to be parallel (Lord and Novick 1968).
3.4  Discussion
The purpose of this chapter was to summarize more than 60 years of ETS psycho-
metric contributions pertaining to test scores. These contributions were organized 
into a section about the measurement properties of tests and developments of clas-
sical test theory, another section about the use of tests as predictors in correlational 
and regression relationships, and a third section based on integrating and applying 
measurement theories and correlational and regression analyses to address test- 
score issues. Work described in the third section on the integrations of measurement 
and correlational concepts and their consequent applications, is especially relevant 
to the operational work of psychometricians on ETS testing programs. Various 
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integrations and applications are used when psychometricians assess a testing pro-
gram’s alternate test forms with respect to their measurement and prediction proper-
ties, equate alternate test forms (Angoff 1971; Kolen and Brennan 2004), and 
employ adaptations of Cleary’s (1966b) test bias2 approach to evaluate the invari-
ance of test equating functions (Dorans and Holland 2000; Myers 1975). Other 
applications are used to help testing programs face increasing demand for changes 
that might be supported with psychometric methods based on the fundamental mea-
surement and regression issues about test scores covered in this chapter.
One unfortunate aspect of this undertaking is the large number of ETS psycho-
metric contributions that were not covered. These contributions are difficult to 
describe in terms of having a clear and singular focus on scores or other issues, but 
they might be accurately described as studies of the interaction of items and test 
scores. The view of test scores as a sum of items suggests several ways in which an 
item’s characteristics influence test-score characteristics. Some ETS contributions 
treat item and score issues almost equally and interactively in describing their rela-
tionships, having origins in Gulliksen’s (1950) descriptions of how item statistics 
influence test score means, standard deviations, reliability, and validity. ETS 
researchers such as Swineford, Lord, and Novick have clarified Gulliksen’s descrip-
tions through empirically estimated regression functions that predict test score stan-
dard deviations and reliabilities from correlations of items and test scores, through 
item difficulty statistics (Swineford 1959), and through mathematical functions 
derived to describe the influence of items with given difficulty levels on the moments 
of test-score distributions (Lord 1960b; Lord and Novick 1968). Other mathemati-
cal functions describe the relationships of the common factor of the items to the 
discrimination, standard error of measurement, and expected scores of the test (Lord 
1950b). Using item response theory (IRT) methods that focus primarily on items 
rather than scores, ETS researchers (see the chapter on ETS contributions to IRT in 
this volume) have explained the implications of IRT item models for test-score char-
acteristics, showing how observed test score distributions can be estimated from 
IRT models (Lord and Wingersky 1984) and showing how classical test theory 
results can be directly obtained from some IRT models (Holland and Hoskens 
2003).
The above contributions are not the only ones dealing with interactions between 
scores, items, and/or fairness. Similarly, advances such as differential item function-
ing (DIF) can be potentially described with respect to items, examinees, and item- 
examinee interactions. Developments such as IRT and its application to adaptive 
testing can be described in terms of items and using item parameters to estimate 
examinees’ abilities as the examinees interact with and respond to the items. ETS 
2 Although the summary of Cleary’s (1966b) work in this chapter uses the test bias phrase actually 
used by Cleary, it should be acknowledged that more current descriptions of Cleary’s regression 
applications favor different phrases such as prediction bias, overprediction, and underprediction 
(e.g., Bridgeman et al. 2008). The emphasis of current descriptions on prediction accuracy allows 
for distinctions to be made between tests that are not necessarily biased but that may be used in 
ways that result in biased predictions.
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contributions to DIF and to IRT are just two of several additional areas of psycho-
metrics summarized in other chapters (Carlson and von Davier, Chap. 5, this 
 volume; Dorans, Chap. 7, this volume).
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Chapter 4
Contributions to Score Linking Theory 
and Practice
Neil J. Dorans and Gautam Puhan
Test score equating is essential for testing programs that use multiple editions of the 
same test and for which scores on different editions are expected to have the same 
meaning. Different editions may be built to a common blueprint and be designed to 
measure the same constructs, but they almost invariably differ somewhat in their 
psychometric properties. If one edition were more difficult than another, test takers 
would tend to receive lower scores on the harder form. Score equating seeks to 
eliminate the effects on scores of these unintended differences in test form diffi-
culty. Score equating is necessary to be fair to test takers.
ETS statisticians and psychometricians have contributed indirectly or directly to 
the wealth of material in the chapters on score equating or on score linking that have 
appeared in the four editions of Educational Measurement. ETS’s extensive involve-
ment with the score equating chapters of these editions of Educational Measurement 
highlights the impact that ETS has had in this important area of psychometrics.
At the time of publication, each of the four editions of Educational Measurement 
represented the state of the art in domains that are essential to the purview of the 
National Council on Measurement in Education. Experts in each domain wrote a 
chapter in each edition. Harold Gulliksen was one of the key contributors to the 
Flanagan (1951) chapter on units, scores, and norms that appeared in the first edi-
tion. Several of the issues and problems raised in that first edition are still current, 
which shows their persistence. Angoff (1971), in the second edition, provided a 
comprehensive introduction to scales, norms, and test equating. Petersen et  al. 
(1989) introduced new material developed since the Angoff chapter. Holland and 
Dorans (2006) included a brief review of the history of test score linking. In addition 
to test equating, Holland and Dorans (2006) discussed other ways that scores on 
different tests are connected or linked together.
N.J. Dorans (*) • G. Puhan 
Educational Testing Service, Princeton, NJ, USA
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The purpose of this chapter is to document ETS’s involvement with score linking 
theory and practice. This chapter is not meant to be a book on score equating and 
score linking.1 Several books on equating exist; some of these have been authored 
by ETS staff, as is noted in the last section of this chapter. We do not attempt to 
summarize all extant research and development pertaining to score equating or 
score linking. We focus on efforts conducted by ETS staff. We do not attempt to 
pass judgment on research or synthesize it. Instead, we attempt to describe it in 
enough detail to pique the interest of the reader and help point him or her in the right 
direction for further exploration on his or her own. We presume that the reader is 
familiar enough with the field so as not to be intimidated by the vocabulary that has 
evolved over the years in this area of specialization so central to ETS’s mission to 
foster fairness and quality.
The particular approach to tackling this documentation task is to cluster studies 
around different aspects of score linking. Section 4.1 lists several examples of score 
linking to provide a motivation for the extent of research on score linking. Section 
4.2 summarizes published efforts that provide conceptual frameworks of score link-
ing or examples of scale aligning. Section 4.3 deals with data collection designs and 
data preparation issues. In Sect. 4.4, the focus is on the various procedures that have 
been developed to link or equate scores. Research describing processes for evaluat-
ing the quality of equating results is the focus of Sect. 4.5. Studies that focus on 
comparing different methods are described in Sect. 4.6. Section 4.7 is a brief chron-
ological summary of the material covered in Sects. 4.2, 4.3, 4.4, 4.5 and 4.6. Section 
4.8 contains a summary of the various books and chapters that ETS authors have 
contributed on the topic of score linking. Section 4.9 contains a concluding 
comment.
4.1  Why Score Linking Is Important
Two critical ingredients are needed to produce test scores: the test and those who 
take the test, the test takers. Test scores depend on the blueprint or specifications 
used to produce the test. The specifications describe the construct that the test is 
supposed to measure, how the items or components of the test contribute to the 
measurement of this construct (or constructs), the relative difficulty of these items 
for the target population of test takers, and how the items and test are scored. The 
definition of the target population of test takers includes who qualifies as a member 
of that population and is preferably accompanied by an explanation of why the test 
1 The term linking is often used in an IRT context to refer to procedures for aligning item parameter 
and proficiency metrics from one calibration to another, such as those described by M. von Davier 
and A. A. von Davier (2007). We do not consider this type of IRT linking in this chapter; it is 
treated in the chapter by Carlson and von Davier (Chap. 5, this volume). We do, however, address 
IRT true-score linking in Sect. 4.6.4 and IRT preequating in Sect. 4.4.4.
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is appropriate for these test takers and examples of appropriate and inappropriate 
use.
Whenever scores from two different tests are going to be compared, there is a 
need to link the scales of the two test scores. The goal of scale aligning is to trans-
form the scores from two different tests onto a common scale. The types of linkages 
that result depend on whether the test scores being linked measure different con-
structs or similar constructs, whether the tests are similar or dissimilar in difficulty, 
and whether the tests are built to similar or different test specifications. We give 
several practical examples in the following.
When two or more tests that measure different constructs are administered to a 
common population, the scores for each test may be transformed to have a common 
distribution for the target population of test takers (i.e., the reference population). 
The data are responses from (a) administering all the tests to the same sample of test 
takers or (b) administering the tests to separate, randomly equivalent samples of test 
takers from the same population. In this way, all of the tests are taken by equivalent 
groups of test takers from the reference population. One way to define comparable 
scores is in terms of comparable percentiles in the reference population.
Even though the scales on the different tests are made comparable in this narrow 
sense, the tests do measure different constructs. The recentering of the SAT® I test 
scale is an example of this type of scale aligning (Dorans 2002a, b). The scales for 
the SAT Verbal (SAT-V) and SAT Mathematical (SAT-M) scores were redefined so 
as to give the scaled scores on the SAT-V and SAT-M the same distribution in a 
reference population of students tested in 1990. The recentered score scales enable 
a student whose SAT-M score is higher than his or her SAT-V score to conclude that 
he or she did in fact perform better on the mathematical portion than on the verbal 
portion, at least in relation to the students tested in 1990.
Tests of skill subjects (e.g., reading) that are targeted for different school grades 
may be viewed as tests of similar constructs that are intended to differ in diffi-
culty—those for the lower grades being easier than those for the higher grades. It is 
often desired to put scores from such tests onto a common overall scale so that 
progress in a given subject, such as mathematics or reading, can be tracked over 
time. A topic such as mathematics or reading, when considered over a range of 
school grades, has several subtopics or dimensions. At different grades, potentially 
different dimensions of these subjects are relevant and tested. For this reason, the 
constructs being measured by the tests for different grade levels may differ some-
what, but the tests are often similar in reliability.
Sometimes tests that measure the same construct have similar levels of difficulty 
but differ in reliability (e.g., length). The classic case is scaling the scores of a short 
form of a test onto the scale of its full or long form.
Sometimes tests to be linked all measure similar constructs, but they are con-
structed according to different specifications. In most cases, they are similar in test 
length and reliability. In addition, they often have similar uses and may be taken by 
the same test takers for the same purpose. Score linking adds value to the scores on 
both tests by expressing them as if they were scores on the other test. Many colleges 
and universities accept scores on either the ACT or SAT for the purpose of  admissions 
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decisions, and they often have more experience interpreting the results from one of 
these tests than the other.
Test equating is a necessary part of any testing program that produces new test 
forms and for which the uses of these tests require the meaning of the score scale be 
maintained over time. Although they measure the same constructs and are usually 
built to the same test specifications or test blueprint, different editions or forms of a 
test almost always differ somewhat in their statistical properties. For example, one 
form may be harder than another, so without adjustments, test takers would be 
expected to receive lower scores on this harder form. A primary goal of test equating 
for testing programs is to eliminate the effects on scores of these unintended differ-
ences in test form difficulty. The purpose of equating test scores is to allow the 
scores from each test to be used interchangeably, as if they had come from the same 
test. This purpose puts strong requirements on the tests and on the method of score 
linking. Most of the research described in the following pages focused on this par-
ticular form of scale aligning, known as score equating.
In the remaining sections of this chapter, we focus on score linking issues for 
tests that measure characteristics at the level of the individual test taker. Large-scale 
assessments, which are surveys of groups of test takers, are described in Beaton and 
Barone (Chap. 8, this volume) and Kirsh et al. (Chap. 9, this volume).
4.2  Conceptual Frameworks for Score Linking
Holland and Dorans (2006) provided a framework for classes of score linking that 
built on and clarified earlier work found in Mislevy (1992) and Linn (1993). Holland 
and Dorans (2006) made distinctions between different types of linkages and 
emphasized that these distinctions are related to how linked scores are used and 
interpreted. A link between scores on two tests is a transformation from a score on 
one test to a score on another test. There are different types of links, and the major 
difference between these types is not procedural but interpretative. Each type of 
score linking uses either equivalent groups of test takers or common items for link-
age purposes. It is essential to understand why these types differ because they can 
be confused in practice, which can lead to violations of the standards that guide 
professional practice. Section 4.2.1 describes frameworks used for score linking. 
Section 4.2.2 contains a discussion of score equating frameworks.
4.2.1  Score Linking Frameworks
Lord (1964a, b) published one of the early articles to focus on the distinction 
between test forms that are actually or rigorously parallel and test forms that are 
nominally parallel—those that are built to be parallel but fall short for some reason. 
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This distinction occurs in most frameworks on score equating. Lord (1980) later 
went on to say that equating was either unnecessary (rigorously parallel forms) or 
impossible (everything else).
Mislevy (1992) provided one of the first extensive treatments of different aspects 
of what he called linking of educational assessments: equating, calibration, projec-
tion, statistical moderation, and social moderation.
Dorans (1999) made distinctions between three types of linkages or score cor-
respondences when evaluating linkages among SAT scores and ACT scores. These 
were equating, scaling, and prediction. Later, in a special issue of Applied 
Psychological Measurement, edited by Pommerich and Dorans (2004), he used the 
terms equating, concordance, and expectation to refer to these three types of link-
ings and provided means for determining which one was most appropriate for a 
given set of test scores (Dorans 2004b). This framework was elaborated on by 
Holland and Dorans (2006), who made distinctions between score equating, scale 
aligning, and predicting, noting that scale aligning was a broad category that could 
be further subdivided into subcategories on the basis of differences in the construct 
assessed, test difficulty, test reliability, and population ability.
Many of the types of score linking cited by Mislevy (1992) and Dorans (1999, 
2004b) could be found in the broad area of scale aligning, including concordance, 
vertical linking, and calibration. This framework was adapted for the public health 
domain by Dorans (2007) and served as the backbone for the volume on linking and 
aligning scores and scales by Dorans et al. (2007).
4.2.2  Equating Frameworks
Dorans et al. (2010a) provided an overview of the particular type of score linking 
called score equating from a perspective of best practices. After defining equating as 
a special form of score linking, the authors described the most common data collec-
tion designs used in the equating of test scores, some common observed-score 
equating functions, common data-processing practices that occur prior to computa-
tions of equating functions, and how to evaluate an equating function.
A.A. von Davier (2003, 2008) and A.A. von Davier and Kong (2005), building 
on the unified statistical treatment of score equating, known as kernel equating, that 
was introduced by Holland and Thayer (1989) and developed further by A.A. von 
Davier et al. (2004b), described a new unified framework for linear equating in a 
nonequivalent groups anchor test design. They employed a common parameteriza-
tion to show that three linear methods, Tucker, Levine observed score, and chained,2 
can be viewed as special cases of a general linear function. The concept of a method 
function was introduced to distinguish among the possible forms that a linear equat-
ing function might take, in general, and among the three equating methods, in par-
ticular. This approach included a general formula for the standard error of equating 
2 These equating methods are described in Sect. 4.4.
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for all linear equating functions in the nonequivalent groups anchor test design and 
advocated the use of the standard error of equating difference (SEED) to investigate 
if the observed differences in the equating functions are statistically significant.
A.A. von Davier (2013) provided a conceptual framework that encompassed tra-
ditional observed-score equating methods, kernel equating methods, and item 
response theory (IRT) observed-score equating, all of which produce one equating 
function between two test scores, along with local equating or local linking, which 
can produce a different linking function between two test scores given a score on a 
third variable (Wiberg et al. 2014). The notion of multiple conversions between two 
test scores is a source of controversy (Dorans 2013; Gonzalez and von Davier 2013; 
Holland 2013; M. von Davier et al. 2013).
4.3  Data Collection Designs and Data Preparation
Data collection and preparation are prerequisites to score linking.
4.3.1  Data Collection
Numerous data collection designs have been used for score linking. To obtain unbi-
ased estimates of test form difficulty differences, all score equating methods must 
control for differential ability of the test-taker groups employed in the linking pro-
cess. Data collection procedures should be guided by a concern for obtaining equiv-
alent groups, either directly or indirectly. Often, two different, nonstrictly parallel 
tests are given to two different groups of test takers of unequal ability. Assuming 
that the samples are large enough to ignore sampling error, differences in the distri-
butions of the resulting scores can be due to one or both of two factors. One factor 
is the relative difficulty of the two tests, and the other is the relative ability of the two 
groups of test takers on these tests. Differences in difficulty are what test score 
equating is supposed to take care of; difference in ability of the groups is a con-
founding factor that needs to be eliminated before the equating process can take 
place.
In practice, two distinct approaches address the separation of test difficulty and 
group ability differences. The first approach is to use a common population of test 
takers so that there are no ability differences. The other approach is to use an anchor 
measure of the construct being assessed by the tests to be equated. Ideally, the data 
should come from a large representative sample of motivated test takers that is 
divided in half either randomly or randomly within strata to achieve equivalent 
groups. Each half of this sample is administered either the new form or the old form 
of a test. It is typical to assume that all samples are random samples from popula-
tions of interest, even though, in practice, this may be only an approximation. When 
the same test takers take both tests, we achieve direct control over differential 
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 test- taker ability. In practice, it is more common to use two equivalent samples of 
test takers from a common population instead of identical test takers.
The second approach assumes that performance on a set of common items or an 
anchor measure can quantify the ability differences between two distinct, but not 
necessarily equivalent, samples of test takers. The use of an anchor measure can 
lead to more flexible data collection designs than those that require common test 
takers. However, the use of anchor measures requires users to make various assump-
tions that are not needed when the test takers taking the tests are either the same or 
from equivalent samples. When there are ability differences between new and old 
form samples, the various statistical adjustments for ability differences often pro-
duce different results because the methods make different assumptions about the 
relationships of the anchor test score to the scores to be equated. In addition, 
assumptions are made about the invariance of item characteristics across different 
locations within the test.
Some studies have attempted to link scores on tests in the absence of either com-
mon test material or equivalent groups of test takers. Dorans and Middleton (2012) 
used the term presumed linking to describe these situations. These studies are not 
discussed here.
It is generally considered good practice to have the anchor test be a mini-version 
of the total tests being equated. That means it should have the same difficulty and 
similar content. Often an external anchor is not available, and internal anchors are 
used. In this case, context effects become a possible issue. To minimize these effects, 
anchor (or common) items are often placed in the same location within each test. 
When an anchor test is used, the items should be evaluated via procedures for 
assessing whether items are functioning in the same way in both the old and new 
form samples. All items on both total tests are evaluated to see if they are perform-
ing as expected. If they are not, it is often a sign of a quality-control problem. More 
information can be found in Holland and Dorans (2006).
When there are large score differences on the anchor test between samples of test 
takers given the two different test forms to be equated, equating based on the 
nonequivalent- groups anchor test design can often become problematic. 
Accumulation of potentially biased equating results can occur over a chain of prior 
equatings and lead to a shift in the meaning of numbers on the scores scale.
In practice, the true equating function is never known, so it is wise to look at 
several procedures that make different assumptions or that use different data. Given 
the potential impact of the final score conversion on all participants in an assessment 
process, it is important to check as many factors that can cause problems as possi-
ble. Considering multiple conversions is one way to do this.
Whereas many sources, such as Holland and Dorans (2006), have focused on the 
structure of data collection designs, the amount of data collected has a substantial 
effect on the usefulness of the resulting equatings. Because it is desirable for the 
statistical uncertainty associated with test equating to be much smaller than the 
other sources of variation in test results, it is important that the results of test equat-
ing be based on samples that are large enough to ensure this. This fact should always 
be kept in mind when selecting a data collection design. Section 4.4 describes 
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 procedures that have been developed to deal with the threats associated with small 
samples.
4.3.2  Data Preparation Activities
Prior to equating and other forms of linking, several steps can be taken to improve 
the quality of the data. These best practices of data preparation often deal with 
sample selection, smoothing score distributions, excluding outliers, repeaters, and 
so on. These issues are the focus of the next four parts of this section.
4.3.2.1  Sample Selection
Before conducting the equating analyses, testing programs often filter the data 
based on certain heuristics. For example, a testing program may choose to exclude 
test takers who do not attempt a certain number of items on the test. Other programs 
might exclude test takers based, for example, on repeater status. ETS researchers 
have conducted studies to examine the effect of such sample selection practices on 
equating results. Liang et al. (2009) examined whether nonnative speakers of the 
language in which the test is administered should be excluded and found that this 
may not be an issue as long as the proportion of nonnative speakers does not change 
markedly across administrations. Puhan (2009b, 2011c) studied the impact of 
repeaters in the equating samples and found in the data he examined that inclusion 
or exclusion of repeaters had very little impact on the final equating results. 
Similarly, Yang et al. (2011) examined the effect of repeaters on score equating and 
found no significant effects of repeater performance on score equating for the exam 
being studied. However, Kim and Walker (2009a, b) found in their study that when 
the repeater subgroup was subdivided based on the particular form test takers took 
previously, subgroup equating functions substantially differed from the total-group 
equating function.
4.3.2.2  Weighted Samples
Dorans (1990c) edited a special issue of Applied Measurement in Education that 
focused on the topic of equating with samples matched on the anchor test score 
(Dorans 1990a). The studies in that special issue used simulations that varied in the 
way in which real data were manipulated to produce simulated samples of test tak-
ers. These and related studies are described in Sect. 4.6.3.
Other authors used demographic data to achieve a form of matching. Livingston 
(2014a) proposed the demographically adjusted groups procedure, which uses 
demographic information about the test takers to transform the groups taking the 
two different test forms into groups of equal ability by weighting the test takers 
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unequally. Results indicated that although this procedure adjusts for group differ-
ences, it does not reduce the ability difference between the new and old form sam-
ples enough to warrant use.
Qian et al. (2013) used techniques for weighting observations to yield a weighted 
sample distribution that is consistent with the target population distribution to 
achieve true-score equatings that are more invariant across administrations than 
those obtained with unweighted samples.
Haberman (2015) used adjustment by minimum discriminant information to link 
test forms in the case of a nonequivalent-groups design in which there are no satis-
factory common items. This approach employs background information other than 
scores on individual test takers in each administration so that weighted samples of 
test takers form pseudo-equivalent groups in the sense that they resemble samples 
from equivalent groups.
4.3.2.3  Smoothing
Irregularities in score distributions can produce irregularities in the equipercentile 
equating adjustment that might not generalize to different groups of test takers 
because the methods developed for continuous data are applied to discrete data. 
Therefore it is generally advisable to presmooth the raw-score frequencies in some 
way prior to equipercentile equating.
The idea of smoothing score distributions prior to equating goes far back to the 
1950s. Karon and Cliff (1957) proposed the Cureton–Tukey procedure as a means 
for reducing sampling error by mathematically smoothing the sample score data 
before equating. However, the differences among the linear equating method, the 
equipercentile equating method with no smoothing of the data, and the equipercen-
tile equating method after smoothing by the Cureton–Tukey method were not statis-
tically significant. Nevertheless, this was an important idea, and although Karon and 
Cliff’s results did not show the benefits of smoothing, currently most testing pro-
grams using equipercentile equating use some form of pre- or postsmoothing to 
obtain more stable equating results.
Ever since the smoothing method using loglinear models was adapted by ETS 
researchers in the 1980s (for details, see Holland and Thayer 1987; Rosenbaum and 
Thayer 1987) smoothing has been an important component of the equating process. 
The new millennium saw a renewed interest in smoothing research. Macros using 
the statistical analysis software SAS loglinear modeling routines were developed at 
ETS to facilitate research on smoothing (Moses and von Davier 2006, 2013; Moses 
et al. 2004). A series of studies were conducted to assess selection strategies (e.g., 
strategies based on likelihood ratio tests, equated score difference tests, Akaike 
information criterion (AIC) for univariate and bivariate loglinear smoothing models 
and their effects on equating function accuracy (Moses 2008a, 2009; Moses and 
Holland 2008, 2009a, b, c, 2010a, b).
Studies also included comparisons of traditional equipercentile equating with 
various degrees of presmoothing and kernel equating (Moses and Holland 2007) 
4 Contributions to Score Linking Theory and Practice
88
and smoothing approaches for composite scores (Moses 2014) as well as studies 
that compared smoothing with pseudo-Bayes probability estimates (Moses and Oh 
2009).
There has also been an interest in smoothing in the context of systematic irregu-
larities in the score distributions that are due to scoring practice and scaling issues 
(e.g., formula scoring, impossible scores) rather than random irregularities (J. Liu 
et al. 2009b; Puhan et al. 2008b, 2010).
4.3.2.4  Small Samples and Smoothing
Presmoothing the data before conducting an equipercentile equating has been 
shown to reduce error in small-sample equating. For example, Livingston and 
Feryok (1987) and Livingston (1993b) worked with small samples and found that 
presmoothing substantially improved the equating results obtained from small sam-
ples. Puhan (2011a, b), based on the results of an empirical study, however, con-
cluded that although presmoothing can reduce random equating error, it is not likely 
to reduce equating bias caused by using an unrepresentative small sample and pre-
sented other alternatives to the small-sample equating problem that focused more on 
improving data collection (see Sect. 4.4.5).
4.4  Score Equating and Score Linking Procedures
Many procedures for equating tests have been developed by ETS researchers. In this 
section, we consider equating procedures such as linear, equipercentile equating, 
kernel equating, and IRT true-score linking.3 Equating procedures developed to 
equate new forms under special circumstances (e.g., preequating and small-sample 
equating procedures) are also considered in this section.
3 We have chosen to use the term linking instead of equating when it comes to describing the IRT 
true-score approach that is in wide use. This linking procedure defines the true-score equating that 
exists between true scores on Test X and true scores on Test Y, which are perfectly related to each 
other, as both are monotonic transformations of the same IRT proficiency estimate. Typically, this 
true-score equating is applied to observed scores as if they were true scores. This application pro-
duces an observed-score linking that is not likely to yield equated scores, however, as defined by 
Lord (1980) or Holland and Dorans (2006); hence our deliberate use of linking instead of 
equating.
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4.4.1  Early Equating Procedures
Starting in the 1950s, ETS researchers have made substantial contributions to the 
equating literature by proposing new methods for equating, procedures for improv-
ing existing equating methods, and procedures for evaluating equating results.
Lord (1950) provided a definition of comparability wherein the score scales of 
two equally reliable tests are considered comparable with respect to a certain group 
of test takers if the score distributions of the two tests are identical for this group. He 
provided the basic formulas for equating means and standard deviations (in six dif-
ferent scenarios) to achieve comparability of score scales. Tucker (1951) empha-
sized the need to establish a formal system within which to consider scaling error 
due to sampling. Using simple examples, he illustrated possible ways of defining 
the scaling error confidence range and setting a range for the probability of occur-
rence of scaling errors due to sampling that would be considered within normal 
operations. Techniques were developed to investigate whether regressions differ by 
groups. Schultz and Wilks (1950) presented a technique to adjust for the lack of 
equivalence in two samples. This technique focused on the intercept differences 
from the two group regressions of total score onto anchor score obtained under the 
constraint that the two regressions had the same slope. Koutsopoulos (1961) pre-
sented a linear practice effect solution for a counterbalanced case of equating, in 
which two equally random groups (alpha and beta) take two forms, X and Y, of a 
test, alpha in the order X, Y and beta in the order Y, X. Gulliksen (1968) presented 
a variety of solutions for determining the equivalence of two measures, ranging 
from a criterion for strict interchangeability of scores to factor methods for compar-
ing multifactor batteries of measures and multidimensional scaling. Boldt (1972) 
laid out an alternative approach to linking scores that involved a principle for choos-
ing objective functions whose optimization would lead to a selection of conversion 
constants for equating.
Angoff (1953) presented a method of equating test forms of the American 
Council on Education (ACE) examination by using a miniature version of the full 
test as an external anchor to equate the test forms. Fan and Swineford (1954) and 
Swineford and Fan (1957) introduced a method based on item difficulty estimates 
to equate scores administered under the nonequivalent anchor test design, which the 
authors claimed produced highly satisfactory results, especially when the two 
groups taking the two forms were quite different in ability.
Assuming that the new and old forms are equally reliable, Lord (1954, 1955) 
derived maximum likelihood estimates of the population mean and standard devia-
tion, which were then substituted into the basic formula for linear equating.
Levine (1955) developed two linear equating procedures for the common-item 
nonequivalent population design. Levine observed-score equating relates observed 
scores on a new form to the scale of observed scores on an old form. Levine true- 
score equating equates true scores. Approximately a half-century later, A.A. von 
Davier et  al. (2007) introduced an equipercentile version of the Levine linear 
observed- score equating function, which is based on assumptions about true scores. 
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Based on theoretical and empirical results, Chen (2012) showed that linear IRT 
observed- score linking and Levine observed-score equating for the anchor test 
design are closely related despite being based on different methodologies. Chen and 
Livingston (2013) presented a new equating method for the nonequivalent groups 
with anchor test design: poststratification equating based on true anchor scores. The 
linear version of this method is shown to be equivalent, under certain conditions, to 
Levine observed-score equating.
4.4.2  True-Score Linking
As noted in the previous section, Levine (1955) also developed the so-called Levine 
true-score equating procedure that equates true scores.
Lord (1975) compared equating methods based on item characteristic curve 
(ICC) theory, which he later called item response theory (IRT) in Lord (1980), with 
nonlinear conventional methods and pointed out the effectiveness of ICC-based 
methods for increasing stability of the equating near the extremes of the data, reduc-
ing scale drift, and preequating. Lord also included a chapter on IRT preequating. 
(A review of research related to IRT true-score linking appears in Sect. 4.6.4.)
4.4.3  Kernel Equating and Linking With Continuous 
Exponential Families
As noted earlier, Holland and Thayer (1989) introduced the kernel method of equat-
ing score distributions. This new method included both linear and standard equipe-
rcentile methods as special cases and could be applied under most equating data 
collection designs.
Within the Kernel equating framework, Chen and Holland (2010) developed a 
new curvilinear equating for the nonequivalent groups with anchor test (NEAT) 
design which they called curvilinear Levine observed score equating.
In the context of equivalent-groups design, Haberman (2008a) introduced a new 
way to continuize discrete distribution functions using exponential families of func-
tions. Application of this linking method was also considered for the single-group 
design (Haberman 2008b) and the nonequivalent anchor test design (Haberman and 
Yan 2011). For the nonequivalent groups with anchor test design, this linking 
method produced very similar results to kernel equating and equipercentile equating 
with loglinear presmoothing.
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4.4.4  Preequating
Preequating has been tried for several ETS programs over the years. Most notably, 
the computer-adaptive testing algorithm employed for the GRE® test, the TOEFL® 
test, and GMAT examination in the 1990s could be viewed as an application of IRT 
preequating. Since the end of the twentieth century, IRT preequating has been used 
for the CLEP® examination and with the GRE revised General Test introduced in 
2011. This section describes observed-score preequating procedures. (The results of 
several studies that used IRT preequating can be found in Sect. 4.6.5.)
In the 1980s, section preequating was used with the GMAT examination. A pre-
equating procedure was developed for use with small-volume tests, most notably 
the PRAXIS® assessments. This approach is described in Sect. 4.4.5. Holland and 
Wightman (1982) described a preliminary investigation of a linear section pree-
quating procedure. In this statistical procedure, data collected from equivalent 
groups via the nonscored variable or experimental section(s) of a test were com-
bined across tests to produce statistics needed for linear preequating of a form com-
posed of these sections. Thayer (1983) described the maximum likelihood 
estimation procedure used for estimating the joint covariance matrix for sections of 
tests given to distinct samples of test takers, which was at the heart of the section 
preequating approach.
Holland and Thayer (1981) applied this procedure to the GRE test and obtained 
encouraging results. Holland and Thayer (1984, 1985) extended the theory behind 
section preequating to allow for practice effects on both the old and new forms and, 
in the process, provided a unified account of the procedure. Wightman and Wightman 
(1988) examined the effectiveness of this approach when there is only one variable 
or experimental section of the test, which entailed using different missing data tech-
niques to estimate correlations between sections.
After a long interlude, section preequating with a single variable section was 
studied again. Guo and Puhan (2014) introduced a method for both linear and non-
linear preequating. Simulations and a real-data application showed the proposed 
method to be fairly simple and accurate. Zu and Puhan (2014) examined an 
observed-score preequating procedure based on empirical item response curves, 
building on work done by Livingston in the early 1980s. The procedure worked 
reasonably well in the score range that contained the middle 90th percentile of the 
data, performing as well as the IRT true-score equating procedure.
4.4.5  Small-Sample Procedures
In addition to proposing new methods for test equating in general, ETS researchers 
have focused on equating under special circumstances, such as equating with very 
small samples. Because equating with very small samples tends to be less stable, 
researchers have proposed new approaches that aim to produce more stable 
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equating results under small-sample conditions. For example, Kim et  al. (2006, 
2007, 2008c, 2011) proposed the synthetic linking function (which is a weighted 
average of the small-sample equating and the identity function) for small samples 
and conducted several empirical studies to examine its effectiveness in small- sample 
conditions. Similarly, the circle-arc equating method, which constrains the equating 
curve to pass through two prespecified endpoints and an empirically determined 
middle point, was also proposed for equating with small samples (Livingston and 
Kim 2008, 2009, 2010a, b) and evaluated in empirical studies by Kim and Livingston 
(2009, 2010). Finally, Livingston and Lewis (2009) proposed the empirical Bayes 
approach for equating with small samples whereby prior information comes from 
equatings of other test forms, with an appropriate adjustment for possible differ-
ences in test length. Kim et al. (2008d, 2009) conducted resampling studies to eval-
uate the effectiveness of the empirical Bayes approach with small samples and 
found that this approach tends to improve equating accuracy when the sample size 
is 25 or fewer, provided the prior equatings are accurate.
The studies summarized in the previous paragraph tried to incorporate modifica-
tions to existing equating methods to improve equating under small-sample condi-
tions. Their efficacy depends on the correctness of the strong assumptions that they 
employ to affect their proposed solutions (e.g., the appropriateness of the circle arc 
or the identity equatings).
Puhan (2011a, b) presented other alternatives to the small-sample equating prob-
lem that focused more on improving data collection. One approach would be to 
implement an equating design whereby data conducive to improved equatings can 
be collected to help with the small-sample equating problem. An example of such a 
design developed at ETS is the single-group nearly equivalent test design, or the 
SiGNET design (Grant 2011), which introduces a new form in stages rather than all 
at once. The SiGNET design has two primary merits. First, it facilitates the use of a 
single-group equating design that has the least random equating error of all designs, 
and second, it allows for the accumulation of data to equate the new form with a 
larger sample. Puhan et al. (2008a, 2009) conducted a resampling study to compare 
equatings under the SiGNET and common-item equating designs and found lower 
equating error for the SiGNET design than for the common-item equating design in 
very small sample size conditions (e.g., N = 10).
4.5  Evaluating Equatings
In this part, we address several topics in the evaluation of links formed by scale 
alignment or by equatings. Section 4.5.1 describes research on assessing the sam-
pling error of linking functions. In Sect. 4.5.2, we summarize research dealing with 
measures of the effect size for assessing the invariance of equating and scale- 
aligning functions over subpopulations of a larger population. Section 4.5.3 is con-
cerned with research that deals with scale continuity.
N.J. Dorans and G. Puhan
93
4.5.1  Sampling Stability of Linking Functions
All data based linking functions are statistical estimates, and they are therefore sub-
ject to sampling variability. If a different sample had been taken from the target 
population, the estimated linking function would have been different. A measure of 
statistical stability gives an indication of the uncertainty in an estimate that is due to 
the sample selected. In Sect. 4.5.1.1, we discuss the standard error of equating 
(SEE). Because the same methods are also used for concordances, battery scaling, 
vertical scaling, calibration, and some forms of anchor scaling, the SEE is a relevant 
measure of statistical accuracy for these cases of test score linking as well as for 
equating.
In Sects. 4.5.1.1 and 4.5.1.2, we concentrate on the basic ideas and large-sample 
methods for estimating standard error. These estimates of the SEE and related mea-
sures are based on the delta method. This means that they are justified as standard 
error estimates only for large samples and may not be valid in small samples.
4.5.1.1  The Standard Error of Equating
Concern about the sampling error associated with different data collection designs 
for equating has occupied ETS researchers since the 1950s (e.g., Karon 1956; Lord 
1950). The SEE is the oldest measure of the statistical stability of estimated linking 
functions. The SEE is defined as the conditional standard deviation of the sampling 
distribution of the equated score for a given raw score over replications of the equat-
ing process under similar conditions. We may use the SEE for several purposes. It 
gives a direct measure of how consistently the equating or linking function is esti-
mated. Using the approximate normality of the estimate, the SEE can be used to 
form confidence intervals. In addition, comparing the SEE for various data collec-
tion designs can indicate the relative advantage some designs have over others for 
particular sample sizes and other design factors. This can aid in the choice of a data 
collection design for a specific purpose.
The SEE can provide us with statistical caveats about the instability of linkings 
based on small samples. As the size of the sample(s) increases, the SEE will 
decrease. With small samples, there is always the possibility that the estimated link-
ing function is a poor representation of the population linking function.
The earliest work on the SEE is found in Lord (1950) and reproduced in Angoff 
(1971). These papers were concerned with linear-linking methods and assumed nor-
mal distributions of scores. Zu and Yuan (2012) examined estimates for linear 
equating methods under conditions of nonnormality for the nonequivalent-groups 
design. Lord (1982b) derived the SEE for the equivalent- and single-group designs 
for the equipercentile function using linear interpolation for continuization of the 
linking functions. However, these SEE calculations for the equipercentile function 
did not take into account the effect of presmoothing, which can produce reductions 
in the SEE in many cases, as demonstrated by Livingston (1993a). Liou and Cheng 
4 Contributions to Score Linking Theory and Practice
94
(1995) gave an extensive discussion (including estimation procedures) of the SEE 
for various versions of the equipercentile function that included the effect of pres-
moothing. Holland et al. (1989) and Liou et al. (1996, 1997) discussed the SEE for 
kernel equating for the nonequivalent-groups anchor test design.
A.A. von Davier et al. (2004b) provided a system of statistical accuracy mea-
sures for kernel equating for several data collection designs. Their results account 
for four factors that affect the SEE: (a) the sample sizes; (b) the effect of presmooth-
ing; (c) the data collection design; and (d) the form of the final equating function, 
including the method of continuization. In addition to the SEE and the SEED 
(described in Sect. 4.5.1.2), they recommend the use of percent relative error to 
summarize how closely the moments of the equated score distribution match the 
target score distribution that it is striving to match. A.A. von Davier and Kong 
(2005) gave a similar analysis for linear equating in the non-equivalent-groups 
design.
Lord (1981) derived the asymptotic standard error of a true-score equating by 
IRT for the anchor test design and illustrated the effect of anchor test length on this 
SEE. Y. Liu et al. (2008) compared a Markov chain Monte Carlo (MCMC) method 
and a bootstrap method in the estimation of standard errors of IRT true-score link-
ing. Grouped jackknifing was used by Haberman et al. (2009) to evaluate the stabil-
ity of equating procedures with respect to sampling error and with respect to changes 
in anchor selection with illustrations involving the two-parameter logistic (2PL) 
IRT model.
4.5.1.2  The Standard Error of Equating Difference Between Two Linking 
Functions
Those who conduct equatings are often interested in the stability of differences 
between linking functions. A.A. von Davier et al. (2004b) were the first to explicitly 
consider the standard error of the distribution of the difference between two esti-
mated linking functions, which they called the SEED. For kernel equating methods, 
using loglinear models to presmooth the data, the same tools used for computing the 
SEE can be used for the SEED for many interesting comparisons of kernel equating 
functions. Moses and Zhang (2010, 2011) extended the notion of the SEED to com-
parisons between kernel linear and traditional linear and equipercentile equating 
functions, as well.
An important use of the SEED is to compare the linear and nonlinear versions of 
kernel equating. von Davier et  al. (2004b) combined the SEED with a graphical 
display of the plot of the difference between the two equating functions. In addition 
to the difference, they added a band of ±2SEED to put a rough bound on how far the 
two equating functions could differ due to sampling variability. When the difference 
curve is outside of this band for a substantial number of values of the X-scores, this 
is evidence that the differences between the two equating functions exceed what 
might be expected simply due to sampling error. The ±2SEED band is narrower for 
larger sample sizes and wider for smaller sample sizes.
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Duong and von Davier (2012) illustrated the flexibility of the observed-score 
equating framework and the availability of the SEED in allowing practitioners to 
compare statistically the equating results from different weighting schemes for dis-
tinctive subgroups of the target population.
In the special situation where we wish to compare an estimated equating function 
to another nonrandom function, for example, the identity function, the SEE plays 
the role of the SEED. Dorans and Lawrence (1988, 1990) used the SEE to create 
error bands around the difference plot to determine whether the equating between 
two section orders of a test was close enough to the identity. Moses (2008a, 2009) 
examined a variety of approaches for selecting equating functions for the equivalent- 
groups design and recommended that the likelihood ratio tests of loglinear models 
and the equated score difference tests be used together to assess equating function 
differences overall and also at score levels. He also encouraged a consideration of 
the magnitude of equated score differences with respect to score reporting 
practices.
In addition to the statistical significance of the difference between the two link-
ing functions (the SEED), it is also useful to examine whether this difference has 
any important consequences for reported scores. This issue was addressed by 
Dorans and Feigenbaum (1994) in their notion of a difference that matters (DTM). 
They called a difference in reported score points a DTM if the testing program con-
sidered it to be a difference worth worrying about. This, of course, depends on the 
test and its uses. If the DTM that is selected is smaller than 2 times an appropriate 
SEE or SEED, then the sample size may not be sufficient for the purposes that the 
equating is intended to support.
4.5.2  Measures of the Subpopulation Sensitivity of Score 
Linking Functions
Neither the SEE nor the SEED gives any information about how different the esti-
mated linking function would be if the data were sampled from other populations of 
test takers. Methods for checking the sensitivity of linking functions to the popula-
tion on which they are computed (i.e., subpopulation invariance checks) serve as 
diagnostics for evaluating links between tests (especially those that are intended to 
be test equatings). The most common way that population invariance checks are 
made is on subpopulations of test takers within the larger population from which the 
samples are drawn. Subgroups such as male and female are often easily identifiable 
in the data. Other subgroups are those based on ethnicity, region of the country, and 
so on. In general, it is a good idea to select subgroups that are known to differ in 
their performance on the tests in question.
Angoff and Cowell (1986) examined the population sensitivity of linear conver-
sions for the GRE Quantitative test (GRE-Q) and the specially constituted GRE 
Verbal-plus-Quantitative test (GREV+Q) using equivalent groups of approximately 
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13,000 taking each form. The data clearly supported the assumption of population 
invariance for GRE-Q but not quite so clearly for GREV+Q.
Dorans and Holland (2000a, b) developed general indices of population invari-
ance/sensitivity of linking functions for the equivalent groups and single-group 
designs. To study population invariance, they assumed that the target population is 
partitioned into mutually exclusive and exhaustive subpopulations. A.A. von Davier 
et al. (2004a) extended that work to the nonequivalent-groups anchor test design 
that involves two populations, both of which are partitioned into similar 
subpopulations.
Moses (2006, 2008b) extended the framework of kernel equating to include the 
standard errors of indices described in Dorans and Holland (2000a, b). The accura-
cies of the derived standard errors were evaluated with respect to empirical standard 
errors.
Dorans (2004a) edited a special issue of the Journal of Educational Measurement, 
titled “Assessing the Population Sensitivity of Equating Functions,” that examined 
whether equating or linking functions relating test scores achieved population 
invariance. A. A. von Davier et  al. (2004a) extended the work on subpopulation 
invariance done by Dorans and Holland (2000a, b) for the single-population case to 
the two-population case, in which the data are collected on an anchor test as well as 
the tests to be equated. Yang (2004) examined whether the multiple-choice (MC) to 
composite linking functions of the Advanced Placement® examinations remain 
invariant over subgroups by region. Dorans (2004c) examined population invari-
ance across gender groups and placed his investigation within a larger fairness con-
text by introducing score equity analysis as another facet of fair assessment, a 
complement to differential item functioning and differential prediction.
A.A. von Davier and Liu (2007) edited a special issue of Applied Psychological 
Measurement, titled “Population Invariance,” that built on and extended prior 
research on population invariance and examined the use of population invariance 
measures in a wide variety of practical contexts. A.A. von Davier and Wilson (2008) 
examined IRT models applied to Advanced Placement exams with both MC and 
constructed-response (CR) components. M.  Liu and Holland (2008) used Law 
School Admission Test (LSAT) data to extend the application of population invari-
ance methods to subpopulations defined by geographic region, whether test takers 
applied to law school, and their law school admission status. Yang and Gao (2008) 
investigated the population invariance of the one-parameter IRT model used with 
the testlet-based computerized exams that are part of CLEP. Dorans et al. (2008) 
examined the role that the choice of anchor test plays in achieving population invari-
ance of linear equatings across male and female subpopulations and test 
administrations.
Rijmen et al. (2009) compared two methods for obtaining the standard errors of 
two population invariance measures of equating functions. The results indicated 
little difference between the standard errors found by the delta method and the 
grouped jackknife method.
Dorans and Liu (2009) provided an extensive illustration of the application of 
score equity assessment (SEA), a quality-control process built around the use of 
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population invariance indices, to the SAT-M exam. Moses et  al. (2009, 2010b) 
developed a SAS macro that produces Dorans and Liu’s (2009) prototypical SEA 
analyses, including various tabular and graphical analyses of the differences 
between scaled score conversions from one or more subgroups and the scaled score 
conversion based on a total group. J. Liu and Dorans (2013) described how SEA can 
be used as a tool to assess a critical aspect of construct continuity, the equivalence 
of scores, whenever planned changes are introduced to testing programs. They also 
described how SEA can be used as a quality-control check to evaluate whether tests 
developed to a static set of specifications remain within acceptable tolerance levels 
with respect to equitability.
Kim et al. (2012) illustrated the use of subpopulation invariance with operational 
data indices to assess whether changes to the test specifications affected the equat-
ability of a redesigned test to the current test enough to change the meaning of 
points on the score scale. Liang et al. (2009), also reported in Sinharay et al. (2011b), 
used SEA to examine the sensitivity of equating procedures to increasing numbers 
of nonnative speakers in equating samples.
4.5.3  Consistency of Scale Score Meaning
In an ideal world, measurement is flawless, and score scales are properly defined 
and well maintained. Shifts in performance on a test reflect shifts in the ability of 
test-taker populations, and any variability in the raw-to-scale conversions across 
editions of a test is minor and due to random sampling error. In an ideal world, many 
things need to mesh. Reality differs from the ideal in several ways that may contrib-
ute to scale inconsistency, which, in turn, may contribute to the appearance or actual 
existence of scale drift. Among these sources of scale inconsistency are inconsistent 
or poorly defined test-construction practices, population changes, estimation error 
associated with small samples of test takers, accumulation of errors over a long 
sequence of test administrations, inadequate anchor tests, and equating model mis-
fit. Research into scale continuity has become more prevalent in the twenty-first 
century. Haberman and Dorans (2011) made distinctions among different sources of 
variation that may contribute to score-scale inconsistency. In the process of delin-
eating these potential sources of scale inconsistency, they indicated practices that 
are likely either to contribute to inconsistency or to attenuate it.
Haberman (2010) examined the limits placed on scale accuracy by sample size, 
number of administrations, and number of forms to be equated. He demonstrated 
analytically that a testing program with a fixed yearly volume is likely to experience 
more substantial scale drift with many small-volume administrations than with 
fewer large volume administrations. As a consequence, the comparability of scores 
across different examinations is likely to be compromised from many small-volume 
administrations. This loss of comparability has implications for some modes of con-
tinuous testing. Guo (2010) investigated the asymptotic accumulative SEE for linear 
equating methods under the nonequivalent groups with anchor test design. This tool 
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measures the magnitude of equating errors that have accumulated over a series of 
equatings.
Lee and Haberman (2013) demonstrated how to use harmonic regression to 
assess scale stability. Lee and von Davier (2013) presented an approach for score- 
scale monitoring and assessment of scale drift that used quality-control charts and 
time series techniques for continuous monitoring, adjustment of customary varia-
tions, identification of abrupt shifts, and assessment of autocorrelation.
With respect to the SAT scales established in the early 1940s, Modu and Stern 
(1975) indicated that the reported score scale had drifted by almost 14 points for the 
verbal section and 17 points for the mathematics section between 1963 and 1973. 
Petersen et al. (1983) examined scale drift for the verbal and mathematics portions 
of the SAT and concluded that for reasonably parallel tests, linear equating was 
adequate, but for tests that differed somewhat in content and length, 3PL IRT-based 
methods lead to greater stability of equating results. McHale and Ninneman (1994) 
assessed the stability of the SAT scale from 1973 to 1984 and found that the SAT-V 
score scale showed little drift. Furthermore, the results from the Mathematics scale 
were inconsistent, and therefore the stability of this scale could not be determined.
With respect to the revised SAT scales introduced in 1995, Guo et  al. (2012) 
examined the stability of the SAT Reasoning Test score scales from 2005 to 2010. 
A 2005 old form was administered along with a 2010 new form. Critical Reading 
and Mathematics score scales experienced, at most, a moderate upward scale drift 
that might be explained by an accumulation of random equating errors. The Writing 
score scale experienced a significant upward scale drift, which might reflect more 
than random error.
Scale stability depends on the number of items or sets of items used to link tests 
across administrations. J. Liu et al. (2014) examined the effects of using one, two, 
or three anchor tests on scale stability of the SAT from 1995 to 2003. Equating 
based on one old form produced persistent scale drift and also showed increased 
variability in score means and standard deviations over time. In contrast, equating 
back to two or three old forms produced much more stable conversions and had less 
variation.
Guo et al. (2013) advocated the use of the conditional standard error of measure-
ment when assessing scale deficiencies as measured by gaps and clumps, which 
were defined in Dorans et al. (2010b).
Using data from a teacher certification program, Puhan (2007, 2009a) examined 
scale drift for parallel equating chains and a single long chain. Results of the study 
indicated that although some drift was observed, the effect on pass or fail status of 
test takers was not large.
Cook (1988) explored several alternatives to the scaling procedures traditionally 
used for the College Board Achievement Tests. The author explored additional scal-
ing covariates that might improve scaling results for tests that did not correlate 
highly with the SAT Reasoning Test, possible respecification of the sample of stu-
dents used to scale the tests, and possible respecification of the hypothetical scaling 
population.
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4.6  Comparative Studies
As new methods or modifications to existing methods for data preparation and anal-
ysis continued to be developed at ETS, studies were conducted to evaluate the new 
approaches. These studies were diverse and included comparisons between newly 
developed methods and existing methods, chained versus poststratification meth-
ods, comparisons of equatings using different types of anchor tests, and so on. In 
this section we attempt to summarize this research in a manner that parallels the 
structure employed in Sects. 4.3 and 4.4. In Sect. 4.6.1, we address research that 
focused on data collection issues, including comparisons of equivalent-groups 
equating and anchor test equating and comparisons of the various anchor test equat-
ing procedures. Section 4.6.2 contains research pertaining to anchor test properties. 
In Sect. 4.6.3, we consider research that focused on different types of samples of test 
takers. Next, in Sect. 4.6.4, we consider research that focused on IRT equating. IRT 
preequating is considered in Sect. 4.6.5. Then some additional topics are addressed. 
Section 4.6.6 considers equating tests with CR components. Equating of subscores 
is considered in Sect. 4.6.7, whereas Sect. 4.6.8 considers equating in the presence 
of multidimensional data. Because several of the studies addressed in Sect. 4.6 used 
simulated data, we close with a caveat about the strengths and limitations of relying 
on simulated data in Sect. 4.6.9.
4.6.1  Different Data Collection Designs and Different Methods
Comparisons between different equating methods (e.g., chained vs. poststratifica-
tion methods) and different equating designs (e.g., equivalent groups vs. nonequiva-
lent groups with anchor test design) have been of interest for many ETS researchers. 
(Comparisons that focused on IRT linking are discussed in Sect. 4.6.4.)
Kingston and Holland (1986) compared alternative equating methods for the 
GRE General Test. They compared the equivalent-groups design with two other 
designs (i.e., nonequivalent groups with an external anchor test and equivalent 
groups with a preoperational section) and found that the equivalent groups with 
preoperational section design produced fairly poor results compared to the other 
designs.
After Holland and Thayer introduced kernel equating in 1989, Livingston 
(1993b) conducted a study to compare kernel equating with traditional equating 
methods and concluded that kernel equating and equipercentile equating based on 
smoothed score distributions produce very similar results, except at the low end of 
the score scale, where the kernel results were slightly more accurate. However, 
much of the research work at ETS comparing kernel equating with traditional equat-
ing methods happened after A.A. von Davier et  al. (2004b) was published. For 
example, A.A. von Davier et al. (2006) examined how closely the kernel equating 
(KE) method approximated the results of other observed-score equating methods 
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under the common- item equating design and found that the results from kernal 
equating (KE) and the other methods were quite similar. Similarly, results from a 
study by Mao et al. (2006) indicated that the differences between KE and the tradi-
tional equating methods are very small (for most parts of the score scale) for both 
the equivalent- groups and common-item equating design. J. Liu and Low (2007, 
2008) compared kernel equating with analogous traditional equating methods and 
concluded that KE results are comparable to the results of other methods. Similarly, 
Grant et al. (2009) compared KE with traditional equating methods, such as Tucker, 
Levine, chained linear, and chained equipercentile methods, and concluded that the 
differences between KE and traditional equivalents were quite small. Finally, Lee 
and von Davier (2008) compared equating results based on different kernel func-
tions and indicated that the equated scores based on different kernel functions do 
not vary much, except for extreme scores.
There has been renewed interest in chained equating (CE) versus poststratifica-
tion equating (PSE) research in the new millennium. For example, Guo and Oh 
(2009) evaluated the frequency estimation (FE) equating method, a PSE method, 
under different conditions. Based on their results, they recommended FE equating 
when neither the two forms nor the observed conditional distributions are very dif-
ferent. Puhan (2010a, b) compared Tucker, chained linear, and Levine observed 
equating under conditions where the new and old form samples were either similar 
in ability or not and where the tests were built to the same set of content specifica-
tions and concluded that, for most conditions, chained linear equating produced 
fairly accurate equating results. Predictions from both PSE and CE assumptions 
were compared using data from a special study that used a fairly novel approach 
(Holland et al. 2006, 2008). This research used real data to simulate tests built to the 
same set of content specifications and found that that both CE and PSE make very 
similar predictions but that those of CE are slightly more accurate than those of 
PSE, especially where the linking function is nonlinear. In a somewhat similar vein 
as the preceding studies, Puhan (2012) compared Tucker and chained linear equat-
ing in two scenarios. In the first scenario, known as rater comparability scoring and 
equating, chained linear equating produced more accurate results. Note that although 
rater comparability scoring typically results in a single-group equating design, the 
study evaluated a special case in which the rater comparability scoring data were 
used under a common-item equating design. In the second situation, which used a 
common-item equating design where the new and old form samples were randomly 
equivalent, Tucker equating produced more accurate results. Oh and Moses (2012) 
investigated differences between uni- and bidirectional approaches to chained equi-
percentile equating and concluded that although the bidirectional results were 
slightly less erratic and smoother, both methods, in general, produce very similar 
results.
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4.6.2  The Role of the Anchor
Studies have examined the effect of different types of anchor tests on test equating, 
including anchor tests that are different in content and statistical characteristics. For 
example, Echternacht (1971) compared two approaches (i.e., using common items 
or scores from the GRE Verbal and Quantitative measures as the anchor) for equat-
ing the GRE Advanced tests. Results showed that both approaches produce equating 
results that are somewhat different from each other. DeMauro (1992) examined the 
possibility of equating the TWE® test by using TOEFL as an anchor and concluded 
that using TOEFL as an anchor to equate the TWE is not appropriate.
Ricker and von Davier (2007) examined the effects of external anchor test length 
on equating results for the common-item equating design. Their results indicated 
that bias tends to increase in the conversions as the anchor test length decreases, 
although FE and kernel poststratification equating are less sensitive to this change 
than other equating methods, such as chained equipercentile equating. Zu and Liu 
(2009, 2010) compared the effect of discrete and passage-based anchor items on 
common-item equating results and concluded that anchor tests that tend to have 
more passage-based items than discrete items result in larger equating errors, espe-
cially when the new and old samples differ in ability. Liao (2013) evaluated the 
effect of speededness on common-item equating and concluded that including an 
item set toward the end of the test in the anchor affects the equating in the antici-
pated direction, favoring the group for which the test is less speeded.
Moses and Kim (2007) evaluated the impact of unequal reliability on test equat-
ing methods in the common-item equating design and noted that unequal and/or low 
reliability inflates equating function variability and alters equating functions when 
there is an ability difference between the new and old form samples.
Sinharay and Holland (2006a, b) questioned conventional wisdom that an anchor 
test used in equating should be a statistical miniature version of the tests to be 
equated. They found that anchor tests with a spread of item difficulties less than that 
of a total test (i.e., a midi test) seem to perform as well as a mini test (i.e., a minia-
ture version of the full test), thereby suggesting that the requirement of the anchor 
test to mimic the statistical characteristics of the total test may not be optimal. 
Sinharay et al. (2012) also demonstrated theoretically that the mini test may not be 
the optimal anchor test with respect to the anchor test–total test correlation. Finally, 
several empirical studies by J. Liu et al. (2009a, 2011a, b) also found that the midi 
anchor performed as well or better than the mini anchor across most of the score 
scale, except the top and bottom, which is where inclusion or exclusion of easy or 
hard items might be expected to have an effect.
For decades, new editions of the SAT were equated back to two past forms using 
the nonequivalent-groups anchor test design (Holland and Dorans 2006). Successive 
new test forms were linked back to different pairs of old forms. In 1994, the SAT 
equatings began to link new forms back to four old forms. The rationale for this new 
scheme was that with more links to past forms, it is easier to detect a poor past con-
version function, and it makes the final new conversion function less reliant on any 
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particular older equating function. Guo et al. (2011) used SAT data collected from 
44 administrations to investigate the effect of accumulated equating error in equat-
ing conversions and the effect of the use of multiple links in equating. It was 
observed that the single-link equating conversions drifted further away from the 
operational four-link conversions as equating results accumulated over time. In 
addition, the single-link conversions exhibited an instability that was not obvious 
for the operational data. A statistical random walk model was offered to explain the 
mechanism of scale drift in equating caused by random equating error. J. Liu et al. 
(2014) tried to find a balance point where the needs for equating, control of item/
form exposure, and pretesting could be satisfied. Three equating scenarios were 
examined using real data: equating to one old form, equating to two old forms, or 
equating to three old forms. Equating based on one old form produced persistent 
score drift and showed increased variability in score means and standard deviations 
over time. In contrast, equating back to two or three old forms produced much more 
stable conversions and less variation in means and standard deviations. Overall, 
equating based on multiple linking designs produced more consistent results and 
seemed to limit scale drift.
Moses et al. (2010a, 2011) studied three different ways of using two anchors that 
link the same old and new form tests in the common-item equating design. The 
overall results of this study suggested that when using two anchors, the poststratifi-
cation approach works better than the imputation and propensity score matching 
approaches. Poststratification also produced more accurate SEEDs, quantities that 
are useful for evaluating competing equating and scaling functions.
4.6.3  Matched-Sample Equating
Equating based on samples with identical anchor score distributions was viewed as 
a potential solution to the variability seen across equating methods when equating 
samples of test takers were not equivalent (Dorans 1990c). Cook et al. (1988) dis-
cussed the need to equate achievement tests using samples of students who take the 
new and old forms at comparable points in the school year. Stocking et al. (1988) 
compared equating results obtained using representative and matched samples and 
concluded that matching equating samples on the basis of a fallible measure of abil-
ity is not advisable for any equating method, except possibly the Tucker equating 
method. Lawrence and Dorans (1988) compared equating results obtained using a 
representative old-form sample and an old-form sample matched to the new-form 
sample (matched sample) and found that results for the five studied equating meth-
ods tended to converge under the matched sample condition.
Lawrence and Dorans (1990), using the verbal anchor to create differences from 
the reference or base population and the pseudo-populations, demonstrated that the 
poststratification methods did best and the true-score methods did slightly worse 
than the chained method when the same verbal anchor was used for equating. Eignor 
et al. (1990a, b) used an IRT model to simulate data and found that the weakest 
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results were obtained for poststratification on the basis of the verbal anchor and that 
the true-score methods were slightly better than the chained method. Livingston 
et al. (1990) used SAT-M scores to create differences in populations and examined 
the equating of SAT-V scores via multiple methods. The poststratification method 
produced the poorest results. They also compared equating results obtained using 
representative and matched samples and found that the results for all equating meth-
ods in the matched samples were similar to those for the Tucker and FE methods in 
the representative samples. In a follow-up study, Dorans and Wright (1993) com-
pared equating results obtained using representative samples, samples matched on 
the basis of the equating set, and samples matched on the basis of a selection vari-
able (i.e., a variable along which subpopulations differ) and indicated that matching 
on the selection variable improves accuracy over matching on the equating test for 
all methods. Finally, a study by Schmitt et al. (1990) indicated that matching on an 
anchor test score provides greater agreement among the results of the various equat-
ing procedures studied than were obtained under representative sampling.
4.6.4  Item Response Theory True-Score Linking
IRT true-score linking4 was first used with TOEFL in 1979. Research on IRT-based 
linking methods received considerable attention in the 1980s to examine their appli-
cability to other testing programs. ETS researchers have focused on a wide variety 
of research topics, including studies comparing non-IRT observed-score and IRT- 
based linking methods (including IRT true-score linking and IRT observed-score 
equating methods), studies comparing different IRT linking methods, studies exam-
ining the consequences of violation of assumptions on IRT equating, and so on. 
These studies are summarized here.
Marco et al. (1983a) examined the adequacy of various linear and curvilinear 
(observed-score methods) and ICC (one- and three-parameter logistic) equating 
models when certain sample and test characteristics were systematically varied. 
They found the 3PL model to be most consistently accurate. Using TOEFL data, 
Hicks (1983, 1984) evaluated three IRT variants and three conventional equating 
methods (Tucker, Levine and equipercentile) in terms of scale stability and found 
that the true-score IRT linking based on scaling by fixing the b parameters produces 
the least discrepant results. Lord and Wingersky (1983, 1984) compared IRT true- 
score linking with equipercentile equating using observed scores and concluded that 
the two methods yield almost identical results.
Douglass et al. (1985) studied the extent to which three approximations to the 
3PL model could be used in item parameter estimation and equating. Although 
4 Several of the earlier studies cited in this section used the phrase IRT equating to describe the 
application of an IRT true-score equating function to linking two sets of observed scores. We are 
using the word linking because this procedure does not ensure that the linked scores are inter-
changeable in the sense described by Lord (1980) and Holland and Dorans (2006).
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these approximations yielded accurate results (based on their circular equating cri-
teria), the authors recommended further research before these methods are used 
operationally. Boldt (1993) compared linking based on the 3PL IRT model and a 
modified Rasch model (common nonzero lower asymptote) and concluded that the 
3PL model should not be used if sample sizes are small. Tang et al. (1993) com-
pared the performance of the computer programs LOGIST and BILOG (see Carlson 
and von Davier, Chap. 5, this volume, for more on these programs) on TOEFL 3PL 
IRT-based linking. The results indicated that the BILOG estimates were closer to 
the true parameter values in small-sample conditions. In a simulation study, Y. Li 
(2012) examined the effect of drifted (i.e., items performing differently than the 
remaining anchor items) polytomous anchor items on the test characteristic curve 
(TCC) linking and IRT true-score linking. Results indicated that drifted polytomous 
items have a relatively large impact on the linking results and that, in general, 
excluding drifted polytomous items from the anchor results in an improvement in 
equating results.
Kingston et  al. (1985) compared IRT linking to conventional equating of the 
GMAT and concluded that violation of local independence had a negligible effect 
on the linking results. Cook and Eignor (1985) indicated that it was feasible to use 
IRT to link the four College Board Achievement tests used in their study. Similarly, 
McKinley and Kingston (1987) investigated the use of IRT linking for the GRE 
Subject Test in Mathematics and indicated that IRT linking was feasible for this test. 
McKinley and Schaefer (1989) conducted a simulation study to evaluate the feasi-
bility of using IRT linking to reduce test form overlap of the GRE Subject Test in 
Mathematics. They compared double-part IRT true-score linking (i.e., linking to 
two old forms) with 20-item common-item blocks to triple-part linking (i.e., linking 
to three old forms) with 10-item common-item blocks. On the basis of the results of 
their study, they suggested using more than two links.
Cook and Petersen (1987) summarized a series of ETS articles and papers pro-
duced in the 1980s that examined how equating is affected by sampling errors, 
sample characteristics, and the nature of anchor items, among other factors. This 
summary added greatly to our understanding of the uses of IRT and conventional 
equating methods in suboptimal situations encountered in practice. Cook and Eignor 
(1989, 1991) wrote articles and instructional modules that provided a basis for 
understanding the process of score equating through the use of IRT. They discussed 
the merits of different IRT equating approaches.
A.A. von Davier and Wilson (2005, 2007) used data from the Advanced 
Placement Program® examinations to investigate the assumptions made by IRT 
true-score linking method and discussed the approaches for checking whether these 
assumptions are met for a particular data set. They provided a step-by-step check of 
how well the assumptions of IRT true-score linking are met. They also compared 
equating results obtained using IRT as well as traditional methods and showed that 
IRT and chained equipercentile equating results were close for most of the score 
range.
D. Li et al. (2012) compared the IRT true-score equating to chained equipercen-
tile equating and observed that the sample variances for the chained equipercentile 
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equating were much smaller than the variances for the IRT true-score equating, 
except at low scores.
4.6.5  Item Response Theory Preequating Research
In the early 1980s, IRT was evaluated for its potential in preequating tests developed 
from item pools. Bejar and Wingersky (1981) conducted a feasibility study for pre-
equating the TWE and concluded that the procedure did not exhibit problems 
beyond those already associated with using IRT on this exam. Eignor (1985) exam-
ined the extent to which item parameters estimated on SAT-V and SAT-M pretest 
data could be used for equating purposes. The preequating results were mixed; three 
of the four equatings examined were marginally acceptable at best. Hypotheses for 
these results were posited by the author. Eignor and Stocking (1986) studied these 
hypotheses in a follow-up investigation and concluded that there was a problem 
either with the SAT-M data or the way in which LOGIST calibrated items under the 
3PL model. Further hypotheses were generated. Stocking and Eignor (1986) inves-
tigated these results further and concluded that difference in ability across samples 
and multidimensionality may have accounted for the lack of item parameter invari-
ance that undermined the preequating effort. While the SAT rejected the use of 
preequating on the basis of this research, during the 1990s, other testing programs 
moved to test administration and scoring designs, such as computer-adaptive test-
ing, that relied on even more restrictive invariance assumptions than those that did 
not hold in the SAT studies.
Gao et al. (2012) investigated whether IRT true-score preequating results based 
on a Rasch model agreed with equating results based on observed operational data 
(postequating) for CLEP. The findings varied from subject to subject. Differences 
among the equating results were attributed to the manner of pretesting, contextual/
order effects, or the violations of IRT assumptions. Davey and Lee (2011) examined 
the potential effect of item position on item parameter and ability estimates for the 
GRE revised General Test, which would use preequating to link scores obtained via 
its two-stage testing model. In an effort to mitigate the impact of position effects, 
they recommended that questions be pretested in random locations throughout the 
test. They also recommended considering the impact of speededness in the design 
of the revised test because multistage tests are more subject to speededness com-
pared to linear forms of the same length and testing time.
4.6.6  Equating Tests With Constructed-Response Items
Large-scale testing programs often include CR as well as MC items on their tests. 
Livingston (2014b) listed some characteristics of CR tests (i.e., small number of 
tasks and possible raw scores, tasks that are easy to remember and require judgment 
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for scoring) that cause problems when equating scores obtained from CR tests. 
Through the years, ETS researchers have tried to come up with innovative solutions 
to equating CR tests effectively.
When a CR test form is reused, raw scores from the two administrations of the 
form may not be comparable due to two different sets of raters among other reasons. 
The solution to this problem requires a rescoring, at the new administration, of test- 
taker responses from a previous administration. The scores from this “rescoring” 
are used as an anchor for equating, and this process is referred to as rater compara-
bility scoring and equating (Puhan 2013b). Puhan (2013a, b) challenged conven-
tional wisdom and showed theoretically and empirically that the choice of target 
population weights (for poststratification equating) has a predictable impact on final 
equating results obtained under the rater comparability scoring and equating sce-
nario. The same author also indicated that chained linear equating produces more 
accurate equating results than Tucker equating under this equating scenario (Puhan 
2012).
Kim et  al. (2008a, b, 2010a, b) have compared various designs for equating 
CR-only tests, such as using an anchor test containing either common CR items or 
rescored common CR items or an external MC test and an equivalent-groups design 
incorporating rescored CR items (no anchor test). Results of their studies showed 
that the use of CR items without rescoring results in much larger bias than the other 
designs. Similarly, they have compared various designs for equating tests contain-
ing both MC and CR items such as using an anchor test containing only MC items, 
both MC and CR items, both MC and rescored CR items, and an equivalent-groups 
design incorporating rescored CR items (no anchor test). Results of their studies 
indicated that using either MC items alone or a mixed anchor without CR item 
rescoring results in much larger bias than the other two designs and that the 
equivalent- groups design with rescoring results in the smallest bias. Walker and 
Kim (2010) examined the use of an all-MC anchor for linking mixed-format tests 
containing both MC and CR items in a nonequivalent-groups design. They con-
cluded that a MC-only anchor could effectively link two such test forms if either the 
MC or CR portion of the test measured the same knowledge and skills and if the 
relationship between the MC portion and the total test remained constant across the 
new and reference linking groups.
Because subpopulation invariance is considered a desirable property for equating 
relationships, Kim and Walker (2009b, 2012a) examined the appropriateness of the 
anchor composition in a mixed-format test, which includes both MC and CR items, 
using subpopulation invariance indices. They found that the mixed anchor was a 
better choice than the MC-only anchor to achieve subpopulation invariance between 
males and females. Muraki et al. (2000) provided an excellent summary describing 
issues and developments in linking performance assessments and included compari-
sons of common linking designs (single group, equivalent groups, nonequivalent 
groups) and linking methodologies (traditional and IRT).
Myford et al. (1995) pilot-tested a quality-control procedure for monitoring and 
adjusting for differences in reader performance and discussed steps that might 
enable different administrations of the TWE to be equated. Tan et  al. (2010) 
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 compared equating results using different sample sizes and equating designs (i.e., 
single group vs. common-item equating designs) to examine the possibility of 
reducing the rescoring sample. Similarly, Kim and Moses (2013) conducted a study 
to evaluate the conditions under which single scoring for CR items is as effective as 
double scoring in a licensure testing context. Results of their study indicated that 
under the conditions they examined, the use of single scoring would reduce scoring 
time and cost without increasing classification inconsistency. Y. Li and Brown 
(2013) conducted a rater comparability scoring and equating study and concluded 
that raters maintained the same scoring standards across administrations for the CRs 
in the TOEFL iBT® test Speaking and Writing sections. They recommended that the 
TOEFL iBT program use this procedure as a tool to periodically monitor Speaking 
and Writing scoring.
Some testing programs require all test takers to complete the same common por-
tion of a test but offer a choice of essays in another portion of the test. Obviously 
there can be a fairness issue if the different essays vary in difficulty. ETS researchers 
have come up with innovative procedures whereby the scores on the alternate ques-
tions can be adjusted based on the estimated total group mean and standard devia-
tion or score distribution on each alternate question (Cowell 1972; Rosenbaum 
1985). According to Livingston (1988), these procedures tend to make larger adjust-
ments when the scores to be adjusted are less correlated with scores on the common 
portion. He therefore suggested an adjustment procedure that makes smaller adjust-
ments when the correlation between the scores to be adjusted and the scores on the 
common portion is low. Allen et al. (1993) examined Livingston’s proposal, which 
they demonstrate to be consistent with certain missing data assumptions, and com-
pared its adjustments to those from procedures that make different kinds of assump-
tions about the missing data that occur with essay choice.
In an experimental study, Wang et al. (1995) asked students to identify which 
items within three pairs of MC items they would prefer to answer, and the students 
were required to answer both items in each of the three pairs. The authors concluded 
that allowing choice will only produce fair tests when it is not necessary to allow 
choice. Although this study used tests with MC items only and involved small num-
bers of items and test takers, it attempted to answer via an experiment a question 
similar to what the other, earlier discussed studies attempted to answer, namely, 
making adjustments for test-taker choice among questions.
The same authors attempted to equate tests that allowed choice of questions by 
using existing IRT models and the assumption that the ICCs for the items obtained 
from test takers who chose to answer them are the same as the ICCs that would be 
obtained from the test takers who did not answer them (Wainer et al. 1991, 1994). 
Wainer and Thissen (1994) discussed several issues pertaining to tests that allow a 
choice to test takers. They provided examples where equating such tests is impos-
sible and where allowing choice does not necessarily elicit the test takers’ best 
performance.
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4.6.7  Subscores
The demand for subscores has been increasing for a number of reasons, including 
the desire of candidates who fail the test to know their strengths and weaknesses in 
different content areas and because of mandates by legislatures to report subscores. 
Furthermore, states and academic institutions such as colleges and universities want 
a profile of performance for their graduates to better evaluate their training and 
focus on areas that need remediation. However, for subscores to be reported opera-
tionally, they should be comparable across the different forms of a test. One way to 
achieve comparability is to equate the subscores.
Sinharay and Haberman (2011a, b) proposed several approaches for equating 
augmented subscores (i.e., a linear combination of a subscore and the total score) 
under the nonequivalent groups with anchor test design. These approaches only dif-
fer in the way the anchor score is defined (e.g., using subscore, total score or aug-
mented subscore as the anchor). They concluded that these approaches performed 
quite accurately under most practical situations, although using the total score or 
augmented subscore as the anchor performed slightly better than using only the 
subscore as the anchor. Puhan and Liang (2011a, b) considered equating subscores 
using internal common items or total scaled scores as the anchor and concluded that 
using total scaled scores as the anchor is preferable, especially when the internal 
common items are small.
4.6.8  Multidimensionality and Equating
The call for CR items and subscores on MC tests reflects a shared belief that a total 
score based on MC items underrepresents the construct of interest. This suggests 
that more than one dimension may exist in the data.
ETS researchers such as Cook et al. (1985) examined the relationship between 
violations of the assumption of unidimensionality and the quality of IRT true-score 
equating. Dorans and Kingston (Dorans and Kingston 1985; Kingston and Dorans 
1982) examined the consequences of violations of unidimensionality assumptions 
on IRT equating and noted that although violations of unidimensionality may have 
an impact on equating, the effect may not be substantial. Using data from the LSAT, 
Camilli et al. (1995) examined the effect of multidimensionality on equating and 
concluded that violations of unidimensionality may not have a substantial impact on 
estimated item parameters and true-score equating tables. Dorans et al. (2014) did a 
comparative study where they varied content structure and correlation between 
underlying dimensions to examine their effect on latent-score and observed-score 
linking results. They demonstrated analytically and with simulated data that score 
equating is possible with multidimensional tests, provided the tests are parallel in 
content structure.
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4.6.9  A Caveat on Comparative Studies
Sinharay and Holland (2008, 2010a, b) demonstrated that the equating method with 
explicit or implicit assumptions most consistent with the model used to generate the 
data performs best with those simulated data. When they compared three equating 
methods—the FE equipercentile equating method, the chained equipercentile equat-
ing method, and the IRT observed-score equating method—each one worked best in 
data consistent with its assumptions. The chained equipercentile equating method 
was never the worst performer. These studies by Sinharay and Holland provide a 
valuable lens from which to view the simulation studies summarized in Sect. 4.6 
whether they used data simulated from a model or real test data to construct simu-
lated scenarios: The results of the simulation follow from the design of the simula-
tion. As Dorans (2014) noted, simulation studies may be helpful in studying the 
strengths and weakness of methods but cannot be used as a substitute for analysis of 
real data.
4.7  The Ebb and Flow of Equating Research at ETS
In this section, we provide a high-level summary of the ebb and flow of equating 
research reported in Sects. 4.2, 4.3, 4.5, and 4.6. We divide the period from 1947, 
the birth of ETS, through 2015 into four periods: (a) before 1970, (b) 1970s to mid- 
1980s, (c) mid-1980s to 2000, and (d) 2001–2015.
4.7.1  Prior to 1970
As might be expected, much of the early research on equating was procedural as 
many methods were introduced, including those named after Tucker and Levine 
(Sect. 4.4.1). Lord attended to the SEE (Sect. 4.5.1.1). There were early efforts to 
smooth data from small samples (Sect. 4.3.2.3). With the exception of work done by 
Lord in 1964, distinctions between equating and other forms of what is now called 
score linking did not seem to be made (Sect. 4.2.1).
4.7.2  The Year 1970 to the Mid-1980s
Equating research took on new importance in the late 1970s and early 1980s as test 
disclosure legislation led to the creation of many more test forms in a testing pro-
gram than had been needed in the predisclosure period. This required novel data 
collection designs and led to the investigation of preequating approaches. Lord 
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introduced his equating requirements (Sect. 4.2.1) and concurrently introduced IRT 
score linking methods, which became the subject of much research (Sects. 4.4.2 and 
4.6.4). Lord estimated the SEE for IRT (Sect. 4.5.1.1). IRT preequating research 
was prevalent and generally discouraging (Sect. 4.6.5). Holland and his colleagues 
introduced section preequating (section 4.4.4) as another preequating solution to the 
problems posed by the test disclosure legislation.
4.7.3  The Mid-1980s to 2000
Equating research was more dormant in this period, as first differential item func-
tioning and then computer-adaptive testing garnered much of the research funding 
at ETS.  While some work was motivated by practice, such as matched-sample 
equating research (Sect. 4.6.3) and continued investigations of IRT score linking 
(Sect. 4.6.4), there were developments of theoretical import. Most notable among 
these were the development of kernel equating by Holland and his colleagues (Sects. 
4.4.3 and 4.6.1), which led to much research about its use in estimating standard 
errors (Sect. 4.5.1.1). Claims made by some that scores from a variety of sources 
could be used interchangeably led to the development of cogent frameworks for 
distinguishing between different kinds of score linkings (Sect. 4.2.1). The role of 
dimensionality in equating was studied (Sect. 4.6.8).
4.7.4  The Years 2002–2015
The twenty-first century witnessed a surge of equating research. The kernel equat-
ing method and its use in estimating standard errors was studied extensively (Sects. 
4.4.3, 4.5.1, 4.5.2, and 4.6.1). A new equating method was proposed by Haberman 
(Sect. 4.4.3).
Data collection and preparation received renewed interest in the areas of sample 
selection (Sect. 4.3.2.1) and weighting of samples (Sect. 4.3.2.2). A considerable 
amount of work was done on smoothing (Sect. 4.3.2.3), mostly by Moses and 
Holland and their colleagues. Livingston and Puhan and their colleagues devoted 
much attention to developing small-sample equating methods (Sect. 4.4.5).
CE was the focus of many comparative investigations (Sect. 4.6.1). The anchor 
continued to receive attention (Sect. 4.6.2). Equating subscores became an impor-
tant issue as there were more and more calls to extract information from less and 
less (Sect. 4.6.7). The comparability problems faced by reliance on subjectively 
scored CR items began to be addressed (Sect. 4.6.6). The role of dimensionality in 
equating was examined again (Sect. 4.6.8).
Holland and Dorans provided a detailed framework for classes of linking (Sect. 
4.2.1) as a further response to calls for linkages among scores from a variety of 
sources. Central to that framework was the litmus test of population invariance, 
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which led to an area of research that uses equating to assess the fairness of test 
scores across subgroups (Sect. 4.5.2).
4.8  Books and Chapters
Books and chapters can be viewed as evidence that the authors are perceived as pos-
sessing expertise that is worth sharing with the profession. We conclude this chapter 
by citing the various books and chapters that have been authored by ETS staff in the 
area of score linking, and then we allude to work in related fields and forecast our 
expectation that ETS will continue to work the issues in this area.
An early treatment of score equating appeared in Gulliksen (1950), who 
described, among other things, Ledyard R Tucker’s proposed use of an anchor test 
to adjust for differences in the abilities of samples. Tucker proposed this approach 
to deal with score equating problems with the SAT that occurred when the SAT 
started to be administered more than once a year to test takers applying to college. 
Books that dealt exclusively with score equating did not appear for more than 30 
years, until the volume edited by ETS researchers Holland and Rubin (1982) was 
published. The 1980s was the first decade in which much progress was made in 
score equating research, spearheaded in large part by Paul Holland and his 
colleagues.
During the 1990s, ETS turned its attention first toward differential item function-
ing (Dorans, Chap. 7, this volume) and then toward CR and computer-adaptive test-
ing. The latter two directions posed particular challenges to ensuring comparability 
of measurements, leaning more on strong assumptions than on an empirical basis. 
After a relatively dormant period in the 1990s, score equating research blossomed 
in the twenty-first century. Holland and his colleagues played major roles in this 
rebirth. The Dorans and Holland (2000a, b) article on the population sensitivity of 
score linking functions marked the beginning of a renaissance of effort on score 
equating research at ETS.
With the exception of early chapters by Angoff (1967, 1971), most chapters on 
equating prior to 2000 appeared between 1981 and 1990. Several appeared in the 
aforementioned Holland and Rubin (1982). Angoff (1981) provided a summary of 
procedures in use at ETS up until that time. Braun and Holland (1982) provided a 
formal mathematical framework to examine several observed-score equating proce-
dures used at ETS at that time. Cowell (1982) presented an early application of IRT 
true-score linking, which was also described in a chapter by Lord (1982a). Holland 
and Wightman (1982) described a preliminary investigation of a linear section pre-
equating procedure. Petersen et al. (1982) summarized the linear equating portion 
of a massive simulation study that examined linear and curvilinear methods of 
anchor test equating, ranging from widely used methods to rather obscure methods. 
Some anchors were external (did not count toward the score), whereas others were 
internal. They examined different types of content for the internal anchor. Anchors 
varied in difficulty. In addition, equating samples were randomly equivalent,  similar, 
4 Contributions to Score Linking Theory and Practice
112
or dissimilar in ability. Rock (1982) explored how equating could be represented 
from the perspective of confirmatory factor analysis. Rubin (1982) commented on 
the chapter by Braun and Holland, whereas Rubin and Szatrowski (1982) critiqued 
the preequating chapter.
ETS researchers contributed chapters related to equating and linking in edited 
volumes other than Holland and Rubin’s (1982). Angoff (1981) discussed equating 
and equity in a volume on new directions in testing and measurement circa 1980. 
Marco (1981) discussed the efforts of test disclosure on score equating in a volume 
on coaching, disclosure, and ethnic bias. Marco et al. (1983b) published the curvi-
linear equating analogue to their linear equating chapter that appeared in Holland 
and Rubin (1982) in a volume on latent trait theory and computer-adaptive testing. 
Cook and Eignor (1983) addressed the practical considerations associated with 
using IRT to equate or link test scores in a volume on IRT. Dorans (1990b) produced 
a chapter on scaling and equating in a volume on computer-adaptive testing edited 
by Wainer et al. (1990). Angoff and Cook (1988) linked scores across languages by 
relating the SAT to the College Board PAA™ test in a chapter on access and assess-
ment for Hispanic students.
Since 2000, ETS authors have produced several books on the topics of score 
equating and score linking, including two quite different books, the theory-oriented 
unified statistical treatment of score equating by A.A. von Davier et al. (2004b) and 
an introduction to the basic concepts of equating by Livingston (2004). A.A. von 
Davier et al. (2004b) focused on a single method of test equating (i.e., kernel equat-
ing) in a unifying way that introduces several new ideas of general use in test equat-
ing. Livingston (2004) is a lively and straightforward account of many of the major 
issues and techniques. Livingston (2014b) is an updated version of his 2004 
publication.
In addition to these two equating books were two edited volumes, one by Dorans 
et al. (2007) and one by A.A. von Davier (2011c). ETS authors contributed several 
chapters to both of these volumes.
There were six integrated parts to the volume Linking and Aligning Scores and 
Scales by Dorans et al. (2007). The first part set the stage for the remainder of the 
volume. Holland (2007) noted that linking scores or scales from different tests has 
a history about as long as the field of psychometrics itself. His chapter included a 
typology of linking methods that distinguishes among predicting, scaling, and 
equating. In the second part of the book, Cook (2007) considered some of the daunt-
ing challenges facing practitioners and discussed three major stumbling blocks 
encountered when attempting to equate scores on tests under difficult conditions: 
characteristics of the tests to be equated, characteristics of the groups used for 
equating, and characteristics of the anchor tests. A. A. von Davier (2007) addressed 
potential future directions for improving equating practices and included a brief 
introduction to kernel equating and issues surrounding assessment of the population 
sensitivity of equating functions. Educational testing programs in a state of transi-
tion were considered in the third part of the volume. J. Liu and Walker (2007) 
addressed score linking issues associated with content changes to a test. Eignor 
(2007) discussed linkings between test scores obtained under different modes of 
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 administration, noting why scores from computer-adaptive tests and paper-and-
pencil tests cannot be considered equated. Concordances between tests built for a 
common purpose but in different ways were discussed by Dorans and Walker (2007) 
in a whimsical chapter that was part of the fourth part of the volume, which dealt 
with concordances. Yen (2007) examined the role of vertical scaling in the pre–No 
Child Left Behind (NCLB) era and the NCLB era in the fifth part, which was dedi-
cated to vertical scaling. The sixth part dealt with relating the results obtained by 
surveys of educational achievement that provide aggregate results to tests designed 
to assess individual test takers. Braun and Qian (2007) modified and evaluated a 
procedure developed to link state standards to the National Assessment of 
Educational Progress scale and illustrated its use. In the book’s postscript, Dorans 
et al. (2007) peered into the future and speculated about the likelihood that more and 
more linkages of dubious merit would be sought.
The A.A. von Davier (2011c) volume titled Statistical Models for Test Equating, 
Scaling and Linking, which received the American Educational Research Association 
2013 best publication award, covered a wide domain of topics. Several chapters in 
the book addressed score linking and equating issues. In the introductory chapter of 
the book, A.A. von Davier (2011a) described the equating process as a feature of 
complex statistical models used for measuring abilities in standardized assessments 
and proposed a framework for observed-score equating methods. Dorans et  al. 
(2011) emphasized the practical aspects of the equating process, the need for a solid 
data collection design for equating, and the challenges involved in applying specific 
equating procedures. Carlson (2011) addressed how to link vertically the results of 
tests that are constructed to intentionally differ in difficulty and content and that are 
taken by groups of test takers who differ in ability. Holland and Strawderman (2011) 
described a procedure that might be considered for averaging equating conversions 
that come from linkings to multiple old forms. Livingston and Kim (2011) addressed 
different approaches to dealing with the problems associated with equating test 
scores in small samples. Haberman (2011b) described the use of exponential fami-
lies for continuizing test score distributions. Lee and von Davier (2011) discussed 
how various continuous variables with distributions (normal, logistic, and uniform) 
can be used as kernels to continuize test score distributions. Chen et  al. (2011) 
described new hybrid models within the kernel equating framework, including a 
nonlinear version of Levine linear equating. Sinharay et al. (2011a) presented a 
detailed investigation of the untestable assumptions behind two popular nonlinear 
equating methods used with a nonequivalent-groups design. Rijmen et al. (2011) 
applied the SEE difference developed by A.A. von Davier et al. (2004b) to the full 
vector of equated raw scores and constructed a test for testing linear hypotheses 
about the equating results. D. Li et al. (2011) proposed the use of time series meth-
ods for monitoring the stability of reported scores over a long sequence of 
administrations.
ETS researchers contributed chapters related to equating and linking in edited 
volumes other than Dorans et  al. (2007) and A. A. von Davier (2011c). Dorans 
(2000) produced a chapter on scaling and equating in a volume on computer-adap-
tive testing edited by Wainer et al. (2000). In a chapter in a volume dedicated to 
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examining the adaptation of tests from one language to another, Cook and Schmitt-
Cascallar (2005) reviewed different approaches to establishing score linkages on 
tests that are administered in different languages to different populations and cri-
tiqued three attempts to link the English-language SAT to the Spanish-language 
PAA over a 25-year period, including Angoff and Cook (1988) and Cascallar and 
Dorans (2005). In volume 26 of the Handbook of Statistics, dedicated to psychomet-
rics and edited by Rao and Sinharay (2007), Holland et al. (2007) provided an intro-
duction to test score equating, its data collection procedures, and methods used for 
equating. They also presented sound practices in the choice and evaluation of equat-
ing designs and functions and discussed challenges often encountered in practice.
Dorans and Sinharay (2011) edited a volume dedicated to feting the career of 
Paul Holland, titled Looking Back, in which the introductory chapter by Haberman 
(2011a) listed score equating as but one of Holland’s many contributions. Three 
chapters on score equating were included in that volume. These three authors joined 
Holland and other ETS researchers in promoting the rebirth of equating research at 
ETS.  Moses (2011) focused on one of Holland’s far-reaching applications: his 
application of loglinear models as a smoothing method for equipercentile equating. 
Sinharay (2011) discussed the results of several studies that compared the perfor-
mances of the poststratification equipercentile and chained equipercentile equating 
methods. Holland was involved in several of these studies. In a book chapter, A. A. 
von Davier (2011b) focused on the statistical methods available for equating test 
forms from standardized educational assessments that report scores at the individual 
level.
4.9  Concluding Comment
Lord (1980) stated that score equating is either not needed or impossible. Scores 
will be compared, however. As noted by Dorans and Holland (2000a),
The comparability of measurements made in differing circumstances by different methods 
and investigators is a fundamental pre-condition for all of science. Psychological and edu-
cational measurement is no exception to this rule. Test equating techniques are those statis-
tical and psychometric methods used to adjust scores obtained on different tests measuring 
the same construct so that they are comparable. (p. 281)
Procedures will attempt to facilitate these comparisons.
As in any scientific endeavor, instrument preparation and data collection are 
critical. With large equivalent groups of motivated test takers taking essentially par-
allel forms, the ideal of “no need to equate” is within reach. Score equating methods 
converge. As samples get small or contain unmotivated test takers or test takers with 
preknowledge of the test material, or as test takers take un-pretested tests that differ 
in content and difficulty, equating will be elusive. Researchers in the past have sug-
gested solutions for suboptimal conditions. They will continue to do so in the future. 
We hope this compilation of studies will be valuable for future researchers who 
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grapple with the inevitable less-than-ideal circumstances they will face when link-
ing score scales or attempting to produce interchangeable scores via score 
equating.
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Item response theory (IRT) models, in their many forms, are undoubtedly the most 
widely used models in large-scale operational assessment programs. They have 
grown from negligible usage prior to the 1980s to almost universal usage in large- 
scale assessment programs, not only in the United States, but in many other coun-
tries with active and up-to-date programs of research in the area of psychometrics 
and educational measurement.
Perhaps the most important feature leading to the dominance of IRT in opera-
tional programs is the characteristic of estimating individual item locations (diffi-
culties) and test-taker locations (abilities) separately, but on the same scale, a feature 
not possible with classical measurement models. This estimation allows for tailor-
ing tests through judicious item selection to achieve precise measurement for indi-
vidual test takers (e.g., in computerized adaptive testing, CAT) or for defining 
important cut points on an assessment scale. It also provides mechanisms for plac-
ing different test forms on the same scale (linking and equating). Another important 
characteristic of IRT models is local independence: for a given location of test tak-
ers on the scale, the probability of success on any item is independent of that of 
every other item on that scale. This characteristic is the basis of the likelihood func-
tion used to estimate test takers’ locations on the scale.
Few would doubt that ETS researchers have contributed more to the general 
topic of IRT than individuals from any other institution. In this chapter we briefly 
review most of those contributions, dividing them into sections by decades of 
 publication. Of course, many individuals in the field have changed positions between 
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different testing agencies and universities over the years, some having been at ETS 
during more than one period of time. This chapter includes some contributions 
made by ETS researchers before taking a position at ETS, and some contributions 
made by researchers while at ETS, although they have since left. It is also important 
to note that IRT developments at ETS were not made in isolation. Many contribu-
tions were collaborations between ETS researchers and individuals from other insti-
tutions, as well as developments that arose from communications with others in the 
field.
5.1  Some Early Work Leading up to IRT (1940s and 1950s)
Tucker (1946) published a precursor to IRT in which he introduced the term item 
characteristic curve, using the normal ogive model (Green 1980).1 Green stated:
Workers in IRT today are inclined to reference Birnbaum in Novick and Lord [sic] when 
needing historical perspective, but, of course Lord’s 1955 monograph, done under Tuck’s 
direction, precedes Birnbaum, and Tuck’s 1946 paper precedes practically everybody. He 
used normal ogives for item characteristic curves, as Lord did later. (p. 4)
Some of the earliest work leading up to a complete specification of IRT was car-
ried out at ETS during the 1950s by Lord and Green. Green was one of the first two 
psychometric fellows in the joint doctoral program of ETS and Princeton University. 
Note that the work of Lord and Green was completed prior to Rasch’s (1960) pub-
lication describing and demonstrating the one-parameter IRT model, although in his 
preface Rasch mentions modeling data in the mid-1950s, leading to what is now 
referred to as the Rasch model. Further background on the statistical and psycho-
metric underpinnings of IRT can be found in the work of a variety of authors, both 
at and outside of ETS (Bock 1997; Green 1980; Lord 1952a, b, 1953).2
Lord (1951, 1952a, 1953) discussed test theory in a formal way that can be con-
sidered some of the earliest work in IRT. He introduced and defined many of the 
now common IRT terms such as item characteristic curves (ICCs), test characteris-
tic curves (TCCs), and standard errors conditional on latent ability.3 He also 
1 Green stated that Tucker was at Princeton and ETS from 1944 to 1960; as head of statistical analy-
sis at ETS, Tucker was responsible for setting up the statistical procedures for test and item analy-
sis, as well as equating.
2 These journal articles by Green and Lord are based on their Ph.D. dissertations at Princeton 
University, both presented in 1951.
3 Lord (1980a, p. 19) attributes the term local independence to Lazarsfeld (1950) and mentions that 
Lazarsfeld used the term trace line for a curve like the ICC. Rasch (1960) makes no mention of the 
earlier works referred to by Lord so we have to assume he was unaware of them or felt they were 
not relevant to his research direction.
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 discussed what we now refer to as local independence and the invariance of item 
parameters (not dependent on the ability distribution of the test takers). His 1953 
article is an excellent presentation of the basics of IRT, and he also mentions the 
relevance of works specifying mathematical forms of ICCs in the 1940s (by Lawley, 
by Mosier, and by Tucker), and in the 1950s, (by Carroll, by Cronbach & Warrington, 
and by Lazarsfeld).
The emphasis of Green (1950a, b, 1951a, b, 1952) was on analyzing item 
response data using latent structure (LS) and latent class (LC) models. Green 
(1951b) stated:
Latent Structure Analysis is here defined as a mathematical model for describing the inter-
relationships of items in a psychological test or questionnaire on the basis of which it is 
possible to make some inferences about hypothetical fundamental variables assumed to 
underlie the responses. It is also possible to consider the distribution of respondents on 
these underlying variables. This study was undertaken to attempt to develop a general pro-
cedure for applying a specific variant of the latent structure model, the latent class model, 
to data. (abstract)
He also showed the relationship of the latent structure model to factor analysis 
(FA)
The general model of latent structure analysis is presented, as well as several more specific 
models. The generalization of these models to continuous manifest data is indicated. It is 
noted that in one case, the generalization resulted in the fundamental equation of linear 
multiple factor analysis. (abstract)
The work of Green and Lord is significant for many reasons. An important one is 
that IRT (previously referred to as latent trait, or LT, theory) was shown by Green to 
be directly related to the models he developed and discussed. Lord (1952a) showed 
that if a single latent trait is normally distributed, fitting a linear FA model to the 
tetrachoric correlations of the items yields a unidimensional normal-ogive model 
for the item response function.
5.2  More Complete Development of IRT (1960s and 1970s)
During the 1960s and 1970s, Lord (1964, 1965a, b, 1968a, b, 1970) expanded on his 
earlier work to develop IRT more completely, and also demonstrated its use on 
operational test scores (including early software to estimate the parameters). Also at 
this time, Birnbaum (1967) presented the theory of logistic models and Ross (1966) 
studied how actual item response data fit Birnbaum’s model. Samejima (1969)4 
published her development of the graded response (GR) model suitable for polyto-
mous data. The theoretical developments of the 1960s culminated in some of 
4 Samejima produced this work while at ETS. She later developed her GR models more fully while 
holding university positions.
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the most important work on IRT during this period, much of it assembled into Lord 
and Novick’s (1968) Statistical Theories of Mental Test Scores (which also includes 
contributions of Birnbaum: Chapters 17, 18, 19, and 20). Also Samejima’s continu-
ing work on graded response models, was further developed (1972) while she held 
academic positions.
An important aspect of the work at ETS in the 1960s was the development of 
software, particularly by Wingersky, Lord, and Andersen (Andersen 1972; Lord, 
1968a; Lord and Wingersky 1973) enabling practical applications of IRT.  The 
LOGIST computer program (Lord et al. 1976; see also Wingersky 1983) was the 
standard IRT estimation software used for many years in many other institutions 
besides ETS. Lord (1975b) also published a report in which he evaluated LOGIST 
estimates using artificial data. Developments during the 1950s were limited by a 
lack of such software and computers sufficiently powerful to carry out the estima-
tion of parameters. In his 1968 publication, Lord presented a description and dem-
onstration of the use of maximum likelihood (ML) estimation of the ability and item 
parameters in the three-parameter logistic (3PL) model, using SAT® items. He 
stated, with respect to ICCs:
The problems of estimating such a curve for each of a large number of items simultaneously 
is one of the problems that has delayed practical application of Birnbaum’s models since 
they were first developed in 1957. The first step in the present project (see Appendix B) was 
to devise methods for estimating three descriptive parameters simultaneously for each item 
in the Verbal test. (1968a, p. 992)
Lord also discussed and demonstrated many other psychometric concepts, many 
of which were not put into practice until fairly recently due to the lack of computing 
power and algorithms. In two publications (1965a, b) he emphasized that ICCs are 
the functions relating probability of response to the underlying latent trait, not to the 
total test score, and that the former and not the latter can follow a cumulative normal 
or logistic function (a point he originally made much earlier, Lord 1953). He also 
discussed (1968a) optimum weighting in scoring and information functions of items 
from a Verbal SAT test form, as well as test information, and relative efficiency of 
tests composed of item sets having different psychometric properties. A very inter-
esting fact is that Lord (1968a, p. 1004) introduced and illustrated multistage tests 
(MTs), and discussed their increased efficiency relative to “the present Verbal SAT” 
(p. 1005). What we now refer to as router tests in using MTs, Lord called foretests. 
He also introduced tailor-made tests in this publication (and in Lord 1968c) and 
discussed how they would be administered using computers. Tailor- made tests are 
now, of course, commonly known as computerized adaptive tests (CATs); as sug-
gested above, MTs and CATs were not employed in operational testing programs 
until fairly recently, but it is fascinating to note how long ago Lord introduced these 
notions and discussed and demonstrated the potential increase in efficiency of 
assessments achievable with their use. With respect to CATs Lord stated:
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The detailed strategy for selecting a sequence of items that will yield the most information 
about the ability of a given examinee has not yet been worked out. It should be possible to 
work out such a strategy on the basis of a mathematical model such as that used here, how-
ever. (1968a, p. 1005)
In this work, Lord also presented a very interesting discussion (1968a, p. 1007) 
on improving validity by using the methods described and illustrated. Finally, in the 
appendix, Lord derived the ML estimators (MLEs) of the item parameters and, 
interestingly points out the fact, well known today, that MLEs of the 3PL lower 
asymptote or c parameter, are often “poorly determined by the data” (p. 1014). As a 
result, he fixed these parameters for the easier items in carrying out his analyses.
During the 1970s Lord produced a phenomenal number of publications, many of 
them related to IRT, but many on other psychometric topics. On the topics related to 
IRT alone, he produced six publications besides those mentioned above; these pub-
lications dealt with such diverse topics as individualized testing (1974b), estimating 
power scores from tests that used improperly timed administration (1973), estimat-
ing ability and item parameters with missing responses (1974a), the ability scale 
(1975c), practical applications of item characteristic curves (1977), and equating 
methods (1975a). In perusing Lord’s work, including Lord and Novick (1968), the 
reader should keep in mind that he discussed many item response methods and 
functions using classical test theory (CTT) as well as what we now call IRT. Other 
work by Lord includes discussions of item characteristic curves and information 
functions without, for example, using normal ogive or logistic IRT terminology, but 
the methodology he presented dealt with the theory of item response data. During 
this period, Erling Andersen visited ETS and during his stay developed one of the 
seminal papers on testing goodness of fit for the Rasch model (Andersen 1973). 
Besides the work of Lord, during this period ETS staff produced many publications 
dealing with IRT, both methodological and application oriented. Marco (1977), for 
example, described three studies indicating how IRT can be used to solve three rela-
tively intractable testing problems: designing a multipurpose test, evaluating a mul-
tistage test, and equating test forms using pretest statistics. He used data from 
various College Board testing programs and demonstated the use of the information 
function and relative efficiency using IRT for preequating. Cook (Hambleton and 
Cook 1977) coauthored an article on using LT models to analyze educational test 
data. Hambleton and Cook described a number of different IRT models and func-
tions useful in practical applications, demonstrated their use, and cited computer 
programs that could be used in estimating the parameters. Kreitzberg et al. (1977) 
discussed potential advantages of CAT, constraints and operational requirements, 
psychometric and technical developments that make it practical, and its advantages 
over conventional paper-and-pencil testing. Waller (1976) described a method of 
estimating Rasch model parameters eliminating the effects of random guessing, 
without using a computer, and reported a Monte Carlo study on the performance of 
the method.
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5.3  Broadening the Research and Application of IRT  
(the 1980s)
During this decade, psychometricians, with leadership from Fred Lord, continued to 
develop the IRT methodology. Also, of course, computer programs for IRT were 
further developed. During this time many ETS measurement professionals were 
engaged in assessing the use of IRT models for scaling dichotomous item response 
data in operational testing programs. In many programs, IRT linking and equating 
procedures were compared with conventional methods, to inform programs about 
whether changing these methods should be considered.
5.3.1  Further Developments and Evaluation of IRT Models
In this section we describe further psychometric developments at ETS, as well as 
research studies evaluating the models, using both actual test and simulated data.
Lord continued to contribute to IRT methodology with works by himself as well 
as coauthoring works dealing with unbiased estimators of ability parameters and 
their parallel forms reliability (1983d), a four-parameter logistic model (Barton and 
Lord 1981), standard errors of IRT equating (1982), IRT parameter estimation with 
missing data (1983a), sampling variances and covariances of IRT parameter esti-
mates (Lord and Wingersky 1982), IRT equating (Stocking and Lord 1983), statisti-
cal bias in ML estimation of IRT item parameters (1983c), estimating the Rasch 
model when sample sizes are small (1983b), comparison of equating methods (Lord 
and Wingersky 1984), reducing sampling error (Wingersky and Lord 1984), con-
junctive and disjunctive item response functions (1984), ML and Bayesian param-
eter estimation in IRT (1986), and confidence bands for item response curves with 
Pashley (Lord and Pashley 1988).
Although Lord was undoubtedly the most prolific ETS contributor to IRT during 
this period, other ETS staff members made many contributions to IRT.  Holland 
(1981), for example, wrote on the question, “When are IRT models consistent with 
observed data?” and Cressie and Holland (1983) examined how to characterize the 
manifest probabilities in LT models. Holland and Rosenbaum (1986) studied mono-
tone unidimensional latent variable models. They discussed applications and gener-
alizations and provided a numerical example. Holland (1990b) also discussed the 
Dutch identity as a useful tool for studying IRT models and conjectured that a qua-
dratic form based on the identity is a limiting form for log manifest probabilities for 
all smooth IRT models as test length tends to infinity (but see Zhang and Stout 1997, 
later in this chapter). Jones discussed the adequacy of LT models (1980) and robust-
ness tools for IRT (1982).
Wainer and several colleagues published articles dealing with standard errors in 
IRT (Wainer and Thissen 1982), review of estimation in the Rasch model for “long-
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ish tests” (Gustafsson et  al. 1980), fitting ICCs with spline functions (Winsberg 
et al. 1984), estimating ability with wrong models and inaccurate parameters (Jones 
et al. 1984), evaluating simulation results of IRT ability estimation (Thissen and 
Wainer 1984; Thissen et al. 1984), and confidence envelopes for IRT (Thissen and 
Wainer 1990). Wainer (1983) also published an article discussing IRT and CAT, 
which he described as a coming technological revolution. Thissen and Wainer 
(1985) followed up on Lord’s earlier work, discussing the estimation of the c param-
eter in IRT. Wainer and Thissen (1987) used the 1PL, 2PL, and 3PL models to fit 
simulated data and study accuracy and efficiency of robust estimators of ability. For 
short tests, simple models and robust estimators best fit the data, and for longer tests 
more complex models fit well, but using robust estimation with Bayesian priors 
resulted in substantial shrinkage. Testlet theory was the subject of Wainer and Lewis 
(1990).
Mislevy has also made numerous contributions to IRT, introducing Bayes modal 
estimation (1986b) in 1PL, 2PL, and 3PL IRT models, providing details of an 
expectation-maximization (EM) algorithm using two-stage modal priors, and in a 
simulation study, demonstrated improvement in estimation. Additionally he wrote 
on Bayesian treatment of latent variables in sample surveys (Mislevy 1986a). Most 
significantly, Mislevy (1984) developed the first version of a model that would later 
become the standard analytic approach for the National Assessment of Educational 
Progress (NAEP) and virtually all other large scale international survey assessments 
(see also Beaton and Barone’s Chap. 8 and Chap. 9 by Kirsch et al. in this volume 
on the history of adult literacy assessments at ETS). Mislevy (1987a) also intro-
duced application of empirical Bayes procedures, using auxililary information 
about test takers, to increase the precision of item parameter estimates. He illus-
trated the procedures with data from the Profile of American Youth survey. He also 
wrote (1988) on using auxilliary information about items to estimate Rasch model 
item difficulty parameters and authored and coauthored other papers, several with 
Sheehan, dealing with use of auxiliary/collateral information with Bayesian proce-
dures for estimation in IRT models (Mislevy 1988; Mislevy and Sheehan 1989b; 
Sheehan and Mislevy 1988). Another contribution Mislevy made (1986c) is a com-
prehensive discussion of FA models for test item data with reference to relation-
ships to IRT models and work on extending currently available models. Mislevy and 
Sheehan (1989a) discussed consequences of uncertainty in IRT linking and the 
information matrix in latent variable models. Mislevy and Wu (1988) studied the 
effects of missing responses and discussed the implications for ability and item 
parameter estimation relating to alternate test forms, targeted testing, adaptive test-
ing, time limits, and omitted responses. Mislevy also coauthored a book chapter 
describing a hierarchical IRT model (Mislevy and Bock 1989).
Many other ETS staff members made important contributions. Jones (1984a, b) 
used asymptotic theory to compute approximations to standard errors of Bayesian 
and robust estimators studied by Wainer and Thissen. Rosenbaum wrote on testing 
the local independence assumption (1984) and showed (1985) that the observable 
distributions of item responses must satisfy certain constraints when two groups of 
test takers have generally different ability to respond correctly under a  unidimensional 
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IRT model. Dorans (1985) contributed a book chapter on item parameter invariance. 
Douglass et al. (1985) studied the use of approximations to the 3PL model in item 
parameter estimation and equating. Methodology for comparing distributions of 
item responses for two groups was contributed by Rosenbaum (1985). McKinley 
and Mills (1985) compared goodness of fit statistics in IRT models, and Kingston 
and Dorans (1985) explored item-ability regressions as a tool for model fit.
Tatsuoka (1986) used IRT in developing a probabilistic model for diagnosing and 
classifying cognitive errors. While she held a postdoctoral fellowship at ETS, Lynne 
Steinberg coathored (Thissen and Steinberg 1986) a widely used and cited taxon-
omy of IRT models, which mentions, among other contributions, that the expres-
sions they use suggest additional, as yet undeveloped, models. One explicitly 
suggested is basically the two-parameter partial credit (2PPC) model developed by 
Yen (see Yen and Fitzpatrick 2006) and the equivalent generalized partial credit 
(GPC) model developed by Muraki (1992a), both some years after the Thissen- 
Steinberg article. Rosenbaum (1987) developed and applied three nonparametric 
methods for comparisons of the shapes of two item characteristic surfaces. Stocking 
(1989) developed two methods of online calibration for CAT tests and compared 
them in a simulation using item parameters from an operational assessment. She 
also (1990) conducted a study on calibration using different ability distributions, 
concluding that the best estimation for applications that are highly dependent on 
item parameters, such as CAT and test construction, resulted when the calibration 
sample contained widely dispersed abilities. McKinley (1988) studied six methods 
of combining item parameter estimates from different samples using real and simu-
lated item response data. He stated, “results support the use of covariance matrix- 
weighted averaging and a procedure that involves sample-size-weighted averaging 
of estimated item characteristic curves at the center of the ability distribution.” 
(abstract). McKinley also (1989a) developed and evaluated with simulated data a 
confirmatory multidimensional IRT (MIRT) model. Yamamoto (1989) developed 
HYBRID, a model combining IRT and LC analysis, and used it to “present a struc-
ture of cognition by a particular response vector or set of them” (abstract). The 
software developed by Yamamoto was also used in a paper by Mislevy and Verhelst 
(1990) that presented an approach to identifying latent groups of test takers. Folk 
(Folk and Green 1989) coauthored a work on adaptive estimation when the unidi-
mensionality assumption of IRT is violated.
5.3.2  IRT Software Development and Evaluation
With respect to IRT software, Mislevy and Stocking (1987) provided a guide to use 
of the LOGIST and BILOG computer programs that was very helpful to new users 
of IRT in applied settings. Mislevy, of course, was one of the developers of BILOG 
(Mislevy and Bock 1983). Wingersky (1987), the primary developer of LOGIST, 
developed and evaluated, with real and artificial data, a one-stage version of LOGIST 
for use when estimates of item parameters but not test-taker abilities are required. 
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Item parameter estimates were not as good as those from LOGIST, and the one- 
stage software did not reduce computer costs when there were missing data in the 
real dataset. Stocking (1989) conducted a study of estimation errors and relation-
ship to properties of the test or item set being calibrated; she recommended improve-
ments to the methods used in the LOGIST and BILOG programs. Yamamoto (1989) 
produced the HYBIL software for the HYBRID model and mixture IRT we referred 
to above. Both HYBIL and BILOG utilize marginal ML estimation, whereas 
LOGIST uses joint ML estimation methods.
5.3.3  Explanation, Evaluation, and Application of IRT Models
During this decade ETS scientists began exploring the use of IRT models with oper-
ational test data and producing works explaining IRT models for potential users. 
Applications of IRT were seen in many ETS testing programs.
Lord’s book, Applications of Item Response Theory to Practical Testing Problems 
(1980a), presented much of the current IRT theory in language easily understood by 
many practitioners. It covered basic concepts, comparison to CTT methods, relative 
efficiency, optimal number of choices per item, flexilevel tests, multistage tests, 
tailored testing, mastery testing, estimating ability and item parameters, equating, 
item bias, omitted responses, and estimating true score distributions. Lord (1980b) 
also contributed a book chapter on practical issues in tailored testing.
Bejar illustrated use of item characteristic curves in studying dimensionality 
(1980), and he and Wingersky (1981, 1982) applied IRT to the Test of Standard 
Written English, concluding that using the 3PL model and IRT preequating “did not 
appear to present problems” (abstract). Kingston and Dorans (1982) applied IRT to 
the GRE® Aptitude Test, stating that “the most notable finding in the analytical 
equatings was the sensitivity of the precalibration design to practice effects on ana-
lytical items … this might present a problem for any equating design” (abstract). 
Kingston and Dorans (1982a) used IRT in the analysis of the effect of item position 
on test taker responding behavior. They also (1982b) compared IRT and conven-
tional methods for equating the GRE Aptitude Test, assessing the reasonableness of 
the assumptions of item response theory for GRE item types and test taker popula-
tions, and finding that the IRT precalibration design was sensitive to practice effects 
on analytical items. In addition, Kingston and Dorans (1984) studied the effect of 
item location on IRT equating and adaptive testing, and Dorans and Kingston (1985) 
studied effects of violation of the unidimensionality assumption on estimation of 
ability and item parameters and on IRT equating with the GRE Verbal Test, conclud-
ing that there were two highly correlated verbal dimensions that had an effect on 
equating, but that the effect was slight. Kingston et  al. (1985) compared IRT to 
conventional equating of the Graduate Management Admission Test (GMAT) and 
concluded that violation of local independence of this test had little effect on the 
equating results (they cautioned that further study was necessary before using other 
IRT-based procedures with the test). McKinley and Kingston (1987) investigated 
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using IRT equating for the GRE Subject Test in Mathematics and also studied the 
unidimensionality and model fit assumptions, concluding that the test was reason-
ably unidimensional and the 3PL model provided reasonable fit to the data.
Cook, Eignor, Petersen and colleagues wrote several explanatory papers and con-
ducted a number of studies of application of IRT on operational program data, study-
ing assumptions of the models, and various aspects of estimation and equating (Cook 
et al. 1985a, c, 1988a, b; Cook and Eignor 1985, 1989; Eignor 1985; Stocking 1988). 
Cook et al. (1985b, 1988c) examined effects of curriculum (comparing results for 
students tested before completing the curriculum with students tested after complet-
ing it) on stability of CTT and IRT difficulty parameter estimates, effects on equat-
ing, and the dimensionality of the tests. Cook and colleagues (Wingersky et al. 
1987), using simulated data based on actual SAT item parameter estimates, studied 
the effect of anchor item characteristics on IRT true-score equating.
Kreitzberg and Jones (1980) presented results of a study of CAT using the Broad- 
Range Tailored Test and concluded,“computerized adaptive testing is ready to take 
the first steps out of the laboratory environment and find its place in the educational 
community” (abstract). Scheuneman (1980) produced a book chapter on LT theory 
and item bias. Hicks (1983) compared IRT equating with fixed versus estimated 
parameters and three “conventional” equating methods using TOEFL® test data, 
concluding that fixing the b parameters to pretest values (essentially this is what we 
now call preequating) is a “very acceptable option.” She followed up (1984) with 
another study in which she examined controlling for native language and found this 
adjustment resulted in increased stability for one test section but a decrease in 
another section. Peterson, Cook, and Stocking (1983) studied several equating 
methods using SAT data and found that for reasonably parallel tests, linear equating 
methods perform adequately, but when tests differ somewhat in content and length, 
methods based on the three-parameter logistic IRT model lead to greater stability of 
equating results. In a review of research on IRT and conventional equating proce-
dures, Cook and Petersen (1987) discussed how equating methods are affected by 
sampling error, sample characteristics, and anchor item characteristics, providing 
much useful information for IRT users.
Cook coauthored a book chapter (Hambleton and Cook 1983) on robustness of 
IRT models, including effects of test length and sample size on precision of ability 
estimates. Several ETS staff members contributed chapters to that same edited book 
on applications of item response theory (Hambleton 1983). Bejar (1983) contrib-
uted an introduction to IRT and its assumptions; Wingersky (1983) a chapter on the 
LOGIST computer program; Cook and Eignor (1983) on practical considerations 
for using IRT in equating. Tatsuoka coauthored on appropriateness indices (Harnisch 
and Tatsuoka 1983); and Yen wrote on developing a standardized test with the 3PL 
model (1983); both Tatsuoka and Yen later joined ETS.
Lord and Wild (1985) compared the contribution of the four verbal item types to 
measurement accuracy of the GRE General Test, finding that the reading compre-
hension item type measures something slightly different from what is measured by 
sentence completion, analogy, or antonym item types. Dorans (1986) used IRT to 
study the effects of item deletion on equating functions and the score distribution on 
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the SAT, concluding that reequating should be done when an item is dropped. 
Kingston and Holland (1986) compared equating errors using IRT and several other 
equating methods, and several equating designs, for equating the GRE General Test, 
with varying results depending on the specific design and method. Eignor and 
Stocking (Eignor and Stocking 1986) conducted two studies to investigate whether 
calibration or linking methods might be reasons for poor equating results on the 
SAT. In the first study they used actual data, and in the second they used simulations, 
concluding that a combination of differences in true mean ability and multidimen-
sionality were consistent with the real data. Eignor et al. (1986) studied the potential 
of a new plotting procedures for assessing fit to the 3PL model using SAT and 
TOEFL data. Wingersky and Sheehan (1986) also wrote on fit to IRT models, using 
regressions of item scores onto observed (number correct) scores rather than the 
previously used method of regressing onto estimated ability.
Bejar (1990), using IRT, studied an approach to psychometric modeling that 
explicitly incorporates information on the mental models test takers use in solving 
an item, and concluded that it is not only workable, but also necessary for future 
developments in psychometrics. Kingston (1986) used full information FA to esti-
mate difficulty and discrimination parameters of a MIRT model for the GMAT, 
finding there to be dominant first dimensions for both the quantitative and verbal 
measures. Mislevy (1987b) discussed implications of IRT developments for teacher 
certification. Mislevy (1989) presented a case for a new test theory combining mod-
ern cognitive psychology with modern IRT. Sheehan and Mislevy (1990) wrote on 
the integration of cognitive theory and IRT and illustrated their ideas using the 
Survey of Young Adult Literacy data. These ideas seem to be the first appearance of 
a line of research that continues today. The complexity of these models, built to 
integrate cognitive theory and IRT, evolved dramatically in the twenty-first century 
due to rapid increase in computational capabilities of modern computers and devel-
opments in understanding problem solving. Lawrence coauthored a paper (Lawrence 
and Dorans 1988) addressing the sample invariance properties of four equating 
methods with two types of test-taker samples (matched on anchor test score distri-
butions or taken from different administrations and differing in ability). Results for 
IRT, Levine, and equipercentile methods differed for the two types of samples, 
whereas the Tucker observed score method did not. Henning (1989) discussed the 
appropriateness of the Rasch model for multiple- choice data, in response to an arti-
cle that questioned such appropriateness. McKinley (1989b) wrote an explanatory 
article for potential users of IRT. McKinley and Schaeffer (1989) studied an IRT 
equating method for the GRE designed to reduce the overlap on test forms. Bejar 
et al. (1989), in a paper on methods used for patient management items in medical 
licensure testing, outlined recent developments and introduced a procedure that 
integrates those developments with IRT. Boldt (1989) used LC analysis to study the 
dimensionality of the TOEFL and assess whether different dimensions were neces-
sary to fit models to diverse groups of test takers. His findings were that a single 
dimension LT model fits TOEFL data well but “suggests the use of a restrictive 
assumption of proportionality of item response curves” (p. 123).
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In 1983, ETS assumed the primary contract for NAEP, and ETS psychometri-
cians were involved in designing analysis procedures, including the use of an IRT- 
based latent regression model using ML estimation of population parameters from 
observed item responses without estimating ability parameters for test takers (e.g., 
Mislevy 1984, 1991). Asymptotic standard errors and tests of fit, as well as approxi-
mate solutions of the integrals involved, were developed in Mislevy’s 1984 article. 
With leadership from Messick (Messick 1985; Messick et al. 1983), a large team of 
ETS staff developed a complex assessment design involving new analysis proce-
dures for direct estimation of average achievement of groups of students. Zwick 
(1987) studied whether the NAEP reading data met the unidimensionality assump-
tion underlying the IRT scaling procedures. Mislevy (1991) wrote on making infer-
ences about latent variables from complex samples, using IRT proficiency estimates 
as an example and illustrating with NAEP reading data. The innovations introduced 
include the linking of multiple test forms using IRT, a task that would be virtually 
impossible without IRT-based methods, as well as the intregration of IRT with a 
regression-based population model that allows the prediction of an ability prior, 
given background data collected in student questionnaires along with the cogntive 
NAEP tests.
5.4  Advanced Item Response Modeling: The 1990s
During the 1990s, the use of IRT in operational testing programs expanded consid-
erably. IRT methodology for dichotomous item response data was well developed 
and widely used by the end of the 1980s. In the early years of the 1990s, models for 
polytomous item response data were developed and began to be used in operational 
programs. Muraki (1990) developed and illustrated an IRT model for fitting a poly-
tomous item response theory model to Likert-type data. Muraki (1992a) also devel-
oped the GPC model, which has since become one of the most widely used models 
for polytomous IRT data. Concomitantly, before joining ETS, Yen5 developed the 
2PPC model that is identical to the GPC, differing only in the parameterization 
incorporated into the model. Muraki (1993) also produced an article detailing the 
IRT information functions for the GPC model. Chang and Mazzeo (1994) discussed 
item category response functions (ICRFs) and the item response functions (IRFs), 
which are weighted sums of the ICRFs, of the partial credit and graded response 
models. They showed that if two polytomously scored items have the same IRF, 
they must have the same number of categories that have the same ICRFs. They also 
discussed theoretical and practical implications. Akkermans and Muraki (1997) 
studied and described characteristics of the item information and discrimination 
functions for partial credit items.
5 Developed in 1991 (as cited in Yen and Fitzpatrick 2006), about the same time as Muraki was 
developing the GPC model.
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In work reminiscent of the earlier work of Green and Lord, Gitomer and 
Yamamoto (1991) described HYBRID (Yamamoto 1989), a model that incorporates 
both LT and LC components; these authors, however, defined the latent classes by a 
cognitive analysis of the understanding that individuals have for a domain. 
Yamamoto and Everson (1997) also published a book chapter on this topic. Bennett 
et  al. (1991) studied new cognitively sensitive measurement models, analyzing 
them with the HYBRID model and comparing results to other IRT methodology, 
using partial-credit data from the GRE General Test. Works by Tatsuoka (1990, 
1991) also contributed to the literature relating IRT to cognitive models. The inte-
gration of IRT and a person-fit measure as a basis for rule space, as proposed by 
Tatsuoka, allowed in-depth examinations of items that require multiple skills. 
Sheehan (1997) developed a tree-based method of proficiency scaling and diagnos-
tic assessment and applied it to developing diagnostic feedback for the SAT I Verbal 
Reasoning Test. Mislevy and Wilson (1996) presented a version of Wilson’s Saltus 
model, an IRT model that incorporates developmental stages that may involve dis-
continuities. They also demonstrated its use with simulated data and an example of 
mixed number subtraction.
The volume Test Theory for a New Generation of Tests (Frederiksen et al. 1993) 
presented several IRT-based models that anticipated a more fully integrated approach 
providing information about measurement qualities of items as well as about com-
plex latent variables that align with cognitive theory. Examples of these advances 
are the chapters by Yamamoto and Gitomer (1993) and Mislevy (1993a).
Bradlow (1996) discussed the fact that, for certain values of item parameters and 
ability, the information about ability for the 3PL model will be negative and has 
consequences for estimation—a phenomenon that does not occur with the 
2PL. Pashley (1991) proposed an alternative to Birnbaum’s 3PL model in which the 
asymptote parameter is a linear component within the logit of the function. Zhang 
and Stout (1997) showed that Holland’s (1990b) conjecture that a quadratic form for 
log manifest probabilities is a limiting form for all smooth unidimensional IRT 
models does not always hold; these authors provided counterexamples and sug-
gested that only under strong assumptions can this conjecture be true.
Holland (1990a) published an article on the sampling theory foundations of 
IRT models. Stocking (1990) discussed determining optimum sampling of test 
takers for IRT parameter estimation. Chang and Stout (1993) showed that, for 
dichotomous IRT models, under very general and nonrestrictive nonparametric 
assumptions, the posterior distribution of test taker ability given dichotomous 
responses is approximately normal for a long test. Chang (1996) followed up with 
an article extending this work to polytomous responses, defining a global infor-
mation function, and he showed the relationship of the latter to other information 
functions.
Mislevy (1991) published on randomization-based inference about latent vari-
ables from complex samples. Mislevy (1993b) also presented formulas for use with 
Bayesian ability estimates. While at ETS as a postdoctoral fellow, Roberts  
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coauthored works on the use of unfolding6 (Roberts and Laughlin 1996). A paramet-
ric IRT model for unfolding dichotomously or polytomously scored responses, 
called the graded unfolding model (GUM), was developed; a subsequent recovery 
simulation showed that reasonably accurate estimates could be obtained. The appli-
cability of the GUM to common attitude testing situations was illustrated with real 
data on student attitudes toward capital punishment. Roberts et al. (2000) described 
the generalized GUM (GGUM), which introduced a parameter to the model, allow-
ing for variation in discrimination across items; they demonstrated the use of the 
model with real data.
Wainer and colleagues wrote further on testlet response theory, contributing to 
issues of reliability of testlet-based tests (Sireci et  al. 1991). These authors also 
developed, and illustrated using operational data, statistical methodology for detect-
ing differential item functioning (DIF) in testlets (Wainer et al. 1991). Thissen and 
Wainer (1990) also detailed and illustrated how confidence envelopes could be 
formed for IRT models. Bradlow et al. (1999) developed a Bayesian IRT model for 
testlets and compared results with those from standard IRT models using a released 
SAT dataset. They showed that degree of precision bias was a function of testlet 
effects and the testlet design. Sheehan and Lewis (1992) introduced, and demon-
strated with actual program data, a procedure for determining the effect of testlet 
nonequivalence on the operating characteristics of a computerized mastery test 
based on testlets.
Lewis and Sheehan (1990) wrote on using Bayesian decision theory to design 
computerized mastery tests. Contributions to CAT were made in a book, Computer 
Adaptive Testing: A Primer, edited by Wainer et al. (1990a) with chapters by ETS 
psychometricians: “Introduction and History” (Wainer 1990), “Item Response 
Theory, Item Calibration and Proficiency Estimation” (Wainer and Mislevy 1990); 
“Scaling and Equating” (Dorans 1990); “Testing Algorithms” (Thissen and Mislevy 
1990); “Validity” (Steinberg et al. 1990); “Item Pools” (Flaugher 1990); and “Future 
Challenges” (Wainer et al. 1990b). Automated item selection (AIS) using IRT was 
the topic of two publications (Stocking et al. 1991a, b). Mislevy and Chang (2000) 
introduced a term to the expression for probability of response vectors to deal with 
item selection in CAT, and to correct apparent incorrect response pattern probabili-
ties in the context of adaptive testing. Almond and Mislevy (1999) studied graphical 
modeling methods for making inferences about multifaceted skills and models in an 
IRT CAT environment, and illustrated in the context of language testing.
In an issue of an early volume of Applied Measurement in Education, Eignor 
et al. (1990) expanded on their previous studies (Cook et al. 1988b) comparing IRT 
6 Unfolding models are proximity IRT models developed for assessments with binary disagree-
agree or graded disagree-agree responses. Responses on these assessments are not necessarily 
cumulative and one cannot assume that higher levels of the latent trait will lead to higher item 
scores and thus to higher total test scores. Unfolding models predict item scores and total scores on 
the basis of the distances between the test taker and each item on the latent continuum (Roberts 
n.d.).
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equating with several non-IRT methods and with different sampling designs. In 
another article in that same issue, Schmitt et al. (1990) reported on the sensitivity of 
equating results to sampling designs; Lawrence and Dorans (1990) contributed with 
a study of the effect of matching samples in equating with an anchor test; and 
Livingston et al. (1990) also contributed on sampling and equating methodolgy to 
this issue. 
Zwick (1990) published an article showing when IRT and Mantel-Haenszel defi-
nitions of DIF coincide. Also in the DIF area, Dorans and Holland (1992) produced 
a widely disseminated and used work on the Mantel-Haenszel (MH) and standard-
ization methodologies, in which they also detailed the relationship of the MH to IRT 
models. Their methodology, of course, is the mainstay of DIF analyses today, at 
ETS and at other institutions. Muraki (1999) described a stepwise DIF procedure 
based on the multiple group PC model. He illustrated the use of the model using 
NAEP writing trend data and also discussed item parameter drift. Pashley (1992) 
presented a graphical procedure, based on IRT, to display the location and magni-
tude of DIF along the ability continuum.
MIRT models, although developed earlier, were further developed and illustrated 
with operational data during this decade; McKinley coauthored an article (Reckase 
and McKinley 1991) describing the discrimination parameter for these models. 
Muraki and Carlson (1995) developed a multidimensional graded response (MGR) 
IRT model for polytomously scored items, based on Samejima‘s normal ogive GR 
model. Relationships to the Reckase-McKinley and FA models were discussed, and 
an example using NAEP reading data was presented and discussed. Zhang and Stout 
(1999a, b) described models for detecting dimensionality and related them to FA 
and MIRT.
Lewis coauthored publications (McLeod and Lewis 1999; McLeod et al. 2003) 
with a discussion of person-fit measures as potential ways of detecting memoriza-
tion of items in a CAT environment using IRT, and introduced a new method. None 
of the three methods showed much power to detect memorization. Possible methods 
of altering a test when the model becomes inappropriate for a test taker were 
discussed.
5.4.1  IRT Software Development and Evaluation
During this period, Muraki developed the PARSCALE computer program (Muraki 
and Bock 1993) that has become one of the most widely used IRT programs for 
polytomous item response data. At ETS it has been incorporated into the GENASYS 
software used in many operational programs to this day. Muraki (1992b) also devel-
oped the RESGEN software, also widely used, for generating simulated polytomous 
and dichotomous item response data.
Many of the research projects in the literature reviewed here involved develop-
ment of software for estimation of newly developed or extended models. Some 
examples involve Yamamoto’s (1989) HYBRID model, the MGR model (Muraki 
5 Item Response Theory
148
and Carlson 1995) for which Muraki created the POLYFACT software, and the 
Saltus model (Mislevy and Wilson 1996) for which an EM algorithm-based pro-
gram was created.
5.4.2  Explanation, Evaluation, and Application of IRT Models
In this decade ETS researchers continued to provide explanations of IRT models for 
users, to conduct research evaluating the models, and to use them in testing pro-
grams in which they had not been previously used. The latter activity is not empha-
sized in this section as it was for sections on previous decades because of the sheer 
volume of such work and the fact that it generally involves simply applying IRT to 
testing programs, whereas in previous decades the research made more of a contri-
bution, with recommendations for practice in general. Although such work in the 
1990s contributed to improving the methodology used in specific programs, it pro-
vided little information that can be generalized to other programs. This section, 
therefore covers research that is more generalizable, although illustrations may have 
used specific program data.
Some of this research provided new information about IRT scaling. Donoghue 
(1992), for example, described the common misconception that the partial credit 
and GPC IRT model item category functions are symmetric, helping explain char-
acteristics of items in these models for users of them. He also (1993) studied the 
information provided by polytomously scored NAEP reading items and made com-
parisons to information provided by dichotomously scored items, demonstrating 
how other users can use such information for their own programs. Donoghue and 
Isham (1998) used simulated data to compare IRT and other methods of detecting 
item parameter drift. Zwick (1991), illustrating with NAEP reading data, presented 
a discussion of issues relating to two questions: “What can be learned about the 
effects of item order and context on invariance of item parameter estimates?” and 
“Are common-item equating methods appropriate when measuring trends in educa-
tional growth?” Camili et al. (1993) studied scale shrinkage in vertical equating, 
comparing IRT with equipercentile methods using real data from NAEP and another 
testing program. Using IRT methods, variance decreased from fall to spring test-
ings, and also from lower- to upper-grade levels, whereas variances have been 
observed to increase across grade levels for equipercentile equating. They discussed 
possible reasons for scale shrinkage and proposed a more comprehensive, model-
based approach to establishing vertical scales. Yamamoto and Everson (1997) esti-
mated IRT parameters using TOEFL data and Yamamoto’s extended HYBRID 
model (1989), which uses a combination of IRT and LC models to characterize 
when test takers switch from ability-based to random responses. Yamamoto studied 
effects of time limits on speededness, finding that this model estimated the param-
eters more accurately than the usual IRT model. Yamamoto and Everson (1995) 
using three different sets of actual test data, found that the HYBRID model success-
fully determined the switch point in the three datasets. Liu coauthored (Lane et al. 
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1995) an article in which mathematics performance-item data were used to study 
the assumptions of and stability over time of item parameter estimates using the GR 
model. Sheehan and Mislevy (1994) used a tree-based analysis to examine the rela-
tionship of three types of item attributes (constructed-response [CR] vs. multiple 
choice [MC], surface features, aspects of the solution process) to operating charac-
teristics (using 3PL parameter estimates) of computer-based PRAXIS® mathematics 
items. Mislevy and Wu (1996) built on their previous research (1988) on estimation 
of ability when there are missing data due to assessment design (alternate forms, 
adaptive testing, targeted testing), focusing on using Bayesian and direct likelihood 
methods to estimate ability parameters.
Wainer et al. (1994) examined, in an IRT framework, the comparability of scores 
on tests in which test takers choose which CR prompts to respond to, and illustrated 
using the College Board Advanced Placement® Test in Chemistry.
Zwick et al. (1995) studied the effect on DIF statistics of fitting a Rasch model to 
data generated with a 3PL model. The results, attributed to degredation of matching 
resulting from Rasch model ability estimation, indicated less sensitive DIF 
detection.
In 1992, special issues of the Journal of Educational Measurement and the 
Journal of Educational Statistics were devoted to methodology used by ETS in 
NAEP, including the NAEP IRT methodology. Beaton and Johnson (1992), and 
Mislevy et al. (1992b) detailed how IRT is used and combined with the plausible 
values methodology to estimate proficiencies for NAEP reports. Mislevy et  al. 
(1992a) wrote on how population characteristics are estimated from sparse matrix 
samples of item responses. Yamamoto and Mazzeo (1992) described IRT scale link-
ing in NAEP.
5.5  IRT Contributions in the Twenty-First Century
5.5.1  Advances in the Development of Explanatory 
and Multidimensional IRT Models
Multidimensional models and dimensionality considerations continued to be a sub-
ject of research at ETS, with many more contributions than in the previous decades. 
Zhang (2004) proved that, when simple structure obtains, estimation of unidimen-
sional or MIRT models by joint ML yields identical results, but not when marginal 
ML is used. He also conducted simulations and found that, with small numbers of 
items, MIRT yielded more accurate item parameter estimates but the unidimen-
sional approach prevailed with larger numbers of items, and that when simple struc-
ture does not hold, the correlations among dimensions are overestimated.
A genetic algorithm was used by Zhang (2005b) in the maximization step of an 
EM algorithm to estimate parameters of a MIRT model with complex, rather than 
simple, structure. Simulated data suggested that this algorithm is a promising 
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approach to estimation for this model. Zhang (2007) also extended the theory of 
conditional covariances to the case of polytomous items, providing a  theoretical 
foundation for study of dimensionality. Several estimators of conditional covariance 
were constructed, including the case of complex incomplete designs such as those 
used in NAEP. He demonstrated use of the methodology with NAEP reading assess-
ment data, showing that the dimensional structure is consistent with the purposes of 
reading that define NAEP scales, but that the degree of multidimensionality is weak 
in those data.
Haberman et al. (2008) showed that MIRT models can be based on ability distri-
butions that are multivariate normal or multivariate polytomous, and showed, using 
empirical data, that under simple structure the two cases yield comparable results in 
terms of model fit, parameter estimates, and computing time. They also discussed 
numerical methods for use with the two cases.
Rijmen wrote two papers dealing with methodology relating to MIRT models, 
further showing the relationship between IRT and FA models. As discussed in the 
first section of this chapter, such relationships were shown for more simple models 
by Bert Green and Fred Lord in the 1950s. In the first (2009) paper, Rijmen showed 
how an approach to full information ML estimation can be placed into a graphical 
model framework, allowing for derivation of efficient estimation schemes in a fully 
automatic fashion. This avoids tedious derivations, and he demonstrated the 
approach with the bifactor and a MIRT model with a second-order dimension. In the 
second paper, (2010) Rijmen studied three MIRT models for testlet-based tests, 
showing that the second-order MIRT model is formally equivalent to the testlet 
model, which is a bifactor model with factor loadings on the specific dimensions 
restricted to being proportional to the loadings on the general factor.
M. von Davier and Carstensen (2007) edited a book dealing with multivariate and 
mixture distribution Rasch models, including extensions and applications of the mod-
els. Contributors to this book included: Haberman (2007b) on the interaction model; 
M. von Davier and Yamamoto (2007) on mixture distributions and hybrid Rasch 
models; Mislevy and Huang (2007) on measurement models as narrative structures; 
and Boughton and Yamamoto (2007) on a hybrid model for test speededness.
Antal (2007) presented a coordinate-free approach to MIRT models, emphasiz-
ing understanding these models as extensions of the univariate models. Based on 
earlier work by Rijmen et  al. (2003), Rijmen et  al. (2013) described how MIRT 
models can be embedded and understood as special cases of generalized linear and 
nonlinear mixed models.
Haberman and Sinharay (2010) studied the use of MIRT models in computing 
subscores, proposing a new statistical approach to examining when MIRT model 
subscores have added value over total number correct scores and subscores based on 
CTT. The MIRT-based methods were applied to several operational datasets, and 
results showed that these methods produce slightly more accurate scores than CTT- 
based methods.
Rose et al. (2010) studied IRT modeling of nonignorable missing item responses 
in the context of large-scale international assessments, comparing using CTT and 
simple IRT models, the usual two treatments (missing item responses as wrong, or 
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as not administered), with two MIRT models. One model used indicator variables as 
a dimension to designate where missing responses occurred, and the other was a 
multigroup MIRT model with grouping based on a within-country stratification by 
the amount of missing data. Using both simulated and operational data, they dem-
onstrated that a simple IRT model ignoring missing data performed relatively well 
when the amount of missing data was moderate, and the MIRT-based models only 
outperformed the simple models with larger amounts of missingness, but they 
yielded estimates of the correlation of missingness with ability estimates and 
improved the reliability of the latter.
van Rijn and Rijmen (2015) provided an explanation of a “paradox” that in some 
MIRT models answering an additional item correctly can result in a decrease in the 
test taker’s score on one of the latent variables, previously discussed in the psycho-
metric literature. These authors showed clearly how it occurs and also pointed out 
that it does not occur in testlet (restricted bifactor) models.
ETS researchers also continued to develop CAT methodology. Yan et al. (2004b) 
introduced a nonparametric tree-based algorithm for adaptive testing and showed 
that it may be superior to conventional IRT methods when the IRT assumptions are 
not met, particularly in the presence of multidimensionality. While at ETS, 
Weissman coauthored an article (Belov et al. 2008) in which a new CAT algorithm 
was developed and tested in a simulation using operational test data. Belov et al. 
showed that their algorithm, compared to another algorithm incorporating content 
constraints had lower maximum item exposure rates, higher utilization of the item 
pool, and more robust ability estimates when high (low) ability test takers performed 
poorly (well) at the beginning of testing.
The second edition of Computerized Adaptive Testing: A Primer (Wainer et al. 
2000b) was published and, as in the first edition (Wainer et al. 1990a), many chap-
ters were authored or coauthored by ETS researchers (Dorans 2000; Flaugher 2000; 
Steinberg et al. 2000; Thissen and Mislevy 2000; Wainer 2000; Wainer et al. 2000c; 
Wainer and Eignor 2000; Wainer and Mislevy 2000). Xu and Douglas (2006) 
explored the use of nonparametric IRT models in CAT; derivatives of ICCs required 
by the Fisher information criterion might not exist for these models, so alternatives 
based on Shannon entropy and Kullback-Leibler information (which do not require 
derivatives) were proposed. For long tests these methods are equivalent to the maxi-
mum Fisher information criterion, and simulations showed them to perform simi-
larly, and much better than random selection of items.
Diagnostic models for assessment including cognitive diagnostic (CD) assess-
ment, as well as providing diagnostic information from common IRT models, con-
tinued to be an area of research by ETS staff. Yan et al. (2004a), using a mixed 
number subtraction dataset, and cognitive research originally developed by Tatsuoka 
and her colleagues, compared several models for providing diagnostic information 
on score reports, including IRT and other types of models, and characterized the 
kinds of problems for which each is suited. They provided a general Bayesian psy-
chometric framework to provide a common language, making it easier to appreciate 
the differences. M. von Davier (2008a) presented a class of general diagnostic (GD) 
models that can be estimated by marginal ML algorithms; that allow for both 
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dichotomous and polytomous items, compensatory and noncompensatory models; 
and subsume many common models including unidimensional and  multidimensional 
Rasch models, 2PL, PC and GPC, facets, and a variety of skill profile models. He 
demonstrated the model using simulated as well as TOEFL iBT data.
Xu (2007) studied monotonicity properties of the GD model and found that, like 
the GPC model, monotonicity obtains when slope parameters are restricted to be 
equal, but does not when this restriction is relaxed, although model fit is improved. 
She pointed out that trade offs between these two variants of the model should be 
considerred in practice. M. von Davier (2007) extended the GD model to a hierar-
chical model and further extended it to the mixture general diagnostic (MGD) 
model (2008b), which allows for estimation of diagnostic models in multiple known 
populations as well as discrete unknown, or not directly observed mixtures of 
populations.
Xu and von Davier (2006) used a MIRT model specified in the GD model frame-
work with NAEP data and verified that the model could satisfactorily recover 
parameters from a sparse data matrix and could estimate group characteristics for 
large survey data. Results under both single and multiple group assumptions and 
comparison with the NAEP model results were also presented. The authors sug-
gested that it is possible to conduct cognitive diagnosis for NAEP proficiency data. 
Xu and von Davier (2008b) extended the GD model, employing a log-linear model 
to reduce the number of parameters to be estimated in the latent skill distribution. 
They extended that model (2008a) to allow comparison of constrained versus non-
constrained parameters across multiple populations, illustrating with NAEP data.
M. von Davier et al. (2008) discussed models for diagnosis that combine features 
of MIRT, FA, and LC models. Hartz and Roussos (2008)7 wrote on the fusion model 
for skills diagnosis, indicating that the development of the model produced advance-
ments in modeling, parameter estimation, model fitting methods, and model fit 
evaluation procedures. Simulation studies demonstrated the accuracy of the estima-
tion procedure, and effectiveness of model fitting and model fit evaluation proce-
dures. They concluded that the model is a promising tool for skills diagnosis that 
merits further research and development.
Linking and equating also continue to be important topics of ETS research. In 
this section the focus is research on IRT-based linking/equating methods. M. von 
Davier and von Davier (2007, 2011) presented a unified approach to IRT scale link-
ing and transformation. Any linking procedure is viewed as a restriction on the item 
parameter space, and then rewriting the log-likelihood function together with imple-
mentation of a maximization procedure under linear or nonlinear restrictions 
accomplishes the linking. Xu and von Davier (2008c) developed an IRT linking 
approach for use with the GD model and applied the proposed approach to NAEP 
data. Holland and Hoskens (2002) developed an approach viewing CTT as a first- 
order version of IRT and the latter as detailed elaborations of CTT, deriving general 
results for the prediction of true scores from observed scores, leading to a new view 
7 While these authors were not ETS staff members, this report was completed under the auspices of 
the External Diagnostic Research Team, supported by ETS.
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of linking tests not designed to be linked. They illustrated the theory using simu-
lated and actual test data. M. von Davier et  al. (2011) presented a model that 
 generalizes approaches by Andersen (1985), and Embretson (1991), respectively, to 
utilize MIRT in a multiple-population longitudinal context to study individual and 
group- level learning trajectories.
Research on testlets continued to be a focus at ETS, as well as research involving 
item families. Wang et al. (2002) extended the development of testlet models to tests 
comprising polytomously scored and/or dichotomously scored items, using a fully 
Bayesian method. They analyzed data from the Test of Spoken English (TSE) and 
the North Carolina Test of Computer Skills, concluding that the latter exhibited 
significant testlet effects, whereas the former did not. Sinharay et al. (2003) used a 
Bayesian hierarchical model to study item families, showing that the model can take 
into account the dependence structure built into the families, allowing for calibra-
tion of the family rather than the individual items. They introduced the family 
expected response function (FERF) to summarize the probability of a correct 
response to an item randomly generated from the family, and suggested a way to 
estimate the FERF.
Wainer and Wang (2000) conducted a study in which TOEFL data were fitted to 
an IRT testlet model, and for comparative purposes to a 3PL model. They found that 
difficulty parameters were estimated well with either model, but discrimination and 
lower asymptote parameters were biased when conditional independence was incor-
rectly assumed. Wainer also coauthored book chapters explaining methodology for 
testlet models (Glas et al. 2000; Wainer et al. 2000a).
Y. Li et  al. (2010) used both simulated data and operational program data to 
compare the parameter estimation, model fit, and estimated information of testlets 
comprising both dichotomous and polytomous items. The models compared were a 
standard 2PL/GPC model (ignoring local item dependence within testlets) and a 
general dichotomous/polytomous testlet model. Results of both the simulation and 
real data analyses showed little difference in parameter estimation but more differ-
ence in fit and information. For the operational data, they also made comparisons to 
a MIRT model under a simple structure constraint, and this model fit the data better 
than the other two models.
Roberts et al. (2002) in a continuation of their research on the GGUM, studied 
the characteristics of marginal ML and expected a posteriori (EAP) estimates of 
item and test-taker parameter estimates, respectively. They concluded from simula-
tions that accurate estimates could be obtained for items using 750–1000 test takers 
and for test takers using 15–20 items.
Checking assumptions, including the fit of IRT models to both the items and test 
takers of a test, is another area of research at ETS during this period. Sinharay and 
Johnson (2003) studied the fit of IRT models to dichotomous item response data in 
the framework of Bayesian posterior model checking. Using simulations, they stud-
ied a number of discrepancy measures and suggest graphical summaries as having 
a potential to become a useful psychometric tool. In further work on this model 
checking (Sinharay 2003, 2005, 2006; Sinharay et  al. 2006) they discussed the 
model-checking technique, and IRT model fit in general, extended some aspects of 
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it, demonstrated it with simulations, and discussed practical applications. Deng 
coauthored (de la Torre and Deng 2008) an article proposing a modification of the 
standardized log likelihood of the response vector measure of person fit in IRT mod-
els, taking into account test reliability and using resampling methods. Evaluating 
the method, they found type I error rates were close to the nominal and power was 
good, resulting in a conclusion that the method is a viable and promising approach.
Based on earlier work during a postdoctoral fellowship at ETS, M. von Davier 
and Molenaar (2003) presented a person-fit index for dichotomous and polytomous 
IRT and latent structure models. Sinharay and Lu (2008) studied the correlation 
between fit statistics and IRT parameter estimates; previous researchers had found 
such a correlation, which was a concern for practitioners. These authors studied 
some newer fit statistics not examined in the previous research, and found these new 
statistics not to be correlated with the item parameters. Haberman (2009b) discussed 
use of generalized residuals in the study of fit of 1PL and 2PL IRT models, illustrat-
ing with operational test data.
Mislevy and Sinharay coauthored an article (Levy et al. 2009) on posterior pre-
dictive model checking, a flexible family of model-checking procedures, used as a 
tool for studying dimensionality in the context of IRT. Factors hypothesized to influ-
ence dimensionality and dimensionality assessment are couched in conditional 
covariance theory and conveyed via geometric representations of multidimensional-
ity. Key findings of a simulation study included support for the hypothesized effects 
of the manipulated factors with regard to their influence on dimensionality assess-
ment and the superiority of certain discrepancy measures for conducting posterior 
predictive model checking for dimensionality assessment.
Xu and Jia (2011) studied the effects on item parameter estimation in Rasch and 
2PL models of generating data from different ability distributions (normal distribu-
tion, several degrees of generalized skew normal distributions), and estimating 
parameters assuming these different distributions. Using simulations, they found for 
the Rasch model that the estimates were little affected by the fitting distribution, 
except for fitting a normal to an extremely skewed generating distribution; whereas 
for the 2PL this was true for distributions that were not extremely skewed, but there 
were computational problems (unspecified) that prevented study of extremely 
skewed distributions.
M. von Davier and Yamamoto (2004) extended the GPC model to enable its use 
with discrete mixture IRT models with partially missing mixture information. The 
model includes LC analysis and multigroup IRT models as special cases. An appli-
cation to large-scale assessment mathematics data, with three school types as groups 
and 20% of the grouping data missing, was used to demonstrate the model.
M. von Davier and Sinharay (2010) presented an application of a stochastic 
approximation EM algorithm using a Metropolis-Hastings sampler to estimate the 
parameters of an item response latent regression (LR) model. These models extend 
IRT to a two-level latent variable model in which covariates serve as predictors of 
the conditional distribution of ability. Applications to data from NAEP were pre-
sented, and results of the proposed method were compared to results obtained using 
the current operational procedures.
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Haberman (2004) discussed joint and conditional ML estimation for the dichoto-
mous Rasch model, explored conditions for consistency and asymptotic normality, 
investigated effects of model error, estimated errors of prediction, and developed 
generalized residuals. The same author (Haberman 2005a) showed that if a para-
metric model for the ability distribution is not assumed, the 2PL and 3PL (but not 
1PL) models have identifiability problems that impose restrictions on possible mod-
els for the ability distribution. Haberman (2005b) also showed that LC item response 
models with small numbers of classes are competitive with IRT models for the 1PL 
and 2PL cases, showing that computations are relatively simple under these condi-
tions. In another report, Haberman (2006) applied adaptive quadrature to ML esti-
mation for IRT models with normal ability distributions, indicating that this method 
may achieve significant gains in speed and accuracy over other methods.
Information about the ability variable when an IRT model has a latent class struc-
ture was the topic of Haberman (2007a) in another publication. He also discussed 
reliability estimates and sampling and provided examples. Expressions for bounds 
on log odds ratios involving pairs of items for unidimensional IRT models in gen-
eral, and explicit bounds for 1PL and 2Pl models were derived by Haberman, 
Holland, and Sinharay (2007). The results were illustrated through an example of 
their use in a study of model-checking procedures. These bounds can provide an 
elementary basis for assessing goodness of fit of these models. In another publica-
tion, Haberman (2008) showed how reliability of an IRT scaled score can be esti-
mated and that it may be obtained even though the IRT model may not be valid.
Zhang (2005a) used simulated data to investigate whether Lord’s bias function 
and weighted likelihood estimation method for IRT ability with known item param-
eters would be effective in the case of unknown parameters, concluding that they 
may not be as effective in that case. He also presented algorithms and methods for 
obtaining the global maximum of a likelihood, or weighted likelihood (WL), 
function.
Lewis (2001) produced a chapter on expected response functions (ERFs) in 
which he discussed Bayesian methods for IRT estimation. Zhang and Lu (2007) 
developed a new corrected weighted likelihood (CWL) function estimator of ability 
in IRT models based on the asymptotic formula of the WL estimator; they showed 
via simulation that the new estimator reduces bias in the ML and WL estimators, 
caused by failure to take into account uncertainty in item parameter estimates. 
Y.-H. Lee and Zhang (2008) further studied this estimator and Lewis’ ERF estima-
tor under various conditions of test length and amount of error in item parameter 
estimates. They found that the ERF reduced bias in ability estimation under all 
conditions and the CWL under certain conditions.
Sinharay coedited a volume on psychometrics in the Handbook of Statistics (Rao 
and Sinharay 2007), and contributions included chapters by: M. von Davier et al. 
(2007) describing recent developments and future directions in NAEP statistical 
procedures; Haberman and von Davier (2007) on models for cognitively based 
skills; von Davier and Rost (2007) on mixture distribution IRT models; Johnson 
et al. (2007) on hierarchical IRT models; Mislevy and Levy (2007) on Bayesian 
approaches; Holland et al. (2007) on equating, including IRT.
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D. Li and Oranje (2007) compared a new method for approximating standard 
error of regression effects estimates within an IRT-based regression model, with the 
imputation-based estimator used in NAEP. The method is based on accounting for 
complex samples and finite populations by Taylor series linearization, and these 
authors formally defined a general method, and extended it to multiple dimensions. 
The new method was compared to the NAEP imputation-based method.
Antal and Oranje (2007) described an alternative numerical integration applica-
ble to IRT and emphasized its potential use in estimation of the LR model of 
NAEP. D. Li, Oranje, and Jiang (2007) discussed parameter recovery and subpopu-
lation proficiency estimation using the hierarchical latent regression (HLR) model 
and made comparisons with the LR model using simulations. They found the regres-
sion effect estimates were similar for the two models, but there were substantial 
differences in the residual variance estimates and standard errors, especially when 
there was large variation across clusters because a substantial portion of variance is 
unexplained in LR.
M. von Davier and Sinharay (2004) discussed stochastic estimation for the LR 
model, and Sinharay and von Davier (2005) extended a bivariate approach that rep-
resented the gold standard for estimation to allow estimation in more than two 
dimensions. M. von Davier and Sinharay (2007) presented a Robbins-Monro type 
stochastic approximation algorithm for LR IRT models and applied this approach to 
NAEP reading and mathematics data.
5.6  IRT Software Development and Evaluation
Wang et al. (2001, 2005) produced SCORIGHT, a program for scoring tests com-
posed of testlets. M. von Davier (2008a) presented stand-alone software for multi-
dimensional discrete latent trait (MDLT) models that is capable of marginal ML 
estimation for a variety of multidimensional IRT, mixture IRT, and hierarchical IRT 
models, as well as the GD approach. Haberman (2005b) presented a stand-alone 
general software for MIRT models. Rijmen (2006) presented a MATLAB toolbox 
utilizing tools from graphical modeling and Bayesian networks that allows estima-
tion of a range of MIRT models.
5.6.1  Explanation, Evaluation, and Application of IRT Models
For the fourth edition of Educational Measurement edited by Brennan, authors Yen 
and Fitzpatrick (2006) contributed the chapter on IRT, providing a great deal of 
information useful to both practictioners and researchers. Although other ETS staff 
were authors or coauthors of chapters in this book, they did not focus on IRT meth-
odology, per se.
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Muraki et al. (2000) presented IRT methodology for psychometric procedures in 
the context of performance assessments, including description and comparison of 
many IRT and CTT procedures for scaling, linking, and equating. Tang and Eignor 
(2001), in a simulation, studied whether CTT item statistics could be used as col-
lateral information along with IRT calibration to reduce sample sizes for pretesting 
TOEFL items, and found that CTT statistics, as the only collateral information, 
would not do the job.
Rock and Pollack (2002) investigated model-based methods (including IRT- 
based methods), and more traditional methods of measuring growth in prereading 
and reading at the kindergarten level, including comparisons between demographic 
groups. They concluded that the more traditional methods may yield uninformative 
if not incorrect results.
Scrams et al. (2002) studied use of item variants for continuous linear computer- 
based testing. Results showed that calibrated difficulty parameters of analogy and 
antonym items from the GRE General Test were very similar to those based on vari-
ant family information, and, using simulations, they showed that precision loss in 
ability estimation was less than 10% in using parameters estimated from expected 
response functions based only on variant family information.
A study comparing linear, fixed common item, and concurrent parameter estima-
tion equating methods in capturing growth was conducted and reported by Jodoin 
et al. (2003). A. A. von Davier and Wilson studied the assumptions made at each 
step of calibration through IRT true-score equating and methods of checking 
whether the assumptions are met by a dataset. Operational data from the AP® 
Calculus AB exam were used as an illustration. Rotou et al. (2007) compared the 
measurement precision, in terms of reliability and conditional standard error of 
measurement (CSEM), of multistage (MS), CAT, and linear tests, using 1PL, 2PL, 
and 3PL IRT models. They found the MS tests to be superior to CAT and linear tests 
for the 1PL and 2PL models, and performance of the MS and CAT to be about the 
same, but better than the linear for the 3PL case.
Liu et  al. (2008) compared the bootstrap and Markov chain Monte Carlo 
(MCMC) methods of estimation in IRT true-score equating with simulations based 
on operational testing data. Patterns of standard error estimates for the two methods 
were similar, but the MCMC produced smaller bias and mean square errors of 
equating. G. Lee and Fitzpatrick (2008), using operational test data, compared IRT 
equating by the Stocking-Lord method with and without fixing the c parameters. 
Fixing the c parameters had little effect on parameter estimates of the nonanchor 
items, but a considerable effect at the lower end of the scale for the anchor items. 
They suggeted that practitioners consider using the fixed-c method.
A regression procedure was developed by Haberman (2009a) to simultaneously 
link a very large number of IRT parameter estimates obtained from a large number 
of test forms, where each form has been separately calibrated and where forms can 
be linked on a pairwise basis by means of common items. An application to 2PL and 
GPC model data was also presented. Xu et al. (2011) presented two methods of 
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using nonparametric IRT models in linking, illustrating with both simulated and 
operational datasets. In the simulation study, they showed that the proposed meth-
ods recover the true linking function when parametric models do not fit the data or 
when there is a large discrepancy in the populations.
Y. Li (2012), using simulated data, studied the effects, for a test with a small 
number of polytomous anchor items, of item parameter drift on TCC linking and 
IRT true-score equating. Results suggest that anchor length, number of items with 
drifting parameters, and magnitude of the drift affected the linking and equating 
results. The ability distributions of the groups had little effect on the linking and 
equating results. In general, excluding drifted polytomous anchor items resulted in 
an improvement in equating results.
D. Li et al. (2012) conducted a simulation study of IRT equating of six forms of 
a test, comparing several equating transformation methods and separate versus con-
current item calibration. The characteristic curve methods yielded smaller biases 
and smaller sampling errors (or accumulation of errors over time) so the former 
were concluded to be superior to the latter and were recommended in practice.
Livingston (2006) described IRT methodology for item analysis in a book chap-
ter in Handbook of Test Development (Downing and Haladyna 2006). In the same 
publication, Wendler and Walker (2006) discussed IRT methods of scoring, and 
Davey and Pitoniak (2006) discussed designing CATs, including use of IRT in scor-
ing, calibration, and scaling.
Almond et al. (2007) described Bayesian network models and their application 
to IRT-based CD modeling. The paper, designed to encourage practitioners to learn 
to use these models, is aimed at a general educational measurement audience, does 
not use extensive technical detail, and presents examples.
5.6.2  The Signs of (IRT) Things to Come
The body of work that ETS staff has contributed to in the development and applica-
tions of IRT, MIRT, and comprehensive integrated models based on IRT has been 
documented in multiple published monographs and edited volumes. At the point of 
writing this chapter, the history is still in the making; there are three more edited 
volumes that would have not been possible without the contributions of ETS 
researchers reporting on the use of IRT in various applications. More specifically:
• Handbook of Item Response Theory (second edition) contains chapters by Shelby 
Haberman, John Mazzeo, Robert Mislevy, Tim Moses, Frank Rijmen, Sandip 
Sinharay, and Matthias von Davier.
• Computerized Multistage Testing: Theory and Applications (edited by Duanli 
Yan, Alina von Davier, & Charlie Lewis, 2014) contains chapters by Isaac Bejar, 
Brent Bridgeman, Henry Chen, Shelby Haberman, Sooyeon Kim, Ed Kulick, 
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Yi-Hsuan Lee, Charlie Lewis, Longjuan Liang, Skip Livingston, John Mazzeo, 
Kevin Meara, Chris Mills, Andreas Oranje, Fred Robin, Manfred Steffen, Peter 
van Rijn, Alina von Davier, Matthias von Davier, Carolyn Wentzel, Xueli Xu, 
Kentaro Yamamoto, Duanli Yan, and Rebecca Zwick.
• Handbook of International Large Scale International Assessment (edited by 
Leslie Rutkowski, Matthias von Davier, & David Rutkowski, 2013) contains 
 chapters by Henry Chen, Eugenio Gonzalez, John Mazzeo, Andreas Oranje, 
Frank Rijmen, Matthias von Davier, Jonathan Weeks, Kentaro Yamamoto, and 
Lei Ye.
5.7 Conclusion
Over the past six decades, ETS has pushed the envelope of modeling item response 
data using a variety of latent trait models that are commonly subsumed under the 
label IRT. Early developments, software tools, and applications allowed insight into 
the particular advantages of approaches that use item response functions to make 
inferences about individual differences on latent variables. ETS has not only pro-
vided theoretical developments, but has also shown, in large scale applications of 
IRT, how these methodologies can be used to perform scale linkages in complex 
assessment designs, and how to enhance reporting of results by providing a com-
mon scale and unbiased estimates of individual or group differences.
In the past two decades, IRT, with many contributions from ETS researchers, has 
become an even more useful tool. One main line of development has connected IRT 
to cognitive models and integrated measurement and structural modeling. This inte-
gration allows for studying questions that cannot be answered by secondary analyses 
using simple scores derived from IRT- or CTT-based approaches. More specifically, 
differential functioning of groups of items, the presence or absence of evidence that 
suggests that multiple diagnostic skill variables can be identified, and comparative 
assessment of different modeling approaches are part of what the most recent gen-
eration of multidimensional explanatory item response models can provide.
ETS will continue to provide cutting edge research and development on future 
IRT-based methodologies, and continues to play a leading role in the field, as docu-
mented by the fact that nine chapters of the Handbook of Item Response Theory 
(second edition) are authored by ETS staff. Also, of course, at any point in time, 
including the time of publication of this work, there are numerous research projects 
being conducted by ETS staff, and for which reports are being drafted, reviewed, or 
submitted for publication. By the timeaa this work is published, there will undoubt-
edly be additional publications not included herein.
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Since its founding in 1947, ETS has supported research in a variety of areas—a fact 
attested to by the many different chapters comprising this volume. As a private, 
nonprofit organization known primarily for its products and services related to stan-
dardized testing, it comes as no surprise that ETS conducted extensive research in 
educational measurement and psychometrics, which together provide the scientific 
foundations for the testing industry. This work is documented in the chapters in this 
book. At the same time, a good part of educational measurement and perhaps most 
of psychometrics can be thought of as drawing upon—and providing an impetus for 
extending—work in theoretical and applied statistics. Indeed, many important 
developments in statistics are to be found in the reports alluded to above.
One may ask, therefore, if there is a need for a separate chapter on statistics. The 
short answer is yes. The long answer can be found in the rest of the chapter. A 
review of the ETS Research Report (RR) series and other archival materials reveals 
that a great deal of research in both theoretical and applied statistics was carried out 
at ETS, both by regular staff members and by visitors. Some of the research was 
motivated by longstanding problems in statistics, such as the Behrens-Fisher prob-
lem or the problem of simultaneous inference, and some by issues arising at ETS 
during the course of business. Much of this work is distinguished by both its depth 
and generality. Although a good deal of statistics-related research is treated in other 
chapters, much is not.
The purpose of this chapter, then, is to tell a story of statistics research at ETS. It 
is not the story, as it is not complete; rather, it is structured in terms of a number of 
major domains and, within each domain, a roughly chronological narrative of key 
highlights. As will be evident, the boundaries between domains are semipermeable 
so that the various narratives sometimes intermix. Consequently, reference will also 
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be made to topic coverage in other chapters. The writing of this chapter was made 
more challenging by the fact that some important contributions made by ETS 
researchers or by ETS visitors (supported by ETS) did not appear in the RR series 
but in other technical report series and/or in the peer-reviewed literature. A good 
faith effort was made to identify some of these contributions and include them as 
appropriate.
The chapter begins with a treatment of classic linear models, followed by sec-
tions on latent regression, Bayesian methods, and causal inference. It then offers 
shorter treatments of a number of topics, including missing data, complex samples, 
and data displays. A final section offers some closing thoughts on the statistical 
contributions of ETS researchers over the years.
6.1  Linear Models
Linear models, comprising such techniques as regression, analysis of variance, and 
analysis of covariance, are the workhorses of applied statistics. Whether offering 
convenient summaries of data patterns, modeling data to make predictions, or even 
serving as the basis for inferring causal relationships, they are both familiar tools 
and the source of endless questions and puzzles that have fascinated statisticians for 
more than a century. Research on problems related to linear models goes back to 
ETS’s earliest days and continues even today.
From the outset, researchers were interested in the strength of the relationship 
between scores on admissions tests and school performance as measured by grades. 
The best known example, of course, is the relationship between SAT® test scores and 
performance in the first year of college. The strength of the relationship was evi-
dence of the predictive validity of the test, with predictive validity being one com-
ponent of the validity trinity.1 From this simple question, many others arose: How 
did the strength of the relationship change when other predictors (e.g., high school 
grades) were included in the model? What was the impact of restriction of range on 
the observed correlations, and to what extent was differential restriction of range the 
cause of the variation in validity coefficients across schools? What could explain the 
year-to-year volatility in validity coefficients for a given school, and how could it be 
controlled? These and other questions that arose over the years provided the impe-
tus for a host of methodological developments that have had an impact on general 
statistical practice. The work at ETS can be divided roughly into three categories: 
computation, inference, and prediction.




In his doctoral dissertation, Beaton (1964) developed the sweep operator, which was 
one of the first computational algorithms to take full advantage of computer archi-
tecture to improve statistical calculations with respect to both speed and the size of 
the problem that could be handled. After coming to ETS, Beaton and his colleagues 
developed F4STAT, an expandable subroutine library to carry out statistical calcula-
tions that put ETS in the forefront of statistical computations. More on F4STAT can 
be found in Beaton and Barone (Chap. 8, this volume). (It is worth noting that, over 
the years, the F4STAT system has been expanded and updated to more current ver-
sions of FORTRAN and is still in use today.) Beaton et al. (1972) considered the 
problem of computational accuracy in regression. Much later, Longford, in a series 
of reports (Longford 1987a, b, 1993), addressed the problem of obtaining maximum 
likelihood estimates in multilevel models with random effects. Again, accuracy and 
speed were key concerns. (Other aspects of multilevel models are covered in Sect. 
6.2.3). A contribution to robust estimation of regression models was authored by 
Beaton and Tukey (1974).
6.1.2  Inference
The construction of confidence intervals with specific confidence coefficients is 
another problem that appears throughout the RR series, with particular attention to 
the setting of simultaneous confidence intervals when making inferences about mul-
tiple parameters, regression planes, and the like. One of the earliest contributions 
was by Abelson (1953) extending the Neyman-Johnson technique for regression. 
Aitkin (1973) made further developments. Another famous inference problem, the 
Behrens-Fisher problem, attracted the attention of Potthoff (1963, 1965), who 
devised Scheffé-type tests. Beaton (1981) used a type of permutation test approach 
to offer a way to interpret the coefficients of a least squares fit in the absence of 
random sampling. This was an important development, as many of the data sets 
subjected to regression analysis do not have the required pedigree and, yet, standard 
inferential procedures are applied nonetheless. A. A. von Davier (2003a) treated the 
problem of comparing regression coefficients in large samples. Related work can be 
found in Moses and Klockars (2009).
A special case of simultaneous inference arises in analysis of variance (ANOVA) 
when comparisons among different levels of a factor are of interest and control of 
the overall error rate is desired. This is known as the problem of multiple compari-
sons, and many procedures have been devised. Braun and Tukey (1983) proposed a 
new procedure and evaluated its operating characteristics. Zwick (1993) provided a 
comprehensive review of multiple comparison procedures. Braun (1994) edited 
Volume VIII of The Collected Works of John W.  Tukey, a volume dedicated to 
Tukey’s work in the area of simultaneous inference. Especially noteworthy in this 
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collection is that Braun, in collaboration with ETS colleagues Kaplan, Sheehan, and 
Wang, prepared a corrected, complete version of the never-published manuscript 
(1953) by Tukey titled The Problem of Multiple Comparisons (1994), which set the 
stage for the modern treatment of simultaneous inference. A review of Tukey’s con-
tributions to simultaneous inference was presented in Benjamini and Braun (2003).
6.1.3  Prediction
Most of the standardized tests that ETS was and is known for are intended for use 
in admissions to higher education. A necessary, if not sufficient, justification for 
their utility is their predictive validity; that is, for example, that scores on the SAT 
are strongly correlated with first year averages (FYA) in college and, more to the 
point, that they possess explanatory power above and beyond that available with the 
use of other quantitative measures, such as high school grades. Another important 
consideration is that the use of the test does not inappropriately disadvantage 
specific subpopulations. (A more general discussion of validity can be found in 
Chap. 16 by Kane and Bridgeman, this volume. See also Kane 2013). Another 
aspect of test fairness, differential prediction, is discussed in the chapter by Dorans 
and Puhan (Chap. 4, this volume).
Consequently, the study of prediction equations and, more generally, prediction 
systems has been a staple of ETS research. Most of the validity studies conducted at 
ETS were done under the auspices of particular programs and the findings archived 
in the report series of those programs. At the same time, ETS researchers were con-
tinually trying to improve the quality and utility of validity studies through develop-
ing new methodologies.
Saunders (1952) investigated the use of the analysis of covariance (ANCOVA) in 
the study of differential prediction. Rock (1969) attacked a similar problem using 
the notion of moderator variables. Browne (1969) published a monograph that pro-
posed measures of predictive accuracy, developed estimates of those measures, and 
evaluated their operating characteristics.
Tucker established ETS’s test validity procedures and supervised their imple-
mentation until his departure to the University of Illinois. He published some of the 
earliest ETS work in this area (1957, 1963). His first paper proposed a procedure to 
simplify the prediction problem with many predictors by constructing a smaller 
number of composite predictors. The latter paper, titled Formal Models for a Central 
Prediction System, tackled a problem that bedeviled researchers in this area. The 
problem can be simply stated: Colleges receive applications from students attending 
many different high schools, each with its own grading standards. Thus, high school 
grade point averages (HSGPA) are not comparable even when they are reported on 
a common scale. Consequently, including HSGPA in a single prediction equation 
without any adjustment necessarily introduces noise in the system and induces bias 
in the estimated regression coefficients. Standardized test scores, such as the SAT, 
are on a common scale—a fact that surely contributes to their strong correlation 
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with FYA. Tucker’s monograph discusses three approaches to constructing compos-
ite predictors based on placing multiple high school grades on a common scale for 
purposes of predicting college grades. This work, formally published in Tucker 
(1963), led to further developments, which were reviewed by Linn (1966) and, later, 
by Young and Barrett (1992). More recently, Zwick (2013) and Zwick and Himelfarb 
(2011) conducted further analyses of HSGPA as a predictor of FYA, with a focus on 
explaining why HSGPA tends to overpredict college performance for students from 
some demographic subgroups.
Braun and Szatrowski (1984a, b) investigated a complementary prediction prob-
lem. When conducting a typical predictive validity study at an institution, the data 
are drawn from those students who matriculate and obtain a FYA. For schools that 
use the predictor in the admissions process, especially those that are at least moder-
ately selective, the consequence is a restriction of range for the predictor and an 
attenuated correlation. Although there are standard corrections for restriction of 
range, they rest on untestable assumptions. At the same time, unsuccessful appli-
cants to selective institutions likely attend other institutions and obtain FYAs at 
those institutions. The difficulty is that FYAs from different institutions are not on a 
common scale and cannot be used to carry out an ideal validity study for a single 
institution in which the prediction equation is estimated on, for example, all 
applicants.
Using data from the Law School Admissions Council, Braun and Szatrowski 
(1984a, b) were able to link the FYA grade scales for different law schools to a 
single, common scale and, hence, carry out institutional validity studies incorporat-
ing data from nearly all applicants. The resulting fitted regression planes differed 
from the standard estimates in expected ways and were in accord with the fitted 
planes obtained through an Empirical Bayes approach. During the 1980s, there was 
considerable work on using Empirical Bayes methods to improve the accuracy and 
stability of prediction equations. (These are discussed in the section on Bayes and 
Empirical Bayes.)
A longstanding concern with predictive validity studies, especially in the context 
of college admissions, is the nature of the criterion. In many colleges, freshmen 
enroll in a wide variety of courses with very different grading standards. 
Consequently, first year GPAs are rather heterogeneous, which has a complex 
impact on the observed correlations with predictors. This difficulty was tackled by 
Ramist et al. (1990). They investigated predictive validity when course-level grades 
(rather than FYAs) were employed as the criterion. Using this more homogeneous 
criterion yielded rather different results for the correlations with SAT alone, HSGPA 
alone, and SAT with HSGPA. Patterns were examined by subject and course rigor, 
as was variation across the 38 colleges in the study. This approach was further pur-
sued by Lewis et al. (1994) and by Bridgeman et al. (2008).
Over the years, Willingham maintained an interest in investigating the differ-
ences between grades and test scores, especially with respect to differential predic-
tive validity (Willingham et  al. 2002). Related contributions include Lewis and 
Willingham (1995) and Haberman (2006). The former showed how restriction of 
range can affect estimates of gender bias in prediction and proposed some strategies 
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for generating improved estimates. The latter was concerned with the bias in pre-
dicting multinomial responses and the use of different penalty functions in reducing 
that bias.
Over the years, ETS researchers also published volumes that explored aspects of 
test validity and test use, with some attention to methodological considerations. 
Willingham (1988) considered issues in testing handicapped people (a term now 
replaced by the term students with disabilities) for the SAT and GRE® programs. 
The chapter in that book by Braun et al. (1988) studied the predictive validity for 
those testing programs for students with different disabilities. Willingham and Cole 
(1997) examined testing issues in gender-related fairness, with some attention to the 
implications for predictive validity.
6.1.4  Latent Regression
Latent regression methods were introduced at ETS by Mislevy (1984) for use in the 
National Assessment of Educational Progress (NAEP) and are further described in 
Sheehan and Mislevy (1989), Mislevy (1991), and Mislevy et al. (1992). An over-
view of more recent developments is given in M. von Davier et al. (2006) and M. 
von Davier and Sinharay (2013). Mislevy’s key insight was that NAEP was not 
intended to, and indeed was prohibited from, reporting scores at the individual level. 
Instead, scores were to be reported at various levels of aggregation, either by politi-
cal jurisdiction or by subpopulation of students. By virtue of the matrix sampling 
design of NAEP, the amount of data available for an individual student is relatively 
sparse. Consequently, the estimation bias in statistics of interest may be consider-
able, but can be reduced through application of latent regression techniques. With 
latent regression models, background information on students is combined with 
their responses to cognitive items to yield unbiased estimates of score distributions 
at the subpopulation level—provided that the characteristics used to define the sub-
populations are included in the latent regression model. This topic is also dealt with 
in the chapter by Beaton and Barone (Chap. 8, this volume), especially in Appendix 
A; the chapter by Kirsch et al. (Chap. 9, this volume) describes assessments of lit-
eracy skills in adult populations that use essentially the same methodologies.
In NAEP, the fitting of a latent regression model results in a family of posterior 
distributions. To generate plausible values, five members of the family are selected 
at random, and from each a single random draw is made.2 The plausible values are 
used to produce estimates of the target population parameters and to estimate the 
measurement error components of the total variance of the estimates. Note that 
latent regression models are closely related to empirical Bayes models.
Latent regression models are very complex and, despite more than 25 years of 
use, many questions remain. In particular, there are attempts to simplify the 
2 In the series of international surveys of adult skills, 10 PV are generated for each respondent.
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 estimation procedure without increasing the bias. Comparisons of the ETS approach 
with so-called direct estimation methods were carried out by M. von Davier (2003b). 
ETS researchers continue to refine the models and the estimation techniques (Li and 
Oranje 2007; Li et al. 2007; M. von Davier and Sinharay 2010). Goodness-of-fit 
issues are addressed in Sinharay et  al. (2009). In that paper, the authors apply a 
strategy analogous to Bayesian posterior model checking to evaluate the quality of 
the fit of a latent regression model and apply the technique to NAEP data.
6.2  Bayesian Methods
Bayesian inference comes in many different flavors, depending on the type of prob-
ability formalism that is employed. The main distinction between Bayesian infer-
ence and classical, frequentist inference (an amalgam of the approaches of Fisher 
and Neyman) is that, in the former, distribution parameters of interest are treated as 
random quantities, rather than as fixed quantities. The Bayesian procedure requires 
specification of a so-called prior distribution, based on information available before 
data collection. Once relevant data are collected, they can be combined with the 
prior distribution to yield a so-called posterior distribution which represents current 
belief about the likely values of the parameter. This approach can be directly applied 
to evaluating competing hypotheses, so that one can speak of the posterior probabil-
ities associated with different hypotheses—these are the conditional probabilities of 
the hypotheses, given prior beliefs and the data collected. As many teachers of ele-
mentary (and not so elementary) statistics are aware, these are the kinds of interpre-
tations that many ascribe (incorrectly) to the results of a frequentist analysis.
Over the last 50 years, the Bayesian approach to statistical inference has gained 
more adherents, particularly as advances in computer hardware/software have made 
Bayesian calculations more feasible. Both theoretical developments and successful 
applications have moved Bayesian and quasi-Bayesian methods closer to normative 
statistical practice. In this respect, a number of ETS researchers have made signifi-
cant contributions in advancing the Bayesian approach, as well as providing a 
Bayesian perspective on important statistical issues. This section is organized into 
three sections: Bayes for classical models, later Bayes, and empirical Bayes.
6.2.1  Bayes for Classical Models
Novick was an early proponent of Bayes methods and a prolific contributor to the 
Bayesian analysis of classical statistical and psychometric models. Building on ear-
lier work by Bohrer (1964) and Lindley (1969b, c, 1970), Novick and colleagues 
tackled estimation problems in multiple linear regression with particular attention to 
applications to predictive validity (Novick et al. 1971, 1972; Novick and Thayer 
1969). These studies demonstrated the superior properties of Bayesian regression 
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estimates when many models were to be estimated. The advantage of borrowing 
strength across multiple contexts anticipated later work by Rubin and others who 
employed Empirical Bayes methods. Rubin and Stroud (1977) continued this work 
by treating the problem of Bayesian estimation in unbalanced multivariate analysis 
of variance (MANOVA) designs.
Birnbaum (1969) presented a Bayesian formulation of the logistic model for test 
scores, which was followed by Lindley (1969a) and Novick and Thayer (1969), who 
studied the Bayesian estimation of true scores. Novick et  al. (1971) went on to 
develop a comprehensive Bayesian analysis of the classical test theory model 
addressing such topics as reliability, validity, and prediction.
During this same period, there were contributions of a more theoretical nature as 
well. For example, Novick (1964) discussed the differences between the subjective 
probability approach favored by Savage and the logical probability approach favored 
by Jefferies, arguing for the relative advantages of the latter. Somewhat later, Rubin 
(1975) offered an example of where Bayesian and standard frequentist inferences 
can differ markedly. Rubin (1979a) provided a Bayesian analysis of the bootstrap 
procedure proposed by Efron, which had already achieved some prominence. Rubin 
showed that the bootstrap could be represented as a Bayesian procedure—but with 
a somewhat unusual prior distribution.
6.2.2  Later Bayes
The development of graphical models and associated inference networks found 
applications in intelligent tutoring systems. The Bayesian formulation is very natu-
ral, since prior probabilities on an individual’s proficiency profile could be obtained 
from previous empirical work or simply based on plausible (but not necessarily 
correct) assumptions about the individual. As the individual attempts problems, data 
accumulates, the network is updated, and posterior probabilities are calculated. 
These posterior probabilities can be used to select the next problem in order to opti-
mize some criterion or to maximize the information with respect to a subset of 
proficiencies.
At ETS, early work on intelligent tutoring systems was carried out by Gitomer 
and Mislevy under a US Air Force contract to develop a tutoring system for trouble-
shooting hydraulic systems on F-15s. The system, called HYDRIVE, was one of the 
first to employ rigorous probability models in the analysis of sequential data. The 
model is described in Mislevy and Gitomer (1995), building on previous work by 
Mislevy (1994a, b). Further developments can be found in Almond et al. (2009).
Considerable work in the Bayesian domain concerns issues of either computa-
tional efficiency or model validation. Sinharay (2003a, b, 2006) has made contribu-
tions to both. In particular, the application of posterior predictive model checking to 
Bayesian measurement models promises to be an important advance in refining 
these models. At the same time, ETS researchers have developed Bayesian 
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 formulations of hierarchical models (Johnson and Jenkins 2005) and extensions to 
testlet theory (Wang et al. 2002).
6.2.3  Empirical Bayes
The term empirical Bayes (EB) actually refers to a number of different strategies to 
eat the Bayesian omelet without breaking the Bayesian eggs; that is, EB is intended 
to reap the benefits of a Bayesian analysis without initially fully specifying a 
Bayesian prior. Braun (1988) described some of the different methods that fall 
under this rubric. We have already noted fully Bayesian approaches to the estima-
tion of prediction equations. Subsequently, Rubin (1980d) proposed an EB strategy 
to deal with a problem that arose from the use of standardized test scores and school 
grades in predicting future performance; namely, the prediction equation for a par-
ticular institution (e.g., a law school) would often vary considerably from year to 
year—a phenomenon that caused some concern among admissions officers. 
Although the causes of this volatility, such as sampling variability and differential 
restriction of range, were largely understood, they did not lead immediately to a 
solution.
Rubin’s version of EB for estimating many multiple linear regression models (as 
would be the case in a validity study of 100+ law schools) postulated a multivariate 
normal prior distribution, but did not specify the parameters of the prior. These were 
estimated through maximum likelihood along with estimates of the regression coef-
ficients for each institution. In this setting, the resulting EB estimate of the regres-
sion model for a particular institution can be represented as a weighted combination 
of the ordinary least squares (OLS) estimate (based on the data from that institution 
only) and an overall estimate of the regression (aggregating data across institutions), 
with the weights proportional to the relative precisions of the two estimates. Rubin 
showed that, in comparison to the OLS estimate, the EB estimates yielded better 
prediction for the following year and much lower year-to-year volatility. This work 
led to changes in the validity study services provided by ETS to client programs.
Braun et al. (1983) extended the EB method to the case where the OLS estimate 
did not necessarily exist because of insufficient data. This problem can arise in pre-
diction bias studies when the focal group is small and widely scattered among insti-
tutions. Later, Braun and Zwick (1993) developed an EB approach to estimating 
survival curves in a validity study in which the criterion was graduate degree attain-
ment. EB or shrinkage-type estimators are now quite commonly applied in various 
contexts and are mathematically equivalent to the multilevel models that are used to 
analyze nested data structures.
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6.3  Causal Inference
Causal inference in statistics is concerned with using data to elucidate the causal 
relationships among different factors. Of course, causal inference holds an impor-
tant place in the history and philosophy of science. Early statistical contributions 
centered on the role of randomization and the development of various experimental 
designs to obtain the needed data most efficiently. In the social sciences, experi-
ments are often not feasible, and various alternative designs and analytic strategies 
have been devised. The credibility of the causal inferences drawn from those designs 
has been an area of active research. ETS researchers have made important contribu-
tions to both the theoretical and applied aspects of this domain.
With respect to theory, Rubin (1972, 1974b, c), building on earlier work by 
Neyman, proposed a model for inference from randomized studies that utilized the 
concept of potential outcomes. That is, in comparing two treatments, ordinarily an 
individual can be exposed to only one of the treatments, so that only one of the two 
potential outcomes can be observed. Thus, the treatment effect on an individual is 
inestimable. However, if individuals are randomly allocated to treatments, an unbi-
ased estimate of the average treatment effect can be obtained. He also made explicit 
the conditions under which causal inferences could be justified.
Later, Rubin (1978a) tackled the role of randomization in Bayesian inference for 
causality. This was an important development because, until then, many Bayesians 
argued that randomization was irrelevant to the Bayesian approach. Rubin’s argu-
ment (in part) was that with a randomized design, Bayesian procedures were not 
only simpler, but also less sensitive to specification of the prior distribution. He also 
further explicated the crucial role of the stable unit treatment value assumption 
(SUTVA) in causal inference. This assumption asserts that the outcome of exposing 
a unit (e.g., an individual) to a particular treatment does not depend on which other 
units are exposed to that treatment. Although the SUTVA may be unobjectionable 
in some settings (e.g., agricultural or industrial experiments), in educational settings 
it is less plausible and argues for caution in interpreting the results.
Holland and Rubin (1980, 1987) clarified the statistical approach to causal infer-
ence. In particular, they emphasized the importance of manipulability; that is, the 
putative causal agent should have at least two possible states. Thus, the investiga-
tion of the differential effectiveness of various instructional techniques is a reason-
able undertaking since, in principle, students could be exposed to any one of the 
techniques. On the other hand, an individual characteristic like gender or race can-
not be treated as a causal agent, since ordinarily it is not subject to manipulation. 
(On this point, see also Holland, 2003). They go on to consider these issues in the 
context of retrospective studies, with consideration of estimating causal effects in 
various subpopulations defined in different ways.
Lord (1967) posed a problem involving two statisticians who drew radically dif-
ferent conclusions from the same set of data. The essential problem lies in attempt-
ing to draw causal conclusions from an analysis of covariance applied to 
nonexperimental data. The resulting longstanding conundrum, usually known as 
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Lord’s Paradox, engendered much confusion. Holland and Rubin (1983) again 
teamed up to resolve the paradox, illustrating the power of the application of the 
Neyman-Rubin model, with careful consideration of the assumptions underlying 
different causal inferences.
In a much-cited paper, Holland (1986) reviewed the philosophical and epistemo-
logical foundations of causal inference and related them to the various statistical 
approaches that had been proposed to analyze experimental or quasi-experimental 
data, as well as the related literature on causal modeling. An invitational conference 
that touched on many of these issues was held at ETS, with the proceedings pub-
lished in Wainer (1986). Holland (1987) represents a continuation of his work on 
the foundations of causal inference with a call for the measurement of effects rather 
than the deduction of causes. Holland (1988) explored the use of path analysis and 
recursive structural equations in causal inference, while Holland (1993) considered 
Suppes’ theory of causality and related it to the statistical approach based on 
randomization.
As noted above, observational studies are much more common in the social sci-
ences than are randomized experimental designs. In a typical observational study, 
units are exposed to treatments through some nonrandom mechanism that is often 
denoted by the term self-selection (whether or not the units actually exercised any 
discretion in the process). The lack of randomization means that the ordinary esti-
mates of average treatment effects may be biased due to the initial nonequivalence 
of the groups. If the treatment groups are predetermined, one bias-reducing strategy 
involves matching units in different treatment groups on a number of observed 
covariates, with the hope that the resulting matched groups are approximately 
equivalent on all relevant factors except for the treatments under study. Were that the 
case, the observed average differences between the matched treatment groups would 
be approximately unbiased estimates of the treatment effects. Sometimes, an analy-
sis of covariance is conducted instead of matching and, occasionally, both are car-
ried out. These strategies raise some obvious questions. Among the most important 
are: What are the best ways to implement the matching and how well do they work? 
ETS researchers have made key contributions to answering both questions.
Rubin (1974b, c, 1980a) investigated various approaches to matching simultane-
ously on multiple covariates and, later, he considered combined strategies of match-
ing and regression adjustment (1979b). Subsequently, Rosenbaum and Rubin 
(1985a) investigated the bias due to incomplete matching and suggested strategies 
for minimizing the number of unmatched treatment cases. Rosenbaum and Rubin 
(1983b) published a seminal paper on matching using propensity scores. Propensity 
scores facilitate multifactor matching through construction of a scalar index such 
that matching on this index typically yields samples that are well-matched on all the 
factors contributing to the index. Further developments and explications can be 
found in Rosenbaum and Rubin (1984, 1985b), as well as the now substantial litera-
ture that has followed. In 1986, the previously mentioned ETS-sponsored confer-
ence (Wainer 1986) examined the topic of inference from self-selected samples. The 
focus was a presentation by James Heckman on his model-based approach to the 
problem, with comments and critiques by a number of statisticians. A particular 
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concern was the sensitivity of the findings to an untestable assumption about the 
value of a correlation parameter.
More generally, with respect to the question of how well a particular strategy 
works, one approach is to vary the assumptions and determine (either analytically 
or through simulation) how much the estimated treatment effects change as a result. 
In many situations, such sensitivity analyses can yield very useful information. 
Rosenbaum and Rubin (1983a) pioneered an empirical approach that involved 
assuming the existence of an unobserved binary covariate that accounts for the 
residual selection bias and incorporating this variable into the statistical model used 
for adjustment. By varying the parameters associated with this variable, it is possi-
ble to generate a response surface that depicts the sensitivity of the estimated treat-
ment effect as a function of these parameters. The shape of the surface near the 
naïve estimate offers a qualitative sense of the confidence to be placed in its magni-
tude and direction.
This approach was extended by Montgomery et al. (1986) in the context of lon-
gitudinal designs. They showed that if there are multiple observations on the out-
come, then under certain stability assumptions it is possible to obtain estimates of 
the parameters governing the unobserved binary variable and, hence, obtain a point 
estimate of the treatment effect in the expanded model.
More recently, education policy makers have seized on using indicators derived 
from student test scores as a basis for holding schools and teachers accountable. 
Under No Child Left Behind, the principal indicator is the percent of students meet-
ing a state-determined proficiency standard. Because of the many technical prob-
lems with such status-based indicators, interest has shifted to indicators related to 
student progress. Among the most popular are the so-called value-added models 
(VAM) that attempt to isolate the specific contributions that schools and teachers 
make to their students’ learning. Because neither students nor teachers are randomly 
allocated to schools (or to each other), this is a problem of causal inference (i.e., 
attribution of responsibility) from an observational study with a high degree of self- 
selection. The technical and policy issues were explicated in Braun (2005a, b) and 
in Braun and Wainer (2007). A comparison of the results of applying different 
VAMs to the same data was considered in Braun, Qu, and Trapani (2008).
6.4  Missing Data
The problem of missing data is ubiquitous in applied statistics. In a longitudinal 
study of student achievement, for example, data can be missing because the indi-
vidual was not present at the administration of a particular assessment. In other 
cases, relevant data may not have been recorded, recorded but lost, and so on. 
Obviously, the existence of missing data complicates both the computational and 
inferential aspects of analysis. Adjusting calculation routines to properly take 
account of missing values can be challenging. Simple methods, such as deleting 
cases with missing data or filling in the missing values with some sort of average, 
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can be wasteful, bias-inducing, or both. Standard inferences can also be suspect 
when there are missing values if they do not take account of how the data came to 
be missing. Thus, characterizing the process by which the missingness occurs is key 
to making credible inferences, as well as appropriate uses of the results. Despite the 
fact that ETS’s testing programs and other activities generate oceans of data, prob-
lems of missing data are common, and ETS researchers have made fundamental 
contributions to addressing these problems.
Both Lord (1955) and Gulliksen (1956) tackled specific estimation problems in 
the presence of missing data. This tradition was continued by Rubin (1974a, 1976b, 
c). In this last report, concerned with fitting regression models, he considered how 
patterns of missingness of different potential predictors, along with multiple corre-
lations, can be used to guide the selection of a prediction model. This line of research 
culminated in the celebrated paper by Dempster et al. (1977) that introduced, and 
elaborated on, the expectation-maximization (EM) algorithm for obtaining maxi-
mum likelihood estimates in the presence of missing data. The EM algorithm is an 
iterative estimation procedure that converges to the maximum likelihood estimate(s) 
of model parameters under broad conditions. Since that publication, the EM algo-
rithm has become the tool of choice for a wide range of problems, with many 
researchers developing further refinements and modifications over the years. An 
ETS contribution is due to M. von Davier and Sinharay (2007), in which they 
develop a stochastic EM algorithm that is applied to latent regression problems.
Of course, examples of applications of EM abound. One particular genre involves 
embedding a complete data problem (for which obtaining maximum likelihood esti-
mates is difficult or computationally intractable) in a larger missing data problem to 
which EM can be readily applied. Rubin and Szatrowski (1982) employed this strat-
egy to obtain estimates in the case of multivariate normal distributions with pat-
terned covariance matrices. Rubin and Thayer (1982) applied the EM algorithm to 
estimation problems in factor analysis. A more expository account of the EM algo-
rithm and its applications can be found in Little and Rubin (1983).
With respect to inference, Rubin (1973, 1976b) investigated the conditions under 
which estimation in the presence of missing data would yield unbiased parameter 
estimates. The concept of missing at random was defined and its implications inves-
tigated in both the frequentist and Bayesian traditions. Further work on ignorable 
nonresponse was conducted in the context of sample surveys (see the next 
section).
6.5  Complex Samples
The problem of missing data, usually termed nonresponse, is particularly acute in 
sample surveys and is the cause of much concern with respect to estimation bias—
both of the parameters of interest and their variances. Nonresponse can take many 
forms, from the complete absence of data to having missing values for certain vari-
ables (which may vary from individual to individual). Rubin (1978b) represents an 
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early contribution using a Bayesian approach to address a prediction problem in 
which all units had substantial background data recorded but more than a quarter 
had no data on the dependent variables of interest. The method yields a pseudo- 
confidence interval for the population average.
Subsequently, Rubin (1980b, c) developed the multiple imputations methodol-
ogy for dealing with nonresponse. This approach relies on generating posterior dis-
tributions for the missing values, based on prior knowledge (if available) and 
relevant auxiliary data (if available). Random draws from the posterior distribution 
are then used to obtain estimates of population quantities, as well as estimates of the 
component of error due to the added uncertainty contributed by the missing data. 
This work ultimately led to two publications that have had a great impact on the 
field (Rubin 1987; Rubin et al. 1983). Note that the multiple imputations methodol-
ogy, combined with latent regression, is central to the estimation strategy in NAEP 
(Beaton and Barone, Chap. 8, this volume).
A related missing data problem arises in NAEP as the result of differences among 
states in the proportions of sampled students, either with disabilities or who are 
English-language learners, who are exempted from sitting for the assessment. Since 
these differences can be quite substantial, McLaughlin (2000) pointed out that these 
gaps likely result in biased comparisons between states on NAEP achievement. The 
suggested solution was to obtain so-called full-population estimates based on model 
assumptions regarding the performance of the excluded students. Braun et al. (2010) 
attacked the problem by investigating whether the observed differences in exemp-
tion rates could be explained by relevant differences in the focal subpopulations. 
Concluding that was not the case, they devised a new approach to obtaining full- 
population estimates and developed an agenda to guide further research and policy. 
Since then, the National Assessment Governing Board has imposed stricter limits 
on exemption rates.
Of course, missing data is a perennial problem in all surveys. ETS has been 
involved in a number of international large-scale assessment surveys, including 
those sponsored by the Organization for Economic Cooperation and Development 
(e.g., Program for International Student Assessment—PISA, International Adult 
Literacy Survey  – IALS, Program for the International Assessment of Adult 
Competencies—PIAAC) and by the International Association for the Evaluation of 
Educational Achievement (e.g., Trends in International Mathematics and Science 
Study—TIMSS, Progress in International Reading Literacy Study—PIRLS). 
Different strategies for dealing with missing (or omitted) data have been advanced, 
especially for the cognitive items. An interesting and informative comparison of 
different approaches was presented by Rose et al. (2010). In particular, they com-




6.6  Data Displays
An important tool in the applied statistician’s kit is the use of graphical displays, a 
precept strongly promoted by Tukey in his work on exploratory data analysis. 
Plotting data in different ways can reveal patterns that are not evident in the usual 
summaries generated by standard statistical software. Moreover, good displays not 
only can suggest directions for model improvement, but also may uncover possible 
data errors.
No one at ETS took this advice more seriously than Wainer. An early effort in 
this direction can be found in Wainer and Thissen (1981). In subsequent years, he 
wrote a series of short articles in The American Statistician and Chance addressing 
both what to do—and what not to do—in displaying data. See, for example, Wainer 
(1984, 1993, 1996). During and subsequent to his tenure at ETS, Wainer also was 
successful in reaching a broader audience through his authorship of a number of 
well-received books on data display (1997, 2005, 2009).
6.7  Conclusion
This chapter is the result of an attempt to span the range of statistical research con-
ducted at ETS over nearly 70 years, with the proviso that much of that research is 
covered in other chapters sponsored by this initiative. In the absence of those chap-
ters, this one would have been much, much longer. To cite but one example, Holland 
and Thayer (1987, 2000) introduced a new approach to smoothing empirical score 
distributions based on employing a particular class of log-linear models. This inno-
vation was motivated by problems arising in equipercentile equating and led to 
methods that were much superior to the ones used previously—superior with respect 
to accuracy, quantification of uncertainty, and asymptotic consistency. This work is 
described in more detail in Dorans and Puhan (Chap. 4, this volume). In short, only 
a perusal of many other reports can fully reflect the body of statistical research at 
ETS.
From ETS’s founding, research has been a cornerstone of the organization. In 
particular, it has always offered a rich environment for statisticians and other quan-
titatively minded individuals. Its programs and activities generate enormous 
amounts of data that must be organized, described, and analyzed. Equally impor-
tant, the various uses proposed for the data often raise challenging issues in compu-
tational efficiency, methodology, causality, and even philosophy. To address these 
issues, ETS has been fortunate to attract and retain (at least for a time) many excep-
tional individuals, well-trained in statistics and allied disciplines, eager to apply 
their skills to a wide range of problems, and effective collaborators. That tradition 
continues with attendant benefits to both ETS and the research community at large.
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Chapter 7
Contributions to the Quantitative Assessment 
of Item, Test, and Score Fairness
Neil J. Dorans
ETS was founded in 1947 as a not-for-profit organization (Bennett, Chap. 1, this 
volume). Fairness concerns have been an issue at ETS almost since its inception. 
William Turnbull (1949, 1951a, b), who in 1970 became the second president of 
ETS, addressed the Canadian Psychological Association on socioeconomic status 
and predictive test scores. He made a cogent argument for rejecting the notion that 
differences in subgroup performance on a test means that a test score is biased. He 
also advocated the comparison of prediction equations as a means of assessing test 
fairness. His article was followed by a number of articles by ETS staff on the issue 
of differential prediction. By the 1980s, under the direction of its third president, 
Gregory Anrig, ETS established the industry standard for fairness assessment at the 
item level (Holland and Wainer 1993; Zieky 2011). This century, fairness analyses 
have begun to focus on relationships between tests that purport to measure the same 
thing in the same way across different subgroups (Dorans and Liu 2009; Liu and 
Dorans 2013).
In this chapter, I review quantitative fairness procedures that have been devel-
oped and modified by ETS staff over the past decades. While some reference is 
made to events external to ETS, the focus is on ETS, which has been a leader in 
fairness assessment. In the first section, Fair Prediction of a Criterion, I consider 
differential prediction and differential validity, procedures that examine whether 
test scores predict a criterion, such as performance in college, across different sub-
groups in a similar manner. The bulk of this review is in the second section, 
Differential Item Functioning (DIF), which focuses on item-level fairness, or 
This chapter was originally published in 2013 by Educational Testing Service as a research report 
in the ETS R&D Scientific and Policy Contributions Series. ETS staff continue to contribute to the 
literature on fairness. See Dorans and Cook (2016) for some examples.
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DIF. Then in the third section, Fair Linking of Test Scores, I consider research per-
taining to whether tests built to the same set of specifications produce scores that are 
related in the same way across different gender and ethnic groups. In the final sec-
tion, Limitations of Quantitative Fairness Assessment Procedures, limitations of 
these procedures are mentioned.
7.1  Fair Prediction of a Criterion
Turnbull (1951a) concluded his early ETS treatment of fairness with the following 
statement: “Fairness, like its amoral brother, validity, resides not in tests or test 
scores but in the relation to its uses” (p. 4–5).
While several ETS authors had addressed the relative lower performance of 
minority groups on tests of cognitive ability and its relationship to grades (e.g., 
Campbell 1964), Cleary (1968) conducted one of the first differential prediction 
studies. That study has been widely cited and critiqued. A few years after the Cleary 
article, the field was replete with differential validity studies, which focus on com-
paring correlation coefficients, and differential prediction studies, which focus on 
comparing regression functions, in large part because of interest engendered by the 
Supreme Court decision Griggs v. Duke Power Co. in 1971. This decision included 
the terms business necessity and adverse impact, both of which affected employ-
ment testing. Adverse impact is a substantially different rate of selection in hiring, 
promotion, transfer, training, or other employment-related decisions for any race, 
sex, or ethnic group. Business necessity can be used by an employer as a justifica-
tion for using a selection mechanism that appears to be neutral with respect to sex, 
race, national origin, or religious group even though it excludes members of one 
sex, race, national origin, or religious group at a substantially higher rate than mem-
bers of other groups. The employer must prove that the selection requirement hav-
ing the adverse impact is job related and consistent with business necessity. In other 
words, in addition to avoiding the use of race/ethnic/gender explicitly as part of the 
selection process, the selection instrument had to have demonstrated predictive 
validity for its use. Ideally, this validity would be the same for all subpopulations.
Linn (1972) considered the implications of the Griggs decision for test makers 
and users. A main implication was that there would be a need for empirical demon-
strations that test scores predict criterion performance, such as how well one does 
on the job. (In an educational context, test scores may be used with other informa-
tion to predict the criterion of average course grade). Reliability alone would not be 
an adequate justification for use of test scores. Linn also noted that for fair predic-
tion to hold, the prediction model must include all the appropriate variables in the 
model. Otherwise misspecification of the model can give the appearance of statisti-
cal bias. The prediction model should include all the predictors needed to predict Y, 
and the functional form used to combine the predictors should be the correct one. 
The reliabilities of the predictors also were noted to play a role. These limitations 
with differential validity and differential predictions studies were cogently 
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 summarized in four pages by Linn and Werts (1971). One of the quandaries faced 
by researchers that was not noted in this 1971 study is that some of the variables that 
contribute to prediction are variables over which a test taker has little control, such 
as gender, race, parent’s level of education and income, and even zip code. Use of 
variables such as zip code to predict grades in an attempt to eliminate differential 
prediction would be unfair.
Linn (1975) later noted that differential prediction analyses should be preferred 
to differential validity studies because differences in predictor or criterion variabil-
ity can produce differential validity even when the prediction model is fair. 
Differential prediction analyses examine whether the same prediction models hold 
across different groups. Fair prediction or selection requires invariance of prediction 
equations across groups,
 
R Y G R Y G R Y G g| , | , | ,X X X=( ) = =( ) =…= =( )1 2 ,  
where R is the symbol for the function used to predict Y, the criterion score, from X, 
the predictor. G is a variable indicating subgroup membership.
Petersen and Novick (1976) compared several models for assessing fair selec-
tion, including the regression model (Cleary 1968), the constant ratio model 
(Thorndike 1971), the conditional probability model (Cole 1973), and the constant 
probability model (Linn 1973) in the lead article in a special issue of the Journal of 
Educational Measurement dedicated to the topic of fair selection. They demon-
strated that the regression, or Cleary, model, which is a differential prediction 
model, was a preferred model from a logical perspective in that it was consistent 
with its converse (i.e., fair selection of applicants was consistent with fair rejection 
of applicants). In essence, the Cleary model examines whether the regression of the 
criterion onto the predictor space is invariant across subpopulations.
Linn (1976) in his discussion of the Petersen and Novick (1976) analyses noted 
that the quest to achieve fair prediction is hampered by the fact that the criterion in 
many studies may itself be unfairly measured. Even when the correct equation is 
correctly specified and the criterion is measured well in the full population, invari-
ance may not hold in subpopulations because of selection effects. Linn (1983) 
described how predictive bias may be an artifact of selection procedures. Linn used 
a simple case to illustrate his point. He posited that a single predictor X and linear 
model were needed to predict Y in the full population P. To paraphrase his argu-
ment, assume that a very large sample is drawn from P based on a selection variable 
U that might depend on X in a linear way. Errors in the prediction of Y from X and 
U from X are thus also linearly related because of their mutual dependence on X. 
Linn showed that the sample regression for the selected sample, R (Y|X, G) equals 
the regression in the full unselected population if the correlation between X and U 
is zero, or if errors in prediction of Y from X and U from X are uncorrelated.
Myers (1975) criticized the regression model because regression effects can pro-
duce differences in intercepts when two groups differ on X and Y and the predictor 
is unreliable, a point noted by Linn and Werts (1971). Myers argued for a linking or 
scaling model for assessing fairness. He noted that his approach made sense when 
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X and Y were measures of the same construct, but admitted that scaling test scores 
to grades or vice versa had issues. This brief report by Myers can be viewed as a 
remote harbinger of work on the population invariance of score linking functions 
done by Dorans and Holland (2000), Dorans (2004), Dorans and Liu (2009), and 
Liu and Dorans (2013).
As can be inferred from the studies above, in particular Linn and Werts (1971) 
and Linn (1975, 1983), there are many ways in which a differential prediction study 
can go awry, and even more ways that differential validity studies can be 
problematic.
7.2  Differential Item Functioning (DIF)
During the 1980s, the focus in the profession shifted to DIF studies. Although inter-
est in item bias studies began in the 1960s (Angoff 1993), it was not until the 1980s 
that interest in fair assessment at the item level became widespread. During the 
1980s, the measurement profession engaged in the development of item level mod-
els for a wide array of purposes. DIF procedures developed as part of that shift in 
attention from the score to the item.
Moving the focus of attention to prediction of item scores, which is what DIF is 
about, represented a major change from focusing primarily on fairness in a domain, 
where so many factors could spoil the validity effort, to a domain where analyses 
could be conducted in a relatively simple, less confounded way. While factors such 
as multidimensionality can complicate a DIF analysis, as described by Shealy and 
Stout (1993), they are negligible compared to the many influences that can under-
mine a differential prediction study, as described in Linn and Werts (1971). In a DIF 
analysis, the item is evaluated against something designed to measure a particular 
construct and something that the test producer controls, namely a test score.
Around 100 ETS research bulletins, memoranda, or reports have been produced 
on the topics of item fairness, DIF, or item bias. The vast majority of these studies 
were published in the late 1980s and early 1990s. The major emphases of these 
reports can be sorted into categories and are treated in subsections of this section: 
Differential Item Functioning Methods, Matching Variable Issues, Study Group 
Definitions, and Sample Size and Power Issues. The DIF methods section begins 
with some definitions followed by a review of procedures that were suggested 
before the term DIF was introduced. Most of the section then describes the follow-
ing procedures: Mantel-Haenszel (MH), standardization (STAND), item response 
theory (IRT), and SIBTEST.
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7.2.1  Differential Item Functioning (DIF) Methods
Two reviews of DIF methods were conducted by ETS staff: Dorans and Potenza 
(1994), which was shortened and published as Potenza and Dorans (1995), and 
Mapuranga et al. (2008), which then superseded Potenza and Dorans. In the last of 
these reviews, the criteria for classifying DIF methods were (a) definition of null 
DIF, (b) definition of the studied item score, (c) definition of the matching variable, 
and (d) the variable used to define groups.
Null DIF is the absence of DIF. One definition of null DIF, observed score null 
DIF, is that all individuals with the same score on a test of the shared construct 
measured by that item should have the same proportions answering the item cor-
rectly regardless of whether they are from the reference or focal group. The latent 
variable definition of null DIF can be used to compare the performance of focal and 
reference subgroups that are matched with respect to a latent variable. An observed 
difference in average item scores between two groups that may differ in their distri-
butions of scores on the matching variable is referred to as impact. With impact, we 
compare groups that may or may not be comparable with respect to the construct 
being measured by the item; using DIF, we compare item scores on groups that are 
comparable with respect to an estimate of their standing on that construct.
The studied item score refers to the scoring rule used for the items being studied 
for DIF.  Studied items are typically1 scored as correct/incorrect (i.e., binary) or 
scored using more than two response categories (i.e., polytomous). The matching 
variable is a variable used in the process of comparing the reference and focal 
groups (e.g., total test score or subscore) so that comparable groups are formed. In 
other words, matching is a way of establishing score equivalence between groups 
that are of interest in DIF analyses. The matching variable can either be an observed 
score or an estimate of the unobserved latent variable consistent with a specific 
model for item performance, and can be either a univariate or multivariate 
variable.
In most DIF analyses, a single focal group is compared to a single reference 
group where the subgroup-classification variable (gender, race, geographic location, 
etc.) is referred to as the grouping variable. This approach ignores potential interac-
tions between types of subgroups, (e.g., male/female and ethnic/racial). Although it 
might be better to analyze all grouping variables for DIF simultaneously (for statis-
tical and computational efficiency), most DIF methods compare only two groups at 
a time. While convention is often the reason for examining two groups at a time, 
small sample size sometimes makes it a necessity.
The remainder of this section describes briefly the methods that have been devel-
oped to assess what has become known as DIF. After reviewing some early work, I 
turn to the two methods that are still employed operationally here at ETS: the MH 
method and the STAND method. After briefly discussing IRT methods, I mention 
1 All options can be treated as nominally scored, which could be useful in cases where the focus is 
on differential functioning on options other than the key (distractors).
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the SIBTEST method. Methods that do not fit into any of these categories are 
addressed in what seems to be the most relevant subsection.
7.2.1.1  Early Developments: The Years Before Differential Item 
Functioning (DIF) Was Defined at ETS
While most of the focus in the 1960s and 1970s was on the differential prediction 
issue, several researchers turned their attention to item-level fairness issues. Angoff 
(1993) discussed several, but not all of these efforts. Cardall and Coffman (1964) 
and Cleary and Hilton (1966, 1968) defined item bias, the phrase that was com-
monly used before DIF was introduced, as an item-by-subgroup interaction. 
Analysis of variance was used by both studies of DIF. Identifying individual prob-
lem items was not the goal of either study.
Angoff and Sharon (1974) also employed an analysis of variance (ANOVA) 
method, but by then the transformed item difficulty (TID) or delta-plot method had 
been adopted for item bias research. Angoff (1972) introduced this approach, which 
was rooted in Thurstone’s absolute scaling model. This method had been employed 
by Tucker (1951) in a study of academic ability on vocabulary items and by 
Gulliksen (1964) in a cross-national study of occupation prestige. This method uses 
an inverse normal transformation to convert item proportion-correct values for two 
groups to normal deviates that are expect to form an ellipse. Items that deviate from 
the ellipse exhibit the item difficulty by group interaction that is indicative of what 
was called item bias. Angoff and Ford (1971, 1973) are the standard references for 
this approach.
The delta-plot method ignores differences in item discrimination. If items differ 
in their discriminatory power and the groups under study differ in terms of profi-
ciency, then items will exhibit item-by-group interactions even when there are no 
differences in item functioning. This point was noted by several scholars including 
Lord (1977) and affirmed by Angoff (1993). As a consequence, the delta-plot 
method is rarely used for DIF assessment, except in cases where small samples are 
involved.
Two procedures may be viewed as precursors of the eventual move to condition 
directly on total score that was adopted by the STAND (Dorans and Kulick 1983) 
and MH (Holland and Thayer 1988) DIF approaches. Stricker (1982) recommended 
a procedure that looks for DIF by examining the partial correlation between group 
membership and item score with the effect of total test score removed. Scheuneman 
(1979) proposed a test statistic that looked like a chi-square. This method was 
shown by Baker (1981) and others to be affected inappropriately by sample size and 
to possess no known sampling distribution.
The late 1980s and the early 1990s were the halcyon days of DIF research and 
development at ETS and in the profession. Fairness was of paramount concern, and 
practical DIF procedures were developed and implemented (Dorans and Holland 
1993; Zieky 1993). In October 1989, ETS and the Air Force Human Resources 
Laboratory sponsored a DIF conference that was held at ETS in October 1989. The 
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papers presented at that conference, along with a few additions, were collected in 
the volume edited by Holland and Wainer (1993), known informally as the DIF 
book. It contains some of the major work conducted in this early DIF era, including 
several chapters about MH and STAND. The chapter by Dorans and Holland (1993) 
is the source of much of the material in the next two sections, which describe the 
MH and STAND procedures in some detail because they have been used operation-
ally at ETS since that time. Dorans (1989) is another source that compares and 
contrasts these two DIF methods.
7.2.1.2  Mantel-Haenszel (MH): Original Implementation at ETS
In their seminal paper, Mantel and Haenszel (1959) introduced a new procedure for 
the study of matched groups. Holland and Thayer (1986, 1988) adapted the proce-
dure for use in assessing DIF. This adaptation, the MH method, is used at ETS as the 
primary DIF detection device. The basic data used by the MH method are in the 
form of M 2-by-2 contingency tables or one large three dimensional 2-by-2-by-M 
table, where M is the number of levels of the matching variable.
Under rights-scoring for the items in which responses are coded as either correct 
or incorrect (including omissions), proportions of rights and wrongs on each item in 
the target population can be arranged into a contingency table for each item being 
studied. There are two levels for group: the focal group (f) that is the focus of analy-
sis, and the reference group (r) that serves as a basis for comparison for the focal 
group. There are also two levels for item response: right (R) or wrong (W), and there 
are M score levels on the matching variable, (e.g., total score). Finally, the item 
being analyzed is referred to as the studied item. The 2 (groups)-by-2 (item scores)-
by-M (score levels) contingency table (see Table 7.1) for each item can be viewed 
in 2-by-2 slices.
The null DIF hypothesis for the MH method can be expressed as
 
H R W R W m M0 1: / / , , .rm rm fm fm[ ] =   ∀ = …  
In other words, the odds of getting the item correct at a given level of the match-
ing variable is the same in both the focal group and the reference group portions of 
the population, and this equality holds across all M levels of the matching 
variable.
Table 7.1 2-by-2-by-M contingency table for an item, viewed in a 2-by-2 Slice
Item score
Group Right Wrong Total
Focal group (f) Rfm Wfm Nfm
Reference group (r) Rrm Wrm Nrm
Total group (t) Rtm Wtm Ntm
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In their original work, Mantel and Haenszel (1959) developed a chi-square test 
of the null hypothesis against a particular alternative hypothesis known as the con-
stant odds ratio hypothesis,
 
H R W R W m Ma : / / , , , .rm fm fm and[ ] =  ∀ = … ≠α α1 1  
Note that when α = 1, the alternative hypothesis reduces to the null DIF hypothesis. 
The parameter α is called the common odds ratio in the M 2-by-2 tables because 
under Ha, the value of α is the odds ratio common for all m.
Holland and Thayer (1988) reported that the MH approach is the test possessing 
the most statistical power for detecting departures from the null DIF hypothesis that 
are consistent with the constant odds-ratio hypothesis.
Mantel and Haenszel (1959) also provided an estimate of the constant odds – 
ratio that ranges from 0 to ∞, for which a value of 1 can be taken to indicate null 
DIF. This odds-ratio metric is not particularly meaningful to test developers who are 
used to working with numbers on an item difficulty scale. In general, odds are con-
verted to ln[odds-ratio] because the latter is symmetric around zero and easier to 
interpret.
At ETS, test developers use item difficulty estimates in the delta metric, which 
has a mean of 13 and a standard deviation of 4. Large values of delta correspond to 
difficult items, while easy items have small values of delta. Holland and Thayer 
(1985) converted the estimate of the common odds ratio, αMH, into a difference in 
deltas via:
 MH DIF MHD − = − [ ]2 35. ln .α  
Note that positive values of MH D-DIF favor the focal group, while negative 
values favor the reference group. An expression for the standard error of for MH 
D-DIF was provided in Dorans and Holland (1993).
7.2.1.3  Subsequent Developments With the Mantel-Haenszel (MH) 
Approach
Subsequent to the operational implementation of the MH approach to DIF detection 
by ETS in the late 1980s (Zieky 1993, 2011), there was a substantial amount of DIF 
research conducted by ETS staff through the early 1990s. Some of this research was 
presented in Holland and Wainer (1993); other presentations appeared in journal 
articles and ETS Research Reports. This section contains a partial sampling of 
research conducted primarily on the MH approach.
Donoghue et al. (1993) varied six factors in an IRT-based simulation of DIF in an 
effort to better understand the properties of the MH and STAND (to be described in 
the next section) effect sizes and their standard errors. The six factors varied were 
level of the IRT discrimination parameter, the number of DIF items in the matching 
variable, the amount of DIF on the studied item, the difficulty of the studied item, 
N.J. Dorans
209
whether the studied item was included in the matching variable, and the number of 
items in the matching variable. Donoghue et al. found that both the MH and STAND 
methods had problems detecting IRT DIF in items with nonzero lower asymptotes. 
Their two major findings were the need to have enough items in the matching vari-
able to ensure reliable matching for either method, and the need to include the 
studied item in the matching variable in MH analysis. This study thus provided sup-
port for the analytical argument for inclusion of the studied item that had been made 
by Holland and Thayer (1986). As will be seen later, Zwick et al. (1993a), Zwick 
(1990), Lewis (1993), and Tan et al. (2010) also addressed the question of inclusion 
of the studied item.
Longford et  al. (1993) demonstrated how to use a random-effect or variance- 
component model to aggregate DIF results for groups of items. In particular they 
showed how to combine DIF estimates from several administrations to obtain vari-
ance components for administration differences for DIF within an item. In their 
examples, they demonstrated how to use their models to improve estimations within 
an administration, and how to combine evidence across items in randomized DIF 
studies. Subsequently, ETS researchers have employed Bayesian methods with the 
goal of pooling data across administrations to yield more stable DIF estimates 
within an administration. These approaches are discussed in the section on sample 
size and power issues.
Allen and Holland (1993) used a missing data framework to address the missing 
data problem in DIF analyses where “no response” to the self-reported group iden-
tification question is large, a common problem in applied settings. They showed 
how MH and STAND statistics can be affected by different assumptions about 
nonresponses.
Zwick and her colleagues examined DIF in the context of computer adaptive 
testing (CAT) in which tests are tailored to the individual test taker on the basis of 
his or her response to previous items. Zwick et al. (1993b) described in great detail 
a simulation study in which they examined the performance of MH and STAND 
procedures that had been modified for use with data collected adaptively. The modi-
fication to the DIF procedures involved replacing the standard number-right match-
ing variable with a matching variable based on IRT, which was obtained by 
converting a maximum likelihood estimate of ability to an expected number-right 
true score on all items in the reference pool. Examinees whose expected true scores 
fell in the same one-unit intervals were considered to be matched. They found that 
DIF statistics computed in this way for CAT were similar to those obtained with the 
traditional matching variable of performance on the total test. In addition they found 
that pretest DIF statistics were generally well behaved, but the MH DIF statistics 
tended to have larger standard errors for the pretest items than for the CAT items.
Zwick et al. (1994) addressed the effect of using alternative matching methods 
for pretest items. Using a more elegant matching procedure did not lead to a reduc-
tion of the MH standard errors and produced DIF measures that were nearly identi-
cal to those from the earlier study. Further investigation showed that the MH 
standard errors tended to be larger when items were administered to examinees with 
a wide ability range, whereas the opposite was true of the standard errors of the 
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STAND DIF statistic. As reported in Zwick (1994), there may be a theoretical 
explanation for this phenomenon.
CAT can be thought of as a very complex form of item sampling. The sampling 
procedure used by the National Assessment of Educational Progress (NAEP) is 
another form of complex sampling. Allen and Donoghue (1996) used a simulation 
study to examine the effect of complex sampling of items on the measurement of 
DIF using the MH DIF procedure. Data were generated using a three-parameter 
logistic (3PL) IRT model according to the balanced incomplete block design. The 
length of each block of items and the number of DIF items in the matching variable 
were varied, as was the difficulty, discrimination, and presence of DIF in the studied 
item. Block, booklet, pooled booklet, and other approaches to matching on more 
than the block, were compared to a complete data analysis using the transformed 
log-odds on the delta scale. The pooled booklet approach was recommended for use 
when items are selected for examinees according to a balanced incomplete block 
(BIB) data collection design.
Zwick et al. (1993a) noted that some forms of performance assessment may in 
fact be more likely to tap construct-irrelevant factors than multiple-choice items are. 
The assessment of DIF can be used to investigate the effect on subpopulations of the 
introduction of performance tasks. Two extensions of the MH procedure were 
explored: the test of conditional association proposed by Mantel (1963) and the 
generalized statistic proposed by Mantel and Haenszel (1959). Simulation results 
showed that, for both inferential procedures, the studied item should be included in 
the matching variable, as in the dichotomous case. Descriptive statistics that index 
the magnitude of DIF, including that proposed by Dorans and Schmitt (1991; 
described below) were also investigated.
7.2.1.4  Standardization (STAND)
Dorans (1982) reviewed item bias studies that had been conducted on data from the 
SAT® exam in the late 1970s, and concluded that these studies were flawed because 
either DIF was confounded with lack of model fit or it was contaminated by impact 
as a result of fat matching, the practice of grouping scores into broad categories of 
roughly comparable ability. A new method was needed. Dorans and Kulick (1983, 
1986) developed the STAND approach after consultation with Holland. The formu-
las in the following section can be found in these articles and in Dorans and Holland 
(1993) and Dorans and Kulick (2006).
Standardization’s (STAND’s) Definition of Differential Item Functioning (DIF)
An item exhibits DIF when the expected performance on an item differs for matched 
examinees from different groups. Expected performance can be estimated by non-




The first step in the STAND analysis is to use all available item response data in 
the target population of interest to estimate nonparametric item-test regressions in 
the reference group and in the focal group. Let Ef(Y| X) define the empirical item-test 
regression for the focal group f, and let Er(Y| X) define the empirical item-test regres-
sion for the reference group r, where Y is the item-score variable and X is the match-
ing variable. For STAND, the definition of null-DIF conditions on an observed 
score is Er(Y| X) = Er(Y| X) Plots of difference in empirical item-test regressions, 
focal minus reference, provide visual descriptions of DIF in fine detail for binary as 
well as polytomously scored items. For illustrations of nonparametric item-test 
regressions and differences for an actual SAT item that exhibits considerable DIF, 
see Dorans and Kulick (1986).
Standardization’s (STAND’s) Primary Differential Item Functioning (DIF) 
Index
While plots described DIF directly, there was a need for some numerical index that 
targets suspect items for close scrutiny while allowing acceptable items to pass 
swiftly through the screening process. For each score level, the focal group supplies 
specific weights that are used for each individual Dm before accumulating the 
weighted differences across score levels to arrive at a summary item-discrepancy 
index, STD − EISDIF, which is defined as:
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 is the weighting factor at score level Xm supplied by the focal 
group to weight differences in expected item performance observed in the focal 
group Ef(Y| X) and expected item performance observed in the reference group 
Er(Y| X).
In contrast to impact, in which each group has its relative frequency serve as a 
weight at each score level, STAND uses a standard or common weight on both 







. The use of the same weight on both 
Ef(Y| X) and Er(Y| X) is the essence of the STAND approach. Use of Nfm means that 
STD − EISDIF equals the difference between the observed performance of the focal 
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group on the item and the predicted performance of selected reference group mem-
bers who are matched in ability to the focal group members. This difference can be 
derived very simply; see Dorans and Holland (1993).
Extensions to Standardization (STAND)
The generalization of the STAND methodology to all response options including 
omission and not reached is straightforward and is known as standardized distractor 
analysis (Dorans and Schmitt 1993; Dorans et al. 1988, 1992). It is as simple as 
replacing the keyed response with the option of interest in all calculations. For 
example, a standardized response-rate analysis on Option A would entail computing 
the proportions choosing A in both the focal and reference groups. The next step is 
to compute differences between these proportions at each score level. Then these 
individual score-level differences are summarized across score levels by applying 
some standardized weighting function to these differences to obtain STD − DIF(A), 
the standardized difference in response rates to Option A. In a similar fashion one 
can compute standardized differences in response rates for Options B, C, D, and E, 
and for nonresponses as well. This procedure is used routinely at ETS.
Application of the STAND methodology to counts of examinees at each level of 
the matching variable who did not reach the item results in a standardized not- 
reached difference. For items at the end of a separately timed section of a test, these 
standardized differences provide measurement of the differential speededness of a 
test. Differential speededness refers to the existence of differential response rates 
between focal group members and matched reference group members to items 
appearing at the end of a section. Schmitt et  al. (1993) reported that excluding 
examinees who do not reach an item from the calculation of the DIF statistic for that 
item partially compensates for the effects of item location on the DIF estimate.
Dorans and Schmitt (1991) proposed an extended version of STAND for ordered 
polytomous data. This extension has been used operationally with NAEP data since 
the early 1990s. This approach, called standardized mean difference (SMD) by 
Zwick et al. (1993a), provides an average DIF value for describing DIF on items 
with ordered categories. At each matching score level, there exist distributions of 
ordered item scores, I, for both the focal group (e.g., females) and the reference 
group (e.g., males). The expected item scores for each group at each matching score 
level can be computed by using the frequencies to obtain a weighted average of the 
score levels. The difference between these expected items scores for the focal and 
reference groups, STD − EISDIF, is the DIF statistic. Zwick and Thayer (1996) pro-
vide standard errors for SMD (or STD − EISDIF).
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7.2.1.5  Item Response Theory (IRT)
DIF procedures differ with respect to whether the matching variable is explicitly an 
observed score (Dorans and Holland 1993) or implicitly a latent variable (Thissen 
et al. 1993). Observed score DIF and DIF procedures based on latent variables do 
not measure the same thing, and both are not likely to measure what they strive to 
measure, which is DIF with respect to the construct that the item purports to mea-
sure. The observed score procedures condition on an observed score, typically the 
score reported to a test taker, which contains measurement error and clearly differs 
from a pure measure of the construct of interest, especially for test scores of inade-
quate reliability. The latent variable approaches in essence condition on an unob-
servable that the test is purportedly measuring. As such they employ what Meredith 
and Millsap (1992) would call a measurement invariance definition of null DIF, 
while methods like MH and STAND employ a prediction invariance definition, 
which may be viewed as inferior to measurement invariance from a theoretical per-
spective. On the other hand, procedures that purport to assess measurement invari-
ance employ a set of assumptions; in essence they are assessing measurement 
invariance under the constraint that the model they assume to be true is in fact true.
The observed score methods deal with the fact that an unobservable is unknow-
able by replacing the null hypothesis of measurement invariance (i.e., the items 
measure the construct of interest in the same way in the focal and reference groups 
with a prediction invariance assumption and use the data directly to assess whether 
expected item score is a function of observed total score in the same way across 
groups). The latent variable approaches retain the measurement invariance hypoth-
esis and use the data to estimate and compare functional forms of the measurement 
model relating item score to a latent variable in the focal and reference groups. The 
assumptions embodied in these functional forms may or may not be correct, how-
ever, and model misfit might be misconstrued as a violation of measurement invari-
ance, as noted by Dorans and Kulick (1983). For example applying the Rasch (1960) 
model to data fit by the two-parameter logistic (2PL) model would flag items with 
lower IRT slopes as having DIF favoring the lower scoring group, while items with 
higher slopes would favor the higher scoring group.
Lord (1977, 1980) described early efforts to assess DIF from a latent trait vari-
able perspective. Lord recommended a statistical significance test on the joint dif-
ference between the IRT difficulty and discrimination parameters between the two 
groups under consideration. Thissen et al. (1993) discussed Lord’s procedure and 
described the properties of four other procedures that used IRT. All these methods 
used statistical significance testing. They also demonstrated how the IRT methods 
can be used to assess differential distractor functioning. Thissen et al. remains a 
very informative introduction and review of IRT methods circa 1990.
Pashley (1992) suggested a method for producing simultaneous confidence 
bands for the difference between item response curves. After these bands have been 
plotted, the size and regions of DIF can be easily identified. Wainer (1993) provided 
an IRT-based effect size of amount of DIF that is based on the STAND weighting 
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system that allows one to weight difference in the item response functions (IRF) in 
a manner that is proportional to the density of the ability distribution.
Zwick et  al. (1994) and Zwick et  al. (1995) applied the Rasch model to data 
simulated according to the 3PL model. They found that the DIF statistics based on 
the Rasch model were highly correlated with the DIF values associated with the 
generated data, but that they tended to be smaller in magnitude. Hence the Rasch 
model did not detect DIF as well, which was attributed to degradation in the accu-
racy of matching. Expected true scores from the Rasch-based computer-adaptive 
test tended to be biased downward, particularly for lower-ability examinees. If the 
Rasch model had been used to generate the data, different results would probably 
have been obtained.
Wainer et al. (1991) developed a procedure for examining DIF in collections of 
related items, such as those associated with a reading passage. They called this DIF 
for a set of items a testlet DIF. This methodology paralleled the IRT-based likeli-
hood procedures mentioned by Thissen et al. (1993).
Zwick (1989, 1990) demonstrated that the null definition of DIF for the MH 
procedure (and hence STAND and other procedures employing observed scores as 
matching variables) and the null hypothesis based on IRT are different because the 
latter compares item response curves, which in essence condition on unobserved 
ability. She also demonstrated that the item being studied for DIF should be included 
in the matching variable if MH is being used to identify IRT DIF.
7.2.1.6  SIBTEST
Shealy and Stout (1993) introduced a general model-based approach to assessing 
DIF and other forms of differential functioning. They cited the STAND approach as 
a progenitor. From a theoretical perspective, SIBTEST is elegant. It sets DIF within 
a general multidimensional model of item and test performance. Unlike most IRT 
approaches, which posit a specific form for the item response model (e.g., a 2PL 
model), SIBTEST does not specify a particular functional form. In this sense it is a 
nonparametric IRT model, in principle, in which the null definition of STAND 
involving regressions onto observed scores is replaced by one involving regression 
onto true scores,
 
ε εf x r xY T Y T| |( ) = ( ),  
where Tx represents a true score forX. As such, SIBTEST employs a measurement 
invariance definition of null DIF, while STAND employs a prediction invariance 
definition (Meredith and Millsap 1992).
Chang et al. (1995, 1996) extended SIBTEST to handle polytomous items. Two 
simulation studies compared the modified SIBTEST procedure with the generalized 
Mantel (1963) and SMD or STAND procedures. The first study compared the pro-
cedures under conditions in which the generalized Mantel and SMD procedures had 
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been shown to perform well (Zwick et al. 1993a. Results of Study 1 suggested that 
SIBTEST performed reasonably well, but that the generalized Mantel and SMD 
procedures performed slightly better. The second study used data simulated under 
conditions in which observed-score DIF methods for dichotomous items had not 
performed well (i.e., a short nonrepresentative matching test). The results of Study 
2 indicated that, under these conditions, the modified SIBTEST procedure provided 
better control of impact-induced Type I error inflation with respect to detecting DIF 
(as defined by SIBTEST) than the other procedures.
Zwick et al. (1997b) evaluated statistical procedures for assessing DIF in polyto-
mous items. Three descriptive statistics – the SMD (Dorans and Schmitt 1991) and 
two procedures based on SIBTEST (Shealy and Stout 1993) were considered, along 
with five inferential procedures: two based on SMD, two based on SIBTEST, and 
one based on the Mantel (1963) method. The DIF procedures were evaluated 
through applications to simulated data, as well as to empirical data from ETS tests. 
The simulation included conditions in which the two groups of examinees had the 
same ability distribution and conditions in which the group means differed by one 
standard deviation. When the two groups had the same distribution, the descriptive 
index that performed best was the SMD. When the two groups had different distri-
butions, a modified form of the SIBTEST DIF effect-size measure tended to per-
form best. The five inferential procedures performed almost indistinguishably when 
the two groups had identical distributions. When the two groups had different distri-
butions and the studied item was highly discriminating, the SIBTEST procedures 
showed much better Type I error control than did the SMD and Mantel methods, 
particularly with short tests. The power ranking of the five procedures was inconsis-
tent; it depended on the direction of DIF and other factors. The definition of DIF 
employed was the IRT definition, measurement invariance, not the observed score 
definition, prediction invariance.
Dorans (2011) summarized differences between SIBTEST and its progenitor, 
STAND. STAND uses observed scores to assess whether the item-test regressions 
are the same across focal and reference groups. On its surface, the SIBTEST DIF 
method appears to be more aligned with measurement models. This method assumes 
that examinee group differences influence DIF or test form difficulty differences 
more than can be observed in unreliable test scores. SIBTEST adjusts the observed 
data toward what is suggested to be appropriate by the measurement model. The 
degree to which this adjustment occurs depends on the extent that these data are 
unreliable. To compensate for unreliable data on the individual, SIBTEST regresses 
observed performance on the test to what would be expected for the focal or refer-
ence group on the basis of the ample data that show that race and gender are related 
to item performance. SIBTEST treats true score estimation as a prediction problem, 
introducing bias to reduce mean squared error. In essence, the SIBTEST method 
uses subgroup-specific true score estimates as a surrogate for the true score that is 
defined in the classical test theory model. If SIBTEST regressed all test takers to the 
same mean it would not differ from STAND.
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7.2.2  Matching Variable Issues
Dorans and Holland (1993) laid out an informal research agenda with respect to 
observed score DIF. The matching variable was one area that merited investigation. 
Inclusion of the studied item in the matching variable and refinement or purification 
of the criterion were mentioned. Dimensionality and DIF was, and remains, an 
important factor; DIF procedures presume that all items measure the same construct 
in the same way across all groups.
Donoghue and Allen (1993) examined two strategies for forming the matching 
variable for the MH DIF procedure; “thin” matching on total test score was com-
pared to forms of “thick” matching, pooling levels of the matching variable. Data 
were generated using a 3PL IRT model with a common guessing parameter. Number 
of subjects and test length were manipulated, as were the difficulty, discrimination, 
and presence/absence of DIF in the studied item. For short tests (five or ten items), 
thin matching yielded very poor results, with a tendency to falsely identify items as 
possessing DIF against the reference group. The best methods of thick matching 
yielded outcome measure values closer to the expected value for non-DIF items and 
a larger value than thin matching when the studied item possessed DIF. Intermediate-
length tests yielded similar results for thin matching and the best methods of thick 
matching.
The issue of whether or not to include the studied item in the matching variable 
was investigated by many researchers from the late 1980s to early 1990s. Holland 
and Thayer (1988) demonstrated mathematically that when the data were consistent 
with the Rasch model, it was necessary to include the studied item in a purified 
rights-scored matching criterion in order to avoid biased estimates of DIF (of the 
measurement invariance type) for that studied item. Inclusion of the studied item 
removes the dependence of the item response on group differences in ability distri-
butions. Zwick (1990) and Lewis (1993) developed this idea further to illustrate the 
applicability of this finding to more general item response models. Both authors 
proved mathematically that the benefit in bias correction associated with including 
the studied item in the matching criterion held true for the binomial model, and they 
claimed that the advantage of including the studied item in the matching criterion 
would not be evident for any IRT model more complex than the Rasch model.
Donoghue et al. (1993) evaluated the effect of including/excluding the studied 
item under the 3PL IRT model. In their simulation, they fixed the discrimination 
parameters for all items in a simulated test in each studied condition and fixed the 
guessing parameter for all conditions, but varied the difficulty (b) parameters for 
different items for each studied condition. Although the 3PL model was used to 
simulate data, only the b-parameter was allowed to vary. On the basis of their study, 
they recommended including the studied item in the matching variable when the 
MH procedure is used for DIF detection. They also recommended that short tests 
not be used for matching variables.
Zwick et al. (1993a) extended the scope of their DIF research to performance 
tasks. In their study, multiple-choice (MC) items and performance tasks were 
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 simulated using the 3PL model and the partial-credit model, respectively. The MC 
items were simulated to be free of DIF and were used as the matching criterion. The 
performance tasks were simulated to be the studied items with or without DIF. They 
found that the item should be included in the matching criterion.
Zwick (1990) analytically examined item inclusion for models more complex 
than the Rasch. Her findings apply to monotone IRFs with local independence for 
the case where the IRFs on the matching items were assumed identical for the two 
groups. If the studied item is excluded from the matching variable, the MH null 
hypothesis will not hold in general even if the two groups had the same IRF for the 
studied item. It is assured to hold only if the groups have the same ability distribu-
tion. If the ability distributions are ordered, the MH will show DIF favoring the 
higher group (generalization of Holland and Thayer’s [1988] Rasch model find-
ings). Even if the studied item is included, the MH null hypothesis will not hold in 
general. It is assured to hold only if the groups have the same ability distribution or 
if the Rasch model holds. Except in these special situations, the MH can produce a 
conclusion of DIF favoring either the focal or reference group.
Tan et al. (2010) studied the impact of including/excluding the studied item in 
the matching variable on bias in DIF estimates under conditions where the assump-
tions of the Rasch model were violated. Their simulation study varied different 
magnitudes of DIF and different group ability distributions, generating data from a 
2PL IRT model and a multidimensional IRT model. Results from the study showed 
that including the studied item leads to less biased DIF estimates and more appro-
priate Type I error rate, especially when group ability distributions are different. 
Systematic biased estimates in favor of the high ability group were consistently 
found across all simulated conditions when the studied item was excluded from the 
matching criterion.
Zwick and Ercikan (1989) used bivariate matching to examine DIF on the NAEP 
history assessment, conditioning on number-right score and historical period stud-
ied. Contrary to expectation, the additional conditioning did not lead to a reduction 
in the number of DIF items.
Pomplun et al. (1992) evaluated the use of bivariate matching to study DIF with 
formula-scored tests, where item inclusion cannot be implemented in a straightfor-
ward fashion. Using SAT Verbal data with large and small samples, both male- 
female and black-white group comparisons were investigated. MH D-DIF values 
and DIF category classifications based on bivariate matching on rights score and 
nonresponse were compared with MH D-DIF values and categories based on rights- 
scored and formula-scored matching criteria. When samples were large, MH D-DIF 
values based on the bivariate matching criterion were ordered very similarly to MH 
D-DIF values based on the other criteria. However, with small samples the MH 
D-DIF values based on the bivariate matching criterion displayed only moderate 
correlations with MH D-DIF values from the other criteria.
7 Contributions to the Quantitative Assessment of Item, Test, and Score Fairness
218
7.2.3  Study Group Definition
Another area mentioned by Dorans and Holland (1993) was the definition of the 
focal and reference groups. Research has continued in this area as well.
Allen and Wainer (1989) noted that the accuracy of procedures that are used to 
compare the performance of different groups of examinees on test items obviously 
depends upon the correct classification of members in each examinee group. They 
argued that because the number of nonrespondents to questions of ethnicity is often 
of the same order of magnitude as the number of identified members of most minor-
ity groups, it is important to understand the effect of nonresponse on DIF results. 
They examined the effect of nonresponse to questions of ethnic identity on the mea-
surement of DIF for SAT Verbal items using the MH procedure. They demonstrated 
that efforts to obtain more complete ethnic identifications from the examinees would 
lead to more accurate DIF analyses.
DIF analyses are performed on target populations. One of the requirements for 
inclusion in the analysis sample is that the test taker has sufficient skill in the lan-
guage of the test. Sinharay (2009b) examined how an increase in the proportion of 
examinees who report that English is not their first language would affect DIF 
results if they were included in the DIF analysis sample of a large-scale assessment. 
The results varied by group. In some combinations of focal/reference groups, the 
magnitude of DIF was not appreciably affected by whether DIF was performed on 
examinees whose first language was not English. In other groups, first language 
status mattered. The results varied by type of test as well. In addition, the magnitude 
of DIF for some items was substantially affected by whether the DIF was performed 
on examinees whose first language was not English.
Dorans and Holland (1993) pointed out that in traditional one-way DIF analysis, 
deleting items due to DIF can have unintended consequences on the focal group. 
DIF analysis performed on gender and on ethnicity/race alone ignores the potential 
interactions between the two main effects. Additionally, Dorans and Holland sug-
gested applying a “melting-pot” DIF method wherein the total group would func-
tion as the reference group and each gender-by-ethnic subgroup would serve 
sequentially as a focal group. Zhang et  al. (2005) proposed a variation on the 
melting- pot approach called DIF dissection. They adapted the STAND methodol-
ogy so that the reference group was defined to be the total group, while each of the 
subgroups independently acted as a focal group. They argued that using a combina-
tion of all groups as the reference group and each combination of gender and ethnic-
ity as a focal group produces more accurate, though potentially less stable, findings 
than using a simple majority group approach. As they hypothesized, the deletion of 
a sizable DIF item had its greatest effect on the mean score of the focal group that 
had the most negative DIF according to the DIF dissection method. In addition, the 
study also found that the DIF values obtained by the DIF procedure reliably pre-
dicted changes in scaled scores after item deletion.
N.J. Dorans
219
7.2.4  Sample Size and Power Issues
From its inaugural use as an operational procedure, DIF has had to grapple with 
sample size considerations (Zieky 1993). The conflict between performing as many 
DIF analyses as possible and limiting the analysis to those cases where there is suf-
ficient power to detect DIF remains as salient as ever.
Lyu et al. (1995) developed a smoothed version of STAND, which merged kernel 
smoothing with the traditional STAND DIF approach, to examine DIF for student 
produced response (SPR) items on the SAT I Math at both the item and testlet levels. 
Results from the smoothed item-level DIF analysis showed that regular multiple- 
choice items have more variability in DIF values than SPRs.
Bayesian methods are often resorted to when small sample sizes limit the poten-
tial power of a statistical procedure. Bayesian statistical methods can incorporate, in 
the form of a prior distribution, existing information on the inference problem at 
hand, leading to improved estimation, especially for small samples for which the 
posterior distribution is sensitive to the choice of prior distribution. Zwick et  al. 
(1997a, 1999) developed an empirical Bayes (EB) enhancement to MH DIF analy-
sis in which they assumed that the MH statistics were normally distributed and that 
the prior distribution of underlying DIF parameters was also normal. They used the 
posterior distribution of DIF parameters to make inferences about the item’s true 
DIF status and the posterior predictive distribution to predict the item’s future 
observed status. DIF status was expressed in terms of the probabilities associated 
with each of the five DIF levels defined by the ETS classification system (Zieky 
1993). The EB method yielded more stable DIF estimates than did conventional 
methods, especially in small samples. The EB approach also conveyed information 
about DIF stability in a more useful way by representing the state of knowledge 
about an item’s DIF status as probabilistic.
Zwick et al. (2000) investigated a DIF flagging method based on loss functions. 
The approach built on their earlier research that involved the development of an EB 
enhancement to MH DIF analysis. The posterior distribution of DIF parameters was 
estimated and used to obtain the posterior expected loss for the proposed approach 
and for competing classification rules. Under reasonable assumptions about the 
relative seriousness of Type I and Type II errors, the loss-function-based DIF detec-
tion rule was found to perform better than the commonly used ETS DIF classifica-
tion system, especially in small samples.
Zwick and Thayer (2002) used a simulation to investigate the applicability to 
computerized adaptive test data of an EB DIF analysis method developed by (Zwick 
et al. 1997a, 1999) and showed that the performance of the EB DIF approach to be 
quite promising, even in extremely small samples. When combined with a loss- 
function- based decision rule, the EB method is better at detecting DIF than conven-
tional approaches, but it has a higher Type I error rate.
The EB method estimates the prior mean and variance from the current data and 
uses the same prior information for all the items. For most operational tests, how-
ever, a large volume of past data is available, and for any item appearing in a current 
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test, a number of similar items are often found to have appeared in past operational 
administrations of the test. Conceptually, it should be possible to incorporate that 
past information into a prior distribution in a Bayesian DIF analysis. Sinharay 
(2009a) developed a full Bayesian (FB) DIF estimation method that used this type 
of past information. The FB Bayesian DIF analysis method was shown to be an 
improvement over existing methods in a simulation study.
Zwick et al. (2000) proposed a Bayesian updating (BU) method that may avert 
the shrinkage associated with the EB and FB approaches. Zwick et al. (2012) imple-
mented the BU approach and compared it to the EB and FB approaches in both 
simulated and empirical data. They maintained that the BU approach was a natural 
way to accumulate all known DIF information about an item while mitigating the 
tendency to shrink DIF toward zero that characterized the EB and FB approaches.
Smoothing is another alternative used for dealing with small sample sizes. Yu 
et al. (2008) applied smoothing techniques to frequency distributions and investi-
gated the impact of smoothed data on MH DIF detection in small samples. Eight 
sample-size combinations were randomly drawn from a real data set were replicated 
80 times to produce stable results. Loglinear smoothing was found to provide slight- 
to- moderate improvements in MH DIF estimation with small samples.
Puhan, Moses, Yu, and Dorans (Puhan et al. 2007, 2009) examined the extent to 
which loglinear smoothing could improve the accuracy of SIBTEST DIF estimates 
in small samples of examinees. Examinee responses from a certification test were 
used. Separate DIF estimates for seven small-sample-size conditions were obtained 
using unsmoothed and smoothed score distributions. Results indicated that for most 
studied items smoothing the raw score distributions reduced random error and bias 
of the DIF estimates, especially in the small-sample-size conditions.
7.3  Fair Linking of Test Scores
Scores on different forms or editions of a test that are supposed to be used inter-
changeably should be related to each other in the same way across different sub-
populations. Score equity assessment (SEA) uses subpopulation invariance of 
linking functions across important subpopulations to assess the degree of inter-
changeability of scores.
Test score equating is a statistical process that produces scores considered com-
parable enough across test forms to be used interchangeably. Five requirements are 
often regarded as basic to all test equating (Dorans and Holland 2000). One of the 
most basic requirements of score equating is that equating functions should be sub-
population invariant (Dorans and Holland 2000; Holland and Dorans 2006). That is, 
they should not be influenced by the subpopulation of examinees on which they are 
computed. The same construct and equal reliability requirements are prerequisites 
for subpopulation invariance. One way to demonstrate that two test forms are not 
equatable is to show that the equating functions used to link their scores are not 
invariant across different subpopulations of examinees. Lack of invariance in a 
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 linking function indicates that the differential difficulty of the two test forms is not 
consistent across different groups. The invariance can hold if the relative difficulty 
changes as a function of score level in the same way across subpopulations. If, how-
ever, the relative difficulty of the two test forms interacts with group membership or 
an interaction among score level, difficulty, and group is present, then invariance 
does not hold. SEA uses the subpopulation invariance of linking functions across 
important subgroups (e.g., gender groups and other groups, sample sizes permit-
ting) to assess the degree of score exchangeability.
In an early study, Angoff and Cowell (1985, 1986) examined the invariance of 
equating scores on alternate forms of the GRE® quantitative test for various popula-
tions, including gender, race, major, and ability. Angoff and Cowell conducted 
equatings for each of the populations and compared the resulting conversions to 
each other and to differences that would be expected given the standard errors of 
equating. Differences in the equatings were found to be within that expected given 
sampling error. Angoff and Cowell concluded that population invariance was 
supported.
Dorans and Holland (2000) included several examples of linkings that are invari-
ant (e.g., SAT Mathematics to SAT Mathematics and SAT Verbal to SAT Verbal, and 
SAT Mathematics to ACT Mathematics) as well as ones that are not (e.g., verbal to 
mathematics, and linkings between non-math ACT subscores and SAT Verbal). 
Equatability indexes are used to quantify the degree to which linkings are subpopu-
lation invariant.
Since 2000, several evaluations of population invariance have been performed. 
Yang (2004) examined whether the linking functions that relate multiple-choice 
scores to composite scores based on weighted sums of multiple choice and con-
structed response scores for selected Advanced Placement® (AP®) exams remain 
invariant over subgroups by geographical region. The study focused on two ques-
tions: (a) how invariant were cut-scores across regions and (b) whether the small 
sample size for some regional groups presented particular problems for assessing 
linking invariance. In addition to using the subpopulation invariance indexes to 
evaluate linking functions, Yang also evaluated the invariance of the composite 
score thresholds for determining final AP grades. Dorans (2004) used the popula-
tion sensitivity of linking functions to assess score equity for two AP exams.
Dorans et al. (2008) used population sensitivity indexes with SAT data to evalu-
ate how consistent linear equating results were across males and females. Von 
Davier and Wilson (2008) examined the population invariance of IRT equating for 
an AP exam. Yang and Gao (2008) looked at invariance of linking computer- 
administered CLEP® data across gender groups.
SEA has also been used as a tool to evaluate score interchangeability when a test 
is revised (Liu and Dorans 2013). Liu et al. (2006) and Liu and Walker (2007) used 
SEA tools to examine the invariance of linkages across the old and new versions of 
the SAT using data from a major field trail conducted in 2003. This check was fol-
lowed by SEA analyses conducted on operational data (see studies cited in Dorans 
and Liu 2009).
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All these examples, as well as others such as Dorans et al. (2003), are illustra-
tions of using SEA to assess the fairness of a test score by examining the degree to 
which the linkage between scores is invariant across subpopulations. In some of 
these illustrations, such as one form of SAT Mathematics with another form of SAT 
Mathematics, the expectation of score interchangeability was very high since alter-
nate forms of this test are designed to be parallel in both content and difficulty. 
There are cases, however, where invariance was expected but did not hold. Cook 
et  al. (1988), for example, found that the linking function between two biology 
exams depended on whether the equating was with students in a December admin-
istration, where most of the examinees were seniors who had not taken a biology 
course for some time, versus a June administration, where most of the examinees 
had just completed a biology course. This case, which has become an exemplar of 
lack of invariance where invariance would be expected, is discussed in detail by 
Cook (2007) and Peterson (2007). Invariance cannot be presumed to occur simply 
because tests are built to the same blueprint. The nature of the population can be 
critical, especially when diverse subpopulations are involved. For most testing pro-
grams, analysis that focuses on the invariance of equating functions should be con-
ducted to confirm the fairness of the assembly process.
7.4  Limitations of Quantitative Fairness Assessment 
Procedures
First, not all fairness considerations can be reduced to quantitative evaluation. 
Because this review was limited to quantitative fairness procedures, it was limited 
in scope. With this important caveat in mind, this section will discuss limitations 
with the classes of procedures that have been examined.
Fair prediction is difficult to achieve. Differential prediction studies are difficult 
to complete effectively because there are so many threats to the subpopulation 
invariance of regression equations. Achieving subpopulation invariance of regres-
sions is difficult because of selection effects, misspecification errors, predictor unre-
liability, and criterion issues. Any attempt to assess whether a prediction equation is 
invariant across subpopulations such as males and females must keep these con-
founding influences in mind.
To complicate validity assessment even more, there are as many external criteria 
as there are uses of a score. Each use implies a criterion against which the test’s 
effectiveness can be assessed. The process of validation via prediction studies is an 
unending yet necessary task.
DIF screening is and has been possible to do. But it could be done better. Zwick 
(2012) reviewed the status of ETS DIF analysis procedures, focusing on three 
aspects: (a) the nature and stringency of the statistical rules used to flag items, (b) 
the minimum sample size requirements that are currently in place for DIF analysis, 
and (c) the efficacy of criterion refinement. Recommendations were made with 
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respect to improved flagging rules, minimum sample size requirements, and proce-
dures for combining data across administrations. Zwick noted that refinement of the 
matching criterion improves detection rates when DIF is primarily in one direction 
but can depress detection rates when DIF is balanced.
Most substantive DIF research studies that have tried to explain DIF have used 
observational data and the generation of post-hoc explanations for why items were 
flagged for DIF. The chapter by O’Neill and McPeek (1993) in the Holland and 
Wainer (1993) DIF book is a good example of this approach. As both those authors 
and Bond (1993) noted, this type of research with observed data is fraught with peril 
because of the highly selected nature of the data examined, namely items that have 
been flagged for DIF. In the same section of the DIF book, Schmitt et al. (1993) 
provided a rare exemplar on how to evaluate DIF hypotheses gleaned from observa-
tional data with experimental evaluations of the hypotheses via a carefully designed 
and executed experimental manipulation of item properties followed by a proper 
data analysis.
DIF can be criticized for several reasons. An item is an unreliable measure of the 
construct of interest. Performance on an item is susceptible to many influences that 
have little to do with the purpose of the item. An item, by itself, can be used to sup-
port a variety of speculations about DIF. It is difficult to figure out why DIF occurs. 
The absence of DIF is not a prerequisite for fair prediction. In addition, DIF analysis 
tells little about the effects of DIF on reported scores.
SEA focuses on invariance at the reported score level where inferences are made 
about the examinee. SEA studies based on counterbalanced single-group designs 
are likely to give the cleanest results about the invariance of score linking functions 
because it is a data collection design that allows for the computation of correlations 
between tests across subpopulations.
This chapter focused primarily on studies that focused on methodology and that 
were conducted by ETS staff members. As a result, many DIF and differential pre-
diction studies that used these methods have been left out and need to be summa-
rized elsewhere. As noted, qualitative and philosophical aspects of fairness have not 
been considered.
In addition, ETS has been the leader in conducting routine DIF analyses for over 
a quarter of century. This screening for DIF practice has made it difficult to find 
items that exhibit the high degree of DIF depicted on the cover of the Winter 2012 
issue of Educational Measurement: Issues and Practices, an item that Dorans 
(2012) cited as a vintage example of DIF. Although item scores exhibit less DIF 
than they did before due diligence made DIF screening an operational practice, a 
clear need remains for continued research in fairness assessment. This includes 
improved methods for detecting evidence of unfairness and the use of strong data 
collection designs that allow researchers to arrive at a clearer understanding of 
sources of unfairness.
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Large-scale group assessments are widely used to inform educational policymakers 
about the needs and accomplishments of various populations and subpopulations. 
The purpose of this section is to chronicle the ETS technical contributions in this 
area.
Various types of data have been used to describe demographic groups, and so we 
must limit the coverage here. We will consider only assessments that have important 
measurements, such as educational achievement tests, and also have population- 
defining variables such as racial/ethnic, gender, and other policy-relevant variables, 
such as the number of hours watching TV or mathematics courses taken. The 
assessed population must be large, such as the United States as a whole, or an indi-
vidual state.
The design of group assessments is conceptually simple: define the population 
and measurement instruments and then test all students in the population. For exam-
ple, if a high school exit examination is administered to all high school graduates, 
then finding differences among racial/ethnic groupings or academic tracks is 
straightforward. However, if the subgroup differences are the only matter of inter-
est, then this approach would be expensive and consume a substantial amount of 
student time.
To take advantage of the fact that only group and subgroup comparisons are 
needed, large-scale group assessments make use of sampling theory. There are two 
sampling areas:
• Population to be measured: Scientific samples are selected so that the population 
and its subpopulations can be measured to the degree required.
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• Subject domain to be measured: The subject area domains may be many (e.g., 
reading, writing, and mathematics) and may have subareas (e.g., algebra, geom-
etry, computational skills).
Population sampling involves selecting a sample of students that is large enough 
to produce estimates with sufficiently small standard errors. The domain sampling 
determines the breadth of measurement within a subject area. These decisions deter-
mine the costs and feasibility of the assessment.
It is informative to note the similarities and differences of group and individual 
assessments. Individual assessments have been in use for a long time. Some 
examples:
• The Army Alpha examination, which was administered to recruits in World War I.
• The SAT® and ACT examinations that are administered to applicants for selected 
colleges.
Such tests are used for important decisions about the test takers and thus must be 
sufficiently reliable and valid for their purposes.
As defined here, group tests are intended for population and subpopulation 
descriptions and not for individual decision making. As such, the tests need not 
measure an individual accurately as long as the target population or subpopulations 
parameters are well estimated.
Both group and individual assessments rely on available technology from statis-
tics, psychometrics, and computer science. The goals of the assessment determine 
what technical features are used or adapted. In turn, new assessment often requires 
the development of enhanced technology.
For group assessments, the goal is to select the smallest sample size that will 
meet the assessment’s measurement standards. Small subpopulations (e.g., minority 
students) may be oversampled to ensure a sufficient number for accurate measure-
ment, and then sampling weights are computed so that population estimates can be 
computed appropriately.
Domain sampling is used to ensure that the assessment instruments cover a wide 
range of a subject area. Item sampling is used to create different test forms. In this 
way, the content of a subject-matter domain can be covered while individual stu-
dents respond to a small sample of test items from the total set.
In short, group assessment typically sacrifices tight individual assessment to 
reduce the number of students measured and the amount of time each measured 
student participates in the assessment.
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8.1  Organization of This Chapter
There are many different ways to present the many and varied contributions of ETS 
to large-scale group assessments. We have chosen to do so by topic. Topics may be 
considered as milestones or major events in the development of group technology. 
We have listed the topics chronologically to stress the symbiotic relationship of 
information needs and technical advancements. The information demands spur 
technical developments, and they in turn spur policy maker demands for informa-
tion. This chapter begins by looking at the early 1960s, when the use of punch cards 
and IBM scoring machines limited the available technology. It leads up to the spread 
of large-scale group technology in use around the world.
In Sect. 8.2, Overview of Technological Contributions, 12 topics are presented. 
These topics cover the last half-century of development in this field, beginning with 
early assessments in the 1960s. ETS has had substantial influence in many but not 
all of these topics. All topics are included to show the contributions of other organi-
zations to this field. Each topic is described in a few paragraphs. Some important 
technical contributions are mentioned but not fully described. The point here is to 
give an overview of large-scale group assessments and the various forces that have 
produced the present technology.
In Sect. 8.3, ETS and Large-Scale Assessment, gives the details of technical 
contributions. Each topic in Sect. 8.2 is given an individual subsection in Sect. 8.3. 
These subsections describe the topic in some detail. Section 8.3 is intended to be 
technical—but not too technical. The names of individual contributors are given 
along with references and URLs. Interested readers will find many opportunities to 
gain further knowledge of the technical contributions.
Topics will vary substantially in amount of space devoted to them depending on 
the degree of ETS contribution. In some cases, a topic is jointly attributable to an 
ETS and a non-ETS researcher.
Finally, there is an appendix, which describes in some detail the basic psycho-
metric model used in the National Assessment of Educational Progress (NAEP). 
This also contains a record of the many years of comparing alternative methods for 
ways to improve the present methodology.
8.2  Overview of Technological Contributions
The following section is intended to give an overview of the evolving technology of 
large-scale group assessments. It is divided into 12 topics that describe the major 
factors in the development of group assessment technology. The topics are intro-
duced chronologically, although their content may overlap considerably; for exam-
ple, the topic on longitudinal studies covers 40 years. Each topic is followed by a 
detailed description in the next section that contains individual contributions, the 
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names of researchers, references, and URLs. We intend for the reader to view the 
Overview and then move to other sections where more detail is available.
8.2.1  Early Group Assessments
The early days of group assessments brings back memories of punch cards and IBM 
scoring machines. Two pioneering assessments deserve mention:
• Project TALENT: The launching of Sputnik by the Soviet Union in 1957 raised 
concern about the quantity and quality of science education in the United States. 
Were there enough students studying science to meet future needs? Were students 
learning the basic ideas and applications of science? To answer these and other 
questions, Congress passed the National Defense Education Act (NDEA) in 
1958.1 To gather more information, Project TALENT was funded, and a national 
sample of high school students was tested in 1960. This group assessment was 
conducted by the American Institutes for Research.
• IEA Mathematics Assessment: At about the same time, International Association 
for the Evaluation of Educational Achievement (IEA) was formed and began 
gathering information for comparing various participating countries.
ETS was not involved in either of these studies.
8.2.2  NAEP’s Conception
In 1963, Francis Keppel was appointed the United States Commissioner of 
Education. He found that the commissioner was required to report annually on the 
progress of education in the United States. To this end, he wrote Ralph Tyler, who 
was then the director of the Institute for Advanced Studies in the Behavioral 
Sciences, for ideas on how this might be done. Tyler responded with a memorandum 
that became the beginning of the NAEP.
1 U. S. Congress. National Defense Education Act of 1958, P.L. 85-864. 85th Congress, September 
2, 1958. Washington, DC: GPO.U. S. Congress. The NDEA was signed into law on September 2, 
1958 and provided funding to United States education institutions at all levels.
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8.2.3  Educational Opportunities Survey (EOS)
Among the many facets of the Civil Rights Act of 19642 was the commissioning of 
a survey of the equality of educational opportunity in the United States. Although 
the EOS study did report on various inputs to the educational system, it focused on 
the output of education as represented by the test scores of various racial/ethnic 
groups in various regions of the country. The final report of this EOS, which is com-
monly known as the Coleman report (Coleman et al. 1966) has been heralded as one 
of the most influential studies ever done in education (Gamoran and Long 2006).
ETS was the prime contractor for this study. The project demonstrated that a 
large-scale study could be designed, administered, analyzed, interpreted, and pub-
lished in a little over a year.
8.2.4  NAEP’S Early Assessments
The first phase of NAEP began with a science assessment in 1969. This assessment 
had many innovative features, such as matrix sampling, administration by tape 
recorder, and jackknife standard error estimates. In its early days, NAEP was 
directed by the Education Commission of the States.
8.2.5  Longitudinal Studies
The EOS report brought about a surge of commentaries in Congress and the nation’s 
courts, as well as in the professional journals, newspapers, and magazines (e.g., 
Bowles and Levin 1968; Cain and Watts 1968). Different commentators often 
reached different interpretations of the same data (Mosteller et al. 2010; Viadero 
2006). Harvard University sponsored a semester-long faculty seminar on the equal-
ity of educational opportunity that produced a number of new analyses and com-
mentaries (Mosteller and Moynihan 1972). It soon became apparent that more data 
and, in particular, student growth data were necessary to address some of the related 
policy questions. The result was the start of a series of longitudinal studies.
2 Civil Rights Act of 1964, P.L. No. 88-352, 78 Stat. 241 (July 2, 1964).
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8.2.6  Scholastic Aptitude Test (SAT) Score Decline
In the early 1970s, educational policymakers and the news media noticed that the 
average SAT scores had been declining monotonically from a high point in 1964. To 
address this phenomenon, the College Board formed a blue ribbon panel, which was 
chaired by Willard Wirtz, a former Secretary of Labor. The SAT decline data analy-
sis for this panel required linking Project Talent and the National Longitudinal 
Study3 (NLS-72) data. ETS researchers developed partitioning analysis for this 
study. The panel submitted a report titled On Further Examination: Report of the 
Advisory Panel on the Scholastic Aptitude Test Score Decline (Wirtz 1977).
8.2.7  Calls for Change
The improvement of the accuracy and timeliness of large-scale group assessments 
brought about requests for more detailed policy information. The 1980s produced 
several reports that suggested further extensions of and improvement in the avail-
able data on educational issues. Some reports were particularly influential:
• The Wirtz and Lapointe (1982) report made suggestions for improvement of 
NAEP item development and reporting methods.
• The Nation at Risk report (National Commission on Excellence in Education 
1983) decried the state of education in the United States and suggested changes 
in the governance of NAEP.
8.2.7.1  The Wall Charts
Secretary of Education, Terrence Bell, wanted information to allow comparison of 
educational policies in different states. In 1984, he released his wall charts, present-
ing a number of educational statistics for each state, and challenged the educational 
community to come up with a better state indicator of student achievement. These 
reports presented challenges to NAEP and other information collection systems.
3 The National Longitudinal Study of the high school class of 1972 was the first longitudinal study 
funded by the United States Department of Education’s National Center for Education Statistics 
(NCES).
A.E. Beaton and J.L. Barone
239
8.2.8  NAEP’s New Design
In 1983, the National Institute of Education released a request for proposals for the 
NAEP grant. ETS won this competition. The general design has been published by 
Messick et al. (1983) with the title, A New Design for a New Era. Archie Lapointe 
was the executive director of this effort.
Implementing the new design was challenging. The NAEP item pool had been 
prepared by the previous contractor, Education Commission of the States, but 
needed to be organized for balanced incomplete block (BIB) spiraling. Foremost 
was the application of item response theory (IRT), which was largely developed at 
ETS by Lord (see, for example, Carlson and von Davier, Chap. 5, this volume). IRT 
was used to summarize a host of item data into a single scale. The sample design 
needed to change to allow both age and grade sampling. The sample design also 
needed to be modified for bridge studies (studies designed to link newer forms to 
older forms of an assessment), which were needed to ensure maintenance of exist-
ing trends.
The implementation phase brought about opportunities for improving the assess-
ment results. The first assessment under the new design occurred in the 1983–1984 
academic year and assessed reading and writing. A vertical reading scale was devel-
oped so that students at various age and grade levels could be compared. Scale 
anchoring was developed to describe what students knew and could do at different 
points on the scale. Since the IRT methods at that time could handle only right/
wrong items, the average response method (ARM) was developed for the writing 
items, which had graded responses. The approach to standard errors using the jack-
knife method used replicate weights to simplify computations using standard statis-
tical systems.
The implementation was not without problems. It was intended to use the 
LOGIST program (Wood et al. 1976) to create maximum likelihood scores for indi-
vidual students. However, this method was unacceptable, since it could not produce 
scores for students who answered all items correctly or scored below the chance 
level. Instead, a marginal maximum likelihood program (BILOG; Mislevy and 
Bock 1982) was used. This method produced a likelihood distribution for each stu-
dent, and five plausible values were randomly chosen from those distributions. 
Mislevy (1985) has shown that plausible values can produce consistent estimates of 
group parameters and their standard errors.
Another problem occurred in the 1985–1986 NAEP assessment, in which read-
ing, mathematics, and science were assessed. The results in reading were anoma-
lous. Intensive investigations into the reading results produced a report by Beaton 
and Zwick (1990).
ETS’s technical staff has continued to examine and improve the assessment tech-
nology. When graded responses were developed for IRT, the PARSCALE program 
(Muraki and Bock 1997) replaced the ARM program for scaling writing data. Of 
special interest is the examination of alternative methods for estimating population 
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distributions. A detailed description of alternative methods and their evaluation is 
provided in the appendix.
The introduction of IRT into NAEP was extremely important in the acceptance 
and use of NAEP reports. The 1983–1984 unidimensional reading scale led the way 
and was followed by multidimensional scales in mathematics, science, and reading 
itself. These easy to understand and use scales facilitated NAEP interpretation.
8.2.9  NAEP’s Technical Dissemination
Under its new design, NAEP produced a series of reports to present the findings of 
completed assessments. These reports were intended for policymakers and the gen-
eral public. The reports featured graphs and tables to show important findings for 
different racial/ethnic and gender groupings. The publication of these reports was 
announced at press conferences, along with press releases. This method ensured 
that NAEP results would be covered in newspapers, magazines, and television 
broadcasts.
NAEP has also been concerned with describing its technology to interested pro-
fessionals. This effort has included many formal publications:
• A New Design for a New Era (Messick et al. 1983), which describes the aims and 
technologies that were included in the ETS proposal.
• Textual reports that described in detail the assessment process.
• Descriptions of NAEP technology in professional journals.
• Research reports and memoranda that are available to the general public.
• A NAEP Primer that is designed to help secondary analysts get started in using 
NAEP data.
The new design included public-use data files for secondary analysis, and such 
files have been prepared for each NAEP assessment since 1983. However, these files 
were not widely used because of the considerable intellectual commitment that was 
necessary to understand the NAEP design and computational procedures. To address 
the need of secondary analysts, ETS researchers developed a web-based analysis 
system, the NAEP Data Explorer, which allows the user to recreate the published 
tables or revise them if needed. The tables and the associated standard errors are 
computed using the full NAEP database and appropriate algorithms. In short, pow-
erful analyses can be computed using simple commands.4
This software is necessarily limited in appropriate ways; that is, in order to pro-
tect individual privacy, the user cannot identify individual schools or students. If a 
table has cells representing very small samples, the program will refuse to compute 
the table. However, the database sample is large, and such small cells rarely occur.
For more sophisticated users, there is a series of data tools that help the user to 
select a sample that is appropriate for the policy question at issue. This program can 
4 This software is freely available at http://nces.ed.gov/nationsreportcard/naepdata/
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produce instructions for use with available statistical systems such as SAS or 
SPSS. For these users, a number of programs for latent regression analyses are also 
provided. These programs may be used under licenses from ETS.
8.2.10  National Assessment Governing Board
The National Assessment Governing Board was authorized by an amendment to the 
Elementary and Secondary Education Act in 1988. The amendment authorized the 
Governing Board to set NAEP policies, schedules, and subject area assessment 
frameworks. The governing board made important changes in the NAEP design that 
challenged the ETS technical staff.
The major change was allowing assessment results to be reported by individual 
states so that the performance of students in various states could be compared. Such 
reporting was not permitted in previous assessments. At first, state participation was 
voluntary, so that a sample of students from nonparticipating states was needed to 
provide a full national sample. ETS ran several studies to assess the effects of chang-
ing from a single national sample to national data made up from summarizing vari-
ous state results.
Comparing state results led to concern about differing states exclusion proce-
dures. NAEP had developed tight guidelines for the exclusion of students with dis-
abilities or limited English ability. However, differing state laws and practices 
resulted in differences in exclusion rates. To address this problem, two different 
technologies for adjusting state results were proposed and evaluated at a workshop 
of the National Institute of Statistical Sciences.
The No Child Left behind Act (2002) required that each state provide standards 
for student performance in reading and mathematics at several grade levels. Using 
NAEP data as a common measure, ETS studied the differences in the percentages 
of students at different performance levels (e.g., proficient) in different states.
On another level, the Governing Board decided to define aspirational achieve-
ment levels for student performance, thus replacing the scale anchoring already in 
practice in NAEP. ETS did not contribute to this project; however, the method used 
to define aspirational levels was originally proposed by William Angoff, an ETS 
researcher.
At around the same time, ETS researchers looked into the reliability of item rat-
ings (ratings obtained through human scoring of open-ended or constructed student 
responses to individual assessment items).This resulted in a review of the literature 
and recommendations for future assessments.
ETS has also explored the use of computer-based assessment models. This work 
used models for item generation as well as item response evaluation. An entire writ-
ing assessment was developed and administered. The possibilities for future assess-
ments are exciting.
The appropriateness of the IRT model became an important issue in international 
assessments, where different students respond in different languages. It is possible 
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that the IRT models will fit well in one culture but not in another. The issue was 
faced directly when Puerto Rican students were assessed using NAEP items that 
were translated into Spanish. The ETS technical staff came up with a method for 
testing whether or not the data in an assessment fit the IRT model. This approach 
has been extended for latent regression analyses.
8.2.11  NAEP’s International Effects
Beginning with the 1988 International Assessment of Educational Progress (IAEP) 
school-based assessment, under the auspices of ETS and the United Kingdom’s 
National Foundation for Educational Research, the ETS NAEP technologies for group 
assessment were readily adapted and extended into international settings. In 1994, ETS 
in collaboration with Statistics Canada conducted the International Adult literacy 
Survey (IALS), the world’s first internationally comparative survey of adult skills. For 
the past 20 years, ETS group software has been licensed for use for the Trends in 
International Mathematics and Science Study (TIMSS), and for the past 15 years for 
the Progress in International Reading Literacy Study (PIRLS). As the consortium and 
technology lead for the 2013 Programme for the International Assessment of Adult 
Competencies (PIAAC), and the 2015 Program for International Student Assessment 
(PISA), ETS continues its research efforts to advance group assessment technolo-
gies—advances that include designing and developing instruments, delivery platforms, 
and methodology for computer-based delivery and multistage adaptive testing.
8.2.12  Other ETS Technical Contributions
ETS has a long tradition of research in the fields of statistics, psychometrics, and 
computer science. Much of this work is not directly associated with projects such as 
those mentioned above. However, much of this work involves understanding and 
improving the tools used in actual projects. Some examples of these technical works 
are described briefly here and the details and references are given in the next section 
of this paper.
F4STAT is a flexible and efficient statistical system that made the implementa-
tion of assessment data analysis possible. Development of the system began in 1964 
and has continued over many following years.
One of the basic tools of assessment data analysis is multiple regressions. ETS 
has contributed to this field in a number of ways:
• Exploring methods of fitting robust regression statistics using power series.
• Exploring the accuracy of regression algorithms.
• Interpreting least squares without sampling assumptions.
ETS has also contributed to the area of latent regression analysis.
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8.3  ETS and Large-Scale Assessment
8.3.1  Early Group Assessments
8.3.1.1  Project Talent
Project Talent was a very large-scale group assessment that reached for a scientific 
sample of 5% of the students in American high schools in 1960. In the end, Project 
Talent collected data on more than 440,000 students in Grades 9 through 12, attend-
ing more than 1,300 schools. The students were tested in various subject areas such 
as mathematics, science, and reading comprehension. The students were also 
administered three questionnaires that included items on family background, per-
sonal and educational experiences, aspirations for future education and vocation, 
and interests in various occupations and activities. The students were followed up 
by mail questionnaires after high school graduation. ETS was not involved in this 
project.5
8.3.1.2  First International Mathematics Study (FIMS)
At about the same time, the IEA was formed and began an assessment of mathemat-
ical competency in several nations including the United States. The IEA followed 
up this assessment with assessments in different subject areas at different times. 
Although ETS was not involved in the formative stage of international assessments 
it did contribute heavily to the design and implementation of the third mathematics 
and science study (TIMSS) in 1995.6
8.3.2  NAEP’s Conception
The original design was created by Ralph Tyler and Princeton professor John Tukey. 
For more detailed information see The Nation’s Report Card: Evolutions and 
Perspectives (Jones and Olkin 2004).
5 More information is available at http://www.projecttalent.org/
6 See http://nces.ed.gov/timss/
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8.3.3  Educational Opportunities Survey
The Civil Rights Act of 1964 was a major piece of legislation that affected the 
American educational system. Among many other things, the act required that the 
U.S. Office of Education undertake a survey of the equality of educational opportu-
nity for different racial and ethnic groups. The act seemed to require measuring the 
effectiveness of inputs to education such as the qualifications of teachers and the 
number of books in school libraries. Ultimately, it evolved into what we would con-
sider today to be a value-added study that estimated the effect of school input vari-
ables on student performance as measured by various tests. The final report of the 
EOS, The Equality of Educational Opportunity (Coleman et  al. 1966), has been 
hailed as one of the most influential reports in American education (Gamoran and 
Long 2006).
The survey was conducted under the direction of James Coleman, then a profes-
sor at Johns Hopkins University, and an advisory committee of prominent educa-
tors. NCES performed the sampling, and ETS received the contract to conduct the 
survey. Albert Beaton organized and directed the data analysis for ETS. John Barone 
had key responsibilities for data analysis systems development and application. This 
massive project, one of the largest of its kind, had a firm end date: July 1, 1966. 
Mosteller and Moynihan (1972) noted that the report used data from “some 570,000 
school pupils” and “some 60,000 teachers” and gathered elaborate “information on 
the facilities available in some 4,000 schools.”
The analysis of the EOS data involved many technical innovations and adapta-
tions: foremost, the analysis would have been inconceivable without F4STAT.7 The 
basic data for the surveyed grades (Grades 1, 3, 6, 9, and 12) and their teachers’ data 
were placed on a total of 43 magnetic tapes and computer processing took 3 to 4 
hours per analysis per grade—a formidable set of data and analyses given the com-
puter power available at the time. With the computing capacity needed for such a 
project exceeding what ETS had on hand, mainframe computers in the New York 
area were used. Beaton (1968) provided details of the analysis.
The modularity of F4STAT was extremely important in the data analysis. Since 
the commercially available computers used a different operating system, a module 
had to be written to bridge this gap. A separate module was written to enter, score, 
and check the data for each grade so that the main analysis programs remained the 
same while the modules varied. Modules were added to the main programs to create 
publishable tables in readable format.
The data analysis involved fitting a regression model using the variables for stu-
dents, their backgrounds, and schools that was collected in the survey. The depen-
dent variables were test scores, such as those from a reading or mathematics test. 
The sampling weights were computed as the inverse of the probability of selection. 
Although F4STAT allowed for sampling weights, the sampling weights summed to 
the population size, not the sample size, which inappropriately reduced the error 
7 F4STAT is described in the next section.
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estimates, and so sampling errors were not published.8 John Tukey, a professor at 
Princeton University, was a consultant on this project. He discussed with Coleman 
and Beaton the possibility of using the jackknife method of error estimation. The 
jackknife method requires several passes over slightly modified data sets, which 
was impossible within the time and resource constraints. It was decided to produce 
self-weighting samples of 1,000 for each racial/ethnic grouping at each grade. 
Linear regression was used in further analyses.
After the EOS report was published, George Mayeske of the U.S.  Office of 
Planning, Budgeting, and Evaluation organized further research into the equality of 
educational opportunity. Alexander Mood, then Assistant Commissioner of NCES, 
suggested using commonality analysis. Commonality analysis was first suggested 
in papers by Newton and Spurell (1967a, b). Beaton (1973a) generalized the algo-
rithm and detailed its advantages and limitations. John Barone analyzed the EOS 
data using the commonality technique. This resulted in books by Mayeske et al. 
(1972, 1973a, b), and Mayeske and Beaton (1975).
The Mayeske analyses separated the total variance of student performance into 
“within-school” and “among-school” components. Regressions were run separately 
for within- and among-school components. This approach was a precursor to hier-
archical linear modeling, which came later (Bryk and Raudenbush 1992).
Criterion scaling was also an innovation that resulted from experiences with the 
EOS. Large-scale analysis of variance becomes tedious when the number of levels 
or categories is large and the numbers of observations in the cells are irregular. 
Coding category membership by indicator or dummy variables may become imprac-
tically large. For example, coding all of the categorical variables for the ninth-grade 
students used in the Coleman report would entail 600 indicator variables; including 
all possible interactions would involve around 1075 such variables, a number larger 
than the number of grains of sand in the Sahara Desert.
To address this problem, Beaton (1969) developed criterion scaling. Let us say 
that there is a criterion or dependent variable that is measured on a large number of 
students who are grouped into a number of categories. We wish to test the hypoth-
esis that the expected value of a criterion variable is the same for all categories. For 
example, let us say we have mathematics scores for students in a large number of 
schools and we wish to test the hypothesis that the school means are equal. We can 
create a criterion variable by giving each student in a school the average score of all 
students in that school. The regression of the individual mathematics scores on the 
criterion variable produced the results of a simple analysis of variance. The criterion 
variable can be used for many other purposes. This method and its advantages and 
limitations were described by Pedhazur (1997), who also included a numerical 
example.
8 Later, F4STAT introduced a model that made the sum of the weights equal to the sample size.
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8.3.4  NAEP’s Early Assessments
The early NAEP assessments were conducted under the direction of Ralph Tyler 
and Princeton professor John Tukey. The Education Commission of the States was 
the prime administrator, with the sampling and field work done by a subcontract 
with the Research Triangle Institute.
The early design of NAEP had many interesting features:
• Sampling by student age, not grade. The specified ages were 9-, 13-, and 17-year- 
olds, as well as young adults. Out of school 17-year-olds were also sampled.
• Use of matrix sampling to permit a broad coverage of the subject area. A student 
was assigned a booklet that required about an hour to complete. Although all 
students in an assessment session were assigned the same booklet, the booklets 
varied from school to school.
• Administration by tape recorder. In all subject areas except reading, the ques-
tions were read to the students through a tape recording, so that the effect of 
reading ability on the subject areas would be minimized.
• Results were reported by individual items or by the average percentage correct 
over various subject matter areas.
• The jackknife method was used to estimate sampling variance in NAEP’s com-
plex sampling design.
For more extensive discussion of the design see Jones and Olkin (2004).
ETS was not involved in the design and analysis of these data sets, but did have 
a contract to write some assessment items. Beaton was a member of the NAEP 
computer advisory committee. ETS analyzed these data later as part of its trend 
analyses.
8.3.5  Longitudinal Studies
The EOS reported on the status of students at a particular point in time but did not 
address issues about future accomplishments or in-school learning. Many educa-
tional policy questions required information about growth or changes in student 
accomplishments. This concern led to the funding and implementation of a series of 
longitudinal studies.
ETS has made many important contributions to the methodology and analysis 
technology of longitudinal assessments. Continual adaptation occurred as the design 
of longitudinal studies responded to different policy interests and evolving technol-
ogy. This is partially exemplified by ETS contributions addressing multistage adap-
tive testing (Cleary et  al. 1968; Lord 1971), IRT intersample cross-walking to 
produce comparable scales, and criterion-referenced proficiency levels as indicators 
of student proficiency. Its expertise has been developed by the longitudinal study 
group, which was founded by Thomas Hilton, and later directed by Donald Rock, 
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and then by Judy Pollack. We will focus here on the national longitudinal studies 
sponsored by the U.S. Department of Education9.
The first of the national studies was the National Longitudinal Study of the Class 
of 197210 (Rock et al. 1985) which was followed by a series of somewhat different 
studies. The first study examined high school seniors who were followed up after 
graduation. The subsequent studies measured high school accomplishments as well 
as postsecondary activities. The policy interests then shifted to the kindergarten and 
elementary years. The change in student populations being studied shows the 
changes in the policymakers’ interests.
Rock (Chap. 10, this volume) presented a comprehensive 4-decade history of 
ETS’s research contributions and role in modeling and developing psychometric 
procedures for measuring change in large-scale longitudinal assessments. He 
observed that many of these innovations in the measurement of change profited 
from research solutions developed by ETS for NAEP.
In addition to the national studies, ETS has been involved in other longitudinal 
studies of interest:
• Study of the accomplishments of U.S. Air Force members 25 years after enlist-
ment. The study (Thorndike and Hagen 1959) was done in collaboration with the 
National Bureau for Economic Research. Beaton (1975) developed and applied 
econometric modeling methods to analyze this database.
• The Parent Child Development Center (PCDC) study11 of children from birth 
through the elementary school years. This study was unique in that the children 
were randomly assigned in utero to treatment or control groups. In their final 
evaluation report, Bridgeman, Blumenthal, and Andrews (Bridgeman et al. 1981) 
indicated that replicable program effects were obtained.
8.3.6  SAT Score Decline
In the middle of the 1970s, educational policymakers and news media were greatly 
concerned with the decline in average national SAT scores. From 1964 to the mid- 
1970s, the average score had dropped a little every year. To study the phenomenon, 
the College Board appointed a blue ribbon commission led by Willard Wirtz, a 
former U.S. Secretary of Labor.
The question arose as to whether the SAT decline was related to lower student 
ability or to changes in the college-entrant population. ETS researchers proposed a 
9 National Longitudinal studies were originally sponsored by the U.S. Office of Education. That 
office evolved into the present Department of Education.
10 Thomas Hilton was the principal investigator; Hack Rhett and Albert Beaton contributed to the 
proposal and provided team leadership in the first year.
11 Samuel Messick and Albert Beaton served on the project’s steering committee. Thomas Hilton 
of the ETS Developmental Research Division was the Project Director. Samuel Ball and Brent 
Bridgeman directed the PCDC evaluation.
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design to partition the decline in average SAT scores into components relating to 
shifts in student performance, shifts in student populations, and their interaction. To 
do so required that comparable national tests be available to separate the college- 
bound SAT takers from the other high school students. The only available national 
tests at that time were the tests from Project Talent and from NLS-72 . A carefully 
designed study linking the tests was administered to make the test scores 
equivalent.
8.3.6.1  Improvisation of Linking Methods
The trouble was that the reliabilities of the tests were different. The Project Talent 
test had 49 items and a higher reliability than the NLS-72 20-item test. The SAT 
mean was substantially higher for the top 10% of the Project Talent scores than of 
the NLS-72 scores, as would be expected from the different reliabilities. Improving 
the reliability of the NLS-72 test was impossible; as Fred Lord wisely noted that, if 
it were possible to convert a less reliable test to a reliable one, there would be no 
point to making reliable tests. No equating could do so.
The study design required that the two tests have equal—but not perfect—reli-
ability. If we could not raise the reliability of the NLS-72 test, we could lower the 
reliability of the Project Talent test. We did so by adding a small random normal 
deviate to each Project Talent score where the standard deviation of the normal devi-
ate was calculated to give the adjusted Project Talent scores the same reliability as 
the NLS-72 scores. When this was done, the SAT means for the top two 10% sam-
ples were within sampling error.
8.3.6.2  Partitioning Analysis
Partitioning analysis (Beaton et al. 1977) was designed for this study. Many scien-
tific studies explore the differences among population means. If the populations are 
similar, then the comparisons are straightforward. However, if they differ, the mean 
comparisons are problematic. Partitioning analysis separates the difference between 
two means into three parts: proficiency effect, population effect, and joint effect. 
The proficiency effect is the change in means attributable to changes in student abil-
ity, the population effect is the part attributable to population changes, and the joint 
effect is the part attributable to the way that the population and proficiency work 
together. Partitioning analysis makes it simple to compute a well-known statistic, 
the standardized mean, which estimates what the mean would have been if the per-
centages of the various subgroups had remained the same.
In the SAT study, partitioning analysis showed that most of the decline in SAT 
means was attributable to population shifts, not changes in performance of those at 
particular levels of the two tests. What had happened is that the SAT-taking popula-
tion had more than doubled in size, with more students going to college; that is, 
A.E. Beaton and J.L. Barone
249
democratizing college attendance resulted in persons of lower ability entering the 
college-attending population.
Partitioning analysis would be applied again in future large-scale-assessment 
projects. For example, to explore the NAEP 1985–1986 reading anomaly (discussed 
later in this chapter), and also in a special study and resulting paper, Partitioning 
NAEP Trend Data (Beaton and Chromy 2007), that was commissioned by the NAEP 
validity studies panel. The SAT project also led to a book by Hilton on merging 
large databases (Hilton 1992).
8.3.7  Call for Change
The early 1980s produced three reports that influenced the NAEP design and 
implementation:
• The Wirtz and Lapointe (1982) report Measuring the Quality of Education: A 
Report on Assessing Educational Progress commended the high quality of the 
NAEP design but suggested changes in the development of test items and in the 
reporting of results.
• The report of the National Commission on Excellence in Education (NCEE), 
titled A Nation at Risk: The Imperative for Educational Reform (NCEE 1983), 
decried the state of education in the United States.
• Terrence Bell, then Secretary of Education, published wall charts, which con-
tained a number of statistics for individual states. Included among the statistics 
were the average SAT and ACT scores for these states. Realizing that the SAT 
and ACT statistics were representative of college-bound students only, he chal-
lenged the education community to come up with better statistics of student 
attainment.
8.3.8  NAEP’s New Design
The NAEP is the only congressionally mandated, regularly administered assess-
ment of the performance of students in American schools. NAEP has assessed pro-
ficiency in many school subject areas (e.g., reading, mathematics, science) at 
different ages and grades, and at times young adults. NAEP is not a longitudinal 
study, since individual students are not measured as they progress in schooling; 
instead, NAEP assesses the proficiency of a probability sample of students at tar-
geted school levels. Progress is measured by comparing the proficiencies of eighth- 
grade students to students who were eighth graders in past assessments.
In 1983, ETS competed for the NAEP grant and won. Westat was the subcontrac-
tor for sampling and field operations. The design that ETS proposed is published in 
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A New Design for a New Era (Messick et al. 1983).12 The new design had many 
innovative features:
• IRT scaling. IRT scaling was introduced to NAEP as a way to summarize the 
data in a subject area (e.g., reading). This will be discussed below.
• BIB spiraling. BIB spiraling was introduced to address concerns about the 
dimensionality of NAEP testing data. To assess a large pool of items while keep-
ing the testing time for an individual student to less than an hour, BIB spiraling 
involved dividing the item pool into individually timed (e.g., 15-minute) blocks 
and assigning the blocks to assessment booklets so that each item is paired with 
each other item in some booklet. In this way, the correlation between each pair 
of items is estimable. This method was suggested by Beaton and implemented by 
James Ferris. The idea was influenced by the work of Geoffrey Beall13 on lattice 
designs (Beall and Ferris 1971) while he was at ETS.
• Grade and age (“grage”) sampling. Previous NAEP samples were defined by 
age. ETS added overlapping grade samples so that results could be reported 
either by age or by grade.
• “Bridge” studies. These studies were introduced to address concerns about 
maintaining the already existing trend data. Bridge studies were created to link 
the older and newer designs. Building the bridge involved collecting randomly 
equivalent samples under both designs.
Implementing a new, complex design in a few months is challenging and fraught 
with danger but presents opportunities for creative developments. The most serious 
problem was the inability to produce maximum likelihood estimates of proficiency 
for the students who answered all their items correctly or answered below the 
chance level. Because reading and writing blocks were combined in some assess-
ment booklets, many students were given only a dozen or so reading items. The 
result was that an unacceptable proportion of students had extreme, nonestimable, 
reading scores. The problem was exacerbated by the fact that the proportion of high 
and low scorers differed by racial/ethnic groups, which would compromise any sta-
tistical conclusions. No classical statistical methods addressed this problem ade-
quately. The maximum likelihood program LOGIST (Wingersky et  al. 1982; 
Wingersky 1983), could not be used.
Mislevy (1985) noted that NAEP did not need individual student scores; it 
needed only estimates of the distribution of student performance for different sub-
populations such as gender or racial/ethnic groupings. In fact, it was not permissible 
or desirable to report individual scores. Combining the recent developments in 
12 Archie Lapointe was executive director. Original staff members included Samuel Messick as 
coordinator with the NAEP Design and Analysis Committee, Albert Beaton as director of data 
analysis, John Barone as director of data analysis systems, John Fremer as director of test develop-
ment, and Jules Goodison as director of operations. Ina Mullis later moved from Education 
Commission of the States (the previous NAEP grantee) to ETS to become director of test 
development.
13 Geoffrey Beall was an eminent retired statistician who was given working space and technical 
support by ETS. James Ferris did the programming for Beall’s work.
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 marginal maximum likelihood available in the BILOG program (Mislevy and Bock 
1982) and the missing data theory of Rubin (1977, 1987), he was able to propose 
consistent estimates of various group performances.
A result of the estimation process was the production of plausible values, which 
are used in the computations. Although maximum likelihood estimates could not be 
made for some students, estimation of the likelihood of a student receiving any 
particular score was possible for all. To remove bias in estimates, the distribution 
was “conditioned” using the many reporting and other variables that NAEP col-
lected. A sample of five plausible values was selected at random from these distribu-
tions in making group estimates. von Davier et al. (2009) discussed plausible values 
and why they are useful.
The development of IRT estimation techniques led to addressing another prob-
lem. At that time, IRT allowed only right/wrong items, whereas the NAEP writing 
data were scored using graded responses. It was intended to present writing results 
one item at a time. Beaton and Johnson (1990) developed the ARM to scale the writ-
ing data. Essentially, the plausible value technology was applied to linear models.
In 1988, the National Council for Measurement in Education (NCME) gave its 
Award for Technical Contribution to Educational Measurement to ETS researchers 
Robert Mislevy, Albert Beaton, Eugene Johnson, and Kathleen Sheehan for the 
development of the plausible values methodology in the NAEP. The development of 
NAEP estimation procedures over time is detailed in the appendix.
The NAEP analysis plan included using the jackknife method for estimating 
standard errors, as in past NAEP assessments. However, the concept of replicate 
weights was introduced to simplify the computations. Essentially, the jackknife 
method involves pairing the primary sampling units and then systematically remov-
ing one of each pair and doubling the weight of the other. This process is done sepa-
rately for each pair, resulting in half as many replicate weights as primary sampling 
units in the full sample. The replicate weights make it possible to compute the vari-
ous population estimates using a regression program that uses sampling weights.
Another problem was reporting what students in American schools know and can 
do, which is the purpose of the assessment. The scaling procedures summarize the 
data across a subject area such as reading in general or its subscales. To describe the 
meaning of scales, scale anchoring was developed (Beaton and Allen 1992). In so 
doing, several anchor points on the scale were selected at about a standard deviation 
apart. At each point, items were selected that a large percentage of students at that 
point could correctly answer and most students at the next lower point could not. At 
the lowest level, items were selected only on the probability of answering the item 
correctly. These discriminating items were then interpreted and generalized as 
anchor descriptors. The scale-anchoring process and descriptors were a precursor to 
what would become the National Assessment Governing Board’s achievement lev-
els for NAEP.
Of special interest to NAEP was the question of dimensionality, that is, whether 
a single IRT scale could encapsulate the important information about student profi-
ciency in an area such as reading. In fact the BIB spiraling method was developed 
and applied to the 1983–1984 NAEP assessment precisely to address this question. 
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Rebecca Zwick (1987a, b) addressed this issue. Three methods were applied to the 
1984 reading data: principal components analysis, full-information factor analysis 
(Bock et al. 1988), and a test of unidimensionality, conditional independence, and 
monotonicity based on contingency tables (Rosenbaum 1984). Results were consis-
tent with the assumption of unidimensionality. A complicating factor in these analy-
ses was the structure of the data that resulted from NAEP’s BIB design. A simulation 
was conducted to investigate the impact of using the BIB-spiraled data in dimen-
sionality analyses. Results from the simulated BIB data were similar to those from 
the complete data. The Psychometrika paper (Zwick 1987b), which describes some 
unique features of the correlation matrix of dichotomous Guttman items, was a 
spin-off of the NAEP research. Additional studies of dimensionality were performed 
by Carlson and Jirele (1992) and Carlson (1993).
Dimensionality has taken on increased importance as new uses are proposed for 
large-scale assessment data. Future survey design and analysis methods are evolv-
ing over time to address dimensionality as well as new factors that may affect the 
interpretation of assessment results. Some important factors are the need to ensure 
that the psychometric models incorporate developments in theories of how students 
learn, how changes in assessment frameworks affect performance, and how changes 
in the use of technology and integrated tasks affect results. Addressing these factors 
will require new psychometric models. These models will need to take into account 
specified relationships between tasks and underlying content domains, the cognitive 
processes required to solve these tasks, and the multilevel structure of the assess-
ment sample. These models may also require development and evaluation of alter-
native estimation methods. Continuing efforts to further develop these methodologies 
include a recent methodological research project that is being conducted by ETS 
researchers Frank Rijmen and Matthias von Davier and is funded by the 
U.S. Department of Education’s Institute of Education Sciences. This effort, through 
the application of a combination of general latent variable model frameworks 
(Rijmen et al. 2003; von Davier 2010) with new estimation methods based on sto-
chastic (von Davier and Sinharay 2007, 2010) as well as a graphical model frame-
work approach (Rijmen 2011), will offer a contribution to the research community 
that applies to NAEP as well as to other survey assessments.
The 1986 assessment produced unacceptable results, which have been referred to 
as the reading anomaly. The average score for 12th grade students fell by an esti-
mated 2 years of growth, which could not have happened in the 2 years since the last 
assessment. The eighth grade students showed no decline, and the fourth graders 
showed a slight decline. This reading anomaly brought about a detailed exploration 
of possible explanations. Although a single factor was not isolated, it was concluded 
that many small changes produced the results. The results were published in a book 
by Beaton and Zwick (1990), who introduced the maxim “If you want to measure 
change, don’t change the measure.”
Further research was published by Zwick (1991). This paper summarized the key 
analyses described in the Beaton and Zwick reading anomaly report, focusing on 
the effects of changes in item position.
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While confidence intervals for scaled scores are relatively straightforward, a sub-
stantial amount of research investigates confidence intervals for percentages (Brown 
et al. 2001; Oranje 2006a). NAEP utilizes an adjustment proposed by Satterthwaite 
(1941) to calculate effective degrees of freedom. However, Johnson and Rust (1993) 
detected through simulation that Satterthwaite’s formula tends to underestimate 
effective degrees of freedom, which could cause the statistical tests to be too conser-
vative. Qian (1998) conducted further simulation studies to support Johnson and 
Rust’s conclusion. He also pointed out the instability associated with Satterthwaite’s 
estimator.
8.3.9  NAEP’s Technical Dissemination
An important contribution of ETS to large-scale group assessments is the way in 
which NAEP’s substantive results and technology have been documented and dis-
tributed to the nation. This first part of this section will describe the many ways 
NAEP has been documented in publications. This will be followed by a discussion 
of the public-use data files and simple ways to perform secondary analyses using the 
NAEP data. The final section will present a description of some of the software 
available for advanced secondary analysts.
8.3.9.1  Documentation of NAEP Procedures and Results
ETS considered that communicating the details of the NAEP design and implemen-
tation was very important, and thus communication was promised in its winning 
proposal. This commitment led to a long series of publications, such as the 
following:
• A New Design for a New Era (Messick et al. 1983), which was a summary of the 
winning ETS NAEP proposal, including the many innovations that it planned to 
implement.
• The NAEP Report Cards, which give the results of NAEP assessments in differ-
ent subject areas and different years. The first of these reports was The Reading 
Report Card: Progress Toward Excellence in Our Schools, Trends in Reading 
over Four National Assessments, 1971–1984 (NAEP 1985).14
• NAEP Technical Reports,15 which contain detailed information about sampling, 
assessment construction, administration, weighting, and psychometric methods. 
Beginning with the 2000 assessment, technical information has been published 
directly on the web.
14 A full listing of such reports can be found at http://nces.ed.gov/pubsearch/getpubcats.
asp?sid=031. These reports are complemented by press conferences.
15 See http://nces.ed.gov/nationsreportcard/tdw/
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• In 1992, two academic journal issues were dedicated to NAEP technology: 
Journal of Educational Statistics, Vol. 17, No. 2 (Summer, 1992) and Journal of 
Educational Measurement, Vol. 29, No. 2 (June, 1992).
• ETS has produced a series of reports to record technical contributions in 
NAEP.  These scholarly works are included in the ETS Research publication 
series, peer reviewed by ETS staff and made available to the general public. A 
searchable database of such reports is available at http://search.ets.org/
researcher/. Many of these reports are later published in professional journals.
• The NAEP Primer, written by Beaton and Gonzalez (1995) and updated exten-
sively by Beaton et al. (2011).
8.3.9.2  NAEP’s Secondary-Use Data and Web Tools
The NAEP staff has made extensive efforts to make its data available to secondary 
analysts. To encourage such uses, the NAEP design of 1983–1984 included public- 
use data files to make the data available. At that time, persons interested in  secondary 
data analysis needed to receive a license from NCES before they were allowed to 
use the data files to investigate new educational policy issues. They could also check 
published statistics and explore alternative technologies. The public-use data files 
were designed to be used in commonly available statistical systems such as SPSS 
and SAS; in fact the choice of the plausible values technique was chosen in part over 
direct estimation methods to allow the data files tapes to use the rectangular format 
that was in general use at that time. Such files were produced for the 1984, 1986, 
and 1988 assessments.
The public-use data files did not bring about as much secondary analysis as 
hoped for. The complex technology introduced in NAEP, such as plausible values 
and replicate sampling weights, was intimidating. The data files contain very large 
numbers of students and school variables. To use the database properly required a 
considerable investment in comprehending the NAEP designs and analysis plans. 
The intellectual cost of using the public-use data files had discouraged many poten-
tial users.
In 1988, Congressional legislation authorized NAEP state assessments, begin-
ning in 1990. Because of increased confidentiality concerns, the legislation pre-
cluded the issuing of public-use data files going forward. This action brought about 
a number of different approaches to data availability. The strict rules required by the 
Privacy Act (1974) made maintaining privacy more challenging. We will describe a 
few approaches to this problem in which ETS has played an important role.
Simple, Easily Available Products There are many potential users for the pub-
lished NAEP graphs and tables and also for simple or complex variations on pub-
lished outputs. Potential users include NAEP report writers and NAEP state 
coordinators, but also include educational policy makers, newspaper reporters, edu-
cational researchers, and interested members of the general public. To make the 
NAEP data available to such potential users, there was a need for computer  programs 
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that were easy to use but employed the best available algorithms to help the users 
perform statistical analyses.
To respond to this need, ETS has developed and maintains web-based data tools 
for the purpose of analyzing large-scale assessment data. The foremost of these 
tools is the NAEP Data Explorer (NDE), whose principal developers at ETS were 
Alfred Rogers and Stephen Szyszkiewicz. NDE allows anyone with access to the 
Internet to navigate through the extensive, rich NAEP data archive and to produce 
results and reports that adhere to strict statistical, reporting, and technical standards. 
The user simply locates NDE on the web and, after electronically signing a user’s 
agreement, is asked to select the data of interest: NAEP subject area; year(s) of 
assessment; states or other jurisdictions to be analyzed; and the correlates to be used 
in the analysis.16
NDE serves two sets of audiences: internal users (e.g., NAEP report writers and 
state coordinators) and the general public. NDE can be used by novice users and 
also contains many features appropriate for advanced users. Opening this data 
source to a much wider audience greatly increases the usefulness and transparency 
of NAEP. With a few clicks of a mouse, interested persons can effortlessly search a 
massive database, perform an analysis, and develop a report within a few minutes.
However, the NDE has its limitations. The NDE uses the full NAEP database and 
results from the NDE will be the same as those published by NAEP but, to ensure 
privacy, the NDE user is not allowed to view individual or school responses. The 
availability of statistical techniques is thus limited. NDE will refuse to compute 
statistics that might compromise individual responses, as might occur, for example, 
in a table in which the statistics in one or more cells are based on very small 
samples.
ETS has addressed making its data and techniques available through the NAEP 
Primer (Beaton et al. 2011). This publication for researchers provides much greater 
detail on how to access and analyze NAEP data, as well as an introduction to the 
available analysis tools and instruction on their use. A mini-sample of real data that 
have been approved for public use enables secondary analysts to familiarize them-
selves with the procedures before obtaining a license to a full data set. A NAEP-like 
data set is included for exploring the examples in the primer text.17
Full-Power, Licensed Products As mentioned above, using the NAEP database 
requires a substantial intellectual commitment. Keeping the NAEP subject areas, 
years, grades, and so forth straight is difficult and tedious. To assist users in the 
management of NAEP secondary-use data files, ETS developed the NAEP Data 
Toolkit. Alfred Rogers at ETS was the principal developer of the toolkit, which 
provides a data management application, NAEPEX, and procedures for performing 
two-way cross-tabulation and regression analysis. NAEPEX guides the user through 
the process of selecting samples and data variables of interest for analysis and 
16 The NDE is available free of charge at http://nces.ed.gov/nationsreportcard/naepdata/
17 The primer is available at http://nces.ed.gov/nationsreportcard/researchcenter/datatools2.aspx
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 creates an extract data file or a set of SAS or SPSS control statements, which define 
the data of interest to the appropriate analysis system.18
Computational Analysis Tools Used for NAEP In addition to NAEPEX, ETS has 
developed a number of computer programs for more advanced users. These pro-
grams are intended to improve user access, operational ease, and computational 
efficiency in analyzing and reporting information drawn from the relatively large 
and complex large-scale assessment data sets. Continual development, enhance-
ment, and documentation of applicable statistical methods and associated software 
tools are important and necessary. This is especially true given the ever increasing 
demand for—and scrutiny of—the surveys. Although initial large-scale assessment 
reports are rich and encyclopedic, there is great value in focused secondary analyses 
for interpretation, enhancing the value of the information, and formulation of pol-
icy. Diverse user audiences seeking to conduct additional analyses need to be confi-
dent in the methodologies, the computations, and in their ability to replicate, verify, 
and extend findings. The following presents a brief overview of several research- 
oriented computational analysis tools that have been developed and are available for 
both initial large-scale assessment operation and secondary research and analysis.
The methods and software required to perform direct estimation of group popu-
lation parameters without introducing plausible values has developed substantially 
over the years. To analyze and report on the 1984 NAEP reading survey, ETS 
researchers and analysts developed the first operational version of the GROUP 
series of computer programs that estimate latent group effects. The GROUP series 
of programs is in continual development and advancement as evolving methods are 
incorporated. In addition to producing direct estimates of group differences, these 
programs may also produce plausible values based on Rubin’s (1987) multiple 
imputations procedures for missing data. The output provides consistent estimates 
of population characteristics in filled-in data sets that enhance the ability to cor-
rectly perform secondary analyses with specialized software.
The separate programs in the GROUP series were later encapsulated into the 
DESI (Direct Estimation Software Interactive: ETS 2007; Gladkova et  al. 2005) 
suite. DESI provides an intuitive graphical user interface (GUI) for ease of access 
and operation of the GROUP programs. The computational and statistical kernel of 
DESI can be applied to a broad range of problems, and the suite is now widely used 
in national and international large-scale assessments. WESVAR, developed at 
Westat, and the AM software program, developed at the American Institutes for 
Research (AIR) by Cohen (1998), also address direct estimation in general and are 
used primarily for analyzing data from complex samples, especially large-scale 
assessments such as NAEP.  Descriptions and comparison of DESI and AM are 
found in papers by von Davier (2003) and Donoghue et al. (2006a). Sinharay and 
von Davier (2005) and von Davier and Sinharay (2007) discussed research around 
issues dealing with high performance statistical computing for large data sets found 
18 The NAEP Data Toolkit is available upon request from NAEP via http://nces.ed.gov/nationsre-
portcard/researchcenter/datatools2.aspx
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in international assessments. Von Davier et  al. (2006) presented an overview of 
large-scale assessment methodology and outlined steps for future extensions.
8.3.10  National Assessment Governing Board
The Elementary and Secondary Education act of 1988 authorized the national 
assessment governing board to set NAEP policies, schedules, and subject area 
assessment frameworks. This amendment made some important changes to the 
NAEP design. The main change was to allow assessment results to be reported by 
individual states so that the performance of students in various states could be com-
pared. Such reporting was not permitted in previous assessments. This decision 
increased the usefulness and importance of NAEP. Reporting individual state results 
was introduced on a trial basis in 1990 and was approved as a permanent part of 
NAEP in 1996. Due to the success of individual state reporting, NAEP introduced 
separate reports for various urban school districts in 2002. These changes in NAEP 
reporting required vigilance to ensure that the new expanded assessments did not 
reduce the integrity of NAEP.
Several investigations were conducted to ensure the comparability and appropri-
ateness of statistics over years and assessment type. Some of these are discussed in 
the sections below.
8.3.10.1  Comparability of State and National Estimate
At first, individual state reporting was done on a voluntary basis. The participating 
states needed large samples so that state subpopulations could be measured ade-
quately. To maintain national population estimates, a sample of students from non-
participating states was also collected. The participating and nonparticipating states’ 
results were then merged with properly adjusted sampling weights. This separate 
sample for nonparticipating states became moot when all states participated as a 
result of the No Child Left Behind Act of 2002.
Two studies (Qian and Kaplan 2001; Qian et al. 2003) investigated the changes. 
The first described an analysis to ensure quality control of the combined national 
and state data. The second described the analyses directed at three main issues rel-
evant to combining NAEP samples:
• Possible discrepancies in results between the combined sample and the current 
national sample.
• The effects of combined samples on the results of significance tests in compari-
sons, such as comparisons for reporting groups within the year and trend com-
parisons across years.
• The necessity of poststratification to adjust sample strata population estimates to 
the population values used in sample selection.
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The findings of these studies showed that the combined samples will provide 
point estimates of population parameters similar to those from the national samples. 
Few substantial differences existed between combined and national estimates. In 
addition, the standard errors were smaller in the combined samples. With combined 
samples, there was a greater number of statistically significant differences in sub-
population comparisons within and across assessment years. The analysis also 
showed little difference between the results of nonpoststratified combined samples 
and those of poststratified combined samples.
8.3.10.2  Full Population Estimation
The publication of NAEP results for individual states allowed for comparisons of 
student performance. When more than one year was assessed in a subject area, esti-
mation of trends in that area is possible. Trend comparisons are made difficult, since 
the published statistics are affected not only by the proficiency of students but also 
by the differences in the sizes of the subpopulations that are assessed. Early state 
trend results tended to show that states that excluded a larger percentage of students 
tended to have larger increases in reported average performance. This finding led to 
the search for full population estimates.
Although NAEP might like to estimate the proficiency of all students within an 
assessed grade, doing so is impractical. NAEP measurement tools cannot accurately 
measure the proficiency of some students with disabilities or students who are 
English language learners. While accommodations are made to include students 
with disabilities, such as allowing extra assessment time or use of braille booklets, 
some students are excluded. Despite strict rules for inclusion in NAEP, state regula-
tions and practices vary somewhat and thus affect the comparability of state results.
To address this issue, Beaton (2000) suggested using a full population median, 
which Paul Holland renamed bedian. The bedian assumes only that the excluded 
students would do less well than the median of the full student population, and 
adjusts the included student median accordingly. McLaughlin (2000, 2005) pro-
posed a regression approach by imputing excluded students’ proficiencies from 
other available data. McLaughlin’s work was further developed by Braun et  al. 
(2008).
The National Institute of Statistical Sciences held a workshop on July 10–12, 
2000, titled NAEP Inclusion Strategies. This workshop focused on comparing the 
full population statistics proposed by Beaton and McLaughlin. Included in its report 
is a detailed comparison by Holland (2000) titled “Notes on Beaton’s and 
McLaughlin’s Proposals.”
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8.3.11  Mapping State Standards Onto NAEP
The No Child Left Behind Act of 2002 required all states to set performance stan-
dards in reading and mathematics for Grades 3–8 and also for at least one grade in 
high school. The act, however, left to states the responsibility of determining the 
curriculum, selecting the assessments, and setting challenging academic standards. 
The result was that, in a particular grade, a standard such as proficient was reached 
by substantially different proportions of students in different states.
To understand the differences in state standards, ETS continued methodological 
development of an approach originally proposed by McLaughlin (1998) for making 
useful comparisons among state standards. It is assumed that the state assessments 
and NAEP assessment reflect similar content and have comparable structures, 
although they differ in test and item formats as well as standard-setting procedures. 
The Braun and Qian (2007) modifications involved (a) a shift from a school-based 
to a student-based strategy for estimating NAEP equivalent to a state standard, and 
(b) the derivation of a more refined estimate of the variance of NAEP parameter 
estimates by taking into account the NAEP design in the calculation of sampling 
error and by obtaining an estimate of the contribution of measurement error.
Braun and Qian applied the new methodology to four sets of data: (a) Year 2000 
state mathematics tests and the NAEP 2000 mathematics assessments for Grades 4 
and 8, and (b) Year 2002 state reading tests and the NAEP 2002 reading assessments 
for Grades 4 and 8. The study found that for both mathematics and reading, there is 
a strong negative linear relationship across states between the proportions meeting 
the standard and the apparent stringency of the standard as indicated by its NAEP 
equivalent. The study also found that the location of the NAEP score equivalent of 
a state’s proficiency standard is not simply a function of the placement of the state’s 
standard on the state’s own test score scale. Rather, it also depends on the curricu-
lum delivered to students across the state and the test’s coverage of that curriculum 
with respect to both breadth and depth, as well as the relationship of both to the 
NAEP framework and the NAEP assessment administered to students. Thus, the 
variation among states’ NAEP equivalent scores reflects the interaction of multiple 
factors, which can complicate interpretation of the results.
8.3.11.1  Testing Model Fit
IRT technology assumes that a student’s response to an assessment item is depen-
dent upon the students’ ability, the item parameters of a known mathematical model, 
and an error term. The question arises as to how well the actual assessment data fit 
the assumed model. This question is particularly important in international assess-
ments and also in any assessment where test items are translated into different lan-
guages. It is possible that the IRT model may fit well in one language but not well 
in another. For this reason, ETS applied an innovative model-fitting analysis for 
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comparing Puerto Rican students with mainland students. The Puerto Rican stu-
dents responded to NAEP questions that were translated into Spanish.
The method for analyzing model fit was suggested by Albert Beaton (2003). The 
model was explored by Kelvin Gregory when he was at ETS. John Donoghue sug-
gested using standardized errors in the comparison process. The method requires 
that the data set from an assessment has been analyzed using IRT and its results are 
available. Using the estimated student abilities and item parameters, a large number 
(e.g., 1000) of randomly equivalent data sets are created under the assumption of 
local independence. Statistics from the actual sample are then compared to the dis-
tribution of statistics from the randomly equivalent data sets. Large differences 
between the actual and randomly equivalent statistics indicate misfit. This approach 
indicates the existence of items or persons that do not respond as expected by the 
IRT model.
Additional research and procedures for assessing the fit of latent regression mod-
els was discussed by Sinharay et al. (2010). Using an operational NAEP data set, 
they suggested and applied a simulation-based model-fit procedure that investigated 
whether the latent regression model adequately predicted basic statistical 
summaries.
8.3.11.2  Aspirational Performance Standards
The National Assessment Governing Board decided to create achievement levels 
that were intended as goals for student performance. The levels were for basic, pro-
ficient, and advanced. Although ETS staff did not have a hand in implementing 
these levels, the standard-setting procedure of ETS researcher William Angoff 
(1971) was used in the early stages of the standard setting.
8.3.12  Other ETS Contributions
The ETS research staff continued to pursue technical improvements in NAEP under 
the auspices of the governing board, including those discussed in the following 
sections.
8.3.12.1  Rater Reliability in NAEP
Donoghue et  al. (2006b) addressed important issues in rater reliability and the 
potential applicability of rater effects models for NAEP. In addition to a detailed 
literature review of statistics used to monitor and evaluate within- and across-year 
rater reliability, they proposed several alternative statistics. They also extensively 
discussed IRT-based rater-effect approaches to modeling rater leniency, and 
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provided several novel developments by applying signal detection theory in these 
models.
8.3.12.2  Computer-Based Assessment in NAEP
A key step towards computer-based testing in NAEP was a series of innovative stud-
ies in writing, mathematics, and critical reasoning in science and in technology-rich 
environments. The 2011 writing assessment was the first to be fully computer- 
based. Taking advantage of digital technologies enabled tasks to be delivered in 
audio and video multimedia formats. Development and administration of computer- 
delivered interactive computer tasks (ICTs) for the 2009 science assessment enabled 
measurement of science knowledge, processes, and skills that are not measurable in 
other modes. A mathematics online study in 2001 (Bennett et al. 2008) used both 
automated scoring and automatic item generation principles to assess mathematics 
for fourth and eighth graders on computers. This study also investigated the use of 
adaptive testing principles in the NAEP context. As of this writing, a technology and 
engineering literacy assessment is being piloted that assesses literacy as the capacity 
to use, understand, and evaluate technology, as well as to understand technological 
principles and strategies needed to develop solutions and achieve goals. The assess-
ment is completely computer-based and engages students through the use of multi-
media presentations and interactive simulations.
8.3.12.3  International Effects
The ETS methodology for group assessments has quickly spread around the world. 
At least seven major international studies have used or adapted the technology:
• School-based assessments
• The International Assessment of Educational Progress (IAEP)
• Trends in Mathematics and Science Study (TIMSS)
• Progress in International Reading Literacy Study (PIRLS)
• The Program for International Student Assessment (PISA 2015)
• Household-Based Adult Literacy Assessments
• The International Adult Literacy Study (IALS)
• The Adult Literacy and Life Skills Survey (ALL)
• The OECD Survey of Adult Skills. Also known as the Programme for the 
International Assessment of Adult Competencies (PIAAC)
In five of these studies (IAEP, PISA 2015, IALS, ALL, and PIAAC), ETS was 
directly involved in a leadership role and made significant methodological contribu-
tions. Two of the studies (TIMSS and PIRLS) have used ETS software directly 
under license with ETS and have received ETS scale validation services. These 
international assessments, including ETS’s role and contributions, are described 
briefly below.
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The existence of so many assessments brought about attempts to compare or link 
somewhat different tests. For example, comparing the IAEP test (Beaton and 
Gonzalez 1993) or linking the TIMSS test to NAEP tests might allow American 
students to be compared to students in foreign countries. ETS has carefully investi-
gated the issues in linking and organized a special conference to address it. The 
conference produced a book outlining the problems and potential solutions (Dorans 
et al. 2007).
The IAEP assessments were conducted under the auspices of ETS and the UK’s 
National Foundation for Educational Research, and funded by the National Science 
Foundation and NCES. In the middle of the 1980s there was concern about the start-
 up and reporting times of previously existing international assessments. In order to 
address these concerns, two assessments were conducted: IAEP1  in 1988 and 
IAEP2 in 1991. Archie Lapointe was the ETS director of these studies. Six countries 
were assessed in IAEP1. In IAEP2, students aged 9 and 13 from about 20 countries 
were tested in math, science, and geography. ETS applied the NAEP technology to 
these international assessments. These ventures showed that comprehensive assess-
ments could be designed and completed quickly while maintaining rigorous stan-
dards. The results of the first IAEP are documented in a report titled A World of 
Differences (Lapointe et al. 1989). The IAEP methodologies are described in the 
IAEP Technical Report (1992).
The TIMSS assessments are conducted under the auspices of the International 
Association for the Evaluation of Educational Achievement (IEA). Conducted every 
4 years since 1995, TIMSS assesses international trends in mathematics and science 
achievement at the fourth and eighth grades in more than 40 countries. For TIMSS, 
the ETS technology was adapted for the Rasch model by the Australian Council for 
Educational Research. The methodology used in these assessments was described in 
a TIMSS technical report (Martin and Kelly 1996).
The PIRLS assessments are also conducted under the auspices of the IEA. PIRLS 
is an assessment of reading comprehension that has been monitoring trends in stu-
dent achievement at 5-year intervals in more than 50 countries around the world 
since 2001. PIRLS was described by Mullis et al. (2003).
The International Adult Literacy Survey (IALS), the world’s first internationally 
comparative survey of adult skills, was administered in 22 countries in three waves 
of data collection between 1994 and 1998. The IALS study was developed by 
Statistics Canada and ETS in collaboration with participating national governments. 
The origins of the international adult literacy assessment program lie in the pioneer-
ing efforts employed in United States national studies that combined advances in 
large-scale assessment with household survey methodology. Among the national 
studies were the Young Adult Literacy Survey (Kirsch and Jungeblut 1986) under-
taken by the NAEP program, and the National Adult Literacy Survey (described by 
Kirsch and ETS colleagues Norris, O’Reilly, Campbell, & Jenkins; Kirsch et al. 
2000) conducted in 1992 by NCES.
ALL, designed and analyzed by ETS, continued to build on the foundation of 
IALS and earlier studies of adult literacy, and was conducted in 10 countries 
between 2003 and 2008 (Statistics Canada and OECD 2005).
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The PIAAC study is an OECD Survey of Adult Skills conducted in 33 countries 
beginning in 2011. It measures the key cognitive and workplace skills needed for 
individuals to participate in society and for economies to prosper. The ETS Global 
Assessment Center, under the directorship of Irwin Kirsch, led the International 
Consortium and was responsible for the assessment’s psychometric design, its anal-
ysis, and the development of cognitive assessment domains targeting skills in liter-
acy, numeracy, and problem solving in technology-rich environments. ETS also 
coordinated development of the technology platform that brought the assessment to 
more than 160,000 adults, ages 16—65, in more than 30 language versions. The 
2011 PIAAC survey broke new ground in international comparative assessment by 
being the first such instrument developed for computer-based delivery; the first to 
use multistage adaptive testing; the first to incorporate the use of computer- generated 
log file data in scoring and scaling; and the first to measure a set of reading compo-
nents in more than 30 languages. The first PIAAC survey results were presented in 
an OECD publication (OECD 2013).
The PISA international study under the auspices of the OECD was launched in 
1997. It aims to evaluate education systems worldwide every 3 years by assessing 
15-year-olds’ competencies in three key subjects: reading, mathematics, and sci-
ence. To date, over 70 countries and economies have participated in PISA. For the 
sixth cycle of PISA in 2015, ETS is responsible for the design, delivery platform 
development, and analysis. To accomplish the new, complex assessment design, 
ETS Global continues to build on and expand the assessment methodologies it 
developed for PIAAC.
Kirsch et al. (Chap. 9, this volume) present a comprehensive history of 
Educational Testing Service’s 25-year span of work in large-scale literacy assess-
ments and resulting contributions to assessment methodology, innovative reporting, 
procedures, and policy information that “will lay the foundation for the new assess-
ments yet to come.”
In 2007, the Research and Development Division at ETS collaborated with the 
IEA Data Processing and Research Center to establish the IEA-ETS Research 
Institute (IERI). IERI publishes a SpringerOpen journal, Large-Scale Assessments 
in Education, which delivers state-of-the-art information on comparative interna-
tional group score assessments. This IERI journal focuses on improving the science 
of large-scale assessments. A number of articles published in the IERI series present 
current research activities dealing with topics discussed in this paper, and also with 
issues surrounding the large-scale international assessments addressed here (TIMSS, 
PIRLS, PISA, IALS, ALL, and PIAAC).
In 2013, nine members of ETS’s Research and Development division and two 
former ETSers contributed to a new handbook on international large-scale assess-
ment (Rutkowski et al. 2014).
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8.3.12.4  ETS Contributions to International Assessments
The ETS has also contributed to a number of international assessments in other 
ways, including the following:
• GROUP Software. GROUP software has been an important contribution of ETS 
to international assessments. This software gives many options for estimating the 
parameters of latent regression models, such as those used in national and inter-
national assessments. ETS offers licenses for the use of this software and con-
sulting services as well. The software is described elsewhere in this paper and 
further described by Rogers et al. (2006).
• International Data Explorer. The NDE software has been adapted for interna-
tional usage. The NDE allows a secondary researcher to create and manipulate 
tables from an assessment. ETS leveraged the NDE web-based technology infra-
structure to produce the PIAAC Data Explorer (for international adult literacy 
surveys), as well as an International Data Explorer that reports on trends for 
PIRLS, TIMSS, and PISA data. The tools allow users to look up data according 
to survey, proficiency scale, country, and a variety of background variables, such 
as education level, demographics, language background, and labor force experi-
ences. By selecting and organizing relevant information, stakeholders can use 
the large-scale data to answer questions of importance to them.
• International linking. Linking group assessments has taken on increased impor-
tance as new uses are proposed for large-scale assessment data. In addition to 
being linked to various state assessments, NAEP has been linked to TIMSS and 
PISA in order to estimate how well American students compare to students in 
other countries. In these cases, the tests being compared are designed to measure 
different—perhaps slightly different—student proficiencies. The question 
becomes whether or not the accuracy of a linking process is adequate for its pro-
posed uses.
There is a wealth of literature on attempts at statistically linking national and 
international large-scale surveys to each other (Beaton and Gonzalez 1993; Johnson 
et al. 2003; Johnson and Siegendorf 1998; Pashley and Phillips 1993), as well as to 
state assessments (Braun and Qian 2007; McLaughlin 1998; Phillips 2007). Much 
of this work is based on concepts and methods of linking advocated by Mislevy 
(1992) and Linn (1993). In 2005, an ETS-sponsored conference focused on the 
general issue of score linking. The book that resulted from this conference (Dorans 
et al. 2007) examines the different types of linking both from theoretical and practi-
cal perspectives, and emphasizes the importance of both. It includes topics dealing 
with linking group assessments (such as NAEP and TIMSS). It also addresses map-
ping state or country standards to the NAEP scale.
There is an associated set of literature with arguments for and against the appro-
priateness of such mappings, and innovative attempts to circumvent some of the 
difficulties (Braun and Holland 1982; Linn and Kiplinger 1995; Thissen 2007; 
Wainer 1993). Past efforts to link large-scale assessments have met with varied lev-
els of success. This called for continuing research to deal with problems such as 
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linking instability related to differences in test content, format, difficulty, measure-
ment precision, administration conditions, and valid use. Current linking studies 
draw on this research and experience to ameliorate linking problems. For example, 
the current 2011 NAEP-TIMSS linking study is intended to improve on previous 
attempts to link these two assessments by administering NAEP and TIMSS booklets 
at the same time under the same testing conditions, and using actual state TIMSS 
results in eight states to validate the predicted TIMSS average scores.
8.3.13  NAEP ETS Contributions
Large-scale group assessments lean heavily on the technology of other areas such as 
statistics, psychometrics, and computer science. ETS researchers have also contrib-
uted to the technology of these areas. This section describes a few innovations that 
are related to other areas as well as large-scale group assessments.
8.3.13.1  The FORTRAN IV Statistical System (F4STAT)
Although the development of F4STAT began in 1964, before ETS was involved in 
large-scale group assessments,19 it quickly became the computation engine that 
made flexible, efficient data analysis possible. Statistical systems of the early 60s 
were quite limited and not generally available. Typically, they copied punch card 
systems that were used on earlier computers. Modern systems such as SAS, SPSS, 
and Stata were a long way off.
ETS had ordered an IBM 7040 computer for delivery in 1965, and it needed a 
new system that would handle the diverse needs of its research staff. For this reason, 
the organization decided to build its own statistical system, F4STAT (Beaton 1973b). 
Realizing that parameter-driven programs could not match the flexibility of avail-
able compilers, the decision was made to use the Fortran IV compiler as the driving 
force and then develop statistical modules as subroutines. Based on the statistical 
calculus operators defined by Beaton (1964), the F4STAT system was designed to 
be modular, general, and easily expandable as new analytic methods were con-
ceived. Of note is that the Beaton operators are extensively cited and referenced 
throughout statistical computation literature (Dempster 1969; Milton and Nelder 
1969), and that these operators or their variants are used in commercial statistical 
systems, such as SAS and SPSS (Goodnight 1979). Through incorporation of a 
modern integrated development environment (IDE), F4STAT continues to provide 
the computational foundation for ETS’s large-scale assessment data analysis sys-
tems. This continual, technology-driven evolution is important for ETS researchers 
19 Albert Beaton, William Van Hassel, and John Barone implemented the early ETS F4STAT sys-
tem. Ongoing development continued under Barone. Alfred Rogers is the current technical leader.
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to respond to the ever increasing scope and complexity of large-scale and longitudi-
nal surveys and assessments.
8.3.13.2  Fitting Robust Regressions Using Power Series
Many data analyses and, in particular large-scale group assessments, rely heavily on 
minimizing squared residuals, which overemphasizes the larger residuals. Extreme 
outliers may completely dominate an analysis. Robust regression methods have 
been developed to provide an alternative to least squares regression by detecting and 
minimizing the effect of deviant observations. The primary purpose of robust regres-
sion analysis is to fit a model that represents the information in the majority of the 
data. Outliers are identified and may be investigated separately.
As a result, the issue of fitting power series became an important issue at this 
time. Beaton and Tukey (1974) wrote a paper on this subject, which was awarded 
the Wilcoxon Award for the best paper in Technometrics in that year. The paper led 
to a method of computing regression analyses using least absolute value or minimax 
criteria instead of least squares. For more on this subject, see Holland and Welsch 
(1977), who reviewed a number of different computational approaches for robust 
linear regression and focused on iteratively reweighted least-squares (IRLS). Huber 
(1981, 1996) presented a well-organized overview of robust statistical methods.
8.3.13.3  Computational Error in Regression Analysis
An article by Longley (1967) brought about concern about the accuracy of regres-
sion programs. He found large discrepancies among the results of various regression 
programs. Although ETS software was not examined, the large differences were 
problematic for any data analyst. If regression programs were inconsistent, large- 
scale group studies would be suspect.
To investigate this problem, Beaton et al. (1976) looked carefully at the Longley 
data. The data were taken from economic reports and rounded to thousands, mil-
lions, or whatever depending on the variable. The various variables were highly 
collinear. To estimate the effect of rounding, they added a random uniform number 
to each datum in the Longley analysis. These random numbers had a mean of zero 
and a range of -.5 to +.5 after the last published digit. One thousand such data sets 
were produced, and each set would round to the published data.
The result was surprising. The effect of these random digits substantially affected 
the regression results more than the differences among various programs. In fact, 
the “highly accurate” results—computed by Longley to hundreds of places—were 
not even at the center of the distribution of the 1,000 regression results. The result 
was clear: increasing the precision of calculations with near-collinear data is not 
worth the effort, the “true” values are not calculable from the given data.
This finding points out that a greater source of inaccuracy may be the data them-
selves. Cases such as this, where slight variations in the original data cause large 
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variations in the results, suggest further investigation is warranted before accepting 
the results. The cited ETS paper also suggests a ridge regression statistic to estimate 
the seriousness of collinearity problems.
8.3.13.4  Interpreting Least Squares
Regression analysis is an important tool for data analysis in most large- and small- 
scale studies. Generalizations from an analysis are based on assumptions about the 
population from which the data are sampled. In many cases, the assumptions are not 
met. For example, EOS had a complex sample and a 65% participation rate and 
therefore did not meet the assumptions for regression analysis. Small studies, such 
as those that take the data from an almanac, seldom meet the required assumptions. 
The purpose of this paper is to examine what can be stated without making any 
sampling assumptions.
Let us first describe what a typical regression analysis involves. Linear regres-
sion assumes a model such as y = Xβ+ε, where y is the phenomenon being studied, 
X represents explanatory variables, β is the set of parameters to be estimated, and ε 
is the residual. In practice, where N is the number of observations (i = 1,2,…,N) and 
M (j = 0,1,…,M) is the number of explanatory variables, y is an Nth order vector, X 
is an N x M matrix, β is an Mth order vector, and ε is an Nth order vector. The values 
xi0 = 1 and β0 = the intercept. The values in y and X are assumed to be known. The 
values in ε are assumed to be independently distributed from a normal distribution 
with mean of 0 and variance of σ2. Regression programs compute b, the least squares 
estimate of β, s2 the estimate of σ2, and e, the estimate of ε. Under the assumptions, 
regression creates a t-test for each regression coefficient in b, testing the hypotheses 
that βj = 0. A two-tailed probability statistic pj is computed to indicate the probabil-
ity of obtaining a bj if the true value is zero. A regression analysis often includes an 
F test that tests the hypothesis that all regression coefficients (excluding the inter-
cept) are equal to zero.
The question addressed here is what we can say about the regression results if we 
do not assume that the error terms are randomly distributed. Here, we look at the 
regression analysis as a way of summarizing the relationship between the y and X 
variables. The regression coefficients are the summary. We expect a good summary 
to allow us to approximate the values of y using the X variables and their regression 
coefficients. The question then becomes: How well does the model fit?
Obviously, a good fit implies that the errors are small, near zero. Small errors 
should not have a substantial effect on the data summary, that is, the regression coef-
ficients. The effect of the error can be evaluated by permuting the errors and then 
computing the regression coefficients using the permuted data. There are N! ways to 
permute the errors. Paul Holland suggested flipping the signs of the errors. There 
are 2N possible ways to flip the error signs. Altogether, there are N!2N possible 
signed permutations, which is a very large number. For example, 10 observations 
generate 3,628,800 × 1,024 = 3,715,891,200 possible signed permutations. We will 
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denote each signed permutations as ek (k = 1,2,…, 2NN!,), yk=Xβ + ek, and the cor-
responding regression coefficient as bk with elements bjk.
Fortunately, we do not need to compute these signed permutations to describe the 
model fit. Beaton (1981) has shown that the distribution of sign permuted regression 
coefficients rapidly approaches a normal distribution as the number of observations 
increases. The mean of the distribution is the original regression coefficient, and the 
standard deviation is approximately the same as the standard error in regression 
programs.
The model fit can be assessed from the p values computed in a regular regression 
analysis:
• The probability statistic pj for an individual regression coefficient can be inter-
preted as the proportion of signed and permuted regression coefficients bjk that 
are further away from bj than the point where the bjk have different signs.
• Since the distribution is symmetric, .5pj can be interpreted as the percentage of 
the bjk that have different signs from bj.
• The overall P statistic can be interpreted as the percentage of bk that is as far from 
b as the point where all bk have a different sign.
• Other fit criteria are possible, such as computing the number of bjk that differ in 
the first decimal place.
In summary, the model fit is measured by comparing the sizes of the errors to 
their effect on the regression coefficients. The errors are not assumed to come from 
any outside randomization process. This interpretation is appropriate for any con-
forming data set. The ability to extrapolate to other similar data sets is lost by the 
failure to assume a randomization.
8.3.14  Impact on Policy—Publications Based on Large-Scale 
Assessment Findings
Messick (1986) described analytic techniques that provide the mechanisms for 
inspecting, transforming, and modeling large-scale assessment data with the goals 
of providing useful information, suggesting conclusions, and supporting decision 
making and policy research. In this publication, Messick eloquently espoused the 
enormous potential of large-scale educational assessment as effective policy 
research and examined critical features associated with transforming large-scale 
educational assessment into effective policy research. He stated that
In policy research it is not sufficient simply to document the direction of change, which 
often may only signal the presence of a problem while offering little guidance for problem 
solution. One must also conceptualize and empirically evaluate the nature of the change and 
its contributing factors as a guide for rational decision making.
Among the critical features that he deemed necessary are the capacity to provide 
measures that are commensurable across time periods and demographic groups, 
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correlational evidence to support construct interpretations, and multiple measures 
of diverse background and program factors to illuminate context effects and treat-
ment or process differences. Combining these features with analytical methods and 
interpretative strategies that make provision for exploration of multiple perspectives 
can yield relevant, actionable policy alternatives. Messick noted that settling for less 
than full examination of plausible alternatives due to pressures of timeliness and 
limited funding can be, ironically, at the cost of timeliness.
With the above in mind, we refer the reader to the NCES and ETS websites to 
access the links to a considerable collection of large-scale assessment publications 
and data resources. Also, Coley, Goertz, and Wilder (Chap. 12, this volume) provide 
additional policy research insight.
 Appendix: NAEP Estimation Procedures
The NAEP estimation procedures start with the assumption that the proficiency of a 
student in an assessment area can be estimated from a student’s responses to the 
assessment items that the student received. The psychometric model is a latent 
regression consisting of four types of variables:
• Student proficiency
• Student item responses
• Conditioning variables
• Error variables
The true proficiency of a student is unobservable and thus unknown. The student 
item responses are known, since they are collected in an assessment. Also known 
are the conditioning variables that are collected for reporting (e.g., demographics) 
or may be otherwise considered related to student proficiency. The error variable is 
the difference between the actual student proficiency and its estimate from the psy-
chometric model and is thus unknown.
The purpose of this appendix is to present the many ways in which ETS research-
ers have addressed the estimation problem and continue to look for more precise 




 3. Variance estimation
Scaling processes the item-response statistics to develop estimates of student 
proficiency. Conditioning adjusts the proficiency estimates in order to improve their 
accuracy and reduce possible biases. Conditioning is an iterative process using the 
estimation–maximization (EM) algorithm (Dempster et al. 1977) that leads to maxi-
mum likelihood estimates. Variance estimation is the process by which the error in 
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the parameter estimates is itself estimated. Both sampling and measurement error 
are examined.
The next section presents some background on the original application of this 
model. This is followed by separate sections on advances in scaling, conditioning, 
and variance estimation. Finally, a number of alternate models proposed by others 
are evaluated and discussed.
The presentation here is not intended to be highly technical. A thorough discus-
sion of these topics is available in a section of the Handbook of Statistics titled 
“Marginal Estimation of Population Characteristics: Recent Developments and 
Future Directions” (von Davier et al. 2006).
 The Early NAEP Estimation Process
NAEP procedures proposed by ETS were conceptually straightforward: the item 
responses are used to estimate student proficiency, and then the student estimates 
are summarized by gender, racial/ethnic groupings, and other factors of educational 
importance. The accuracy of the group statistics would be estimated using sampling 
weights and the jackknife method which would take into account the complex 
NAEP sample. The 3PL IRT model was to be used as described in Lord and Novick 
(1968).
This approach was first used in the 1983–1984 NAEP assessment of reading and 
writing proficiency. The proposed IRT methodology of that time was quite limited: 
it handled only multiple-choice items that could be scored either right or wrong. It 
also could not make any finite estimates for students who answered all items cor-
rectly or scored below the chance level. Since the writing assessment had graded- 
response questions, the standard IRT programs did not work, so the ARM was 
developed by Beaton and Johnson (1990). The ARM was later replaced by the 
PARSCALE program (Muraki and Bock 1997).
However, the straightforward approach to reading quickly ran into difficulties. 
The decision had been made to BIB spiral the reading and writing items, with the 
result that many students were assigned too few items to produce an acceptable 
estimate of their reading proficiency. Moreover, different racial/ethnic groupings 
had substantially different patterns of inestimable proficiencies, which would bias 
any results. Standard statistical methods did not offer any solution.
Fortunately, Mislevy had the insight that NAEP did not need individual student 
proficiency estimates; it needed only estimates of select populations and subpopula-
tions. This led to the use of marginal maximum likelihood methods through the 
BILOG program (Mislevy and Bock 1982). The BILOG program could estimate 
group performance directly, but an alternative approach was taken in order to make 
the NAEP database useful to secondary researchers. BILOG did not develop accept-
able individual proficiency estimates but did produce a posterior distribution for 
each student that indicated the likelihood of possible estimates. From these distribu-
tions, five plausible values were randomly selected. Using these plausible values 
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made data analysis more cumbersome but produced a data set that could be used in 
most available statistical systems.
The adaptation and application of this latent regression model was used to pro-
duce the NAEP 1983–1984 Reading Report Card, which has served as a model for 
many subsequent reports. More details on the first application of the NAEP estima-
tion procedures were described by Beaton (1987) and Mislevy et al. (1992).
 Scaling
IRT is the basic component of NAEP scaling. As mentioned above, the IRT pro-
grams of the day were limited and needed to be generalized to address NAEP’s 
future needs. There were a number of new applications, even in the early NAEP 
analyses:
• Vertical scales that linked students aged 9, 13, and 17.
• Across-year scaling to link the NAEP reading scales to the comparable assess-
ments in the past.
• In 1986, subscales were introduced for the different subject areas. NAEP pro-
duced five subscales in mathematics. Overall mathematics proficiency was esti-
mated using a composite of the subscales.
• In 1992, the generalized partial credit model was introduced to account for 
graded responses (polytomous items) such as those in the writing assessments 
(Muraki 1992; Muraki and Bock 1997).
Yamamoto and Mazzeo (1992) presented an overview of establishing the IRT- 
based common scale metric and illustrated the procedures used to perform these 
analyses for the 1990 NAEP mathematics assessment. Muraki et al. (2000) provided 
an overview of linking methods used in performance assessments, and discussed 
major issues and developments in linking performance assessments.
 Conditioning
As mentioned, the NAEP reporting is focused on group scores. NAEP collected a 
large amount of demographic data, including student background information and 
school and teacher questionnaire data, which can be used to supplement the nonre-
sponse due to BIB design and to improve the accuracy of group scores.
Mislevy (1984, 1985) has shown that maximum likelihood estimates of the 
parameters in the model can be obtained when the actual proficiencies are unknown 
using an EM algorithm.
The NAEP conditioning model employs both cognitive data and demographic 
data to construct a latent regression model. The implementation of the EM algo-
rithm that is used in the estimation of the conditioning model leaves room for 
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 possible improvements in accuracy and efficiency. In particular, there is a complex 
multidimensional integral that must be calculated, and there are many ways in 
which this can be done, each method embodied by a computer program which has 
been carefully investigated for advantages and disadvantages. These programs have 
been generically labeled as GROUP programs. The programs that have been used or 
are currently in use are as follows:
• BGROUP (Sinharay and von Davier 2005). This program is a modification of 
BILOG (Mislevy and Bock 1982) and uses numerical quadrature and direct inte-
gration. This is typically used when there are one or two scales being analyzed
• MGROUP (Mislevy and Sheehan 1987) uses a Monte Carlo method to draw 
random normal estimates from posterior distributions as input to each estimation 
step.
• NGROUP (Allen et al. 1996; Mislevy 1985) uses Bayesian normal theory. The 
requirement of the assumption of a normal distribution results in little use of this 
method.
• CGROUP (Thomas 1993) uses a Laplace approximation for the posterior means 
and variance. This method is used when more than two scales are analyzed.
• DGROUP (Rogers et  al. 2006) is the current operational program that brings 
together the BGROUP and CGROUP methods on a single platform. This plat-
form is designed to allow inclusion of other methods as they are developed and 
tested.
To make these programs available in a single package, ETS researchers Ted 
Blew, Andreas Oranje, Matthias von Davier, and Alfred Rogers developed a single 
program called DESI that allows a user to try the different latent regression 
programs.
The end result of these programs is a set of plausible values for each student. 
These are random draws from each student’s posterior distribution, which gives the 
likelihood of a student having a particular proficiency score. The plausible value 
methodology was developed by Mislevy (1991) based on the ideas of Little and 
Rubin (1987, 2002) on multiple imputation. These plausible values are not appro-
priate for individual proficiency scores or decision making. In their 2009 paper, 
“What Are Plausible Values and Why Are They Useful?,” von Davier et al. described 
how plausible values are applied to ensure that the uncertainty associated with mea-
sures of skills in large scale surveys is properly taken into account. In 1988, NCME 
gave its Award for Technical Contribution to Educational Measurement to ETS 
researchers Robert Mislevy, Albert Beaton, Eugene Johnson, and Kathleen Sheehan 
for the development of plausible values methodology in the NAEP.
The student plausible values are merged with their sampling weights to compute 
population and subpopulation statistical estimates, such as the average student pro-
ficiency of a subpopulation.
It should be noted that the AM method (Cohen 1998) estimates population 
parameters directly and is a viable alternative to the plausible-value method that 
ETS has chosen. The AM approach has been studied in depth by Donoghue et al. 
(2006a).
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These methods were subsequently evaluated for application in future large-scale 
assessments (Li and Oranje 2006; Sinharay et al. 2010; Sinharay and von Davier 
2005; von Davier and Sinharay 2007, 2010). Their analysis of a real NAEP data set 
provided some evidence of a misfit of the NAEP model. However, the magnitude of 
the misfit was small, which means that the misfit probably had no practical signifi-
cance. Research into alternative approaches and emerging methods is continuing.
 Variance Estimation
Error variance has two components: sampling error and measurement error. These 
components are considered to be independent and are summed to estimate total 
error variance.
 Sampling Error
The NAEP samples are obtained through a multistage probability sampling design. 
Because of the similarity of students within schools and of the effects of nonre-
sponse, observations made of different students cannot be assumed to be indepen-
dent of each other. To account for the unequal probabilities of selection and to allow 
for adjustments for nonresponse, each student is assigned separate sampling 
weights. If these weights are not applied in the computation of the statistics of inter-
est, the resulting estimates can be biased. Because of the effects of a complex sam-
ple design, the true sampling variability is usually larger than a simple random 
sampling. More detailed information is available in reports by Johnson and Rust 
(1992, 1993), Johnson and King (1987), and Hsieh et al. (2009).
The sampling error is estimated by the jackknife method (Quenouille 1956; 
Tukey 1958). The basic idea is to divide a national or state population, such as in- 
school eighth graders, into primary sampling units (PSUs) that are reasonably simi-
lar in composition. Two schools are selected at random from each PSU.  The 
sampling error is estimated by computing as many error estimates as there are PSUs. 
Each of these replicates consists of all PSU data except for one, in which one school 
is randomly removed from the estimate and the other is weighted doubly. The meth-
odology for NAEP was described, for example, by E. G. Johnson and Rust (1992), 
and von Davier et al. (2006), and a possible extension was discussed by Hsieh et al. 
(2009).
The sampling design has evolved as NAEP’s needs have increased. Certain eth-
nic groups are oversampled to ensure that reasonably accurate estimations and sam-
pling weights are developed to ensure appropriately estimated national and state 
samples.
Also, a number of studies have been conducted about the estimation of standard 
errors for NAEP statistics. Particularly, an application of the Binder methodology 
(see also Cohen and Jiang 2001) was evaluated (Li and Oranje 2007) and a 
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 comparison with other methods was conducted (Oranje et al. 2009) showing that 
the Binder method under various conditions underperformed compared to 
 sampling-based methods.
Finally, smaller studies were conducted on (a) the use of the coefficient of varia-
tion in NAEP (Oranje 2006b), which was discontinued as a result; (b) confidence 
intervals for NAEP (Oranje 2006a), which are now available in the NDE as a result; 
and (c) disclosure risk prevention (Oranje et al. 2007), which is currently a standard 
practice for NAEP.
 Measurement Error
Measurement error is the difference between the estimated results and the “true” 
results that are not usually available. The plausible values represent the posterior 
distribution and can be used for estimating the amount of measurement error in 
statistical estimates such as a population mean or percentile. Five plausible values 
are computed for each student, and each is an estimate of the student’s proficiency. 
If the five plausible values are close together, then the student is well measured; if 
the values differ substantially, the student is poorly measured. The variance of the 
plausible values over an entire population and subpopulation can be used to esti-
mate the error variance. The general methodology was described by von Davier 
et al. (2009).
Researchers continue to explore alternative approaches to variance estimation 
for NAEP data. For example, Hsieh et  al. (2009) explored a resampling-based 
approach to variance estimation that makes ability inferences based on replicate 
samples of the jackknife without using plausible values.
 Alternative Psychometric Approaches
A number of modifications of the current NAEP methodology have been suggested 
in the literature. These evolved out of criticisms of (a) the complex nature of the 
NAEP model and (b) the approximations made at different stages of the NAEP 
estimation process. Several such suggestions are listed below:
• Apply a group-specific variance term. Thomas (2000) developed a version of the 
CGROUP program that allowed for a group-specific residual variance term 
instead of assuming a uniform term across all groups.
• Apply seemingly unrelated regressions (SUR; Greene 2002; Zellner 1962). 
Researchers von Davier and Yu (2003) explored this suggestion using a program 
called YGROUP and found that it generated slightly different results from 
CGROUP. Since YGROUP is faster, it may be used to produce better starting 
values for the CGROUP program.
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• Apply a stochastic EM method. Researchers von Davier and Sinharay (2007) 
approximated the posterior expectation and variance of the examinees’ proficien-
cies using importance sampling (e.g., Gelman et al. 2004). Their conclusion was 
that this method is a viable alternative to the MGROUP system but does not pres-
ent any compelling reason for change.
• Apply stochastic approximation. A promising approach for estimation in the 
presence of high dimensional latent variables is stochastic approximation. 
Researchers von Davier and Sinharay (2010) applied this approach to the estima-
tion of conditioning models and showed that the procedure can improve estima-
tion in some cases.
• Apply multilevel IRT using Markov chain Monte Carlo methods (MCMC). M. S. 
Johnson and Jenkins (2004) suggested an MCMC estimation method (e.g., 
Gelman et al. 2004; Gilks et al. 1996) that can be adapted to combine the three 
steps (scaling, conditioning, and variance estimation) of the MGROUP program. 
This idea is similar to that proposed by Raudenbush and Bryk (2002). A maxi-
mum likelihood application of this model was implemented by Li et al. (2009) 
and extended to dealing with testlets by Wang et al. (2002).
• Estimation using generalized least squares (GLS). Researchers von Davier and 
Yon (2004) applied GLS methods to the conditioning model used in NAEP’s 
MGROUP, employing an individual variance term derived from the IRT mea-
surement model. This method eliminates some basic limitations of classical 
approaches to regression model estimation.
• Other modifications. Other important works on modification of the current 
NAEP methodology include those by Bock (2002) and Thomas (2002).
 Possible Future Innovations
 Random Effects Model
ETS developed and evaluated a random effects model for population characteristics 
estimation. This approach explicitly models between-school variability as a random 
effect to determine whether it is better aligned with the observed structure of NAEP 
data. It was determined that relatively small gains in estimation using this approach 
in NAEP were not sufficient to override the increase in computational complexity. 
However, this approach does appear to have potential for use in international assess-
ments such as PISA and PIRLS.
 Adaptive Numerical Quadrature
Use of adaptive numerical quadrature can improve estimation accuracy over using 
approximation methods in high-dimensional proficiency estimation. ETS research-
ers performed analytic studies (Antal and Oranje 2007; Haberman 2006) using 
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adaptive quadrature to study the benefit of increased precision through numerical 
integration for multiple dimensions. Algorithmic development and resulting evalu-
ation of gains in precision are ongoing, as are feasibility studies for possible opera-
tional deployment in large-scale assessment estimation processes.
Antal and Oranje (2007) posited that the Gauss-Hermite rule enhanced with 
Cholesky decomposition and normal approximation of the response likelihood is a 
fast, precise, and reliable alternative for the numerical integration in NAEP and in 
IRT in general.
 Using Hierarchical Models
In addition, several studies have been conducted about the use of hierarchical mod-
els to estimate latent regression effects that ultimately lead to proficiency estimates 
for many student groups of interest. Early work based on MCMC (Johnson and 
Jenkins 2004) was extended into an MLE environment, and various studies were 
conducted to evaluate applications of this model to NAEP (Li et al. 2009).
The NAEP latent regression model has been studied to understand better some 
boundary conditions under which the model performs well or not so well (Moran 
and Dresher 2007). Research into different approaches to model selection has been 
initiated (e.g., Gladkova and Oranje 2007). This is an ongoing project.
References
Allen, N. L., Johnson, E. J., Mislevy, R. J., & Thomas, N. (1996). Scaling procedures. In N. L. 
Allen, D. L. Kline, & C. A. Zelenak (Eds.), The NAEP 1994 technical report (pp. 247–266). 
Washington, DC: National Center for Education Statistics.
Angoff, W. H. (1971). Scales, norms, and equivalent scores. In R. L. Thorndike (Ed.), Educational 
measurement (2nd ed., pp. 508–600). Washington, DC: American Council on Education.
Antal, T., & Oranje, A. (2007). Adaptive numerical integration for item response theory 
(Research Report No. RR-07-06). Princeton: Educational Testing Service. http://dx.doi.
org/10.1002/j.2333-8504.2007.tb02048.x
Beall, G., & Ferris, J.  (1971). On discovering Youden rectangles with columns of treatments in 
cyclic order (Research Bulletin No. RB-71-37). Princeton: Educational Testing Service. http://
dx.doi.org/10.1002/j.2333-8504.1971.tb00611.x
Beaton, A.  E. (1964). The use of special matrix operators in statistical calculus (Research 
Bulletin No. RB-64-51). Princeton: Educational Testing Service. http://dx.doi.
org/10.1002/j.2333-8504.1964.tb00689.x
Beaton, Albert E. (1968). Some considerations of technical problems in the Educational 
Opportunity Survey (Research Memorandum No. RM-68-17). Princeton: Educational Testing 
Service.
Beaton, A. E. (1969). Scaling criterion of questionnaire items. Socio–Economic Planning Sciences, 
2, 355–362. https://doi.org/10.1016/0038-0121(69)90030-5
Beaton, A. E. (1973a). Commonality. Retrieved from ERIC Database. (ED111829) 
A.E. Beaton and J.L. Barone
277
Beaton, A. E. (1973b). F4STAT statistical system. In W. J. Kennedy (Ed.), Proceedings of the com-
puter science and statistics: Seventh annual symposium of the interface (pp. 279–282). Ames: 
Iowa State University Press.
Beaton, A. E. (1975). Ability scores. In F. T. Juster (Ed.), Education, income, and human behavior 
(pp. 427–430). New York: McGraw-Hill.
Beaton, A.  E. (1981). Interpreting least squares without sampling assumptions (Research 
Report No. RR-81-38). Princeton: Educational Testing Service. http://dx.doi.
org/10.1002/j.2333-8504.1981.tb01265.x
Beaton, A. E. (1987). The NAEP 1983−84 technical report. Washington, DC: National Center for 
Education Statistics.
Beaton, A. E. (2000). Estimating the total population median. Paper presented at the National 
Institute of Statistical Sciences workshop on NAEP inclusion strategies. Research Triangle 
Park: National Institute of Statistical Sciences.
Beaton, A. (2003). A procedure for testing the fit of IRT models for special populations. Unpublished 
manuscript.
Beaton, A.  E., & Allen, N.  L. (1992). Interpreting scales through scale anchoring. Journal of 
Educational Statistics, 17, 191–204. https://doi.org/10.2307/1165169
Beaton, A.  E., & Chromy, J.  R. (2007). Partitioning NAEP trend data. Palo Alto: American 
Institutes for Research.
Beaton, A. E., & Gonzalez, E. J. (1993). Comparing the NAEP trial state assessment results with 
the IAEP international results. Report prepared for the National Academy of Education Panel 
on the NAEP Trial State Assessment. Stanford: National Academy of Education.
Beaton, A. E., & Gonzalez, E. (1995). NAEP primer. Chestnut Hill: Boston College.
Beaton, A.  E., & Johnson, E.  G. (1990). The average response method of scaling. Journal of 
Educational Statistics, 15, 9–38. https://doi.org/10.2307/1164819
Beaton, A. E., & Tukey, J. W. (1974). The fitting of power series, meaning polynomials, illustrated 
on band–spectroscopic data. Technometrics, 16, 147–185. https://doi.org/10.1080/00401706.1
974.10489171
Beaton, A.E., & Zwick, R. (1990). The effect of changes in the national assessment: Disentangling 
the NAEP 1985–86 reading anomaly (NAEP Report No. 17–TR–21). Princeton: Educational 
Testing Service.
Beaton, A. E., Rubin, D. B., & Barone, J. L. (1976). The acceptability of regression solutions: 
Another look at computational accuracy. Journal of the American Statistical Association, 71, 
158–168. https://doi.org/10.1080/01621459.1976.10481507
Beaton, A.  E., Hilton, T.  L., & Schrader, W.  B. (1977). Changes in the verbal abilities 
of high school seniors, college entrants, and SAT candidates between 1960 and 1972 
(Research Bulletin No. RB-77-22). Princeton: Educational Testing Service. http://dx.doi.
org/10.1002/j.2333-8504.1977.tb01147.x
Beaton, A.  E., Rogers, A.  M., Gonzalez, E., Hanly, M.  B., Kolstad, A., Rust, K.  F., … Jia, Y. 
(2011). The NAEP primer (NCES Report No. 2011–463). Washington, DC: National Center 
for Education Statistics.
Bennett, R. E., Braswell, J., Oranje, A., Sandene, B., Kaplan, B., & Yan, F. (2008). Does it matter 
if I take my mathematics test on computer? A second empirical study of mode effects in NAEP. 
Journal of Technology, Learning, and Assessment, 6, 1–39.
Bock, R.D. (2002). Issues and recommendations on NAEP data analysis. Palo Alto: American 
Institutes for Research.
Bock, R. D., Gibbons, R., & Muraki, E. (1988). Full–information item factor analysis. Applied 
Psychological Measurement, 12, 261–280. https://doi.org/10.1177/014662168801200305
Bowles, S., & Levin, H. M. (1968). The determinants of scholastic achievement: An appraisal of 
some recent evidence. Journal of Human Resources, 3, 3–24.
Braun, H.  I., & Holland, P. W. (1982). Observed–score test equating: A mathematical analysis 
of some ETS equating procedures. In P.  W. Holland & D.  B. Rubin (Eds.), Test equating 
(pp. 9–49). New York: Academic Press.
8 Large-Scale Group-Score Assessment
278
Braun, H. I., & Qian, J. (2007). An enhanced method for mapping state standards onto the NAEP 
scale. In N. J. Dorans, M. Pommerich, & P. W. Holland (Eds.), Linking and aligning scores 
and scales (pp. 313–338). New York: Springer. https://doi.org/10.1007/978-0-387-49771-6_17
Braun, H., Zhang, J., & Vezzu, S. (2008). Evaluating the effectiveness of a full-population estima-
tion method (Research Report No. RR-08-18). Princeton: Educational Testing Service. https://
doi.org/10.1002/j.2333-8504.2008.tb02104.x
Bridgeman, B., Blumenthal, J. B., & Andrews, S. R. (1981). Parent child development center: 
Final evaluation report. Unpublished manuscript.
Brown, L. D., Cai, T., & DasGupta, A. (2001). Interval estimation for a binomial proportion (with 
discussion). Statistical Science, 16, 101–133. https://doi.org/10.1214/ss/1009213286
Bryk, A. S., & Raudenbush, S. W. (1992). Hierarchical linear models in social and behavioral 
research: Applications and data analysis methods. Newbury Park: Sage.
Cain, G., & Watts, H.  W. (1968). The controversy about the Coleman report: Comment. The 
Journal of Human Resources, 3, 389–392. https://doi.org/10.2307/145110
Carlson, J. E. (1993, April). Dimensionality of NAEP instruments that incorporate polytomously- 
scored items. Paper presented at the meeting of the American Educational Research Association, 
Atlanta, GA.
Carlson, J. E., & Jirele, T. (1992, April). Dimensionality of 1990 NAEP mathematics data. Paper 
presented at the meeting of the American Educational Research Association, San Francisco, 
CA.
Civil Rights Act, P.L. No. 88-352, 78 Stat. 241 (1964).
Cleary, T.  A., Linn, R.  L., & Rock, D.  A. (1968). An exploratory study of programmed 
tests. Educational and Psychological Measurement, 28, 345–360. https://doi.
org/10.1177/001316446802800212
Cohen, J. D. (1998). AM online help content—Preview. Washington, DC: American Institutes for 
Research.
Cohen, J., & Jiang, T. (2001). Direct estimation of latent distributions for large-scale assessments 
with application to the National Assessment of Educational Progress (NAEP). Washington, 
DC: American Institutes for Research.
Coleman, J. S., Campbell, E. Q., Hobson, C. J., McPartland, J., Mood, A. M., Weinfeld, F. D., & 
York, R. L. (1966). Equality of educational opportunity. Washington, DC: U. S. Government 
Printing Office. 
Dempster, A. P. (1969). Elements of continuous multivariate analysis. Reading: Addison–Wesley.
Dempster, A. P., Laird, N. M., & Rubin, D. B. (1977). Maximum likelihood from incomplete data 
via the EM algorithm (with discussion). Journal of the Royal Statistical Society, Series B, 39, 
1–38.
Donoghue, J., Mazzeo, J., Li, D., & Johnson, M. (2006a). Marginal estimation in NAEP: Current 
operational procedures and AM. Unpublished manuscript.
Donoghue, J., McClellan, C. A., & Gladkova, L. (2006b). Using rater effects models in NAEP. 
Unpublished manuscript.
Dorans, N. J., Pommerich, M., & Holland, P. W. (Eds.). (2007). Linking and aligning scores and 
scales. New York: Springer.
Gamoran, A., & Long, D. A. (2006). Equality of educational opportunity: A 40-year retrospective. 
(WCER Working Paper No. 2006-9). Madison: University of Wisconsin–Madison, Wisconsin 
Center for Education Research.
Gelman, A., Carlin, J. B., Stern, H. S., & Rubin, D. B. (2004). Bayesian data analysis. Boca Raton: 
Chapman and Hall/CRC.
Gilks, W. R., Richardson, S., & Spiegelhalter, D. J. (Eds.). (1996). Markov chain Monte Carlo in 
practice. London: Chapman and Hall.
Gladkova, L., & Oranje, A. (2007, April). Model selection for large scale assessments. Paper pre-
sented at the meeting of the National Council of Measurement in Education, Chicago, IL.
Gladkova, L., Moran, R., Rogers, A., & Blew, T. (2005). Direct estimation software interactive 
(DESI) manual [Computer software manual]. Princeton: Educational Testing Service.
A.E. Beaton and J.L. Barone
279
Goodnight, J. H. (1979). A tutorial on the SWEEP operator. American Statistician, 33, 149–158. 
https://doi.org/10.1080/00031305.1979.10482685
Greene, W. H. (2002). Econometric analysis (5th ed.). Upper Saddle River: Prentice Hall.
Haberman, S.  J. (2006). Adaptive quadrature for item response models (Research Report No. 
RR-06-29). Princeton: Educational Testing Service. https://doi.org/10.1002/j.2333-8504.2006.
tb02035.x 
Hilton, T. L. (1992). Using national data bases in educational research. Hillsdale: Erlbaum.
Holland, P. W. (2000). Notes on Beaton’s and McLaughlin’s proposals. In L. V. Jones & I. Olkin, 
NAEP inclusion strategies: The report of a workshop at the National Institute of Statistical 
Sciences. Unpublished manuscript.
Holland, P.  W., & Welsch, R.  E. (1977). Robust regression using iteratively reweighted least 
squares. Communications in Statistics  – Theory and Methods, A6, 813–827. https://doi.
org/10.1080/03610927708827533
Hsieh, C., Xu, X., & von Davier, M. (2009). Variance estimation for NAEP data using a resam-
pling–based approach: An application of cognitive diagnostic models. IERI Monograph Series: 
Issues and methodologies in large scale assessments, 2, 161–173.
Huber, P. J. (1981). Robust statistics. New York: Wiley. https://doi.org/10.1002/0471725250
Huber, P. J. (1996). Robust statistical procedures (2nd ed.). Philadelphia: Society for Industrial and 
Applied Mathematics. https://doi.org/10.1137/1.9781611970036
International Assessment of Educational Progress. (1992). IAEP technical report. Princeton: 
Educational Testing Service.
Johnson, M. S., & Jenkins, F. (2004). A Bayesian hierarchical model for large–scale educational sur-
veys: An application to the National Assessment of Educational Progress (Research Report No. 
RR-04-38). Princeton: Educational Testing Service. https://doi.org/10.1002/j.2333-8504.2004.
tb01965.x 
Johnson, E. G., & King, B. F. (1987). Generalized variance functions for a complex sample survey. 
Journal of Official Statistics, 3, 235–250. https://doi.org/10.1002/j.2330-8516.1987.tb00210.x
Johnson, E. G., & Rust, K. F. (1992). Population inferences and variance estimation for NAEP 
data. Journal of Educational Statistics, 17, 175–190. https://doi.org/10.2307/1165168
Johnson, E. G., & Rust, K. F. (1993). Effective degrees of freedom for variance estimates from 
a complex sample survey. In Proceedings of the Survey Research Methods Section, American 
Statistical Association (pp. 863–866). Alexandria, VA: American Statistical Association.
Johnson, E. G., & Siegendorf, A. (1998). Linking the National Assessment of Educational Progress 
(NAEP) and the Third International Mathematics and Science Study (TIMSS): Eighth–grade 
results (NCES Report No. 98–500). Washington, DC: National Center for Education Statistics.
Johnson, E., Cohen, J., Chen, W. H., Jiang, T., & Zhang, Y. (2003). 2000 NAEP-1999 TIMSS link-
ing report (NCES Publication No. 2005–01). Washington, DC: National Center for Education 
Statistics.
Jones, L. V., & Olkin, I. (Eds.). (2004). The Nation’s Report Card: Evolutions and perspectives. 
Bloomington: Phi Delta Kappa Educational Foundation.
Kirsch, I. S., & Jungeblut, A. (1986). Literacy: Profiles of America’s young adults (NAEP Report 
No. 16-PL-01). Princeton: National Assessment of Educational Progress.
Kirsch, I., Yamamoto, K., Norris, N., Rock, D., Jungeblut, A., O’Reilly, P., … Baldi, S. (2000). 
Technical report and data files user’s manual For the 1992 National Adult Literacy Survey. 
(NCES Report No. 2001457). U.S. Department of Education.
Lapointe, A. E., Mead, N. A., & Phillips, G. W. (1989). A world of difference: An international 
assessment of mathematics and science. Princeton: Educational Testing Service.
Li, D., & Oranje, A. (2007). Estimation of standard errors of regression effects in latent regression 
models using Binder’s linearization (Research Report No. RR-07-09). Princeton: Educational 
Testing Service. https://doi.org/10.1002/j.2333-8504.2007.tb02051.x
Li, D., Oranje, A., & Jiang, Y. (2009). On the estimation of hierarchical latent regression models 
for large scale assessments. Journal of Educational and Behavioral Statistics, 34, 433–463. 
https://doi.org/10.3102/1076998609332757
8 Large-Scale Group-Score Assessment
280
Linn, R. L. (1993). Linking results of distinct assessments. Applied Measurement in Education, 6, 
83–102. https://doi.org/10.1207/s15324818ame0601_5
Linn, R.  L., & Kiplinger, V.  L. (1995). Linking statewide tests to the National Assessment of 
Educational Progress: Stability of results. Applied Measurement in Education, 8, 135–155.
Little, R. J. A., & Rubin, D. B. (1987). Statistical analysis with missing data. New York: Wiley.
Little, R. J. A., & Rubin, D. B. (2002). Statistical analysis with missing data (2nd ed.). Hoboken: 
Wiley–Interscience. https://doi.org/10.1002/9781119013563
Longley, J. W. (1967). An appraisal of least-squares programs for the electronic computer from the 
point of view of the user. Journal of the American Statistical Association, 62, 819–841. https://
doi.org/10.1080/01621459.1967.10500896
Lord, F. M. (1971). A theoretical study of two-stage testing. Psychometrika, 36, 227–242. https://
doi.org/10.1007/BF02297844
Lord, F.  M., & Novick, M.  R. (1968). Statistical theories of mental test scores. Reading: 
Addison-Wesley.
Martin, M. O., & Kelly, D. L. (Eds.). (1996). TIMSS technical report, Volume I: Design and devel-
opment. Chestnut Hill: Boston College.
Mayeske, G. W., & Beaton, A. E. (1975). Special studies of our nation’s students. Washington, 
DC: U.S. Government Printing Office.
Mayeske, G. W., Cohen, W. M., Wisler, C. E., Okada, T., Beaton, A. E., Proshek, J. M., et  al. 
(1972). A study of our nation’s schools. Washington, DC: U.S. Government Printing Office.
Mayeske, G. W., Okada, T., & Beaton, A. E. (1973a). A study of the attitude toward life of our 
nation’s students. Washington, DC: U.S. Government Printing Office.
Mayeske, G. W., Okada, T., Beaton, A. E., Cohen, W. M., & Wisler, C. E. (1973b). A study of the 
achievement of our nation’s students. Washington, DC: U.S. Government Printing Office.
McLaughlin, D. H. (1998). Study of the linkages of 1996 NAEP and state mathematics assessments 
in four states. Washington, DC: National Center for Education Statistics.
McLaughlin, D. H. (2000). Protecting state NAEP trends from changes in SD/LEP inclusion rates 
(Report to the National Institute of Statistical Sciences). Palo Alto: American Institutes for 
Research.
McLaughlin, D. H. (2005). Properties of NAEP full population estimates. Palo Alto: American 
Institutes for Research.
Messick, S. (1986). Large-scale educational assessment as policy research: Aspirations and limi-
tations (Research Report No. RR-86-27). Princeton: Educational Testing Service. https://doi.
org/10.1002/j.2330-8516.1986.tb00182.x
Messick, S., Beaton, A. E., & Lord, F. (1983). A new design for a new era. Princeton: Educational 
Testing Service.
Milton, R. C., & Nelder, J. A. (Eds.). (1969). Statistical computation. Waltham: Academic Press.
Mislevy, R.  J. (1984). Estimating latent distributions. Psychometrika, 49, 359–381. https://doi.
org/10.1007/BF02306026
Mislevy, R.  J. (1985). Estimation of latent group effects. Journal of the American Statistical 
Association, 80, 993–997. https://doi.org/10.1080/01621459.1985.10478215
Mislevy, R. J. (1991). Randomization-based inference about latent variables from complex sam-
ples. Psychometrika, 56, 177–196. https://doi.org/10.1007/BF02294457
Mislevy, R. J. (1992). Linking educational assessments: Concepts, issues, methods and prospects. 
Princeton: Educational Testing Service.
Mislevy, R. J., & Bock, R. D. (1982). BILOG: Item analysis and test scoring with binary logistic 
models [Computer program]. Chicago: Scientific Software.
Mislevy, R. J., & Sheehan, K. M. (1987). Marginal estimation procedures. In A. E. Beaton (Ed.), 
Implementing the new design: The NAEP 1983–84 technical report (No. 15–TR–20, pp. 293–
360). Princeton: Educational Testing Service.
Mislevy, R., Johnson, E., & Muraki, E. (1992). Scaling procedures in NAEP. Journal of Educational 
and Behavioral Statistics, 17, 131–154. https://doi.org/10.3102/10769986017002131
A.E. Beaton and J.L. Barone
281
Moran, R., & Dresher, A. (2007, April). Results from NAEP marginal estimation research on mul-
tivariate scales. Paper presented at the meeting of the National Council for Measurement in 
Education, Chicago, IL.
Mosteller, F., & Moynihan, D. P. (1972). A pathbreaking report: Further studies of the Coleman 
report. In F.  Mosteller & D.  P. Moynihan (Eds.), On equality of educational opportunity 
(pp. 3–68). New York: Vintage Books.
Mosteller, F., Fienberg, S. E., Hoaglin, D. C., & Tanur, J. M. (Eds.). (2010). The pleasures of sta-
tistics: The autobiography of Frederick Mosteller. New York: Springer.
Mullis, I. V. S., Martin, M. O., Gonzalez, E. J., & Kennedy, A. M. (2003). PIRLS 2001 interna-
tional report: IEA’s study of reading literacy achievement in primary schools in 35 countries. 
Chestnut Hill: International Study Center, Boston College.
Muraki, E. (1992). A generalized partial credit model: Application of an EM algorithm. Applied 
Psychological Measurement, 16, 159–176. https://doi.org/10.1177/014662169201600206
Muraki, E., & Bock, R. D. (1997). PARSCALE: IRT item analysis and test scoring for rating scale 
data [Computer software]. Chicago: Scientific Software.
Muraki, E., Hombo, C.  M., & Lee, Y.  W. (2000). Equating and linking of perfor-
mance assessments. Applied Psychological Measurement, 24, 325–337. https://doi.
org/10.1177/01466210022031787
National Assessment of Educational Progress. (1985.) The reading report card: Progress toward 
excellence in our school: Trends in reading over four national assessments, 1971-1984 (NAEP 
Report No. 15-R-01). Princeton: Educational Testing Service.
National Commission on Excellence in Education. (1983). A nation at risk: The imperative for 
educational reform. Washington, DC: U. S. Government Printing Office.
Newton, R. G., & Spurrell, D. J. (1967a). A development of multiple regression for the analysis of 
routine data. Applied Statistics, 16, 51–64. https://doi.org/10.2307/2985237
Newton, R. G., & Spurrell, D. J. (1967b). Examples of the use of elements for clarifying regression 
analyses. Applied Statistics, 16, 165–172.
No Child Left Behind Act, P.L. 107-110, 115 Stat. § 1425 (2002).
Oranje, A. (2006a). Confidence intervals for proportion estimates in complex samples 
(Research Report No. RR-06-21). Princeton: Educational Testing Service. https://doi.
org/10.1002/j.2333-8504.2006.tb02027.x
Oranje, A. (2006b). Jackknife estimation of sampling variance of ratio estimators in complex 
samples: Bias and the coefficient of variation (Research Report No. RR-06-19). Princeton: 
Educational Testing Service. https://doi.org/10.1002/j.2333-8504.2006.tb02025.x
Oranje, A., Freund, D., Lin, M.-J., & Tang, Y. (2007). Disclosure risk in educational surveys: 
An application to the National Assessment of Educational Progress (Research Report No. 
RR-07- 24). Princeton: Educational Testing Service. https://doi.org/10.1002/j.2333-8504.2007.
tb02066.x
Oranje, A., Li, D., & Kandathil, M. (2009). Evaluation of methods to compute complex sample 
standard errors in latent regression models (Research Report No. RR-09-49). Princeton: 
Educational Testing Service. https://doi.org/10.1002/j.2333-8504.2009.tb02206.x 
Organisation for Economic Co-operation and Development. (2013). OECD skills outlook 2013: 
First results from the survey of adult skills. Paris: OECD Publishing.
Pashley, P. J., & Phillips, G. W. (1993). Toward world-class standards: A research study linking 
international and national assessments. Princeton: Educational Testing Service.
Pedhazur, E. J. (1997). Multiple regression in behavioral research (3rd ed.). Orlando: Harcourt 
Brace.
Phillips, G. (2007). Chance favors the prepared mind: Mathematics and science indicators for 
comparing states and nations. Washington, DC: American Institutes for Research.
Privacy Act, 5 U.S.C. § 552a (1974).
Qian, J.  (1998). Estimation of the effective degree of freedom in t-type tests for complex data. 
Proceedings of the Section on Survey Research Methods, American Statistical Association, 
704–708. Retrieved from http://www.amstat.org/sections/srms/Proceedings/
8 Large-Scale Group-Score Assessment
282
Qian, J., & Kaplan, B. (2001). Analysis of design effects for NAEP combined samples. 2001 
Proceedings of the American Statistical Association, Survey Research Methods Section [CD–
ROM]. Alexandria: American Statistical Association.
Qian, J., Kaplan, B., & Weng, V. (2003) Analysis of NAEP combined national and state samples 
(Research Report No. RR-03-21). Princeton: Educational Testing Service.
Quenouille, M.  H. (1956). Notes on bias in estimation. Biometrika, 43, 353–360. https://doi.
org/10.1093/biomet/43.3-4.353
Raudenbush, S.  W., & Bryk, A.  S. (2002). Hierarchical linear models: Applications and data 
analysis methods (2nd ed.). Newbury Park: Sage.
Rijmen, F. (2011). Hierarchical factor item response theory models for PIRLS: Capturing cluster-
ing effects at multiple levels. IERI Monograph Series: Issues and Methodologies in Large–
Scale Assessment, 4, 59–74.
Rijmen, F., Tuerlinckx, F., De Boeck, P., & Kuppens, P. (2003). A nonlinear mixed model 
framework for item response theory. Psychological Methods, 8, 185–205. https://doi.
org/10.1037/1082-989X.8.2.185
Rock, D. A., Hilton, T., Pollack, J. M., Ekstrom, R., & Goertz, M. E. (1985). Psychometric analy-
sis of the NLS-72 and the high school and beyond test batteries (NCES Report No. 85-218). 
Washington, DC: National Center for Education Statistics.
Rogers, A., Tang, C., Lin, M.  J., & Kandathil, M. (2006). DGROUP [Computer software]. 
Princeton: Educational Testing Service.
Rosenbaum, P. (1984). Testing the conditional independence and monotonicity assumptions of 
item response theory. Psychometrika, 49, 425–435. https://doi.org/10.1007/BF02306030
Rubin, D. B. (1977). Formalizing subjective notions about the effect of nonrespondents in sample 
surveys. Journal of the American Statistical Association, 72, 538–543. https://doi.org/10.1080
/01621459.1977.10480610
Rubin, D. B. (1987). Multiple imputation for nonresponse in surveys. New York: Wiley. https://doi.
org/10.1002/9780470316696
Rutkowski, L., von Davier, M., & Rutkowski, D. (Eds.). (2014). Handbook of international large-
scale assessment: Background, technical issues, and methods of data analysis. Boca Raton: 
CRC Press.
Satterthwaite, F.  E. (1941). Synthesis of variance. Psychometrika, 6, 309–316. https://doi.
org/10.1007/BF02288586
Sinharay, S., & von Davier, M. (2005). Extension of the NAEP BGROUP program to higher dimen-
sions (Research Report No. RR-05-27). Princeton: Educational Testing Service. https://doi.
org/10.1002/j.2333-8504.2005.tb02004.x
Sinharay, S., Guo, Z., von Davier, M., & Veldkamp, B. P. (2010). Assessing fit of latent regression 
models. IERI Monograph Series, 3, 35–55.
Statistics Canada & Organisation for Economic Co-operation and Development. (2005). Learning 
a living: First results of the adult literacy and life skills survey. Paris: OECD Publishing.
Thissen, D. (2007). Linking assessments based on aggregate reporting: Background and issues. In 
N. J. Dorans, M. Pommerich, & P. W. Holland (Eds.), Linking and aligning scores and scales 
(pp. 287–312). New York: Springer. https://doi.org/10.1007/978-0-387-49771-6_16
Thomas, N. (1993). Asymptotic corrections for multivariate posterior moments with factored like-
lihood functions. Journal of Computational and Graphical Statistics, 2, 309–322. https://doi.
org/10.2307/1390648
Thomas, N. (2000). Assessing model sensitivity of imputation methods used in 
NAEP. Journal of Educational and Behavioral Statistics, 25, 351–371. https://doi.
org/10.3102/10769986025004351
Thomas, N. (2002). The role of secondary covariates when estimating latent trait population distri-
butions. Psychometrika, 67, 33–48. https://doi.org/10.1007/BF02294708
Thorndike, R. L., & Hagen, E. (1959). Ten thousand careers. New York: Wiley.
Tukey, J.  W. (1958). Bias and confidence in not–quite large samples [abstract]. The Annals of 
Mathematical Statistics, 29, 614.
A.E. Beaton and J.L. Barone
283
Viadero, D. (2006). Fresh look at Coleman data yields different conclusions. Education Week, 
25(41), 21.
von Davier, M. (2003). Comparing conditional and marginal direct estimation of subgroup distri-
butions (Research Report No. RR-03-02). Princeton: Educational Testing Service. https://doi.
org/10.1002/j.2333-8504.2003.tb01894.x
von Davier, M. (2010). Hierarchical mixtures of diagnostic models. Psychological Test and 
Assessment Modeling, 52, 8–28.
von Davier, M., & Sinharay, S. (2007). An importance sampling EM algorithm for latent regres-
sion models. Journal of Educational and Behavioral Statistics, 32, 233–251. https://doi.
org/10.3102/1076998607300422
von Davier, M., & Sinharay, S. (2010). Stochastic approximation for latent regression item 
response models. Journal of Educational and Behavioral Statistics, 35, 174–193. https://doi.
org/10.3102/1076998609346970
von Davier, M., & Yon, H. (2004, April) A conditioning model with relaxed assumptions. Paper 
presented at the meeting of the National Council of Measurement in Education, San Diego, 
CA.
von Davier, M., & Yu, H. T. (2003, April). Recovery of population characteristics from sparse 
matrix samples of simulated item responses. Paper presented at the meeting of the American 
Educational Research Association, Chicago, IL.
von Davier, M., Sinharay, S., Oranje, A., & Beaton, A. E. (2006). Statistical procedures used in 
the National Assessment of Educational Progress (NAEP): Recent developments and future 
directions. In C. R. Rao & S. Sinharay (Eds.), Handbook of statistics: Vol. 26. Psychometrics 
(pp. 1039–1056). Amsterdam: Elsevier.
von Davier, M., Gonzalez, E., & Mislevy, R. J. (2009). What are plausible values and why are they 
useful? IERI Monograph Series, 2, 9–36.
Wainer, H. (1993). Measurement problems. Journal of Educational Measurement, 30, 1–21. 
https://doi.org/10.1111/j.1745-3984.1993.tb00419.x
Wang, X., Bradlow, E.  T., & Wainer, H. (2002). A general Bayesian model for testlets: 
Theory and applications. Applied Psychological Measurement, 26, 109–128. https://doi.
org/10.1177/0146621602026001007
Wingersky, M. S. (1983). LOGIST: A program for computing maximum likelihood procedures 
for logistic test models. In R.  K. Hambleton (Ed.), Applications of item response theory 
(pp. 45–56). Vancouver: Educational Research Institute of British Columbia.
Wingersky, M. S., Barton, M.A., & Lord, F. M. (1982). LOGIST user’s guide Logist 5, version 1.0 
[Computer software manual]. Princeton: Educational Testing Service.
Wirtz, W. (Ed.). (1977). On further examination: Report of the advisory panel on the scholastic 
aptitude test score decline (Report No. 1977-07-01). New York: College Entrance Examination 
Board.
Wirtz, W., & Lapointe, A. (1982). Measuring the quality of education: A report on assessing edu-
cational progress. Educational Measurement: Issues and Practice, 1, 17–19, 23. https://doi.
org/10.1111/j.1745-3992.1982.tb00673.x
Wood, R. L., Wingersky, M. S., & Lord, F. M. (1976). LOGIST – A computer program for estimat-
ing examinee ability and item characteristic curve parameters (Research Memorandum No. 
RM-76-06). Princeton: Educational Testing Service.
Yamamoto, K., & Mazzeo, J.  (1992). Item response theory scale linking in NAEP. Journal of 
Educational Statistics, 17, 155–173. https://doi.org/10.2307/1165167
Zellner, A. (1962). An efficient method of estimating seemingly unrelated regression equations and 
tests for aggregation bias. Journal of the American Statistical Association, 57, 348–368. https://
doi.org/10.1080/01621459.1962.10480664
Zwick, R. (1987a). Assessing the dimensionality of NAEP reading data. Journal of Educational 
Measurement, 24, 293–308. https://doi.org/10.1111/j.1745-3984.1987.tb00281.x
8 Large-Scale Group-Score Assessment
284
Zwick, R. (1987b). Some properties of the correlation matrix of dichotomous Guttman items. 
Psychometrika, 52, 515–520. https://doi.org/10.1007/BF02294816
Zwick, R. (1991). Effects of item order and context on estimation of NAEP reading pro-
ficiency. Educational Measurement: Issues and Practice, 10(3), 10–16. https://doi.
org/10.1111/j.1745-3992.1991.tb00198.x
Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 2.5 International License (http://creativecommons.org/licenses/by-nc/2.5/), 
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any 
medium or format, as long as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons license and indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter’s Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.
A.E. Beaton and J.L. Barone
285© Educational Testing Service 2017 
R.E. Bennett, M. von Davier (eds.), Advancing Human Assessment, 
Methodology of Educational Measurement and Assessment, 
DOI 10.1007/978-3-319-58689-2_9
Chapter 9
Large-Scale Assessments of Adult Literacy
Irwin Kirsch, Mary Louise Lennon, Kentaro Yamamoto,  
and Matthias von Davier
Educational Testing Service’s (ETS’s) work in large-scale adult literacy assessments 
has been an ongoing and evolving effort, beginning in 1984 with the Young Adult 
Literacy Survey in the United States. This work has been designed to meet policy 
needs, both in the United States and internationally, based on the growing awareness of 
literacy as human capital. The impact of these assessments has grown as policy makers 
and other stakeholders have increasingly come to understand the critical role that foun-
dational skills play in allowing individuals to maintain and enhance their ability to meet 
changing work conditions and societal demands. For example, findings from these sur-
veys have provided a wealth of information about how the distribution of skills is 
related to social and economic outcomes. Of equal importance, the surveys and associ-
ated research activities have contributed to large- scale assessment methodology, the 
development of innovative item types and delivery systems, and methods for reporting 
survey data in ways that ensure its utility to a range of stakeholders and audiences.
The chronology of ETS’s large-scale literacy assessments, as shown in Fig. 9.1, 
spans more than 30 years. ETS served as the lead contractor in the development of 
these innovative assessments, while the prime clients and users of the assessment 
outcomes were representatives of either governmental organizations such as the 
National Center for Education Statistics (NCES) and Statistics Canada, or trans-
governmental entities such as the Organisation for Economic Co-operation and 
Development (OECD). These instruments have evolved from a single-language, 
paper-based assessment focusing on a U.S. population of 16- to 25-year-olds to an 
adaptive, computer-based assessment administered in almost 40 countries and close 
to 50 languages to adults through the age of 65. By design, the assessments have 
been linked at the item level, with sets of questions from previous assessments 
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included in each new survey. This link has made it possible to look at changes in 
skill levels, as well as the distribution of those skills, over time. Each of the assess-
ments has also expanded upon previous surveys. As Fig. 9.1 illustrates, the assess-
ments have changed over the years in terms of who is assessed, what skills are 
assessed, and how those skills are assessed. The surveys have evolved to include 
larger and more diverse populations as well as new and expanded constructs. They 
have also evolved from a paper-and-pencil, open-ended response mode to an adap-
tive, computer-based assessment.
In many ways, as the latest survey in this 30-year history, the Programme for the 
International Assessment of Adult Competencies (PIAAC) represents the culmina-
tion of all that has been learned over several decades in terms of instrument design, 
translation and adaptation procedures, scoring, and the development of interpretive 
schemes. As the first computer-based assessment to be used in a large-scale house-
hold skills survey, the experience derived from developing and delivering PIAAC—
including research focused on innovative item types, harvesting log files, and 
delivering an adaptive assessment—helped lay the foundation for new computer 
based large-scale assessments yet to come.
Fig. 9.1 ETS’s large-scale literacy assessments. Note. ALL  = Adult Literacy and Life Skills 
Survey (Statistics Canada, Organisation for Economic Co-operation and Development [OECD]), 
DOL = Department of Labor Survey, JPTA = Job Training Partnership Act, IALS = International 
Adult Literacy Survey (Statistics Canada, OECD), PIAAC  = Programme for the International 
Assessment of Adult Competencies (OECD), YALS = Young Adult Literacy Survey (through the 
National Assessment of Educational Progress)
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This paper describes the contributions of ETS to the evolution of large-scale 
adult literacy assessments in six key areas:
• Expanding the construct of literacy
• Developing a model for building construct-based assessments
• Expanding and implementing large-scale assessment methodology
• Linking real-life stimulus materials and innovative item types
• Developing extensive background questionnaires to link performance with expe-
rience and outcome variables
• Establishing innovative reporting procedures to better integrate research and sur-
vey data
9.1  Expanding the Construct of Literacy
Early work in the field of adult literacy defined literacy based on the attainment of 
certain grade level scores on standardized academic tests of reading achievement. 
Standards for proficiency increased over the decades with “functional literacy” 
being defined as performance at a fourth-grade reading level during World War II, 
eighth-grade level in the 1960s, and a 12th grade level by the early 1970s. This 
grade-level focus using instruments that consisted of school-based materials was 
followed by a competency-based approach that employed tests based on nonschool 
materials from adult contexts. Despite this improvement, these tests still viewed 
literacy along a single continuum, defining individuals as either literate or function-
ally illiterate based on where they performed along that continuum. The 1984 Young 
Adult Literacy Survey (YALS) was the first in a series of assessments that contrib-
uted to an increasingly broader understanding of what it means to be “literate” in 
complex modern societies. In YALS, the conceptualization of literacy was expanded 
to reflect the diversity of tasks that adults encounter at work, home, and school and 
in their communities. As has been the case for all of the large-scale literacy assess-
ments, panels of experts were convened to help set the framework for this assess-
ment. Their deliberations led to the adoption of the following definition of literacy: 
“using printed and written information to function in society, to achieve one’s goals, 
and to develop one’s knowledge and potential” (Kirsch and Jungeblut 1986, p. 3).
This definition both rejected an arbitrary standard for literacy, such as perform-
ing at a particular grade level on a test of reading, and implied that literacy com-
prises a set of complex information-processing skills that goes beyond decoding 
and comprehending text-based materials.
To better reflect this multi-faceted set of skills and abilities, performance in 
YALS was reported across three domains, defined as follows (Kirsch and Jungeblut 
1986, p. 4):
• Prose literacy: the knowledge and skills needed to understand and use informa-
tion from texts including editorials, news stories, poems, and the like
• Document literacy: the knowledge and skills required to locate and use informa-
tion contained in job applications or payroll forms, bus schedules, maps, indexes, 
and so forth
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• Quantitative literacy: the knowledge and skills required to apply arithmetic oper-
ations, either alone or sequentially, that are embedded in printed materials, such 
as in balancing a checkbook, figuring out a tip, completing an order form, or 
determining the amount of interest on a loan from an advertisement
Rather than attempt to categorize individuals, or groups of individuals, as literate 
or illiterate, YALS reported results for each of these three domains by characterizing 
the underlying information-processing skills required to complete tasks at various 
points along a 0–500-point reporting scale, with a mean of 305 and a standard devi-
ation of about 50. This proficiency-based approach to reporting was seen as a more 
faithful representation of both the complex nature of literacy demands in society 
and the various types and levels of literacy demonstrated by young adults.
Subsequent research at ETS led to the definition of five levels within the 500- 
point scale. Analyses of the interaction between assessment materials and the tasks 
based on those materials defined points along the scale at which information- 
processing demands shifted. The resulting levels more clearly delineated the pro-
gression of skills required to complete tasks at different points on the literacy scales 
and helped characterize the skills and strategies underlying the prose, document, 
and quantitative literacy constructs. These five levels have been used to report 
results for all subsequent literacy surveys, and the results from each of those assess-
ments have made it possible to further refine our understanding of the information- 
processing demands at each level as well as the characteristics of individuals 
performing along each level of the scale.1
With the 2003 Adult Literacy and Life Skills Survey (ALL), the quantitative lit-
eracy domain was broadened to reflect the evolving perspective of experts in the 
field. The new numeracy domain was defined as the ability to interpret, apply, and 
communicate numerical information. While quantitative literacy focused on quanti-
tative information embedded in text and primarily required respondents to demon-
strate computational skills, numeracy included a broader range of skills typical of 
many everyday and work tasks including sorting, measuring, estimating, conjectur-
ing, and using models. This expanded domain allowed ALL to collect more infor-
mation about how adults apply mathematical knowledge and skills to real-life 
situations. In addition, the ALL assessment included a problem-solving component 
that focused on analytical reasoning. This component collected information about 
the ability of adults to solve problems by clarifying the nature of a problem and 
developing and applying appropriate solution strategies. The inclusion of problem 
solving was seen as a way to improve measurement at the upper levels of the scales 
and to reflect a skill set of growing interest for adult populations.
Most recently, the concept of literacy was expanded again with the Programme 
for the International Assessment of Adult Competencies (PIAAC). As the first 
computer- based, large-scale adult literacy assessment, PIAAC reflected the 
 changing nature of information, its role in society, and its impact on people’s lives. 
1 See the appendix for a description of the information-processing demands associated with each of 
the five levels across the literacy domains.
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The scope of the prose, document, and numeracy domains was broadened in PIAAC 
and the assessment incorporated two new domains, as follows:
• For the first time, this adult assessment addressed literacy in digital environ-
ments. As a computer-based assessment, PIAAC included tasks that required 
respondents to use electronic texts including web pages, e-mails, and discussion 
boards. These stimulus materials included hypertext and multiple screens of 
information and simulated real-life literacy demands presented by digital media.
• In PIAAC, the definition of numeracy was broadened again to include the ability 
to access, use, interpret, and communicate mathematical information and ideas 
in order to engage in and manage the mathematical demands of a range of situa-
tions in adult life. The inclusion of engage in the definition signaled that not only 
cognitive skills but also dispositional elements (i.e., beliefs and attitudes) are 
necessary to meet the demands of numeracy effectively in everyday life.
• PIAAC included the new domain of problem-solving in technology-rich envi-
ronments (PS-TRE), the first attempt to assess this domain on a large scale and 
as a single dimension. PS-TRE was defined as:
using digital technology, communication tools and networks to acquire and evaluate infor-
mation, communicate with others and perform practical tasks. The first PIAAC problem- 
solving survey focuses on the abilities to solve problems for personal, work and civic 
purposes by setting up appropriate goals and plans, and accessing and making use of infor-
mation through computers and computer networks. (OECD 2012, p. 47)
 PS-TRE presented computer-based tasks designed to measure the ability to ana-
lyze various requirements of a task, define goals and plans, and monitor progress 
until the task purposes were achieved. Simulated web, e-mail and spreadsheet 
environments were created and respondents were required to use multiple, com-
plex sources of information, in some cases across more than one environment, to 
complete the presented tasks. The focus of these tasks was not on computer skills 
per se, but rather on the cognitive skills required to access and make use of 
computer-based information to solve problems.
• Finally, PIAAC contained a reading components domain, which included mea-
sures of vocabulary knowledge, sentence processing, and passage comprehen-
sion. Adding this domain was an important evolution because it provided more 
information about the skills of individuals with low levels of literacy proficiency 
than had been available from previous international assessments. To have a full 
picture of literacy in any society, it is necessary to have more information about 
these individuals because they are at the greatest risk of negative social, eco-
nomic, and labor market outcomes.
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9.2  Developing a Model for Building Construct-Based 
Assessments
A key characteristic of the large-scale literacy assessments is that each was based on 
a framework that, following Messick’s (1994) construct-centered approach, defined 
the construct to be measured, the performances or behaviors expected to reveal that 
construct, and the characteristics of assessment tasks to elicit those behaviors. In the 
course of developing these assessments, a model for the framework development 
process was created, tested, and refined. This six-part process, as shown in Fig. 9.2 
and described in more detail below, provides a logical sequence of steps from clearly 
defining a particular skill area to developing specifications for item construction and 
providing a foundation for an empirically based interpretation of the assessment 
results. Through this process, the inferences and assumptions about what is to be 
measured and how the results will be interpreted and reported are explicitly 
described.
 1. Develop a general definition of the domain. The first step in this model is to 
develop a working definition of the domain and the assumptions underlying it. It 
is this definition that sets the boundaries for what will and will not be measured 
in a given assessment.
 2. Organize the domain. Once the definition is developed, it is important to think 
about the kinds of tasks that represent the skills and abilities included in that 
Fig. 9.2 Model for construct-based assessment
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 definition. Those tasks must then be categorized in relation to the construct defi-
nition to inform test design and result in meaningful score reporting. This step 
makes it possible to move beyond a laundry list of tasks or skills to a coherent 
representation of the domain that will permit policy makers and others to sum-
marize and report information in more useful ways.
 3. Identify task characteristics. Step 3 involves identifying a set of key characteris-
tics, or task models, which will be used in constructing tasks for the assessment. 
These models may define characteristics of the stimulus materials to be used as 
well as characteristics of the tasks presented to examinees. Examples of key task 
characteristics that have been employed throughout the adult literacy assess-
ments include contexts, material types, and information-processing demands.
 4. Identify and operationalize variables. In order to use the task characteristics in 
designing the assessment and, later, in interpreting the results, the variables asso-
ciated with each task characteristic need to be defined. These definitions are 
based on the existing literature and on experience with building and conducting 
other large-scale assessments. Defining the variables allows item developers to 
categorize the materials with which they are working, as well as the questions 
and directives they construct, so that these categories can be used in the reporting 
of the results. In the literacy assessments, for example, context has been defined 
to include home and family, health and safety, community and citizenship, con-
sumer economics, work, leisure, and recreation; materials have been divided 
into continuous and noncontinuous texts with each of those categories being 
further specified; and processes have been identified in terms of type of match 
(focusing on the match between a question and text and including locating, inte-
grating and generating strategies), type of information requested (ranging from 
concrete to abstract), and plausibility of distractors.2
 5. Validate variables. In Step 5, research is conducted to validate the variables used 
to develop the assessment tasks. Statistical analyses determine which of the vari-
ables account for large percentages of the variance in the difficulty distribution 
of tasks and thereby contribute most towards understanding task difficulty and 
predicting performance. In the literacy assessments, this step provides empirical 
evidence that a set of underlying process variables represents the skills and strat-
egies involved in accomplishing various kinds of literacy tasks.
 6. Build an interpretative scheme. Finally in Step 6, an interpretative scheme is 
built that uses the validated variables to explain task difficulty and examinee 
performance. The definition of proficiency levels to explain performance along 
the literacy scales is an example of such an interpretative scheme. As previously 
explained, each scale in the literacy assessments has been divided into five pro-
gressive levels characterized by tasks of increasing complexity, as defined by the 
underlying information processing demands of the tasks. This scheme has been 
used to define what scores along a particular scale mean and to describe the 
 survey results. Thus, it contributes to the construct validity of inferences based 
2 See Kirsch (2001) and Murray et al. (1997) for a more detailed description of the variables used 
in the IALS and subsequent assessments.
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on scores from the measure (Messick 1989). Data from the surveys’ background 
questionnaires have demonstrated consistent correlations between the literacy 
levels and social and economic outcomes, providing additional evidence for the 
validity of this particular scheme.
Advancing Messick’s approach to construct-based assessment through the appli-
cation of this framework development model has been one important contribution of 
the large-scale literacy surveys. This approach not only was used for each of these 
literacy assessments, but also has become an accepted practice in other assessment 
programs including the Organisation for Economic Co-operation and Development’s 
(OECD’s) Programme for International Student Achievement (PISA) and the United 
Nations Educational, Scientific, and Cultural Organization’s (UNESCO’s) Literacy 
Assessment and Monitoring Programme (LAMP).
Employing this model across the literacy assessments both informed the test 
development process and allowed ETS researchers to explore variables that 
explained differences in performance. Research based on data from the early adult 
literacy assessments led to an understanding of the relationship between the print 
materials that adults use in their everyday lives and the kinds of tasks they need to 
accomplish using such materials. Prior difficulty models for both assessments and 
learning materials tended to focus on the complexity of stimulus materials alone. 
ETS’s research focused on both the linguistic features and the structures of prose 
and document materials, as well as a range of variables related to task demands.
Analyses of the linguistic features of stimulus materials first identified the impor-
tant distinction between continuous and noncontinuous texts. Continuous texts (the 
prose materials used in the assessments) are composed of sentences that are typi-
cally organized into paragraphs. Noncontinuous texts (document materials) are 
more frequently organized in a matrix format, based on combinations of lists. Work 
by Mosenthal and Kirsch (1991) further identified a taxonomy of document struc-
tures that organized the vast range of matrix materials found in everyday life—tele-
vision schedules, checkbook registers, restaurant menus, tables of interest rates, and 
so forth—into six structures: simple, combined, intersecting, and nested lists; and 
charts and graphs. In prose materials, analyses of the literacy data identified the 
impact of features such as the presence or absence of graphic organizers including 
headings, bullets, and bold or italicized print.
On the task side of the difficulty equation, these analyses also identified strate-
gies required to match information in a question or directive with corresponding 
information in prose and document materials. These strategies—locate, cycle, inte-
grate, and generate—in combination with text features, helped explain what made 
some tasks more or less difficult than others (Kirsch 2001). For example, locate 
tasks were defined as those that required respondents to match one or more features 
of information stated in the question to either identical or synonymous information 
in the stimulus. A locate task could be fairly simple if there was an exact match 
between the requested information in the question or directive and the wording in 
the stimulus and if the stimulus was relatively short, making the match easy to find. 
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As an example, see Fig. 9.3. Here there is an exact match between “the smooth leaf 
surfaces and the stems” in the question and in the last sentence in the second para-
graph of the text.
Analyses showed that the difficulty of locate tasks increased when stimuli were 
longer and more complex, making the requested information more difficult to 
locate; or when there were distractors, or a number of plausible correct answers, 
within the text. Difficulty also increased when requested information did not exactly 
match the text in the stimulus, requiring respondents to locate synonymous informa-
tion. By studying and defining the interaction between the task demands for locate, 
cycle, integrate, and generate tasks and features of various stimuli, the underlying 
information-processing skills could be more clearly understood. This research 
allowed for improved assessment design, increased interpretability of results, and 
Fig. 9.3 Sample prose task
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development of derivative materials, including individual assessments3 and 
 instructional materials.4
In 1994, the literacy assessments moved from a national to an international focus. 
The primary goal of the international literacy assessments—International Adult 
Literacy Survey (IALS), ALL, and PIAAC—was to collect comparable interna-
tional data that would provide a broader understanding of literacy across industrial-
ized nations.
One challenge in meeting the goal of ensuring comparability across different 
national versions of the assessment was managing the translation process. Based on 
the construct knowledge gained from earlier assessments, it was clear that transla-
tors had to understand critical features of both the stimulus materials and the ques-
tions. Training materials and procedures were developed to help translators and 
project managers from participating countries reach this understanding. For exam-
ple, the translation guidelines for the content shown in Fig.  9.3 specified the 
following:
• Translation must maintain literal match between the key phrase “the smooth leaf 
surfaces and the stems” in the question and in the last sentence in the second 
paragraph of the text.
• Translation must maintain a synonymous match between suggest in question and 
indicate in text.
Understanding task characteristics and the interaction between questions and 
stimulus materials allowed test developers to create precise translation guidelines to 
ensure that participating countries developed comparable versions of the assess-
ment instruments. The success of these large-scale international efforts was in large 
part possible because of the construct knowledge gained from ETS research based 
on the results of earlier national assessments.
9.3  Expanding and Implementing Large-Scale Assessment 
Methodology
The primary purpose of the adult literacy large-scale assessments has been to 
describe the distribution of literacy skills in populations, as well as in subgroups 
within and across populations. The assessments have not targeted the production of 
3 These individual assessments include the Test of Applied Literacy Skills (TALS), a paper-and-
pencil assessment with multiple forms; the PDQ Profile™ Series, an adaptive computer-based 
assessment of literacy proficiency; and the Health Activities Literacy Test, an adaptive computer-
based assessment of literacy tasks focusing on health issues.
4 Using information from this research, ETS developed P.D.Q. Building Skills for Using Print in 
the early 1990s. This multi-media, group-based system includes more than 100 h of instruction 
focusing on prose, document, and quantitative literacy, as well as workbooks and instructional 
support materials.
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scores for individual test takers, but rather employed a set of specialized design 
principles and statistical tools that allow a reliable and valid description of skill 
distributions for policy makers and other stakeholders. To describe skills in a com-
parable manner in international contexts, the methodologies utilized needed to 
ensure that distributions were reported in terms of quantities that describe differ-
ences on scales across subgroups in meaningful ways for all participating entities.
The requirement to provide comparable estimates of skill distributions has been 
met by using the following methodological tools:
• Models that allow the derivation of comparable measures across populations and 
comparisons across literacy assessments
• Survey methodologies that provide representative samples of respondents
• Procedures to ensure scoring accuracy and to handle missing data
• Forward-looking designs that take advantage of context information in computer- 
based assessments
Taken together, these methodological tools facilitate the measurement goal of 
providing reliable, valid, and comparable estimates of skill distributions based on 
large-scale literacy assessments.
9.3.1  Models Allowing the Derivation of Comparable 
Measures and Comparisons Across Literacy Assessments
The goal of the literacy assessments discussed here has been to provide a descrip-
tion of skills across a broad range of ability, particularly given that the assessments 
target adults who have very different educational backgrounds and a wider range of 
life experiences than school-based populations. Thus the assessments have needed 
to include tasks that range from very easy to very challenging. To enable compari-
sons across a broad range of skill levels and tasks, the designs for all of the adult 
literacy assessments have used “incomplete block designs”. In such designs, each 
sampled individual takes a subset of the complete assessment. The method of choice 
for the derivation of comparable measures in incomplete block designs is based on 
measurement models that were developed for providing such measures in the analy-
ses of test data (Lord 1980; Rasch 1960). These measurement models are now typi-
cally referred to as item response theory (IRT) models (Lord and Novick 1968).
IRT models are generally considered superior to simpler approaches based on 
sum scores, particularly in the way omitted responses and incomplete designs can 
be handled. Because IRT uses the full information contained in the set of responses, 
these models are particularly useful for assessment designs that utilize a variety of 
item types arranged in blocks that cannot be set up to be parallel forms of a test. 
Incomplete block designs do not allow the comparison of sum scores of aggregated 
responses because different blocks of items may vary in difficulty and even in the 
number of items. IRT models establish a comparable scale on which items from 
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different blocks, and from respondents taking different sets of items, can be located, 
even in sparse incomplete designs. These models are powerful tools to evaluate 
whether the information provided for each individual item is comparable across 
populations of interest (see, for example, Yamamoto and Mazzeo 1992). In particu-
lar, the linking procedures typically used in IRT have been adapted, refined, and 
generalized for use in international assessments of adult literacy. More specifically, 
recent developments in IRT linking methods allow a more flexible approach to the 
alignment of scales that takes into account local deviations (Glas and Verhelst 1995; 
Yamamoto 1998; von Davier and von Davier 2007; Oliveri and von Davier 2011; 
Mazzeo and von Davier 2014; Glas and Jehangir 2014). The approach applied in 
IALS, ALL and PIAAC enables international assessments to be linked across a 
large number of common items while allowing for a small subset of items in each 
country to function somewhat differently to eliminate bias due to occasional item- 
by- country interactions. IRT has been the measurement method of choice not only 
for ETS’s adult literacy assessments, but also for national and international assess-
ments of school-age students such as the National Assessment of Educational 
Progress (NAEP), PISA, and Trends in International Mathematics and Science 
Study (TIMSS).
The integration of background information is a second important characteristic 
of the analytical methodologies used in the adult literacy assessments. Background 
data are used for at least two purposes in this context. First and foremost, they pro-
vide information about the relationship between demographic variables and skills. 
This makes it possible to investigate how the distribution of skills is associated with 
variables including educational attainment, gender, occupation, and immigration 
status of groups. These are among the variables needed to answer questions that are 
of interest to policy makers and other stakeholders, such as, “How are skills distrib-
uted in immigrant vs. nonimmigrant populations?” and “What is the relationship 
between literacy skills and measures of civic engagement such as voting?” In addi-
tion, background data provide auxiliary information that can be used to improve the 
precision of the skills measurement. This use of background data is particularly 
important because the available background data can help alleviate the effects of 
limited testing time for respondents by using the systematic differences between 
groups of respondents to strengthen the estimation of skills.5
While one of the main aims of ETS’s large-scale literacy assessments has been 
to provide data on human capital at any given point in time, the extent to which 
skills change over time is also of fundamental interest. IRT models provide a power-
ful tool to link assessments over cycles conducted in different years. In much the 
same way that IRT allows linking of scales and provides comparable measures 
across blocks of different items within an assessment, and across countries, IRT can 
also be used to link different assessments over time. This link is only possible 
because significant efforts have been made across the literacy assessments to collect 
data in a manner that supports reusing sets of items over time while regularly renew-
5 The interested reader is referred to Mislevy et al. (1992) for a description of this approach and to 
von Davier et al. (2006) for an overview and a description of recent improvements and extensions 
of the approach.
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ing the item pool. The particular design principles applied ensure that new and 
previously used blocks of items are combined into test booklets in such a way that 
each assessment is also connected to multiple assessments over time. Because IRT 
estimation methods have been developed and extended to facilitate analyses of 
incomplete designs, these methods are particularly well suited to analyze multiple 
links across assessments. Statistical tools can be used to evaluate whether the items 
used repeatedly in multiple assessments are indeed comparable across assessments 
from different years and provide guidance as to which items to retain and which 
parts of the assessment have to be renewed by adding new task material.
9.3.2  Survey Methodologies That Provide Representative 
Samples of Respondents
The description of populations with respect to policy-relevant variables requires 
that members of the population of interest are observed with some positive proba-
bility. While it is not a requirement (or possibility) to assess every individual, a 
representative sample has to be drawn in order to provide descriptions of popula-
tions without bias. The adult literacy assessments have typically used methods com-
mon to household surveys, in which either a central registry of inhabitants or a list 
of addresses of dwellings/households of a country is used to randomly draw a rep-
resentative random sample of respondents. This list is then used to select an indi-
vidual at random, get in contact with those selected and ask the selected individual 
to participate in the survey. To account for unequal chances of being selected, the 
use of sampling weights is necessary. The importance of sampling and weighting 
for an accurate estimate of skill distributions is discussed in more detail in contribu-
tions summarizing analytic strategies involving sampling and weights for large- 
scale assessments by Rust (2014) and Rutkowski et al. (2010).
One particular use of these survey methodologies in large-scale assessments, and 
a contribution of ETS’s adult assessments, is the projection of skill distributions 
based on expected changes in the population. The report, America’s Perfect Storm: 
Three Forces Changing Our Nation’s Future (Kirsch et al. 2007) shows how evi-
dence regarding skill distributions in populations of interest can be projected to 
reflect changes in those populations, allowing a prediction of the increase or decline 
of human capital over time.
9.3.3  Procedures to Ensure Scoring Accuracy
One measurement issue that has been addressed in large-scale literacy assessments 
is the need to ensure that paper-and-pencil (as well as human-scored computer- 
based) tasks are scored accurately and reliably, both within and across countries 
participating in the international surveys. Many of the assessment tasks require 
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respondents to provide short, written responses that typically range in length from 
single-word responses to short phrases or sentences. Some tasks ask for responses 
to be marked on the stimulus. On paper, respondents may be asked to circle or 
underline the correct answer whereas on the computer, respondents may be required 
to mark or highlight the response using the mouse or another input device. So while 
responses are typically quite short, scorers in all participating countries must follow 
a well-developed set of scoring rules to ensure consistent scoring. All of the adult 
literacy surveys prior to PIAAC were conducted as paper-and-pencil assessments, 
scored by national teams of trained scorers. While PIAAC is largely a computer- 
based assessment using automated scoring, a paper-and-pencil component has been 
retained, both to strengthen the link between modes and to provide an option for 
respondents without the requisite technical skills to complete the assessment on the 
computer. To ensure reliable and comparable data in all of the adult literacy surveys, 
it was critical that processes were developed to monitor the accuracy of human scor-
ing for the short constructed responses in that mode within a country, across coun-
tries, and across assessments over time.
Without accurate, consistent and internationally comparable scoring of paper- 
and- pencil items, all subsequent psychometric analyses of these items would be 
severely jeopardized. For all of the large-scale adult literacy assessments, the essen-
tial activities associated with maintaining scoring consistency have been basically 
the same. Having items scored independently by two different scorers and then 
comparing the resulting scores has been the key required procedure for all partici-
pating countries. However, because the number of countries and number of lan-
guages has increased with each international assessment, the process has been 
refined over time. In IALS, the procedure used to ensure standardized scoring 
involved an exchange of booklets across countries with the same or similar lan-
guages. Country A and Country B thus would score their own booklets; then Country 
A would second score Country B’s booklets and vice versa. In cases where a coun-
try could not be paired with another testing in the same language, the scorers within 
one country would be split into two independent groups, and booklets would be 
exchanged across groups for rescoring.
Beginning with ALL, the use of anchor booklets was introduced. This common 
set of booklets was prepared by test developers and distributed to all countries. Item 
responses in these booklets were based on actual responses collected in the field as 
well as responses that reflected key points on which scorers were trained. Because 
responses were provided in English, scoring teams in each country designated two 
bilingual scorers responsible for the double-scoring process. Anchor booklets were 
used in PIAAC as well. The new aspect introduced in PIAAC was the requirement 
that countries follow a specified design to ensure that each booklet was scored twice 
and that scorers functioned both as first and second scorer across all of the booklets. 
Figure 9.4 shows the PIAAC design for countries that employed three scorers. The 
completed booklets were divided up into 18 bundles of equal size. Bundle 0 was the 
set of anchor booklets to be scored by bilingual Scorers 1 and 2.
In an ideal world, the results of these double-scoring procedures would confirm 
that scoring accuracy was 100% and that scorers were perfectly consistent with each 
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other. Although this level of consistency is never obtained due to random deviations, 
scoring accuracy in the adult literacy surveys tends to be around 96%.
When scoring discrepancies occur, experience has shown that they fall into two 
distinct classes. The first type of discrepancy reveals a consistent bias on the part of 
one scorer, for example when one scorer is consistently more lenient than others. 
Because countries are required to send rescoring data for analysis at set points dur-
ing the scoring process, when this situation is found, problematic scorers must be 
retrained or, in some cases, dismissed.
The second type of discrepancy that can be revealed through analysis of the 
rescoring data is more challenging to address. This occurs when the scoring results 
reveal general inconsistencies between the scorers, with no pattern that can be 
attributed to one scorer or the other. This issue has been relatively rare in the adult 
literacy assessments. When it has occurred, it is generally the result of a problem 
with an item or an error in the scoring guides. One procedure for addressing this 
situation includes conducting a review of all inconsistently scored responses to 
determine if there is a systematic pattern and, if one is found, having those items 
rescored. Additionally, the scoring guides for such items can be revised to clarify 
any issue identified as causing inconsistent scoring. When a specific problem cannot 
be identified and resolved, model based adjustments such as assigning unique item 
parameters to account for this type of country-by-item deviation may be required 
for one or more countries to reflect this ambiguity in scoring.
9.3.4  Statistical Procedures for Handling Missing Data
A second key methodological issue developed through experience with the large- 
scale literacy assessments involves the treatment of missing data due to nonre-
sponse. Missing responses reduce the amount of information available in the 
cognitive assessment and thus can limit the kinds of inferences that can be made 
about the distribution of skills in the population based on a given set of respondents. 
More specifically, the relationship between skills and key background characteris-
tics is not measured well for respondents with a high proportion of item nonre-
sponse. This issue has been addressed in the large-scale literacy assessments by 
estimating conditioning coefficients based on the performance of respondents with 
sufficient cognitive information and applying the parameters to those respondents 
for whom there is insufficient performance data. This solution allows stable 
Fig. 9.4 Double-scoring design for PIAAC. Cells marked with “A” represent the first scorer for 
each bundle
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estimation of the model and ensures that regression of performance data on back-
ground variables is based on cases that provide sufficiently accurate information.
The two most common but least desirable ways to treat missing cases are a) to 
ignore them and b) to assume all missing responses can be equated to incorrect 
responses. Ignoring missing responses is acceptable if one can assume that missing 
cases occur at random and that the remaining observed cases are representative of 
the target population. In this case, the result would be slightly larger standard errors 
due to reduced sample size, and the other estimates would remain unbiased. 
Randomly missing data rarely occur in real data collections, however, especially in 
surveys of performance. If the incidence of nonresponse varies for major subgroups 
of interest, or if the missing responses are related to the measurement objective— in 
this case, the measurement of literacy skills—then inferring the missing data from 
observed patterns results in biased estimates. If one can be sure that all missingness 
is due to a lack of skill, the treatment as incorrect is justified. This treatment may be 
appropriate in high-stakes assessments that are consequential for respondents. In 
surveys, however, the respondent will not be subjected to any consequences, so 
other reasons for missingness, such as a lack of motivation, may be present.
To address these issues, different approaches have been developed. In order to 
infer reasons for nonresponse, participants are classified into two groups based on 
standardized coding schemes used by interviewers to record reasons for nonpartici-
pation: those who stop the assessment for literacy-related issues (e.g., reading dif-
ficulty, native language other than language of the assessment, learning disability) 
and those who stop for reasons unrelated to literacy (e.g., physical disability, refusal 
for unspecified reason). Special procedures are used to impute the proficiencies of 
individuals who complete fewer than the minimum number of tasks needed to esti-
mate their proficiencies directly.
When individuals cite a literacy-related reason for not completing the cognitive 
items, this implies that they were unable to respond to the items. On the other hand, 
citing a reason unrelated to literacy implies nothing about a person’s literacy profi-
ciency. When an individual responds to fewer than five items per scale— the mini-
mum number needed to directly estimate proficiencies—cases are treated as 
follows:
• If the individual cited a literacy-related reason for not completing the assess-
ment, then all consecutively missing responses at the end of a block of items are 
scored as wrong.
• If the individual cited a reason unrelated to literacy, then all consecutively miss-
ing responses at the end of block are treated as not reached.
A respondent’s proficiency is calculated from a posterior distribution that is the 
product of two functions: a conditional distribution of proficiency, given responses 
to the background questionnaire; and a likelihood function of proficiency, given 
responses to the cognitive items (see Murray et al. 1997, for more detail). By scor-
ing missing responses as incorrect for individuals citing literacy-related reasons for 
stopping the assessment, the likelihood function is very peaked at the lower end of 
the scale—a result that is believed to accurately represent their proficiency.
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Because PIAAC was a computer-based assessment, information was available to 
further refine the scoring rules for non-response. The treatment of item level miss-
ing data in paper-and-pencil assessments largely has to rely on the position of items. 
In order to define the reason for not responding as either volitional or being based 
on having never been exposed to (not reached) the items, the location of the ‘last’ 
item for which a response was observed is crucial. In computer-based assessments, 
non-response can be treated in a more sophisticated way by taking timing data and 
process information into account. While the problem of rapid guessing has been 
described in high-stakes assessment (Wise and DeMars 2005), the nature of literacy 
surveys does not compel respondents to guess, but rather to skip an item rapidly for 
some reasons that may be unrelated to skills, for example perceived time pressure 
or a lack of engagement. If an item was skipped in this way – a rapid move to the 
next item characterized by a very short overall time spent on the item (e.g., less than 
5 s) and the minimal number of actions sufficient to ‘skip’ the item, PIAAC applied 
a coding of ‘not reached/not administered’ (OECD 2013; Weeks et al. 2014). If, 
however a respondent spent time on an item, or showed more than the minimum 
number of actions, a missing response would be assumed to be a volitional choice 
and counted as not correct.
9.3.5  Forward-Looking Design for Using Context Information 
in Computer-Based Assessments
The methodologies used in large-scale assessments are well developed, and variants 
of essentially these same methodologies are used in all major large-scale literacy 
assessments. While this repeated use implies that the current methodology is well 
suited for the analyses of assessments at hand, new challenges have arisen with the 
advent of PIAAC.
As a computer-based assessment, PIAAC presents two important advantages—
and challenges—when compared to earlier paper-and-pencil assessments. First is 
the wealth of data that a computer can provide in terms of process information. 
Even seemingly simple information such as knowing precisely how much time a 
respondent spent on a particular item can reveal important data that were never 
available in the paper-and-pencil assessments. The use of such data to refine the 
treatment of non-response data, as described above, is one example of how this 
information can improve measurement. Second is the opportunity to design adap-
tive assessments that change the selection of items depending on a respondent’s 
performance on previous sets of items. These differences result in both new sources 
of information about the performance of respondents and a change in the structure 
of the cognitive response data given that not all test takers respond to the same set 
of items.
Modern psychometric methodologies are available that can improve estimation 
in the face of such challenges. Such methods can draw upon process and navigation 
data to classify respondents (Lazarsfeld and Henry 1968) with respect to the typical 
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paths they take through scenario-based tasks, such as the ones in PIAAC’s problem- 
solving domain. Extensions of IRT models can reveal whether this or other types of 
classifications exist besides the skills that respondents apply (Mislevy and Verhelst 
1990; Rost 1990; von Davier and Carstensen 2007; von Davier and Rost 1995; von 
Davier and Yamamoto 2004; Yamamoto 1989). Additional information such as 
response latency can be used to generate support variables that can be used for an 
in-depth analysis of the validity of responses. Rapid responders (DeMars and Wise 
2010) who may not provide reliable response data can potentially be identified 
using this data. Nonresponse models (Glas and Pimentel 2008; Moustaki and Knott 
2000; Rose et al. 2010) can be used to gain a deeper understanding of situations in 
which certain types of respondents tend not to provide any data on at least some of 
the items. Elaborate response-time models that integrate latency and accuracy 
(Klein Entink et  al. 2009; Lee 2008) can be integrated with current large-scale 
assessment methodologies.
9.4  Linking Real-Life Stimulus Materials and Innovative 
Item Types
From the first adult literacy assessment onward, items have been based on everyday 
materials taken from various adult situations and contexts including the workplace, 
community, and home. In the 1993 National Adult Literacy Survey (NALS), for 
example, sets of open-ended questions required respondents to use a six-page news-
paper that had been created from articles, editorials, and advertisements taken from 
real newspapers. In PIAAC, simulation tasks were based on content from real web-
sites, advertisements, and e-mails. For each of the large-scale literacy assessments, 
original materials were used in their entirety, maintaining the range of wording, 
formatting, and presentation found in the source. The inclusion of real-life materials 
both increased the content validity of the assessments and improved respondent 
motivation, with participants commenting that the materials were both interesting 
and appropriate for adults.
Each of the large-scale literacy assessments also used open-ended items. Because 
they are not constrained by an artificial set of response options, these open-ended 
tasks allowed respondents to engage in activities that are similar to those they might 
perform if they encountered the materials in real life. In the paper-and-pencil liter-
acy assessments, a number of different open-ended response types were employed. 
These included asking respondents to underline or circle information in the stimu-
lus, copy or paraphrase information in the stimulus, generate a response, and com-
plete a form.
With the move to computer-based tasks in PIAAC, new ways to collect responses 
were required. The design for PIAAC called for the continued use of open-ended 
response items, both to maintain the real-life simulation focus of the assessment and 
to maintain the psychometric link between PIAAC and prior surveys. While the 
paper-and-pencil surveys allowed respondents to compose answers ranging from a 
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word or two to several sentences, the use of automated scoring for such responses 
was not possible, given that PIAAC was delivered in 33 languages. Instead, the 
response modes used for computer-based items in this assessment included high-
lighting, clicking, and typing numeric responses—all of which could be scored 
automatically. Throughout previous paper-and-pencil assessments, there had always 
been some subset of respondents who marked their responses on the stimulus rather 
than writing answers on the provided response lines. These had been considered 
valid answers, and scoring rubrics had been developed to train scorers on how such 
responses should be scored. Thus electronic marking of text by highlighting a 
phrase or sentence or clicking on a cell in a table fit within existing scoring schemes. 
Additionally, previous work on a derivative computer-based test for individuals, the 
PDQ Profile Series, had shown that item parameters for paper-and-pencil items 
adapted from IALS and ALL were not impacted when those items were presented 
on the computer and respondents were asked to highlight, click, or type a numeric 
response. PIAAC thus became the first test to employ these response modes on a 
large scale and in an international context.
Taking advantage of the computer-based context, PIAAC also introduced new 
types of simulation items. In reading literacy, items were included that required 
respondents to use scrolling and hyperlinks to locate text on a website or provide 
responses to an Internet poll. In the new problem-solving domain, tasks were situ-
ated in simulated web, e-mail, and spreadsheet environments that contained com-
mon functionality for these environments. Examples of these new simulation tasks 
included items that required respondents to access information in a series of e-mails 
and use that information to schedule meeting rooms via an online reservation sys-
tem or to locate requested information in a complex spreadsheet where the spread-
sheet environment included “find” and “sort” options that would facilitate the task.
In sum, by using real-life materials and open-ended simulation tasks, ETS’s 
large-scale literacy assessments have sought to reflect and measure the range of lit-
eracy demands faced by adults in order to provide the most useful information to 
policy makers, researchers, and the public. Over time, the nature of the assessment 
materials and tasks has been expanded to reflect the changing nature of literacy as 
the role of technology has become increasingly prevalent and important in everyday 
life.
9.5  Developing Extensive Background Questionnaires 
to Link Performance With Experience and Outcome 
Variables
One important goal of the large-scale literacy assessments has been to relate skills 
to a variety of demographic characteristics and explanatory variables. Doing so has 
allowed ETS to investigate how performance is related to social and educational 
outcomes and thereby interpret the importance of skills in today’s society. It has 
also enhanced our understanding of factors related to the observed distribution of 
literacy skills across populations and enabled comparisons with previous surveys.
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For each of the literacy assessments, respondents completed a background ques-
tionnaire in addition to the survey’s cognitive measures. The background questions 
were a significant component of each survey, taking up to one-third of the total 
survey time. In each survey, the questionnaire addressed the following broad issues:
• General language background
• Educational background and experience
• Labor force participation
• Literacy activities (types of materials read and frequency of use for various 
purposes)
• Political and social participation
• Demographic information
As explained earlier, information collected in the background questionnaires is 
used in the psychometric modeling to improve the precision of the skills measure-
ment. Equally importantly, the background questionnaires provide an extensive 
database that has allowed ETS to explore questions such as the following: What is 
the relationship between literacy skills and the ability to benefit from employer- 
supported training and lifelong learning? How are educational attainment and lit-
eracy skills related? How do literacy skills contribute to health and well being? 
What factors may contribute to the acquisition and decline of skills across age 
cohorts? How are literacy skills related to voting and other indices of social partici-
pation? How do reading practices affect literacy skills?
The information collected via the background questionnaires has allowed 
researchers and other stakeholders to look beyond simple demographic information 
and examine connections between the skills being measured in the assessments and 
important personal and social outcomes. It has also led to a better understanding of 
factors that mediate the acquisition or decline of skills. At ETS, this work has pro-
vided the foundation for reports that foster policy debate on critical literacy issues. 
Relevant reports include Kirsch et  al. (2007), Rudd et  al. (2004) and Sum et  al. 
(2002, 2004).
9.6  Establishing Innovative Reporting Procedures to Better 
Integrate Research and Survey Data
Reports for each of the large-scale surveys have gone beyond simply reporting dis-
tributions of scores on the assessment for each participating country. As noted 
above, using information from the background questionnaire has made it possible to 
link performance to a wide range of demographic variables. Other reporting innova-
tions have been implemented to make the survey data more useful and understand-
able for policy makers, researchers, practitioners, and other stakeholders.
The PIAAC data, conjointly with IALS and ALL trend data, are available in the 
Data Explorer (http://piaacdataexplorer.oecd.org/ide/idepiaac/), an ETS-developed 
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web-based analysis and reporting tool that allows users to query the PIAAC data-
base and produce tabular and graphical summaries of the data. This tool has been 
designed for a wide range of potential users, including those with little or no statisti-
cal background. By selecting and organizing relevant information, stakeholders can 
use the large-scale data to address questions of importance to them.
In addition to linking performance and background variables, survey reports 
have also looked at the distribution of literacy skills and how performance is related 
to underlying information-processing skills. Reports have included item maps that 
present sample items in each domain, showing where these items performed on the 
literacy scale and discussing features of the stimuli and questions that impact diffi-
culty. Such analyses have allowed stakeholders to understand how items represent 
the construct and thereby allow them to generalize beyond the pool of items in any 
one assessment. These reports were also designed to provide readers with a better 
understanding of the information-processing skills underlying performance. Such 
an understanding has important implications for intervention efforts.
9.7  Conclusion
During the 30 years over which the six large-scale adult literacy assessments have 
been conducted, literacy demands have increased in terms of the types and amounts 
of information adults need to manage their daily lives. The goal of the assessments 
has been to provide relevant information to the variety of stakeholders interested in 
the skills and knowledge adults have and the impact of those skills on both individu-
als and society in general. Meeting such goals in this ever-changing environment 
has required that ETS take a leading role in the following:
• Expanding the construct of literacy
• Developing a model for building construct-based assessments
• Expanding and implementing large-scale assessment methodology to ensure 
reliable, valid, and comparable measurement across countries and over time
• Taking an approach to test development that focuses on the use of real-life mate-
rials and response modes that better measure the kinds of tasks adults encounter 
in everyday life6
• Developing extensive background questionnaires that make it possible to link 
performance with experience and outcome variables, thereby allowing the sur-
vey data to address important policy questions
• Developing reporting procedures that better integrate survey data with research
These efforts have not just expanded knowledge of what adults know and can do; 
they have also made important contributions to understanding how to design, con-
duct, and report the results of large-scale international assessments.
6 Sample PIAAC items are available at http://www.oecd.org/skills/piaac/samplequestionsandques-
tionnaire.htm.
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Most of the tasks in this 
level require the respondent 
to read a relatively short 
text to locate a single piece 
of information that is 
identical to or synonymous 
with the information given 
in the question or directive. 
If plausible but incorrect 
information is present in 
the text, it tends not to be 
located near the correct 
information.
Tasks in this level tend to 
require the respondent 
either to locate a piece of 
information based on a 
literal match or to enter 
information from personal 
knowledge onto a 
document. Little, if any, 
distracting information is 
present.
Tasks in this level require the 
respondent to show an 
understanding of basic 
numerical ideas by 
completing simple tasks in 
concrete, familiar contexts 
where the mathematical 
content is explicit with little 
text. Tasks consist of simple, 
one-step operations such as 
counting, sorting dates, 
performing simple arithmetic 
operations, or understanding 
common and simple 




Some tasks in this level 
require respondents to 
locate a single piece of 
information in the text; 
however, several distractors 
or plausible but incorrect 
pieces of information may 
be present, or low-level 
inferences may be required. 
Other tasks require the 
respondent to integrate two 
or more pieces of 
information or to compare 
and contrast easily 
identifiable information 
based on a criterion 
provided in the question or 
directive.
Tasks in this level are 
more varied than those in 
level 1. Some require the 
respondents to match a 
single piece of 
information; however, 
several distractors may be 
present, or the match may 
require low-level 
inferences. Tasks in this 
level may also ask the 
respondent to cycle 
through information in a 
document or to integrate 
information from various 
parts of a document.
Tasks in this level are fairly 
simple and relate to 
identifying and understanding 
basic mathematical concepts 
embedded in a range of 
familiar contexts where the 
mathematical content is quite 
explicit and visual with few 
distractors. Tasks tend to 
include one-step or two-step 
processes and estimations 
involving whole numbers, 
interpreting benchmark 
percentages and fractions, 
interpreting simple graphical 










Tasks in this level tend to 
require respondents to 
make literal or synonymous 
matches between the text 
and information given in 
the task, or to make 
matches that require 
low-level inferences. Other 
tasks ask respondents to 
integrate information from 
dense or lengthy text that 
contains no organizational 
aids such as headings. 
Respondents may also be 
asked to generate a 
response based on 
information that can be 
easily identified in the text. 
Distracting information is 
present but is not located 
near the correct 
information.
Some tasks in this level 
require the respondent to 
integrate multiple pieces 
of information from one 
or more documents. 
Others ask respondents to 
cycle through rather 
complex tables or graphs 
that contain information 
that is irrelevant or 
inappropriate to the task.
Tasks in this level require the 
respondent to demonstrate 
understanding of 
mathematical information 
represented in a range of 
different forms, such as in 
numbers, symbols, maps, 
graphs, texts, and drawings. 
Skills required involve 
number and spatial sense; 
knowledge of mathematical 
patterns and relationships; and 
the ability to interpret 
proportions, data, and 
statistics embedded in 
relatively simple texts where 
there may be distractors. 
Tasks commonly involve 
undertaking a number of 




These tasks require 
respondents to perform 
multiple-feature matches 
and to integrate or 
synthesize information 
from complex or lengthy 
passages. More complex 
inferences are needed to 
perform successfully. 
Conditional information is 
frequently present in tasks 
at this level and must be 
taken into consideration by 
the respondent.
Tasks in this level, like 
those at the previous 
levels, ask respondents to 
perform multiple- feature 
matches, cycle through 
documents, and integrate 
information; however, 
they require a greater 
degree of inference. Many 
of these tasks require 
respondents to provide 
numerous responses but 
do not designate how 
many responses are 
needed. Conditional 
information is also 
present in the document 
tasks at this level and 
must be taken into 
account by the 
respondent.
Tasks at this level require 
respondents to understand a 
broad range of mathematical 
information of a more abstract 
nature represented in diverse 
ways, including in texts of 
increasing complexity or in 
unfamiliar contexts. These 
tasks involve undertaking 
multiple steps to find 
solutions to problems and 
require more complex 
reasoning and interpretation 
skills, including 
comprehending and working 
with proportions and formulas 
or offering explanations for 
answers.
(continued)






Some tasks in this level 
require the respondent to 
search for information in 
dense text that contains a 
number of plausible 
distractors. Others ask 
respondents to make 
high-level inferences or use 
specialized background 
knowledge. Some tasks ask 
respondents to contrast 
complex information.
Tasks in this level require 
the respondent to search 
through complex displays 
that contain multiple 
distractors, to make 
high-level text-based 
inferences, and to use 
specialized knowledge.
Tasks in this level require 
respondents to understand 
complex representations and 
abstract and formal 
mathematical and statistical 
ideas, possibly embedded in 
complex texts. Respondents 
may have to integrate multiple 
types of mathematical 
information, draw inferences, 
or generate mathematical 
justification for answers.
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Chapter 10
Modeling Change in Large-Scale Longitudinal 




ETS has had a long history of attempting to at least minimize, if not solve, many of 
the longstanding problems in measuring change (cf. Braun and Bridgeman 2005; 
Cronbach and Furby 1970; Rogosa 1995) in large-scale panel studies. Many of 
these contributions were made possible through the financial support of the 
Longitudinal Studies Branch of the U.S. Department of Education’s National Center 
for Education Statistics (NCES). The combination of financial support from the 
Department of Education along with the content knowledge and quantitative skills 
of ETS staff over the years has led to a relatively comprehensive approach to mea-
suring student growth. The present ETS model for measuring change argues for (a) 
the use of adaptive tests to minimize floor and ceiling effects, (b) a multiple-group 
Bayesian item response theory (IRT) approach to vertical scaling, which takes 
advantage of the adaptive test’s potential to allow for differing ability priors both 
within and between longitudinal data waves, and (c) procedures for not only esti-
mating how much an individual gains but also identifying where on the vertical 
scale the gain takes place. The latter concept argues that gains of equivalent size 
may well have quite different interpretations. The present model for change mea-
surement was developed over a number of years as ETS’s experience grew along 
with its involvement in the psychometric analyses of each succeeding NCES- 
sponsored national longitudinal study. These innovations in the measurement of 
change were not due solely to a small group of ETS staff members focusing on 
longitudinal studies, but also profited considerably from discussions and research 
solutions developed by the ETS NAEP group. The following historical summary 
recounts ETS’s role in NCES’s sequence of longitudinal studies and how each study 
contributed to the final model for measuring change.
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For the purposes of this discussion, we will define large-scale longitudinal 
assessment of educational growth as data collections from national probability sam-
ples with repeated and direct measurements of cognitive skills. NCES funded these 
growth studies in order to develop longitudinal databases, which would have the 
potential to inform educational policy at the national level. In order to inform edu-
cational policy, the repeated waves of testing were supplemented with the collection 
of parent, teacher, and school process information. ETS has been or is currently 
involved in the following large-scale longitudinal assessments, ordered from the 
earliest to the most recent:
• The National Longitudinal Study of the High School Class of 1972 (NLS-72)
• High School and Beyond (HS&B 1980–1982), sophomore and senior cohorts
• The National Education Longitudinal Study of 1988 (NELS:88)
• The Early Childhood Longitudinal Studies (ECLS):
 – Early Childhood Longitudinal Study, Kindergarten Class of 1998–1999 
(ECLS-K)
 – Early Childhood Longitudinal Study, Birth Cohort of 2001 (ECLS-B)
 – Early Childhood Longitudinal Study, Kindergarten Class of 2010–2011 
(ECLS-K:2011)
We discuss the NLS-72 study briefly here, even though it is the only study in the 
list above that that does not meet one of the criteria we stated as part of our defini-
tion of large-scale, longitudinal assessment: Specifically, it does not include direct 
repeated cognitive measures across succeeding waves of data collection. While it 
was longitudinal with respect to educational attainment among post-high school 
participants, its shortcomings with respect to measuring change in developing cog-
nitive skills led NCES to require the succeeding large-scale longitudinal studies to 
have direct repeated measures of cognitive skills. NCES and educational policy 
experts felt that the inclusion of repeated direct measures of cognitive skills would 
greatly strengthen the connection between school processes and cognitive growth. 
The reader should keep in mind that, while the notion of value added (Braun 2006) 
had not yet achieved its present currency, there was considerable concern about 
assessing the impact of selection effects on student outcomes independent of school 
and teaching practices. One way, or at least the first step in addressing this concern, 
was to measure change in cognitive skills during the school years. More specifi-
cally, it was hoped that measuring cognitive achievement at a relevant point in a 
student’s development and again at a later date would help assess the impact on 
student growth of educational inputs and policies such as public versus private edu-
cation, curriculum paths, tracking systems, busing of students across neighbor-
hoods, and dropout rates.
As one progresses from the first to last of the above studies there was an evolu-
tionary change in: (a) what should be measured, (b) how it was measured, and (c) 
when it was measured. The following summary of each of the studies will detail the 
evolution in both ETS’s and NCES’s thinking in each of these three dimensions, 
which in the end led to ETS’s most recent thinking on measuring change in  cognitive 
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skills. Obviously, as the contracting agency, NCES and its policy advisors had the 
final say on what was measured and when it was measured. Although ETS’s main 
role was to provide input on development, administration, and scoring of specific 
cognitive measures, psychometric findings from each succeeding large-scale longi-
tudinal assessment informed decisions with respect to all three areas. While this 
paper records ETS’s involvement in NCES longitudinal studies, we would be remiss 
not to mention our partners’ roles in these studies. Typically, ETS had responsibility 
for the development of cognitive measures and psychometric and scaling analysis as 
a subcontractor to another organization that carried out the other survey activities. 
Specifically, ETS partnered with the Research Triangle Institute (RTI) on NLS-72 
and ECLS-B, the National Opinion Research Center (NORC) on HS&B, NELS-88, 
and Phase I of ECLS-K, and Westat on ECLS-K Phases II-IV and ECLS-K:2011.
10.1  National Longitudinal Study of 1972 (NLS-72)
NCES has referred to NLS-72 as the “grandmother of the longitudinal studies” 
(National Center for Education Statistics [NCES] 2011, para. 1). When the NLS-72 
request for proposals was initiated, principals at NCES were Dennis Carroll, who 
later became the director of longitudinal studies at NCES; and William Fetters and 
Kenneth Stabler, NCES project managers. NCES asked bidders responding to its 
NLS-72 request for proposals to submit plans and budgets for sample design, data 
collection, and the development and scoring of the instruments. Unlike succeeding 
longitudinal studies, NCES awarded a single organization (ETS) the contract 
including base-year sample design, data collection, and instrument design and scor-
ing; NCES did not repeat this practice on succeeding longitudinal studies. In all 
future bidding on longitudinal study contracts, NCES welcomed, and in fact strongly 
preferred, that the prime contractor not undertake all the various components alone 
but instead assemble consortia of organizations with specific expertise in the vari-
ous survey components. We would like to think that ETS’s performance on this 
contract had little or no bearing on the change in contracting philosophy at NCES. It 
was, however, true that we did not have, at the time, in-house expertise in sampling 
design and operational experience in collecting data on a national probability 
sample.
At any rate, ETS had the winning bid under the direction of Tom Hilton of the 
Developmental Research division and Hack Rhett from the Program Direction area. 
Hilton’s responsibilities included insuring the alignment of the cognitive measures, 
and to a lesser extent the other performance measures, with the long term goals of 
the study. Rhett’s responsibilities were primarily in the operational areas and 
included overseeing the data collection, data quality, and scoring of the 
instruments.
The primary purpose of NLS-72 was to create a source of data that researchers 
could use to relate student achievement and educational experiences to  postsecondary 
educational and occupational experiences. An earlier survey of educational policy-
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makers and researchers suggested a need for student data on educational experi-
ences that could be related to their post-secondary occupational/educational 
decisions and performance. Given time and budget constraints, it was decided that 
a battery of cognitive measures given in the spring of the senior year could provide 
a reasonable summary of a student’s knowledge just prior to leaving high school. 
Limited information about school policies and processes were gathered from a 
school questionnaire, a student record document, a student questionnaire, and a 
counselor questionnaire. Unlike succeeding NCES longitudinal studies, NLS-72 
provided only indirect measures of classroom practices and teacher qualifications 
since there was no teacher questionnaire. Indirect measures of teacher behavior 
were gathered from parts of the school and student questionnaire. The base-year 
student questionnaire included nine sections devoted to details about the student’s 
plans and aspirations with respect to occupational/educational decisions, vocational 
training, financial resources, and plans for military service. This emphasis on post- 
secondary planning reflected the combined interest of the stakeholders and Dennis 
Carroll of NCES.
Five follow-ups were eventually carried out, documenting the educational attain-
ment and occupational status (and, in some cases, performance) of individuals sam-
pled from the high school class of 1972. In a publication released by NCES, NLS-72 
is described as “probably the richest archive ever assembled on a single generation 
of Americans” (NCES 2011, para. 1). The publication goes on to say, “The history 
of the Class of 72 from its high school years through its early 30s is widely consid-
ered as the baseline against which the progress and achievements of subsequent 
cohorts will be measured” (NCES 2011, para 3). ETS was not directly involved in 
the five follow-up data collections. The primary contractor on the five follow-ups 
that tracked the post-graduate activities was the Research Triangle Institute (RTI); 
see, for example, Riccobono et al. (1981).
The NLS-1972 base-year national probability sample included 18,000 seniors in 
more than 1,000 public and nonpublic schools. In the larger schools, 18 students 
were randomly selected while in some smaller schools all students were assessed. 
Schools were selected from strata in such a way that there was an over-representa-
tion of minorities and disadvantaged students. The cognitive test battery included 
six measures: vocabulary, mathematics, reading, picture-number associations, letter 
groups, and mosaic comparisons. The battery was administered in a 69-min time 
period. Approximately 15,800 students completed the test battery. The reader should 
note that the battery included three nonverbal measures: picture-number associa-
tions (rote memory), letter groups (ability to apply general concepts), and mosaic 
comparisons (perceptual speed and accuracy). The inclusion of nonverbal measures 
seemed reasonable at the time since it was believed that: (a) the oversampled disad-
vantaged subpopulations could be hindered on the other language-loaded measures, 
and (b) a mixture of aptitude and achievement measures would give a more com-
plete picture of the skills of students entering the workforce or post-high school 
education. It should be kept in mind that originally the primary goal of the NLS-72 
battery was to enhance the prediction of career development choices and outcomes. 
The three aptitude measures were from the Kit of Factor-Referenced Tests  developed 
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by John French while at ETS (French 1964; Ekstrom et al. 1976). Subsequent NCES 
longitudinal studies dropped the more aptitude-based measures and focused more 
on repeated achievement measures. This latter approach was more appropriate for 
targeting school-related gains.
Part of ETS’s contractual duties included scoring the base-year test battery. No 
new psychometric developments (e.g., item response theory) were used in the scor-
ing; the reported scores on the achievement tests were simply number correct. 
Neither NCES nor the researchers who would use the public files could be expected 
to be familiar with IRT procedures under development at that time. Fred Lord’s 
seminal book on applications of item response theory (Lord 1980) was yet to appear. 
As we will see later, the NLS-72 achievement tests were rescored using IRT proce-
dures in order to put them on the same scale as comparable measures in the next 
NCES longitudinal study: High School and Beyond (Rock et al. 1985).
NLS-72 had lofty goals:
 1. Provide a national picture of post-secondary career and educational decision 
making.
 2. Show how these decisions related to student achievement and aptitude.
 3. Contrast career decisions of subpopulations of interest.
However, as in the case of all comprehensive databases, it also raised many ques-
tions. It continued to fuel the public-versus-private-school debate that Coleman 
(1969), Coleman and Hoffer (1987), and subsequent school effects studies initiated. 
Once the comparable cognitive measures for high school seniors from three cohorts, 
NLS-72, HS&B first follow-up (1982), and NELS:88 second follow-up (1992), 
were placed on the same scale, generational trends in cognitive skills could be 
described and analyzed. Similarly, intergenerational gap studies typically began 
with NLS-72 and looked at trends in the gaps between groups defined by socioeco-
nomic status, racial or ethnic identity, and gender groups and examined how they 
changed from 1972 to 1992 (Konstantopoulos 2006). Researchers analyzing NLS-
72 data identified additional student and teacher information that would have been 
helpful in describing in-school and out-of-school processes that could be related to 
student outcomes. Based on the experience of having discovered these informa-
tional gaps in NLS-72, NCES called for an expanded student questionnaire and the 
addition of a parent questionnaire in the next NCES longitudinal study, High School 
and Beyond, in 1980–1982.
10.2  High School and Beyond (HS&B 1980–1982)
The NCES national education longitudinal survey called High School and Beyond 
(HS&B) was based on a national probability sample of 10th and 12th graders (often 
referred to in the literature as sophomores and seniors, respectively) in the same 
high schools during the spring of 1980. Two years later, in 1982, the students who 
were 10th graders in the initial survey were re-assessed as seniors. As in the NLS-72 
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survey, members of the 10th grade cohort (12th graders in 1982) were followed up 
in order to collect data on their post-secondary activities. The HS&B sample design 
was a two-stage stratified cluster design with oversampling of private and Catholic 
schools (Frankel et al. 1981). Thirty-six students were randomly selected from the 
10th and 12th grade classes in each sampled school in 1980. HS&B was designed 
to serve diverse users and needs while attempting to collect data reasonably compa-
rable to NLS-72. The oversampling of private and Catholic schools allowed for 
specific analysis by type of school. Although multi-level analysis (Raudenbush and 
Bryk 2002) had not yet been formally developed, the sample of 36 students in each 
class made this database particularly suitable for future multi-level school effective-
ness studies. That is, having 36 students in each grade significantly enhanced the 
reliability of the within-school regressions used in multi-level analyses later on. The 
significant new contributions of HS&B as contrasted to NLS-72 were:
 1. The repeated testing of cognitive skills for students in their 10th grade year and 
then again in their 12th grade year, allowing for the measurement of cognitive 
development. This emphasis on the measurement of change led to a move away 
from a more aptitude-related test battery to a more achievement-oriented battery 
in subsequent surveys.
 2. The use of common items shared between NLS-72 and HS&B, making possible 
the introduction of IRT-based common item linking (Lord 1980) that allowed 
intergenerational contrasts between 12th graders in NLS-72 and 12th graders in 
HS&B-80 in mathematics and reading.
 3. The expansion of the student questionnaire to cover many psychological and 
sociological concepts. In the past, NCES had considered such areas too risky and 
not sufficiently factual and/or sufficiently researched. This new material reflected 
the interests of the new outside advisory board consisting of many academicians 
along with support from Bill Fetters from NCES.  It was also consistent with 
awarding the HS&B base-year contract to the National Opinion Research Center 
(NORC), which had extensive experience in measuring these areas.
 4. The introduction of a parent questionnaire administered to a subsample of the 
HS&B sample. The inclusion of the parent questionnaire served as both a source 
of additional process variables as well as a check on the reliability of student 
self-reports.
The primary NCES players in HS&B were Dennis Carroll, then the head of the 
Longitudinal Studies Branch, William Fetters, Edith Huddleston, and Jeff Owings. 
Fetters prepared the original survey design. The principal players among the con-
tractors were Steve Ingels at NORC who was the prime contractor for the base year 
and first follow-up study. Cognitive test development and psychometrics were 
ETS’s responsibility, led by Don Rock and Tom Hilton. Tom Donlon played a major 
role in the selection of the cognitive test battery, and Judy Pollack carried out psy-
chometric analyses with the advice and assistance of Fred Lord and Marilyn 
Wingersky.
The final selection of the HS&B test battery did not proceed as smoothly as 
hoped. ETS was given the contract to revise the NLS-72 battery. The charge was to 
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replace some of the NLS-72 tests and items and add new items, yet make the HS&B 
scores comparable to those of the NLS-72 battery. ETS submitted a preliminary test 
plan that recommended that the letter groups, picture-number associations, and 
mosaic comparisons subtests be dropped from the battery. This decision was made 
because a survey of the users of the NLS-72 data tapes and the research literature 
suggested that these tests were little used. Donlon et al. suggested that science and 
a measure of career and occupational development be added to the HS&B 10th and 
12th grade batteries. They also suggested adding a spatial relations measure to the 
10th grade battery and abstract reasoning to the 12th grade battery. NCES accepted 
these recommendations; NORC field-tested these new measures. When the field test 
results were submitted to the National Planning Committee for HS&B, the commit-
tee challenged the design of the batteries (cf. Heyns and Hilton 1982). The commit-
tee recommended to NCES that:
…the draft batteries be altered substantially to allow for the measurement of school effects 
and cognitive change in a longitudinal framework. The concerns of the committee were 
twofold: First, conventional measures of basic cognitive skills are not designed to assess 
patterns of change over time, and there was strong feeling that the preliminary batteries 
would not be sufficiently sensitive to cognitive growth to allow analysis to detect differen-
tial effects among students. Second, the Committee recommended including items that 
would be valid measures of the skills or material a student might encounter in specific high 
school classes. (Rock et al. 1985, p. 27)
The batteries were then revised to make the HS&B 1980 12th grade tests a vehi-
cle for measuring cross-sectional change from NLS-72 12th graders to HS&B 1980 
12th graders. The HS&B 1980 12th grade test items were almost identical to those 
of NLS-72. The HS&B 1980 10th grade tests, however, were designed to be a base-
line for the measurement of longitudinal change from the 10th grade to the 12th 
grade. The final HS&B 1980 10th grade test battery included vocabulary, reading, 
mathematics, science, writing, and civics education. With the possible exception of 
vocabulary, the final battery could be said to be more achievement-oriented than 
either the NLS-72 battery or the preliminary HS&B battery. The HS&B 1982 12th 
grade battery was identical to the HS&B-1980 10th grade battery. The purposes of 
the HS&B-1980 10th grade and 1982 12th grade test batteries were not just to pre-
dict post-secondary outcomes as in NLS-72, but also to measure school-related 
gains in achievement during the last 2 years of high school.
In 1983, NCES contracted with ETS to do a psychometric analysis of the test 
batteries for NLS-72 and both of the HS&B cohorts (1980 12th graders and 1980 
10th graders who were 12th graders in 1982) to ensure the efficacy of:
 1. Cross-sectional comparisons of NLS-72 12th graders with HS&B 12th graders.
 2. The measurement of longitudinal change from the 10th grade year (HS&B 1980) 
to the 12th grade year (HS&B 1982).
This psychometric analysis was summarized in a comprehensive report (Rock 
et al. 1985) documenting the psychometric characteristics of all the cognitive mea-
sures as well as the change scores from the HS&B 1980 10th graders followed up in 
their 12th grade year.
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ETS decided to use the three-parameter IRT model (Lord 1980) and the LOGIST 
computer program (Wood et al. 1976) to put all three administrations on the same 
scale based on common items spanning the three administrations. It is true that IRT 
was not necessarily required for the 10th grade to 12th grade gain-score analysis 
since these were identical tests. However, the crosswalk from NLS-72 12th graders 
to HS&B 1980 10th graders and then finally to HS&B 1982 12th graders became 
more problematic because of the presence of unique items, especially in the latter 
administration. There was one other change from NLS-72 to HS&B that argued for 
achieving comparability through IRT scaling, and that was the fact that NLS-72 
12th graders marked an answer sheet while HS&B participants marked answers in 
the test booklet. As a result, HS&B test-takers attempted, on average, more items. 
This is not a serious problem operationally for IRT, which estimates scores based on 
items attempted and compensates for omitted items. Comparisons across cohorts 
were only done in reading and mathematics, which were present for all administra-
tions. The IRT common crosswalk scale was carried out by pooling all test responses 
from all three administrations, with items not present for a particular administration 
treated as not administered for students in that particular cohort. Maximum likeli-
hood estimates of number correct true scores were then computed for each 
individual.
For the longitudinal IRT scaling of the HS&B sophomore cohort tests, item 
parameters were calibrated separately for 10th graders and 12th graders and then 
transformed to the 12th grade scale. The HS&B 10th grade cohort science and writ-
ing tests were treated differently because of their shorter lengths. For the other tests, 
samples were used in estimating the pooled IRT parameters because the tests were 
sufficiently long to justify saving processing time and expense by selecting samples 
for item calibration. For the shorter science and writing tests, the whole sample was 
used.
With respect to the psychometric characteristics of the tests, it was found that:
 1. The “sophomore tests were slightly more difficult than would be indicated by 
measurement theory” (Rock et al. 1985, p. 116). This was the compromise nec-
essary because the same test was to be administered to 10th and 12th graders, 
and potential ceiling effects need to be minimized. Future longitudinal studies 
addressed this problem in different ways.
 2. Confirmatory factor analysis (Joreskog and Sorbom 1996) suggested that the 
tests were measuring the same things with the same precision across racial/eth-
nic and gender groups.
 3. Traditional estimates of reliability increased from the 10th grade to the 12th 
grade year in HS&B. Reliability estimates for IRT scores were not estimated. 
Reliability of IRT scores, however, would be estimated in subsequent longitudi-
nal studies.
 4. While the psychometric report argues that mathematics, reading, and science 
scores were sufficiently reliable for measuring individual change, they were bor-
derline by today’s criteria. Most of the subtests, with about 20 items each, had 
alpha coefficients between .70 and .80. The mathematics test, with 38 items, had 
D.A. Rock
319
alpha coefficients close to .90 for the total group and most subgroups in both 
years, while the civics education subtest, with only 10 items, had reliabilities in 
the .50s, and was considered to be too low for estimating reliable individual 
change scores.
The HS&B experience taught us a number of lessons with respect to test devel-
opment and methodological approaches to measuring change. These lessons led to 
significant changes in how students were tested in subsequent large-scale longitudi-
nal studies. In HS&B, each student was administered six subject tests during a 
69-min period, severely limiting the number of items that could be used, and thus 
the tests’ reliabilities. Even so, there were those on the advisory committee who 
argued for subscores in mathematics and science. The amount of classroom time 
that schools would allow outside entities to use for testing purposes was shrinking 
while researchers and stakeholders on advisory committees increased their appe-
tites for the number of things measured. NAEP’s solution to this problem, which 
was just beginning to be implemented in the early 1980s, was to use sophisticated 
Bayesian algorithms to shrink individual scores towards their subgroup means, and 
then restrict reporting to summary statistics such as group means. The longitudinal 
studies approach has been to change the type of test administration in an attempt to 
provide individual scores that are sufficiently reliable that researchers can relate 
educational processes measured at the individual level with individual gain scores 
and/or gain trajectories. That is, ETS’s longitudinal researchers’ response to this 
problem was twofold: measure fewer things in a fixed amount of time, and develop 
procedures for measuring them more efficiently. ETS suggested that an adaptive test 
administration can help to increase efficiency by almost a factor of 2. That is, the 
IRT information function from an adaptive test can approximate that of a linear test 
twice as long. That is what ETS proposed for the next NCES longitudinal study.
ETS’s longitudinal researchers also learned that maximum likelihood estimation 
(MLE) of item parameters and individual scores has certain limitations. Individuals 
with perfect or below-chance observed scores led to boundary condition problems, 
with the associated estimates of individual scores going to infinity. If we were to 
continue to use MLE estimation procedures, an adaptive test could help to minimize 
the occurrence of these problematic perfect and below-chance scores.
It is also the case that when the IRT procedures described in Lord (1980) first 
became popular, many applied researchers, policy stakeholders, members of advi-
sory committees, and others got the impression that the weighted scoring in IRT 
would allow one to gather more reliable information in a shorter test. The fact was 
that solutions became very computationally unstable as the number of items became 
fewer in MLE estimation as used in the popular IRT program LOGIST (Wood et al. 
1976). It was not until Bayesian IRT methods (Bock and Aiken 1981; Mislevy and 
Bock 1990) became available that stable solutions to IRT parameter estimation and 
scoring were possible for relatively short tests.
There is one other misconception that seems to be implicit, if not explicit, in 
thinking about IRT scoring—that is, the impression that IRT scores have the prop-
erty of equal units along the score scale. This would be very desirable for the 
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 interpretation of gain scores. If this were the case, then a 2-point gain at the top of 
the test score scale would have a similar meaning with respect to progress as a 
2-point gain at the bottom of the scale. This is the implicit assumption when gain 
scores from different parts of the test score scale are thrown in the same pool and 
correlated with process variables. For example, why would one expect a strong 
positive correlation between the number of advanced mathematics courses and this 
undifferentiated pool of mathematics gains? Gains at the lower end of the scale 
indicate progress in basic mathematics concepts while gains of an equivalent num-
ber of points at the top of the scale suggest progress in complex mathematical solu-
tions. Pooling individual gains together and relating them to processes that only 
apply to gains at particular locations along the score scale is bound to fail and has 
little or nothing to do with the reliability of the gain scores. Policy makers who use 
longitudinal databases in an attempt to identify processes that lead to gains need to 
understand this basic measurement problem. Steps were taken in the next longitudi-
nal study to develop measurement procedures to alleviate this concern.
10.3  The National Education Longitudinal Study of 1988 
(NELS:88)
A shortcoming of the two longitudinal studies described above, NLS:72 and HS&B, 
is that they sampled students in their 10th or 12th-grade year of high school. As a 
result, at-risk students who dropped out of school before reaching their 10th or 
12th-grade year were not included in the surveys. The National Education 
Longitudinal Study of 1988 (NELS:88) was designed to address this issue by sam-
pling eighth graders in 1988 and then monitoring their transitions to later educa-
tional and occupational experiences. Students received a battery of tests in the 
eighth grade base year, and then again 2 and 4 years later when most sample mem-
bers were in 10th and 12th grades. A subsample of dropouts was retained and fol-
lowed up. Cognitive tests designed and scored by ETS were included in the first 
three rounds of data collection, in 1988, 1990, and 1992, as well as numerous ques-
tionnaires collecting data on experiences, attitudes, and goals from students, schools, 
teachers, and parents. Follow-ups conducted after the high school years as the stu-
dents progressed to post-secondary education or entered the work force included 
questionnaires only, not cognitive tests. Transcripts collected from the students’ 
high schools also became a part of this varied archive.
NELS:88 was sponsored by the Office of Educational Research and Improvement 
of the National Center for Education Statistics (NCES). NELS:88 was the third 
longitudinal study in the series of longitudinal studies supported by NCES and in 
which ETS longitudinal researchers participated. ETS’s bidding strategy for the 
NELS:88 contract was to write a proposal for the test development, design of the 
testing procedure, and scoring and scaling of the cognitive tests. ETS’s proposal 
was submitted as a subcontract with each of the competing prime bidders’  proposals. 
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ETS continued to follow this bidding model for the next several longitudinal stud-
ies. Regardless of whom the prime contractor turned out to be, this strategy led to 
ETS furnishing considerable continuity, experience, and knowledge to the measure-
ment of academic gain. The National Opinion Research Center (NORC) won the 
prime contract, and ETS was a subcontractor to NORC. Westat also was a subcon-
tractor with responsibility for developing the teacher questionnaire. The contract 
monitors at NCES were Peggy Quinn and Jeff Owings, while Steven Ingels and 
Leslie Scott directed the NORC effort. Principals at ETS were Don Rock and Judy 
Pollack, aided by Trudy Conlon and Kalle Gerritz in test development. Kentaro 
Yamamoto at ETS also contributed very helpful advice in the psychometric area.
The primary purpose of the NELS:88 data collection was to provide policy- 
relevant information concerning the effectiveness of schools, curriculum paths, spe-
cial programs, variations in curriculum content and exposure, and/or mode of 
delivery in bringing about educational growth (Rock et al. 1995; Scott et al. 1995). 
New policy-relevant information was available in NELS:88 with the addition of 
teacher questionnaires that could be directly connected with individual students. For 
the first time, a specific principal questionnaire was also included. Grades and 
course-taking history were collected in transcripts provided by the schools for a 
subset of students.
While the base-year (1988) sample consisted of 24,599 eighth graders, the first 
and second follow-up samples were smaller. As the base-year eighth graders moved 
on to high school, some high schools had a large number of sampled students, while 
others had only one or two. It would not have been cost effective to follow up on 
every student, which would have required going to thousands of high schools. 
Instead of simply setting a cutoff for retaining individual participants (e.g., only 
students in schools with at least ten sample members), individuals were followed up 
with varying probabilities depending on how they were clustered within schools. In 
this way, the representativeness of the sample could be maintained.
ETS test development under Trudy Conlon and Kalle Gerritz assembled an 
eighth-grade battery consisting of the achievement areas of reading comprehension, 
mathematics, science, and history/citizenship/geography. The battery was designed 
to measure school-related growth spanning a 4-year period during which most of 
the participants were in school. The construction of the NELS:88 eighth-grade bat-
tery was a delicate balancing act between several competing objectives—for exam-
ple, general vs. specific knowledge and basic skills vs. higher-order thinking and 
problem solving. In the development of NELS:88 test items, efforts were made to 
take a middle road in the sense that our curriculum experts were instructed to select 
items that tapped the general knowledge that was found in most curricula but that 
typically did not require a great deal of isolated factual knowledge. The emphasis 
was to be on understanding concepts and measuring problem-solving skills (Rock 
and Pollack 1991; Ingels et al. 1993). However, it was thought necessary also to 
assess the basic operational skills (e.g., simple arithmetic and algebraic operations), 
which are the foundations for successfully carrying out the problem-solving tasks.
This concern with respect to developing tests that are sensitive to changes result-
ing from school related processes is particularly relevant to measuring change over 
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relatively long periods of exposure to varied educational treatments. That is, the 
2-year gaps between retesting coupled with a very heterogeneous student popula-
tion were likely to coincide with considerable variability in course taking experi-
ences. This fact, along with the constraints on testing time, made coverage of 
specific curriculum-related knowledge very difficult. Also, as indicated above, spec-
ificity in the knowledge being tapped by the cognitive tests could lead to distortions 
in the gain scores due to forgetting of specific details. The impact on gain scores due 
to forgetting should be minimized if the cognitive battery increasingly emphasizes 
general concepts and development of problem-solving abilities. This emphasis 
should increase as one goes to the tenth and twelfth grades. Students who take more 
high-level courses, regardless of the specific course content, are likely to increase 
their conceptual understanding as well as gain additional practice in problem- 
solving skills.
At best, any nationally representative longitudinal achievement testing program 
must attempt to balance testing-time burdens, the natural tensions between local 
curriculum emphasis and more general mastery objectives, and the psychometric 
constraints (in the case of NELS:88 in carrying out both vertical equating [year-to- 
year] and cross-sectional equating [form-to-form within year]). NELS:88, fortu-
nately, did have the luxury of being able to gather cross-sectional pretest data on the 
item pools. Thus, we were able to take into consideration not only the general cur-
riculum relevance but also whether or not the items demonstrated reasonable growth 
curves, in addition to meeting the usual item analysis requirements for item 
quality.
Additional test objectives included:
 1. There should be little or no floor or ceiling effects. Tests should give every stu-
dent the opportunity to demonstrate gain: some at the lower end of the scale and 
others making gains elsewhere on the scale. As part of the contract, ETS devel-
oped procedures for sorting out where the gain takes place.
 2. The tests should be unspeeded.
 3. Reliabilities should be high and the standard error of measurement should be 
invariant across ethnic and gender groups.
 4. The comparable tests should have sufficient common items to provide cross-
walks to HS&B tests.
 5. The mathematics test should share common items with NAEP to provide a cross-
walk to NAEP mathematics.
 6. If psychometrically justified, the tests should provide subscale scores and/or pro-
ficiency levels, yet be sufficiently unidimensional as to be appropriate for IRT 
vertical scaling across grades.
 7. The test battery should be administered within an hour and a half.
Obviously, certain compromises needed to be made, since some of the con-
straints are in conflict. In order to make the test reliable enough to support change- 
measurement within the time limits, adaptive testing had to be considered. It was 




The first approach was the introduction of multi-stage adaptive testing (Cleary 
et al. 1968; Lord 1971) in Grade 10 and Grade 12. Theoretically, using adaptive 
tests would maximize reliability (i.e., maximize the expected IRT information func-
tion) across the ability distribution and do so with fewer items. Even more impor-
tantly, it would greatly minimize the potential for having floor and ceiling effects, 
the bane of all gain score estimations.
The second innovation was the identification of clusters of items identifying 
multiple proficiency levels marking a hierarchy of skill levels on the mathematics, 
reading comprehension, and science scales. These proficiency levels could be inter-
preted in much the same way as NAEP’s proficiency levels, but they had an addi-
tional use in measuring gain: They could be used to pinpoint where on the scale the 
gain was taking place. Thus, one could tell not only how much a given student 
gained, but also at what skill level he or she was gaining. This would allow research-
ers and policymakers to select malleable factors that could influence gains at spe-
cific points (proficiency levels) on the scale. In short, this allowed them to match the 
educational process (e.g., taking a specific course), with the location on the scale 
where the maximum gain would be expected to be taking place.1
10.3.1  The Two-Stage Multilevel Testing in the NELS:88 
Longitudinal Framework
The potentially large variation in student growth trajectories over a 4-year period 
argued for a longitudinal tailored testing approach to assessment. That is, to accu-
rately assess a student’s status both at a given point in time as well as over time, the 
individual tests must be capable of measuring across a broad range of ability or 
achievement. In the eighth-grade base year of NELS:88, all students received the 
same test battery, with tests designed to have broadband measurement properties. In 
the subsequent years, easier or more difficult reading and mathematics forms were 
selected according to students’ performance in the previous years. A two-stage mul-
tilevel testing procedure was implemented that used the eighth-grade reading and 
mathematics test score results for each student to assign him or her to one of two 
forms in 10th-grade reading, and one of three forms in 10th grade mathematics, that 
varied in difficulty. If the student did very well (top 25%) on the eighth-grade 
1 The concept that score gains at different points on the scale should (a) be interpreted differently 
and (b) depending on that interpretation, be related to specific processes that affect that particular 
skill, has some intellectual forebears. For example, Cronbach and Snow (1977) described the fre-
quent occurrence of aptitude-by-treatment interaction in educational pre-post test designs. We 
would argue that what they were observing was the fact that different treatments were necessary 
because they were looking for changes along different points on the aptitude scale. From an 
entirely different statistical perspective, Tukey, in a personal communication, once suggested that 
most if not all interactions can be reduced to nonsignificance by applying the appropriate transfor-
mations. That may be true operationally, but we might be throwing away the most important sub-
stantive findings.
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mathematics test, he or she received the most difficult of the three mathematics 
forms in 10th grade; conversely, students scoring in the lowest 25% received the 
easiest form 2 years later. The remaining individuals received the middle form. With 
only two reading forms to choose from in the follow-up, the routing cut was made 
using the median of the eighth-grade scores. This branching procedure was repeated 
2 years later, using 10th-grade performance to select the forms to be administered in 
12th grade.
The 10th- and 12th-grade tests in reading and mathematics were designed to 
include sufficient linking items across grades, as well as across forms within grade, 
to allow for both cross-sectional and vertical scaling using IRT models. Considerable 
overlap between adjacent second-stage forms was desirable to minimize the loss of 
precision in case of any misassignment. If an individual were assigned to the most 
difficult second-stage form when he or she should have been assigned to the easiest 
form, then that student would not be well assessed, to say the least. Fortunately, we 
found no evidence for such two-level misclassifications. The science and history/
citizenship/geography tests used the same relatively broad-ranged form for all stu-
dents; linking items needed to be present only across grades.
To take advantage of this modest approach to paper-and-pencil adaptive testing, 
more recent developments in Bayesian IRT procedures (Mislevy and Bock 1990; 
Muraki and Bock 1991) were implemented in the first IRT analysis. The Bayesian 
procedures were able to take advantage of the fact that the adaptive procedure iden-
tified subpopulations, both within and across grades, who were characterized by 
different ability distributions. Both item parameters and posterior means were esti-
mated for each individual at each point in time using a multiple-group version of 
PARSCALE (Muraki and Bock 1991), with updating of normal priors on ability 
distributions defined by grade and form within grade. PARSCALE does allow the 
shape of the priors to vary, but we have found that the smoothing that came from 
updating with normal ability priors leads to less jagged looking posterior ability 
distributions and does not over-fit items. It was our feeling that, often, lack of item 
fit was being absorbed in the shape of the ability distribution when the distribution 
was free to be any shape.
This procedure required the pooling of data as each wave was completed. This 
pooling often led to a certain amount of consternation at NCES, since item param-
eters and scores from the previous wave were updated as each new wave of data 
became available. In a sense, each wave of data remade history. However, this pool-
ing procedure led to only very minor differences in the previous scores and tended 
to make the vertical scale more internally consistent. In most cases, it is best to use 
all available information in the estimation, and this use is particularly true in longi-
tudinal analysis where each additional wave adds new supplementary information 
on item parameters and individual scores. The more typical approach fixes the link-
ing item parameter values from the previous wave, but this procedure tends to 
underestimate the score variances in succeeding waves, contributing to the typical 
finding of a high negative correlation between initial status and gain.
It should be kept in mind that the multiple-group PARSCALE finds those item 
parameters that maximize the likelihood across all groups (in this case, forms): 
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seven in mathematics (one base-year form; three alternative forms in each follow-
 up), five in reading (two alternative forms per follow-up), and three each in science 
and history/citizenship/geography (one form per round). The version of the multiple- 
group PARSCALE used at that time only saved the subpopulation means and stan-
dard deviations and not the individual expected a posteriori (EAP) scores. The 
individual EAP scores, which are the means of their posterior distributions of the 
latent variable, were obtained from the NAEP B-group conditioning program, 
which uses the Gaussian quadrature procedure. This variation is virtually equivalent 
to conditioning (e.g., see Mislevy et al. 1992, as well as Barone and Beaton, Chap. 8, 
and Kirsch et al., Chap. 9, in this volume) on a set of dummy variables defining from 
which ability subpopulation an individual comes.
In summary, this procedure finds the item parameters that maximize the likeli-
hood function across all groups (forms and grades) simultaneously. The items can 
be put on the same vertical scale because of the linking items that are common to 
different forms across years, or adjacent forms within year. Using the performance 
on the common items, the subgroup means can be located along the vertical scale. 
Individual ability scores are not estimated in the item parameter estimation step; 
only the subgroup means and variances are estimated. Next, NAEP’s B-group pro-
gram was used to estimate the individual ability scores as the mean of an individu-
al’s posterior distribution. (A detailed technical description of this procedure may 
be found in Rock et al. 1995). Checks on the goodness of fit of the IRT model to the 
observed data were then carried out.
Item traces were inspected to ensure a good fit throughout the ability range. More 
importantly, estimated proportions correct by item by grade were also estimated in 
order to ensure that the IRT model was both reproducing the item P-plus values and 
that there was no particular bias in favor of any particular grade. Since the item 
parameters were estimated using a model that maximizes the goodness-of-fit across 
the subpopulations, including grades, one would not expect much difference here. 
When the differences were summed across all items for each test, the maximum 
discrepancy between observed and estimated proportion correct for the whole test 
was .7 of a scale score point for Grade 12 mathematics, whose score scale had a 
range of 0 to 81. The IRT estimates tended to slightly underestimate the observed 
proportions. However, no systematic bias was found for any particular grade.
10.3.2  Criterion-Referenced Proficiency Levels
In addition to the normative interpretations in NELS:88 cognitive tests, the reading, 
mathematics, and science tests also provided criterion-referenced interpretations. 
The criterion-referenced interpretations were based on students demonstrating pro-
ficiencies on clusters of four items that mark ascending points on the test score 
scale. For example, there are three separate clusters consisting of four items each in 
reading comprehension that mark the low, middle, and high end of the reading scale. 
The items that make up these clusters exemplify the skills required to successfully 
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answer the typical item located at these points along the scale. There were three 
levels in the reading comprehension test, five in the mathematics test, and three in 
the science test. Specific details of the skills involved in each of the levels may be 
found in Rock et al. (1995).
10.3.3  Criterion-Referenced Scores
There were two kinds of criterion-referenced proficiency scores reported in 
NELS:88 dichotomous scores and probability scores.
In the case of a dichotomous score, a 1 indicates mastery of the material in a 
given cluster of items marking a point on the scale, while a 0 implies nonmastery. A 
student was defined to be proficient at a given proficiency level if he or she got at 
least three out of four items correct that marked that level. Items were selected for a 
proficiency level if they shared similar cognitive processing demands and this cog-
nitive demand similarity was reflected in similar item difficulties. Test developers 
were asked to build tests in which the more difficult items required all the skills of 
the easier items plus at least one additional higher level skill. Therefore, in the 
content- by-process test specifications, variation in item difficulty often coincided 
with variation in process. This logic leads to proficiency levels that are hierarchi-
cally ordered in the sense that mastery of the highest level among, for example, 
three levels implies that one would have also mastered the lower two levels. A stu-
dent who mastered all three levels in reading had a proficiency score pattern of [1 1 
1]. Similarly, a student who had only mastered the first two levels, but failed to 
answer at least three correct on the third level, had a proficiency score pattern of [1 
1 0]. Dichotomous scores were not reported for students who omitted items that 
were critical to determining a proficiency level or who had reversals in their profi-
ciency score pattern (a failed level followed by a passed level, such as 0 0 1). The 
vast majority of students did fit the hierarchical model; that is, they had no 
reversals.
Analyses using the dichotomous proficiency scores included descriptive statis-
tics that showed the percentages of various subpopulations who demonstrated pro-
ficiencies at each of the hierarchical levels. They can also be used to examine 
patterns of change with respect to proficiency levels. An example of descriptive 
analysis using NELS:88 proficiency levels can be found in Rock et al. (1993).
The second kind of proficiency score is the probability of being proficient at each 
of the levels. These probabilities were computed using all of the information pro-
vided by students’ responses on the whole test, not just the four-item clusters that 
marked the proficiency levels. After IRT calibration of item parameters and student 
ability estimates (thetas had been computed), additional superitems were defined 
marking each of the proficiency levels. These superitems were the dichotomous 
scores described above. Then, holding the thetas fixed, item parameters were cali-
brated for each of the superitems, just as if they were single items. Using these item 
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parameters in conjunction with the students’ thetas, probabilities of proficiency 
were computed for each proficiency level.
The advantages of the probability of being proficient at each of the levels over 
the dichotomous proficiencies are that (a) they are continuous scores and thus more 
powerful statistical methods may be applied, and (b) probabilities of being profi-
cient at each of the levels can be computed for any individual who had a test score 
in a given grade, not only the students who answered enough items in a cluster. The 
latter advantage is true since the IRT model enables one to estimate how students 
would perform on those items that they were not given, for example, if the items 
were on a different form or not given in that grade.
The proficiency probabilities are particularly appropriate for relating specific 
processes to changes that occur at different points along the score scale. For exam-
ple, one might wish to evaluate the impact of taking advanced mathematics courses 
on changes in mathematics achievement from Grade 10 to Grade 12. One approach 
to doing this evaluation would be to subtract every student’s 10th-grade IRT- 
estimated number right from his or her 12th grade IRT-estimated number right and 
correlate this difference with the number of advanced mathematics courses taken 
between the 10th and 12th grades. The resulting correlation will be relatively low 
because lower achieving individuals taking no advanced mathematics courses are 
also gaining, but probably at the low end of the test score scale. Individuals who are 
taking advanced mathematics courses are making their greatest gains at the higher 
end of the test score scale. To be more concrete, let us say that the individuals who 
took none of the advanced math courses gained, on average, three points, all at the 
low end of the test score scale. Conversely, the individuals who took the advanced 
math courses gained three points, but virtually all of these individuals made their 
gains at the upper end of the test score scale. When the researcher correlates number 
of advanced courses with gains, the fact that, on average, the advanced math takers 
gained the same amount as those taking no advanced mathematics courses will lead 
to a very small or zero correlation between gain and specific processes (e.g., 
advanced math course taking). This low correlation has nothing to do with reliabil-
ity of gain scores, but it has much to do with where on the test score scale the gains 
are taking place. Gains in the upper end of the test score distribution reflect increases 
in knowledge in advanced mathematical concepts and processes while gains at the 
lower end reflect gains in basic arithmetical concepts. In order to successfully relate 
specific processes to gains, one has to match the process of interest to where on the 
scale the gain is taking place.
The proficiency probabilities do this matching because they mark ascending 
places on the test score scale. If we wish to relate the number of advanced math 
courses taken to changes in mathematics proficiency, we should look at changes at 
the upper end of the test score distribution, not at the lower end, where students are 
making progress in more basic skills. There are five proficiency levels in mathemat-
ics, with Level 4 and Level 5 marking the two highest points along the test score 
scale. One would expect that taking advanced math courses would have its greatest 
impacts on changes in probabilities of being proficient at these highest two levels. 
Thus, one would simply subtract each individual’s tenth grade probability of being 
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proficient at, say, Level 4 from the corresponding probability of being proficient at 
Level 4 in 12th grade. Now, every individual has a continuous measure of change in 
mastery of advanced skills, not just a broadband change score. If we then correlate 
this change in Level 4 probabilities with the number of advanced mathematics 
courses taken, we will observe a substantial increase in the relationship between 
change and process (number of advanced mathematics courses taken) compared 
with change in the broad-band measure. We could do the same thing with the Level 
5 probabilities as well. The main point here is that certain school processes, in par-
ticular course-taking patterns, target gains at different points along the test score 
distribution. It is necessary to match the type of school process we are evaluating 
with the location on the test score scale where the gains are likely to be taking place 
and then select the proper proficiency levels for appropriately evaluating that impact. 
For an example of the use of probability of proficiency scores to measure mathemat-
ics achievement gain in relation to program placement and course taking, see 
Chapter 4 of Scott et al. (1995).
10.3.4  Psychometric Properties of the Adaptive Tests Scores 
and the Proficiency Probabilities Developed 
in NELS:88
This section presents information on the reliability and validity of the adaptive test 
IRT (EAP) scores as well as empirical evidence of the usefulness of the criterion- 
referenced proficiency probabilities in measuring change. Table 10.1 presents the 
reliabilities of the thetas for the four tests. As expected, the introduction of the adap-
tive measures in Grades 10 and 12 lead to substantial increases in reliability. These 
IRT-based indices are computed as 1 minus the ratio of the average measurement 
error variance to the total variance.
The ETS longitudinal researchers moved from MLE estimation using LOGIST 
to multigroup PARSCALE and finally to NAEP’s B-Group conditioning program 
for EAP estimates of theta and number-right true scores. The B-Group conditioning 
was based on ability priors associated with grade and test form. A systematic com-
parison was carried out among these competing scoring procedures. One of the 
reasons for introducing adaptive tests and Bayesian scoring procedures was to 
increase the accuracy of the measurement of gain by reducing floor and ceiling 
effects and thus enhance the relationships of test scores with relevant policy 
variables.
Table 10.1 Reliability of theta
Baseyear First follow-up Second follow-up
Reading .80 .86 .85
Math .89 .93 .94
Science .73 .81 .82
History/citizenship/geography .84 .85 .85
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Table 10.2 presents a comparison of the relationships between MLE estimates 
and two Bayesian estimates with selected outside policy variables.
Inspection of Table  10.2 indicates that in the theta metric, the normal prior 
Bayesian procedure (ST1) shows stronger relationships between gains and course- 
taking than do the other two procedures. The differences in favor of ST1 are particu-
larly strong where contrasts are being made between groups quite different in their 
mathematics preparation, for example, the relationship between being in the aca-
demic curriculum or taking math now and total gain.
When the correlations are based on the number correct true score metric (NCRT), 
the ST1 Bayesian approach still does as well or better than the other two approaches. 
The NCRT score metric is a nonlinear transformation of the theta scores, computed 
by adding the probabilities of a correct answer for all items in a selected item pool. 
Unlike the theta metric, the NCRT metric does not stretch out the tails of the score 
distribution. The stretching out at the tails has little impact on most analyses where 
group means are used. However, it can distort gain scores for individuals who are in 
or near the tails of the distribution. Gains in proficiency probabilities at each profi-
ciency level and their respective correlations with selected process variables are 
shown in Table 10.3. The entries in Table 10.3 demonstrate the importance of relat-
ing specific processes with changes taking place at appropriate points along the 
score distribution.
Table 10.2 Evaluation of alternative test scoring procedures for estimating gains in mathematics 
and their relationship with selected background/policy variables
Gains in theta metric




Curriculum acad = 1;  
Gen/Voc = 0
Gain 8–10 LOG 0.07 0.06 0.06
Gain 8–10 STI 0.11 0.11 0.15
Gain 8–10 ST4 0.08 0.06 0.07
Gain 10–12 LOG 0.07 0.15 0.06
Gain 10–12 ST1 0.14 0.23 0.14
Gain10–12 ST4 0.10 0.18 0.06
Total gain LOG 0.12 0.18 0.11
Total gain ST1 0.19 0.26 0.22
Total gain ST4 0.14 0.18 0.10
Note. LOG = LOGIST, ST1 = NALS 1-step, ST4 = NAEP 4-step method
Table 10.3 Correlations between gains in proficiency at each mathematics level and mathematics 
course taking (no. of units), average grade, and precalculus course-taking
8th–12th grade gains in proficiency/
probabilities at each level in math No. of units Average grade
Precalculus
Yes = 1; No = 0
Math level 1 −0.26 −0.28 −0.20
Math level 2 −0.01 −0.20 −0.20
Math level 3 0.22 0.05 −0.02
Math level 4 0.44 0.46 0.29
Math level 5 0.25 0.38 0.33
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Inspection of Table 10.3 indicates that gains between 8th and 12th grade in the 
probability of being proficient at Level 4 show a relatively high positive correlation 
with number of units of mathematics (.44) and with average grade in mathematics 
(.46). The changes in probability of mastery at each mathematics level shown in 
Table 10.3 are based on the ST1 scoring system.
When the dummy variable contrasting whether an individual took precalculus 
courses was correlated with gains in probabilities at the various proficiency levels, 
one observes negative correlations for demonstrated proficiencies at the two lower 
levels (simple operations and fractions and decimals) and higher positive correla-
tions for Levels 4–5. That is, individuals with a score of 1 on the dummy variable, 
indicating they took precalculus courses, are making progressively greater gains in 
probabilities associated with mastery of Levels 4–5. As another example of the rela-
tion between scale region and educational process, students in the academic curricu-
lum versus the general/vocational curriculum tend to have high positive correlations 
with changes in proficiency probabilities marking the high end of the scale. 
Conversely, students in the general/vocational curriculum tend to show positive cor-
relations with gains in proficiency probabilities marking the low end of the scale. 
Other patterns of changes in lower proficiency levels and their relationship to appro-
priate process variables may be found in Rock et al. (1985).
10.3.5  Four New Approaches in Longitudinal Research
What did the ETS longitudinal studies group learn from NELS:88? Four new 
approaches were introduced in this longitudinal study. First, it was found that even 
a modest approach to adaptive testing improved measurement throughout the ability 
range and minimized floor and ceiling effects. Improved measurement led to signifi-
cantly higher reliabilities as the testing moved from the 8th grade to more adaptive 
procedures in the 10th and 12th grades. Second, the introduction of the Bayesian 
IRT methodology with separate ability priors on subgroups of students taking dif-
ferent test forms, and/or in different grades, contributed to a more well-defined 
separation of subgroups both across and within grades. Third, on the advice of 
Kentaro Yamomoto, it became common practice in longitudinal research to pool 
and update item parameters and test scores as each succeeding wave of data was 
added. This pooling led to an internally consistent vertical scale across testing 
administrations. Last, we developed procedures that used criterion-referenced 
points to locate where on the vertical scale an individual was making his or her 
gains. As a result, the longitudinal researcher would have two pieces of information 
for each student: how much he or she gained in overall scale score points and where 
on the scale the gain took place. Changes in probabilities of proficiency at selected 
levels along the vertical scale could then be related to the appropriate policy vari-
ables that reflect learning at these levels.
While the above psychometric approaches contributed to improving longstand-
ing problems in the measurement of change, there was still room for improvement. 
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For example, real-time two-stage adaptive testing would be a significant improve-
ment over that used in the NELS:88 survey, where students’ performance 2 years 
earlier was used to select test forms. Such an approach would promise a better fit of 
item difficulties to a student’s ability level. This improvement would wait for the 
next NCES longitudinal study: The Early Childhood Longitudinal Study  - 
Kindergarten Class of 1998–1999 (ECLS-K).
10.4  Early Childhood Longitudinal Study—Kindergarten 
Class of 1998–1999 (ECLS-K)
The Early Childhood Longitudinal Study, Kindergarten Class of 1998–1999 
(ECLS-K) was sponsored by NCES and focused on children’s school and home 
experiences beginning in fall kindergarten and continuing through 8th grade. 
Children were assessed in the fall and spring of kindergarten (1998–1999), the fall 
and spring of 1st grade (1999–2000), the spring of 3rd grade (2002), the spring of 
5th grade (2004), and finally spring of 8th grade (2007). This was the first time that 
a national probability sample of kindergartners was followed up with repeated cog-
nitive assessments throughout the critical early school years. ETS’s longitudinal 
studies group continued the bidding strategy of writing the same psychometric pro-
posal for inclusion in all the proposals of the prime contract bidders. NORC won the 
contract to develop instruments and conduct field tests prior to the kindergarten 
year; Westat was the winning bidder for the subsequent rounds, with ETS subcon-
tracted to do the test development, scaling, and scoring. This study was by far the 
most complex as well as the largest undertaking to date with respect to the number 
and depth of the assessment instruments.
The spanning of so many grades with so many instruments during periods in 
which one would expect accelerated student growth complicated the vertical scal-
ing. As a result, a number of subcontracts were also let reflecting the individual 
expertise required for the various instruments. Principals at NCES were Jeff Owings, 
the Longitudinal Studies Branch chief, with Jerry West, and later, Elvira Germino 
Hausken as project directors. The Westat effort was led by Karen Tourangeau, while 
NORC was represented by Tom Hoffer, who would be involved in student question-
naire construction, and Sally Atkins-Burnett and Sam Meisels from the University 
of Michigan led the development of indirect measures of socio-emotional and cog-
nitive achievement. At ETS, Don Rock, Judy Pollack, and in the later rounds, 
Michelle Najarian, led the group responsible for developing and selecting test items 
and for scaling and scoring the direct measures of cognitive development. The test 
development endeavor benefited from the help and advice of the University of 
Michigan staff.
The ECLS-K base-year sample was a national probability sample of about 
22,000 children who had entered kindergarten either full-day or part-day in fall 
1998. About 800 public schools and 200 private schools were represented in the 
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sample. Children in the kindergarten through fifth-grade rounds were assessed indi-
vidually using computer-assisted interviewing methods, while group paper-and- 
pencil assessments were conducted in the eighth grade.2 Children in the early grades 
(K-1) were assessed with socio-emotional and psychomotor instruments and ratings 
of cognitive development as well as direct cognitive assessments (Adkins-Burnett 
et al. 2000). The direct cognitive assessment in K-1 included a battery consisting of 
reading, mathematics, and general knowledge, all of which were to be completed in 
75  min, on average, although the tests were not timed. In Grade 3, the general 
knowledge test was dropped and replaced with a science test. The original NCES 
plan was to assess children in fall and spring of their kindergarten year, fall and 
spring of their first-grade year, and in the spring only of each of their second- 
through fifth-grade years. Unfortunately, NCES budgetary constraints resulted in 
the second- and fourth-grade data collections being dropped completely; for similar 
reasons, data was collected from a reduced sample in fall of the first-grade year. At 
a later time, high school assessments were planned for 8th, 10th, and 12th grades, 
but again, due to budget constraints, only the 8th-grade survey was conducted.
Gaps of more than a year in a longitudinal study during a high-growth period can 
be problematic for vertical scaling. Dropping the second-grade data collection cre-
ated a serious gap, particularly in reading. Very few children finish first-grade read-
ing fluently; most are able to read with comprehension by the end of third grade. 
With no data collection bridging the gap between the early reading tasks of the first 
grade assessment and the much more advanced material in the third grade tests, the 
development of a vertical scale was at risk. As a result, a bridge study was con-
ducted using a sample of about 1000 second graders; this study furnished the link-
ing items to connect the first grade with the third grade and maintain the vertical 
scale’s integrity. Subsequent gaps in data collection, from third to fifth grade and 
then to eighth grade were less serious because there was more overlap in the ability 
distributions.
While the changes referred to above did indeed complicate IRT scaling, one 
large difference between ECLS-K and the previous high school longitudinal studies 
was the relative uniformity of the curricula in the early grades. This standardization 
2 The individually administered test approach used in kindergarten through fifth grade had both 
supporters and critics among the experts. Most felt that individual administration would be advan-
tageous because it would help maintain a high level of motivation in the children. In general, this 
was found to be true. In the kindergarten and first-grade rounds, however, some expressed a con-
cern that the individual mode of administration may have contributed unwanted sources of vari-
ance to the children’s performance in the direct cognitive measures. Unlike group administrations, 
which in theory are more easily standardized, variance attributable to individual administrators 
might affect children’s scores. A multilevel analysis of fall-kindergarten and spring-first grade data 
found only a very small interviewer effect of about 1–3% of variance. A team leader effect could 
not be isolated, because it was almost completely confounded with primary sampling unit. Analysis 
of interviewer effect was not carried out for subsequent rounds of data for two reasons. First, the 
effect in kindergarten through first grade was about twice as large for the general knowledge 
assessment (which was not used beyond kindergarten) than for reading or mathematics. Second, 
the effect found was so small that it was inconsequential. Refer to Rock and Pollack (2002b) for 
more details on the analysis of interviewer effects.
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holds reasonably well all the way through to the fifth grade. This curricular stan-
dardization facilitated consensus among clients, test developers, and outside advi-
sors on the test specifications that would define the pools of test items that would be 
sensitive to changes in a child’s development. However, there were some tensions 
with respect to item selection for measuring change across grades. While the cur-
riculum experts emphasized the need for grade-appropriate items for children in a 
given grade, it is precisely the nongrade-appropriate items that also must be included 
in order to form links to the grade above and the grade below. Those items serve not 
only as linking items but also play an important role in minimizing floor and ceiling 
effects. Grade-appropriate items play a larger role in any cross-sectional assess-
ment, but are not sufficient for an assessment in a particular grade as part of an 
ongoing longitudinal study.
Many of the psychometric approaches that were developed in the previous longi-
tudinal studies, particularly in NELS:88, were applied in ECLS-K, with significant 
improvements. The primary example of this application was the introduction in 
ECLS-K of real-time, two-stage adaptive testing. That is, the cognitive tests in read-
ing, mathematics, and general knowledge were individually administered in ECLS 
in Grades K–1. In each subject, the score on a short routing test determined the 
selection of an easier or more difficult second stage form. The reading and mathe-
matics tests each had three second-stage forms of different difficulty; two forms 
were used for the general knowledge test. The same assessment package was used 
for the first four ECLS-K rounds, fall and spring kindergarten and fall and spring 
first grade. The reading and mathematics test forms were designed so that, in fall 
kindergarten, about 75% of the sample would be expected to be routed to the easiest 
of the three alternate forms; by spring of first grade, the intention was that about 
75% of children would receive the hardest form. Assessments for the subsequent 
rounds were used in only one grade. The third- and fifth-grade tests were designed 
to route the middle half of the sample to the middle form, with the rest receiving the 
easiest or most difficult form. In the eighth grade, there were only two-second stage 
forms, each designed to be administered to half the sample. For the routing test, 
each item response was entered into a portable computer by the assessor. The com-
puter would then score the routing test responses and based on the score select the 
appropriate second stage form to be administered.
As in NELS:88, multiple hierarchical proficiency levels were developed to mark 
critical developmental points along a child’s learning curve in reading and mathe-
matics. This development was easier to do in the early rounds of ECLS-K because 
of the relative standardization of the curriculum in the early grades along with the 
generally accepted pedagogical sequencing that was followed in early mathematics 
and reading. When the educational treatment follows a fairly standard pedagogical 
sequence (as in the early grades in school), we arguably have a situation that can be 
characterized by a common growth curve with children located at different points 
along that curve signifying different levels of development. Assuming a common 
growth curve, the job of the test developer and the psychometrician is to identify 
critical points along the growth curve that mark developmental milestones. Marking 
these points is the task of the proficiency levels.
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10.4.1  Proficiency Levels and Scores in ECLS-K
Proficiency levels as defined in ECLS-K, as in NELS:88, provide a means for dis-
tinguishing status or gain in specific skills within a content area from the overall 
achievement measured by the IRT scale scores. Once again, clusters of four assess-
ment questions having similar content and difficulty were located at several points 
along the score scale of the reading and mathematics assessments. Each cluster 
marked a learning milestone in reading or mathematics, agreed on by ECLS-K cur-
riculum specialists. The sets of proficiency levels formed a hierarchical structure in 
the Piagetian sense in that the teaching sequence implied that one had to master the 
lower levels in the sequence before one could learn the material at the next higher 
level. This was the same basic procedure that was introduced in NELS:88.
Clusters of four items marking critical points on the vertical score scale provide 
a more reliable assessment of a particular proficiency level than do single items 
because of the possibility of guessing. It is very unlikely that a student who has not 
mastered a particular skill would be able to guess enough answers correctly to pass 
a four-item cluster. The proficiency levels were assumed to follow a Guttman model 
(Guttman 1950), that is, a student passing a particular skill level was expected to 
have mastered all lower levels; a failure at a given level should be consistent with 
nonmastery at higher levels. Only a very small percentage of students in ECLS-K 
had response patterns that did not follow the Guttman scaling model; that is, a fail-
ing score at a lower level followed by a pass on a more difficult item cluster. (For the 
first five rounds of data collection, fewer than 7% of reading response patterns and 
fewer than 5% of mathematics assessment results failed to follow the expected hier-
archical pattern.) Divergent response patterns do not necessarily indicate a different 
learning sequence for these children. Because all of the proficiency level items were 
multiple choice, a number of these reversals simply may be due to children guessing 
as well as other random response errors.
Sections 4.2.2 and 4.3.2 of Najarian et al. (2009) described the ten reading and 
nine mathematics proficiency levels identified in the kindergarten through eighth- 
grade assessments. No proficiency scores were computed for the science assess-
ment because the questions did not follow a hierarchical pattern. Two types of 
scores were reported with respect to the proficiency levels: a single indicator of 
highest level mastered, and a set of IRT-based probability scores, one for each pro-
ficiency level.
10.4.2  Highest Proficiency Level Mastered
As described above, mastery of a proficiency level was defined as answering cor-
rectly at least three of the four questions in a cluster. This definition results in a very 
low probability of guessing enough right answers to pass a cluster by chance. The 
probability varies depending on the guessing parameters (IRT c parameters) of the 
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items in each cluster, but is generally less than 2%. At least two incorrect or “I don’t 
know” responses indicated lack of mastery. Open-ended questions that were 
answered with an explicit “I don’t know” response were treated as wrong, while 
omitted items were not counted. Since the ECLS-K direct cognitive child assess-
ment was a two-stage design (where not all children were administered all items), 
and since more advanced assessment instruments were administered in third grade 
and beyond, children’s data did not include all of the assessment items necessary to 
determine pass or fail for every proficiency level at each round of data collection. 
The missing information was not missing at random; it depended in part on children 
being routed to second-stage forms of varying difficulty within each assessment set 
and in part on different assessments being used for the different grades. In order to 
avoid bias due to the nonrandomness of the missing proficiency level scores, impu-
tation procedures were undertaken to fill in the missing information.
Pass or fail for each proficiency level was based on actual counts of correct or 
incorrect responses, if they were present. If too few items were administered or 
answered to determine mastery of a level, a pass/fail score was imputed based on the 
remaining proficiency level scores only if they indicated a pattern that was unam-
biguous. That is, a fail might be inferred for a missing level if there were easier 
cluster(s) that had been failed and no higher cluster passed; or a pass might be 
assumed if harder cluster(s) were passed and no easier one failed. In the case of 
ambiguous patterns (e.g., pass, missing, fail for three consecutive levels, where the 
missing level could legitimately be either a pass or a fail), an additional imputation 
step was undertaken that relied on information from the child’s performance in that 
round of data collection on all of the items answered within the domain that included 
the incomplete cluster. IRT-based estimates of the probability of a correct answer 
were computed for each missing assessment item and used to assign an imputed 
right or wrong score to the item. These imputed responses were then aggregated in 
the same manner as actual responses to determine mastery at each of the missing 
levels. Over all rounds of the study, the highest level scores were determined on the 
basis of item response data alone for about two-thirds of reading scores and 80% for 
mathematics; the rest utilized IRT-based probabilities for some or all of the missing 
items.
The need for imputation was greatest in the eighth-grade tests, as a result of the 
necessary placement of the proficiency level items on either the low or high second- 
stage form, based on their estimated difficulty levels. Scores were not imputed for 
missing levels for patterns that included a reversal (e.g., fail, blank, pass) because 
no resolution of the missing data could result in a consistent hierarchical pattern.
Scores in the public use data file represent the highest level of proficiency mas-
tered by each child at each round of data collection, whether this determination was 
made by actual item responses, by imputation, or by a combination of methods. The 
highest proficiency level mastered implies that children demonstrated mastery of all 
lower levels and nonmastery of all higher levels. A zero score indicates nonmastery 
of the lowest proficiency level. Scores were excluded only if the actual or imputed 
mastery level data resulted in a reversal pattern as defined above. The highest profi-
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ciency level-mastered scores do not necessarily correspond to an interval scale, so 
in analyzing the data, they should be treated as ordinal.
10.4.3  Proficiency Probability Scores and Locus of Maximum 
Level of Learning Gains
Proficiency probability scores are reported for each of the proficiency levels 
described above, at each round of data collection. With respect to their use, these 
scores are essentially identical to those defined in NELS:88 above. They estimate 
the probability of mastery of each level and can take on any value from 0 to 1. As in 
NELS:88, the IRT model was employed to calculate the proficiency probability 
scores, which indicate the probability that a child would have passed a proficiency 
level, based on the child’s whole set of item responses in the content domain. The 
item clusters were treated as single items for the purpose of IRT calibration, in order 
to estimate students’ probabilities of mastery of each set of skills. The hierarchical 
nature of the skill sets justified the use of the IRT model in this way.
The proficiency probability scores can be averaged to produce estimates of mas-
tery rates within population subgroups. These continuous measures can provide an 
accurate look at individuals’ status and change over time. Gains in probability of 
mastery at each proficiency level allow researchers to study not only the amount of 
gain in total scale score points, but also where along the score scale different chil-
dren are making their largest gains in achievement during a particular time interval. 
That is, when a child’s difference in probabilities of mastery at each of the levels 
computed between adjacent testing sessions is largest, say at Level 3, we can then 
say the child’s locus of maximum level of learning gains is in the skills defined at 
Level 3. Locus of maximum level of learning gains is not the same thing as highest 
proficiency level mastered. The latter score refers to the highest proficiency level in 
which the child got three out of four items correct. The locus of maximum level of 
learning gains could well be at the next higher proficiency level. At any rate, a stu-
dent’s school experiences at selected times can be related to improvements in spe-
cific skills. Additional details on the use of proficiency probabilities in ECLS-K can 
be found in Rock and Pollack (2002a) and Rock (2007a, b).
10.5  Conclusion
One might legitimately ask: What has been the impact of the above longitudinal 
studies on educational policy and research? Potential influences on policy were 
made possible by the implementation of extensive school, teacher, parent, and stu-
dent process questionnaires and their relationships with student gains. While it is 
difficult to pinpoint specific impacts on policy, there is considerable evidence of the 
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usefulness of the longitudinal databases for carrying out research on policy relevant 
questions. For example, NCES lists more than 1,000 publications and dissertations 
using the NELS:88 database. Similarly, the more recent ECLS-K study lists more 
than 350 publications and dissertations. As already noted, the availability of a 
wealth of process information gathered within a longitudinal framework is a useful 
first step in identifying potential causal relationships between educational processes 
and student performance.
In summary, the main innovations that were developed primarily in NELS:88 
and improved upon in ECLS-K have become standard practices in the succeeding 
large-scale longitudinal studies initiated by NCES. These innovations are:
• Real-time multistage adaptive testing to match item difficulty to each student’s 
ability level. Such matching of item difficulty and ability reduces testing time, as 
well as floor and ceiling effects, while improving accuracy of measurement.
• The implementation of multiple-group Bayesian marginal maximum likelihood 
procedures for item parameter and EAP score estimation. These procedures 
allow the estimation of item parameters that fit both within and across longitudi-
nal data waves. In addition, the incorporation of ability priors for subpopulations 
defined by the adaptive testing procedure helps in minimizing floor and ceiling 
effects.
• The pooling of succeeding longitudinal data waves to re-estimate item parame-
ters and scores. While this full-information approach has political drawbacks 
since it remakes history and is somewhat inconvenient for researchers, it helps to 
maintain the integrity of the vertical scale and yields more accurate estimates of 
the score variances associated with each wave.
• The introduction of multiple proficiency levels that mark learning milestones in a 
child’s development. The concept of marking a scale with multiple proficiency points 
is not new, but their use within the IRT model to locate where an individual is making 
his/her maximum gains (locus of maximum level of learning gains) is a new contri-
bution to measuring gains. Now the longitudinal data user has three pieces of infor-
mation: how much each child gains; at what skill levels he/she is making those gains; 
and the highest level at which he/she has demonstrated mastery.
• The concept of relating specific gains in proficiency levels to those process vari-
ables that can be logically expected to impact changes in the skill levels marked 
by these proficiency levels.
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11.1  An Emerging Profession
Evaluating educational programs is an emerging profession, and Educational 
Testing Service (ETS) has played an active role in its development. The term pro-
gram evaluation only came into wide use in the mid-1960s, when efforts at system-
atically assessing programs multiplied. The purpose of this kind of evaluation is to 
provide information to decision makers who have responsibility for existing or pro-
posed educational programs. For instance, program evaluation may be used to help 
make decisions concerning whether to develop a program (needs assessment), how 
best to develop a program (formative evaluation), and whether to modify—or even 
continue—an existing program (summative evaluation).
Needs assessment is the process by which one identifies needs and decides upon 
priorities among them. Formative evaluation refers to the process involved when the 
evaluator helps the program developer—by pretesting program materials, for exam-
ple. Summative evaluation is the evaluation of the program after it is in operation. 
Arguments are rife among program evaluators about what kinds of information 
should be provided in each of these forms of evaluation.
This chapter was written by Samuel Ball and originally published in 1979 by Educational Testing 
Service and later posthumously in 2011 as a research report in the ETS R&D Scientific and Policy 
Contributions Series. Ball was one of ETS’s most active program evaluators for 10  years and 
directed several pacesetting studies including a large-scale evaluation of Sesame Street. The chap-
ter documents the vigorous program of evaluation research conducted at ETS in the 1960s and 
1970s, which helped lay the foundation for what was then a fledgling field. This work developed 
new viewpoints, techniques, and skills for systematically assessing educational programs and led 
to the creation of principles for program evaluation that still appear relevant today.
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In general, the ETS posture has been to try to obtain the best—that is, the most 
relevant, valid, and reliable—information that can be obtained within the constraints 
of cost and time and the needs of the various audiences for the evaluation. Sometimes, 
this means a tight experimental design with a national sample; at other times, the 
best information might be obtained through an intensive case study of a single insti-
tution. ETS has carried out both traditional and innovative evaluations of both tradi-
tional and innovative programs, and staff members also have cooperated with other 
institutions in planning or executing some aspects of evaluation studies. Along the 
way, the work by ETS has helped to develop new viewpoints, techniques, and skills.
11.2  The Range of ETS Program Evaluation Activities
Program evaluation calls for a wide range of skills, and evaluators come from a 
variety of disciplines: educational psychology, developmental psychology, psycho-
metrics, sociology, statistics, anthropology, educational administration, and a host 
of subject matter areas. As program evaluation began to emerge as a professional 
concern, ETS changed, both structurally and functionally, to accommodate it. The 
structural changes were not exclusively tuned to the needs of conducting program 
evaluations. Rather, program evaluation, like the teaching of English in a well-run 
high school, became to some degree the concern of virtually all the professional 
staff. Thus, new research groups were added, and they augmented the organization’s 
capability to conduct program evaluations.
The functional response was many-faceted. Two of the earliest evaluation studies 
conducted by ETS indicate the breadth of the range of interest. In 1965, collaborat-
ing with the Pennsylvania State Department of Education, Henry Dyer of ETS set 
out to establish a set of educational goals against which later the performance of the 
state’s educational system could be evaluated (Dyer 1965a, b). A unique aspect of 
this endeavor was Dyer’s insistence that the goal-setting process be opened up to 
strong participation by the state’s citizens and not left solely to a professional or 
political elite. (In fact, ETS program evaluation has been marked by a strong empha-
sis, when at all appropriate, on obtaining community participation.)
The other early evaluation study in which ETS was involved was the now famous 
Coleman report (Equality of Educational Opportunity), issued in 1966 (Coleman 
et al. 1966). ETS staff, under the direction of Albert E. Beaton, had major responsi-
bility for analysis of the massive data generated (see Beaton and Barone, Chap. 8, 
this volume). Until then, studies of the effectiveness of the nation’s schools, espe-
cially with respect to programs’ educational impact on minorities, had been small-
scale. So the collection and analysis of data concerning tens of thousands of students 
and hundreds of schools and their communities were new experiences for ETS and 
for the profession of program evaluation.
In the intervening years, the Coleman report (Coleman et  al. 1966) and the 
Pennsylvania Goals Study (Dyer 1965a, b) have become classics of their kind, and 
from these two auspicious early efforts, ETS has become a center of major program 
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evaluation. Areas of focus include computer-aided instruction, aesthetics and cre-
ativity in education, educational television, educational programs for prison inmates, 
reading programs, camping programs, career education, bilingual education, higher 
education, preschool programs, special education, and drug programs. (For brief 
descriptions of ETS work in these areas, as well as for studies that developed rele-
vant measures, see the appendix.) ETS also has evaluated programs relating to year-
round schooling, English as a second language, desegregation, performance 
contracting, women’s education, busing, Title I of the Elementary and Secondary 
Education Act (ESEA), accountability, and basic information systems.
One piece of work that must be mentioned is the Encyclopedia of Educational 
Evaluation, edited by Anderson et al. (1975). The encyclopedia contains articles by 
them and 36 other members of the ETS staff. Subtitled Concepts and Techniques for 
Evaluating Education and Training Programs, it contains 141 articles in all.
11.3  ETS Contributions to Program Evaluation
Given the innovativeness of many of the programs evaluated, the newness of the 
profession of program evaluation, and the level of expertise of the ETS staff who 
have directed these studies, it is not surprising that the evaluations themselves have 
been marked by innovations for the profession of program evaluation. At the same 
time, ETS has adopted several principles relative to each aspect of program evalua-
tion. It will be useful to examine these innovations and principles in terms of the 
phases that a program evaluation usually attends to—goal setting, measurement 
selection, implementation in the field setting, analysis, and interpretation and pre-
sentation of evidence.
11.3.1  Making Goals Explicit
It would be a pleasure to report that virtually every educational program has a well- 
thought- through set of goals, but it is not so. It is, therefore, necessary at times for 
program evaluators to help verbalize and clarify the goals of a program to ensure 
that they are, at least, explicit. Further, the evaluator may even be given goal devel-
opment as a primary task, as in the Pennsylvania Goals Study (Dyer 1965a, b). This 
need was seen again in a similar program, when Robert Feldmesser (1973) helped 
the New Jersey State Board of Education establish goals that underwrite conceptu-
ally that state’s “thorough and efficient” education program.
Work by ETS staff indicates there are four important principles with respect to 
program goal development and explication. The first of these principles is as fol-
lows: What program developers say their program goals are may bear only a passing 
resemblance to what the program in fact seems to be doing.
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This principle—the occasional surrealistic quality of program goals—has been 
noted on a number of occasions: For example, assessment instruments developed 
for a program evaluation on the basis of the stated goals sometimes do not seem at 
all sensitive to the actual curriculum. As a result, ETS program evaluators seek, 
whenever possible, to cooperate with program developers to help fashion the goals 
statement. The evaluators also will attempt to describe the program in operation and 
relate that description to the stated goals, as in the case of the 1971 evaluation of the 
second year of Sesame Street for Children’s Television Workshop (Bogatz and Ball 
1971). This comparison is an important part of the process and represents some-
times crucial information for decision makers concerned with developing or modi-
fying a program.
The second principle is as follows: When program evaluators work cooperatively 
with developers in making program goals explicit, both the program and the evalu-
ation seem to benefit.
The original Sesame Street evaluation (Ball and Bogatz, 1970) exemplified the 
usefulness of this cooperation. At the earliest planning sessions for the program, 
before it had a name and before it was fully funded, the developers, aided by ETS, 
hammered out the program goals. Thus, ETS was able to learn at the outset what the 
program developers had in mind, ensuring sufficient time to provide adequately 
developed measurement instruments. If the evaluation team had had to wait until the 
program itself was developed, there would not have been sufficient time to develop 
the instruments; more important, the evaluators might not have had sufficient under-
standing of the intended goals—thereby making sensible evaluation unlikely.
The third principle is as follows: There is often a great deal of empirical research 
to be conducted before program goals can be specified.
Sometimes, even before goals can be established or a program developed, it is 
necessary, through empirical research, to indicate that there is a need for the pro-
gram. An illustration is provided by the research of Ruth Ekstrom and Marlaine 
Lockheed (1976) into the competencies gained by women through volunteer work 
and homemaking. The ETS researchers argued that it is desirable for women to 
resume their education if they wish to after years of absence. But what competen-
cies have they picked up in the interim that might be worthy of academic credit? By 
identifying, surveying, and interviewing women who wished to return to formal 
education, Ekstrom and Lockheed established that many women had indeed learned 
valuable skills and knowledge. Colleges were alerted and some have begun to give 
credit where credit is due.
Similarly, when the federal government decided to make a concerted attack on 
the reading problem as it affects the total population, one area of concern was adult 
reading. But there was little knowledge about it. Was there an adult literacy prob-
lem? Could adults read with sufficient understanding such items as newspaper 
employment advertisements, shopping and movie advertisements, and bus sched-
ules? And in investigating adult literacy, what characterized the reading tasks that 
should be taken into account? Murphy, in a 1973 study (Murphy 1973a), considered 
these factors: the importance of a task (the need to be able to read the material if 
only once a year as with income tax forms and instructions), the intensity of the task 
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(a person who wants to work in the shipping department will have to read the ship-
ping schedule each day), or the extensivity of the task (70% of the adult population 
read a newspaper but it can usually be ignored without gross problems arising). 
Murphy and other ETS researchers conducted surveys of reading habits and abili-
ties, and this assessment of needs provided the government with information needed 
to decide on goals and develop appropriate programs.
Still a different kind of needs assessment was conducted by ETS researchers 
with respect to a school for learning disabled students in 1976 (Ball and Goldman 
1976). The school catered to children aged 5–18 and had four separate programs 
and sites. ETS first served as a catalyst, helping the school’s staff develop a listing 
of problems. Then ETS acted as an amicus curiae, drawing attention to those prob-
lems, making explicit and public what might have been unsaid for want of an appro-
priate forum. Solving these problems was the purpose of stating new institutional 
goals—goals that might never have been formally recognized if ETS had not worked 
with the school to make its needs explicit.
The fourth principle is as follows: The program evaluator should be conscious of 
and interested in the unintended outcomes of programs as well as the intended out-
comes specified in the program’s goal statement.
In program evaluation, the importance of looking for side effects, especially 
negative ones, has to be considered against the need to put a major effort into assess-
ing progress toward intended outcomes. Often, in this phase of evaluation, the vary-
ing interests of evaluators, developers, and funders intersect—and professional, 
financial, and political considerations are all at odds. At such times, program evalu-
ation becomes as much an art form as an exercise in social science.
A number of articles were written about this problem by Samuel J. Messick, ETS 
vice president for research (e.g., Messick 1970, 1975). His viewpoint—the impor-
tance of the medical model—has been illustrated in various ETS evaluation studies. 
His major thesis was that the medical model of program evaluation explicitly recog-
nizes that “…prescriptions for treatment and the evaluation of their effectiveness 
should take into account not only reported symptoms but other characteristics of the 
organism and its ecology as well” (Messick 1975, p. 245). As Messick went on to 
point out, this characterization was a call for a systems analysis approach to pro-
gram evaluation—dealing empirically with the interrelatedness of all the factors and 
monitoring all outcomes, not just the intended ones.
When, for example, ETS evaluated the first 2 years of Sesame Street (Ball and 
Bogatz 1970), there was obviously pressure to ascertain whether the intended goals 
of that show were being attained. It was nonetheless possible to look for some of the 
more likely unintended outcomes: whether the show had negative effects on heavy 
viewers going off to kindergarten, and whether the show was achieving impacts in 
attitudinal areas.
In summative evaluations, to study unintended outcomes is bound to cost more 
money than to ignore them. It is often difficult to secure increased funding for this 
purpose. For educational programs with potential national applications, however, 
ETS strongly supports this more comprehensive approach.
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11.3.2  Measuring Program Impact
The letters ETS have become almost synonymous in some circles with standardized 
testing of student achievement. In its program evaluations, ETS naturally uses such 
tests as appropriate, but frequently the standardized tests are not appropriate mea-
sures. In some evaluations, ETS uses both standardized and domain-referenced 
tests. An example may be seen in The Electric Company evaluations (Ball et  al. 
1974). This televised series, which was intended to teach reading skills to first 
through fourth graders, was evaluated in some 600 classrooms. One question that 
was asked during the process concerned the interaction of the student’s level of 
reading attainment and the effectiveness of viewing the series. Do good readers 
learn more from the series than poor readers? So standardized, norm- referenced 
reading tests were administered, and the students in each grade were divided into 
deciles on this basis, thereby yielding ten levels of reading attainment.
Data on the outcomes using the domain-referenced tests were subsequently ana-
lyzed for each decile ranking. Thus, ETS was able to specify for what level of read-
ing attainment, in each grade, the series was working best. This kind of conclusion 
would not have been possible if a specially designed domain-referenced reading test 
with no external referent had been the only one used, nor if a standardized test, not 
sensitive to the program’s impact, had been the only one used.
Without denying the usefulness of previously designed and developed measures, 
ETS evaluators have frequently preferred to develop or adapt instruments that would 
be specifically sensitive to the tasks at hand. Sometimes this measurement effort is 
carried out in anticipation of the needs of program evaluators for a particular instru-
ment, and sometimes because a current program evaluation requires immediate 
instrumentation.
An example of the former is a study of doctoral programs by Mary Jo Clark et al. 
(1976). Existing instruments had been based on surveys in which practitioners in a 
given discipline were asked to rate the quality of doctoral programs in that disci-
pline. Instead of this reputational survey approach, the ETS team developed an array 
of criteria (e.g., faculty quality, student body quality, resources, academic offerings, 
alumni performance), all open to objective assessment. This assessment tool can be 
used to assess changes in the quality of the doctoral programs offered by major 
universities.
Similarly, the development by ETS of the Kit of Factor-Referenced Cognitive 
Tests (Ekstrom et al. 1976) also provided a tool—one that could be used when eval-
uating the cognitive abilities of teachers or students if these structures were of inter-
est in a particular evaluation. A clearly useful application was in the California 
study of teaching performance by Frederick McDonald and Patricia Elias (1976). 
Teachers with certain kinds of cognitive structures were seen to have differential 
impacts on student achievement. In the Donald A. Trismen study of an aesthetics 
program (Trismen 1968), the factor kit was used to see whether cognitive structures 
interacted with aesthetic judgments.
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11.3.2.1  Developing Special Instruments
Examples of the development of specific instrumentation for ETS program evalua-
tions are numerous. Virtually every program evaluation involves, at the very least, 
some adapting of existing instruments. For example, a questionnaire or interview 
may be adapted from ones developed for earlier studies. Typically, however, new 
instruments, including goal-specific tests, are prepared. Some ingenious examples, 
based on the 1966 work of E.  J. Webb, D.  F. Campbell, R.  D. Schwartz, and 
L. Sechrest, were suggested by Anderson (1968) for evaluating museum programs, 
and the title of her article gives a flavor of the unobtrusive measures illustrated—
“Noseprints on the Glass.”
Another example of ingenuity is Trismen’s use of 35 mm slides as stimuli in the 
assessment battery of the Education through Vision program (Trismen 1968). Each 
slide presented an art masterpiece, and the response options were four abstract 
designs varying in color. The instruction to the student was to pick the design that 
best illustrated the masterpiece’s coloring.
11.3.2.2  Using Multiple Measures
When ETS evaluators have to assess a variable and the usual measures have rather 
high levels of error inherent in them, they usually resort to triangulation. That is, 
they use multiple measures of the same construct, knowing that each measure suf-
fers from a specific weakness. Thus, in 1975, Donald E. Powers evaluated for the 
Philadelphia school system the impact of dual-audio television—a television show 
telecast at the same time as a designated FM radio station provided an appropriate 
educational commentary. One problem in measurement was assessing the amount 
of contact the student had with the dual-audio television treatment (Powers 1975a). 
Powers used home telephone interviews, student questionnaires, and very simple 
knowledge tests of the characters in the shows to assess whether students had in fact 
been exposed to the treatment. Each of these three measures has problems associ-
ated with it, but the combination provided a useful assessment index.
In some circumstances, ETS evaluators are able to develop measurement tech-
niques that are an integral part of the treatment itself. This unobtrusiveness has clear 
benefits and is most readily attainable with computer-aided instructional (CAI) pro-
grams. Thus, for example, Donald L. Alderman, in the evaluation of TICCIT (a CAI 
program developed by the Mitre Corporation), obtained for each student such indi-
ces as the number of lessons passed, the time spent on line, the number of errors 
made, and the kinds of errors (Alderman 1978). And he did this simply by program-
ming the computer to save this information over given periods of time.
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11.3.3  Working in Field Settings
Measurement problems cannot be addressed satisfactorily if the setting in which the 
measures are to be administered is ignored. One of the clear lessons learned in ETS 
program evaluation studies is that measurement in field settings (home, school, 
community) poses different problems from measurement conducted in a 
laboratory.
Program evaluation, ether formative or summative, demands that its empirical 
elements usually be conducted in natural field settings rather than in more contrived 
settings, such as a laboratory. Nonetheless, the problems of working in field settings 
are rarely systematically discussed or researched. In an article in the Encyclopedia 
of Educational Evaluation, Bogatz (1975) detailed these major aspects:
• Obtaining permission to collect data at a site
• Selecting a field staff
• Training the staff
• Maintaining family/community support
Of course, all the aspects discussed by Bogatz interact with the measurement and 
design of the program evaluation. A great source of information concerning field 
operations is the ETS Head Start Longitudinal Study of Disadvantaged Children, 
directed by Virginia Shipman (1970). Although not primarily a program evaluation, 
it certainly has generated implications for early childhood programs. It was longitu-
dinal, comprehensive in scope, and large in size, encompassing four sites and, ini-
tially, some 2000 preschoolers. It was clear from the outset that close community 
ties were essential if only for expediency—although, of course, more important 
ethical principles were involved. This close relationship with the communities in 
which the study was conducted involved using local residents as supervisors and 
testers, establishing local advisory committees, and thus ensuring free, two-way 
communication between the research team and the community.
The Sesame Street evaluation also adopted this approach (Ball and Bogatz 1970). 
In part because of time pressures and in part to ensure valid test results, the ETS 
evaluators especially developed the tests so that community members with minimal 
educational attainments could be trained quickly to administer them with proper 
skill.
11.3.3.1  Establishing Community Rapport
In evaluations of street academies by Ronald L. Flaugher (1971), and of education 
programs in prisons by Flaugher and Samuel Barnett (1972), it was argued that one 
of the most important elements in successful field relationships is the time an evalu-
ator spends getting to know the interests and concerns of various groups, and lower-
ing barriers of suspicion that frequently separate the educated evaluator and the 
less-educated program participants. This point may not seem particularly 
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sophisticated or complex, but many program evaluations have floundered because 
of an evaluator’s lack of regard for disadvantaged communities (Anderson 1970). 
Therefore, a firm principle underlying ETS program evaluation is to be concerned 
with the communities that provide the contexts for the programs being evaluated. 
Establishing two-way lines of communication with these communities and using 
community resources whenever possible help ensure a valid evaluation.
Even with the best possible community support, field settings cause problems for 
measurement. Raymond G. Wasdyke and Jerilee Grandy (1976) showed this idea to 
be true in an evaluation in which the field setting was literally that—a field setting. 
In studying the impact of a camping program on New York City grade school pupils, 
they recognized the need, common to most evaluations, to describe the treatment—
in this case the camping experience. Therefore, ETS sent an observer to the camp-
site with the treatment groups. This person, who was herself skilled in camping, 
managed not to be an obtrusive participant by maintaining a relatively low profile.
Of course, the problems of the observer can be just as difficult in formal institu-
tions as on the campground. In their 1974 evaluation of Open University materials, 
Hartnett and colleagues found, as have program evaluators in almost every situa-
tion, that there was some defensiveness in each of the institutions in which they 
worked (Hartnett et al. 1974). Both personal and professional contacts were used to 
allay suspicions. There also was emphasis on an evaluation design that took into 
account each institution’s values. That is, part of the evaluation was specific to the 
institution, but some common elements across institutions were retained. This strat-
egy underscored the evaluators’ realization that each institution was different, but 
allowed ETS to study certain variables across all three participating institutions.
Breaking down the barriers in a field setting is one of the important elements of 
a successful evaluation, yet each situation demands somewhat different evaluator 
responses.
11.3.3.2  Involving Program Staff
Another way of ensuring that evaluation field staff are accepted by program staff is 
to make the program staff active participants in the evaluation process. While this 
integration is obviously a technique to be strongly recommended in formative eval-
uations, it can also be used in summative evaluations. In his evaluation of PLATO in 
junior colleges, Murphy (1977) could not afford to become the victim of a program 
developer’s fear of an insensitive evaluator. He overcame this potential problem by 
enlisting the active participation of the junior college and program development 
staffs. One of Murphy’s concerns was that there is no common course across col-
leges. Introduction to Psychology, for example, might be taught virtually every-
where, but the content can change remarkably, depending on such factors as who 
teaches the course, where it is taught, and what text is used. Murphy understood this 
variability and his evaluation of PLATO reflected his concern. It also necessitated 
considerable input and cooperation from program developers and college teachers 
working in concert—with Murphy acting as the conductor.
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11.3.4  Analyzing the Data
After the principles and strategies used by program evaluators in their field opera-
tions are successful and data are obtained, there remains the important phase of data 
analysis. In practice, of course, the program evaluator thinks through the question of 
data analysis before entering the data collection phase. Plans for analysis help deter-
mine what measures to develop, what data to collect, and even, to some extent, how 
the field operation is to be conducted. Nonetheless, analysis plans drawn up early in 
the program evaluation cannot remain quite as immutable as the Mosaic Law. To 
illustrate the need for flexibility, it is useful to turn once again to the heuristic ETS 
evaluation of Sesame Street.
As initially planned, the design of the Sesame Street evaluation was a true experi-
ment (Ball and Bogatz 1970). The analyses called for were multivariate analyses of 
covariance, using pretest scores as the covariate. At each site, a pool of eligible 
preschoolers was obtained by community census, and experimental and control 
groups were formed by random assignment from these pools. The evaluators were 
somewhat concerned that those designated to be the experimental (viewing) group 
might not view the show—it was a new show on public television, a loose network 
of TV stations not noted for high viewership. Some members of the Sesame Street 
national research advisory committee counseled ETS to consider paying the experi-
mental group to view. The suggestion was resisted, however, because any efforts 
above mild and occasional verbal encouragement to view the show would compro-
mise the results. If the experimental group members were paid, and if they then 
viewed extensively and outperformed the control group at posttest, would the 
improved performance be due to the viewing, the payment, or some interaction of 
payment and viewing? Of course, this nice argument proved to be not much more 
than an exercise in modern scholasticism. In fact, the problem lay not in the treat-
ment group but in the uninformed and unencouraged-to-view control group. The 
members of that group, as indeed preschoolers with access to public television 
throughout the nation, were viewing the show with considerable frequency—and 
not much less than the experimental group. Thus, the planned analysis involving 
differences in posttest attainments between the two groups was dealt a mortal blow.
Fortunately, other analyses were available, of which the ETS-refined age cohorts 
design provided a rational basis. This design is presented in the relevant report (Ball 
and Bogatz 1970). The need here is not to describe the design and analysis but to 
emphasize a point made practically by the poet Robert Burns some time ago and 




11.3.4.1  Clearing New Paths
Sometimes program evaluators find that the design and analysis they have in mind 
represent an untrodden path. This result is perhaps in part because many of the 
designs in the social sciences are built upon laboratory conditions and simply are 
not particularly relevant to what happens in educational institutions.
When ETS designed the summative evaluation of The Electric Company, it was 
able to set up a true experiment in the schools. Pairs of comparable classrooms 
within a school and within a grade were designated as the pool with which to work. 
One of each pair of classes was randomly assigned to view the series. Pretest scores 
were used as covariates on posttest scores, and in 1973 the first-year evaluation 
analysis was successfully carried out (Ball and Bogatz 1973). The evaluation was 
continued through a second year, however, and as is usual in schools, the classes did 
not remain intact.
From an initial 200 classes, the children had scattered through many more class-
rooms. Virtually none of the classes with subject children contained only experi-
mental or only control children from the previous year. Donald B. Rubin, an ETS 
statistician, consulted with a variety of authorities and found that the design and 
analysis problem for the second year of the evaluation had not been addressed in 
previous work. To summarize the solution decided on, the new pool of classes was 
reassigned randomly to E (experimental) or C (control) conditions so that over the 
2 years the design was portrayable as Fig. 11.1.
Further, the pretest scores of Year II were usable as new covariates when analyz-
ing the results of the Year II posttest scores (Ball et al. 1974).
11.3.4.2  Tailoring to the Task
Unfortunately for those who prefer routine procedures, it has been shown across a 
wide range of ETS program evaluations that each design and analysis must be tai-
lored to the occasion. Thus, Gary Marco (1972), as part of the statewide educational 
assessment in Michigan, evaluated ESEA Title I program performance. He assessed 
the amount of exposure students had to various clusters of Title I programs, and he 







Pre Post Pre Post
Year I Year II
Fig. 11.1 The design for 
the new pool of classes. 
For Year II, EE represents 
children who were in E 
classrooms in Year I and 
again in Year II. That is, 
the first letter refers to 
status in Year I and the 
second to status in Year II
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involving a correction for measurement error was an innovative approach that best 
fit his complex configuration of data.
Garlie Forehand, Marjorie Ragosta, and Donald A. Rock, in a national, correla-
tional study of desegregation, obtained data on school characteristics and on student 
outcomes (Forehand et al. 1976). The purposes of the study included defining indi-
cators of effective desegregation and discriminating between more and less effective 
school desegregation programs. The emphasis throughout the effort was on vari-
ables that were manipulable. That is, the idea was that evaluators would be able to 
suggest practical advice on what schools can do to achieve a productive desegrega-
tion program. Initial investigations allowed specification among the myriad vari-
ables of a hypothesized set of causal relationships, and the use of path analysis made 
possible estimation of the strength of hypothesized causal relationships. On the 
basis of the initial correlation matrices, the path analyses, and the observations 
made during the study, an important product—a nontechnical handbook for use in 
schools—was developed.
Another large-scale ETS evaluation effort was directed by Trismen et al. (1976). 
They studied compensatory reading programs, initially surveying more than 700 
schools across the country. Over a 4-year period ending in 1976, this evaluation 
interspersed data analysis with new data collection efforts. One purpose was to find 
schools that provided exceptionally positive or negative program results. These 
schools were visited blind and observed by ETS staff. Whereas the Forehand evalu-
ation analysis (Forehand et al. 1976) was geared to obtaining practical applications, 
the equally extensive evaluation analysis of Trismen’s study was aimed at generat-
ing hypotheses to be tested in a series of smaller experiments.
As a further illustration of the complex interrelationship among evaluation pur-
poses, design, analyses, and products, there is the 1977 evaluation of the use of 
PLATO in the elementary school by Spencer Swinton and Marianne Amarel (1978). 
They used a form of regression analysis—as did Forehand et al. (1976) and Trismen 
et al. (1976). But here the regression analyses were used differently in order to iden-
tify program effects unconfounded by teacher differences. In this regression analy-
sis, teachers became fixed effects, and contrasts were fitted for each within-teacher 
pair (experimental versus control classroom teachers).
This design, in turn, provides a contrast to McDonald’s (1977) evaluation of 
West New York programs to teach English as a second language to adults. In this 
instance, the regression analysis was directed toward showing which teaching 
method related most to gains in adult students’ performance.
There is a school of thought within the evaluation profession that design and 
analysis in program evaluation can be made routine. At this point, the experience of 
ETS indicates that this would be unwise.
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11.3.5  Interpreting the Results
Possibly the most important principle in program evaluation is that interpretations 
of the evaluation’s meaning—the conclusions to be drawn—are often open to vari-
ous nuances. Another problem is that the evidence on which the interpretations are 
based may be inconsistent. The initial premise of this chapter was that the role of 
program evaluation is to provide evidence for decision-makers. Thus, one could 
argue that differences in interpretation, and inconsistencies in the evidence, are sim-
ply problems for the decision-maker and not for the evaluator.
But consider, for example, an evaluation by Powers of a year-round program in 
a school district in Virginia (Powers 1974, 1975b). (The long vacation was stag-
gered around the year so that schools remained open in the summer.) The evidence 
presented by Powers indicated that the year-round school program provided a better 
utilization of physical plant and that student performance was not negatively 
affected. The school board considered this evidence as well as other conflicting 
evidence provided by Powers that the parents’ attitudes were decidedly negative. 
The board made up its mind, and (not surprisingly) scotched the program. Clearly, 
however, the decision was not up to Powers. His role was to collect the evidence and 
present it systematically.
11.3.5.1  Keeping the Process Open
In general, the ETS response to conflicting evidence or varieties of nuances in inter-
pretation is to keep the evaluation process and its reporting as open as possible. In 
this way, the values of the evaluator, though necessarily present, are less likely to be 
a predominating influence on subsequent action.
Program evaluators do, at times, have the opportunity to influence decision- 
makers by showing them that there are kinds of evidence not typically considered. 
The Coleman Study, for example, showed at least some decision-makers that there 
is more to evaluating school programs than counting (or calculating) the numbers of 
books in libraries, the amount of classroom space per student, the student-teacher 
ratio, and the availability of audiovisual equipment (Coleman et al. 1966). Rather, 
the output of the schools in terms of student performance was shown to be generally 
superior as evidence of school program performance.
Through their work, evaluators are also able to educate decision makers to con-
sider the important principle that educational treatments may have positive effects 
for some students and negative effects for others—that an interaction of treatment 
with student should be looked for. As pointed out in the discussion of unintended 
outcomes, a systems-analysis approach to program evaluation—dealing empirically 
with the interrelatedness of all the factors that may affect performance—is to be 
preferred. And this approach, as Messick emphasized, “properly takes into account 
those student-process-environment interactions that produce differential results” 
(Messick 1975, p. 246).
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11.3.5.2  Selecting Appropriate Evidence
Finally, a consideration of the kinds of evidence and interpretations to be provided 
decision makers leads inexorably to the realization that different kinds of evidence 
are needed, depending on the decision-maker’s problems and the availability of 
resources. The most scientific evidence involving objective data on student perfor-
mance can be brilliantly interpreted by an evaluator, but it might also be an abomi-
nation to a decision maker who really needs to know whether teachers’ attitudes are 
favorable.
ETS evaluations have provided a great variety of evidence. For a formative eval-
uation in Brevard County, Florida, Trismen (1970) provided evidence that students 
could make intelligent choices about courses. In the ungraded schools, students had 
considerable freedom of choice, but they and their counselors needed considerably 
more information than in traditional schools about the ingredients for success in 
each of the available courses. As another example, Gary Echternacht, George Temp, 
and Theodore Stolie helped state and local education authorities develop Title I 
reporting models that included evidence on impact, cost, and compliance with fed-
eral regulations (Echternacht et al. 1976). Forehand and McDonald (1972) had been 
working with New York City to develop an accountability model providing con-
structive kinds of evidence for the city’s school system. On the other hand, as part 
of an evaluation team, Amarel provided, for a small experimental school in Chicago, 
judgmental data as well as reports and documents based on the school’s own records 
and files (Amarel and The Evaluation Collective 1979). Finally, Michael Rosenfeld 
provided Montgomery Township, New Jersey, with student, teacher, and parent per-
ceptions in his evaluation of the open classroom approach then being tried out 
(Rosenfeld 1973).
In short, just as tests are not valid or invalid (it is the ways tests are used that 
deserve such descriptions), so too, evidence is not good or bad until it is seen in 
relation to the purpose for which it is to be used, and in relation to its utility to 
decision-makers.
11.4  Postscript
For the most part, ETS’s involvement in program evaluation has been at the practi-
cal level. Without an accompanying concern for the theoretical and professional 
issues, however, practical involvement would be irresponsible. ETS staff members 
have therefore seen the need to integrate and systematize knowledge about program 
evaluation. Thus, Anderson obtained a contract with the Office of Naval Research to 
draw together the accumulated knowledge of professionals from inside and outside 
ETS on the topic of program evaluation. A number of products followed. These 
products included a survey of practices in program evaluation (Ball and Anderson 
1975a), and a codification of program evaluation principles and issues (Ball and 
S. Ball
355
Anderson 1975b). Perhaps the most generally useful of the products is the afore-
mentioned Encyclopedia of Educational Evaluation (Anderson et al. 1975).
From an uncoordinated, nonprescient beginning in the mid-1960s, ETS has 
acquired a great deal of experience in program evaluation. In one sense it remains 
uncoordinated because there is no specific “party line,” no dogma designed to 
ensure ritualized responses. It remains quite possible for different program evalua-
tors at ETS to recommend differently designed evaluations for the same burgeoning 
or existing programs.
There is no sure knowledge where the profession of program evaluation is going. 
Perhaps, with zero-based budgeting, program evaluation will experience amazing 
growth over the next decade, growth that will dwarf its current status (which already 
dwarfs its status of a decade ago). Or perhaps there will be a revulsion against the 
use of social scientific techniques within the political, value-dominated arena of 
program development and justification. At ETS, the consensus is that continued 
growth is the more likely event. And with the staff’s variegated backgrounds and 
accumulating expertise, ETS hopes to continue making significant contributions to 
this emerging profession.
 Appendix: Descriptions of ETS Evaluation and Some Related 
Studies in Some Key Categories
 Aesthetics and Creativity in Education
For Bartlett Hayes III’s program of Education through Vision at Andover Academy, 
Donald A.  Trismen developed a battery of evaluation instruments that assessed, 
inter alia, a variety of aesthetic judgments (Trismen 1968). Other ETS staff mem-
bers working in this area have included Norman Frederiksen and William C. Ward, 
who have developed a variety of assessment techniques for tapping creativity and 
scientific creativity (Frederiksen and Ward 1975; Ward and Frederiksen 1977); 
Richard T.  Murphy, who also has developed creativity-assessing techniques 
(Murphy 1973b, 1977); and Scarvia B. Anderson, who described a variety of ways 
to assess the effectiveness of aesthetic displays (Anderson 1968).
 Bilingual Education
ETS staff have conducted and assisted in evaluations of numerous and varied pro-
grams of bilingual education. For example, Berkeley office staff (Reginald 
A. Corder, Patricia Elias, Patricia Wheeler) have evaluated programs in Calexico 
(Corder 1976a), Hacienda-La Puente (Elias and Wheeler 1972), and El Monte 
(Corder and Johnson 1972). For the Los Angeles office, J. Richard Harsh (1975) 
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evaluated a bilingual program in Azusa, and Ivor Thomas (1970) evaluated one in 
Fountain Valley. Donald E. Hood (1974) of the Austin office evaluated the Dallas 
Bilingual Multicultural Program. These evaluations were variously formative and 
summative and covered bilingual programs that, in combination, served students 
from preschool (Fountain Valley) through 12th grade (Calexico).
 Camping Programs
Those in charge of a school camping program in New York City felt that it was hav-
ing unusual and positive effects on the students, especially in terms of motivation. 
ETS was asked to—and did—evaluate this program, using an innovative design and 
measurement procedures developed by Raymond G. Wasdyke and Jerilee Grandy 
(1976).
 Career Education
In a decade of heavy federal emphasis on career education, ETS was involved in the 
evaluation of numerous programs in that field. For instance, Raymond G. Wasdyke 
(1977) helped the Newark, Delaware, school system determine whether its career 
education goals and programs were properly meshed. In Dallas, Donald Hood 
(1972) of the ETS regional staff assisted in developing goal specifications and 
reviewing evaluation test items for the Skyline Project, a performance contract call-
ing for the training of high school students in 12 career clusters. Norman E. Freeberg 
(1970) developed a test battery to be used in evaluating the Neighborhood Youth 
Corps. Ivor Thomas (1973) of the Los Angeles office provided formative evaluation 
services for the Azusa Unified School District’s 10th grade career training and per-
formance program for disadvantaged students. Roy Hardy (1977) of the Atlanta 
office directed the third-party evaluation of Florida’s Comprehensive Program of 
Vocational Education for Career Development, and Wasdyke (1976) evaluated the 
Maryland Career Information System. Reginald A. Corder, Jr. (1975) of the Berkeley 
office assisted in the evaluation of the California Career Education program and 
subsequently directed the evaluation of the Experience-Based Career Education 
Models of a number of regional education laboratories (Corder 1976b).
 Computer-Aided Instruction
Three major computer-aided instruction programs developed for use in schools and 
colleges have been evaluated by ETS.  The most ambitious is PLATO from the 
University of Illinois. Initially, the ETS evaluation was directed by Ernest Anastasio 
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(1972), but later the effort was divided between Richard T. Murphy, who focused on 
college-level programs in PLATO, and Spencer Swinton and Marianne Amarel 
(1978), who focused on elementary and secondary school programs. ETS also 
directed the evaluation of TICCIT, an instructional program for junior colleges that 
used small-computer technology; the study was conducted by Donald L. Alderman 
(1978). Marjorie Ragosta directed the evaluation of the first major in-school longi-
tudinal demonstration of computer-aided instruction for low-income students 
(Holland et al. 1976).
 Drug Programs
Robert F. Boldt (1975) served as a consultant on the National Academy of Science’s 
study assessing the effectiveness of drug antagonists (less harmful drugs that will 
“fight” the impact of illegal drugs). Samuel Ball (1973) served on a National 
Academy of Science panel that designed, for the National Institutes of Health, a 
means of evaluating media drug information programs and spot advertisements.
 Educational Television
ETS was responsible for the national summative evaluation of the ETV series 
Sesame Street for preschoolers (Ball and Bogatz 1970), and The Electric Company 
for students in Grades 1 through 4 (Ball and Bogatz 1973); the principal evaluators 
were Samuel Ball, Gerry Ann Bogatz, and Donald B. Rubin. Additionally, Ronald 
Flaugher and Joan Knapp (1972) evaluated the series Bread and Butterflies to clar-
ify career choice; Jayjia Hsia (1976) evaluated a series on the teaching of English 
for high school students and a series on parenting for adults.
 Higher Education
Much ETS research in higher education focuses on evaluating students or teachers, 
rather than programs, mirroring the fact that systematic program evaluation is not 
common at this level. ETS has made, however, at least two major forays in program 
evaluation in higher education. In their Open University study, Rodney T. Hartnett 
and associates joined with three American universities (Houston, Maryland, and 
Rutgers) to see if the British Open University’s methods and materials were appro-
priate for American institutions Hartnett et  al. 1974). Mary Jo Clark, Leonard 
L. Baird, and Hartnett conducted a study of means of assessing quality in doctoral 
programs (Clark et al. 1976). They established an array of criteria for use in obtain-
ing more precise descriptions and evaluations of doctoral programs than the 
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prevailing technique—reputational surveys—provides. P.  R. Harvey (1974) also 
evaluated the National College of Education Bilingual Teacher Education project, 
while Protase Woodford, (1975) proposed a pilot project for oral proficiency inter-
view tests of bilingual teachers and tentative determination of language proficiency 
criteria.
 Preschool Programs
A number of preschool programs have been evaluated by ETS staff, including the 
ETV series Sesame Street (Ball and Bogatz 1970; Bogatz and Ball 1971). Irving 
Sigel (1976) conducted formative studies of developmental curriculum. Virginia 
Shipman (1974) helped the Bell Telephone Companies evaluate their day care cen-
ters, Samuel Ball, Brent Bridgeman, and Albert Beaton provided the U.S. Office of 
Child Development with a sophisticated design for the evaluation of Parent-Child 
Development Centers (Ball et al. 1976), and Ball and Kathryn Kazarow evaluated 
the To Reach a Child program (Ball and Kazarow 1974). Roy Hardy (1975) exam-
ined the development of CIRCO, a Spanish language test battery for preschool 
children.
 Prison Programs
In New Jersey, ETS has been involved in the evaluation of educational programs for 
prisoners. Developed and administered by Mercer County Community College, the 
programs have been subject to ongoing study by Ronald L. Flaugher and Samuel 
Barnett (1972).
 Reading Programs
ETS evaluators have been involved in a variety of ways in a variety of programs and 
proposed programs in reading. For example, in an extensive, national evaluation, 
Donald A. Trismen et al. (1976) studied the effectiveness of reading instruction in 
compensatory programs. At the same time, Donald E. Powers (1973) conducted a 
small study of the impact of a local reading program in Trenton, New Jersey. Ann 
M. Bussis, Edward A. Chittenden, and Marianne Amarel reported the results of their 
study of primary school teachers’ perceptions of their own teaching behavior 
(Bussis et al. 1976). Earlier, Richard T. Murphy surveyed the reading competencies 




Samuel Ball and Karla Goldman (1976) conducted an evaluation of the largest pri-
vate school for the learning disabled in New York City, and Carol Vale (1975) of the 
ETS office in Berkeley directed a national needs assessment concerning educational 
technology and special education. Paul Campbell (1976) directed a major study of 
an intervention program for learning disabled juvenile delinquents.
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Chapter 12
Contributions to Education Policy Research
Richard J. Coley, Margaret E. Goertz, and Gita Z. Wilder
Since Educational Testing Service (ETS) was established in 1947, research has been 
a prominent gene in the organization’s DNA. Nine days after its first meeting, the 
ETS Board of Trustees issued a statement on the new organization. “In view of the 
great need for research in all areas and the long-range importance of this work to the 
future development of sound educational programs, it is the hope of those who have 
brought the ETS into being that it may make fundamental contributions to the prog-
ress of education in the United States” (Nardi 1992, p. 22). Highlighting the impor-
tant role of research, ETS’s first president Henry Chauncey recalled, “We tried out 
all sorts of names. ‘Educational Testing Service’ has never been wholly satisfactory 
because it does leave out the research side” (Nardi 1992, p. 16).
As part of its nonprofit mission, ETS conducts and disseminates research to 
advance quality and equity in education. Education policy research at ETS was 
formally established with the founding of the Education Policy Research Institute 
(EPRI) some 40 years ago, and since then ETS research has focused on promoting 
equal educational opportunity for all individuals, including minority and education-
ally disadvantaged students, spanning infancy through adulthood. The major objec-
tives of this work are to provide useful and accurate information on educational 
opportunity and educational outcomes to the public and to policy makers, to inform 
the debate on important education issues, and to promote equal educational oppor-
tunity for all.
R.J. Coley (*) 
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The purpose of this chapter is to describe ETS’s contribution to education policy 
research. The authors faced three main challenges in accomplishing this goal. First, 
we had to define what we mean by education policy research. We broadly defined 
this term to mean work serving to: define the nature of an educational problem that 
can be addressed by public or institutional policy (e.g., the achievement gap or 
unequal access to educational opportunities); identify the underlying causes of the 
problem; or examine the design, implementation, and impact of public or institu-
tional policies or programs designed to address the problem (see, for example, 
AERA’s Handbook on Education Policy Research by Sykes et al. 2009).
The second challenge was organizing the work that ETS has conducted. That 
research has covered three major areas, which were used to select and classify the 
work described in this chapter. While these areas do not capture the entire scope of 
ETS’s education policy research, they provide important lenses through which to 
describe that work. The three major areas are:
• Analyzing, evaluating, and informing public policy in educational governance, 
including school finance; teacher policy; and federal, state, and local education 
policy.
• Examining differential access to educational opportunity in three areas of long-
standing interest to ETS: the gender gap, advanced placement programs, and 
graduate education.
• Reporting on the educational outcomes of the U.S. population and describing the 
contexts for these outcomes and for the gaps in outcomes that exist among seg-
ments of the population.
The third challenge was selecting from the thousands of research studies that 
ETS staff have produced over more than half a century. An unfiltered search of ETS 
ReSEARCHER,1 a database of publications by ETS staff members, produced nearly 
9,000 publications. And while even this database is incomplete, its size is indicative 
of the scope of the organization’s work in psychometrics, statistics, psychology, and 
education.
Over the past 40 years, the majority of ETS’s education policy research was con-
ducted under three organizational structures that operated at different times within 
the Research and Development division or its predecessors. EPRI was established at 
ETS in the early 1970s. Its work was expanded in the Education Policy Research 
division that existed during the 1980s and 1990s. In 1987, the ETS Board of Trustees 
established the Policy Information Center to inform the national debate on impor-
tant education policy issues. Hundreds, if not thousands, of projects were conducted 
and reports produced within these organizational units. The Policy Information 
Center alone has produced more than 150 policy reports and other publications. 
These units and their work were heavily supported by internal funds, made possible 
by the organization’s nonprofit status and mission. The organization’s financial 
1 The ETS ReSEARCHER database (http://1340.sydneyplus.com/Authors/ETS_Authors/portal.
aspx) is available to anyone interested in additional contributions made by the organization to 
education policy research and to research in measurement, psychology, statistics, and other areas.
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commitment to education policy research has been, and continues to be, 
substantial.
Given this voluminous output, the authors applied the definition of education 
policy research and the areas described above to assemble what should be  considered 
only a sample. That is, the work described here is reflective of this large body of 
work, but necessarily incomplete.
Many of ETS’s other activities that are education-policy related and contribute to 
the field of education are not within the scope of this chapter. Some of this important 
work serves clearinghouse and collaboration functions. An important example 
includes the networking activities of the Policy Evaluation and Research Center, 
which collaborates with organizations such as the Children’s Defense Fund and the 
National Urban League and its affiliates to convene a variety of stakeholders around 
issues related to the achievement gap. These conferences have focused on the par-
ticular challenges facing women and girls, the special circumstances of young Black 
males, issues related to the community college system, and the importance of family 
factors in students’ success in school.
ETS has also had many long-standing relationships with important organizations 
such as Historically Black Colleges and Universities, the ASPIRA Association, and 
the Hispanic Association of Colleges and Universities. ETS researchers, in collabo-
ration with the American Association of Community Colleges, examined a number 
of challenges faced by community colleges in effectively managing both their aca-
demic and vocational functions in the context of rapidly changing economic and 
demographic patterns and the rapid expansion of nondegreed, credentialing, and 
certification programs (Carnevale and Descrochers 2001). A second example is the 
Commission on Pathways through Graduate School and into Careers, led by the 
Council of Graduate Schools and ETS, which resulted in two important reports that 
identified the major enrollment, retention, and financial issues facing graduate edu-
cation in the United States (Wendler et al. 2010, 2012).
ETS’s policy research has had influence at several levels. It has played important 
roles in the development of government and institutional policy, in debates about 
how U.S. students are achieving and the context around student learning, in school 
and classroom practice, in assessing the status of the nation’s human capital, in the 
shape of internal ETS programs and services, and in the lives of individuals that 
have been the focus of ETS’s work.
In the next section, the first of three major areas, education policy and gover-
nance, is reviewed.
12.1  Education Policy and Governance
Over the years, ETS research in this area has covered school finance and gover-
nance, teacher policy, and monitoring education policy developments. Each of these 
areas will be briefly illustrated.
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12.1.1  School Finance and Governance
In 1965, University of Chicago sociologist James Coleman led a team that produced 
the Coleman report, which shed light on unequal schooling conditions and educa-
tional opportunities in the United States (Coleman et al. 1966; see also Barone and 
Beaton, Chap. 8, this volume). At the same time, scholars began to examine how 
states’ funding of elementary and secondary education contributed to these inequi-
ties and to raise questions about the constitutionality of these funding systems. ETS 
researchers played a major role in the subsequent school finance reform movement 
of the 1970s and 1980s. ETS undertook groundbreaking research on the design and 
effects of federal, state, and local finance systems—research that laid the foundation 
for challenges to the constitutionality of state school finance formulas, for the design 
of alternative funding formulas, and for the development of tools to assist policy 
makers and the public in its quest to create more equitable funding structures.
Joel Berke, the first director of EPRI, provided the statistical analyses relied 
upon by both majority and minority justices in the landmark U.S. Supreme Court 
decision in Rodriquez vs. San Antonio. When a closely divided Court ruled that 
school funding inequities did not violate the Equal Protection Clause of the 14th 
Amendment of the U.S. Constitution, school finance reformers turned to the educa-
tion clauses of state constitutions and state courts for relief. Berke and his col-
leagues worked with attorneys, education groups, and commissions in several states 
to analyze the allocation of state and local education funds under existing formulas, 
to assess options for change, and to examine the effects of court-ordered reform 
systems. For example, a series of reports titled Money and Education, issued 
between 1978 and 1981, examined the implementation of New Jersey’s Public 
School Education Act of 1975, which used a new formula designed to address the 
wealth-based disparities in education funding declared unconstitutional by the New 
Jersey Supreme Court (Goertz 1978, 1979, 1981). These reports, along with a fol-
low- up study in the late 1980s, found that although the state increased its education 
funding, the law fell far short of equalizing expenditures between poor and wealthy 
communities. These analyses, along with expert testimony by ETS researcher 
Margaret Goertz, contributed to the New Jersey Supreme Court’s 1990 decision in 
Abbott v. Burke to declare the law unconstitutional as applied to the state’s poor 
urban school districts.
ETS staff also worked with policy makers to design new funding formulas in 
response to court-ordered change. For example, they assisted the New York City 
Board of Education and the United Federation of Teachers in designing formula 
adjustments that would address the special financial and educational needs of large 
urban school systems. The research culminated in Politicians, Judges, and City 
Schools (Berke et al. 1984), a book written to provide New York policy makers with 
reform options, as well as a better understanding of the political, economic, and 
social context for reform and of the trade-offs involved in developing a more equi-
table school finance system.
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In addition to policy makers, ETS research has targeted the public. With support 
from the National Institute of Education and in collaboration with the American 
Federation of Teachers, ETS researchers sought to demystify the subject of school 
finance as a way of encouraging informed participation by educators and the general 
public in school finance debates. While describing school funding formulas in 
detail, Plain Talk About School Finance (Goertz and Moskowitz 1978) also showed 
that different school finance equalization formulas were mathematically equivalent. 
Therefore, the authors argued, the selection of a specific formula was secondary to 
value-laden political decisions about student and taxpayer equity goals for the sys-
tem, as well as to how to define various components of the formulas (e.g., wealth, 
taxpayer effort, and student need) and establish the relationships among the compo-
nents. Building on their analysis of the mathematical properties of school finance 
formulas, ETS researchers developed the School Finance Equalization Management 
System (SFEMS), the first generalizable computer software package for financial 
data analysis and school finance formula simulations (Educational Testing Service 
1978a, b). With technical assistance and training from ETS staff, SFEMS was used 
by nearly a dozen state education agencies and urban school districts to build their 
capacity to analyze the equity of their state funding systems and to simulate and 
evaluate the results of different funding approaches.
The wave of legal and legislative struggles over school funding continued 
throughout the 1980s, and by 1985 more than 35 states had enacted new or revised 
education aid programs. ETS researchers took stock of this activity in light of the 
education reform movement that was taking shape in the early 1990s, calling for 
national standards and school restructuring. The State of Inequality (Barton et al. 
1991) provided plain talk about school finance litigation and reform, as well as 
describing how differences in resources available to schools are related to dispari-
ties in educational programs and outcomes. The report detailed the disparity in edu-
cation funding nationally and within states, reviewed data reported by teachers on 
the connection between instructional resources and student learning, and reviewed 
a new wave of court rulings on school funding.
School finance research such as that described above focused on disparities in 
the allocation of resources within states. ETS researchers, however, were among the 
first to explore disparities within school districts, a current focus of school funding 
debates and policy. In the early 1970s, ETS researcher Joan Baratz examined the 
implementation of the Hobson v. Hansen decision in Washington, DC, which called 
for the equalization of per-pupil expenditures for all teachers’ salaries and benefits 
within the district. This remedy was designed to address disparities in spending and 
staffing between schools enrolling many Black and low-income students versus 
those enrolling many White and affluent students. Baratz (1975) found a significant 
reduction in the disparity in allocation of all professional staff among the schools as 
a result of funding equalization. Changes in resources generally involved exchang-
ing highly paid classroom teachers for lower paid teachers, adding teachers in low- 
spending schools with high pupil/teacher ratios, and redistributing special subject 
teachers.
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A decade later, ETS researchers conducted a congressionally mandated study of 
school districts’ allocation of Title I resources (Goertz 1988). Because most prior 
research had focused on the distribution of federal funds to local school districts and 
the selection of schools and students for Title I services, federal policy makers were 
concerned about the wide range in per-pupil Title I expenditures across school dis-
tricts and its impact on the delivery of services to students. The ETS study found 
that variation in program intensity reflected a series of district decisions about how 
to best meet the needs of students. These decisions concerned program design (e.g., 
staffing mixes, case loads, settings), type of program (e.g., prekindergarten, kinder-
garten, bilingual/English as a second language, basic skills replacement), availabil-
ity and use of state compensatory education funds, and the extent to which allocation 
decisions reflected differences in student need across Title I schools.
As it is today, the proper organization of responsibility among federal, state, and 
local governments was a central issue in policy debates in the 1980s about how best 
to design programs for students with special educational needs. In July, 1981 a team 
led by ETS researchers began a congressionally mandated study of how federal and 
state governments interacted as they implemented major federal education programs 
and civil rights mandates. The study described how states responded to and were 
affected by federal education programs. Based on analyses of the laws, on case stud-
ies conducted in eight states, and interviews with more than 300 individuals at state 
and local levels, study results portrayed a robust, diverse, and interdependent federal/
state governance system. Among the findings was the identification of three broad 
factors that appeared to explain states’ differential treatment of federal programs—
federal program signals, state political traditions and climate, and the management 
and programmatic priorities of state education agencies (Moore et al. 1983).
The topic of school finance was revisited in 2008 when ETS cosponsored a con-
ference, “School Finance and the Achievement Gap: Funding Programs That Work,” 
that explored the relationship between school finance and academic achievement, 
highlighted programs that successfully close gaps, and examined the costs and ben-
efits of those programs. While much of the discussion was sobering, evidence sup-
porting the cost effectiveness of prekindergarten programs as well as achievement 
gains made by students in a large urban school district offered evidence that achieve-
ment gaps can be narrowed—if the political will, and the money, can be found 
(Yaffe 2008).
12.1.2  Teacher Policy
While concern about the quality of the nation’s teaching force can be traced back to 
the early twentieth century, during the past 30  years there has been a growing 
amount of evidence and recognition that teacher quality is a key factor in student 
achievement. From publication of A Nation at Risk in 1983 (National Commission 
on Excellence in Education [NCEE] 1983), to the National Education Summit in 
1989, to the formation of the National Commission on Teaching and America’s 
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Future in 1994, and the No Child Left Behind (NCLB) Act in 2001, teacher quality 
has remained squarely at the top of national and state education agendas. ETS pol-
icy research has responded to the central issues raised about teacher education and 
teacher quality at various junctures over this period.
12.1.2.1  Research on the Teacher Education Pipeline
Among the areas of education policy that drew significant attention from state pol-
icy makers in response to the perceived decline in the quality of the U.S. education 
system was a focus on improving the preparedness of individuals entering the teach-
ing profession. In the early 1980s, these policies focused on screening program 
applicants with tests and minimum grade point averages, prescribing training and 
instruction for those aspiring to become teachers, and controlling access into the 
profession by requiring aspiring teachers to pass a licensing test or by evaluating a 
beginning teacher’s classroom performance. While the level of state activity in this 
area was clear, little was known about the substance or impact of these policies. The 
Impact of State Policy on Entrance Into the Teaching Profession (Goertz et al. 1984) 
identified and described the policies used by states to regulate entrance into the 
teaching profession and collected information on the impact of these policies.
The study developed and described a pipeline model that identified the various 
points at which state policies can control the entry of individuals into the teaching 
profession and illustrated the relationships among these points. Next, the study col-
lected information from all 50 states to identify the points of policy intervention and 
types of policies in effect in each state. In-depth case studies were also conducted in 
four states to provide details about the political environment and rationale behind 
the policies, the extent of coordination across policies, and the impact of the policies 
on teacher supply and equity. While the necessity of screens in the teacher supply 
pipeline was apparent, the study found that the approaches used by most states were 
inadequate to address the issues of equity, coordination, and accountability. For 
example, the study found that screening people out of teaching, rather than develop-
ing the talents of those who want to become teachers, is likely to reduce the socio-
economic and racial/ethnic diversity of the nation’s teaching force at the very time 
that schools were becoming more diverse in the composition of their students. The 
study made recommendations to improve the quality of teachers coming into the 
profession while recognizing the importance of maintaining a sufficient supply of 
teachers to staff the nation’s increasingly diverse classrooms.
Another movement that took hold during the 1980s in response to criticism 
directed at traditional teacher education programs was alternate routes to teaching. 
While these alternate routes took a variety of forms, The Holmes Group (a consor-
tium of education deans from 28 prominent research universities) along with the 
American Association of Colleges for Teacher Education endorsed the idea of a 
5-year teacher education program leading to a master’s degree. The idea was that in 
addition to courses in pedagogy, teachers should have at least the equivalent of an 
undergraduate degree in the subject they intend to teach. Like the problem, this 
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remedy was not entirely new. In an attempt to understand the likely impact of such 
an approach, ETS researchers set out to learn about the decades-old master of arts 
in teaching (MAT) programs, sponsored by the Ford Foundation in response to con-
cerns about the quality of American education generated by the launching of 
Sputnik. These MAT programs sought to attract bright liberal arts graduates, pre-
pare them for teaching by giving them graduate work in both their discipline and in 
pedagogy and by providing them with internships in participating school districts.
After searching the Ford Foundation’s archives, the researchers put together pro-
files of the programs and surveyed nearly 1000 MAT program graduates from 1968 
to 1969 to see what attracted them to the programs and to teaching, what were their 
careers paths, and what were their impressions of their preparation. Remarkably, 
81% of the MAT program graduates responded to the survey. Among the results: 
Eighty-three percent entered teaching and one third who entered teaching were still 
teaching at the time of the survey. Among those who left teaching, the average time 
teaching was 5 years. Many of the former teachers pursued education careers out-
side of the classroom. The study, A Look at the MAT Model of Teacher Education 
and Its Graduates: Lessons for Today, concluded that the MAT model was a viable 
alternative to increase the supply and quality of the nation’s teachers, although more 
modern programs should be designed to recognize the changing composition of the 
nation’s school population (Coley and Thorpe 1985).
A related focus of ETS research during this period was on finding ways to 
increase the supply of minority teachers. Declining numbers of minority teachers 
can be attributed to the limited number of minority students entering and complet-
ing college, declining interest in education careers, and the policy screens identified 
in the study described earlier, including the teacher testing movement. Characteristics 
of Minority NTE Test-Takers (Coley and Goertz 1991) sought to inform interven-
tions to increase minority representation in teaching by identifying the characteris-
tics of minority students who met state certification requirements. The study was the 
first to collect information on candidates’ demographic, socioeconomic, and educa-
tional background; education experience in college and graduate school; experi-
ences in teacher education programs; career plans and teaching aspirations; and 
reasons for taking the certification test. The data analyses focused on determining 
whether successful and unsuccessful National Teachers Examination (NTE) candi-
dates differed significantly on these background and educational characteristics. 
Four implications drawn were noteworthy. First, many of the minority candidates 
were the first generation in their families to attend college, and institutions must 
develop support programs geared to the academic and financial needs of these stu-
dents. Second, in general, many low socioeconomic status (SES) students who suc-
ceeded in college passed the test. Colleges can and do make a difference for 
disadvantaged students. Third, recruiting and training policies should reflect the 
large number of minority students who take various routes into and out of teaching. 
Last, because only half of successful minority candidates planned to make teaching 
their career, changes to the structure of the teaching profession should be consid-
ered, and the professional environment of teaching should be improved to help 
retain these students.
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A recent study by ETS researchers found that minorities remain underrepre-
sented in the teaching profession and pool of prospective teachers (Nettles et al. 
2011). The authors analyzed the performance of minority test takers who took 
ETS’s PRAXIS® teacher-certification examinations for the first time between 2005 
and 2009 and the relationship of performance with test takers’ demographic, socio-
economic, and educational backgrounds, including undergraduate major and under-
graduate grade point average (UGPA). They also interviewed students and faculty 
of teacher education programs at several minority-serving colleges and universities 
to identify challenges to, and initiatives for, preparing students to pass PRAXIS. 
The report revealed large score gaps between African American and White teacher 
candidates on selected PRAXIS I® and PRAXIS II® tests, gaps as large as those com-
monly observed on the SAT and GRE® tests. Selectivity of undergraduate institu-
tion, SES, UGPA, and being an education versus a noneducation major were 
consistently associated with PRAXIS I scores of African American candidates, par-
ticularly in mathematics. Recommendations included focusing on strengthening 
candidates’ academic preparation for and achievement in college and providing stu-
dents with the other skills and knowledge needed to pass PRAXIS.
ETS research has also informed the debate about how to improve teacher educa-
tion by examining systems of teacher education and certification outside the United 
States. Preparing Teachers Around the World (Wang et al. 2003) compared teacher 
education in the United States with the systems in high-performing countries, sys-
tematically examining the kinds of policies and control mechanisms used to shape 
the quality of the teaching forces in countries that scored as well or better than the 
United States in international math and science assessments. The researchers sur-
veyed the teaching policies of Australia, England, Hong Kong, Japan, Korea, the 
Netherlands, and Singapore. While no one way was identified that the best perform-
ing countries used to manage the teacher pipeline, by and large, they were able to 
control the quality of individuals who enter teacher education programs through 
more rigorous entry requirements and higher standards than exist in the United 
States. One of the most striking findings was that students in these countries are 
more likely to have teachers who have training in the subject matter they teach. And 
while much has been made in the United States about deregulating teacher educa-
tion as a way to improve teacher quality, every high-performing country in the study 
employed significant regulatory controls on teaching, almost all more rigorous than 
what is found in the United States.
12.1.2.2  Research on the Academic Quality of the Teaching Force
ETS researchers have tracked the quality of the nation’s teaching force in several 
studies. How Teachers Compare: The Prose, Document, and Quantitative Literacy 
of America’s Teachers (Bruschi and Coley 1999) took advantage of the occupational 
data collected in the National Adult Literacy Survey (NALS) to provide a rare look 
at how the skill levels of teachers compare with other adults and with adults in other 
occupations. The results of this analysis were quite positive. America’s teachers, on 
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average, scored relatively highly on all three literacy scales and performed as well 
as other college-educated adults. In addition, the study found that teachers were a 
labor-market bargain, comparing favorably with other professionals in their literacy 
skills, yet earning less, dispelling some negative stereotypes that were gaining 
ground at the time.
In related work to determine whether the explosion of reform initiatives to 
increase teacher quality during the 1990s and early 2000s was accompanied by 
changes in the academic quality of prospective teachers, ETS research compared 
two cohorts of teachers (1994–1997 and 2002–2005) on licensure experiences and 
academic quality. Teacher Quality in a Changing Policy Landscape: Improvements 
in the Teacher Pool (Gitomer 2007) documented improvements in the academic 
characteristics of prospective teachers during the decade and cited reasons for those 
improvements. These reasons included greater accountability for teacher education 
programs, Highly Qualified Teacher provisions under the NCLB Act, increased 
requirements for entrance into teacher education programs, and higher teacher edu-
cation program accreditation standards.
12.1.2.3  Research on Teaching and Student Learning
ETS policy research has also focused on trying to better understand the connection 
between teaching and classroom learning. ETS researchers have used the large- 
scale survey data available from the National Assessment of Educational Progress 
(NAEP) to provide insight into classroom practice and student achievement. How 
Teaching Matters: Bringing the Classroom Back Into Discussions About Teacher 
Quality (Wenglinsky 2000) attempted to identify which teacher classroom practices 
in eighth-grade mathematics and science were related to students’ test scores. The 
research concluded that teachers should be encouraged to target higher-order think-
ing skills, conduct hands-on learning activities, and monitor student progress regu-
larly. The report recommended that rich and sustained professional development 
that is supportive of these practices should be widely available.
ETS researchers conducted a similar analysis of NAEP data to identify teachers’ 
instructional practices that were related to higher science scores and then examined 
the extent to which minority and disadvantaged students had access to these types 
of instruction. In addition to providing a rich description of the eighth-grade science 
classroom and its teachers, Exploring What Works in Science Instruction: A Look at 
the Eighth-Grade Science Classroom (Braun et al. 2009) found that two apparently 
effective practices—teachers doing science demonstrations and students discussing 
science in the news—were less likely to be used with minority students and might 
be useful in raising minority students’ level of science achievement.
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12.1.2.4  Research on Understanding Teacher Quality
Along with the recognition of the importance of teacher quality to student achieve-
ment have come a number of efforts to establish a quantitative basis for teacher 
evaluation. These efforts are typically referred to as value-added models (VAMs) 
and use student test scores to compare teachers. To inform the policy debate, ETS 
published a report on the topic. Using Student Progress to Evaluate Teachers: A 
Primer on Value-Added Models (Braun 2005) offered advice for policy makers 
seeking to understand both the potential and the technical limitations that are inher-
ent in such models.
Also related to teacher evaluation, ETS partnered with several organizations as 
part of the National Comprehensive Center for Teacher Quality (NCCTQ) to pro-
duce reports aimed at improving the quality of teaching, especially in high-poverty, 
low-performing, and hard-to-staff schools. One effort by ETS researchers lays out 
an organizational framework for using evaluation results to target professional 
development opportunities for teachers, based on the belief that teacher account-
ability data can also be used to help teachers improve their practice (Goe et  al. 
2012). To help states and school districts construct high-quality teacher evaluation 
systems for employment and advancement, Goe and colleagues collaborated with 
NCCTQ partners to produce a practical guide for education policy makers on key 
areas to be addressed in developing and implementing new systems of teacher eval-
uation (Goe et al. 2011).
Work on teacher quality continues as ETS researchers grapple with policy mak-
ers’ desire to hold teachers accountable for how much students learn. Studies that 
examine a range of potential measures of teaching quality, including classroom 
observation protocols, new measures of content knowledge for teaching, and mea-
sures based on student achievement, are ongoing. The studies investigate a wide 
range of approaches to measuring teaching quality, especially about which aspects 
of teaching and the context of teaching contribute to student learning and success.
12.1.3  Monitoring Education Policy Developments
Much of the Policy Information Center’s work has focused on reporting on educa-
tion policy developments and on analyzing the educational achievement and attain-
ment of the U.S. population, as well as identifying and describing a range of factors 
that influence those outcomes. In monitoring and describing the changing education 
policy landscapes that evolved over the decades, the Center sought to anchor data on 
achievement and attainment to relevant educational reform movements. A sample of 
that work is provided next.
The decade of the 1980s that began with the publication of A Nation at Risk 
(NCEE 1983) witnessed extensive policy changes and initiatives led by governors 
and state legislatures, often with strong backing from business. The Education 
Reform Decade (Barton and Coley 1990) tracked changes at the state level between 
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1980 and 1990 in high school graduation requirements, student testing programs, 
and accountability systems, as well as sweeping changes in standards for teachers. 
Changes at the local level included stricter academic and conduct standards, more 
homework and longer school days, and higher pay for teachers. By the decade’s 
end, 42 states had raised high school graduation requirements, 47 states had estab-
lished statewide testing programs, and 39 states required passing a test to enter 
teacher education or begin teaching (Coley and Goertz 1990).
Against this backdrop often referred to as the excellence movement, the report 
provided a variety of data that could be used to judge whether progress was made. 
These data included changes in student achievement levels, several indicators of 
student effort, and success in retaining students in school. Data were also provided 
regarding progress toward increasing equality and decreasing gaps between minor-
ity and majority populations and between males and females. Some progress in 
closing the gaps in achievement, particularly between White and Black students, as 
well as modest progress in other areas, prompted this November 15, 1990, headline 
in USA Today: “Reforms Put Education on Right Track” (Kelly 1990). Then-ETS 
President Gregory R. Anrig noted at the press conference releasing the report, “The 
hallmark of the decade was a move toward greater equality rather than a move 
toward greater excellence” (Henry 1990, p. 1).
One of the more tangible outcomes of the education-reform decade was the near 
universal consensus that the high school curriculum should be strengthened. The 
National Commission on Excellence in Education recommended that all high school 
students should complete a core curriculum of 4 years of English; 3 years each of 
social studies, science, and mathematics; 2 years of a foreign language; and one- 
half year of computer science. Progress toward attaining this new standard was 
tracked by two ETS reports. What Americans Study (Goertz 1989) and What 
Americans Study Revisited (Coley 1994) reported steady progress in student course- 
taking between 1982 and 1990. While only 2% of high school students completed 
the core curriculum in 1982, the percentage rose to 19 in 1990. In addition, 40% of 
1990 high school graduates completed the English, social studies, science, and 
mathematics requirements, up from 13% in 1982. The 1994 report also found that 
the level of mathematics course-taking increased in advanced sequences and 
decreased in remedial ones.
Along with changes in what students study, the explosion of state testing pro-
grams that occurred in the 1970s carried over and expanded in the 1980s with the 
excellence movement. Perhaps the most notable change was the growth of elemen-
tary and secondary school testing across the states. As the 1990s began, there were 
increasing calls to broaden educational assessment to include performance assess-
ment, portfolios of students’ work, and constructed-response for which students had 
to come up with an answer rather than fill in a bubble. By the 1992–1993 school 
year, only Iowa, Nebraska, New Hampshire, and Wyoming did not have a state test-
ing program.
Testing in America’s Schools (Barton and Coley 1994) documented the testing 
and assessment changes that were occurring across the country. The report used 
information from NAEP, a study from what was then the U.S. General Accounting 
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Office, and a survey of state testing directors conducted by the Council of Chief 
State School Officers to provide a profile of state testing programs in the early 
1990s, as well as a view of classroom testing. The report noted that while the 
multiple- choice exam was still America’s test of choice, the use of alternative meth-
ods was slowly growing, with many states using open-ended questions, individual 
performance assessments, and portfolios or learning records.
As the 1990s drew to a close, President Clinton and Vice President Al Gore 
called for connecting all of America’s schools to the information superhighway, 
federal legislation was directing millions of dollars to school technology planning, 
and a National Education Summit of governors and business leaders pledged to help 
schools integrate technology into their teaching. Amid this activity and interest 
Computers and Classrooms: The Status of Technology In U.S.  Schools (Coley 
et al. 1997) was published to meet a need for information on how technology is 
allocated among different groups of students, how computers are being used in 
schools, how teachers are being trained in its use, and what research shows about 
the effectiveness of technology. The report made headlines in The Washington Post, 
USA Today, The Philadelphia Inquirer, and Education Week for uncovering differ-
ences in computer use by race and gender. Among other findings were that poor and 
minority students had less access than other students to computers, multimedia 
technology, and the Internet.
While publications such as Education Week now take the lead in describing the 
policy landscape, there are occasions when ETS research fills a particular niche. 
Most recently, for example, information on pre-K assessment policies was collected 
and analyzed in State Pre-K Assessment Policies: Issues and Status (Ackerman and 
Coley 2012). In addition to information on each state’s assessments, the report 
focused on reminding policy makers about the special issues that are involved in 
assessing young children and on sound assessment practices that respond to these 
challenges. In this area, ETS contributes by keeping track of important develop-
ments while at the same time providing leadership in disseminating tenets of proper 
test use.
12.2  Access to Educational Opportunities 
Along the Education Pipeline
ETS’s mission has included broadening access to educational opportunities by 
groups other than the White middle-class population that had traditionally—and 
often disproportionately—enjoyed the benefits of those opportunities. Increasing 
access to graduate education, particularly for underrepresented groups, requires 
improving educational opportunities from early childhood through high school and 
college. Over the years, ETS researchers have studied differential access to quality 
education at all points along the educational pipeline. For example, ETS research on 
early childhood education has included seminal evaluations of the impact on 
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traditionally underserved groups of such educational television programs as Sesame 
Street and The Electric Company (Ball and Bogatz 1970; Ball et  al. 1974), and 
improving the quality of early childhood assessments (Ackerman and Coley 2012; 
Jones 2003). Other researchers have focused on minority students’ access to math-
ematics and science in middle schools (see, for example, Clewell et al. 1992), and 
individual and school factors related to success in high school (see, for example, 
Ekstrom et  al. 1988). ETS research on the access of underrepresented groups to 
higher education has also included evaluations of promising interventions, such as 
the Goldman Sachs Foundation’s Developing High Potential Youth Program (Millett 
and Nettles 2009). These and other studies are too numerous to summarize in this 
chapter. Rather, we focus on contributions of ETS research in several areas of long-
standing interest to the organization—gender differences, access to advanced place-
ment courses in high school, and access to graduate education.
12.2.1  The Gender Gap
Much has been written about the gender gap. ETS has traditionally tracked the tra-
jectories of scores on its own tests, and multiple reports have been dedicated to the 
topic. A 1989 issue of ETS Policy Notes examined male-female differences in NAEP 
results and in SAT and PSAT/NMSQT ® scores (Coley 1989). An entire volume by 
Warren W. Willingham and Nancy Cole was devoted to the topic in the context of 
test fairness (Willingham and Cole 1997). And a 2001 report deconstructed male-
female differences within racial/ethnic groups along with course-taking data, 
attempting to understand gender differences in educational achievement and oppor-
tunity across racial/ethnic groups (Coley 2001). The consensus from much of this 
work has been that the causes of the male-female achievement gap are many, varied, 
and complex.
In 1997, then-president of ETS Cole authored a report titled The ETS Gender 
Study: How Males and Females Perform in Educational Settings (Cole 1997). The 
report was based on 4 years of work by multiple researchers using data from more 
than 1500 data sets, many of them large and nationally representative. The collec-
tive studies used 400 different measures that cut across grades, academic subjects, 
and years and involved literally millions of students.
Although the study yielded many important and interesting findings, Cole chose 
to focus on several that were contrary to common expectations. Among them were 
the following:
• For many subjects, the differences between males and females are quite small, 
but there are some real differences in some subjects.
• The differences occur in both directions. In some areas, females outperform 
males, and in others the opposite is true.
R.J. Coley et al.
377
• Dividing subjects by component skills produces a different picture of gender dif-
ferences than those found for academic disciplines more generally.
• Gender differences increase over years in school. Among fourth-grade students, 
there are only minor differences in test performance on a range of school sub-
jects. The differences grow as students progress in school and at different rates 
for different subjects.
• Gender differences are not easily explained by single variables such as course- 
taking or types of test. They are also reflected in differences in interests and out- 
of- school activities.
Cole concluded that “…while we can learn significant things from studying 
group behavior, these data remind us to look at each student as a unique individual 
and not stereotype anyone because of gender or other characteristics” (Cole 1997, 
p. 26).
Over the years, ETS researchers have sought to determine what factors contrib-
ute to the underrepresentation of women in the fields of science, technology, engi-
neering, and mathematics (STEM), going back to elementary and secondary 
education. Marlaine E. Lockheed, for example, conducted studies of sex equity in 
classroom interactions (Lockheed 1984) and early research on girls’ participation in 
mathematics and science and access to technology (Lockheed 1985; Lockheed et al. 
1985). Building on this and related work, Clewell et al. (1992) identified what they 
determined were major barriers to participation by women and minorities in science 
and engineering: (a) negative attitudes toward mathematics and science; (b) lower 
performance levels than White males in mathematics and science courses, and on 
standardized tests; (c) limited exposure to extracurricular math- and science-related 
activities, along with failure to a participate in advanced math and science courses 
in high school; and (d) lack of information about or interest in math or science 
careers. Making a case for developing interventions aimed at the critical middle 
school years, they offered descriptions and case studies of ten intervention pro-
grams, then relatively recent phenomena, that the authors considered successful, 
along with a series of recommendations derived from the programs.
12.2.2  Access to Advanced Placement®
Providing high school students access to advanced coursework has long been con-
sidered an important means of preparing students for future success. This prepara-
tion is particularly important for minority students, who score, on average, lower 
than nonminority students. ETS researchers studied the characteristics of minority 
students with high SAT scores and found that these students tended to excel in 
advanced coursework in high school, including advanced placement courses 
(Bridgeman and Wendler 2005).
The College Board’s Advanced Placement Program® (AP®) is a collaborative 
effort between secondary and postsecondary institutions that provides students 
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 opportunities to take freshman-level college courses while still in high school. The 
need for such opportunities is particularly acute for students from low-income fami-
lies and students from racial/ethnic minorities. ETS researchers used a novel 
approach to examine data on AP program activity by merging AP-participation data 
from the College Board with a national database containing information on all U.S. 
high schools. By matching students with their high schools, the researchers were 
able to view AP program participation and performance in the context of high 
school characteristics, including such factors as school size, locale, and socioeco-
nomic status. The unique view provided by Access to Success: Patterns of Advanced 
Placement Participation in U.S.  High Schools (Handwerk et  al 2008) was 
illuminating.
The report showed that while most students attended a high school at which the 
AP program was available, few students actually took an AP exam even after taking 
an AP course, and only a fraction of those who did take a test scored high enough to 
qualify for college credit or placement. In addition, patterns of participation for low- 
income and underrepresented minority students, and for students attending small, 
rural high schools, were particularly diminished.
The study concluded by identifying changes that could improve access to AP 
courses by schools and school districts. For more students to reap the benefits of AP 
program participation, the authors suggested that public schools make greater 
efforts to broaden their programs and to create a culture of academic rigor within 
their schools. The analyses demonstrated that students from underrepresented 
groups in particular were more likely to participate in the AP program in schools 
that offered more rigorous programs.
12.2.3  Access to and Participation in Graduate Education
In 1982, the then-called Minority Graduate Education Committee of the GRE Board 
took measures to address what it labeled “the severe underrepresentation of minor-
ity students in graduate education” (Baratz-Snowden et al. 1987, p. 3). In doing so, 
the Committee specified four critical stages in the graduate education process that a 
research agenda should address: preadmission, admission, enrollment, and reten-
tion/completion. The request resulted in a detailed research agenda and funded stud-
ies to address gaps in knowledge about the graduate education pipeline. Researchers 
were aided by a database, developed specifically for the purpose of studying talent 
flow, which contained responses from the GRE General Test background question-
naire for individuals taking the test between 1982 and 1993. This information 
included test takers’ undergraduate majors, intended areas of graduate study, par-
ents’ education, undergraduate courses taken and grade-point averages, and whether 
test takers changed majors. Using this database, ETS researchers investigated the 
flow of minority students through the education pipeline from high school through 
graduate school (Brown 1987; Grandy 1995), the effects of financial aid on minority 
graduate school enrollment (Ekstrom et al. 1991; Nettles 1987; Wilder and Baydar 
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1990), and minority student persistence and attainment in graduate education 
(Clewell 1987; Nettles 1990; Thomas et al. 1992; Zwick 1991).
A comprehensive report issued in April 1994 summarized what had been learned 
about minority students in the upper portion of the education pipeline, such as their 
rates of completing high school, college, and graduate education; research findings 
that helped to explain the data; and suggestions for future research (Brown et al. 
1994). This report concluded that the pipeline for Black and Hispanic students lead-
ing to completion of graduate and/or professional degrees grows narrower the 
higher the level. For example, while high school and college completion rates rose 
for African-American students, participation in undergraduate and graduate educa-
tion differed markedly among minority groups, including in the types of institutions 
they attended and the fields of study they pursued. While the number of minority 
graduate students also grew, they remained a small proportion of total graduate 
enrollments, and even fewer minority students persisted to receive doctoral degrees. 
Minority graduate students were also heavily concentrated in the field of education 
and underrepresented in STEM fields.
Brown et  al.’s (1994) synthesis also identified several factors that potentially 
explained the underrepresentation of minority students. These factors included a 
lack of minority recruitment programs at the graduate school level, a mismatch in 
academic interests between minority students and faculty, lack of financial aid, and 
unsupportive institutional climate. The level of undergraduate debt did not appear to 
affect enrollment in graduate school. The type of financial aid a graduate student 
received, however, did appear to affect both time to degree and integration into the 
academic life of a department. Minority students were more likely to receive grants 
and fellowships than hold the teaching and research assistantships that would give 
them access to mentoring and apprenticeship opportunities.
A qualitative study of minority students who did persist through doctoral study 
found that persisters came from low socioeconomic backgrounds, had been high 
achievers in high school, had supportive major advisers, were pursuing doctoral 
degrees to fulfill a desire for knowledge, and completed their doctoral study in spite 
of wanting to leave their programs to avoid experiencing failure (Clewell 1987). 
Institutional factors that supported persistence included institution-wide services 
for minority students beyond the level of the individual department, early identifica-
tion of minority applicants, support services focused on these students’ needs, and 
monitoring the effectiveness of such efforts.
Finally, ETS researchers conducted one of the largest surveys of American grad-
uate students, collecting data from more than 9000 students in 21 of the nation’s 
major doctorate-granting institutions and representing 11 fields of study. This 
decade-long project resulted in the publication of Three Magic Letters: Getting to 
Ph.D. (Nettles and Millett 2006). The authors’ findings shed light on multiple fac-
tors that are critical to the progression of the doctoral degree, particularly adequate 
institutional funding and availability of engaged and accessible faculty mentors.
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12.3  Reporting and Understanding Educational Outcomes
Enhancing educational opportunities for all individuals, particularly minority and 
educationally disadvantaged populations, requires an understanding of the educa-
tional achievement and attainment levels of the nation’s population. Helping the 
public and policy makers to get a comprehensive view of the nation’s educational 
achievement and attainment outcomes and how they differ across population groups 
has been a major focus of ETS’s policy research, at both the elementary and the 
secondary education level and for the adult population. This section describes some 
of that work.
12.3.1  Elementary and Secondary Education
The achievement gap has deep roots in American society, and the nation’s efforts to 
address it have a long history. Expectations for addressing the gap increased with the 
Brown v. Board of Education desegregation decision in 1954 and with the passage of 
the Elementary and Secondary Education Act of 1965 (ESEA), which focused on the 
inequality of school resources and sought to target more aid to disadvantaged chil-
dren. The Civil Rights Act of 1964 sparked optimism for progress in education and 
in society at large. Reauthorizations of ESEA, such as the NCLB Act, required that 
achievement data from state assessments be disaggregated by population group to 
expose any uneven results, for which schools were to be held accountable.
In closing the achievement gap, there have been a few periods of progress. The 
ETS report, The Black-White Achievement Gap: When Progress Stopped (Barton 
and Coley 2010), documented the period starting from the 1970s until the late 1980s 
when the gap in NAEP reading and mathematics scores narrowed significantly and 
sought to understand what factors may have coincided with that narrowing. The 
report noted the irony that the very children born in the mid-1960s, when the land-
mark legislation was created, were the ones for whom progress slowed or stopped. 
While some of the progress is credited to changes in the education and income 
levels of minority families relative to White families, the reasons for most of the gap 
closure remain largely unexplained. The authors identified a number of factors that 
may have contributed to stalled progress, including the decline of minority com-
munities and neighborhoods and stalled intergenerational mobility out of seriously 
disadvantaged neighborhoods. In dedicating the report to the late Senator Daniel 
Patrick Moynihan, the authors acknowledged his prescient warning on the deterio-
rating condition of low-income Black families nearly a half century ago.
Two other ETS reports helped increase understanding of how home, school, and 
environmental factors affected student achievement and contributed to the achieve-
ment gaps that exist across our population. When Parsing the Achievement Gap: 
Baselines for Tracking Progress (Barton 2003) and Parsing the Achievement Gap II 
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(Barton and Coley 2009) were released, they received considerable media attention 
and stimulated much debate about what actions to take.
The first report identified 14 life conditions and experiences that research had 
established as correlates of educational achievement and then gathered and exam-
ined data to determine whether these 14 factors differed across racial/ethnic or 
socioeconomic groups. For example, if research documents that low birth weight 
adversely affects a child’s cognitive development, is there a greater incidence of this 
condition in minority or lower income populations? The 14 correlates comprised 
school-related factors, such as teacher experience, school safety, and curriculum 
rigor, as well as factors experienced before and outside of school, such as the num-
ber of parents in the home, television watching, and hunger and nutrition. The 
results were unambiguous—in all 14 correlates, there were gaps between minority 
and majority student populations. And for the 12 correlates where data were avail-
able, 11 also showed differences between low-income and higher income families.
The second report (Barton and Coley 2009) updated the first synthesis to see 
whether the gaps identified in the correlates narrowed, widened, or remained 
unchanged. In brief, the update concluded that while a few of the gaps in the cor-
relates narrowed and a few widened, overall, the gaps identified in the first report 
remain unchanged. Both reports took care to emphasize that the correlates include 
school experiences as well as out-of-school experiences and cautioned that any 
effort to close the achievement gap would have to focus on both areas.
As the first decade of the 2000s was drawing to a close, ETS researchers made 
another effort to help policy makers, educators, and parents better understand that 
raising student achievement involves much more than improving what goes on in 
classrooms. Enhancing that understanding was critical given that a presidential 
election was on the horizon and that a debate in Congress was ongoing about the 
reauthorization of the NCLB Act. In The Family: America’s Smallest School (Barton 
and Coley 2007), ETS researchers made the case that the family and home are 
where children begin learning long before they start school and where they spend 
much of their time after they enter school. The report took stock of the family’s criti-
cal role as a child’s first school, examining many facets of the home environment 
and experiences that foster children’s cognitive and academic development. These 
facets included the number of parents in the home, family finances, early literacy 
activities, the availability of high-quality childcare, and parents’ involvement with 
school.
12.3.2  The Literacy of the Nation’s Adults
The education and skills of a nation’s adult population represent the human capital 
that will allow it to compete in a changing labor market, both domestically and inter-
nationally (see Kirsch et al., Chap. 9, this volume). ETS’s work in large-scale adult 
literacy assessments began in 1984 and continues today. One of these surveys, the 
NALS, provided a breakthrough in assessing the literacy of U.S. adults (Kirsch et al. 
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1990). While earlier studies tried to count the number of people unable to read or 
write in the nation, NALS profiled the literacy of adults based on their performance 
across a wide variety of tasks that reflects the types of materials and demands encoun-
tered in daily life, such as reading a bus schedule, filling out a job application, or 
balancing a checkbook. The definition of literacy used in NALS enabled researchers 
to profile the entire population in their use of printed and written information to func-
tion in society, to achieve one’s goals, and to develop one’s knowledge and potential. 
NALS rated adults’ prose, document, and quantitative literacy in terms of five levels. 
In prose literacy, for example, someone scoring at Level 1 can read a short text to 
locate a single piece of information, while someone at Level 5 is able to make high-
level inferences or use specialized background knowledge.
The NALS results indicated that nearly 40 million Americans were estimated to 
perform at Level 1 on all three scales, able only to perform simple routine tasks 
involving uncomplicated texts and documents. Another 50 million were estimated 
to be at Level 2, able to locate information in text, to make low-level inferences 
using printed materials, or to perform single-operation mathematics. Low literacy 
proficiency was not spread out uniformly among the population, however. 
Background information on demographics, education, labor market experiences, 
income, and activities such as voting, television watching, and reading habits that 
NALS collected from respondents enabled ETS researchers to connect individual 
characteristics with literacy skills.
The skills gaps revealed by NALS occurred at a time in our history when the 
rewards for literacy skills were growing, both in the United States and across the 
world. Pathways to Labor Market Success: The Literacy Proficiency of U.S. Adults 
(Sum et  al. 2004) reviewed the literacy skills of the employed population in the 
United States and other countries and explored the links between the occupations, 
wages, and earnings of workers and their skills. Analyses revealed that low profi-
ciency scores were associated with lower rates of labor-force participation and large 
gaps in earnings. Moreover, workers with higher skill levels were also more likely 
to participate in education and training, contributing to the gap between the haves 
and have-nots.
Literacy skills are not only connected with economic returns, but with other out-
comes as well. Data show that these skills are associated with the likelihood of 
participating in lifelong learning, keeping abreast of social and political events, vot-
ing in national and local elections, and other important outcomes. Literacy and 
Health in America (Rudd et al. 2004) found that literacy was one of the major path-
ways linking education and health and that literacy skills may be a contributing 
factor to the disparities that have been observed in the quality of health care that 
individuals receive.
Results from NALS and from international literacy surveys conducted by ETS 
also provided a comparative perspective on the U.S. population. Despite its high 
ranking in the global economy, results from The Twin Challenges of Mediocrity and 
Inequality: Literacy in the U.S. From an International Perspective (Sum et al. 2002) 
found that the United States is average when the literacy skills of its adults are com-
pared to those of adults in 20 other high-income countries, but is leads in the mag-
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nitude of the difference between those at the top and bottom of the skill distribution. 
These findings are supported by the results of school-age surveys such as NAEP, 
Trends in International Mathematics and Science Study (TIMSS), and Programme 
for International Student Assessment (PISA). It appears that other countries, recog-
nizing the important role that human capital plays in social and economic develop-
ment, have invested in the skills of their populations and have begun to catch up to 
the United States. All of this information was brought together with the release of 
America’s Perfect Storm: Three Forces Changing America’s Future (Kirsch et al. 
2007).
America’s Perfect Storm described three forces that are coming together to 
potentially create significant consequences: inadequate skill levels among large seg-
ments of the population, the continuing evolution of the economy and the changing 
nature of U.S. jobs, and a seismic shift in the demographic profile of the nation. As 
part of their analyses, given current skill levels and future demographic patterns, the 
authors estimated that the distribution of prose, document, and quantitative literacy 
in 2030 will shift in such a way that over the next 25 years or so the better educated 
individuals leaving the workforce will be replaced by those who, on average, have 
lower levels of education and skills. This downward proficiency shift will occur at a 
time when nearly half of the projected job growth will be concentrated in occupa-
tions requiring higher levels of education and skills. The authors argued that if our 
society’s overall skill levels are not improved and if the existing gaps in achieve-
ment and attainment are not narrowed, these conditions will jeopardize American 
competitiveness and could ultimately threaten our democratic institutions.
12.4  Conclusion
ETS’s nonprofit mission has supported a program of education policy research that 
has spanned nearly four decades. From studies that documented the promise of 
television as an educational tool, to analyses of state school finance systems that 
resulted in more equitable distribution of money for schools, to expanding the pub-
lic’s and policy makers’ understanding of the achievement gap among America’s 
students, ETS research has contributed a wealth of information on educational 
opportunity and educational outcomes to inform the policy debate in the United 
States. Of paramount importance has been a focus on enhancing educational oppor-
tunity for all individuals, especially for minority and disadvantaged groups.
The breadth and scope of this work have posed challenges to adequately sum-
marizing it within a single chapter. The approach chosen by the authors was to 
produce a sampler organized around three broad themes selected to illustrate impor-
tant areas of ETS’s work. As such, this chapter is necessarily incomplete. At best, 
and in line with the authors’ modest intentions, the chapter gives a flavor for the 
breadth and depth of the work undertaken since the establishment of a policy 
research unit at ETS in the early 1970s.
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As the organization continues to contribute to the education policy debate, it is 
the hope and expectation of the authors that the work will continue to be of high 
quality, and relevant to the decision making needs of the public it serves.
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Chapter 13
Research on Cognitive, Personality, and Social 
Psychology: I
Lawrence J. Stricker
Several months before ETS’s founding in 1947, Henry Chauncey, its first president, 
described his vision of the research agenda:
Research must be focused on objectives not on methods (they come at a later stage). 
Objectives would seem to be (1) advancement of test theory & statistical techniques (2) 
refinement of description & measurement of intellectual & personal qualities (3) develop-
ment of tests for specific purposes (a) selection (b) guidance (c) measurement of achieve-
ment. (Chauncey 1947, p. 39)
By the early 1950s, research at ETS on intellectual and personal qualities was 
already proceeding. Cognitive factors were being investigated by John French (e.g., 
French 1951b), personality measurement by French, too (e.g., French 1952), inter-
ests by Donald Melville and Norman Frederiksen (e.g., Melville and Frederiksen 
1952), social intelligence by Philip Nogee (e.g., Nogee 1950), and leadership by 
Henry Ricciuti (e.g., Ricciuti 1951). And a major study, by Frederiksen and William 
Schrader (1951), had been completed that examined the adjustment to college by 
some 10,000 veterans and nonveterans.
Over the years, ETS research on those qualities has evolved and broadened, 
addressing many of the core issues in cognitive, personality, and social psychology. 
The emphasis has continually shifted, and attention to different lines of inquiry has 
waxed and waned, reflecting changes in the Zeitgeist in psychology, the composi-
tion of the Research staff and its interests, and the availability of support, both 
external and from ETS. A prime illustration of these changes is the focus of research 
at ETS and in the field of psychology on level of aspiration in the 1950s, exempli-
fied by the ETS studies of Douglas Schultz and Henry Ricciuti (e.g., Schultz and 
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Ricciuti 1954), and on emotional intelligence 60 years later, represented by ETS 
investigations by Richard Roberts and his colleagues (e.g., Roberts et al. 2006).
What has been studied is so varied and so substantial that it defies easy encapsula-
tion. Rather than attempt an encyclopedic account, a handful of topics that were the 
subjects of extensive and significant ETS research, very often in the forefront of 
psychology, will be discussed. In this chapter, the topics in cognitive psychology are 
the structure of abilities; in personality psychology, response styles, and social and 
emotional intelligence; and in social psychology, prosocial behavior and stereotype 
threat. Motivation is also covered. The companion chapter (Kogan, Chap. 14, this 
volume) discusses other topics in cognitive psychology (creativity), personality psy-
chology (cognitive styles, kinesthetic after effects), and social psychology (risk 
taking).
13.1  The Structure of Abilities
Factor analysis has been the method of choice for mapping the ability domain 
almost from the very beginning of ability testing at the turn of the twentieth century. 
Early work, such as Spearman’s (1904), focused on a single, general factor (“g”). 
But subsequent developments in factor analytic methods in the 1930s, mainly by 
Thurstone (1935), made possible the identification of multiple factors. This research 
was closely followed by Thurstone’s (1938) landmark discovery of seven primary 
mental abilities. By the late 1940s, factor analyses of ability tests had proliferated, 
each analysis identifying several factors. However, it was unclear what factors were 
common across these studies and what were the best measures of the factors.
To bring some order to this field, ETS scientist John French (1951b) reviewed all 
the factor analyses of ability and achievement that had been conducted through the 
1940s. He identified 59 different factors from 69 studies and listed tests that mea-
sured these factors. (About a quarter of the factors were found in a single study, and 
the same fraction did not involve abilities.)
This seminal work underscored the existence of a large number of factors, the 
importance of replicable factors, and the difficulty of assessing this replicability in 
the absence of common measures in different studies. It eventuated in a major ETS 
project led by French—with the long-term collaboration of Ruth Ekstrom and with 
the guidance and assistance of leading factor analysts and assessment experts across 
the country—that lasted almost two decades. Its objectives were both (a) substan-
tive—to identify well-established ability factors and (b) methodological—to identify 
tests that define these factors and hence could be included in new studies as markers 
to aid in interpreting the factors that emerge. The project evolved over three stages.
At the first conference in 1951, organized by French, chaired by Thurstone, and 
attended by other factor analysts and assessment experts, French (1951a) reported 
that (a) 28 factors appeared to be reasonably well established, having been found in 
at least three different analyses; and (b) 29 factors were tentatively established, 
appearing with “reasonable clarity” (p. 8) in one or two analyses. (Several factors in 
each set were not defined by ability measures.) Committees were formed to verify 
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the factors and identify the tests that defined them. Sixteen factors and three corre-
sponding marker tests per factor were ultimately identified (French 1953, 1954). 
The 1954 Kit of Selected Tests for Reference Aptitude and Achievement Factors 
contained the tests selected to define the factors, including some commercially pub-
lished tests (French 1954).
At a subsequent conference in 1958, plans were formulated to evaluate 46 replicable 
factors (including those already in the 1954 Kit) that were candidates for inclusion in a 
revised Kit and, as far as possible, develop new tests in place of the published tests to 
obviate the need for special permission for their use and to make possible a uniform 
format for all tests in the Kit (French 1958). Again, committees evaluated the factors 
and identified marker tests. The resulting 1963 Kit of Reference Tests for Cognitive 
Factors (French et al. 1963) had 24 factors, along with marker tests. Most of the tests 
were created for the 1963 Kit, but a handful were commercially published tests.
At the last conference, in 1971, plans were made for ETS staff to appraise existing 
factors and newly observed ones and to develop ETS tests for all factors (Harman 
1975). The recent literature was reviewed and studies of 12 new factors were conducted 
to check on their viability (Ekstrom et al. 1979). The Kit of Factor-Referenced Cognitive 
Table 13.1 Factors and 




General reasoning Necessary arithmetic operations
Induction Letter sets
Logical reasoning Nonsense syllogisms





Spatial orientation Card rotations
Visualization Paper folding
Spatial scanning Maze tracing
Perceptual speed Number comparison
Flexibility of closure Hidden figures
Speed of closure Gestalt completion
Verbal closure Scrambled words
Memory span Auditory number span
Associative memory First and last names
Visual memory Map memory
Figural Fluency Ornamentation
Expressional Fluency Arranging words
Word Fluency Word beginnings
Associational Fluency Opposites
Ideational Fluency Thing categories
Flexibility of use Different uses
Figural flexibility Toothpicks
Note: Adapted from Essentials of Psychological Testing (5th 
ed.), by L. J. Cronbach, (1990), New York: Harper & Row
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Tests, 1976 (Ekstrom et al. 1976) had 23 factors and 72 corresponding tests. The factors 
and sample marker tests appear in Table 13.1, as roughly grouped by Cronbach (1990).
Research and theory about ability factors has continued to advance in psychol-
ogy since the work on the Kit ended in the 1970s, most notably Carroll’s (1993) 
identification of 69 factors from a massive reanalysis of extant, factor-analytic stud-
ies through the mid-1980s, culminating in his three-stratum theory of cognitive 
abilities. Nonetheless, the Kit project has had a lasting impact on the field. The vari-
ous Kits were, and are, widely used in research at ETS and elsewhere. The studies 
include not only factor analyses of large sets of tests that use a number from the Kit 
to define factors (e.g., Burton and Fogarty 2003), in keeping with its original pur-
pose, but also many small-scale experiments and correlational investigations that 
simply use a few Kit tests to measure specific variables (e.g., Hegarty et al. 2000). 
It is noteworthy that versions of the Kit have been cited 2308 times through 2016, 
according to the Social Science Citation Index.
13.2  Response Styles
Response styles are
… expressive consistencies in the behavior of respondents which are relatively enduring 
over time, with some degree of generality beyond a particular test performance to responses 
both in other tests and in non-test behavior, and usually reflected in assessment situations 
by consistencies in response to item characteristics other than specific content. (Jackson 
and Messick 1962a, p. 134)
Although a variety of response styles has been identified on tests, personality 
inventories, and other self-report measures, the best known and most extensively 
investigated are acquiescence and social desirability. Both have a long history in 
psychological assessment but were popularized in the 1950s by Cronbach’s (1946, 
1950) reviews of acquiescence and Edwards’s (1957) research on social desirability. 
As originally defined, acquiescence is the tendency for an individual to respond Yes, 
True, etc. to test items, regardless of their content; social desirability is the tendency 
to give a socially desirable response to items on self-report measures, in particular.
ETS scientist Samuel Messick and his longtime collaborator at Pennsylvania 
State University and the University of Western Ontario, Douglas Jackson, in a semi-
nal article in 1958 redirected this line of work by reconceptualizing response sets as 
response styles to emphasize that they represent consistent individual differences 
not limited to reactions to a particular test or other measure. Jackson and Messick 
underscored the impact of response styles on personality and self-report measures 
generally, throwing into doubt conventional interpretations of the measures based 
on their purported content:
In the light of accumulating evidence it seems likely that the major common factors in 
personality inventories of the true-false or agree-disagree type, such as the MMPI and the 
California Personality Inventory, are interpretable primarily in terms of style rather than 
specific item content. (original italics; Jackson and Messick 1958, p. 247)
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Messick, usually in collaboration with Jackson, carried out a program of research 
on response styles from the 1950s to the 1970s. The early work documented acqui-
escence on the California F scale, a measure of authoritarianism. But the bulk of the 
research focused on acquiescence and social desirability on the MMPI.  In major 
studies (Jackson and Messick 1961, 1962b), the standard clinical and validity scales 
(separately scored for the true-keyed and false-keyed items) were factor analyzed in 
samples of college students, hospitalized mental patients, and prisoners. Two fac-
tors, identified as acquiescence and social desirability, and accounting for 72–76% 
of the common variance, were found in each analysis. The acquiescence factor was 
defined by an acquiescence measure and marked by positive loadings for the true- 
keyed scales and negative loadings for the false-keyed scales. The social desirability 
factor’s loadings were closely related to the judged desirability of the scales.
A review by Fred Damarin and Messick (Damarin and Messick 1965; Messick 
1967, 1991) of factor analytic studies by Cattell and his coworkers (e.g., Cattell 
et al. 1954; Cattell and Gruen 1955; Cattell and Scheier 1959) of response style 
measures and performance tests of personality that do not rely on self-reports, sug-
gested two kinds of acquiescence: (a) uncritical agreement, a tendency to agree; and 
(b) impulsive acceptance, a tendency to accept many characteristics as descriptive 
of the self. In a subsequent factor analysis of true-keyed and false-keyed halves of 
original and reversed MMPI scales (items revised to reverse their meaning), two 
such acquiescence factors were found (Messick 1967).
The Damarin and Messick review (Damarin and Messick 1965; Messick 1991) 
also suggested that there are two kinds of socially desirable responding: (a) a par-
tially deliberate bias in self-report and (b) a nondeliberate or autistic bias in self- 
regard. This two-factor theory of desirable responding was supported in later factor 
analytic research (Paulhus 1984).
The findings from this body of work led to the famous response style controversy 
(Wiggins 1973). The main critics were Rorer and Goldberg (1965a, b) and Block 
(1965). Rorer and Goldberg contended that acquiescence had a negligible influence 
on the MMPI, based largely on analyses of correlations between original and 
reversed versions of the scales. Block questioned the involvement of both acquies-
cence and social desirability response styles on the MMPI, based on his factor anal-
yses of MMPI scales that had been balanced in their true-false keying to minimize 
acquiescence and his analyses of the correlations between a measure of the putative 
social desirability factor and the Edwards Social Desirability scale. These critics 
were rebutted by Messick (1967, 1991) and Jackson (1967). In recent years this 
controversy has reignited, focusing on whether response styles affect the criterion 
validity of personality measures (e.g., McGrath et al. 2010; Ones et al. 1996).
This work has had lasting legacies for both practice and research. Assessment 
specialists commonly recommend that self-report measures be balanced in keying 
(Hofstee et  al. 1998; McCrae et  al. 2001; Paulhus and Vazire 2007; Saucier and 
Goldberg 2002), and most recent personality inventories (Jackson Personality 
Inventory, NEO Personality Inventory, Personality Research Form) follow this prac-
tice. It is also widely recognized that social desirability response style is a potential 
threat to the validity of self-report measures and needs to be evaluated (American 
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Educational Research Association et al. 1999). Research on this response style con-
tinues, evolved from its conceptualization by Damarin and Messick (Damarin and 
Messick 1965; Messick 1991) and led by Paulhus (e.g., Paulhus 2002).
13.3  Prosocial Behavior
Active research on positive forms of social behavior began in psychology in the 
1960s, galvanized at least in part by concerns about public apathy and indifference 
triggered by the famous Kitty Genovese murder (a New York City woman killed 
reportedly while 38 people watched from their apartments, making no efforts to 
intervene;1 Latané and Darley 1970; Manning et al. 2007). This prosocial behavior, 
a term that ETS scientist David Rosenhan (Rosenhan and White 1967) and James 
Bryan (Bryan and Test 1967), an ETS visiting scholar and faculty member at 
Northwestern University, introduced into the social psychological literature to 
describe all manner of positive behavior (Wispé 1972), has many definitions. 
Perhaps the most useful is Rosenhan’s (1972):
…while the bounds of prosocial behavior are not rigidly delineated, they include these 
behaviors where the emphasis is …upon “concern for others.” They include those acts of 
helpfulness, charitability, self-sacrifice, and courage where the possibility of reward from 
the recipient is presumed to be minimal or non-existent and where, on the face of it, the 
prosocial behavior is engaged in for its own end and for no apparent other. (p. 153)
Rosenhan and Bryan, working independently, were at the forefront of research 
on this topic in a short-lived but intensive program of research at ETS in the 1960s. 
The general thrust was the application of social learning theory to situations involv-
ing helping and donating, in line with the prevailing Zeitgeist. The research methods 
ran the gamut from surveys to field and laboratory experiments. And the participants 
included the general public, adults, college students, and children.
Rosenhan (1969, 1970) began by studying civil rights activists and financial sup-
porters. They were extensively interviewed about their involvement in the civil 
rights movement, personal history, and ideology. The central finding was that fully 
committed activists had close affective ties with parents who were also fully com-
mitted to altruistic causes.
Rosenhan and White (1967) subsequently put this result to the test in the labora-
tory. Children who observed a model donate to charity and then donated in the 
model’s presence were more likely to donate when they were alone, suggesting that 
both observation and rehearsal are needed to internalize norms for altruism. 
However, these effects occurred whether or not the children had positive or negative 
interactions with the model.
In a follow-up study, White (1972) found that children’s observations of the 
model per se did not affect their subsequent donations; the donations were influ-




enced by whether the children contributed in the model’s presence. Hence, rehearsal, 
not observation, was needed to internalize altruistic norms. White also found that 
these effects persisted over time.
Bryan also carried out a mix of field studies and laboratory experiments. Bryan 
and Michael Davenport (Bryan and Davenport 1968), using data on contributions to 
The New  York Times 100 Neediest Cases, evaluated how the reasons for being 
dependent on help were related to donations. Cases with psychological disturbances 
and moral transgressions received fewer donations, presumably because these char-
acteristics reduce interpersonal attractiveness, specifically, likability; and cases with 
physical illnesses received more contributions.
Bryan and Test (1967) conducted several ingenious field experiments on the 
effects of modeling on donations and helping. Three experiments involved dona-
tions to Salvation Army street solicitors. More contributions were made after a 
model donated, and whether or not the solicitor acknowledged the donation (poten-
tially reinforcing it). Furthermore, more White people contributed to White than 
Black solicitors when no modeling was involved, suggesting that interpersonal 
attraction—the donors’ liking for the solicitors—is important. In the helping experi-
ment, more motorists stopped to assist a woman with a disabled car after observing 
another woman with a disabled car being assisted.
Bryan and his coworkers also carried out several laboratory experiments about 
the effects of modeling on helping by college students and donations by children. In 
the helping study, by Test and Bryan (1969), the presence of a helping model (help-
ing with arithmetic problems) increased subsequent helping when the student was 
alone, but whether the recipient of the helping was disabled and whether the partici-
pant had been offered help (setting the stage for reciprocal helping by the partici-
pant) did not affect helping.
In Bryan’s first study of donations (Midlarsky and Bryan 1967), positive rela-
tionships with the donating model and the model’s expression of pleasure when the 
child donated increased children’s donations when they were alone. In a second 
study, by Bryan and Walbek (1970, Study 1), the presence of the donating model 
affected donations, but the model’s exhortations to be generous or to be selfish in 
making donations did not.
Prosocial behavior has evolved since its beginnings in the 1960s into a major 
area of theoretical and empirical inquiry in social and developmental psychology, 
and sociology (e.g., see the review by Penner et al. 2005). The work has broadened 
over the years to include such issues as its biological and genetic causes, its devel-
opment over the life span, and its dispositional determinants (demographic vari-
ables, motives, and personality traits). The focus has also shifted from the laboratory 
experiments on mundane tasks to investigations in real life that concern important 
social issues and problems (Krebs and Miller 1985), echoing Rosenhan’s (1969, 
1970) civil rights study at the very start of this line of research in psychology some 
50 years ago.
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13.4  Social and Emotional Intelligence
Social intelligence and its offshoot, emotional intelligence, have a long history in 
psychology, going back at least to Thorndike’s famous Harper’s Monthly Magazine 
article (Thorndike 1920) that described social intelligence as “the ability to under-
stand and manage men and women, boys and girls—to act wisely in human rela-
tions” (p. 228). The focus of this continuing interest has varied over the years from 
accuracy in judging personality in the 1950s (see the review by Cline 1964); to skill 
in decoding nonverbal communication (see the review by Rosenthal et al. 1979) and 
understanding and coping with the behavior of others (Hendricks et  al. 1969; 
O’Sullivan and Guilford 1975) in the 1970s; to understanding and dealing with 
emotions from the 1990s to the present. This latest phase, beginning with a seminal 
article by Salovey and Mayer (1990) on emotional intelligence and galvanized by 
Goleman’s (1995) popularized book, Emotional Intelligence: Why It Can Matter 
More Than IQ, has engendered enormous interest in the psychological community 
and in the public.
ETS research on this general topic started in 1950 but until recently was scattered 
and modest, limited to scoring and validating situational judgment tests of social 
intelligence. These efforts included studies by Norman Cliff (1962), Philip Nogee 
(1950), and Lawrence Stricker and Donald Rock (1990). Substantial work on emo-
tional intelligence at ETS by Roberts and his colleagues began more recently. They 
have conducted several studies on the construct validity of maximum-performance 
measures of emotional intelligence. Key findings are that the measures define sev-
eral factors and relate moderately with cognitive ability tests, minimally with per-
sonality measures, and moderately with college grades (MacCann et al. 2010, 2011; 
MacCann and Roberts 2008; Roberts et al. 2006).
In a series of critiques, reviews, and syntheses of the extant research literature, 
Roberts and his colleagues have attempted to bring order to this chaotic and bur-
geoning field marked by a plethora of conceptions, “conceptual and theoretical 
incoherence” (Schulze et al. 2007, p. 200), and numerous measures of varying qual-
ity. These publications emphasize the importance of clear conceptualizations, 
adherence to conventional standards in constructing and validating measures, and 
the need to exploit existing measurement approaches (e.g., MacCann et al. 2008; 
Orchard et al. 2009; Roberts et al. 2005, 2008, 2010; Schulze et al. 2007).
More specifically, the papers make these major points:
 1. In contrast to diffuse conceptions of emotional intelligence (e.g., Goleman 
1995), it is reasonable to conceive of this phenomenon as consisting of four 
kinds of cognitive ability, in line with the view that emotional intelligence is a 
component of intelligence. This is the Mayer and Salovey (1997) four-branch 
model that posits these abilities: perceiving emotions, using emotions, under-
standing emotions, and managing emotions.
 2. Given the ability conception of emotional intelligence, it follows that appropriate 
measures assess maximum performance, just like other ability tests. Self-report 
measures of emotional intelligence that appraise typical performance are inap-
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propriate, though they are very widely used. It is illogical to expect that people 
lacking in emotional intelligence would be able to accurately report their level of 
emotional intelligence. And, empirically, these self-report measures have prob-
lematic patterns of relations with personality measures and ability tests: substan-
tial with the former but minimal with the latter. In contrast, maximum performance 
measures have the expected pattern of correlations: minimal with personality 
measures and substantial with ability tests.
 3. Maximum performance measures of emotional intelligence have unusual scor-
ing and formats, unlike ability tests, that limit their validity. Scoring may be 
based on expert judgments or consensus judgments derived from test takers’ 
responses. But the first may be flawed, and the second may disadvantage test 
takers with extremely high levels of emotional intelligence (their responses, 
though appropriate, diverge from those of most test takers). Standards-based 
scoring employed by ability tests obviates these problems. Unusual response 
formats include ratings (e.g., presence of emotion, effectiveness of actions) 
rather than multiple choice, as well as instructions to predict how the test taker 
would behave in some hypothetical situation rather than to identify what is the 
most effective behavior in the situation.
 4. Only one maximum performance measure is widely used, the Mayer-Salovey- 
Caruso Emotional Intelligence Test (Mayer et al. 2002). Overreliance on a single 
measure to define this phenomenon is “a suboptimal state of affairs” (Orchard 
et al. 2009, p. 327). Other maximum performance methods, free of the measure-
ment problems discussed, can also be used. They include implicit association 
tests to detect subtle biases (e.g., Greenwald et al. 1998), measures of ability to 
detect emotions in facial expressions (e.g., Ekman and Friesen 1978), inspection 
time tests to assess how quickly different emotions can be distinguished (e.g., 
Austin 2005), situational judgment tests (e.g., Chapin 1942), and affective fore-
casting of one’s emotional state at a future point (e.g., Hsee and Hastie 2006).
It is too early to judge the impact of these recent efforts to redirect the field. 
Emotional intelligence continues to be a very active area of research in the psycho-
logical community (e.g., Mayer et al. 2008).
13.5  Stereotype Threat
Stereotype threat is a concern about fulfilling a negative stereotype regarding the 
ability of one’s group when placed in a situation where this ability is being evalu-
ated, such as when taking a cognitive test. These negative stereotypes exist about 
minorities, women, the working class, and the elderly. This concern has the poten-
tial for adversely affecting performance on the ability assessment (see Steele 1997). 
This phenomenon has clear implications for the validity of ability and achievement 
tests, whether used operationally or in research.
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Stereotype threat research began with the seminal experiments by Steele and 
Aronson (1995). In one of the experiments (Study 2), for instance, they reported that 
the performance of Black research participants on a verbal ability test was lower 
when it was described as diagnostic of intellectual ability (priming stereotype 
threat) than when it was described as a laboratory task for solving verbal problems; 
in contrast, White participants’ scores were unaffected.
Shortly after the Steele and Aronson (1995) work was reported, Walter McDonald, 
then director of the Advanced Placement Program® (AP®) examinations at ETS, 
commissioned Stricker to investigate the effects of stereotype threat on the AP exam-
inations, arguing that ETS would be guilty of “educational malpractice” if the tests 
were being affected and ETS ignored it. This assignment eventuated in a program of 
research by ETS staff on the effects of stereotype threat and on the related question 
of possible changes that could be made in tests and test administration procedures.
The initial study with the AP Calculus examination and a follow-up study 
(Stricker and Ward 2004), with the Computerized Placement Tests (CPTs, now 
called the ACCUPLACER® test), a battery of basic skills tests covering reading, 
writing, and mathematics, were stimulated by a Steele and Aronson (1995, Study 4) 
finding. These investigators observed that the performance of Black research par-
ticipants on a verbal ability test was depressed when asked about their ethnicity 
(making their ethnicity salient) prior to working on the test, while the performance 
of White participants was unchanged. The AP examinations and the CPTs, in com-
mon with other standardized tests, routinely ask examinees about their ethnicity and 
gender immediately before they take the tests, mirroring the Steele and Aronson 
experiment. The AP and CPTs studies, field experiments with actual test takers, 
altered the standard test administration procedures for some students by asking the 
demographic questions after the test and contrasted their performance with that of 
comparable students who were asked these questions at the outset of the standard 
test administration. The questions had little or no effect on the test performance of 
Black test takers or the others—Whites, Asians, women, and men—in either experi-
ment. These findings were not without controversy (Danaher and Crandall 2008; 
Stricker and Ward 2008). The debate centered on whether the AP results implied 
that a substantial number of young women taking the test were adversely affected 
by stereotype threat.
Several subsequent investigations also looked at stereotype threat in field studies 
with actual test takers, all the studies motivated by the results of other laboratory 
experiments by academic researchers. Alyssa Walters et  al. (2004) examined 
whether a match in gender or ethnicity between test takers and test-center proctors 
enhanced performance on the GRE® General Test. This study stemmed from the 
Marx and Roman (2002) finding that women performed better on a test of quantita-
tive ability when the experimenter was a woman (a competent role model) while the 
experimenter’s gender did not affect men’s performance. Walters et al. reported that 
neither kind of match between test takers and their proctors was related to the test 
takers’ scores for women, men, Blacks, Hispanics, or Whites.
Michael Walker and Brent Bridgeman (2008) investigated whether the stereo-
type threat that may affect women when they take the SAT® Mathematics section 
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spills over to the Critical Reading section, though a reading test should not ordinar-
ily be prone to stereotype threat for women (there are no negative stereotypes about 
their ability to read). The impetus for this study was the report by Beilock et al. 
(2007, Study 5) that the performance of women on a verbal task was lower when it 
followed a mathematics task explicitly primed to increase stereotype threat than 
when it followed the same task without such priming. Walker and Bridgeman com-
pared the performance on a subsequent Critical Reading section for those who took 
the Mathematics section first with those who took the Critical Reading or Writing 
section first. Neither women’s nor men’s Critical Reading mean scores were lower 
when this section followed the Mathematics section than when it followed the other 
sections.
Stricker (2012) investigated changes in Black test takers’ performance on the 
GRE General Test associated with Obama’s 2008 presidential campaign. This study 
was modeled after one by Marx et al. (2009). In a field study motivated by the role- 
model effect in the Marx and Roman (2002) experiment—a competent woman 
experimenter enhanced women’s test performance—Marx et  al. observed that 
Black-White mean differences on a verbal ability test were reduced to nonsignifi-
cance at two points when Obama achieved concrete successes (after his nomination 
and after his election), though the differences were appreciable at other points. 
Stricker, using archival data for the GRE General Test’s Verbal section, found that 
substantial Black-White differences persisted throughout the campaign and were 
virtually identical to the differences the year before the campaign.
The only ETS laboratory experiment thus far, by Lawrence Stricker and Isaac 
Bejar (2004), was a close replication of one by Spencer et  al. (1999, Study 1). 
Spencer et al. found that women and men did not differ in their performance on an 
easy quantitative test, but they did differ on a hard one, consistent with the theoreti-
cal notion that stereotype threat is maximal when the test is difficult, at the limit of 
the test taker’s ability. Stricker and Bejar used computer-adaptive versions of the 
GRE General Test, a standard version and one modified to produce a test that was 
easier but had comparable scores. Women’s mean Quantitative scores, as well as 
their mean Verbal scores, did not differ on the easy and standard tests, and neither 
did the mean scores of the other participants: men, Blacks, and Whites.
In short, the ETS research to date has failed to find evidence of stereotype threat 
on operational tests in high-stakes settings, in common with work done elsewhere 
(Cullen et  al. 2004, 2006). One explanation offered for this divergence from the 
results in other research studies is that motivation to perform well is heightened in a 
high-stakes setting, overriding any harmful effects of stereotype threat that might 
otherwise be found in the laboratory (Stricker and Ward 2004). The findings also 
suggest that changes in the test administration procedures or in the difficulty of the 
tests themselves are unlikely to ameliorate stereotype threat. In view of the limita-
tions of field studies, the weight of laboratory evidence that document its robustness 
and potency, and its potential consequences for test validity (Stricker 2008), stereo-
type threat is a continuing concern at ETS.
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13.6  Motivation
Motivation is at the center of psychological research, and its consequences for per-
formance on tests, in school, and in other venues has been a long-standing subject 
for ETS investigations. Most of this research has focused on three related constructs: 
level of aspiration, need for achievement, and test anxiety. Level of aspiration, 
extensively studied by psychologists in the 1940s (e.g., see reviews by Lefcourt 
1982; Powers 1986; Phares 1976), concerns the manner in which a person sets goals 
relative to that person’s ability and past experience. Need for achievement, a very 
popular area of psychological research in the 1950s and 1960s (e.g., Atkinson 1957; 
McClelland et al. 1953), posits two kinds of motives in achievement-related situa-
tions: a motive to achieve success and a motive to avoid failure. Test anxiety is a 
manifestation of the latter. Research on test anxiety that focuses on its consequences 
for test performance has been a separate and active area of inquiry in psychology 
since the 1950s (e.g., see reviews by Spielberger and Vagg 1995; Zeidner 1998).
13.6.1  Test Anxiety and Test Performance
Several ETS studies have investigated the link between test anxiety and perfor-
mance on ability and achievement tests. Two major studies by Donald Powers found 
moderate negative correlations between a test-anxiety measure and scores on the 
GRE General Test. In the first study (Powers 1986, 1988), when the independent 
contributions of the anxiety measure’s Worry and Emotionality subscales were eval-
uated, only the Worry subscale was appreciably related to the test scores, suggesting 
that worrisome thoughts rather than physiological arousal affects test performance. 
The incidence of test anxiety was also reported. For example, 35% of test takers 
reported that they were tense and 36% that thoughts of doing poorly interfered with 
concentration on the test.
In the second study (Powers 2001), a comparison of the original, paper-based test 
and a newly introduced computer-adaptive version, a test-anxiety measure corre-
lated similarly with the scores for the two versions. Furthermore, the mean level of 
test anxiety was slightly higher for the original version. These results indicate that 
the closer match between test-takers’ ability and item difficulty provided by the 
computer-adaptive version did not markedly reduce test anxiety.
An ingenious experiment by French (1962) was designed to clarify the causal 
relationship between test anxiety and test performance. He manipulated test anxiety 
by administering sections of the SAT a few days before or after students took both 
the operational test and equivalent forms of these sections, telling the students that 
the results for the before and after sections would not be reported to colleges. The 
mean scores on these sections, which should not provoke test anxiety, were similar 
to those for sections administered with the SAT, which should provoke test anxiety, 
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after adjusting for practice effects. The before and after sections and the sections 
administered with the SAT correlated similarly with high school grades. The results 
in toto suggest that test anxiety did not affect performance on the test or change 
what it measured.
Connections between test anxiety and other aspects of test-taking behavior have 
been uncovered in studies not principally concerned with test anxiety. Stricker and 
Bejar (2004), using standard and easy versions of a computer-adaptive GRE General 
Test in a laboratory experiment, found that the mean level for a test-anxiety measure 
was lower for the easy version. This effect interacted with ethnicity (but not gen-
der): White participants were affected but Black participants were not.
Lawrence Stricker and Gita Wilder (2002) reported small positive correlations 
between a test anxiety measure and the extent of preparation for the Pre-Professional 
Skills Tests (tests of academic skills used for admission to teacher education pro-
grams and for teacher licensing).
Finally, Stricker et al. (2004) observed minimal or small negative correlations 
between a test-anxiety measure and attitudes about the TOEFL® test and about 
admissions tests in general in a survey of TOEFL test takers in three countries.
13.6.2  Test Anxiety/Defensiveness and Risk Taking 
and Creativity
Several ETS studies documented the relation between test anxiety, usually in com-
bination with defensiveness, and both risk taking and creativity. Nathan Kogan and 
Michael Wallach (1967b), Kogan’s long-time collaborator at Duke University, 
investigated this relation in the context of the risky-shift phenomenon (i.e., group 
discussion enhances the risk-taking level of the group relative to the members’ ini-
tial level of risk taking; Kogan and Wallach 1967a). In their study, small groups 
were formed on the basis of participants’ scores on test-anxiety and defensiveness 
measures. Risk taking was measured by responses to hypothetical life situations. 
The risky-shift effect was greater for the pure test-anxious groups (high on test anxi-
ety, low on defensiveness) than for the pure defensiveness groups (high on defen-
siveness, low on test anxiety). This outcome was consistent with the hypothesis that 
test anxious groups, fearful of failure, diffuse responsibility to reduce the possibility 
of personal failure, and defensiveness groups, being guarded, interact insufficiently 
for the risky-shift to occur.
Henry Alker (1969) found that a composite measure of test anxiety and defen-
siveness correlated substantially with a risk-taking measure (based on performance 
on SAT Verbal items)—those with low anxiety and low defensiveness took greater 
risks. In contrast, a composite of the McClelland standard Thematic Apperception 
Test (TAT) measure of need for achievement and a test-anxiety measure correlated 
only moderately with the same risk-taking measure—those with high need for 
achievement and low anxiety took more risks. This finding suggested that the Kogan 
and Wallach (1964, 1967a) theoretical formulation of the determinants of risk tak-
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ing (based on test anxiety and defensiveness) was superior to the Atkinson-
McClelland (Atkinson 1957; McClelland et al. 1953) formulation (based on need 
for achievement and test anxiety).
Wallach and Kogan (1965) observed a sex difference in the relationships of test 
anxiety and defensiveness measures with creativity (indexed by a composite of sev-
eral measures). For boys, defensiveness was related to creativity but test anxiety was 
not—the more defensive were less creative; for girls, neither variable was related to 
creativity. For both boys and girls, the pure defensiveness subgroup (high defensive-
ness and low test anxiety) were the least creative, consistent with the idea that 
defensive people’s cognitive performance is impaired in unfamiliar or ambiguous 
contexts.
Stephen Klein et al. (1969), as part of a larger experiment, reported an unantici-
pated curvilinear, U-shaped relationship between a test-anxiety measure and two 
creativity measures: Participants in the midrange of test anxiety had the lowest cre-
ativity scores. Klein et al. speculated that the low anxious participants make many 
creative responses because they do not fear ridicule for the poor quality of their 
responses; the high anxious participants make many responses, even though the 
quality is poor, because they fear a low score on the test; and the middling anxious 
participants make few responses because their two fears cancel each other out.
13.6.3  Level of Aspiration or Need for Achievement 
and Academic Performance
Another stream of ETS research investigated the connection between level of aspi-
ration and need for achievement on the one hand, and performance in academic and 
other settings on the other. The results were mixed. Schultz and Ricciuti (1954) 
found that level of aspiration measures, based on a general ability test, a code learn-
ing task, and regular course examinations, did not correlate with college grades.
A subsequent study by John Hills (1958) used a questionnaire measure of level 
of aspiration in several areas, TAT measures of need for achievement in the same 
areas, and McClelland’s standard TAT measure of need for achievement to predict 
law- school criteria. The level of aspiration and need for achievement measures did 
not correlate with grades or social activities in law school, but one or more of the 
level of aspiration measures had small or moderately positive correlations with 
undergraduate social activities and law-school faculty ratings of professional 
promise.
A later investigation by Albert Myers (1965) reported that a questionnaire mea-





Currently, research on motivation outside of the testing arena is not an active area of 
inquiry at ETS, but work on test anxiety and test performance continues, particu-
larly when new kinds of tests and delivery systems for them are introduced. The 
investigations of the connection between test anxiety and both risk taking and cre-
ativity, and the work on test anxiety on operational tests, are significant contribu-
tions to knowledge in this field.
13.7  Conclusion
The scope of the research conducted by ETS that is covered in this chapter is 
extraordinary. The topics range across cognitive, personality, and social psychology. 
The methods include not only correlational studies, but also laboratory and field 
experiments, interviews, and surveys. And the populations studied are children, 
adults, psychiatric patients, and the general public, as well as students.
The work represents basic research in psychology, sometimes far removed from 
either education or testing, much less the development of products. Prosocial behav-
ior is a case in point.
The research on almost all of the topics discussed has had major impacts on the 
field of psychology, even the short-lived work on prosocial behavior. Although the 
effects of some of the newer work, such as that on emotional intelligence, are too 
recent to gauge, as this chapter shows, that work continues a long tradition of con-
tributions to these three fields of psychology.
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Chapter 14
Research on Cognitive, Personality, and Social 
Psychology: II
Nathan Kogan
This is the second of two chapters describing research at Educational Testing 
Service (ETS) on cognitive, personality, and social psychology since its founding in 
1947. The first chapter, Chap. 13 by Lawrence Stricker, also appears in this volume. 
Topics in these fields were selected for attention because they were the focus of 
extensive and significant ETS research. This chapter covers these topics: in cogni-
tive psychology, creativity; in personality psychology, cognitive styles and kines-
thetic aftereffect; and in social psychology, risk taking.
14.1  Creativity
Research on creativity thrived at ETS during the 1960s and 1970s. Three distinct 
strands of work can be distinguished. One of these strands was based largely on 
studies of children, with an emphasis on performance in the domain of divergent- 
thinking abilities. A second strand involved the construction of measures of scien-
tific thinking and utilized samples of young adults. A third strand featured an 
emphasis on the products of creativity, mainly using young adult samples. The three 
strands were not entirely independent of each other as some studies explored pos-
sible links between the divergent-thinking and scientific-thinking domains or 
between ratings of products and characteristics of the individuals who produced 
them.
Lawrence J. Stricker edited a final draft of this chapter that Nathan Kogan completed before his 
death.
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14.1.1  Divergent Thinking
We begin with studies in the divergent-thinking domain that employed children 
ranging across the preschool to primary-school years. The volume published by 
ETS scientist Nathan Kogan and Michael Wallach, his longtime collaborator at 
Duke University (Wallach and Kogan 1965a), set the tone for much of the research 
that followed. A major goal of that investigation was to bring clarity to the discrimi-
nant validity issue—whether divergent-thinking abilities could be statistically sepa-
rated from the convergent thinking required by traditional tests of intellectual ability. 
In a paper by Thorndike (1966), evidence for such discriminant validity in investi-
gations by Guilford and Christensen (1956) and by Getzels and Jackson (1962) was 
found to be lacking. A similar failure was reported by Wallach (1970) for the 
Torrance (1962) divergent-thinking test battery—the correlations within the 
divergent- thinking battery were of approximately the same magnitude as these 
tests’ correlations with a convergent-thinking test. Accordingly, the time was ripe 
for another effort at psychometric separation of the divergent- and convergent-
thinking domains.
Wallach and Kogan (1965a) made two fundamental changes in the research para-
digms that had been used previously. They chose to purify the divergent-thinking 
domain by employing only ideational-fluency tasks and presented these tasks as 
games, thereby departing from the mode of administration typical of convergent- 
thinking tests. The rationale for these changes can be readily spelled out. Creativity 
in the real world involves the generation of new ideas, and this is what ideational- 
fluency tests attempt to capture. Of course, the latter represents a simple analogue 
of the former, but the actual relationship between them rests on empirical evidence 
(which is mixed at the present time). The choice of a game-like atmosphere was 
intended to reduce the test anxiety from which numerous test takers suffer when 
confronted with typical convergent-thinking tests.
The major outcome of these two modifications was the demonstration of both 
convergent validity of measures of the divergent- and convergent-thinking domains 
and the discrimination between them as reflected in near-zero correlations in a sam-
ple of fifth-grade children. As evidence has accumulated since the Wallach and 
Kogan study (Wallach and Kogan 1965a), the trend is toward a low positive correla-
tion between measures of the two domains. For example, Silvia (2008), employing 
latent variable analysis, reanalyzed the Wallach and Kogan data and reported a sig-
nificant correlation of .20, consistent with the predominant outcome of the majority 
of studies directed to the issue. It may well be a pseudo-issue at this point in time, 
reflecting the selectivity of the sample employed. As the range of IQ in a sample 
declines, its correlation with divergent-thinking measures should obviously decline 
as well. Thus, one would not expect to find divergent- and convergent-thinking tests 
correlated in a sample selected for giftedness.
The ideational-fluency tests developed by Wallach and Kogan (1965a) were 
scored for fluency and uniqueness. The two were highly correlated, consistent with 
what was expected by the principal theoretical conceptualization at the time—
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Mednick’s (1962) associative theory of creativity. In that theory, the associative 
process for divergent-thinking items initially favors common associates, and only 
with continued association would unique and original associations be likely to 
emerge. Accordingly, fluency represents the path through which originality was 
achieved. Individual differences in divergent-thinking performance are explained 
by the steepness-shallowness of the associative hierarchy. Low creatives exhibit a 
steep gradient in which strong common responses, upon their exhaustion, leave 
minimal response strength for the emergence of uncommon associates. High cre-
atives, by contrast, demonstrate a shallow gradient in which response strength for 
common associates is weaker, allowing the person enough remaining power to 
begin emitting uncommon associates.
In a recent article, Silvia et al. (2008) ignored the Mednick (1962) formulation, 
criticized the scoring of divergent-thinking responses for uniqueness, concluded 
that scoring them for quality was psychometrically superior, and advocated that the 
administration of divergent-thinking tests urge test takers to be creative. A critical 
commentary on this work by Silvia and his associates appeared in the same issue of 
the journal (Kogan 2008). Particularly noteworthy is the indication that approxi-
mately 45 years after its publication, the issues raised in the Wallach and Kogan 
(1965a) volume remain in contention.
Beyond the topic of the creativity-intelligence (divergent vs. convergent think-
ing) distinction, the construct validity of divergent-thinking tests came under explo-
ration. What psychological processes (beyond Mednick’s 1962, response hierarchies) 
might account for individual differences in divergent-thinking performance? 
Pankove and Kogan (1968) suggested that tolerance for risk of error might contrib-
ute to superior divergent-thinking performance in elementary school children. A 
motor skill task (a shuffleboard game) allowed children to adjust their preferred risk 
levels by setting goal posts closer or further apart to make the task harder or easier, 
respectively. Children who challenged themselves by taking greater risks on the 
shuffleboard court (with motor skill statistically controlled) also generated higher 
scores on a divergent-thinking test, Alternate Uses.
In a provocative essay, Wallach (1971) offered the hypothesis that performance 
on divergent-thinking tests might be motivationally driven. In other words, test tak-
ers might vary in setting personal standards regarding an adequate number of 
responses. Some might stop well before their cognitive repertoire is exhausted, 
whereas others might continue to generate responses in a compulsive fashion. This 
hypothesis implies that the application of an incentive to continue for low-level 
responders should attenuate the range of fluency scores. Ward et al. (1972) tested 
this hypothesis in a sample of disadvantaged children by offering an incentive of a 
penny per response. The incentive increased the number of ideas relative to a con-
trol group but did not reduce the range of individual differences. Rather, the incen-
tive added a constant to performance so that the original ordering of the children on 
the fluency dimension remained intact. In sum, the study bolstered the case for 
cognitive processes and repertoires underlying divergent-thinking performance and 
undermined the motivational claim that it is a simple matter of when one chooses to 
stop responding.
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To designate divergent thinking as an indicator of creativity is credible only if 
divergent-thinking performance is predictive of a real-world criterion that expert 
judges would acknowledge to be relevant to creativity. This is the validity issue that 
has been examined in both its concurrent and long-term predictive forms. The con-
current validity of divergent-thinking performance has proven to be rather robust. 
Thus, third-grade and fourth-grade children’s scores on the Wallach and Kogan 
(1965a) tasks correlated significantly with the originality and aesthetic quality of 
their art products, as evaluated by qualified judges (Wallbrown and Huelsman 
1975). And college freshmen’s scores on these tasks correlated significantly with 
their extracurricular attainments in leadership, art, writing, and sciences in their 
secondary-school years, whereas their SAT® scores did not (Wallach and Wing 
1969). Efforts to predict future talented accomplishments from current divergent-
thinking performance have yielded more equivocal outcomes. Kogan and Pankove 
(1972, 1974) failed to demonstrate predictive validity of fifth-grade Wallach and 
Kogan assessments against 10th-grade and 12th-grade accomplishments in extra-
curricular activities in the fields of art, writing, and science. On the other hand, 
Plucker’s (1999) reanalysis of original data from the Torrance Tests of Creative 
Thinking (Torrance 1974) is suggestive of the predictive validity of that 
instrument.
The issue of predictive validity from childhood to adulthood continues to rever-
berate to the present day, with Kim (2011) insisting that the evidence is supportive 
for the Torrance tests while Baer (2011) notes that the adulthood creativity criterion 
employed is based exclusively on self-reports, hence rendering the claim for predic-
tive validity highly suspect. Indeed, Baer extends his argument to the point of rec-
ommending that the Torrance creativity tests be abandoned.
Can the Mednick (1962) associative model of creativity be generalized to young 
children? Ward (1969b) offered an answer to this question by administering some of 
the Wallach and Kogan (1965a) tasks to seven- and eight-year old boys. The model 
was partially confirmed in the sense that the response rate (and the number of com-
mon responses) decreased over time while uniqueness increased over time. On the 
other hand, individual differences in divergent thinking did not seem to influence 
the steepness versus shallowness of the response gradients. Ward suggested that 
cognitive repertoires are not yet fully established in young children, while motiva-
tional factors (e.g., task persistence over time) that are not part of Mednick’s theo-
retical model loom large.
Although Mednick’s (1962) associative theory of creativity can explain individ-
ual differences in divergent-thinking performance, he chose to develop a creativity 
test—the Remote Associates Test (RAT; Mednick and Mednick 1962)—with a 
convergent- thinking structure. Items consist of verbal triads for which the test taker 
is required to find a word that is associatively linked to each of the three words in 
the triad. An example is “mouse, sharp, blue”; cheese is the answer. It is presumed 
that the correct answer to each item requires an associative verbal flow, with con-
ceptual thinking of no value for problem solution. Working with children in the 
fourth-grade to sixth-grade, Ward (1975) administered the Wallach and Kogan 
(1965a) divergent-thinking tasks and alternate forms of the RAT, as well as IQ and 
achievement tests. Both forms of the RAT were substantially related to the IQ and 
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achievement measures (r’s ranging from .50 to .64). Correlations of the RAT with 
the Wallach and Kogan tasks ranged from nonsignificant to marginally significant 
(r’s ranging from .19 to .34). These results demonstrated that the associative process 
is not similar across divergent- and convergent-thinking creativity measures and 
that the latter’s strong relation to IQ and achievement indicates the RAT “represents 
an unusual approach to the measurement of general intellectual ability” (Ward 1975, 
p. 94), rather than being a creativity measure.
Among the different explanations for variation in divergent-thinking perfor-
mance, breadth of attention deployment (Wallach 1970) has been considered impor-
tant. This process has both an internal and external component, with the former 
reflecting the adaptive scanning of personal cognitive repertoires and the latter 
indicative of adaptive scanning of one’s immediate environment. A demonstration 
of the latter can be found in Ward’s (1969a) investigation of nursery school chil-
dren’s responses in cue-rich and cue-poor environments. Recognition and applica-
tion of such cues enhanced divergent-thinking performance, as the cues were 
directly relevant to the divergent-thinking items presented to the child. Some of the 
cues in the cue-rich environment were highly salient; some were more subtle; and 
for some items, no cues were offered. Children were classified as more or less cre-
ative based on their pre-experimental divergent-thinking performance. Comparison 
of high and low creative children revealed no divergent-thinking performance dif-
ference with salient cues, and significant performance superiority for high creatives 
with subtle cues. The low-creative children performed worse in the cue-rich envi-
ronment than in the cue-poor environment, suggesting that the cue-rich environment 
was distracting for them. Hence, children who performed well on divergent- thinking 
items in standard cue-poor conditions by virtue of internal scanning also took 
advantage of environmental cues for divergent-thinking items by virtue of adaptive 
external scanning.
To conclude the present section on children’s divergent thinking, consider the 
issue of strategies children employed in responding to divergent-thinking tasks 
under test-like and game-like conditions (Kogan and Morgan 1969). In a verbal 
alternate-uses task, children (fifth graders) generated higher levels of fluency and 
uniqueness in a test-like than in a game-like condition. Yet, a spontaneous-flexibility 
test (number of response categories) showed no difference between the task con-
texts. Kogan and Morgan (1969) argued that a test-like condition stimulated a 
category- exhaustion strategy. Thus, when asked to list alternative uses for a knife, 
children seized upon some pivotal activity (such as cutting) and proceeded to 
exhaust exemplars that flow from it (e.g., cutting bread, butter, fruit). A child might 
eventually think of something to cut that is unique to the sample. Such a strategy is 
obviously antithetical to enhanced spontaneous-flexibility. The test-game difference 
did not emerge for the Wallach and Kogan (1965a) figural pattern-meanings task. 
This outcome may be attributed to the inability of a category-exhaustion strategy to 
work with a figural task where almost every response is likely to be a category in its 
own right. In sum, verbal and figural divergent-thinking tasks might elicit distinc-
tive cognitive strategies in children that are moderated by the task context. Further 
discussion of the issue can be found in Kogan (1983).
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14.1.2  Scientific Thinking
In an Office of Naval Research technical report, ETS scientist Norman Frederiksen 
(1959) described the development of the Formulating Hypotheses test that asks test 
takers to assume the role of a research investigator attempting to account for a set of 
results presented in tabular or figural form. An example of the latter is a graph dem-
onstrating that “rate of death from infectious diseases has decreased markedly from 
1900, while rate of death from diseases of old age has increased.” Examples of pos-
sible explanations for the findings orient the test taker to the type of reasoning 
required by the test. Eight items were constructed, and in its initial version scoring 
simply involved a count of the number of hypotheses advanced. Subsequently, as a 
pool of item responses became available, each response could be classified as 
acceptable or not. The number of acceptable responses generated could then be 
treated as a quality score.
Publications making use of this test began with an article by Klein et al. (1969). 
In that study of a college undergraduate sample, Klein et al. explored the influence 
of feedback after each item relative to a control group with no feedback. The num-
ber of hypotheses offered with feedback increased significantly relative to the num-
ber for the control group, but no experimental-control difference was found for 
acceptable (higher quality) hypotheses. Further, no experimental-control difference 
was observed for Guilford’s (1967) Consequences test, a measure of divergent pro-
duction, indicating no transfer effects. An anxiety scale was also administered with 
the expectation that anxiety would enhance self-censorship on the items, which in 
turn would be mitigated in the feedback treatment as anxious participants become 
aware of the vast array of hypotheses available to them. No such effect was obtained. 
Klein et al. also examined the possibility that intermediate levels of anxiety would 
be associated with maximal scores on the test consistent with the U-shaped function 
of motivational arousal and performance described by Spence and Spence (1966). 
Surprisingly, this hypothesis also failed to be confirmed. In sum, this initial study by 
Klein et al. demonstrated the potential viability of the Formulating Hypotheses test 
as a measure of scientific thinking despite its failure to yield anticipated correlates.
A further advance in research on this test is displayed in a subsequent study by 
Frederiksen and Evans (1974). As in the previous investigation, this one featured an 
experimental-control contrast, but two treatments were now employed. Participants 
(college undergraduates) were exposed to either quantity or quality models. In the 
former, the feedback following each item consisted of a lengthy list of acceptable 
hypotheses (18 to 26); in the latter case, only the best hypotheses constituted the 
feedback (6 to 7 ideas). The control group did not receive any feedback. The 
Formulating Hypotheses test represented the dependent variable, and its scoring 
was expanded to include a rated quality-score and a measure of the average number 
of words per response. Highly significant effects of the treatments on performance 
were obtained. Relative to the control group, the quantity model increased the num-
ber of responses and decreased the average number of words per response; the qual-
ity model increased the rated quality of the responses and the average number of 
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words per response but decreased the average number of responses. Of the two tests 
from the Kit of Reference Tests for Cognitive Factors (French et al. 1963) adminis-
tered, Themes (ideational fluency) was significantly related to the number of 
responses and Advanced Vocabulary was significantly related to the rated quality of 
the responses. In their conclusion, Frederiksen and Evans expressed considerable 
doubt that the experimental treatments altered the participants’ ability to formulate 
hypotheses. Rather, they maintained that the quantity and quality treatments simply 
changed participants’ standards regarding a satisfactory performance.
Expansion of research on scientific thinking can be seen in the Frederiksen and 
Ward (1978) study, where measures extending beyond the Formulating Hypotheses 
test were developed. The general intent was to develop a set of measures that would 
have the potential to elicit creative scientific thinking while possessing psychomet-
ric acceptability. The authors sought to construct assessment devices in a middle 
ground between Guilford-type divergent-thinking tests (Guilford and Christensen 
1956) and the global-creativity peer nominations of professional groups, typical of 
the work of MacKinnon (1962) and his collaborators. Leaning on the Flanagan 
(1949) study of critical incidents typical of scientists at work, Frederiksen and Ward 
attempted to develop instruments, called Tests of Scientific Thinking (TST), that 
would reflect problems that scientists often encounter in their work. The TST con-
sisted of the Formulating Hypotheses test and three newly constructed tests: (a) 
Evaluating Proposals—test takers assume the role of an instructor and offer critical 
comments about proposals written by their students in a hypothetical science course; 
(b) Solving Methodological Problems—test takers offer solutions to a methodologi-
cal problem encountered in planning a research study; and (c) Measuring 
Constructs—test takers suggest methods for eliciting relevant behavior for a spe-
cific psychological construct without resorting to ratings or self-reports. Scores 
tapped the quantity and quality of responses (statistical infrequency and ratings of 
especially high quality).
The TST was administered to students taking the GRE® Advanced Psychology 
Test. High levels of agreement prevailed among the four judges in scoring responses. 
However, the intercorrelations among the four tests varied considerably in magni-
tude, and Frederiksen and Ward (1978) concluded that there was “little evidence of 
generalized ability to produce ideas which are either numerous or good” (p. 11). It 
is to be expected, then, that factor analysis of the TST would yield multiple factors. 
A three-factor solution did in fact emerge, with Factor I reflecting the total number 
of responses and number of unusual responses, Factor II as a quality factor for 
Formulating Hypotheses and Measuring Constructs, and Factor III as a quality fac-
tor for Evaluating Proposals and Solving Methodological Problems. The Factor II 
tests were more divergent and imposed fewer constraints on the participants than 
did Factor III tests, which emphasized issues of design and analysis of experiments. 
The total number of responses and number of unusual responses cohering on Factor 
I parallels the findings with divergent-thinking tests where the number of unusual 
responses derives from the rate at which more obvious possibilities are exhausted. 
The factor analysis also makes clear that idea quality is unrelated to the number of 
proposed solutions.
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Finally, Frederiksen and Ward (1978) inquired into the possible predictive valid-
ity of a composite of the four TSTs. A subgroup of the original sample, at the end of 
their first year in a graduate psychology-program, filled out a questionnaire with 
items inquiring into professional activities and accomplishments. Surprisingly, the 
scores for the number of responses from the TST composite yielded more signifi-
cant relations with the questionnaire items than did the quality scores. Higher num-
bers of responses (mundane, unusual, and unusual high quality) were predictive of 
higher department quality, planning to work toward a Ph.D. rather than an M.A., 
generating more publications, engaging in collaborative research, and working with 
equipment. An inverse relation was found for enrollment in a program emphasizing 
the practice of psychology and for self-rated clinical ability. These outcomes 
strongly suggest that the TST may have value in forecasting the eventual productiv-
ity of a psychological scientist.
Two additional studies by ETS scientist Randy Bennett and his colleagues shed 
light on the validity of a computer-delivered Formulating Hypotheses test, which 
requires only general knowledge about the world, for graduate students from a vari-
ety of disciplines. Bennett and Rock (1995) used two four-item Formulating 
Hypotheses tests, one limiting the test takers’ to seven-word responses and the other 
to 15-word responses. The tests were scored simply for the number of plausible, 
unduplicated hypotheses, based on the Frederiksen and Ward (1978) finding that the 
number of hypotheses is more highly related to criteria than their quality. A gener-
alizability analysis showed high interjudge reliability. Generalizability coefficients 
for the mean ratings taken across judges and items were .93 for the seven-word ver-
sion and .90 for the 15-word version. Three factors were identified in a confirmatory 
factor analysis of the two forms of the Formulating Hypotheses test and an 
ideational- fluency test (one item each from the Topics test of the Kit of Reference 
Tests for Cognitive Factors, French et al. 1963; the verbal form of the Torrance Tests 
of Creative Thinking, Torrance 1974; and two pattern-meaning tasks from the 
Wallach and Kogan 1965a, study). One factor was defined by the seven-word ver-
sion, another by the 15-word version, and the third by the ideational-fluency test. 
The two formulating hypotheses factors correlated .90 with each other and .66 and 
.71 with the ideational-fluency factor. Bennett and Rock concluded that “the corre-
lations between the formulating hypotheses factors …, though quite high, may not 
be sufficient to consider the item types equivalent” (p. 29).
Bennett and Rock (1995) also investigated the correlations of the two Formulating 
Hypotheses tests and the GRE General Test with two criterion measures: under-
graduate grades and a questionnaire about extracurricular accomplishments in the 
college years (Stricker and Rock 2001), similar to the Baird (1979) and Skager et al. 
(1965) measures. The two tests had generally similar correlations with grades 
(r =  .20 to .26 for the Formulating Hypotheses tests and .26 to .37 for the GRE 
General Test). The correlations were uniformly low between the tests and the six 
scales on the accomplishments questionnaire (Academic Achievement, Leadership, 
Practical Language [public speaking, journalism], Aesthetic Expression [creative 
writing, art, music, dramatics], Science, and Mechanical). Both Formulating 
Hypotheses tests correlated significantly with one of the scales: Aesthetic 
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Expression; and at least one of the GRE General Test sections correlated signifi-
cantly with three scales: Aesthetic Expression, Academic Achievement, and Science.
The related issue of the Formulating Hypotheses test’s incremental validity 
against these criteria was examined as well. The 15-word version of the test showed 
significant (but modest) incremental validity (vis-à-vis the GRE General Test) 
against grades (R2 increased from .14 to .16). This version also demonstrated sig-
nificant (but equally modest) incremental validity (vis-à-vis the GRE General Test 
and grades) against one of the six accomplishments scales: Aesthetic Expression (R2 
increased from .01 to .03). The seven-word version had no significant incremental 
validity against grades or accomplishments.
Enright et  al. (1998), in a study to evaluate the potential of a Formulating 
Hypotheses test and experimental tests of reasoning for inclusion in the GRE 
General Test, replicated and extended the Bennett and Rock (1995) investigation of 
the Formulating Hypotheses tests. Enright et al. used the Bennett and Rock (1995) 
15-word version of the test (renamed Generating Explanations), scored the same 
way. Four factors emerged in a confirmatory factor-analysis of the test with the GRE 
General Test’s Verbal, Quantitative, and Analytical sections, and the three reasoning 
tests. The factors were Verbal, defined by the Verbal section, all the reasoning tests, 
and the logical-reasoning items from the Analytical section; Quantitative, defined 
only by the Quantitative section; Analytical, defined only by the analytical- reason-
ing items from the Analytical section; and Formulating Hypotheses, defined only by 
the Formulating Hypotheses test. The Formulating Hypotheses factor correlated .23 
to .40 with the others.
Like Bennett and Rock (1995), Enright et al. (1998) examined the correlations of 
the Formulating Hypotheses test and the GRE General Test with undergraduate 
grades and accomplishments criteria. The Formulating Hypotheses test had lower 
correlations with grades (r = .15) than did the GRE General Test (r = .22 to .29). The 
two tests had consistently low correlations with the same accomplishments ques-
tionnaire (Stricker and Rock 2001) used by Bennett and Rock. The Formulating 
Hypotheses test correlated significantly with the Aesthetic Expression and Practical 
Language scales, and a single GRE General Test section correlated significantly 
with the Academic Achievement, Mechanical, and Science scales.
Enright et al. (1998) also looked into the incremental validity of the Formulating 
Hypotheses Test against these criteria. The test’s incremental validity (vis-à-vis the 
GRE General Test) against grades was not significant for the total sample, but it was 
significant for the subsample of humanities and social-science majors (the incre-
ment was small, with R2 increasing from .12 to .16). Enright et al. noted that the 
latter result is consistent with the test’s demonstrated incremental validity for the 
total sample in the Bennett and Rock (1995) study, for over 60% of that sample were 
humanities and social-science majors. The test had no significant incremental valid-
ity (vis-à-vis the GRE General Test and grades) against an overall measure of 
accomplishments (pooling accomplishments across six areas), perhaps because of 
the latter’s heterogeneity.
To sum up, the Bennett and Rock (1995) and Enright et al. (1998) investigations 
are remarkably consistent in demonstrating the distinctiveness of Formulating 
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Hypotheses tests from the GRE General Test and suggesting that the former can 
make a contribution in predicting important criteria.
In all of the TST research, a free-response format had been employed. The 
Formulating Hypotheses test lends itself to a machine-scorable version, and Ward 
et al. (1980) examined the equivalence of the two formats. In the machine-scorable 
version, nine possible hypotheses were provided, and the test taker was required to 
check those hypotheses that could account for the findings and to rank order them 
from best to worst. Comparable number and quality scores were derived from the 
two formats. The free-response/machine-scorable correlations ranged from .13 to 
.33 in a sample of undergraduate psychology majors, suggesting that the two ver-
sions were not alternate forms of the same test. When scores from the two versions 
were related to scores on the GRE Aptitude Test and the GRE Advanced Psychology 
Test, the correlations with the machine-scorable version were generally higher than 
those for the free-response version. Ward et al., in fact, suggested that the machine- 
scorable version offered little information beyond what is provided by the two GRE 
tests, whereas the free-response version did offer additional information. The obvi-
ous difference between the two versions is that the free-response requires test takers 
to produce solutions, whereas the machine-scorable merely calls for recognition of 
appropriate solutions. From the standpoint of ecological validity, it must be acknowl-
edged that solutions to scientific problems rarely assume multiple-choice form. As 
Ward et  al. point out, however, free-response tests are more difficult and time- 
consuming to develop and score, and yet are less reliable than multiple-choice tests 
of the same length.
14.1.3  Creative Products
Within a predictor-criterion framework, the previous two sections have focused on 
the former—individual differences in creative ability as reflected in performance on 
tests purportedly related to creativity on analogical or theoretical grounds. In some 
cases, various creativity criteria were available, making it possible to examine the 
concurrent or predictive validity of the creativity tests. Such research is informative 
about whether the creativity or scientific thinking label applied to the test is in fact 
warranted. In the present section, the focus is on the creative product itself. In some 
cases, investigators seek possible associations between the judged creativity of the 
product and the demographic or psychological characteristics of the individual who 
produced the product. In such instances, the predictor-to-criterion sequence is actu-
ally reversed.
Study of creative products can take two forms. The most direct form involves the 
evaluation of a concrete product for its creativity. A second and somewhat less direct 
form relies on test-takers’ self-reports. The test taker is asked to describe his or her 
activities and accomplishments that may reflect different kinds of creative produc-
tion, concrete or abstract, in such domains as science, literature, visual arts, and 
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music. It is the test-taker’s verbal description of a product that is evaluated for cre-
ativity rather than the product itself.
14.1.3.1  Concrete Products
A good example of the concrete product approach to creativity is a study by ETS 
scientists Skager et al. (1966a). They raised the issue of the extent of agreement 
among a group of 28 judges (24 artists and 4 nonartists) in their aesthetic-quality 
ratings of drawings produced by the 191 students in the sophomore class at the 
Rhode Island School of Design. The students had the common assignment of draw-
ing a nature scene from a vantage point overlooking the city of Providence. The 
question was whether the level of agreement among the judges in their quality rat-
ings would be so high as to leave little interjudge variance remaining to be explained. 
This did not prove to be the case, as a varimax rotation of a principal-axis factor 
analysis of the intercorrelations of the 28 judges across 191 drawings suggested that 
at least four points of view about quality were discernible. Different artist judges 
were located on the first three factors, and the nonartists fell on the fourth factor. 
Factor I clearly pointed to a contrast between judges who preferred more unconven-
tional, humorous, and spontaneous drawings versus judges who favored more orga-
nized, static, and deliberate drawings. Factors II and III were not readily distinguished 
by drawing styles, but the nonartists of Factor IV clearly expressed a preference for 
drawings of a more deliberate, less spontaneous style. Skager et al. next turned to 
the characteristics of the students producing the drawings and whether these char-
acteristics might relate to the location of the drawing on one of the four quality 
points of view. Correlations were reported between the points of view and the stu-
dents’ scores on a battery of cognitive tests as well as on measures of academic 
performance, cultural background, and socioeconomic status. Most of these correla-
tions were quite low, but several were sufficiently intriguing to warrant additional 
study, notably, majoring in fine arts, cultural background, and socioeconomic 
status.
Further analysis of the Skager et al. (1966a) data is described in Klein and Skager 
(1967). Drawings with the highest positive and negative factor loadings on the first 
two factors extracted in the Skager et al. study (80 drawings in all) were selected 
with the aim of further clarifying the spontaneous-deliberate contrast cited earlier. 
Ten lay judges were given detailed definitions of spontaneity and deliberateness in 
drawing and were asked to classify the drawings by placing each of them in a spon-
taneous or deliberate pile. A three-dimensional (judges × viewpoint × high vs. low 
quality) contingency table was constructed, and its chi-square was partitioned to 
yield main and interaction effects. A highly significant viewpoint × quality interac-
tion was found. High-quality drawings for both Factor I and Factor II viewpoints 
were more likely to be classified as spontaneous relative to low-quality drawings. 
However, the effect was much stronger for the Factor I viewpoint, thereby account-
ing for the significant interaction. In sum, for Factor I judges, spontaneity versus 
deliberateness was a key dimension in evaluating the quality of the drawings; Factor 
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II judges, on the other hand, were evidently basing their evaluations on a dimension 
relatively independent of spontaneity-deliberateness. Of further interest is the extent 
to which lay judges, although differing from art experts on what constitutes a good 
drawing, nevertheless can, with minimal instruction, virtually replicate the aesthetic 
judgments of art experts holding a particular viewpoint (Factor I). These findings 
point to the potential efficacy of art appreciation courses in teaching and learning 
about aesthetic quality.
In a third and final approach to the topic of judged aesthetic quality of drawings, 
Skager et al. (1966b) subjected their set of 191 drawings to multidimensional scal-
ing (MDS). For this purpose, 26 judges were selected from the faculty of nine 
schools of design across the United States. Because the scaling procedure required 
similarity ratings in paired comparisons of an entire stimulus set, practicality 
required that the size of the set be reduced. Accordingly, 46 of the 191 drawings 
were selected, reflecting a broad range in aesthetic quality as determined in prior 
research, and the 46 was divided into two equally sized subsets. Three dimensions 
emerged from separate MDS analyses of the two subsets. When factor scores for 
these dimensions were correlated with the test scores and other measures (the same 
battery used in the Skager et al. 1966a, study), the corresponding correlations in the 
two analyses correlated .64, suggesting that the three dimensions emerging from the 
two analyses were reasonably comparable.
What was the nature of the three dimensions? Skager et  al. (1966b) chose to 
answer this question by comparing the drawings with the highest and lowest scale 
values on each dimension. There is a subjective and impressionistic quality to this 
type of analysis, but the outcomes were quite informative nevertheless. Dimension 
I offered a contrast between relative simplification versus complexity of treatment. 
The contrast was suggestive of the simplicity-complexity dimension described by 
Barron (1953). Among the contrasts distinguishing Dimension II were little versus 
extensive use of detail and objects nearly obscured versus clearly delineated. There 
was no obvious label for these contrasts. Dimension III contrasted neatness versus 
carelessness and controlled versus chaotic execution. The correlations between the 
three dimensions, on the one hand, and the test scores and other measures, on the 
other, were low or inconsistent between the two analyses. Skager et al. noted that 
some of the contrasts in the drawing dimensions carried a personality connotation 
(e.g., impulsiveness vs. conscientiousness). Because no personality tests were 
administered to the students who produced the drawings, this interesting specula-
tion about the basis for aesthetic preference could not be verified.
Finally, we consider two studies by Ward and Cox (1974) that explored creativity 
in a community sample. Listeners to a New York City radio station were invited to 
submit humorous and original small green objects to a Little Green Things contest, 
with a reward of $300 for the best entry and 10 consolation prizes of $20 each. In 
the first study, a total of 283 submitted objects were rated for originality on a seven- 
point scale by four judges. The rated originality of each object represented the aver-
age of the judges’ ratings, yielding an interjudge reliability of .80. Some 58% of the 
objects were found things, 34% were made things, and 8% were verbal additions to 
found things. Names and addresses of the contestants made it possible to determine 
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their gender and the census tract in which they resided. From the latter, estimates of 
family income and years of schooling could be derived. These demographic charac-
teristics of the contestants could then be related to the originality ratings of their 
submissions. For all of the entries, these correlations were close to zero, but separat-
ing out made things yielded significant positive correlations of originality with esti-
mates of family income and years of schooling. Unlike the case for verbal-symbolic 
forms of creativity assessment, where associations with socioeconomic status have 
generally not been found, a nonlaboratory context seemed to elevate the importance 
of this variable. Of course, this relationship occurred for made things—where some 
investment of effort was required. Why this should be so is unclear.
In a second study, using another set of objects, Ward and Cox (1974) attempted 
to uncover the dimensions possibly underlying the global originality rating of the 
objects. Judges were asked to rate the attractiveness, humor, complexity, infre-
quency, and effort involved in securing or making the object. A multiple R was 
computed indicating how much these five dimensions contributed to the object’s 
originality rating. For found things, Rs ranged from .25 to .73 (median = .53) with 
infrequency the strongest and humor the next strongest contributor; for made things, 
Rs ranged from .47 to .71 (median = .64) with humor the strongest and amount of 
effort the next strongest contributor. It should be emphasized that the judges’ evalu-
ations were multidimensional, and for virtually every judge a combination of pre-
dictors accounted for more variance in the originality ratings than did any single 
predictor.
14.1.3.2  Reports of Products
A study by Skager et  al. (1965) exemplifies the reporting of products approach. 
Using samples of college freshmen drawn from two institutions of higher learning 
(a technical institute and a state university), Skager et al. employed the Independent 
Activities Questionnaire, modeled after one devised by Holland (1961) and cover-
ing creative accomplishments outside of school during the secondary-school years. 
A sample item: “Have you ever won a prize or award for some type of original art 
work?” The number of these accomplishments served as a quantity score. Judges 
examined the participant’s brief description of these activities with the goal of 
selecting the most significant achievement. These achievements were then given to 
a panel of judges to be rated on a 6-point scale to generate a quality score.
Quantity and quality scores were significantly correlated (r’s of .44 and .29). In 
a certain respect, this correlation is analogous to the significant correlations found 
between the fluency and uniqueness scores derived from ideational-fluency tests. 
The more divergent-thinking responses ventured or extracurricular activities under-
taken by an individual, the more likely an original idea or high-quality accomplish-
ment, respectively, will ensue. In neither sample did the quantity or quality scores 
relate to socioeconomic status, SAT Verbal, SAT Math, or high-school rank. The 
quantity score, however, did relate significantly in both samples with “an estimate 
from the student of the number of hours spent in discussing topics ‘such as scientific 
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issues, world affairs, art, literature, or drama’ with adults living in the home” 
(Skager et al. 1965, p. 34). By combining the samples from the two institutions, the 
quality score began to show significant relationships with SAT Verbal and SAT 
Math. This result simply reflected the enhanced variance in SAT scores and is of 
greater methodological than substantive interest.
ETS scientists Baird and Knapp (1981) carried out a similar study with the 
Inventory of Documented Accomplishments (Baird 1979), devised for graduate 
school. The inventory, concerning extracurricular accomplishments in the college 
years, had four scales measuring the number of accomplishments in these areas: 
literary-expressive, artistic, scientific-technical, social service and organizational 
activity. It was administered to incoming, first-year graduate students in English, 
biology, and psychology departments. At the end of their first year, the students 
completed a follow-up questionnaire about their professional activities and accom-
plishments in graduate school. The four scales correlated significantly with almost 
all of these activities and accomplishments, though only one correlation exceeded 
.30 (r  =  .50 for the Scientific-Technical scale with working with equipment). 
Because the sample combined students from different fields, potentially distorting 
these correlations, the corresponding correlations within fields were explored. Most 
of the correlations were higher than those for the combined sample.
14.1.4  Overview
Creativity research has evolved since the heyday of ETS’s efforts in the 1960s and 
1970s, at the dawn of psychology’s interest in this phenomenon. The first journal 
devoted to creativity, the Journal of Creative Behavior, was published in 1967, fol-
lowed by others, notably the Creativity Research Journal; Psychology of Aesthetics, 
Creativity, and the Arts; and Imagination, Creativity, and Personality. Several hand-
books have also appeared, beginning with the Glover et  al. (1989) Handbook of 
Creativity (others are Kaufman and Sternberg 2006, 2010b; Sternberg 1999; Thomas 
and Chan 2013). The volume of publications has burgeoned from approximately 
400 articles before 1962 (Taylor and Barron 1963) to more than 10,000 between 
1999 and 2010 (Kaufman and Sternberg 2010a). And the research has broadened 
enormously, “a virtual explosion of topics, perspectives, and methodologies….” 
(Hennessey and Amabile 2010, p. 571).
Nonetheless, divergent-thinking tests, evaluations of products, and inventories of 
accomplishments, the focus of much of the ETS work, continue to be mainstays in 
appraising individual differences. Divergent-thinking tests remain controversial 
(Plucker and Makel 2010), as noted earlier. The evaluation of products, considered 
to be the gold standard (Plucker and Makel 2010), has been essentially codified by 
the wide use of the Consensus Assessment Technique (Amabile 1982), which neatly 
skirts the knotty problem of defining creativity by relying on expert judges’ own 
implicit conceptions of it. And there now seems to be a consensus that inventories 
of accomplishments, which have proliferated (see Hovecar and Bachelor 1989; 
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Plucker and Makel 2010), are the most practical and effective assessment method 
(Hovecar and Bachelor 1989; Plucker 1990; Wallach 1976).
Creativity is not currently an active area of research at ETS, but its earlier work 
continues to have an influence on the field. According to the Social Science Citation 
Index, Wallach and Kogan’s 1965 monograph, Modes of Thinking in Young Children, 
has been cited 769 times through 2014, making it a citation classic.
14.2  Cognitive Styles
Defined as individual differences in ways of organizing and processing information 
(or as individual variation in modes of perceiving, remembering, or thinking), cog-
nitive styles represented a dominant feature of the ETS research landscape begin-
ning in the late 1950s and extending well into the 1990s. The key players were 
Samuel Messick, Kogan, and Herman Witkin, along with his longtime collabora-
tors, Donald Goodenough and Philip Oltman, and the best known style investigated 
was field dependence-independence (e.g., Witkin and Goodenough 1981). The 
impetus came from Messick, who had spent a postdoctoral year at the Menninger 
Foundation (then a center for cognitive-style research) before assuming the leader-
ship of the personality research group at ETS.  During his postdoctoral year at 
Menninger, Messick joined a group of researchers working within an ego- 
psychoanalytic tradition who sought to derive a set of cognitive constructs that 
mediated between motivational drives and situational requirements. These con-
structs—six in all—were assigned the label of cognitive-control principles and were 
assessed with diverse tasks in the domains of perception (field dependence- 
independence), attention (scanning), memory (leveling-sharpening), conceptualiz-
ing (conceptual differentiation), susceptibility to distraction and interference 
(constricted-flexible control), and tolerance for incongruent or unrealistic experi-
ence (Gardner et  al. 1959). Messick’s initial contribution to this effort explored 
links between these cognitive-control principles and traditional intellectual abilities 
(Gardner et al. 1960). This study initiated the examination of the style-ability con-
trast—whereas abilities almost always reflect maximal performance, styles gener-
ally tap typical performance.
The psychoanalytic origin of the cognitive-control principles accounts for the 
emphasis on links to drives and defenses in early theorizing, but later research and 
theory shifted to the study of the cognitive-control principles (relabeled cognitive 
styles) in their own right. Messick played a major role in this effort, launching a 
project, supported by the National Institute of Mental Health, focused on conceptual 
and measurement issues posed by the assessment of these new constructs. The proj-
ect supported a series of empirical contributions as well as theoretical essays and 
scholarly reviews of the accumulating literature on the topic. In this effort, Messick 
was joined by Kogan, who collaborated on several of the empirical studies—con-
ceptual differentiation (Messick and Kogan 1963), breadth of categorization and 
quantitative aptitude (Messick and Kogan 1965), and a MDS approach to cognitive 
14 Research on Cognitive, Personality, and Social Psychology: II
428
complexity-simplicity (Messick and Kogan 1966). Other empirical work included 
studies of the influence of field dependence on memory by Messick and Damarin 
(1964) and Messick and Fritzky (1963). Scholarly reviews were published (Kagan 
and Kogan 1970; Kogan 1971) that enhanced the visibility of the construct of cogni-
tive style within the broader psychological and educational community. Messick 
(1970) provided definitions for a total of nine cognitive styles, but this number 
expanded to 19 six years later (Messick 1976). It is evident that Messick’s interest 
in cognitive styles at that latter point in time had moved well beyond his original 
psychoanalytic perspective to encompass cognitive styles generated by a diversity 
of conceptual traditions.
The reputation of ETS as a center for cognitive-style research was further rein-
forced by the 1973 arrival of Witkin, with Goodenough and Oltman. This team 
focused on field dependence-independence and its many ramifications. A field- 
independent person is described as able to separate a part from a whole in which it 
is embedded—the simple figure from the complex design in the Embedded Figures 
Test (EFT) and the rod from the tilted frame in the Rod and Frame Test (RFT). A 
field-dependent person is presumed to find it difficult to disembed part of a field 
from its embedding context. The Witkin team was exceptionally productive, gener-
ating empirical studies (e.g., Witkin et  al. 1974, 1977a; Zoccolotti and Oltman 
1978) and reviews (e.g., Goodenough 1976; Witkin and Berry 1975; Witkin and 
Goodenough 1977; Witkin et al. 1977b, 1979) that stamped Witkin as one of the 
foremost personality researchers of his era (Kogan 1980). His death in 1979 severely 
slowed the momentum of the field dependence-independence enterprise to the point 
where its future long-term viability was called into question. Nevertheless, further 
conceptual and methodological refinement of this construct continued in articles 
published by Messick (1984, 1987, 1994, 1996) and in empirical work and further 
conceptualizing by Goodenough and his colleagues (e.g., Goodenough 1981, 1986; 
Goodenough et al. 1987, 1991).
Kogan, who had by then departed for the New School for Social Research, con-
tinued to build upon his ETS experience and devoted several publications to field 
dependence-independence and other cognitive styles (Kogan 1976, 1983, 1994; 
Kogan and Saarni 1990). A conference bringing together the principal field 
dependence- independence theorists and researchers (domestic and foreign) was 
held at Clark University in 1989 and subsequently appeared as an edited book 
(Wapner and Demick 1991). Kogan and Block (1991) contributed a chapter to that 
volume on the personality and socialization aspects of field dependence- 
independence. That chapter served to resolve conceptual incongruities that arose 
when the Witkin team altered their original value-laden theory (Witkin et al. 1962) 
in a direction favoring a value-neutral formulation (Witkin and Goodenough 1981). 
The latter endowed field-dependent and field-independent individuals with distinc-
tive sets of skills—analytic restructuring versus interpersonal, respectively. The 
extensive longitudinal research reported by Kogan and Block proved more consis-
tent with the earlier formulation (Witkin et al. 1962) than with the more recent one 
(Witkin and Goodenough 1981).
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Educational implications of cognitive styles were of particular interest at ETS, 
and ETS researchers made contributions along those lines. Working with the nine 
cognitive styles delineated by Messick (1970), a book chapter by Kogan (1971) 
pointed to much variation at that point in time in the degree to which empirical 
investigations based on those styles could be said to offer implications for educa-
tion. Indeed, for some of the styles, no effort had been made to establish educational 
linkages, not surprising given that the origins of cognitive styles can be traced to 
laboratory-based research on personality and cognition. It took some years before 
the possibility of educational applications received any attention. By the time of a 
subsequent review by Kogan (1983), this dearth had been corrected, thanks in large 
part to the work of Witkin and his colleagues, and subsequently to Messick’s (1984, 
1987) persistent arguments for the importance of cognitive styles in accounting for 
educational processes and outcomes. Witkin and his colleagues considered the edu-
cational implications of field dependence-independence in a general survey of the 
field (Witkin et al. 1977b) and in an empirical study of the association between field 
dependence-independence and college students’ fields of concentration (Witkin 
et  al. 1977a). In the latter study, three broad categories of student majors were 
formed: (a) science; (b) social science, humanities, and arts; and (c) education. Field 
independence, assessed by EFT scores, was highest for science majors and lowest 
for education majors. Furthermore, students switching out of science were more 
field dependent than those who remained, whereas students switching out of educa-
tion were more field independent than those who remained. An attempt to relate 
field dependence-independence to performance (i.e., grades) within each field 
yielded only marginal results. The findings clearly supported the relevance of field 
dependence-independence as an important educational issue.
Another topic of educational relevance is the matching hypothesis initially 
framed by Cronbach and Snow (1977) as a problem in aptitude-treatment interac-
tion. The basic proposition of this interaction is that differences among learners 
(whether in aptitude, style, strategy, or noncognitive attributes) may imply that 
training agents or instructional methods can be varied to capitalize upon learners’ 
strengths or to compensate for their weaknesses. A portion of this research inquired 
into cognitive styles as individual differences in the aptitude-treatment interaction 
framework, and the Witkin et  al. (1977b) review showed inconsistent effects for 
field dependence-independence across several studies. There was some indication 
that style-matched teachers and students liked one another more than did mis-
matched pairs, but there was little evidence suggesting that matching led to improved 
learning outcomes. A more recent review by Davis (1991) of field dependence- 
independence studies of this kind again suggests a mixed picture of successes and 
failures. Messick (1994, 1996) has attributed many of these failures to the haphaz-
ard manner in which field dependence-independence has been assessed. Typically, 
the isolated use of the EFT to assess this cognitive style implies that only the cogni-
tive restructuring or set-breaking component is represented in the field dependence- 
independence index to the exclusion of the component represented by the RFT, 
which Witkin and Goodenough (1981) described as visual versus vestibular sensi-
tivity to perception of the upright. They, in fact, raised the possibility that the EFT 
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and RFT may be tapping distinctive, although related, psychological processes. 
Multivariate studies of a diversity of spatial tasks have found that EFT and RFT load 
on separate factors (Linn and Kyllonen 1981; Vernon 1972). A discussion of the 
implications of these findings can be found in Kogan (1983).
14.2.1  Conclusion
There can be no doubt that the field dependence-independence construct has faded 
from view, but this in no way implies that the broader domain of cognitive styles has 
correspondingly declined. More recently, Kozhevnikov (2007) offered a review of 
the cognitive-style literature that envisions the future development of theoretical 
models incorporating neuroscience and research in other psychological fields. Thus, 
the style label has been attached to research on decision-making styles (e.g., Kirton 
1989), learning styles (e.g., Kolb 1976), and thinking styles (e.g., Sternberg 1997). 
Possibly, the dominant approach at present is that of intellectual styles (Zhang and 
Sternberg 2006). Zhang and Sternberg view intellectual styles as a very broad con-
cept that more or less incorporates all prior concepts characterizing stylistic varia-
tion among individuals. This view will undoubtedly be reinforced by the recent 
appearance of the Handbook of Intellectual Styles (Zhang et al. 2011). It is dubious, 
however, that so broad and diverse a field as stylistic variation among individuals 
would be prepared to accept such an overarching concept at the present stage in its 
history.
14.3  Risk Taking
Research on risk-taking behavior, conducted by Kogan and Wallach, was a major 
activity at ETS in the 1960s. Despite the importance and general interest in this 
topic, no review of research in the field had been published prior to their essay 
(Kogan and Wallach 1967c). In that review, they surveyed research on situational, 
personal, and group influences on risk-taking behavior. Also discussed were the 
assets and liabilities of mathematical models (e.g., Edwards 1961; Pruitt 1962) 
developed to account for economic decision making and gambling behavior. Simon 
(1957) rejected this rational economic view of the individual as maximizer in favor 
of the individual as satisfier—accepting a course of action as good enough. This 
latter perspective on decision making is more friendly to the possibility of system-
atic individual-variation in what constitutes good enough, and thus opened the door 




In the matter of situational influences, the distinction between chance tasks and skill 
tasks would seem critical, but the contrast breaks down when taking account of the 
degree of control individuals believe they can exert over decision outcomes. In the 
Kogan and Wallach (1964) research, a direct comparison between risk preferences 
under chance and skill conditions was undertaken. Participants gambled for money 
on games of chance (e.g., dice) and skill (e.g., shuffleboard), choosing the bets and 
resultant monetary payoffs (the games scored for maximizing gains, minimizing 
losses, and deviations from a 50-50 bet). There was no indication in the data of 
greater risk taking under skill conditions. Rather, there was a strategic preference 
for moderate risk taking (minimizing deviation from a 50-50 bet). By contrast, the 
chance condition yielded greater variance as some participants leaned toward risky 
strategies or alternatively toward cautious strategies.
Variation in risk-taking behavior can also be observed in an information-seeking 
context. The paradigm is one in which there is a desirable goal (e.g., a monetary 
prize for solving a problem) with informational cues helpful to problem solution 
offered at a price. To avail oneself of all the cues provided would reduce the prize to 
a negligible value. Hence, the risk element enters as the person attempts to optimize 
the amount of information requested. Venturing a solution early in the informational 
sequence increases the probability of an incorrect solution that would forfeit the 
prize. Such a strategy is indicative of a disposition toward risk taking. Irwin and 
Smith (1957) employed this information-seeking paradigm and observed that the 
number of cues requested was directly related to the value of the prize and inversely 
related to the monetary cost per cue. Kogan and Wallach (1964) employed 
information- seeking tasks in their risk-taking project.
The risk-taking measures described thus far were laboratory based and cast deci-
sions in a gambling-type format with monetary incentives (while avoiding use of 
participants’ own money). Most real-life decision making does not conform to the 
gambling paradigm, and accordingly, Kogan and Wallach (1964) constructed a 
series of choice dilemmas drawn from conceivable events in a variety of life 
domains. An abbreviated version of a scenario illustrates the idea: “Mr. A, an elec-
trical engineer, had the choice of sticking with his present job at a modest, though 
adequate salary, or of moving on to another job offering more money but no long-
term security.” These scenarios (12  in all) constituted the Choice Dilemmas 
Questionnaire (CDQ). In each of these scenarios, the participant is asked to imagine 
advising the protagonist, who is faced with the choice between a highly desirable 
alternative with severe negative consequences for failure and a less desirable alter-
native where consequences for failure are considerably less severe. On a probability 
scale extending from 9 in 10 to 1 in 10, the participant is asked to select the mini-
mum odds of success the protagonist should demand before opting for the highly 
desirable alternative. Descending the probability scale (toward 1  in 10) implies 
increasing preference for risk. (A 10 in 10 option is also provided for participants 
demanding complete certainty that the desirable alternative will be  successful.) The 
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CDQ has also been claimed to measure the deterrence value of potential failure in 
the pursuit of desirable goals (Wallach and Kogan 1961). Its reliability has ranged 
from the mid-.50s to the mid-.80s.
Diverse tasks have been employed in the assessment of risk-taking dispositions. 
The basic question posed by Kogan and Wallach (1964) was whether participants 
demonstrate any consistency in their risk-taking tendencies across these tasks. The 
evidence derived from samples of undergraduate men and women pointed to quite 
limited generality, calling into question the possibility of risk-inclined versus pru-
dent, cautious personalities. A comparable lack of cross-situational consistency had 
been observed earlier by Slovic (1962). Unlike Slovic, however, Kogan and Wallach 
chose to explore the role of potential moderators selected for their conceptual rele-
vance to the risk-taking domain. The first moderator considered was test anxiety. 
Atkinson (1957) conceptualized test anxiety as fear of failure and offered a model 
in which fear-of-failure individuals would make exceedingly cautious or risky 
choices in a level-of-aspiration problem-solving paradigm. Cautious choices are 
obviously more likely to ensure success, and exceptionally risky choices offer a 
convenient rationalization for failure. Hence, test-anxious participants were 
expected to be sensitized to the success and failure potentialities of the risk-taking 
measures with the likely consequence of enhanced consistency in their choices. The 
second moderator under examination was defensiveness—also labeled need for 
approval, by Crowne and Marlowe (1964). Many of the tasks employed in the 
Kogan and Wallach research required a one-on-one interaction with an experi-
menter. Participants high in defensiveness were considered likely to engage in 
impression management—a desire to portray oneself consistently as a bold decision- 
maker willing to take risks, or as a cautious, prudent decision-maker seeking to 
avoid failure. Accordingly, enhanced cross-task consistency was anticipated for the 
highly defensive participants.
Both moderators proved effective in demonstrating the heightened intertask con-
sistency of the high test-anxious and high-defensive participants relative to the par-
ticipants low on both moderators. The latter subgroup’s risk-taking preferences 
appeared to vary across tasks contingent on their stimulus properties, whereas the 
former, motivationally disturbed subgroups appeared to be governed by their inner 
motivational dispositions in tasks with a salient risk component. It should be empha-
sized that Kogan and Wallach (1964) were not the first investigators to discover the 
value of moderator analyses in the personality domain. Saunders (1956) had earlier 
reported enhanced predictability through the use of personality moderators. More 
recently, Paunonen and Jackson (1985) offered a multiple-regression model for 
moderator analyses as a path toward a more idiographic approach in personality 
research.
Of further interest in the Kogan and Wallach (1964) monograph is the evidence 
indicating an association between risk-taking indices and performance on the SAT 
Verbal section for undergraduate men. The relationship was moderated by test anxi-
ety such that high test-anxious participants manifested an inverse association and 
low test-anxious participants a direct association between risk-taking level and SAT 
performance. In short, a disposition toward risk taking facilitated the low-anxious 
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person (presumably enabling educated guessing) and hindered the anxiety-laden 
individual (presumably due to interference with cognitive processing). Hence, the 
penalty-for-guessing instructions for the SAT (retained by the College Board until 
recently) seemed to help some participants while hurting others.
Beyond the consistency of risk-taking dispositions in the motivationally- 
disturbed participants, Kogan and Wallach (1964) introduced the possibility of irra-
tionality in the choices of those subgroups. After implementing their choices, 
participants were informed of their monetary winnings and offered the opportunity 
to make a final bet with those winnings on a single dice toss that could enhance 
those winnings up to six-fold if successful but with the risk of total loss if unsuc-
cessful. The low anxious/low defensive participants exhibited the protecting-one’s- 
nest- egg phenomenon in the sense of refusing to make a final bet or accepting less 
risk on the bet in proportion to the magnitude of their winnings. In the motivation-
ally disturbed subgroups, on the other hand, the magnitude of winnings bore no 
relation to the risk level of the final bet. In other words, these subgroups maintained 
their consistently risky or cautious stance, essentially ignoring how much they had 
previously won. Further evidence for irrationality in the motivationally disturbed 
subgroups concerned post-decisional regret. Despite a frequent lack of success 
when playing their bets, participants in those subgroups expressed minimal regret 
about their original decisions unlike the low anxious/low defensive participants who 
wished they could alter original choices that failed to yield successful outcomes. In 
the sense that some participants ignored relevant situational properties whereas oth-
ers took account of them, the issue of rationality-irrationality became germane.
The directions taken by risk-taking research subsequent to the Kogan and 
Wallach (1964, 1967c) contributions were summarized in the chapters of a book 
edited by Yates (1992). At that time, the issue of individual and situational influ-
ences on risk-taking preferences and behavior remained a focus of debate (Bromiley 
and Curley 1992). That risk taking continues as a hot topic is demonstrated in the 
research program undertaken by Figner and Weber (2011). They have introduced 
contrasts in the risk-taking domain that had received little attention earlier. For 
example, they distinguish between affective and deliberative risk-taking (also 
described as hot vs. cold risk-taking). Thus, a recreational context would be more 
likely to reflect the former, and a financial investment context the latter.
14.3.2  Small Groups
14.3.2.1  Intragroup Effects
It is often the case that major decisions are made, not by individuals acting alone, 
but by small groups of interacting individuals in an organizational context. 
Committees and panels are often formed to deal with problems arising in govern-
mental, medical, and educational settings. Some of the decisions made by such 
groups entail risk assessments. The question then arises as to the nature of the 
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relationship between the risk level of the individuals constituting the group and the 
risk level of the consensus they manage to achieve. Most of the research directed to 
this issue has employed groups of previously unacquainted individuals assembled 
solely for the purpose of the experiments. Hence, generalizability to longer-term 
groups of acquainted individuals remains an open question. Nevertheless, it would 
be surprising if the processes observed in minimally acquainted groups had no rel-
evance for acquainted individuals in groups of some duration.
There are three possibilities when comparing individual risk preferences with a 
consensus reached through group discussion. The most obvious possibility is that 
the consensus approximates the average of the prior individual decisions. Such an 
outcome obviously minimizes the concessions required of the individual group 
members (in shifting to the mean), and hence would seem to be an outcome for 
which the members would derive the greatest satisfaction. A second possible out-
come is a shift toward caution. There is evidence that groups encourage greater 
carefulness and deliberation in their judgments, members not wishing to appear 
foolhardy in venturing an extreme opinion. The third possibility is a shift toward 
greater risk taking. There is mixed evidence about this shift from brainstorming in 
organizational problem-solving groups (Thibaut and Kelley 1959), and the excesses 
observed in crowds have been described by Le Bon (1895/1960). Both of these situ-
ations would seem to have limited relevance for decision-making in small discus-
sion groups.
This third possibility did emerge in an initial study of decision-making in small 
discussion groups (Wallach et al. 1962). College students made individual decisions 
on the CDQ items and were then constituted as small groups to reach a consensus 
and make individual post-discussion decisions. The significant risky shifts were 
observed in the all-male and all-female groups, and for both the consensus and post- 
consensus- individual decisions. Interpretation of the findings stressed a mechanism 
of diffusion of responsibility whereby a group member could endorse a riskier deci-
sion because responsibility for failure would be shared by all of the members of the 
group.
It could be argued, of course, that decision making on the CDQ is hypothetical—
no concrete payoffs or potential losses are involved—and that feature could account 
for the consistent shift in the risky direction. A second study (Wallach et al. 1964) 
was designed to counter that argument. SAT items of varying difficulty levels (10% 
to 90% failure rate as indicated by item statistics) were selected from old tests, and 
monetary payoffs were attached proportional to difficulty level to generate a set of 
choices equal in expected value. College students individually made their choices 
about the difficulty level of the items they would be given and then were formed into 
small groups with the understanding they would be given the opportunity to earn the 
payoff if the item was answered correctly. A risky shift was observed (selecting 
more difficult, higher payoff items) irrespective of whether responsibility for 
answering the selected item was assigned to a particular group member or to the 
group as a whole. The monetary prize in each case for a successful solution was 
made available to each group member. Again, in a decision context quite different 
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from the CDQ, group discussion to consensus yielded risky shifts that lent them-
selves to explanation in terms of diffusion of responsibility.
A partial replication of the foregoing study was carried out by Kogan and Carlson 
(1969). In addition to sampling college students, a sample of fourth graders and fifth 
graders was employed. Further, a condition of overt intragroup competition was 
added in which group members bid against one another to attempt more difficult 
items. Consistent with the Wallach et al. (1964) findings, risky shifts with group 
discussion to consensus were observed in the sample of college students. The com-
petition condition did not yield risky shifts, and the outcomes for the elementary 
school sample were weaker and more ambiguous than those obtained for college 
students.
While the preceding two studies provided monetary payoffs contingent on prob-
lem solution, participants did not experience the prospect of losing their own money. 
To enhance the risk of genuinely aversive consequences, Bem et al. (1965) designed 
an experiment in which participants made choices that might lead to actual physical 
pain coupled with monetary loss. (In actuality, participants never endured these 
aversive effects, but they were unaware of this fact during the course of the experi-
ment.) Participants were offered an opportunity to be in experiments that differed in 
the risks of aversive side effects from various forms of stimulation (e.g., olfactory, 
taste, movement). Monetary payoffs increased with the percentage of the population 
(10% to 90%) alleged to experience the aversive side effects. Again, discussion to 
consensus and private decisions following consensus demonstrated the risky-shift 
effect and hence provided additional evidence for a mechanism of responsibility 
diffusion.
With the indication that the risky-shift effect generalizes beyond the hypothetical 
decisions of the CDQ to such contexts as monetary gain and risk of painful side- 
effects, investigators returned to the CDQ to explore alternative interpretations for 
the effect with the knowledge that it is not unique to the CDQ. Thus, Wallach and 
Kogan (1965b) experimentally split apart the discussion and consensus components 
of the risky-shift effect. Discussion alone without the requirement of achieving a 
consensus generated risky shifts whose magnitude did not differ significantly from 
discussion with consensus. By contrast, the condition of consensus without discus-
sion (a balloting procedure where group members were made aware of each other’s 
decisions by the experimenter and cast as many ballots as necessary to achieve a 
consensus), yielded an averaging effect. It is thus apparent that actual verbal- 
interaction is essential for the risky shift to occur. The outcomes run contrary to 
Brown’s (1965) interpretation that attributes the risky shift to the positive value of 
risk in our culture and the opportunity to learn in the discussion that other group 
members are willing to take greater risks than oneself. Hence, these members shift 
in a direction that yields the risky-shift effect. Yet, in the consensus-without- 
discussion condition in which group members became familiar with others’ pre-
ferred risk levels, the outcome was an averaging rather than a risky-shift effect. 
Verbal interaction, on the other hand, not only allows information about others’ 
preferences, but it also generates the cognitive and affective processes presumed 
necessary for responsibility diffusion to occur.
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It could be contended that the balloting procedure omits the exchange of infor-
mation that accompanies discussion, and it is the latter alone that might be sufficient 
to generate the risky-shift effect. A test of this hypothesis was carried out by Kogan 
and Wallach (1967d) who compared interacting and listening groups. Listeners 
were exposed to information about participants’ risk preferences and to the pro and 
con arguments raised in the discussion as well. Both the interacting and listener 
groups manifested the risky-shift effect, but its magnitude was significantly smaller 
in the listening groups. Hence, the information-exchange hypothesis was not suffi-
cient to account for the full strength of the effect. Even when group members were 
physically separated (visual cues removed) and communicated over an intercom 
system, the risky shift retained its full strength (Kogan and Wallach 1967a). 
Conceivably, the distinctiveness of individual voices and expressive styles allowed 
for the affective reactions presumed to underlie the mechanism of responsibility 
diffusion.
To what extent are group members aware that their consensus and individual 
post-consensus decisions are shifting toward greater risk-taking relative to their 
prior individual-decisions? Wallach et  al. (1965) observed that group members’ 
judgments were in the direction of shifts toward risk, but their estimates of the shifts 
significantly underestimated the actual shifts.
In a subsequent study, Wallach et al. (1968) inquired whether risk takers were 
more persuasive than their more cautious peers in group discussion. With risk- 
neutral material used for discussion, persuasiveness ratings were uncorrelated with 
risk-taking level for male participants and only weakly correlated for female partici-
pants. Overall, the results suggested that the risky shift could not be attributed to the 
greater persuasiveness of high risk takers. A different process seemed to be at work.
As indicated earlier, the paradigm employed in all of the previously cited research 
consisted of unacquainted individuals randomly assembled into small groups. 
Breaking with this paradigm, Kogan and Wallach (1967b) assembled homogeneous 
groups on the basis of participants’ scores on test anxiety and defensiveness. Median 
splits generated four types of groups—high and/or low on the two dimensions. Both 
dimensions generated significant effects—test anxiety in the direction of a stronger 
risky shift and defensiveness in the direction of a weaker risky shift. These out-
comes were consistent with a responsibility-diffusion interpretation. Test-anxious 
participants should be especially willing to diffuse responsibility so as to relieve the 
burden of possible failure. Defensive participants, by contrast, might be so guarded 
in relation to each other that the affective matrix essential for responsibility diffu-
sion was hindered in its development.
In a related study, field dependence-independence served as the dimension for 
constructing homogeneous groups (Wallach et al. 1967). The magnitude of the risky 
shift was not significantly different between field-dependent and field-independent 
groups. There was a decision-time difference, with field-dependent groups arriving 
at a consensus significantly more quickly. The more time that was taken by field- 
dependent groups, the stronger the risky shift, whereas, the more time that was 
taken by field-independent groups, the weaker the risky shift. More time for field- 
dependent groups permitted affective bonds to develop, consistent with a process of 
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responsibility diffusion. More time for field-independent groups, by contrast, 
entailed resistance to other group members’ risk preferences and extended cogni-
tively based analysis, a process likely to mitigate responsibility diffusion.
A slight change in the wording of instructions on the CDQ transforms it from a 
measure of risk taking into a measure of pessimism-optimism. On a probability 
scale ranging from 0 in 10 to 10 in 10, the test taker is asked to estimate the odds 
that the risky alternative would lead to a successful outcome if chosen. Descending 
the probability scale (toward 1 in 10) implies increasing pessimism. Contrary to the 
expectation that a risky shift would lead to a surge of optimism, the outcome was a 
significant shift toward pessimism (Lamm et al. 1970). The discussion generated a 
consensus probability more pessimistic than the prediscussion average of the par-
ticipating group members. When estimating success/failure probabilities, the dis-
cussion focused on things that might go wrong and the best alternative for avoiding 
error. Hence, the pessimism outcomes can be viewed as a possible constraint on 
extremity in risky decision-making.
14.3.2.2  Intergroup Effects
With financial support from the Advanced Research Projects Agency of the US 
Defense Department, Kogan and his collaborators undertook a series of studies in 
France, Germany, and the United States that departed from the standard intragroup- 
paradigm by adding an intergroup component. Participants in small decision- 
making groups were informed that one or more of them would serve as delegates 
meeting with delegates from other groups with the intent of presenting and defend-
ing the decisions made in their parent groups. Such a design has real-world parallels 
in the form of local committees arriving at decisions, where a representative is 
expected to defend the decisions before a broader-based body of representatives 
from other localities.
In an initial exploratory study with a French university sample (Kogan and Doise 
1969), 10 of the 12 CDQ items with slight modifications proved to be appropriate in 
the French cultural context and were accordingly translated into French. Discussion 
to consensus on the first five CDQ items was followed by an anticipated delegate 
condition for the latter five CDQ items. Three delegate conditions were employed 
in which the group members were told (a) the delegate would be selected by chance, 
(b) the delegate would be selected by the group, and (c) all group members would 
serve as delegates. The significant shift toward risk was observed in the initial five 
CDQ items, and the magnitude of the risky shift remained essentially at the same 
level for all three of the anticipated delegate conditions. It is evident, then, that the 
expectation of possibly serving as a delegate in the future does not influence the 
processes responsible for the risky-shift effect.
In subsequent studies, delegates were given the opportunity to negotiate with 
each other. In the Hermann and Kogan (1968) investigation with American under-
graduate men, dyads pairing an upperclassman (seniors, juniors) with an under-
classman (sophomores, freshmen) engaged in discussion to consensus on the CDQ 
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items. The upperclassmen were designated as leaders, and the underclassmen as 
delegates. The risky shift prevailed at the dyadic level. Intergroup negotiation then 
followed among leaders and among delegates. The former manifested the risky 
shift, whereas the latter did not. This outcome is consistent with a responsibility- 
diffusion interpretation. Requiring delegates to report back to leaders would likely 
interfere with the affective processes presumed to underlie diffusion of responsibil-
ity. Leaders, by contrast, have less concern about reporting back to delegates. One 
cannot rule out loss-of-face motivation, however, and the magnitude of the risky 
shift in the leader groups was in fact weaker than that observed in the typical intra-
group setting.
A follow-up to this study was carried out by Lamm and Kogan (1970) with a 
sample of German undergraduate men. As in the case of the French study (Kogan 
and Doise 1969), 10 of the 12 CDQ items (with slight modification) were consid-
ered appropriate in the German cultural context and were accordingly translated 
into German. Unlike the Hermann and Kogan (1968) study in which status was 
ascribed, the present investigation was based on achieved status. Participants in 
three-person groups designated a representative and an alternate, leaving a third 
individual designated as a nonrepresentative. Contrary to the Hermann and Kogan 
(1968) findings where leaders manifested the risky shift, the representative groups 
(presumed analogous to the leaders) failed to demonstrate the risky shift. On the 
other hand, the alternate and nonrepresentative groups did generate significant risky 
shifts. The argument here is that achieved, as opposed to ascribed, status enhanced 
loss-of-face motivation, making difficult the concessions and departures from prior 
intragroup decisions that are essential for risky shifts to occur. Having been assigned 
secondary status by the group, the alternates and nonrepresentatives were less sus-
ceptible to loss-of-face pressures and could negotiate more flexibly with their status 
peers.
In a third and final study of the delegation process, Kogan et al. (1972) assigned 
leader and subordinate roles on a random basis to German undergraduate men. The 
resultant dyads discussed the CDQ items to consensus (revealing the anticipated 
risky shift) and were assigned negotiating and observer roles in groups comprised 
exclusively of negotiators or observers. All four group types—leader-negotiators, 
subordinate-observers, subordinate-negotiators, and leader-observers—demon-
strated the risky shift. However, the subordinate observers relative to their negotiat-
ing leaders preferred larger shifts toward risk. Evidently, loss-of-face motivation in 
the leaders in the presence of their subordinates served as a brake on willingness to 
shift from their initial-dyadic decisions. The nature of the arguments, however, con-
vinced the observing subordinates of the merits of enhanced risk taking.
Two studies were conducted to examine preferred risk-levels when decisions are 
made for others. The first (Zaleska and Kogan 1971) utilized a sample of French 
undergraduate women selecting preferred probability and monetary stake levels in 
a series of equal-expected-value chance bets to be played for the monetary amounts 
involved. In addition to a control condition (self-choices on two occasions), three 
experimental conditions were employed: (a) individual choices for self and another, 
(b) individual and group choices for self, and (c) individual and group choices for 
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others. The first condition generated cautious shifts, the second yielded risky shifts, 
and the third produced weakened risky-shifts. Evidently, making individual choices 
for another person enhances caution, but when such choices are made in a group, a 
significant risky shift ensues, though weaker than obtained in the standard intra-
group condition.
The findings bear directly on competing interpretations of the risky-shift effect. 
The popular alternative to the responsibility-diffusion interpretation is the risk-as- 
value interpretation initially advanced by Brown (1965) and already described. As 
noted in the Zaleska and Kogan (1971) study, caution is a value for individuals mak-
ing choices for others, yet when deciding for others as a group, the decisions shifted 
toward risk. Such an outcome is consistent with a responsibility-diffusion interpre-
tation, but the lesser strength of the effect suggests that the value aspect exerts some 
influence. Hence, the two conflicting interpretations may not necessarily assume an 
either-or form. Rather, the psychological processes represented in the two interpre-
tations may operate simultaneously, or one or the other may be more influential 
depending on the decision-making context.
Choices in the Zaleska and Kogan (1971) study were distinguished by reciproc-
ity—individuals and groups choosing for unacquainted specific others were aware 
that those others would at the same time be choosing for them. A subsequent study 
by Teger and Kogan (1975), using the Zaleska and Kogan chance bets task, explored 
this reciprocity feature by contrasting gambling choices made under reciprocal ver-
sus nonreciprocal conditions in a sample of American undergraduate women. A 
significantly higher level of caution was observed in the reciprocal condition rela-
tive to the nonreciprocal condition. This difference was most pronounced for high- 
risk bets that could entail possible substantial loss for the reciprocating other. Hence, 
the enhanced caution with reciprocity was most likely intended to ensure at least a 
modest payoff for another who might benefit the self. Caution in such circumstances 
serves the function of guilt avoidance.
We might ask whether the research on group risk-taking represented a passing 
fad. The answer is no. The group risk-taking research led directly to the study of 
polarization in small groups—the tendency for group discussion on almost any atti-
tudinal topic to move participants to adopt more extreme positions at either pole 
(e.g., Myers and Lamm 1976). This polarization work eventually led to the exami-
nation of the role of majorities and minorities in influencing group decisions (e.g., 
Moscovici and Doise 1994). In short, the dormant group-dynamics tradition in 
social psychology was invigorated. Reviewing the group risk-taking research 20 
years after its surge, Davis et al. (1992) noted that the “decline of interest in inves-
tigating the parameters of group risk taking was unfortunate” (p. 170). They go on 
to note the many settings in which group decision-making takes place (e.g., parole 
boards, juries, tenure committees) and where the “conventional wisdom persists that 
group decisions are generally moderate rather than extreme, despite such contrary 
evidence as we have discussed above” (p. 170).
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14.4  Kinesthetic Aftereffect
A phenomenon originally demonstrated by Kӧhler and Dinnerstein in 1947, the 
kinesthetic aftereffect captured the attention of psychologists for almost a half-cen-
tury. Early interest in this phenomenon can be traced to experimental psychologists 
studying perception who sought to establish its parameters. In due course, individ-
ual differences in the kinesthetic aftereffect attracted personality psychologists who 
viewed it as a manifestation of the augmenter-reducer dimension, which distin-
guishes between people who reduce the subjective intensity to external stimuli and 
those who magnify it (Petrie 1967).
Consider the nature of the kinesthetic-aftereffect task. A blindfolded participant 
is handed (right hand) a wooden test block 2 inches in width and 6 inches in length. 
The participant then is requested to match the width of the test block on an adjust-
able wedge (30 inches long) located to the participant’s left hand. This process 
constitutes the preinduction measurement. Next, the participant is handed an induc-
tion block 1/2 inch narrower or wider than the test block and asked to give it a back- 
and- forth rubbing. Then the participant returns to the test block, and the initial 
measurement is repeated. The preinduction versus postinduction difference in the 
width estimate constitutes the score.
Kinesthetic-aftereffect research at ETS was conducted by A. Harvey Baker and 
his colleagues. One question that they examined was the effect of experimental 
variations on the basic paradigm just described. Weintraub et al. (1973) had explored 
the contrast between a wider and narrower induction block (relative to the test 
block) on the magnitude and direction of the kinesthetic aftereffect. They also 
included a control condition eliminating the induction block that essentially reduced 
the score to zero. The kinesthetic aftereffect proved stronger with the wider induc-
tion block, probably the reason that subsequent research predominantly employed a 
wider induction block, too.
Taking issue with the absence of an appropriate control for the induction block 
in the kinesthetic-affereffect paradigm, Baker et al. (1986) included a condition in 
which the test and induction blocks were equal in size. Such a control permitted 
them to determine whether the unequal size of the two blocks was critical for the 
kinesthetic aftereffect. Both the induction > test and induction  <  test conditions 
generated a significant kinesthetic aftereffect. The induction = test condition also 
yielded a significant kinesthetic aftereffect, but it was not significantly different 
from the induction > test condition. On this basis, Baker et al. concluded that two 
processes rather than one are necessary to account for the kinesthetic-aftereffect 
phenomenon—induction (rubbing the induction block) and the size contrast. It 
should be noted that these findings were published as research on this phenomenon 
had begun to wane, and hence their influence was negligible.
Two additional questions investigated by Baker and his coworkers in other 
research were the kinesthetic aftereffect’s reliability and personality correlates. A 
stumbling block in research on this phenomenon was the evidence of low test-retest 
reliability across a series of trials. Until the reliability issue could be resolved, the 
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prospect for the kinesthetic aftereffect as an individual-differences construct 
remained dubious. Baker et al. (1976, 1978) maintained that test- retest reliability is 
inappropriate for the kinesthetic aftereffect. They noted that the kinesthetic afteref-
fect is subject to practice effects, such that the first preinduction- postinduction pair-
ing changes the person to the extent that the second such pairing is no longer 
measuring the same phenomenon. In support of this argument, Baker et al. (1976, 
1978) reviewed research based on a single-session versus a multiple- session kines-
thetic aftereffect and reported that it was only the former that yielded significant 
validity coefficients with theoretically-relevant variables such as activity level and 
sensation seeking.
In another article on this topic, Mishara and Baker (1978) argued that internal- 
consistency reliability is most relevant for the kinesthetic aftereffect. Of the 10 
samples studied, the first five employed the Petrie (1967) procedure in which a 
45-minute rest period preceded kinesthetic-aftereffect measurements. Participants 
were not allowed to touch anything with their thumbs and forefingers during this 
period, and the experimenter used the time to administer questionnaires orally. The 
remaining five samples were tested with the Weintraub et al. (1973) procedure that 
did not employ the 45-minute rest period. For the samples using the Petrie proce-
dure, the split-half reliabilities ranged from .92 to .97. For the samples tested with 
the Weintraub et al. procedure, the reliabilities ranged from .60 to .77. Mishara and 
Baker noted that the Weintraub et al. procedure employed fewer trials, but applica-
tion of the Spearman-Brown correction to equate the number of trials in the 
Weintraub et al. procedure with the number in the Petrie procedure left the latter 
with substantially higher reliabilities. These results suggest that the 45-minute rest 
period may be critical to the full manifestation of the kinesthetic aftereffect, but a 
direct test of its causal role regarding differential reliabilities has not been 
undertaken.
Baker et al. (1976) continued the search for personality correlates of kinesthetic 
aftereffect begun by Petrie (1967). Inferences from her augmenter-reducer concep-
tion are that augmenters (their postinduction estimates smaller/narrower than their 
preinduction estimates) are overloaded with stimulation and hence motivated to 
avoid any more, whereas reducers (their postindduction estimated larger/wider than 
their preinduction estimates) are stimulus deprived and hence seek more stimula-
tion. Supporting these inferences is empirical evidence (Petrie et al. 1958) indicat-
ing that reducers (relative to augmenters) are more tolerant of pain, whereas 
augmenters (relative to reducers) are more tolerant of sensory deprivation.
Baker et al. (1976), arguing that the first-session kinesthetic aftereffect was reli-
able and could potentially predict theoretically-relevant personality traits and 
behavioral dispositions, reanalyzed the earlier Weintraub et  al. (1973) study. A 
25-item scale was reduced to 18 items and an index was derived with positive scores 
reflecting the reducing end of the augmenting-reducing dimension. Some of the 
items in the index concerned responses to external stimulation (e.g., fear of an injec-
tion, lively parties, lengthy isolation). Other items concerned seeking or avoiding 
external stimulation (e.g., coffee and alcohol consumption, sports participation, 
smoking, friendship formation).
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The kinesthetic-aftereffect scores for the first session were significantly related 
to the index (r = −.36, p < .02), as predicted, but the scores for the six subsequent 
sessions were not. Neither of the components of the kinesthetic-aftereffect score—
preinduction and postinduction—were related to the index for any session. However, 
it is noteworthy that scores for subsequent sessions, made up from the preinduction 
score for the first session and the postinduction score for the subsequent session, 
were consistently related to the index. Baker et al. (1976) ended their article on a 
note of confidence, convinced that the kinesthetic-aftereffect task elicits personality 
differences in an augmenter-reducer dimension relevant to the manner in which 
external stimulation is sought and handled.
Nevertheless, in the very next year, an article by Herzog and Weintraub (1977) 
reported that an exact replication of the Baker et  al. (1976) study found no link 
between the kinesthetic aftereffect and the personality behavior index. Herzog and 
Weintraub did, however, acknowledge the emergence of a reliable augmenter- 
reducer dimension. Disinclined to let the issue rest with so sharp a divergence from 
the Baker et al. study findings about the association between the kinesthetic afteref-
fect and the index, Herzog and Weintraub (1982) undertook a further replication. A 
slight procedural modification was introduced. Having failed to replicate the Baker 
et al. study with a wide inducing block, they chose to try a narrow inducing block 
for the first kinesthetic-aftereffect session and alternated the wide and narrow induc-
ing blocks across subsequent sessions. Again, the results were negative, with the 
authors concluding that “we are unable to document any relationship between 
induction measures derived by the traditional kinesthetic-aftereffect procedure and 
questionnaire-derived personality measures” (Herzog and Weintraub 1982, p. 737).
Refusing to abandon the topic, Herzog et al. (1985) judged a final effort worth-
while if optimal procedures, identified in previous research, were applied. 
Accordingly, they employed the Petrie (1967) procedure (with the 45-minute initial 
rest period) that had previously generated exceptionally high reliabilities. They also 
selected the wide inducing block that had almost always been used whenever sig-
nificant correlations with personality variables were obtained. In addition to the 
standard difference-score, Herzog et  al. computed a residual change-score, “the 
deviation from the linear regression of post-induction scores on pre-induction 
scores” (p. 1342). In regard to the personality-behavior variables, a battery of mea-
sures was employed: a new 45-item questionnaire with two factor scales; the 
personality- behavior index used by Baker et al. (1976) and Herzog and Weintraub 
(1977, 1982); and several behavioral measures. Only those personality-behavior 
variables that had satisfactory internal-consistency reliability and at least two sig-
nificant correlations with each other were retained for further analyses. All of these 
measurement and methodological precautions paid off in the demonstration that the 
kinesthetic aftereffect is indeed related to personality and behavior. Reducers (espe-
cially women) were significantly higher on the factor subscale Need for Sensory 
Stimulation, whose items have much in common with those on Zuckerman’s (1994) 
sensation-seeking instruments. Consistent with earlier findings by Petrie et  al. 




In sum, Herzog et al. (1985) have shown that the Petrie (1967) induction proce-
dure generates reliable kinesthetic-aftereffect scores that correlate in the theoreti-
cally expected direction with reliable measures of personality and behavior. It is 
testimony to the importance of reliability when attempting to demonstrate the con-
struct validity of a conceptually derived variable. However, a major disadvantage of 
the Petrie procedure must be acknowledged—an hour of individual administra-
tion—that is likely to limit the incentive of investigators to pursue further research 
with the procedure. It is hardly surprising then that research on the personality 
implications of the kinesthetic aftereffect essentially ended with the Herzog et al. 
investigation.
Virtually all of the research on the kinesthetic aftereffect-personality relationship 
has been interindividual (trait based). Baker et al. (1979) can be credited with one 
of the very few studies to explore intraindividual (state-based) variation. Baker et al. 
sought to determine whether the menstrual cycle influences kinesthetic-aftereffect. 
On the basis of evidence that maximal pain occurs at the beginning and end of the 
cycle, Baker et al. predicted greater kinesthetic aftereffect reduction (a larger after-
effect), “damping down of subjective intensity of incoming stimulation” (p. 236) at 
those points in the cycle and hence a curvilinear relationship between the kines-
thetic aftereffect and locus in the menstrual cycle. Employing three samples of 
college-age women, quadratic-trend analysis yielded a significant curvilinear effect. 
The effect remained statistically significant when controlling for possible confound-
ing variables—tiredness, oral contraceptive use, use of drugs or medication. 
Untested is the possibility of social-expectancy effects, participants at or near men-
ses doing more poorly on the kinesthetic-aftereffect task simply because they 
believe women do poorly then. But, as Baker et al. observed, it is difficult to con-
ceive of such effects in so unfamiliar a domain as the kinesthetic aftereffect.
Did personality research related to the kinesthetic aftereffect disappear from the 
psychological scene following the definitive Herzog et  al. (1985) study? Not 
entirely, for the personality questionnaire used to validate the kinesthetic aftereffect 
became the primary instrument for assessing the augmenter-reducer dimension ini-
tially made operational in the kinesthetic-aftereffect laboratory tasks. A prime 
example of this change is represented by the Larsen and Zarate (1991) study. The 
45-item questionnaire developed by Herzog et al. shifted from dependent to inde-
pendent variable and was used to compare reducers’ and augmenters’ reactions to 
taking part in a boring and monotonous task. Compared to augmenters, reducers 
described the task as more aversive and were less likely to repeat it. Further, reduc-
ers, relative to augmenters, exhibited more novelty seeking and sensation seeking in 
their day-to-day activities.
Despite its promise, the augmenter-reducer construct seems to have vanished 
from the contemporary personality scene. Thus, it is absent from the index of the 
latest edition of the Handbook of Personality (John et al. 2008). The disappearance 
readily lends itself to speculation and a possible explanation. When there is a senior, 
prestigious psychologist advancing a construct whose predictions are highly similar 
to a construct advanced by younger psychologists of lesser reputation, the former’s 
construct is likely to win out. Consider the theory of extraversion-introversion 
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developed by Eysenck (e.g., Eysenck and Eysenck 1985). Under quiet and calm 
conditions, extraverts and introverts are presumed to be equally aroused. But when 
external stimulation becomes excessive—bright lights, loud noises, crowds—intro-
verts choose to withdraw so as to return to what for them is optimal stimulation. 
Extraverts, by contrast, need that kind of excitement to arrive at what for them is 
optimal stimulation. It is readily apparent that the more recent introversion- 
extraversion construct is virtually indistinguishable from the earlier augmenter- 
reducer construct. Given the central role of the introversion-extraversion concept in 
personality-trait theory and the similarity in the two constructs’ theoretical links 
with personality, it is no surprise that the augmenter-reducer construct has faded 
away.
14.5  Conclusion
The conclusions about ETS research in cognitive, personality, and social psychol-
ogy in the companion chapter (Stricker, Chap. 13, this volume) apply equally to the 
work described here: the remarkable breadth of the research in terms of the span of 
topics addressed (kinesthetic aftereffect to risk taking), the scope of the methods 
used (experiments, correlational studies, multivariate analyses), and the range of 
populations studied (young children, college and graduate students in the United 
States and Europe, the general public); its major impact on the field of psychology; 
and its focus on basic research.
Another conclusion can also be drawn from this work: ETS was a major center 
for research in creativity, cognitive styles, and risk taking in the 1960s and 1970s, a 
likely product of the fortunate juxtaposition of a supportive institutional environ-
ment, ample internal and external funding, and a talented and dedicated research 
staff.
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Developmental psychology was a major area of research at ETS from the late 1960s 
to the early 1990s, a natural extension of the work in cognitive, personality, and 
social psychology that had begun shortly after the organization’s founding in 1947, 
consistent with Henry Chauncey’s vision of investigating intellectual and personal 
qualities (see Stricker, Chap. 13, this volume). For a full understanding of these 
qualities, it is essential to know how they emerge and evolve. Hence the work in 
developmental psychology complemented the efforts already under way in other 
fields of psychology.
A great deal of the research in developmental psychology was conducted at 
ETS’s Turnbull Hall in the Infant Laboratory, equipped with physiological record-
ing equipment and observation rooms (e.g., Lewis 1974), and in a full-fledged 
Montessori school outfitted with video cameras (e.g., Copple et al. 1984). Hence, as 
Lewis (n.d.) recalled, the building “had sounds of infants crying and preschool chil-
dren laughing” (p. 4). Other research was done in homes, schools, and hospitals, 
including a multisite longitudinal study of Head Start participants (e.g., Brooks-
Gunn et al. 1989; Laosa 1984; Shipman 1972).
A handful of investigators directed most of the research, each carrying out a dis-
tinct program of extensive and influential work. This chapter covers research by 
Irving Sigel, on representational competence; Luis Laosa, on parental influences, 
migration, and measurement; Michael Lewis, on cognitive, personality, and social 
development of infants and young children; and Jeanne Brooks-Gunn, on cognitive, 
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personality, and social development from infancy to adolescence. Other important 
research was conducted by Gordon Hale (e.g., Hale and Alderman 1978), on atten-
tion; Walter Emmerich (e.g., Emmerich 1968, 1982), on sex roles and personality 
development; and Nathan Kogan (e.g., Wallach and Kogan 1965) and William Ward 
(e.g., Ward 1968), on creativity. (The Kogan and Ward research is included in Kogan, 
Chap. 14, this volume.) In the present chapter, Kogan describes Sigel’s research, and 
Stricker takes up Laosa’s; Lewis and Brooks-Gunn discuss their own work.
15.1  Representational Competence and Psychological 
Distance
Representational competence was the focus of Sigel’s research program. Roughly 
defined by Sigel and Saunders (1983), representational competence is the ability to 
transcend immediate stimulation and to remember relevant past events and project 
future possibilities. Also indicative of representational competence in preschoolers 
was the understanding of equivalence in symbol systems, whereby an object could 
be rendered three-dimensionally in pictorial form and in words.
The level of a child’s representational competence was attributed in large part to 
parental beliefs and communicative behaviors and to family constellation (number 
of children and their birth order and spacing). Earlier research by Sigel and collabo-
rators emphasized ethnicity and socioeconomic status (SES; see Kogan 1976). SES 
was retained in many of the ETS studies in addition to a contrast between typical 
children and those with communicative–language disabilities.
A conceptual model of the Sigel team’s research approach is presented in a chap-
ter by McGillicuddy-DeLisi et al. (1979): Mothers’ and fathers’ backgrounds deter-
mined their parental belief systems. Belief systems, in turn, influenced parental 
communication strategies, which then accounted for the child’s level of cognitive 
development. It was a nonrecursive model, the child’s developmental progress (rela-
tive to his or her age) feeding back to alter the parental belief systems. In terms of 
research design, then, parental background was the independent variable, parental 
belief systems and child-directed communicative behavior were mediating vari-
ables, and children’s representational competence was the dependent variable. The 
full model was not implemented in every study, and other relevant variables were 
not included in the model. In most studies, family constellation (e.g., spacing and 
number of children), SES, the nature of the parent–child interaction task, the child’s 
communicative status (with or without language disability), and the gender of the 
parent and child were shown to yield main or interaction effects on the child’s rep-
resentational competence.
In the view of Sigel and his associates, the critical component of parental teach-
ing behavior was distancing (Sigel 1993). Parental teachings could reflect high- or 
low-level distancing. Thus, in a teaching context, asking the child to label an object 
was an example of low-level distancing, for the child’s response was constrained to 
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a single option with no higher-thinking processes invoked in the answer. By con-
trast, asking the child to consider possible uses of an object was an example of high- 
level distancing, for the child was forced to go beyond the overt stimulus properties 
of the object to adopt new perspectives toward it. In brief, the concept of distancing, 
as reflected in parental teaching behavior, referred to the degree of constraint versus 
openness that the parent imposed on the child. Sigel’s principal hypothesis was that 
higher-level distancing in child-directed communication by an adult would be asso-
ciated with greater representational competence for that child. Correspondingly, 
low-level distancing by an adult would inhibit the development of a child’s repre-
sentational competence.
An additional feature of Sigel’s research program concerned the nature of the 
task in the parent–child interaction. Two tasks were selected of a distinctively dif-
ferent character. For the storytelling task, age-appropriate edited versions of chil-
dren’s books were used, with parents instructed to go through a story as they 
typically would do at home. The other task required paper folding, with the parent 
required to teach the child to make a boat or a plane.
15.1.1  Influence of Parental Beliefs and Behavior 
on Representational Competence
Having outlined the conceptual underpinning of Sigel’s research program along 
with the nature of the variables selected and the research designs employed, we can 
now proceed to describe specific studies in greater detail. We begin with a study of 
120 families in which the target child was 4 years of age (McGillicuddy-DeLisi 
1982; Sigel 1982). Family variables included SES (middle vs. working class) and 
single-child versus three-child families. For the three-child families, there was vari-
ation in the age discrepancy between the first and second sibling (more than 3 years 
apart vs. less than 3 years apart), with the restriction that siblings be of the same sex. 
Each mother and father performed the storytelling and paper-folding tasks with 
their 4-year-old child. Proper controls were employed for order of task presenta-
tions. A total of 800 parent and child observations were coded by six raters with 
satisfactory interrater reliability.
The presentation of the research was divided into two parts, corresponding to the 
portion of the analytic model under investigation. In the first part (McGillicuddy- 
DeLisi 1982), the influence of the demographic variables, SES and family constel-
lation, on parental beliefs was examined, and in turn the influence of parental beliefs 
for their prediction of overt parental behaviors in a teaching situation was explored. 
The second part, the child’s representational competence, was treated separately in 
the Sigel (1982) chapter. Note that the assessment of beliefs was focused exclu-
sively on the parents’ views of how a preschool child acquired concepts and abili-
ties, hence making such beliefs relevant to the parental strategies employed in 
facilitating the child’s performance in a teaching context.
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Parental beliefs were assessed in an interview based on 12 vignettes involving a 
4-year-old and a mother or father. The interviewer asked the parent whether the 
child in the vignette had the necessary concepts or abilities to handle the problem 
being posed. Further inquiry focused more generally on parents’ views of how chil-
dren acquire concepts and abilities. Analysis of these data yielded 26 parental belief 
variables that were reliably scored by three coders. ANOVA was then employed to 
determine the influence of SES, family constellation, gender of child, and gender of 
parent on each of the 26 belief variables. Beliefs were found to vary more as a func-
tion of SES and family constellation than of gender of parent or child. More specifi-
cally, parents of three children had views of child development that differed 
substantially from those of single-child parents. For the parents of three children, 
development involved attributes more internal to the child (e.g., reference to self- 
regulation and impulsivity) as opposed to greater emphasis on external attributes 
(e.g., direct instruction) in single-child parents. The results as a whole constituted an 
intriguing mosaic, but they were post hoc in the absence of predictions derived from 
a theoretical framework. Of course, the exploratory nature of such research reflected 
the dearth at that time of theoretical development in the study of child-directed 
parental beliefs and behaviors.
Consider next the observed relationships between parental beliefs and teaching 
behaviors. Having shown that SES and family constellation influenced parental 
beliefs, the question of interest was whether such beliefs provided useful informa-
tion about parents’ teaching behaviors beyond what might be predicted from SES 
and family constellation. To answer the question, stepwise regressions were carried 
out with SES and family constellation entered into the analysis first, followed by the 
belief variables. Separate regressions—four in all—were conducted for mothers’ 
and fathers’ performance on the storytelling and paper-folding tasks, the dependent 
variables.
Demonstration of belief effects on teaching behaviors would require that multi-
ple correlations show significant increments in magnitude when beliefs were entered 
into the regression analysis. Such increments were observed in all four regressions, 
indicating that parents’ beliefs about their children’s competencies were predictive 
of the way they went about teaching their children on selected tasks. Noteworthy is 
the evidence that the significant beliefs varied across the two tasks and that this 
variation was greater for mothers than for fathers. In other words, mothers appeared 
to be more sensitive to the properties of the task facing the child, whereas fathers 
appeared to have internalized a set of beliefs generally applied to different kinds of 
tasks. Mothers would seem to have a more differentiated view of their children’s 
competencies and hence were more attuned to the nature of the task than were 
fathers.
Thus far, we have considered the relations among family demographics, parental 
beliefs, and teaching strategies. The missing link, the child’s cognitive performance, 
was examined in the Sigel (1982) chapter, where it was specifically related to paren-
tal teaching behaviors. The child’s responses to the storytelling and paper-folding 
tasks were considered (e.g., extent of engagement and problem solutions), as was 
the child’s performance on tasks independent of parental instructions. These latter 
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tasks included Piagetian conservation and imagery assessments and the Sigel Object 
Categorization Task (Sigel and Olmsted 1970). The major hypothesis was that the 
parents’ uses of distancing strategies in their teaching behaviors would be associ-
ated with enhanced cognitive performances in their children—representational 
competence.
To address this hypothesis, stepwise regressions were analyzed. The results con-
firmed the basic hypothesis linking parental child-directed distancing to the child’s 
representational competence. This general observation, however, conceals the spec-
ificity of the effects. Thus mothers and fathers employed different teaching strate-
gies, and these strategies, in turn, varied across the storytelling and paper-folding 
tasks. Of special interest are those analyses in which the mothers’ and fathers’ 
teaching behaviors were entered into the same regression equation. Doing so in 
sequence often pointed to the complementarity of parental influences. In concrete 
terms, the multiple correlations sometimes demonstrated significant enhancements 
when both parents’ teaching strategies entered into the analysis compared to the 
outcome for the parents considered separately. This result implied that the children 
could intellectually profit from the different, but complementary, teaching strategies 
of mothers and fathers.
15.1.2  Impact of a Communicative Disability
Sigel and McGillicuddy-DeLisi (1984) were able to recruit families who had a child 
with a communicative disability (CD), making it possible to compare such families 
with those where the child was not communicatively disabled (non-CD). It was pos-
sible to match the CD and non-CD children on SES, family size, gender, age, and 
birth order. Again, mothers’ and fathers’ distancing behaviors were examined in the 
task context of storytelling and paper folding.
In the case of the child’s intellectual ability, assessed by the Wechsler Preschool 
and Primary School Scale of Intelligence (WPPSI; Wechsler 1949b), parental 
effects were largely confined to the CD sample. Low parental distancing strategies 
were tightly associated with lower WPPSI scores. Of course, we must allow for the 
possibility that the parent was adjusting his or her distancing level to the perceived 
cognitive ability of the child. In contrast, the child’s representational competence, as 
defined by the assessments previously described in Sigel (1982), was linked with 
parental distancing behaviors in both CD and non-CD samples, with the magnitude 
of the relationship somewhat higher in the CD sample.
Of course, these associations could not address the causality question: The par-
ent might be affecting the child or reacting to the child or, more likely, the influence 
was proceeding in both directions. Sigel and McGillicuddy-DeLisi (1984) argued 
that low-level distancing strategies by parents discouraged active thinking in the 
child; hence it was no surprise that such children did not perform well on represen-
tational tasks that required such thinking. They were optimistic about CD children, 
for high-level parental distancing seemed to encourage the kind of representational 
15 Research on Developmental Psychology
458
thinking that could partially compensate for their communicative disabilities (Sigel 
1986).
15.1.3  Belief-Behavior Connection
Working with a subsample of the non-CD families described in the previous section, 
Sigel (1992) plunged into the controversial issue of the linkage between an indi-
vidual’s beliefs and actual behavior instantiating those beliefs. He also developed a 
measure of behavioral intentions—a possible mediator of the belief–behavior con-
nection. Although the focus was naturally on parental beliefs and behaviors, similar 
work in social psychology on the belief and behavior connection (e.g., Ajzen and 
Fishbein 1977), where major advances in theory and research had occurred, was not 
considered.
Three categories of variables were involved: (a) parents’ beliefs about how chil-
dren acquired knowledge in four distinct domains (physical, social, moral, and self); 
(b) the strategies that parents claimed they would use to facilitate the children’s 
acquisition of knowledge in those domains; and (c) the behavioral strategies 
employed by the parents in a teaching context with their children. The first two 
categories were assessed with a series of vignettes. Thus, in the vignette for the 
physical domain, the child asks the parent how to use a yardstick to measure the 
capacity of their bathtub. The parents’ view about how children learn about mea-
surement constituted the belief measure; the parents’ statements about how they 
would help their child learn about measurement constituted the self-referent strat-
egy measure. For the third category, the parents taught their child how to tie knots, 
and the strategies employed in doing so were observed. Note that the knots task 
involved different content than was used in the vignettes.
Parental beliefs regarding children’s learning were categorized as emphasizing 
cognitive processing (e.g., children figuring out things on their own) or direct 
instruction (e.g., children learning from being told things by adults). Parental 
intended teaching strategies were classified as distancing, rational authoritative 
(e.g., parent gives reasons with commands), or direct authoritative (e.g., parent 
offers statement or rule without rationale). Parental behavioral strategies were 
scored for high-level versus low-level distancing.
The three variable classes—parental beliefs, parental intended teaching strate-
gies, and parental behavioral strategies—were intercorrelated. Substantial relation-
ships were observed between parental beliefs about learning (cognitive processing 
vs. direct instruction) and the strategies the parent intended to employ. As antici-
pated, cognitive processing was associated with distancing strategies, and direct 
instruction was linked to authoritative strategies. Of course, both the beliefs and 
self-referent strategies were derived from the same vignettes used in the parental 
interview, suggesting the likely influence of method variance on the correlational 
outcomes. When the foregoing variables were related to the parents’ behavioral 
strategies in teaching the knots task, the magnitude of the correlations dropped 
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 precipitously, though the marginally significant correlations were in the predicted 
direction. Sigel (1992) attributed the correlational decline to variation across 
domains. Thus the belief–strategy linkages were not constant across physical, 
social, and moral problems. Aggregation across these domains could not be justi-
fied. Obviously, the shifting task content and context were also responsible for the 
absence of anticipated linkages. Conceivably, an analytic procedure in which par-
ents’ intended strategies were cast as mediators between their beliefs and their 
behavioral strategies would have yielded further enlightenment.
15.1.4  Collaborative Research
The large majority of Sigel’s publications were either solely authored by him or 
coauthored with former or present members of his staff at ETS. A small number of 
papers, however, were coauthored with two other investigators, Anthony Pellegrini 
and Gene Brody, at the University of Georgia. These publications are of particular 
interest because they cast Sigel’s research paradigm within a different theoretical 
framework, that of Vygotsky (1978), and they introduced a new independent vari-
able into the paradigm, marital quality.
In the case of marital quality, Brody et al. (1986) raised the possibility that the 
quality of the marital relationship would influence mothers’ and fathers’ interac-
tions with their elementary-school age children. More specifically, Brody et  al., 
leaning on clinical reports, examined the assumption that marital distress would 
lead to compensatory behaviors by the parents when they interact with their chil-
dren in a teaching context. Also under examination was the possibility that mothers 
and fathers would employ different teaching strategies when interacting with the 
children, with the nature of such differences possibly contingent on the levels of 
marital distress.
Again, storytelling and paper-folding tasks were used with the mothers and 
fathers. Level of marital distress was assessed by the Scale of Marriage Problems 
(Swenson and Fiore 1975), and a median split was used to divide the sample into 
distressed and nondistressed subgroups. Observation of parental teaching strategies 
and the child’s responsiveness was accomplished with an event-recording procedure 
(Sigel et al. 1977) that yielded interrater reliability coefficients exceeding .75 for 
each of the eight behaviors coded. ANOVAs produced significant Marital Problems × 
Parent interactions for seven of the eight behavioral indices. Nondistressed mothers 
and fathers did not differ on any of the behavioral indices. By contrast, distressed 
mothers and fathers differed in their teaching strategies, the mothers’ strategies 
being more effective: more questions, feedback, and suggestions and fewer attempts 
to take over the child’s problem-solving efforts.
Fathers in the distressed group “behave in a more intrusive manner with their 
school-aged children, doing tasks for them rather than allowing them to discover 
their own solutions and displaying fewer positive emotions in response to their chil-
dren’s learning attempts” (p.  295). Mothers in distressed marriages, by contrast, 
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responded with more effective teaching behaviors, inducing more responsive behav-
ior from their children. Hence the hypothesis of compensatory maternal behaviors 
in a distressed marriage was supported. The psychological basis for such compensa-
tion, however, remained conjectural, with the strong likelihood that mothers were 
compensating for perceived less-than-satisfactory parenting by their husbands. 
Finally, Brody et al. (1986) offered the caveat that the outcomes could not be gener-
alized to parents with more meager educational and economic resources than char-
acterized the well-educated parents employed in their study.
In two additional studies (Pellegrini et al. 1985, 1986), the Sigel research para-
digm was applied, but interpretation of the results leaned heavily on Vygotsky’s 
(1978) theory of the zone of proximal development. Pellegrini et al. (1985) studied 
parents’ book-reading behaviors with 4- and 5-year-old children. Families differed 
in whether their children were communicatively disabled. MANOVA was applied, 
with the parental interaction behavior as the dependent variable and age, CD vs. 
non-CD status, and parent (mother vs. father) as the independent variables. Only 
CD vs. non-CD status yielded a significant main effect. Parental behaviors were 
more directive and less demanding with CD children. Furthermore, stepwise regres-
sion analysis examined the link between the parental interaction variables and 
WPPSI verbal IQ. For non-CD children, high cognitive demand was significantly 
associated with higher IQ levels; for CD children, the strongest positive predictor of 
IQ was the less demanding strategy of verbal/emotional support.
In general, parents seemed to adjust the cognitive demands of their teaching 
strategies to the level of the children’s communicative competences. In Vygotskyan 
terms, parents operated within the child’s zone of proximal development. Other 
evidence indicated that parents engaged in scaffolding to enhance their children’s 
cognitive–linguistic performances. Thus parents of non-CD children manifested 
more conversational turns in a presumed effort to elicit more language from their 
children. Similarly, more parental paraphrasing with non-CD children encouraged 
departures from the literal text, thereby fostering greater depth of interaction 
between parent and child. In sum, parental scaffolding of their children’s task- 
oriented behavior activated the potential for children to advance toward more inde-
pendent problem solving as outlined in Vygotsky’s theory.
We turn, finally, to the second study (Pellegrini et  al. 1986) influenced by 
Vygotsky’s theory. The research paradigm was similar to studies previously 
described. Again, gender of parent, children’s CD vs. non-CD status, and the tasks 
of book reading and paper folding constituted the independent variables, and the 
teaching strategies of the parents comprised the dependent variables. In addition, 
the extent of task engagement by the child was also examined. MANOVA was 
employed, and it yielded a significant main effect for the child’s communicative 
status and for its interaction with the task variable. ANOVAs applied to the separate 
teaching variables indicated that (a) parents were more directive and less demand-
ing with CD children than with non-CD children; (b) parents were more demanding, 
gave less emotional support, and asked fewer questions with the paper-folding task 
than with the book-reading task; and (c) communicative status and task variable 
interacted: A CD versus non-CD difference occurred only for the book-reading task, 
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with parents of CD children asking more questions and making lower cognitive 
demands.
The teaching strategy measures were factor analyzed, and the resulting four 
orthogonal factors became the predictor variables in a regression analysis with chil-
dren’s rated task engagement as the criterion variable. For the paper-folding task, 
parents of both CD and non-CD children used high-demand strategies to keep their 
children engaged. For the book-reading task, parents of CD and non-CD children 
differed, with the CD parents using less demanding strategies and the non-CD par-
ents using more demanding ones.
Pellegrini et al. (1986) had shown how ultimate problem-solving outcomes are of 
less significance than the processes by which such outcomes are achieved. Adult 
guidance is the key, with non-CD children requiring considerably less of it to remain 
engaged with the task than was the case for CD children. Hence the children’s com-
petence levels alert the parents to how demanding their teaching strategies should 
be. Pellegrini et al. further recommended the exploration of the sequence of parental 
teaching strategies, as parents found it necessary on occasion to switch from more 
demanding to less demanding strategies when the child encountered difficulty (see 
Wertsch et al. 1980). In sum, the findings strongly support the Vygotsky model of 
parents teaching children through the zone of proximal development and the adjust-
ment of parental teaching consistent with the competence level of their children.
15.1.5  Practice
An important feature of Sigel’s research program was linking research to practice 
(Renninger 2007). As Sigel (2006) noted,
efforts to apply research to practice require acknowledging the inherent tensions of trying 
to validate theory and research in practical settings. They require stretching and/or adapting 
the root metaphors in which we have been trained so that collaborations between research-
ers and practitioners are the basis of research and any application of research to practice. 
(p. 1022)
The research on representational competence and psychological distance has had 
widespread impact, notably for early childhood education (Hyson et al. 2006) and 
cognitive behavior therapy (Beck 1967).
15.2 Parental Influences, Migration, and Measurement
Laosa’s empirical work and his position papers spanned the psychological develop-
ment of children, particularly Hispanics. His methodological contributions included 
test theory, especially as it relates to the assessment of minority children, and a 
standardized measure of parental teaching strategies. The major foci of Laosa’s 
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work to be considered here are parental influences on children’s development, the 
consequences of migration for their adjustment and growth, and the measurement of 
their ability.
15.2.1  Parental Influences
Parental influence on children’s intellectual development has been a topic of long- 
standing interest to developmental psychologists (e.g., Clarke-Stewart 1977). A par-
ticular concern in Laosa’s work was Hispanic children, given the gap in their 
academic achievement. His early research concerned maternal teaching. Unlike 
much of the previous work in that area, Laosa made direct observations of the moth-
ers teaching their children, instead of relying on mothers’ self-reports about interac-
tions with their children, and distinguished between two likely SES determinants of 
their teaching: education and occupation. In a study of Hispanic mother–child dyads 
(Laosa 1978), mother’s education correlated positively with praising and asking 
questions during the teaching and correlated negatively with modeling (i.e., the 
mother working on the learning task herself while the child observes). However, 
mother’s occupation did not correlate with any of the teaching variables, and neither 
did father’s occupation. Laosa speculated that the education-linked differences in 
teaching strategies account for the relationship between mothers’ education and 
their children’s intellectual development found in other research (e.g., Bradley et al. 
1977). Subsequently, Laosa (1980b) also suggested that the more highly educated 
mothers imitate how they were taught in school.
In a follow-up study of Hispanic and non-Hispanic White mother–child dyads 
(Laosa 1980b), the two groups differed on most of the teaching variables. Non- 
Hispanic White mothers praised and asked questions more, and Hispanic mothers 
modeled, gave visual cues, directed, and punished or restrained more. However, 
when mothers’ education was statistically controlled, the differences between the 
groups disappeared; controlling for mothers’ or fathers’ occupation did not reduce 
the differences.
In a third study, with the Hispanic mother–child dyads (Laosa 1980a), mother’s 
field independence, assessed by the Embedded Figure Test (Witkin et al. 1971) and 
WAIS Block Design (Wechsler 1955), correlated positively with mother’s asking 
questions and praising, and correlated negatively with mother’s modeling. The cor-
relations were reduced, but their pattern was similar when mother’s education was 
statistically controlled. Laosa suggested that asking questions and praising are self- 
discovery approaches to learning that reflect field independence, whereas modeling 
is a concrete approach that reflects field dependence; hence mothers were using 
strategies that foster their own cognitive style in their children. Mother’s teaching 
strategies, in fact, correlated modestly but inconsistently with the children’s field 
independence, as measured by the Children’s Embedded Figures Test (Witkin et al. 
1971), WISC Block Design (Wechsler 1949a), and Human Figure Drawing (Harris 
1963), another measure of field independence. Most of the teaching strategies had 
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scattered correlations with the Children’s Embedded Figures Test and Block Design: 
positive correlations with asking questions and praising (field-independent strate-
gies) and negative correlations with modeling, punishing or restraining, and giving 
visual cues (field-dependent strategies).
In Laosa’s later research, a recurring topic was the impact of parents’ education 
on their children’s intellectual development; this line of work was presumably moti-
vated by the influence of education in his maternal-teaching studies. Laosa (1982b) 
viewed parental education as impacting the parent–child interaction and presented 
a conceptual model of this interaction as the mediator between parent education and 
the child’s development. He reported further analyses of the samples of Hispanic 
and non-Hispanic White mother–child dyads.
In one analysis, non-Hispanic White mothers and fathers read to their children 
more than did Hispanic parents. When parents’ education was statistically con-
trolled, the group difference disappeared, but controlling for parents’ occupation 
did not reduce it. In addition, non-Hispanic mothers had higher realistic educational 
aspirations for their children (“realistically, how much education do you think your 
child will receive?”); this difference also disappeared when mothers’ education was 
controlled but not when their occupation was controlled.
In another analysis, mother’s education correlated positively in both the Hispanic 
and non-Hispanic White groups with mother’s reading to the child, but father’s edu-
cation was uncorrelated with father’s reading to the child in either group. Parent’s 
occupation did not correlate with reading in the two groups. In both groups, moth-
er’s education also correlated positively with mother’s educational aspirations for 
the child, but mother’s occupation was uncorrelated.
Also, in an analysis of the Hispanic group, mother’s education correlated posi-
tively with the child’s ability to read or write before kindergarten, though father’s 
education was uncorrelated. Parent’s occupation was also uncorrelated with liter-
acy. In addition, parent’s education correlated positively with their use of English 
with the child; parent’s occupation also correlated positively but weakly with 
English use.
Laosa argued that the set of findings, in total, suggests that the lower educational 
level of Hispanic parents produced a discontinuity between their children’s home 
and school environments that adversely affected academic achievement.
He explored the consequences of these parental influences on the test perfor-
mance of 3-year-olds in two studies. In the first study (Laosa 1982a), which targeted 
non-Hispanic White children, a path analysis was employed to assess the relation-
ships, direct and indirect, between a host of family influences (e.g., mother’s educa-
tion and occupation, mother’s reading to the child, nonparents in the household 
reading to the child, mother’s teaching strategies) and performance on the Preschool 
Inventory (Caldwell 1970), a test of verbal, quantitative, and perceptual-motor skills 
for kindergarten children. A Mother’s Socioeducational Values factor (defined by 
mother’s education and occupation and mother’s reading to child) was the strongest 
determinant of test performance. Less powerful determinants included nonparents 
in the household (probably older siblings) reading to the child and mother’s use of 
modeling in teaching. Laosa highlighted two important and unanticipated findings: 
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the apparent influence of siblings and the substantial and positive influence of mod-
eling, contrary to the conventional wisdom that verbal teaching strategies, such as 
asking questions, are superior to nonverbal ones, such as modeling.
In the second study (Laosa 1984) of Hispanic and non-Hispanic White children, 
the groups differed in their means on three of the five scales of the McCarthy Scales 
of Children’s Abilities (McCarthy 1972): Verbal, Quantitative, and Memory. When 
a Sib Structure/Size factor (later-born child, many siblings) was statistically con-
trolled, the group differences were unaffected. But when either a Language factor 
(mother uses English with child, child uses English with mother) or an SES factor 
(parents’ education, father’s occupation, household income) was controlled, the dif-
ferences were reduced; when both factors were controlled, the differences were 
eliminated. The findings led Laosa to conclude that these early ethnic-group differ-
ences in ability were explainable by differences in SES and English-language usage.
15.2.2  Migration
In a series of white papers, Laosa reviewed and synthesized the extant research lit-
erature on the consequences of migration for children’s adjustment and develop-
ment, particularly Hispanic children, and laid out the salient issues (Laosa 1990, 
1997, 1999). One theme was the need for—and the absence of—a developmental 
perspective in studying migration: “what develops, and when, how, and why it 
develops” (Laosa 1999, p. 370). The pioneering nature of this effort is underscored 
by the observation almost two decades later that migration is neglected by develop-
mental psychology (Suárez-Orozco and Carhill 2008; Suárez-Orozco et al. 2008).
In a 1990 paper, Laosa proposed a multivariate, conceptual model that described 
the determinants of the adaptation of Hispanic immigrant children to the new soci-
ety. Key features of the model were the inclusion of variables antedating immigra-
tion (e.g., sending community), moderator variables (e.g., receiving community), 
and mediating variables (e.g., child’s perceptions and expectations) between the 
stresses of immigration and the outcomes.
In a complex, longitudinal survey of Puerto Rican migrants in New Jersey 
schools, Laosa (2001) found that the majority of the student body were Hispanic in 
46% of the schools and were native speakers of Spanish in 31%. Additionally, the 
majority of the student body was eligible for free lunch in 77% of the schools and 
was from families on public assistance in 46%. Laosa concluded that the migrants 
faced considerable segregation by ethnicity or race as well as considerable isolation 
by language in high-poverty schools, factors with adverse consequences for the 
students’ social and academic development.
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15.2.3  Measurement
The measurement and evaluation of children’s ability and achievement, particularly 
the unbiased assessment of minority children, has long been beset by controversies 
(see Laosa 1977; Oakland and Laosa 1977). These controversies were sparked in 
the 1960s and 1970s by the Coleman report (Coleman et al. 1966), which suggested 
that average differences in the academic performance of Black and White students 
are more affected by their home background than by their schools’ resources, and 
by Jensen’s (1969) review of research bearing on genetic and environmental influ-
ences on intelligence. He concluded that genetics is a stronger influence, which 
many observers interpreted as suggesting that the well-established disparity between 
Black and White children in their average scores on intelligence tests is largely 
genetic in origin. The upshot was widespread concerns that these tests are biased 
and calls for banning their use in schools. These arguments were reignited by The 
Bell Curve (Herrnstein and Murray 1994), which concluded that intelligence is 
mainly heritable. As Laosa (1996) noted, “thus, like a refractory strain of retrovirus, 
the issues tend to remain latent and from time to time resurge brusquely onto the 
fore of public consciousness” (p. 155).
In a 1977 paper, Laosa summarized the earlier controversies and other criticisms 
of testing and discussed alternatives to current testing practices that had been devel-
oped in response. The alternatives included constructing “culture-fair” tests “whose 
content is equally ‘fair’ or ‘unfair’ to different cultural groups” (p. 14), translating 
tests from English, using norms for subgroups, adjusting scores for test takers with 
deprived backgrounds, devising tests for subgroups (e.g., the BITCH, a vocabulary 
test based on Black culture; Williams 1972), using criterion-based interpretations of 
scores (i.e., how well a student achieves a specific objective) instead of norm-based 
interpretations (i.e., how well he or she does on the test relative to others), employ-
ing tests of specific abilities rather than global measures like IQ, and making obser-
vations of actual behavior. Laosa cautioned that these alternatives may also be 
problematic and would need to be carefully evaluated.
In a companion piece, Laosa, joined by Thomas Oakland of the University of 
Texas, Austin (Oakland and Laosa 1977), provided a comprehensive account of 
standards for minority-group testing that had been formulated by professional orga-
nizations, the government, and the courts. They argued for the need to consider 
these standards in testing minority-group children.
Laosa (1982c), in a subsequent paper on measurement issues in the evaluation of 
educational programs, specifically Head Start, delineated the concept of population 
validity and its applicability to program evaluation. Population validity deals with 
the question, “Do the results yielded by a given assessment technique have the same 
meaning when administered to persons of different sociocultural backgrounds?” 
(p. 512). Laosa discussed threats to population validity: familiarity (performance is 
influenced by familiarity with the task), communication, role relations (performance 
is influenced by the test taker’s relationship with the tester), and situational (e.g., 
physical setting, people involved).
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In another paper, Laosa (1991) explicated the links between population validity, 
cultural diversity, and professional ethics. As an illustration, he described a study by 
Bradley et al. (1989) of children in three ethnic groups, Black, Hispanic, and non- 
Hispanic White, matched on their HOME inventory (Caldwell and Bradley 1985) 
scores, a measure of the home environment. The HOME inventory scores correlated 
appreciably with performance on the Bayley Scales of Infant Development (Bayley 
1969) and the Stanford–Binet Intelligence Test (Terman and Merrill 1960) for the 
Black and non-Hispanic White children but not for the Hispanic children. Laosa 
suggested that this finding highlights the importance of evaluating test results sepa-
rately for different ethnic groups.
Laosa pointed out that population validity is a scientific concern in basic research 
and an ethical issue in applied work, given the inability to predict the results in dif-
ferent populations from the one studied. He also noted that when population differ-
ences are observed, two questions need to be answered. One, relevant to applied 
work, is, Which populations react differently? The other question, pertinent to sci-
entific research, but rarely asked, is, Why do they differ?
In his last paper on measurement issues, Laosa (1996), responding to The Bell 
Curve controversy, made several general points about test bias. One was that bias 
reflects the absence of population validity. He noted that this view accords with the 
Cole and Moss (1989) definition of bias: “Bias is differential validity of a given 
interpretation of a test score for any definable, relevant group of test takers” (p. 205).
Another point was that the definition of predictive bias in the then current third 
edition of the Standards for Educational and Psychological Testing (American 
Educational Research Association, American Psychological Association, & National 
Council on Measurement in Education 1985) is insufficient. According to the 
Standards, predictive bias is absent if “the predictive relationship of two groups 
being compared can be adequately described by a common algorithm (e.g., regres-
sion line)” (p.  12). Laosa took up the argument that intelligence tests cannot be 
considered to be unbiased simply because their predictions are equally accurate for 
different races or social classes, noting Campbell’s rejoinder that the same result 
would occur if the tests simply measured opportunity to learn (D.  T. Campbell, 
personal communication, May 18, 1995).
The last point was that the consequences of test use also need to be considered 
(Messick 1989). Laosa cited Linn’s (1989) example that requiring minimum high 
school grades and admissions test scores for college athletes to play during their 
freshman year can affect what courses minority athletes take in high school, whether 
they will attend college if they cannot play in their freshman year, and, ultimately, 
their education and employment.
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15.3  Cognitive, Personality, and Social Development 
of Infants and Young Children
Lewis studied infant’s cognitive attention and language ability, infants’ and young 
children’s physiological responses during attention, and infants’ social and emo-
tional development. He also formulated theories of development as well as theories 
about the integration of children’s various competencies.
15.3.1  Social Development
Social development was a major interest, in particular, the mother–child interaction 
and the role this interaction played in the child’s development. This work on social 
development revolved around four themes: (a) the mother–child relationship, (b) the 
growth of the child’s social knowledge, (c) social cognition or the nature of the 
social world, and (d) the social network of children.
For example, in a 1979 volume (Lewis and Rosenblum 1979), The Child and Its 
Family, Lewis challenged the idea that the child’s mother was the only important 
figure in the infant’s early life and showed that fathers and siblings, as well as grand-
parents and teachers, were also key influences. And in a 1975 volume, on peer 
friendship in the opening years of life (Lewis and Rosenblum 1975), Lewis disputed 
the Piagetian idea that children could not form and maintain friendships before the 
age of 4 years. The finding that infants are attracted to and enjoy the company of 
other infants and young children, and that they can learn from them through obser-
vation and imitation, helped open the field of infant daycare (Goldman and Lewis 
1976; Lewis 1982b; Lewis and Schaeffer 1981; Lewis et  al. 1975). Because the 
infant’s ability to form and maintain friends is important for the daycare context, 
where groups of infants are required to play together, this work also showed that the 
learning experience of young children and infants involved both direct and indirect 
interactions, such as modeling and imitation with their social world of peers, sib-
lings, and teachers (Feiring and Lewis 1978; Lewis and Feiring 1982). This infor-
mation also had an important consequence on hospital care; until this time, infants 
were kept far apart from each other in the belief that they could not appreciate or 
profit from the company of other children.
Another major theme of the research on social development involved infants’ 
social knowledge. In a series of papers, Lewis was able to show that infants could 
discriminate among human faces (Lewis 1969); that they were learning about their 
gender (Lewis and Brooks 1975); that they were showing sex-role-appropriate 
behaviors (Feiring and Lewis 1979; Goldberg and Lewis 1969; Lewis 1975a); that 
they were learning about how people look, for example, showing surprise at the 
appearance of a midget—a child’s height but an adult’s face (Brooks and Lewis 
1976); and that they were detecting the correspondence between particular faces 
and voices (McGurk and Lewis 1974). All of these results indicated that in the first 
15 Research on Developmental Psychology
468
2 years, children were learning a great deal about their social worlds (Brooks-Gunn 
and Lewis 1981; Lewis 1981b; Lewis et al. 1971).
The most important aspect of this work on social development was the child’s 
development of a sense of itself, something now called consciousness, which occurs 
in the second and third years of life. In the Lewis and Brooks-Gunn (1979a) book 
on self-recognition, Social Cognition and the Acquisition of Self, Lewis described 
his mirror self-recognition test, a technique that has now been used across the world. 
Results with this test revealed that between 15 and 24 months of age, typically 
developing children come to recognize themselves in mirrors. He subsequently 
showed that this ability, the development of the idea of “me,” along with other cog-
nitive abilities gives rise to the complex emotions of empathy, embarrassment, and 
envy as well as the later self-conscious emotions of shame, guilt, and pride (Lewis 
and Brooks 1975; Lewis and Brooks-Gunn 1981b; Lewis and Michalson 1982b; 
Lewis and Rosenblum 1974b).
These ideas, an outgrowth of the work on self-recognition, led to Lewis’s interest 
in emotional development. They also resulted in a reinterpretation of the child’s 
need for others. While children’s attachment to their mothers was thought to be the 
most important relationship for the children, satisfying all of their needs, it became 
clear that others played an important role in children’s social and emotional lives. 
His empirical work on fathers (Lewis and Weinraub 1974) and peers (Lewis et al. 
1975) led to the formulation of a social network theory (Feiring and Lewis 1978; 
Lewis 1980; Lewis and Ban 1977; Lewis and Feiring 1979; Weinraub et al. 1977).
15.3.2  Emotional Development
Lewis’s interest in social development and in consciousness led quite naturally to 
his research on emotional development, as already noted (Lewis 1973, 1977b, 1980; 
Lewis and Brooks 1974; Lewis et al. 1978; Lewis and Michalson 1982a, b; Lewis 
and Rosenblum 1978a, b). Two volumes framed this work on the development of 
emotional life (Lewis and Rosenblum 1974b, 1978b) and were the first published 
studies of emotional development. These early efforts were focused on the emotions 
of infants in the first year of life, including fear, anger, sadness, joy, and interest. To 
study emotional life, Lewis created experimental paradigms and devised a measure-
ment system. So, for example, paradigms were developed for peer play (Lewis et al. 
1975), social referencing (Feinman and Lewis 1983; Lewis and Feiring 1981), 
stranger approach (Lewis and Brooks-Gunn 1979a), mirror recognition (Lewis and 
Brooks-Gunn 1979a), and contingent learning (Freedle and Lewis 1970; Lewis and 
Starr 1979). A measurement system was created for observing infants’ and young 
children’s emotional behavior in a daycare situation that provided scales of emo-
tional development (Lewis and Michalson 1983). These scales have been used by 
both American and Italian researchers interested in the effects of daycare on emo-
tional life (Goldman and Lewis 1976).
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15.3.3  Cognitive Development
Lewis’s interests in development also extended to the study of infants’ and chil-
dren’s cognitive development, including attentional processes, intelligence, and lan-
guage development (Dodd and Lewis 1969; Freedle and Lewis 1977; Hale and 
Lewis 1979; Lewis 1971b, 1973, 1975b, 1976a, b, 1977a, 1978a, 1981a, 1982a; 
Lewis and Baldini 1979; Lewis and Baumel 1970; Lewis and Cherry 1977; Lewis 
and Freedle 1977; Lewis and Rosenblum 1977; Lewis et al. 1969a, 1971; McGurk 
and Lewis 1974).
Lewis first demonstrated that the Bayley Scales of Infant Development (Bayley 
1969), which were—and still are—the most widely used test of infant intelligence, 
had no predictive ability up to 18 months of age (Lewis and McGurk 1973). In an 
effort to find an alternative, Lewis turned to research on infants’ attentional ability, 
which he had begun at the Fels Research Institute, and developed it further at 
ETS. This work used a habituation–dishabituation paradigm where the infant was 
presented with the same visual stimulus repeatedly and then, after some time, pre-
sented with a variation of that stimulus. Infants show boredom to the repeated event, 
or habituation, and when the new event is presented, the infants show recovery of 
their interest, or dishabituation (Kagan and Lewis 1965; Lewis et  al. 1967a, b). 
Infants’ interest was measured both by observing their looking behavior and by 
assessing changes in their heart rate (Lewis 1974; Lewis et al. 1966a, b; Lewis and 
Spaulding 1967). He discovered that the infants’ rate of habituation and degree of 
dishabituation were both related to their subsequent cognitive competence, in par-
ticular to their IQ. In fact, this test was more accurate than the Bayley in predicting 
subsequent IQ (Lewis and Brooks-Gunn 1981a, c; Lewis et  al. 1969; Lewis and 
McGurk 1973).
This research on attentional processes convinced Lewis of the usefulness of 
physiological measures, such as heart rate changes, in augmenting behavior obser-
vation, work which he also began at the Fels Research Institute and continued and 
expanded at ETS (Lewis 1971a, b, 1974; Lewis et al. 1969, 1970, 1978; Lewis and 
Taft 1982; Lewis and Wilson 1970; Sontag et al. 1969; Steele and Lewis 1968).
15.3.4  Atypical Development
Lewis’s research on normal development, especially on attentional processes as a 
marker of central nervous system functioning, led to an interest in atypical develop-
mental processes and a program of research on children with disabilities (Brinker 
and Lewis 1982a, b; Brooks-Gunn and Lewis 1981, 1982a, b, c; Fox and Lewis 
1982a, b; Lewis 1971c; Lewis and Fox 1980; Lewis and Rosenblum 1981; Lewis 
and Taft 1982; Lewis and Wehren 1982; Lewis and Zarin-Ackerman 1977; Thurman 
and Lewis 1979; Zarin-Ackerman et al. 1977). Perhaps of most importance was the 
development of an intervention strategy based on Lewis’s work with typically 
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developing children, the Learning to Learn Curriculum. Infants with disabilities 
were given home- and clinic-based interventions where their simple motor responses 
resulted in complex outcomes and where they had to learn to produce these out-
comes, which served as operants—in effect, an applied-behavior-analysis interven-
tion strategy (Brinker and Lewis 1982a, b; Lewis 1978a, b; Thurman and Lewis 
1979).
15.3.5  Theories
Lewis formulated several influential theories about infant development. These 
included (a) a reconsideration of attachment theory (Weinraub and Lewis 1977) and 
(b) the infant as part of a social network (Weinraub et al. 1977). He also began work 
on a theory of emotional development (Lewis 1971b; Lewis and Michalson 1983).
15.3.6  The Origin of Behavior Series
Lewis and Leonard Rosenblum of SUNY Downstate Medical Center organized 
yearly conferences on important topics in child development for research scientists 
in both child and animal (primate) development to bring together biological, cul-
tural, and educational points of view. These conferences resulted in a book series, 
The Origins of Behavior (later titled Genesis of Behavior), under their editorship, 
with seven highly cited volumes (Lewis and Rosenblum 1974a, b, 1975, 1977, 
1978a, 1979, 1981). The initial volume, The Effect of the Infant on the Caregiver 
(Lewis and Rosenblum 1974a), was so influential that the term caregiver became 
the preferred term, replacing the old term caretaker. The book became the major 
reference on the interactive nature of social development—that the social develop-
ment of the child involves an interaction between the mother’s effect on the infant 
and the effect of the infant on the mother. It was translated into several languages, 
and 15 years after publication, a meeting sponsored by the National Institutes of 
Health reviewed the effects of this volume on the field.
15.4  Cognitive, Personality, and Social Development 
From Infancy to Adolescence
Brooks-Gunn’s work encompassed research on the cognitive, personality, and social 
development of infants, toddlers, and adolescents, primarily within the framework 
of social-cognitive theory. Major foci were the acquisition of social knowledge in 
young children, reproductive processes in adolescence, and perinatal influences on 
N. Kogan et al.
471
children’s development. These issues were attacked in laboratory experiments, 
other cross-sectional and longitudinal studies, and experimental interventions. (A 
fuller account appears in Brooks-Gunn 2013.)
15.4.1  Social Knowledge in Infants and Toddlers
In collaboration with Lewis, Brooks-Gunn carried out a series of studies on the 
development of early knowledge about the self and others in infancy and toddler-
hood. They investigated how and when young children began to use social catego-
ries, such as gender, age, and relationship, to organize their world and to guide 
interactions (Brooks and Lewis 1976; Brooks-Gunn and Lewis 1979a, b, 1981) as 
well as the development of self-recognition as a specific aspect of social cognition 
(Lewis and Brooks-Gunn 1979b, c; Lewis et al. 1985). This developmental work 
was embedded in genetic epistemology theory as well as social-cognitive theory, 
with a strong focus on the idea that the self (or person) only develops in relation to 
others and that the self continues to evolve over time, as does the relation to 
others.
The studies demonstrated that social knowledge develops very early. Infants 
shown pictures of their parents, strange adults, and 5-year olds and asked, Who is 
that? were able to label their parents’ pictures as mommy and poppy, labeling their 
fathers’ pictures more accurately and earlier than their mothers’ (Brooks-Gunn and 
Lewis 1979b). Shown pictures of their parents and strange adults, infants smiled 
more often and looked longer at their parents’ pictures (Brooks-Gunn and Lewis 
1981). And when infants were approached by strangers—5-year-old boys and girls, 
adult men and women, and a midget woman—the children discriminated among 
them on the basis of age and height, smiling and moving toward the children but 
frowning and moving away from the adults and, compared to the other adults, 
watching the midget more intently and averting their gaze less (Brooks and Lewis 
1976).
15.4.2  Reproductive Events
15.4.2.1  Menstruation and Menarche
Brooks-Gunn’s interest in the emergence of social cognition broadened to its role in 
the development of perceptions about reproductive events, at first menstruation and 
menarche. Her focus was on how social cognitions about menstruation and men-
arche emerge in adolescence and how males’ and females’ cognitions differ. Brooks- 
Gunn and Diane Ruble, then at Princeton University, began a research program on 
the salience and meaning of menarche and menstruation, especially in terms of defi-
nition of self and other in the context of these universal reproductive events 
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(Brooks-Gunn 1984, 1987; Brooks-Gunn and Ruble 1982a, b, 1983; Ruble and 
Brooks-Gunn 1979b). They found that menstruation was perceived as more physi-
ologically and psychologically debilitating and more bothersome by men than by 
women (Ruble et al. 1982). In addition, their research debunked a number of myths 
about reproductive changes (Ruble and Brooks-Gunn 1979a), including the one that 
menarche is a normative crisis experienced very negatively by all girls. In fact, most 
girls reported mixed emotional reactions to menarche that were quite moderate. 
These reactions depended on the context the girls experienced: Those who were 
unprepared for menarche or reached it early reported more negative reactions as 
well as more symptoms (Ruble and Brooks-Gunn 1982).
15.4.2.2  Pubertal Processes
Brooks-Gunn’s research further broadened to include pubertal processes. With 
Michelle Warren, a reproductive endocrinologist at Columbia University, she initi-
ated a research program on pubertal processes and the transition from childhood to 
early adolescence. Brooks-Gunn and Warren conducted longitudinal studies of girls 
to chart their emotional experiences associated with pubertal changes and the social-
ization practices of families. The work included measurement of hormones to better 
understand pubertal changes and possible emotional reactions. The investigations 
followed girls who were likely to have delayed puberty because of exercise and food 
restriction (dancers training in national ballet companies as well as elite swimmers 
and gymnasts) and girls attending private schools—many of the girls were followed 
from middle school through college (Brooks-Gunn and Warren 1985, 1988a, b; 
Warren et al. 1986, 1991).
The private-school girls commonly compared their pubertal development and 
had no difficulty categorizing their classmates’ development (Brooks-Gunn et al. 
1986). Relatedly, the onset of breast development for these girls correlated posi-
tively with scores on measures of peer relationships, adjustment, and body image, 
but pubic hair was uncorrelated, suggesting that breast growth may be a visible sign 
of adulthood, conferring enhanced status (Brooks-Gunn and Warren 1988b).
The context in which the girls were situated influenced their reactions. In a con-
text where delayed onset of puberty is valued (the dance world—most professional 
ballerinas are late maturers), dancers with delayed puberty had higher scores (rela-
tive to on-time dancers) on a body-image measure (Brooks-Gunn, Attie, Burrow, 
Rosso, & Warren, Brooks-Gunn et al. 1989; Brooks-Gunn and Warren 1985). (They 
also had lower scores on measures of psychopathology and bulimia; Brooks- Gunn 
and Warren 1985.) In contrast, in contexts where delayed onset is not valued (swim-
mers, private-school students/nonathletes), delayed and on-time girls did not differ 
in their body images (Brooks-Gunn, Attie et al., Brooks-Gunn et al. 1989; Brooks-
Gunn and Warren 1985).
Two publications in this program, in particular, were very widely cited, accord-
ing to the Social Science Citation Index: Attie and Brooks-Gunn (1989), on eating 
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problems, and Brooks-Gunn et al. (1987), on measuring pubertal status, with 389 
and 323 citations through 2015, respectively.
15.4.2.3  Adolescent Parenthood
Given Brooks-Gunn’s research interest in menarche and other pubertal processes, it 
is not surprising that she moved on to research on pregnancy and parenthood, events 
that presage changes in self-definition as well as social comparisons with others. 
Brooks-Gunn joined Frank Furstenberg, a family sociologist at the University of 
Pennsylvania, in a 17-year follow-up of a group of teenage mothers who gave birth 
in Baltimore in the early 1970s (Furstenberg et al. 1987a, b, 1990). They charted the 
trajectories of these mothers as well as their children, who were about the age that 
their mothers had been when they gave birth to them. The interest was in both how 
well the mothers were doing and how the mothers’ life course had influenced their 
children.
In brief, the teenage mothers differed widely in their life chances: About one 
third were on welfare and three quarters had jobs, usually full-time ones. 
Characteristics of the mothers’ family of origin and of their own families (e.g., 
higher levels of education) and their attendance at a school for pregnant teenagers 
predicted the mothers’ economic success.
The outcomes for their teenage children were “strikingly poor” (Brooks-Gunn 
1996, p. 168). About one third were living with their biological father or stepfather. 
Half had repeated at least one grade in school, and most were sexually active. 
Maternal characteristics were linked to the children’s behavior. Children of mothers 
who had not graduated from high school were 2.4 times as likely as other children, 
and children of unmarried mothers were 2.2 times as likely, to have repeated a 
grade. And children of unmarried mothers were 2.4 times as likely to have been 
stopped by the police, according to their mothers.
The Furstenberg et  al. (1987b) monograph chronicling this study, Adolescent 
Mothers in Later Life, won the William J. Goode Book Award from the American 
Sociological Association’s Sociology of the Family Section and is considered one 
of the classic longitudinal studies in developmental psychology.
Brooks-Gunn and Lindsay Chase-Lansdale, then at George Washington University, 
also began a study of low-income, Black multigenerational families (grandmother/
grandmother figure–young mother–toddler) in Baltimore to investigate family rela-
tionships, via home visits (Chase-Lansdale et al. 1994). One issue was the parenting 
by the grandmother and mother, as observed separately in videotaped interactions of 
them aiding the child in working on a puzzle. The quality of parenting depended on 
whether they resided together and on the mother’s age. Mothers’ parenting was lower 
in quality when they lived with grandmothers. (Residing with the grandmothers and 
sharing child caring may be stressful for the mothers, interfering with their parenting.) 
Grandmothers’ parenting was higher in quality when they lived with younger mothers 
than when they lived apart, but it was lower in quality when they lived with older 
mothers rather than apart. (Coresiding grandmothers may be more willing to help 
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younger mothers, whom they view as needing assistance in parenting, than older 
mothers, whom they see as capable of parenting on their own.)
15.4.3  Perinatal Influences
Another line of research expanded beyond teenage parents to look at perinatal con-
ditions, such as low birth weight and pregnancy behavior (e.g., smoking, no prenatal 
care), that influence parenting and children’s development. Poor families and moth-
ers with low education were often the focus of this research, given the differential 
rates of both early parenthood and adverse perinatal conditions as a function of 
social class.
In a joint venture between ETS, St. Luke’s–Roosevelt Hospital, and Columbia 
University’s College of Physicians and Surgeons, Brooks-Gunn studied low-birth- 
weight children and their parents, many from disadvantaged families because of the 
greater incidence of low-birth-weight children in these families. The work led to her 
thinking about how to ameliorate cognitive, emotional, and academic problems in 
these vulnerable children (Brooks-Gunn and Hearn 1982).
Brooks-Gunn joined Marie McCormick, a pediatrician then at the University of 
Pennsylvania, in a 9-year follow-up of low-birth-weight infants from previous mul-
tisite studies (Klebanov et al. 1994; McCormick et al. 1992). The focus was on very 
low birth weight infants, for more of them were surviving because of advances in 
neonatal intensive care.
At age 9, the low-birth-weight children did not differ from normal-birth-weight 
children on most aspects of classroom behavior, as reported by their teachers, but 
they had lower attention/ language skills and scholastic competence and higher day-
dreaming and hyperactivity; these differences were most pronounced for extremely 
low birth weight children. This pattern of differences resembles attention deficit 
disorder (Klebanov et al. 1994). The low-birth-weight children also had lower mean 
IQs and, at home, more behavioral problems, as reported by their mothers. The 
adverse health status of these children underscores the importance of efforts to 
reduce the incidence of premature births (McCormick et al. 1992).
15.4.4  Interventions With Vulnerable Children
15.4.4.1  Low-Birth-Weight Children
Brooks-Gunn and McCormick also collaborated on two other research programs 
involving interventions with biologically vulnerable children, the majority of whom 
were poor. One program focused on reducing the incidence of low-birth-weight 
deliveries by providing pregnant women with child-rearing and health information. 
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This program used a public health outreach model to locate pregnant women who 
were not enrolled in prenatal care; the intervention was located at Harlem Hospital. 
This effort was a logical extension of Brooks-Gunn’s work on adolescent mothers 
in Baltimore (Brooks-Gunn et al. 1989; McCormick et al. 1987, 1989a, b).
The women in the program were very disadvantaged: One fifth were adolescents, 
three quarters were single, and half had not graduated from high school. The birth 
weight of their infants was unrelated to traditional risk factors: mother’s demo-
graphic (e.g., education) and psychosocial characteristics (e.g., social support). This 
outcome suggests that low birth weight in poor populations is largely due to poverty 
per se. Birth weight was associated with the adequacy of prenatal care (Brooks- 
Gunn et al. 1988; McCormick et al. 1987).
The outreach program was extensive—four local people searching for eligible 
women over the course of a year, each making roughly 20 to 25 contacts daily—but 
recruited only 52 additional women, at a cost of about $850 each. The labor- 
intensive and expensive nature of this outreach effort indicates that more cost- 
effective alternatives are needed (Brooks-Gunn et al. 1988, 1989).
The other program involved the design and implementation of an early interven-
tion for premature, low-birth-weight infants: enrollment in a child development 
education center and family support sessions. This program was initiated in eight 
sites and included almost 1000 children and their families; randomization was used 
to construct treatment and control groups. These children were followed through 
their 18th year of life, with the intervention from birth to 3 years of age being evalu-
ated by Brooks-Gunn (Infant Health and Development Program 1990). The 3-year- 
olds in the intervention group had higher mean IQs and fewer maternally reported 
behavior problems, suggesting that early intervention may decrease low-birth- 
weight infants’ risk of later developmental disability.
15.4.4.2  Head Start
Brooks-Gunn also carried out a notable evaluation of Head Start, based on data 
from an earlier longitudinal study conducted at ETS in the 1970s. The ETS–Head 
Start Longitudinal Study, directed by Shipman (1972, 1973), had canvassed poor 
school districts in three communities in an effort to identify and recruit for the study 
all children who were 3 ½ to 4 ½ years old, the Head Start population. The children 
were then assessed and information about their families was obtained. They were 
reassessed annually for the next 3 years. After the initial assessment, some children 
had entered Head Start, some had gone to other preschool programs, and some had 
not enrolled in any program. Clearly families chose whether to enroll their children 
in Head Start, some other program, or none at all (by processes that are difficult if 
not impossible to measure). But, by having the children’s assessments and familial 
and demographic measures at age 3, it was possible to document and control statis-
tically for initial differences among children and families in the three groups. 
Children’s gains in ability in these groups could then be compared.
15 Research on Developmental Psychology
476
In several studies of two communities (Lee et al. 1988, 1990; Schnur et al. 1992), 
Brooks-Gunn and her collaborators investigated differences in the children’s gains 
in the Head Start and other groups as well as preexisting group differences in the 
children’s demographic and cognitive characteristics. Black children enrolled in 
Head Start made greater gains on a variety of cognitive tests than their Black peers 
in the other groups by the end of the program (Lee et al. 1988) and diminished gains 
after 2 years (Lee et al. 1990). (The gains for the small samples of White children 
did not differ between the Head Start and other groups in the initial study; these 
children were not included in the follow-up study.) These findings imply that Head 
Start may have some efficacy in improving participants’ intellectual status. The 
Head Start children were the most disadvantaged (Schnur et al. 1992), seemingly 
allaying concerns that Head Start does not take the neediest children (Datta 1979).
15.5  Conclusion
As this review documents, ETS was a major center for basic and applied research in 
developmental psychology for decades. The number and quality of investigators 
(and their prodigious output) made for a developmental psychology program that 
rivaled the best in the academic community.
The research was wide ranging and influential, spanning the cognitive, personality, 
and social development of infants, children, and adolescents, with an emphasis on 
minority, working-class, and disabled individuals; addressing key theoretical, substan-
tive, and methodological issues; using research methods that ran the gamut: laboratory 
and field experiments, correlational studies, surveys, and structured observations; and 
impacting theory, research, and practice across developmental psychology.
In common with ETS’s research in cognitive, personality, and social psychology 
(Stricker, Chap. 13, and Kogan, Chap. 14, this volume), this achievement was prob-
ably attributable to the confluence of ample institutional and financial support, 
doubtless due to the vision of Chauncey, who saw the value of a broad program of 
psychological research.
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Chapter 16
Research on Validity Theory and Practice 
at ETS
Michael Kane and Brent Bridgeman
Educational Testing Service (ETS) was founded with a dual mission: to provide 
high-quality testing programs that would enhance educational decisions and to 
improve the theory and practice of testing in education through research and devel-
opment (Bennett 2005; Educational Testing Service 1992). Since its inception in 
1947, ETS has consistently evaluated its testing programs to help ensure that they 
meet high standards of technical and operational quality, and where new theory and 
new methods were called for, ETS researchers made major contributions to the 
conceptual frameworks and methodology.
This chapter reviews ETS’s contributions to validity theory and practice at vari-
ous levels of generality, including overarching frameworks (Messick 1988, 1989), 
more targeted models for issues such as fairness, and particular analytic methodolo-
gies (e.g., reliability, equating, differential item functioning). The emphasis will be 
on contributions to the theory of validity and, secondarily, on the practice of valida-
tion rather than on specific methodologies.
16.1  Validity Theory
General conceptions of validity grew out of basic concerns about the accuracy of 
score meanings and the appropriateness of score uses (Kelley 1927), and they have 
necessarily evolved over time as test score uses have expanded, as proposed inter-
pretations have been extended and refined, and as the methodology of testing has 
become more sophisticated.
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In the first edition of Educational Measurement (Lindquist 1951), which was 
released just after ETS was founded, Cureton began the chapter on validity by sug-
gesting that “the essential question of test validity is how well a test does the job it 
is employed to do” (Cureton 1951, p. 621) and went on to say that
validity has two aspects, which may be termed relevance and reliability. … To be valid—
that is to serve its purpose adequately—a test must measure something with reasonably 
high reliability, and that something must be fairly closely related to the function it is used 
to measure. (p. 622)
In the late 1940s and early 1950s, tests tended to be employed to serve two kinds of 
purposes: providing an indication of the test taker’s standing on some attribute (e.g., 
cognitive ability, personality traits, academic achievement) and predicting future 
performance in some context.
Given ETS’s mission (Bennett, Chap. 1, this volume) and the then current con-
ception of validity (Cureton 1951), it is not surprising that much of the early work 
on validity at ETS was applied rather than theoretical; it focused on the develop-
ment of measures of traits thought to be relevant to academic success and on the use 
of these measures to predict future academic performance. For example, the second 
Research Bulletin published at ETS (i.e., Frederiksen 1948) focused on the predic-
tion of first-year grades at a particular college.
This kind of applied research designed to support and evaluate particular testing 
programs continues to be an essential activity at ETS, but over the years, these 
applied research projects have also generated basic questions about the interpreta-
tions of test scores, the statistical methodology used in test development and evalu-
ation, the scaling and equating of scores, the variables to be used in prediction, 
structural models relating current performance to future outcomes, and appropriate 
uses of test scores in various contexts and with various populations. In seeking 
answers to these questions, ETS researchers contributed to the theory and practice 
of educational measurement by developing general frameworks for validation and 
related methodological developments that support validation.
As noted earlier, at the time ETS was founded, the available validity models for 
testing programs emphasized score interpretations in terms of traits and the use of 
scores as predictors of future outcomes, but over the last seven decades, the concept 
of validity has expanded. The next section reviews ETS’s contributions to the devel-
opment and validation of trait interpretations, and the following section reviews 
ETS’s contributions to models for the prediction of intended “criterion” outcomes. 
The fourth describes ETS’s contributions to our conceptions and analyses of fair-
ness in testing. The fifth section traces the development of Messick’s comprehen-
sive, unified model of construct validity, a particularly important contribution to the 
theory of validity. The sixth section describes ETS’s development of argument- 
based approaches to validation. A seventh section, on validity research at ETS, 
focuses on the development of methods for the more effective interpretation and 
communication of test scores and for the control of extraneous variance. The penul-
timate section discusses fairness as a core validity concern. The last section pro-
vides some concluding comments.
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This organization is basically thematic, with each section examining ETS’s con-
tributions to the development of aspects of validity theory, but it is also roughly 
chronological. The strands of the story (trait interpretations, prediction, construct 
interpretations, models for fairness, Messick’s unified model of construct validity, 
models for the role of consequences of testing, and the development of better meth-
ods for encouraging clear interpretations and appropriate uses of test scores) overlap 
greatly, developed at different rates during different periods, and occasionally 
folded back on themselves, but there was also a gradual progression from simpler 
and more intuitive models for validity to more complex and comprehensive models, 
and the main sections in this chapter reflect this progression. 
As noted, most of the early work on validity focused on trait interpretations and 
the prediction of desired outcomes. The construct validity model was proposed in 
the mid-1950s (Cronbach and Meehl 1955), but it took a while for this model to 
catch on. Fairness became a major research focus in the 1970s. In the 1970s and 
1980s, Messick developed his unified framework for the construct validity of score 
interpretations and uses, and the argument-based approaches were developed at the 
turn of the century. 
It might seem appropriate to begin this chapter by defining the term validity, but 
as in any area of inquiry (and perhaps more so than in many other areas of inquiry), 
the major developments in validity theory have involved changes in what the term 
means and how it is used. The definition of validity has been and continues to be a 
work in progress. Broadly speaking, validation has always involved an evaluation of 
the proposed interpretations and uses of test scores (Cronbach 1971; Kane 2006, 
2013a; Messick 1989), but both the range of proposed interpretations and the evalu-
ative criteria have gradually expanded.
16.2  Validity of Trait Interpretations
For most of its history from the late nineteenth century to the present, test theory has 
tended to focus on traits, which were defined in terms of dispositions to behave or 
perform in certain ways in response to certain kinds of stimuli or tasks, in certain 
kinds of contexts. Traits were assumed to be personal characteristics with some 
generality (e.g., over some domain of tasks, contexts, occasions). In the late 1940s 
and early 1950s, this kind of trait interpretation was being applied to abilities, skills, 
aptitudes, and various kinds of achievement as well as to psychological traits as 
such. Trait interpretations provided the framework for test development and, along 
with predictive inferences, for the interpretation of test scores (Gulliksen 1950a). As 
theory and methodology developed, trait interpretations tended to become more 
sophisticated in their conceptualizations and in the methods used to estimate the 
traits. As a result, trait interpretations have come to overlap with construct interpre-
tations (which can have more theoretical interpretations), but in this section, we 
limit ourselves to basic trait interpretations, which involve dispositions to perform 
in some way in response to tasks of some kind.
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Cureton (1951) summarized the theoretical framework for this kind of trait 
interpretation:
When the item scores of a set of test-item performances correlate substantially and more or 
less uniformly with one another, the sum of the item scores (the summary score or test 
score) has been termed a quasi-measurement. It is a quasi-measurement of “whatever,” in 
the reaction-systems of the individuals, is invoked in common by the test items as presented 
in the test situation. This “whatever” may be termed a “trait.” The existence of the trait is 
demonstrated by the fact that the item scores possess some considerable degree of homoge-
neity; that is, they measure in some substantial degree the same thing. We term this “thing” 
the “trait.” (pp. 647–648)
These traits can vary in their content (e.g., achievement in geography vs. anxiety), 
in their generality (e.g., mechanical aptitude vs. general intelligence), and in the 
extent to which they are context or population bound, but they share three character-
istics (Campbell 1960; Cureton 1951). First, they are basically defined in terms of 
some relatively specific domain of performance or behavior (with some domains 
broader than others). Second, the performances or behaviors are assumed to reflect 
some characteristic of individuals, but the nature of this characteristic is not speci-
fied in any detail, and as a result, the interpretation of the trait relies heavily on the 
domain definition. Third, traits are assumed to be enduring characteristics of indi-
viduals, with some more changeable (e.g., achievement in some academic subject) 
than others (e.g., aptitudes, personality).
Note that the extent to which a trait is enduring is context dependent. Levels of 
achievement in an academic subject such as geography would be expected to 
increase while a student is studying the subject and then to remain stable or gradu-
ally decline thereafter. A personality trait such as conscientiousness is likely to be 
more enduring, but even the most stable traits can change over time.
An understanding of the trait (rudimentary as it might be) indicates the kinds of 
tasks or stimuli that could provide information about it. The test items are designed 
to reflect the trait, and to the extent possible nothing else, and differences in test 
scores are assumed to reflect mainly differences in level of the trait.
The general notion of a trait as a (somewhat) enduring characteristic of a person 
that is reflected in certain kinds of behavior in certain contexts is a basic building 
block of “folk psychology,” and as such, it is ancient (e.g., Solomon was wise, and 
Caesar was said to be ambitious). As they have been developed to make sense of 
human behavior over the last century and a half, modern theories of psychology 
have made extensive use of a wide variety of traits (from introversion to mathemati-
cal aptitude) to explain human behavior. As Messick (1989) put it, “a trait is a rela-
tively enduring characteristic of a person—an attribute, process, or disposition—which 
is consistently manifested to an appropriate degree when relevant, despite consider-
able variation in the range of settings and circumstances” (p. 15). Modern test the-
ory grew out of efforts to characterize individuals in terms of traits, and essentially 
all psychometric theories (including classical test theory, generalizability theory, 
factor analysis, and item response theory) involve the estimation of traits of one 
kind or another.
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From a psychological point of view, the notion of a trait suggests a persistent 
characteristic of a person that is prior to and independent of any testing program. 
The trait summarizes (and, in that sense, accounts for) performance or behavior. The 
trait is not synonymous with any statistical parameter, and it is reasonable to ask 
whether a parameter estimate based on a particular sample of behavior is an unbi-
ased estimate of the trait of interest. Assuming that the estimate is unbiased, it is also 
reasonable to ask how precise the estimate is. An assessment of the trait may involve 
observing a limited range of performances or behaviors in a standardized context 
and format, but the trait is interpreted in terms of a tendency or disposition to behave 
in some way or an ability to perform some kinds of tasks in a range of test and non-
test contexts. The trait interpretation therefore entails expectations that assessments 
of the trait using different methods should agree with each other, and assessments of 
different traits using common methods should not agree too closely (Campbell 
1960; Campbell and Fiske 1959).
Traits have two complementary aspects. On one hand, a trait is thought of as an 
unobservable characteristic of a person, as some latent attribute or combination of 
such attributes of the person. However, when asked to say what is meant by a trait, 
the response tends to be in terms of some domain of observable behavior or perfor-
mance. Thus traits are thought of as unobservable attributes and in terms of typical 
performance over some domain. Most of the work described in this section focuses 
on traits as dispositions to behave in certain ways. In a later section, we will focus 
more on traits as theoretical constructs that are related to domains of behavior or 
performance but that are defined in terms of their properties as underlying latent 
attributes or constructs.
16.2.1  ETS’s Contributions to Validity Theory for Traits
Trait interpretations of test scores go back at least to the late nineteenth century and 
therefore predate both the use of the term validity and the creation of ETS. However 
ETS researchers made many contributions to theoretical frameworks and specific 
methodology for the validation of trait interpretations, including contributions to 
classical test theory (including reliability theory, standard errors, and confidence 
intervals), item response theory, equating, factor analysis, scaling, and methods for 
controlling trait-irrelevant variance. The remainder of this section concentrates on 
ETS’s contributions to the development of these methodologies, all of which seek 
to control threats to validity.
ETS researchers have been involved in analyzing and measuring a wide variety 
of traits over ETS’s history (Stricker, Chap. 13, this volume), including acquies-
cence (Messick 1965, 1967), authoritarian attitudes (Messick and Jackson 1958), 
emotional intelligence (Roberts et  al. 2008), cognitive structure (Carroll 1974), 
response styles (Jackson and Messick 1961; Messick 1991), risk taking (Myers 
1965), and social intelligence (Stricker and Rock 1990), as well as various kinds of 
aptitudes and achievement. ETS researchers have also made major contributions to 
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the methodology for evaluating the assumptions inherent in trait interpretations and 
in ruling out factors that might interfere with the intended trait interpretations, par-
ticularly in classical test theory (Lord and Novick 1968), theory related to the sam-
pling of target domains (Frederiksen 1984), and item response theory (Lord 1951, 
1980).
16.2.2  Classical Test Theory and Reliability
Classical test theory (CTT) is based on trait interpretations, particularly on the 
notion of a trait score as the expected value over the domain of replications of a 
measurement procedure. The general notion is that the trait being measured remains 
invariant over replications of the testing procedure; the test scores may fluctuate to 
some extent over replications, but the value of the trait is invariant, and fluctuations 
in observed scores are treated as random errors of measurement. Gulliksen (1950b) 
used this notion as a starting point for his book, in which he summarized psycho-
metric theory in the late 1940s but used the term ability instead of trait:
It is assumed that the gross score has two components. One of these components (T) repre-
sents the actual ability of the person, a quantity that will be relatively stable from test to test 
as long as the tests are measuring the same thing. The other component (E) is an error. (p. 4)
Note that the true scores of CTT are expected values over replications of the testing 
procedure; they do not refer to an underlying, “real” value of the trait, which has 
been referred to as a platonic true score to differentiate it from the classical true 
score. Reliability coefficients were defined in terms of the ratio of true-score vari-
ance to observed-score variance, and the precision of the scores was evaluated in 
terms of the reliability or in terms of standard errors of measurement. Livingston 
(1972) extended the notion of reliability to cover the dependability of criterion- 
referenced decisions.
Evidence for the precision of test scores (e.g., standard errors, reliability) sup-
ports validity claims in at least three ways. First, some level of precision is neces-
sary for scores to be valid for any interpretation; that is, if the trait estimates have 
low reliability (i.e., they fluctuate substantially over replications), the only legiti-
mate interpretation of the scores is that they mostly represent error or “noise.” 
Second, the magnitude of the standard error can be considered part of the interpreta-
tion of the scores. For example, to say that a test taker has an estimated score of 60 
with a standard error of 2 is a much stronger claim than a statement that a test taker 
has an estimated score of 60 with a standard error of 20. Third, the relationships 
between the precision of test scores and the number and characteristics of the items 
in the test can be used to develop tests that are more reliable without sacrificing 
relevance, thereby improving validity.
Classical test theory was the state of the art in the late 1940s, and as ETS research-
ers developed and evaluated tests of various traits, they refined old methods and 
developed new methods within the context of the CTT model (Moses, Chaps. 2 and 
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3, this volume). The estimation of reliability and standard errors has been an  ongoing 
issue of fundamental importance (Horst 1951; Jöreskog 1971; Keats 1957; Kristof 
1962, 1970, 1974; Lord 1955; Novick and Lewis 1967; Tucker 1949). ETS’s efforts 
to identify the implications of various levels of reliability began soon after its incep-
tion and have continued since (Angoff 1953; Haberman 2008; Horst 1950a, b; 
Kristof 1971; Livingston and Lewis 1995; Lord 1956, 1957, 1959).
An important early contribution of ETS researchers to the classical model was 
the development of conditional standard errors (Keats 1957; Lord 1955, 1956) and 
of associated confidence intervals around true-score estimates (Gulliksen 1950b; 
Lord and Novick 1968; Lord and Stocking 1976). Putting a confidence interval 
around a true-score estimate helps to define and limit the inferences that can be 
based on the estimate; for example, a decision to assign a test taker to one of two 
categories can be made without much reservation if a highly conservative confi-
dence interval (e.g., 99%) for a test taker does not include the cutscore between the 
two categories (Livingston and Lewis 1995). Analyses of the reliability and correla-
tions of subscores can also provide guidance on whether it would be meaningful to 
report the subscores separately (Haberman 2008).
Evaluations of the precision of test scores serve an important quality-control 
function, and they can help to ensure an adequate level of precision in the test scores 
generated by the testing program (Novick and Thayer 1969). Early research estab-
lished the positive relationship between test length and reliability as well as the 
corresponding inverse relationship between test length and standard errors (Lord 
1956, 1959). That research tradition also yielded methods for maximizing the reli-
ability of composite measures (B.F. Green 1950).
One potentially large source of error in testing programs that employ multiple 
forms of a test (e.g., to promote security) is variability in content and statistical 
characteristics (particularly test difficulty) across different forms of the test, involv-
ing different samples of test items. Assuming that the scores from the different 
forms are to be interpreted and used interchangeably, it is clearly desirable that each 
test taker’s score be more or less invariant across the forms, but this ideal is not 
likely to be met exactly, even if the forms are developed from the same specifica-
tions. Statistical equating methods are designed to minimize the impact of form 
differences by adjusting for differences in operating characteristics across the forms. 
ETS researchers have made major contributions to the theory and practice of equat-
ing (Angoff 1971; Holland 2007; Holland and Dorans 2006; Holland and Rubin 
1982; Lord and Wingersky 1984; Petersen 2007; Petersen et  al. 1989; A.A. von 
Davier 2011; A.A. von Davier et al. 2004). In the absence of equating, form-to-form 
differences can introduce substantial errors, and equating procedures can reduce 
this source of error.
On a more general level, ETS researchers have played major roles in developing 
the CTT model and in putting it on firm foundations (Lord 1965; Novick 1965). In 
1968, Frederick Lord and Melvin Novick formalized and summarized most of what 
was known about the CTT model in their landmark book Statistical Theories of 
Mental Test Scores. They provided a very sophisticated statement of the classical 
test-theory model and extended it in many directions.
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16.2.3  Adequate Sampling of the Trait
Adequate sampling of the trait domain requires a clear definition of the domain, and 
ETS researchers have devoted a lot of attention to developing a clear understanding 
of various traits and of the kinds of performances associated with these traits (Ebel 
1962). For example, Dwyer et al. (2003) defined quantitative reasoning as “the abil-
ity to analyze quantitative information” (p. 13) and specified that its domain would 
be restricted to quantitative tasks that would be new to the student (i.e., would not 
require methods that the test takers had been taught). They suggested that quantita-
tive reasoning includes six more specific capabilities: (a) understanding quantitative 
information presented in various formats, (b) interpreting and drawing inferences 
from quantitative information, (c) solving novel quantitative problems, (d) checking 
the reasonableness of the results, (e) communicating quantitative information, and 
(f) recognizing the limitations of quantitative methods. The quantitative reasoning 
trait interpretation assumes that the tasks do not require specific knowledge that is 
not familiar to all test takers and, therefore, any impact that such knowledge has on 
the scores would be considered irrelevant variance.
As noted earlier, ETS has devoted a lot of attention to developing assessments 
that reflect traits of interest as fully as possible (Lawrence and Shea 2011). Much of 
this effort has been devoted to more adequately sampling the domains associated 
with the trait, and thereby reducing the differences between the test content and 
format and the broader domain associated with the trait (Bejar and Braun 1999; 
Frederiksen 1984). For example, the “in basket” test (Frederiksen et al. 1957) was 
designed to evaluate how well managers could handle realistic versions of manage-
ment tasks that required decision making, prioritizing, and delegating. Frederiksen 
(1959) also developed a test of creativity in which test takers were presented with 
descriptions of certain results and were asked to list as many hypotheses as they 
could to explain the results. Frederiksen had coauthored the chapter on performance 
assessment in the first edition of Educational Measurement (Ryans and Frederiksen 
1951) and consistently argued for the importance of focusing assessment on the 
kinds of performance that are of ultimate interest, particularly in a landmark article, 
“The Real Test Bias: Influences of Testing on Teaching and Learning” (Frederiksen 
1984). More recently, ETS researchers have been developing a performance-based 
program of Cognitively Based Assessment of, for, and as Learning (the CBAL® 
initiative) that elicits extended performances (Bennett 2010; Bennett and Gitomer 
2009). For CBAL, and more generally for educational assessments, positive changes 
in the traits are the goals of instruction and assessment, and therefore the traits being 
assessed are not expected to remain the same over extended periods.
The evidence-centered design (ECD) approach to test development, which is 
discussed more fully later, is intended to promote adequate sampling of the trait (or 
construct) by defining the trait well enough up front to get a good understanding of 
the kinds of behaviors or performance that would provide the evidence needed to 
draw conclusions about the trait (Mislevy et al. 1999, 2002). To the extent that the 
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testing program is carefully designed to reflect the trait of interest, it is more likely 
that the observed behaviors or performances will adequately achieve that end.
Based on early work by Lord (1961) on the estimation of norms by item sam-
pling, matrix sampling approaches, in which different sets of test tasks are taken by 
different subsamples of test takers, have been developed to enhance the representa-
tiveness of the sampled test performances for the trait of interest (Mazzeo et  al. 
2006; Messick et  al. 1983). Instead of drawing a single sample of tasks that are 
administered to all test takers, multiple samples of tasks are administered to differ-
ent subsamples of test takers. This approach allows for a more extensive sampling 
of content in a given amount of testing time. In addition, because it loosens the time 
constraints on testing, the matrix sampling approach allows for the use of a wider 
range of test tasks, including performance tasks that require substantial time to com-
plete. These matrix sampling designs have proven to be especially useful in large- 
scale monitoring programs like the National Assessment of Educational Progress 
(NAEP) and in various international testing programs (Beaton and Barone, Chap. 8, 
Kirsch et al. Chap. 9, this volume).
16.2.4  Factor Analysis
Although a test may be designed to reflect a particular trait, it is generally the case that 
the test scores will be influenced by many characteristics of the individuals taking the 
test (e.g., motivation, susceptibility to distractions, reading ability). To the extent that 
it is possible to control the impact of test-taker characteristics that are irrelevant to the 
trait of interest, it may be possible to interpret the assessment scores as relatively pure 
measures of that focal trait (French 1951a, b, 1954, 1963). More commonly, the 
assessment scores may also intentionally reflect a number of test- taker characteristics 
that, together, compose the trait. That is, broadly defined traits that are of practical 
interest may involve a number of more narrowly defined traits or factors that contrib-
ute to the test taker’s performance. For example, as noted earlier, Dwyer et al. (2003) 
defined the performance domain for quantitative reasoning in terms of six capabili-
ties, including understanding quantitative information, interpreting quantitative infor-
mation, solving quantitative problems, and estimating and checking answers for 
reasonableness. In addition, most trait measures require ancillary abilities (e.g., the 
ability to read) that are needed for effective performance in the assessment context.
In interpreting test scores, it is generally helpful to develop an understanding of 
how different characteristics are related to each other. Factor analysis models have 
been widely used to quantify the contributions of different underlying characteris-
tics, or “factors,” to assessment scores, and ETS researchers have played a major 
role in the development of various factor-analytic methods (Moses, Chaps. 2 and 3, 
this volume), in part because of their interest in developing a variety of cognitive 
and noncognitive measures (French 1951a, b, 1954).
Basic versions of exploratory factor analysis were in general use when ETS was 
formed, but ETS researchers contributed to the development and refinement of more 
16 Research on Validity Theory and Practice at ETS
498
sophisticated versions of these methods (Browne 1968; B.F. Green 1952; Harman 
1967; Lord and Novick 1968; Tucker 1955). Exploratory factor analysis makes it 
possible to represent the relationships (e.g., correlations or covariances) among 
observed scores on a set of assessments in terms of a statistical model describing the 
relationships among a relatively small number of underlying dimensions, or factors. 
The factor models decompose the observed total scores on the tests into a linear 
combination of factor scores, and they provide quantitative estimates of the relative 
importance of the different factors in terms of the variance explained by the factor.
By focusing on the traits as latent dimensions or factors or as some composite of 
more basic latent factors, and by embedding these factors within a web of statistical 
relationships, exploratory factor analysis provided a rudimentary version of the kind 
of nomological networks envisioned by Cronbach and Meehl (1955). The utility of 
exploratory analyses for explicating appropriate interpretations of test scores was 
enhanced by an extended research program at ETS to develop sets of reference 
measures that focused on particular basic factors (Ekstrom et al. 1979; French 1954; 
French et al. 1963). By including the reference tests with a more broadly defined 
trait measure, it would be possible to evaluate the factor structure of the broadly 
defined trait in terms of the reference factors.
As in other areas of theory development, the work done on factor analysis by 
ETS researchers tended to grow out of and be motivated by concerns about the need 
to build assessments that reflected certain traits and to evaluate how well the assess-
ment actually reflected those traits. As a result, ETS’s research on exploratory factor 
analysis has involved a very fruitful combination of applied empirical studies of 
score interpretations and sophisticated theoretical modeling (Browne 1968; French 
1951a, b; Harman 1967; Lord and Novick 1968).
A major contribution to the theory and practice of validation that came out of 
research at ETS is confirmatory factor analysis (Jöreskog 1967, 1969; Jöreskog and 
Lawley 1967; Jöreskog and van Thillo 1972). As its name indicates, exploratory 
factor analysis does not propose strong constraints a priori; the analysis essentially 
partitions the observed-score variances by using statistical criteria to fit the model to 
the data. In a typical exploratory factor analysis, theorizing tends to occur after the 
analysis, as the resulting factor structure is used to suggest plausible interpretations 
for the factors. If reference factors are included in the analysis, they can help orient 
the interpretation.
In confirmatory factor analysis (CFA), a factor model is specified in advance by 
putting constraints on the factor structure, and the constrained model is fit to the 
data. The constraints imposed on the model are typically based on a priori theoreti-
cal assumptions, and the empirical data are used to check the hypotheses built into 
the models. As a result, CFAs can provide support for theory-based hypotheses or 
can result in refutations of some or all or the theoretical conjectures (Jöreskog 
1969). This CFA model was extended as the basis for structural equation modeling 
(Jöreskog and van Thillo 1972). To the extent that the constraints incorporate theo-
retical assumptions, CFAs go beyond simple trait interpretations into theory-based 
construct interpretations.
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CFA is very close in spirit and form to the nomological networks of Cronbach 
and Meehl (1955). In both cases, there are networks of hypothesized relationships 
between constructs (or latent variables), which are explicitly defined a priori and 
which may be extensive, and there are proposed measures of at least some of the 
constructs. Given specification of the network as a confirmatory factor model (and 
adequate data), the hypotheses inherent in the network can be checked by evaluating 
the fit of the model to the data. If the model fits, the substantive assumptions (about 
relationships between the constructs) in the model and the validity of the proposed 
measures of the constructs are both supported. If the model does not fit the data, 
either the substantive assumptions and/or the validity of the measures is likely to be 
questioned. As is the case in the classic formulation of the construct validity model 
(Cronbach and Meehl 1955), the substantive theory and the assessments are initially 
validated (or invalidated) holistically as a network of interrelated assumptions. If 
the constrained model fails to fit the data, the data can be examined to identify 
potential weaknesses in the network. In addition, the model fit can be compared to 
the fit of alternate models that make different (perhaps stronger or weaker) 
assumptions.
16.2.5  Latent Traits
Two major developments in test theory in the second half of the twentieth century 
(the construct validity model and latent trait theory) grew out of attempts to make 
the relationship between observed behaviors or performances and the relevant traits 
more explicit, and ETS researchers played major roles in both of these develop-
ments (see Carlson and von Davier, Chap. 5, this volume). Messick (1975, 1988, 
1989) elaborated the construct validity model of Cronbach and Meehl (1955), which 
sought to explicate the relationships between traits and observed assessment perfor-
mances through substantive theories that would relate trait scores to the constructs 
in a theory and to other trait scores attached to the theory. Item response theory 
(IRT) deployed measurement models to specify the relationships between test per-
formances and postulated latent traits and to provide statistical estimates of these 
traits (Lord 1951). Messick’s contributions to construct validity theory will be dis-
cussed in detail later in this chapter. In this section, we examine contributions to IRT 
and the implications of these developments for validity.
In their seminal work on test theory, Lord and Novick (1968) used trait language 
to distinguish true scores from errors:
Let us suppose that we repeatedly administer a given test to a subject and thus obtain a 
measurement each day for a number of days. Further, let us assume that with respect to the 
particular trait the test is designed to measure, the person does not change from day to day 
and that successive measurements are unaffected by previous measurements. Changes in 
the environment or the state of the person typically result in some day-to-day variation in 
the measurements which are obtained. We may view this variation as the result of errors of 
measurement of the underlying trait characterizing the individual, or we may view it as a 
representation of a real change in this trait. (pp. 27–28)
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In models for true scores, the true score captures the enduring component in the 
scores over repeated, independent testing, and the “random” fluctuations around 
this true score are relegated to error.
Lord and Novick (1968) also used the basic notion of a trait to introduce latent 
traits and item characteristic functions:
Any theory of latent traits supposes that an individual’s behavior can be accounted for, to a 
substantial degree, by defining certain human characteristics called traits, quantitatively 
estimating the individual’s standing on each of these traits, and then using the numerical 
values obtained to predict or explain performance in relevant situations. (p. 358)
Within the context of the statistical model, the latent trait accounts for the test per-
formances, real and possible, in conjunction with item or task parameters. The 
latent trait has model-specific meaning and a model-specific use; it captures the 
enduring contribution of the test taker’s “ability” to the probability of success over 
repeated, independent performances on different tasks.
Latent trait models have provided a richer and in some ways firmer foundation 
for trait interpretations than offered by classical test theory. One motivation for the 
development of latent trait models (Lord 1951) was the realization that number-
right scores and simple transformations of such scores would not generally yield the 
defining property of traits (i.e., invariance over measurement operations). The 
requirement that task performance data fit the model can also lead to a sharpening 
of the domain definition, and latent trait models can be helpful in controlling ran-
dom errors by facilitating the development of test forms with optimal statistical 
properties and the equating of scores across different forms of a test.
A model-based trait interpretation depends on empirical evidence that the statis-
tical model fits the data well enough; if it does, we can have confidence that the test 
scores reflect the trait conceived of as “whatever … is invoked in common by the 
test items” (Cureton 1951, p. 647). The application of a CTT or latent trait model to 
student responses to generate estimates of a true score or a latent trait does not in 
itself justify the interpretation of scores in terms of a construct that causes and 
explains the task performances, and it does not necessarily justify inferences to any 
nontest performance. A stronger interpretation in terms of a psychological trait that 
has implications beyond test scores requires additional evidence (Messick 1988, 
1989). We turn to such construct interpretations later in this chapter.
16.2.6  Controlling Irrelevant Variance
As is the case in many areas of inquiry, a kind of negative reasoning can play an 
important role in validation of trait interpretations. Tests are generally developed to 
yield a particular score interpretation and often a particular use, and the test devel-
opment efforts make a case for the interpretation and use (Mislevy et  al. 2002). 
Once this initial positive case has been made, it can be evaluated by subjecting it to 
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empirical challenge. We can have confidence in claims that have survived all serious 
challenges.
To the extent that an alternate proposal is as plausible, or more plausible, than a 
proposed trait interpretation, we cannot have much confidence in the intended inter-
pretation. This notion, which is a fundamental methodological precept in science 
(Popper 1965), underlies, for example, multitrait–multimethod analyses (D.  T. 
Campbell and Fiske 1959) and the assumption that reliability is a necessary condi-
tion for validity. As a result, to the extent that we can eliminate alternative interpre-
tations of test scores, the proposed interpretation becomes more plausible, and if we 
can eliminate all plausible rivals for a proposed trait interpretation, we can accept 
that interpretation (at least for the time being).
In most assessment contexts, the question is not whether an assessment measures 
the trait or some alternate variable but rather the extent to which the assessment 
measures the trait of interest and is not overly influenced by sources of irrelevant 
variance. In their efforts to develop measures of various traits, ETS researchers have 
examined many potential sources of irrelevant variance, including anxiety (French 
1962; Powers 1988, 2001), response styles (Damarin and Messick 1965), coaching 
(Messick 1981b, 1982a; Messick and Jungeblut 1981), and stereotype threat 
(Stricker 2008; Stricker and Bejar 2004; Stricker and Ward 2004). Messick (1975, 
1989) made the evaluation of plausible sources of irrelevant variance a cornerstone 
of validation, and he made the evaluation of construct-irrelevant variance and con-
struct underrepresentation central concerns in his unified model of validity.
It is, of course, desirable to neutralize potential sources of irrelevant variance 
before tests are administered operationally, and ETS has paid a lot of attention to the 
development and implementation of item analysis methodology, classical and IRT- 
based, designed to minimize irrelevant variance associated with systematic errors 
and random errors. ETS has played a particularly important role in the development 
of methods for the detection of differential item functioning (DIF), in which par-
ticular items operate inconsistently across groups of test takers while controlling for 
ability and thereby introduce systematic differences that may not reflect real differ-
ences in the trait of interest (Dorans, Chap. 7, this volume, 1989, 2004; Dorans and 
Holland 1993; Holland and Wainer 1993; Zieky 1993, 2011).
Trait interpretations continue to play a major role in the interpretation and valida-
tion of test scores (Mislevy 2009). As discussed earlier, trait interpretations are 
closely tied to domains of possible test performances, and these domains provide 
guidance for the development of assessment procedures that are likely to support 
their intended function. In addition, trait interpretations can be combined with sub-
stantive assumptions about the trait and the trait’s relationships to other variables, 
thus going beyond the basic trait interpretation in terms of a domain of behaviors or 
performances to an interpretation of a theoretical construct (Messick 1989; Mislevy 
et al. 2002).
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16.3  Validity of Score-Based Predictions
Between 1920 and 1950, test scores came to be used to predict future outcomes and 
to estimate concurrent criteria that were of practical interest but were not easily 
observed, and the validity of such criterion-based interpretations came to be evalu-
ated mainly in terms of how well the test scores predicted the criterion (Angoff 
1988; Cronbach 1971; Kane 2012; Messick 1988, 1989; Zwick 2006). In the first 
edition of Educational Measurement, which was written as ETS was being founded, 
Cureton (1951) associated validity with “the correlation between the actual test 
scores and the ‘true’ criterion score” (p. 623), which would be estimated by the cor-
relation between the test scores and the criterion scores, with an adjustment for 
unreliability in the criterion.
The criterion variable of interest was assumed to have a definite value for each 
person, which was reflected by the criterion measure, and the test scores were to 
“predict” these values as accurately as possible (Gulliksen 1950b). Given this inter-
pretation of the test scores as stand-ins for the true criterion measure, it was natural 
to evaluate validity in terms of the correlation between test scores and criterion 
scores:
Reliability has been regarded as the correlation of a given test with a parallel form. 
Correspondingly, the validity of a test is the correlation of the test with some criterion. In 
this sense a test has a great many different “validities.” (Gulliksen 1950b, p. 88)
The criterion scores might be obtained at about the same time as the test scores 
(“concurrent validity”), or they might be a measure of future performance (e.g., on 
the job, in college), which was not available at the time of testing (“predictive valid-
ity”). If a good criterion were available, the criterion model could provide simple 
and elegant estimates of the extent to which scores could be used to estimate or 
predict criterion scores (Cureton 1951; Gulliksen 1950b; Lord and Novick 1968). 
For admissions, placement, and employment, the criterion model is still an essential 
source of validity evidence. In these applications, criterion-related inferences are 
core elements in the proposed interpretations and uses of the test scores. Once the 
criterion is specified and appropriate data are collected, a criterion-based validity 
coefficient can be estimated in a straightforward way.
As noted earlier, the criterion model was well developed and widely deployed by 
the late 1940s, when ETS was founded (Gulliksen 1950b). Work at ETS contributed 
to the further development of these models in two important ways: by improving the 
accuracy and generality of the statistical models and frameworks used to estimate 
various criteria (N. Burton and Wang 2005; Moses, Chaps. 2 and 3, this volume) and 
by embedding the criterion model in a more comprehensive analysis of the plausi-
bility of the proposed interpretation and use of test scores (Messick 1981a, 1989). 
The criterion model can be implemented more or less mechanically once the crite-
rion has been defined, but the specification of the criterion typically involves value 
judgments and a consideration of consequences (Messick 1989).
Much of the early research at ETS addressed the practical issues of developing 
testing programs and criterion-related validity evidence, but from the beginning, 
M. Kane and B. Bridgeman
503
researchers were also tackling more general questions about the effective use of 
standardized tests in education. The criterion of interest was viewed as a measure of 
a trait, and the test was conceived of as a measure of another trait that was related to 
the criterion trait, as an aptitude is related to subsequent achievement. As discussed 
more fully in a later section, ETS researchers conducted extensive research on the 
factors that tend to have an impact on the correlations of predictors (particularly 
SAT® scores) with criteria (e.g., first-year college grades), which served as measures 
of academic achievement (Willingham et al. 1990).
In the 1940s and 1950s, there was a strong interest in measuring both cognitive 
and noncognitive traits (French 1948). One major outcome of this extensive research 
program was the finding that cognitive measures (test scores, grades) provided 
fairly accurate predictions of performance in institutions of higher education and 
that the wide range of noncognitive measures that were evaluated did not add much 
to the accuracy of the predictions (Willingham et al. 1990).
As noted by Zwick (2006), the validity of tests for selection has been judged 
largely in terms of how well the test scores can predict some later criterion of inter-
est. This made sense in 1950, and it continues to make sense into the twenty-first 
century. The basic role of criterion-related validity evidence in evaluating the accu-
racy of such predictions continues to be important for the validity of any interpreta-
tion or use that relies on predictions of future performance (Kane 2013a), but these 
paradigm cases of prediction now tend to be evaluated in a broader theoretical con-
text (Messick 1989) and from a broader set of perspectives (Dorans 2012; Holland 
1994; Kane 2013b). In this broader context, the accuracy of predictions continues to 
be important, but concerns about fairness and utility are getting more attention than 
they got before the 1970s.
16.4  Validity and Fairness
Before the 1950s, the fairness of testing programs tended to be evaluated mainly in 
terms of equivalent or comparable treatment of test takers. This kind of procedural 
fairness was supported by standardizing test administration, materials, scoring, and 
conditions of observation, as a way of eliminating favoritism or bias; this approach 
is illustrated in the civil service testing programs, in licensure programs, and in 
standardized educational tests (Porter 2003). It is also the standard definition of fair-
ness in sporting events and other competitions and is often discussed in terms of 
candidates competing on “a level playing field.” Before the 1950s, this very basic 
notion of fairness in testing programs was evaluated mainly at the individual level; 
each test taker was to be treated in the same way, or if some adjustment were neces-
sary (e.g., due to a candidate’s disability or a logistical issue), as consistently as 
possible. In the 1950s, 1960s, and 1970s, the civil rights movement, legislation, and 
litigation raised a broader set of fairness issues, particularly issues of fair treatment 
of groups that had suffered discrimination in the past (Cole and Moss 1989; 
Willingham 1999).
16 Research on Validity Theory and Practice at ETS
504
With respect to the treatment of groups, concerns about fairness and equal oppor-
tunity prior to this period did exist but were far more narrowly defined. One of the 
goals of James Conant and others in promoting the use of the Scholastic Aptitude 
Test was to expand the pool of students admitted to major universities by giving all 
high school students an opportunity to be evaluated in terms of their aptitude and 
not just in terms of the schools they attended or the curriculum that they had expe-
rienced. As president of Harvard in the 1930s, Conant found that most of Harvard’s 
students were drawn from a small set of elite prep schools and that the College 
Board examinations, as they then existed, evaluated mastery of prep school curri-
cula (Bennett, Chap. 1, this volume): “For Conant, Harvard admission was being 
based largely on ability to pay. If a student could not afford to attend prep school, 
that student was not going to do well on the College Boards, and wasn’t coming to 
Harvard” (p. 5). In 1947, when ETS was founded, standardized tests were seen as a 
potentially important tool for improving fairness in college admissions and other 
contexts, at least for students from diverse economic backgrounds. The broader 
issues of adverse impact and fairness as they related to members of ethnic, racial, 
and gender groups had not yet come into focus.
Those broader issues of racial, ethnic, and gender fairness and bias moved to 
center stage in the 1960s:
Hard as it now may be to imagine, measurement specialists more or less discovered group- 
based test fairness as a major issue only some 30 years ago. Certainly, prior to that time, 
there was discussion of the cultural fairness of a test and its appropriateness for some exam-
inees, but it was the Civil Rights movement in the 1960s that gave social identity and politi-
cal dimension to the topic. That was the period when hard questions were first asked as to 
whether the egalitarian belief in testing was justified in the face of observed subgroup dif-
ferences in test performance. The public and test specialists alike asked whether tests were 
inherently biased against some groups, particularly Black and Hispanic examinees. 
(Willingham 1999, p. 214)
As our conceptions of fairness and bias in testing expanded between the 1960s and 
the present, ETS played a major role in defining the broader notions of fairness and 
bias in testing. ETS researchers developed frameworks for evaluating fairness 
issues, and they developed and implemented methodology to control bias and pro-
mote fairness. These frameworks recognized the value of consistent treatment of 
individual test takers, but they focused on a more general conception of equitable 
treatment of individuals and groups (J. Campbell 1964; Anne Cleary 1968; Cleary 
and Hilton 1966; Cole 1973; Cole and Moss 1989; Dorans, Chap. 7, this volume; 
Frederiksen 1984; Linn 1973, 1975, 1976; Linn and Werts 1971; Messick 1975, 
1980, 1989; Wild and Dwyer 1980; Willingham and Cole 1997; Xi 2010).
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16.4.1  Fairness and Bias
Although the terms fairness and bias can be interpreted as covering roughly the 
same ground, with fairness being defined as the absence of bias, fairness often 
reflects a broader set of issues, including the larger issues of social equity. In con-
trast, bias may be given a narrower and more technical interpretation in terms of 
irrelevant factors that distort the interpretation of test scores:
The word fairness suggests fairness that comes from impartiality, lacking in prejudice or 
favoritism. This implies that a fair test is comparable from person to person and group to 
group. Comparable in what respect? The most reasonable answer is validity, since validity 
is the raison d’etre of the entire assessment enterprise. (Willingham 1999, p. 220)
In its broadest uses, fairness tends to be viewed as an ethical and social issue con-
cerned with “the justice and impartiality inherent in actions” (Willingham 1999, 
p.  221). Bias, conversely, is often employed as a technical concept, akin to the 
notion of bias in the estimation of a statistical parameter. For example, Cole and 
Moss (1989) defined bias as the “differential validity of a particular interpretation of 
a test score for any definable, relevant group of test takers” (p. 205).
Standardized testing programs are designed to treat all test takers in the same way 
(or if accommodations are needed, in comparable ways), thereby eliminating as 
many sources of irrelevant variance as possible. By definition, to the extent that test-
ing materials or conditions are not standardized, they can vary from test taker to test 
taker and from one test administration to another, thereby introducing irrelevant 
variance, or bias, into test scores. Much of this irrelevant variance would be essen-
tially random, but some of it would be systematic in the sense that some test scores 
(e.g., those from a test site with an especially lenient or especially severe proctor) 
would be consistently too high or too low. Standardization also tends to control some 
kinds of intentional favoritism or negative bias by mandating consistent treatment of 
all test takers. Test scores that consistently underestimate or overestimate the vari-
able of interest for a subgroup for any reason are said to be biased, and standardiza-
tion tends to control this kind of bias, whether it is inadvertent or intentional.
ETS and other testing organizations have developed systematic procedures 
designed to identify and eliminate any aspects of item content or presentation that 
might have an undue effect on the performance of some test takers: “According to 
the guidelines used at ETS, for example, the test ‘must not contain language, sym-
bols, words, phrases, or examples that are generally regarded as sexist, racist, or 
otherwise potentially offensive, inappropriate, or negative toward any group’” 
(Zwick 2006, p. 656). Nevertheless, over time, there was a growing realization that 
treating everyone in the same way does not necessarily ensure fairness or lack of 
bias. It is a good place to start (particularly as a way to control opportunities for 
favoritism, racism, and other forms of more or less overt bias), but it does not fully 
resolve the issue. As Turnbull (1951) and others recognized from mid-century, fair-
ness depends on the appropriateness of the uses of test scores, and test scores that 
provide unbiased measures of a particular set of skills may not provide unbiased 
measures of a broader domain of skills needed in some context (e.g., in an  occupation 
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or in an educational program). In such cases, those test scores may not provide a fair 
basis for making decisions about test takers (Shimberg 1981, 1982, 1990).
Over the last 65 years or so, ETS researchers have been active in investigating 
questions about bias and fairness in testing, in defining issues of fairness and bias, 
and in developing approaches for minimizing bias and for enhancing fairness. Many 
of the issues are still not fully resolved, in part because questions of bias depend on 
the intended interpretation and because questions of fairness depend on values.
16.4.2  Adverse Impact and Differential Prediction
Unless we are willing to assume, a priori, that there are no differences between 
groups in the characteristic being measured, simple differences between groups in 
average scores or the percentages of test takers achieving some criterion score do 
not necessarily say anything about the fairness of test scores or of score uses. In 
1971, the U.S. Supreme Court, in Griggs v. Duke Power Co., struck down some 
employment practices at the Duke Power Company that had led to substantially dif-
ferent hiring rates between Black and White applicants, and in its decision, the 
Court relied on two concepts, adverse impact and business necessity, that have come 
to play an important role in discussions of possible bias in score-based selection 
programs. Adverse impact occurs if a protected group (defined by race, ethnicity, or 
gender, as specified in civil rights legislation) has a substantially lower rate of selec-
tion, certification, or promotion compared to the group with the highest rate. A test-
ing program has business necessity if the scores are shown to be related to some 
important outcome (e.g., some measure of performance on the job). A testing pro-
gram with adverse impact against one or more protected groups was required to 
demonstrate business necessity for the testing program; if there was no adverse 
impact, there was no requirement to establish business necessity. Employers and 
other organizations using test scores for selection would either have to develop 
selection programs that had little adverse impact or would have to demonstrate busi-
ness necessity (Linn 1972). In Griggs, Duke Power’s testing program was struck 
down because it had substantial adverse impact, and the company had made no 
attempt to investigate the relationship between test scores and performance on the 
job.
Although the terminology of adverse impact and business necessity was not in 
common use before Griggs, the notion that test scores can be considered fair if they 
reflect real differences in performance, even if they also suffer from adverse impact, 
was not new. Turnbull (1951) had pointed out the importance of evaluating fairness 
in terms of the proposed interpretation and use of the scores:
That method is to define the criterion to which a test is intended to relate, and then to justify 
inter-group equality or inequality of test scores on the basis of its effect on prediction. It is 
necessarily true that an equality of test scores that would signify fairness of measurement 
for one criterion on which cultural groups performed alike would signify unfairness for 
another criterion on which group performance differed. Fairness, like its amoral brother, 
validity, resides not in tests or test scores but in the relation of test scores to criteria. 
(pp. 148–149)
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Adverse impact does not necessarily say much about fairness, but it does act as a 
trigger that suggests that the relationship between test scores and appropriate crite-
ria be evaluated (Dorans, Chap. 7, this volume; Linn 1973, 1975; Linn and Werts 
1971; Messick 1989).
By 1971, when the Griggs decision was rendered, Cleary (1968) had already 
published her classic study of differential prediction, which was followed by a num-
ber of differential-prediction studies at ETS and elsewhere. The Cleary model stipu-
lated that
a test is biased for members of a subgroup of the population if, in the prediction of a crite-
rion for which the test is designed, consistent nonzero errors of prediction are made for 
members of the subgroup. In other words, the test is biased if the criterion score predicted 
from the common regression line is consistently too high or too low for members of the 
subgroup. (p. 115)
The Cleary criterion is simple, clear, and direct; if the scores underpredict or over-
predict the relevant criterion, the predictions can be considered biased. Note that 
although Cleary talked about the test being biased, her criterion applies to the pre-
dictions based on the scores and not directly to the test or test scores. In fact, the 
predictions can be biased in Cleary’s sense without having bias in the test scores, 
and the predictions can be unbiased in Cleary’s sense while having bias in the test 
scores (Zwick 2006). Nevertheless, assuming that the criterion measure is appropri-
ate and unbiased (which can be a contentious assumption in many contexts; e.g., see 
Linn 1976; Wild and Dwyer 1980), the comparison of regressions made perfect 
sense as a way to evaluate predictive bias.
However, as a criterion for evaluating bias in the test scores, the comparison of 
regression lines is problematic for a number of reasons. Linn and Werts (1971) 
pointed out two basic statistical problems with the Cleary model; the comparisons 
of the regression lines can be severely distorted by errors of measurement in the 
independent variable (or variables) and by the omission of relevant predictor vari-
ables. Earlier, Lord (1967) had pointed to an ambiguity in the interpretation of 
differential- prediction analyses for groups with different means on the two mea-
sures, if the measures had less than perfect reliability or relevant predictors had been 
omitted.
In the 1970s, a concerted effort was made by many researchers to develop mod-
els of fairness that would make it possible to identify and remove (or at least ame-
liorate) group inequities in score-based decision procedures, and ETS researchers 
were heavily involved in these efforts (Linn 1973, 1984; Linn and Werts 1971; 
Myers 1975; Petersen and Novick 1976). These efforts raised substantive questions 
about what we might mean by fairness in selection, but by the early 1980s, interest 
in this line of research had declined for several reasons.
First, a major impetus for the development of these models was the belief in the 
late 1960s that at least part of the explanation for the observed disparities in test 
scores across groups was to be found in the properties of the test. The assumption 
was that cultural differences and differences in educational and social opportunities 
caused minority test takers to be less familiar with certain content and to be less 
adept at taking objective tests, and therefore the test scores were expected to under-
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predict performance in nontest settings (e.g., on the job, in various educational pro-
grams). Many of the fairness models were designed to adjust for inequities (defined 
in various ways) that were expected to result from the anticipated underprediction 
of performance. However, empirical results indicated that the test scores did not 
underpredict the scores of minority test takers, but rather overpredicted the perfor-
mance of Black and Hispanic students on standard criteria, particularly first-year 
grade point average (GPA) in college (Cleary 1968; Young 2004; Zwick 2006). The 
test scores did underpredict the scores of women, but this difference was due in part 
to differences in courses taken (Wild and Dwyer 1980; Zwick 2006).
Second, Petersen and Novick (1976) pointed out some basic inconsistencies in 
the structures of the fairness models and suggested that it was necessary to explic-
itly incorporate assumptions about relative utilities of different outcomes for differ-
ent test takers to resolve these discrepancies. However, it was not clear how to 
specify such utilities, and it was especially not clear how to get all interested stake-
holders to agree on a specific set of such utilities.
As the technical difficulties mounted (Linn 1984; Linn and Werts 1971; Petersen 
and Novick 1976) and the original impetus for the development of the models (i.e., 
underprediction for minorities) turned out to be wrong (Cleary 1968; Linn 1984), 
interest in the models proposed to correct for underprediction faded.
An underlying concern in evaluating fairness was (and is) the acknowledged 
weaknesses in the criterion measures (Wild and Dwyer 1980). In addition to being 
less reliable than the tests being evaluated, and in representing proxy measures of 
success that are appealing in large part because of their ready availability, there is 
evidence that the criteria are, themselves, not free of bias (Wild and Dwyer 1980).
One major result of this extended research program is a clear realization that fair-
ness and bias are very complex, multifaceted issues that cannot be easily reduced to 
a formal model of fairness or evaluated by straightforward statistical analyses (Cole 
and Moss 1989; Messick 1989; Wild and Dwyer 1980): “The institutions and pro-
fessionals who sponsor and use tests have one view as to what is fair; examinees 
have another. They will not necessarily always agree, though both have a legitimate 
claim” (Willingham 1999, p. 224). Holland (1994) and Dorans (2012) suggested 
that analyses of test score fairness should go beyond the measurement perspective, 
which tends to focus on the elimination or reduction of construct-irrelevant variance 
(or measurement bias), to include the test taker’s perspective, which tends to view 
tests as “contests,” and Kane (2013b) has suggested adding an institutional perspec-
tive, which has a strong interest in eliminating any identifiable source of bias but 
also has an interest in reducing adverse impact, whether it is due to an identifiable 
source of bias or not.
16.4.3  Differential Item Functioning
ETS played a major role in the introduction of DIF methods as a way to promote 
fairness in testing programs (Dorans and Holland 1993; Holland and Thayer 1988). 
These methods identify test items that, after matching on an estimate of the attribute 
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of interest, are differentially difficult or easy for a target group of test takers, as 
compared to some reference group. ETS pioneered the development of DIF meth-
odology, including the development of the most widely used methods, as well as 
investigations of the statistical properties of these methods, matching variables, and 
sample sizes (Dorans, Chap. 7, this volume; Holland and Wainer 1993).
DIF analyses are designed to differentiate, across groups, between real differ-
ences in the construct being measured and sources of group-related construct- 
irrelevant variance. Different groups are not evaluated in terms of their differences 
in performance but rather in terms of differences in performance on each item, given 
the candidates’ standings on the construct being measured, as indicated by the test 
taker’s total score on the test (or some other relevant matching variable). DIF analy-
ses provide an especially appealing way to address fairness issues, because the data 
required for DIF analyses (i.e., item responses and test scores) are readily available 
for most standardized testing programs and because DIF analyses provide a direct 
way to decrease construct-irrelevant differential impact (by avoiding the use of 
items with high DIF).
Zieky (2011) has provided a particularly interesting and informative analysis of 
the origins of DIF methodology. As noted earlier, from ETS’s inception, its research 
staff had been concerned about fairness issues and had been actively investigating 
group differences in performance since the 1960s (Angoff and Ford 1973; Angoff 
and Sharon 1974; Cardall and Coffman 1964; Cleary 1968), but no fully adequate 
methodology for addressing group differences at the item level had been identified. 
The need to address the many obstacles facing the effective implementation of DIF 
was imposed on ETS researchers in the early 1980s:
In 1984, ETS settled a lawsuit with the Golden Rule Insurance Company by agreeing to use 
raw differences in the percentages correct on an item in deciding on which items to include 
in a test to license insurance agents in Illinois; if two items were available that both met test 
specifications, the item with the smallest black-white difference in percentage correct was 
to be used; any difference in the percentages was treated as bias “even if it were caused by 
real and relevant differences between the groups in average knowledge of the tested sub-
ject.” (Zieky 2011, p. 116)
The Golden Rule procedure was seen as causing limited harm in a minimum- 
competency licensing context but was seen as much more problematic in other con-
texts in which candidates would be ranked in terms of cognitive abilities or 
achievement, and concern grew that test quality would suffer if test developers were 
required to use only items “with the smallest raw differences in percent correct 
between Black and White test takers, regardless of the causes of these differences” 
(Zieky 2011, pp. 117–118):
The goal was an empirical means of distinguishing between real group differences in the 
knowledge and skill measured by the test and unfair differences inadvertently caused by 
biased aspects of items. Test developers wanted help in ensuring that items were fair, but 
each method tried so far either had methodological difficulties or was too unwieldy to use 
on an operational basis with a wide variety of tests and several groups of test takers. The 
threat of legislation that would mandate use of the Golden Rule procedure for all tests fur-
ther motivated ETS staff members to adopt a practical measure of DIF. (p. 118)
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In response, ETS researchers (e.g., Dorans and Holland 1993; Holland and Thayer 
1988) developed procedures that evaluated differential group performance, condi-
tional on test takers’ relative standing on the attribute of interest. The DIF methodol-
ogy developed at ETS is now widely used in testing programs that aid in making 
high-stakes decisions throughout the world.
E. Burton and Burton (1993) found that the differences in scores across groups 
did not narrow substantially after the implementation of DIF analyses. Test items 
are routinely screened for sensitivity and other possible sources of differential func-
tioning before administration, and relatively few items are flagged by the DIF statis-
tics. As Zwick (2006) noted,
even in the absence of evidence that it affects overall scores, … DIF screening is important 
as a precaution against the inclusion of unreasonable test content and as a source of infor-
mation that can contribute to the construction of better tests in the future. (p. 668)
DIF screening addresses an issue that has to be confronted for psychometric and 
ethical reasons. That these checks on the quality of test items turn up relatively few 
cases of questionable item content is an indication that the item development and 
screening procedures are working as intended.
16.4.4  Identifying and Addressing Specific Threats to Fairness/
Validity
As illustrated in the two previous subsections, much of the research on fairness at 
ETS, and more generally in the measurement research community, has focused on 
the identification and estimation of differential impact and potential bias in predic-
tion and selection, a global issue, and on DIF, which addresses particular group- 
specific item effects that can generate adverse impact or bias. However, some 
researchers have sought to address other potential threats to fairness and, therefore, 
to validity.
Xi (2010) pointed out that fairness is essential to validity and validity is essential 
to fairness. If we define validity in terms of the appropriateness of proposed inter-
pretations and uses of scores, and fairness in terms of the appropriateness of pro-
posed interpretations and uses of scores across groups, then fairness would be a 
necessary condition for validity; if we define fairness broadly in terms of social 
justice, then validity would be a necessary condition for fairness. Either way, the 
two concepts are closely related; as noted earlier, Turnbull referred to validity as the 
“amoral brother” of fairness (Dorans, Chap. 7, this volume; Turnbull 1951).
Xi (2010) combined fairness and validity in a common framework by evaluating 
fairness as comparable validity across groups within the population of interest. She 
proposed to identify and evaluate any fairness-based objections to proposed inter-
pretations and uses of the test scores as a fairness argument that would focus on 
whether an interpretation is equally plausible for different groups and whether the 
decision rules are appropriate for the groups. Once the inferences and assumptions 
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inherent in the proposed interpretation and use of the test scores have been speci-
fied, they can be evaluated in terms of whether they apply equally well to different 
groups. For example, it can be difficult to detect construct underrepresentation in a 
testing program by qualitatively evaluating how well the content of the test repre-
sents the content of a relevant domain, but empirical results indicating that there are 
substantial differences across groups in the relationship between performance on 
the test and more thorough measures of performance in the domain as a whole could 
raise serious questions about the representativeness of the test content. This 
argument- based approach can help to focus research on serious, specific threats to 
fairness/validity (Messick 1989).
Dorans and colleagues (Dorans, Chap. 7, this volume; Dorans and Holland 2000; 
Holland and Dorans 2006) have addressed threats to fairness/validity that can arise 
in scaling/equating test scores across different forms of a test:
Scores on different forms or editions of a test that are supposed to be used interchangeably 
should be related to each other in the same way across different subpopulations. Score equity 
assessment (SEA) uses subpopulation invariance of linking functions across important sub-
populations to assess the interchangeability of the scores. (Dorans, Chap. 7, this volume)
If the different forms of the test are measuring the same construct or combination of 
attributes in the different subpopulations, the equating function should not depend 
on the subpopulation on which it is estimated, and
one way to demonstrate that two test forms are not equatable is to show that the equating 
functions used to link their scores are not invariant across different subpopulations of exam-
inees. Lack of invariance in a linking function indicates that the differential difficulty of the 
two test forms is not consistent across different groups. (Dorans, Chap. 7, this volume)
SEA uses the invariance of the linking function across groups to evaluate consis-
tency of the proposed interpretation of scores across groups and, thereby, to evaluate 
the validity of the proposed interpretation.
Mislevy et al. (2013) sought to develop systematic procedures for minimizing 
threats to fairness due to specific construct-irrelevant sources of variance in the 
assessment materials or procedures. To the extent that a threat to validity can be 
identified in advance or concurrently, the threat could be eliminated by suitably 
modifying the materials or procedures; for example, if it is found that English lan-
guage learners have not had a chance to learn specific nontechnical vocabulary in a 
mathematics item, that vocabulary could be changed or the specific words could be 
defined. Mislevy et  al. combined the general methodology of “universal design” 
with the ECD framework. In doing so, they made use of M. von Davier’s (2008) 
general diagnostic model as a psychometric framework to identify specific require-
ments in test tasks. Willingham (1999) argued that test uses would be likely to be 
fairer across groups if “the implications of design alternatives are carefully exam-
ined at the outset” (p. 235) but recognized that this examination would be difficult 
to do “without much more knowledge of subgroup strengths and weaknesses… than 
is normally available” (p. 236). Mislevy et al. (2013) have been working to develop 
the kind of knowledge needed to build more fairness into testing procedures from 
the design stage.
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16.5  Messick’s Unified Model of Construct Validity
Samuel Messick spent essentially all of his professional life at ETS, and during his 
long and productive career, he made important contributions to many parts of test 
theory and to ETS testing programs, some of which were mentioned earlier. In this 
section, we focus on his central role in the development of the construct validity 
model and its transformation into a comprehensive, unified model of validity 
(Messick 1975, 1988, 1989). Messick’s unified model pulled the divergent strands 
in validity theory into a coherent framework, based on a broad view of the meaning 
of test scores and the values and consequences associated with the scores, and in 
doing so, he gave the consequences of score use a prominent role.
Messick got his bachelor’s degree in psychology and natural sciences from the 
University of Pennsylvania in 1951, and he earned his doctorate from Princeton 
University in 1954, while serving as an ETS Psychometric Fellow. His doctoral dis-
sertation, “The Perception of Attitude Relationships: A Multidimensional Scaling 
Approach to the Structuring of Social Attitudes,” reflected his dual interest in quan-
titative methods and in personality theory and social psychology. He completed 
postdoctoral fellowships at the University of Illinois, studying personality dynam-
ics, and at the Menninger Foundation, where he did research on cognition and per-
sonality and received clinical training. He started as a full-time research psychologist 
at ETS in 1956, and he remained there until his death in 1998. Messick also served 
as a visiting lecturer at Princeton University on personality theory, abnormal psy-
chology, and human factors between 1956 and 1958 and again in 1960–1961.
Messick completed his doctoral and postdoctoral work and started his career at 
ETS just as the initial version of construct validity was being developed (Cronbach 
and Meehl 1955). As noted, he came to ETS with a strong background in personal-
ity theory (e.g., see Messick 1956, 1972), where constructs play a major role, and a 
strong background in quantitative methods (e.g., see Gulliksen and Messick 1960; 
Messick and Abelson 1957; Schiffman and Messick 1963). Construct validity was 
originally proposed as a way to justify interpretations of test scores in terms of psy-
chological constructs (Cronbach and Meehl 1955), and as such, it focused on psy-
chological theory. Subsequently, Loevinger (1957) suggested that the construct 
model could provide a framework for all of validity, and Messick made this sugges-
tion a reality. Between the late 1960s and the 1990s, he developed a broadly defined 
construct-based framework for the validation of test score interpretations and uses; 
his unified framework had its most complete statement in his validity chapter in the 
third edition of Educational Measurement (Messick 1989).
As Messick pursued his career, he maintained his dual interest in psychological 
theory and quantitative methods, applying this broad background to problems in 
educational and psychological measurement (Jackson and Messick 1965; Jackson 
et al. 1957; Messick and Frederiksen 1958; Messick and Jackson 1958; Messick and 
Ross 1962). He had close, long-term collaborations with a number of research psy-
chologists (e.g., Douglas Jackson, Nathan Kogan, and Lawrence Stricker). His 
long-term collaboration with Douglas Jackson, whom he met while they were both 
postdoctoral fellows at the Menninger Foundation, and with whom he coauthored 
more than 25 papers and chapters (Jackson 2002), was particularly productive.
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Messick’s evolving understanding of constructs, their measurement, and their 
vicissitudes was, no doubt, strongly influenced by his background in social psychol-
ogy and personality theory and by his ongoing collaborations with colleagues with 
strong substantive interest in traits and their roles in psychological theory. His work 
reflected an ongoing concern about how to differentiate between constructs (Jackson 
and Messick 1958; Stricker et al. 1969), between content and style (Jackson and 
Messick 1958; Messick 1962, 1991), and between constructs and potential sources 
of irrelevant variance (Messick 1962, 1964, 1981b; Messick and Jackson 1958).
Given his background and interests, it is not surprising that Messick became an 
“early adopter” of the construct validity model. Throughout his career, Messick 
tended to focus on two related questions: Is the test a good measure of the trait or 
construct of interest, and how can the test scores be appropriately used (Messick 
1964, 1965, 1970, 1975, 1977, 1980, 1989, 1994a, b)? For measures of personality, 
he addressed the first of these questions in terms of “two critical properties for the 
evaluation of the purported personality measure … the measure’s reliability and its 
construct validity” (Messick 1964, p. 111). Even in cases where the primary interest 
is in predicting behavior as a basis for decision making, and therefore, where it is 
necessary to develop evidence for adequate predictive accuracy, he emphasized the 
importance of evaluating the construct validity of the scores:
Instead of talking about the reliability and construct validity (or even the empirical validity) 
of the test per se, it might be better to talk about the reliability and construct validity of the 
responses to the test, as summarized in a particular score, thereby emphasizing that these 
test properties are relative to the processes used by the subjects in responding. (Messick 
1964, p. 112)
Messick also exhibited an abiding concern about ethical issues in research and prac-
tice throughout his career (Messick 1964, 1970, 1975, 1977, 1980, 1981b, 1988, 
1989, 1998, 2000). In 1965, he examined some criticisms of psychological testing 
and discussed the possibilities for regulation and self-regulation for testing. He 
espoused “an ‘ethics of responsibility,’ in which pragmatic evaluations of the con-
sequences of alternative actions form the basis for particular ethical decisions” 
(p. 140). Messick (1965) went on to suggest that policies based on values reflect and 
determine how we see the world, in addition to their intended regulatory effects, and 
he focused on “the value-laden nature of validity and fairness as psychometric con-
cepts” (Messick 2000, p. 4) throughout his career. It is to this concern with meaning 
and values in measurement that we now turn.
16.5.1  Meaning and Values in Measurement
Messick was consistent in emphasizing ethical issues in testing, the importance of 
construct validity in evaluating meaning and ethical questions, and the need to con-
sider consequences in evaluating test use: “But the ethical question of ‘Should these 
actions be taken?’ cannot be answered by a simple appeal to empirical validity 
alone. The various social consequences of these actions must be contended with” 
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(Messick and Anderson 1970, p. 86). In 1975, Messick published a seminal paper 
that focused on meaning and values in educational measurement and explored the 
central role of construct-based analyses in analyzing meaning and in anticipating 
consequences. In doing so, he sketched many of the themes that he would subse-
quently develop in more detail. The paper (Messick 1975) was the published ver-
sion of his presidential speech to Division 5 (Evaluation and Measurement) of the 
American Psychological Association. The title, “The Standard Problem: Meaning 
and Values in Measurement and Evaluation,” indicates the intended breadth of the 
discussion and its main themes. As would be appropriate for such a speech, Messick 
focused on big issues in the field, and we will summarize five of these: (a) the cen-
tral role of construct-based reasoning and analysis in validation, (b) the importance 
of ruling out alternate explanations, (c) the need to be precise about the intended 
interpretations, (d) the importance of consequences, and (e) the role of content-
related evidence in validation.
First, Messick emphasized the central role of construct-based reasoning and 
analysis in validation. He started the paper by saying that any discussion of the 
meaning of a measure should center on construct validity as the “evidential basis” 
for inferring score meaning, and he associated construct validity with basic scien-
tific practice:
Construct validation is the process of marshalling evidence in the form of theoretically 
relevant empirical relations to support the inference that an observed response consistency 
has a particular meaning. The problem of developing evidence to support an inferential leap 
from an observed consistency to a construct that accounts for that consistency is a generic 
concern of all science. (Messick 1975, p. 955)
A central theme in the 1975 paper is the interplay between theory and data. Messick 
suggested that, in contrast to concurrent, predictive, and content-based approaches 
to validation, each of which focused on a specific question, construct validation 
involves hypothesis testing and “all of the philosophical and empirical means by 
which scientific theories are evaluated” (p. 956). He wrote, “The process of con-
struct validation, then, links a particular measure to a more general theoretical con-
struct, usually an attribute or process or trait, that itself may be embedded in a more 
comprehensive theoretical network” (Messick 1975, p.  955). Messick took con-
struct validation to define validation in the social sciences but saw education as slow 
in adopting this view. A good part of Messick’s (1975) exposition is devoted to 
suggestions for why education had not adopted the construct model more fully by 
the early 1970s and for why that field should expand its view of validation beyond 
simple content and predictive interpretations. He quoted Loevinger (1957) to the 
effect that, from a scientific point of view, construct validity is validity, but he went 
further, claiming that content and criterion analyses are not enough, even for applied 
decision making, and that “the meaning of the measure must also be pondered in 
order to evaluate responsibly the possible consequences of the proposed use” 
(Messick 1975, p.  956). Messick was not so much suggesting the adoption of a 
particular methodology but rather encouraging us to think deeply about meanings 
and consequences.
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Second, Messick (1975) emphasized the importance of ruling out alternate 
explanations in evaluation and in validation. He suggested that it would be effective 
and efficient to
direct attention from the outset to vulnerabilities in the theory by formulating counterhy-
potheses, or plausible alternative interpretations of the observed consistencies. If repeated 
challenges from a variety of plausible rival hypotheses can be systematically discounted, 
then the original interpretation becomes more firmly grounded. (p. 956)
Messick emphasized the role of convergent/divergent analyses in ruling out alterna-
tive explanations of test scores.
This emphasis on critically evaluating proposed interpretations by empirically 
checking their implications was at the heart of Cronbach and Meehl’s (1955) formu-
lation of construct validity, and it reflects Popper’s (1965) view that conjecture and 
refutation define the basic methodology of science. Messick’s insistence on the 
importance of this approach probably originates less in the kind of philosophy of 
science relied on by Cronbach and Meehl and more on his training as a psychologist 
and on his ongoing collaborations with psychologists, such as Jackson, Kogan, and 
Stricker. Messick had a strong background in measurement and scaling theory 
(Messick and Abelson 1957), and he maintained his interest in these areas and in the 
philosophy of science throughout his career (e.g., see Messick 1989, pp. 21–34). 
His writings, however, strongly suggested a tendency to start with a substantive 
problem in psychology and then to bring methodology and “philosophical conceits” 
(Messick 1989) to bear on the problem, rather than to start with a method and look 
for problems to which it can be applied. For example, Messick (1984, 1989; Messick 
and Kogan 1963) viewed cognitive styles as attributes of interest and not simply as 
sources of irrelevant variance.
Third, Messick (1975) recognized the need to be precise about the intended 
interpretations of the test scores. If the extent to which the test scores reflect the 
intended construct, rather than sources of irrelevant variance, is to be investigated, 
it is necessary to be clear about what is and is not being claimed in the construct 
interpretation, and a clear understanding of what is being claimed helps to identify 
plausible competing hypotheses. For example, in discussing the limitations of a 
simple content-based argument for the validity of a dictated spelling test, Messick 
pointed out that
the inference of inability or incompetence from the absence of correct performance requires 
the elimination of a number of plausible rival hypotheses dealing with motivation, attention, 
deafness, and so forth. Thus, a report of failure to perform would be valid, but one of inabil-
ity to perform would not necessarily be valid. The very use of the term inability invokes 
constructs of attribute and process, whereas a content-valid interpretation would stick to the 
outcomes. (p. 960)
To validate, or evaluate, the interpretation and use of the test scores, it is necessary 
to be clear about the meanings and values inherent in that interpretation and use.
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Fourth, Messick (1975) gave substantial attention to values and consequences 
and suggested that, in considering any test use, two questions needed to be 
considered:
First, is the test any good as a measure of the characteristic it is interpreted to assess? 
Second, should the test be used for the proposed purpose? The first question is a technical 
and scientific one and may be answered by appraising evidence bearing on the test’s psy-
chometric properties, especially construct validity. The second question is an ethical one, 
and its answer requires an evaluation of the potential consequences of the testing in terms 
of social values. We should be careful not to delude ourselves that answers to the first ques-
tion are also sufficient answers to the second (except of course when a test’s poor psycho-
metric properties preclude its use). (p. 960)
Messick saw meaning and values as intertwined: “Just as values play an important 
role in measurement, where meaning is the central issue, so should meaning play an 
important role in evaluation, where values are the central issue” (p. 962). On one 
hand, the meanings assigned to scores reflect the intended uses of the scores in mak-
ing claims about test takers and in making decisions. Therefore the meanings depend 
on the values inherent in these interpretations and uses. On the other hand, an analy-
sis of the meaning of scores is fundamental to an evaluation of consequences 
because (a) the value of an outcome depends in part on how it is achieved (Messick 
1970, 1975) and (b) an understanding of the meaning of scores and the processes 
associated with performance is needed to anticipate unintended consequences as 
well as intended effects of score uses.
Fifth, Messick (1975) recognized that content representativeness is an important 
issue in test development and score interpretation, but that, in itself, it cannot estab-
lish validity. For one, content coverage is a property of the test:
The major problem here is that content validity in this restricted sense is focused upon test 
forms rather than test scores, upon instruments rather than measurements. Inferences in 
educational and psychological measurement are made from scores, … and scores are a 
function of subject responses. Any concept of validity of measurement must include refer-
ence to empirical consistency. (p. 960)
Messick suggested that Loevinger’s (1957) substantive component of validity, 
defined as the extent to which the construct to be measured by the test can account 
for the properties of the items included in the test, “involves a confrontation between 
content representativeness and response consistency” (p. 961). The empirical analy-
ses can result in the exclusion of some items because of perceived defects, or these 
analyses may suggest that the conception of the trait and the corresponding domain 
may need to be modified:
These analyses offer evidence for the substantive component of construct validity to the 
extent that the resultant content of the test can be accounted for by the theory of the trait 
(along with collateral theories of test-taking behavior and method distortion). (p. 961)
Thus the substantive component goes beyond traditional notions of content validity 
to incorporate inferences and evidence on response consistency as well as on the 
extent to which the response patterns are consistent with our understanding of the 
corresponding construct.
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16.5.2  A Unified but Faceted Framework for Validity
Over the following decade, Messick developed his unified, construct-based concep-
tion of validity in several directions. In the third edition of Educational Measurement 
(Messick 1989), he proposed a very broad and open framework for validity as sci-
entific inquiry. The framework allows for different interpretations at different levels 
of abstraction and generality, and it encourages the use of multiple modes of inquiry. 
It also incorporates values and consequences. Given the many uses of testing in our 
society and the many interpretations entailed by these uses, Messick’s unified model 
inevitably became complicated, but he wanted to get beyond the narrow views of 
validation in terms of content-, criterion-, and construct-related evidence:
What is needed is a way of cutting and combining validity evidence that forestalls undue 
reliance on selected forms of evidence, that highlights the important though subsidiary role 
of specific content- and criterion-related evidence in support of construct validity in testing 
applications, and that formally brings consideration of value implications and social conse-
quences into the validity framework. (Messick 1989, p. 20)
Messick organized his discussion of the roles of different kinds of evidence in 
validation in a 2 × 2 table (see Fig. 16.1) that he had introduced a decade earlier 
(Messick 1980). The table has four cells, defined in terms of the function of testing 
(interpretation or use) and the justification for testing (evidence or consequences):
The evidential basis of test interpretation is construct validity. The evidential basis of test 
use is also construct validity, but as buttressed by evidence for the relevance of the test to 
the specific applied purpose and for the utility of the testing in the applied setting. The 
consequential basis of test interpretation is the appraisal of the value implications of the 
construct label, of the theory underlying test interpretation, and of the ideology in which the 
theory is embedded…. Finally, the consequential basis of test use is the appraisal of both 
potential and actual social consequences of the applied testing. (Messick 1989, p.  20, 
emphasis added)
Messick acknowledged that these distinctions were “interlocking and overlapping” 
(p. 20) and therefore potentially “fuzzy” (p. 20), but he found the distinctions and 
resulting fourfold classification to be helpful in structuring his description of the 
unified model of construct validity.
Test Interpretation Test Use
Evidential Basis Construct Validity Construct Validity +Relevance/Utility
Consequential Basis Value Implications Social Consequences
Fig. 16.1 Messick’s facets of validity. From Test Validity and the Ethics of Assessment (p. 30, 
Research Report No. RR-79-10), by S. Messick, 1979, Princeton, NJ: Educational Testing Service. 
Copyright 1979 by Educational Testing Service. Reprinted with permission
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16.5.3  The Evidential Basis of Test Score Interpretations
Messick (1989) began his discussion of the evidential basis of score interpretation 
by focusing on construct validity: “Construct validity, in essence, comprises the 
evidence and rationales supporting the trustworthiness of score interpretation in 
terms of explanatory concepts that account for both test performance and relation-
ships with other variables” (p. 34). Messick saw convergent and discriminant evi-
dence as “overarching concerns” in discounting construct-irrelevant variance and 
construct underrepresentation. Construct-irrelevant variance occurs to the extent 
that test score variance includes “excess reliable variance that is irrelevant to the 
interpreted construct” (p. 34). Construct underrepresentation occurs to the extent 
that “the test is too narrow and fails to include important dimensions or facets of the 
construct” (p. 34).
Messick (1989) sought to establish the “trustworthiness” of the proposed inter-
pretation by ruling out the major threats to this interpretation. The basic idea is to 
develop a construct interpretation and then check on plausible threats to this inter-
pretation. To the extent that the interpretation survives all serious challenges (i.e., 
the potential sources of construct-irrelevant variance and construct underrepresenta-
tion), it can be considered trustworthy. Messick was proposing that strong interpre-
tations (i.e., in terms of constructs) be adopted, but he also displayed a recognition 
of the essential limits of various methods of inquiry. This recognition is the essence 
of the constructive-realist view he espoused; our constructed interpretations are 
ambitious, but they are constructed by us, and therefore they are fallible. As he 
concluded,
validation in essence is scientific inquiry into score meaning—nothing more, but also noth-
ing less. All of the existing techniques of scientific inquiry, as well as those newly emerging, 
are fair game for developing convergent and discriminant arguments to buttress the con-
struct interpretation of test scores. (p. 56)
That is, rather than specify particular rules or guidelines for conducting construct 
validations, he suggested broad scientific inquiry that could provide support for and 
illuminate the limitations of proposed interpretations and uses of test scores.
Messick suggested that construct-irrelevant variance and construct underrepre-
sentation should be considered serious when they interfere with intended interpreta-
tions and uses of scores to a substantial degree. The notion of “substantial” in this 
context is judgmental and depends on values, but the judgments are to be guided by 
the intended uses of the scores. This is one way in which interpretations and mean-
ings are not value neutral.
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16.5.4  The Evidential Basis of Test Score Use
According to Messick (1989), construct validity provides support for test uses. 
However, the justification of test use also requires evidence that the test is appropri-
ate for a particular applied purpose in a specific applied setting: “The construct 
validity of score interpretation undergirds all score-based inferences, not just those 
related to interpretive meaningfulness but also the content- and criterion-related 
inferences specific to applied decisions and actions based on test scores” (pp. 63–64). 
Messick rejected simple notions of content validity in terms of domain representa-
tiveness in favor of an analysis of the constructs associated with the performance 
domain. “By making construct theories of the performance domain and of its key 
attributes more explicit, however, test construction and validation become more 
rational, and the supportive evidence sought becomes more attuned to the inferences 
made” (p. 64). Similarly, Messick rejected the simple model of predictive validity in 
terms of a purely statistical relationship between test scores and criterion scores in 
favor of a construct-based approach that focuses on hypotheses about relationships 
between predictor constructs and criterion constructs: “There is simply no good 
way to judge the appropriateness, relevance, and usefulness of predictive inferences 
in the absence of evidence as to what the predictor and criterion scores mean” 
(p. 64). In predictive contexts, it is the relationship between the characteristics of 
test takers and their future performances that is of interest. The observed relation-
ship between predictor scores and criterion scores provides evidence relevant to this 
hypothetical relationship, but it does not exhaust the meaning of that relationship.
In elaborating on the evidential basis of test use, Messick (1989) discussed a 
number of particular kinds of score uses (e.g., employment, selection, licensure), 
and a number of issues that would need to be addressed (e.g., curriculum, instruc-
tional, or job relevance or representativeness; test–criterion relationships; the utility 
of criteria; and utility and fairness in decision making), rather than relying on what 
he called ad hoc targets. He kept the focus on construct validation and suggested 
that “one should strive to maximize the meaningfulness of score interpretation and 
to minimize construct-irrelevant test variance. The resulting construct-valid scores 
then provide empirical components for rationally defensible prediction systems and 
rational components for empirically informed decision making” (p. 65). Messick 
(1989) was quite consistent in insisting on the primacy of construct interpretations 
in validity, even in those areas where empirical methods had tended to predominate. 
He saw the construct theory of domain performance as the basis for developing both 
the criterion and the predictor. Constructs provided the structure for validation and 
the glue that held it all together.
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16.5.5  The Consequential Basis of Test Score Interpretation
Messick (1989) saw the consequential basis of test score interpretation as involving 
an analysis of the value implications associated with the construct label, with the 
construct theory, and with the general conceptual frameworks, or ideologies, sur-
rounding the theory. In doing so, he echoed his earlier emphasis (Messick 1980) on 
the role of values in validity:
Constructs are broader conceptual categories than are test behaviors and they carry with 
them into score interpretation a variety of value connotations stemming from at least three 
major sources: the evaluative overtones of the construct labels themselves; the value con-
notations of the broader theories or nomological networks in which constructs are embed-
ded; and the value implications of still broader ideologies about the nature of humankind, 
society, and science that color our manner of perceiving and proceeding. (Messick 1989, 
p. 59)
Neither constructs nor the tests developed to estimate constructs are dictated by the 
data, as such. We make decisions about the kinds of attributes that are of interest to 
us, and these choices are based on the values inherent in our views.
Messick (1989) saw values as pervading and shaping the interpretation and use 
of test scores and therefore saw the evaluation of value implications as an integral 
part of validation:
In sum, the aim of this discussion of the consequential basis of test interpretation was to 
raise consciousness about the pervasive consequences of value-laden terms (which in any 
event cannot be avoided in either social action or social science) and about the need to take 
both substantive aspects and value aspects of score meaning into account in test validation. 
(p. 63)
Under a constructive-realist model, researchers have to decide how to carve up and 
interpret observable phenomena, and they should be clear about the values that 
shape these choices.
16.5.6  The Consequential Basis of Test Score Use
The last cell (bottom right) of Messick’s progressive matrix addresses the social 
consequences of testing as an “integral part of validity” (Messick 1989, p. 84). The 
validity of a testing program is to be evaluated in terms of how well the program 
achieves its intended function or purpose without undue negative consequences:
Judging validity in terms of whether a test does the job it is employed to do … that is, 
whether it serves its intended function or purpose—requires evaluation of the intended or 
unintended social consequences of test interpretation and use. The appropriateness of the 
intended testing purpose and the possible occurrence of unintended outcomes and side 
effects are the major issues. (pp. 84–85)
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The central question is whether the testing program achieves its goals well enough 
and at a low enough cost (in terms of negative consequences, anticipated and unan-
ticipated) that it should be used.
Messick’s (1989) discussion of the consequences of testing comes right after an 
extended discussion of criterion-related evidence and analyses of utility, in terms of 
a specific criterion in selection, and it emphasizes that such utility analyses are 
important, but they are not enough. The evaluation, or validation, of a test score use 
requires an evaluation of all major consequences of the testing program and not 
simply evidence that a particular criterion is being estimated and optimized:
Even if adverse testing consequences derive from valid test interpretation and use, the 
appraisal of the functional worth of the testing in pursuit of the intended ends should take 
into account all of the ends, both intended and unintended, that are advanced by the testing 
application, including not only individual and institutional effects but societal or systemic 
effects as well. Thus, although appraisal of intended ends of testing is a matter of social 
policy, it is not only a matter of policy formation but also of policy evaluation that weighs 
all of the outcomes and side effects of policy implementation by means of test scores. Such 
evaluation of the consequences and side effects of testing is a key aspect of the validation 
of test use. (p. 85)
Messick used the term functional worth to refer to the extent that a testing program 
achieves its intended goals and is relatively free of unintended negative conse-
quences. He seems to contrast this concept with test validity, which focuses on the 
plausibility of the proposed interpretation of the test scores. The approach is unified, 
but the analysis in terms of the progressive matrix is structured, complex, and 
nuanced.
Messick (1989) made several points about the relationship between validity and 
functional worth. First, to the extent that consequences are relevant to the evaluation 
of a testing program (in terms of either validity or functional worth), both intended 
and unintended consequences are to be considered. Second, consequences are rele-
vant to the evaluation of test validity if they result from construct-irrelevant charac-
teristics of the testing program. Third, if the unintended consequences cannot be 
traced to construct-irrelevant aspects of the testing program, the evaluation of con-
sequences, intended and unintended, becomes relevant to the functional worth of 
the testing program, which is in Messick’s progressive matrix “an aspect of the 
 validation of test use” (p. 85). Messick’s main concern in his discussion of func-
tional worth was to emphasize that in evaluating such worth, it is necessary to evalu-
ate unintended negative consequences as well as intended, criterion outcomes so as 
to further inform judgments about test use.
Construct meaning entered Messick’s (1989) discussion of the consequential 
basis of test use in large part as a framework for identifying unintended conse-
quences that merit further study:
But once again, the construct interpretation of the test scores plays a facilitating role. Just 
as the construct meaning of the scores afforded a rational basis for hypothesizing predictive 
relationships to criteria, construct meaning provides a rational basis for hypothesizing 
potential testing outcomes and for anticipating possible side effects. That is, the construct 
theory, by articulating links between processes and outcomes, provides clues to possible 
effects. Thus, evidence of construct meaning is not only essential for evaluating the import 
of testing consequences, it also helps determine where to look for testing consequences. 
(pp. 85–86)
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Messick’s unified framework for validity encourages us to think broadly and deeply, 
in this case in evaluating unintended consequences. He encouraged the use of mul-
tiple value perspectives in identifying and evaluating consequences. The unified 
framework for validity incorporates evaluations of the extent to which test scores 
reflect the construct of interest (employing a range of empirical and conceptual 
methods) and an evaluation of the appropriateness of the construct measures for the 
use at hand (employing a range of values and criteria), but ultimately, questions 
about how and where tests are used are policy issues.
Messick (1989) summarized the evidential and consequential bases of score 
interpretation and use in terms of the four cells in his progressive matrix:
The process of construct interpretation inevitably places test scores both in a theoretical 
context of implied relationships to other constructs and in a value context of implied rela-
tionships to good and bad valuations, for example, of the desirability or undesirability of 
attributes and behaviors. Empirical appraisals of the former substantive relationships con-
tribute to an evidential basis of test interpretation, that is, to construct validity. Judgmental 
appraisals of the latter value implications provide a consequential basis of test 
interpretation.
The process of test use inevitably places test scores both in a theoretical context of 
implied relevance and utility and in a value context of implied means and ends. Empirical 
appraisals of the former issues of relevance and utility, along with construct validity con-
tribute to an evidential basis for test use. Judgmental appraisals of the ends a proposed test 
use might lead to, that is, of the potential consequences of a proposed use and of the actual 
consequences of applied testing, provide a consequential basis for test use. (p. 89)
The four aspects of the unified, construct-based approach to validation provide a 
comprehensive framework for validation, but it is a framework intended to encour-
age and guide conversation and investigation. It was not intended as an algorithm or 
a checklist for validation.
Messick’s (1989) chapter is sometimes criticized for being long and hard to read, 
and it is in places, but this perception should not be so surprising, because he was 
laying out a broad framework for validation; making the case for his proposal; put-
ting it in historical context; and, to some extent, responding to earlier, current, and 
imagined future critics—not a straightforward task. When asked about the intended 
audience for his proposed framework, he replied, “Lee Cronbach” (M. Zieky, per-
sonal communication, May 20, 2014). As is true in most areas of scientific endeavor, 
theory development is an ongoing dialogue between conjectures and data, between 
abstract principles and applications, and between scholars with evolving points of 
view.
16.5.7  Validity as a Matter of Consequences
In one of his last papers, Messick (1998) revisited the philosophical conceits of his 
1989 chapter, and in doing so, he reiterated the importance of values and conse-
quences for validity:
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What needs to be valid are the inferences made about score meaning, namely, the score 
interpretation and its action implications for test use. Because value implications both 
derive from and contribute to score meaning, different value perspectives may lead to dif-
ferent score implications and hence to different validities of interpretation and use for the 
same scores. (p. 37)
Messick saw construct underrepresentation and construct-irrelevant variance as 
serious threats to validity in all cases, but he saw them as especially serious if they 
led to adverse consequences:
All educational and psychological tests underrepresent their intended construct to some 
degree and all contain sources of irrelevant variance. The details of this underrepresentation 
and irrelevancy are typically unknown to the test maker or are minimized in test interpreta-
tion and use because they are deemed to be inconsequential. If noteworthy adverse conse-
quences occur that are traceable to these two major sources of invalidity, however, then both 
score meaning and intended uses need to be modified to accommodate these findings. 
(p. 42)
And he continued, “This is precisely why unanticipated consequences constitute an 
important form of validity evidence. Unanticipated consequences signal that we 
may have been incomplete or off-target in test development and, hence, in test inter-
pretation and use” (p. 43). Levels of construct underrepresentation and construct- 
irrelevant variance that would otherwise be acceptable would become unacceptable 
if it were shown that they had serious negative consequences.
16.5.8  The Central Messages
Messick’s (1975, 1980, 1981a, 1988, 1989, 1995) treatment of validity is quite thor-
ough and complex, but he consistently emphasizes a few basic conclusions.
First, validity is a unified concept. It is “an integrated evaluative judgment” of the 
degree to which evidence and rationales support the inferences and actions based on 
test scores. We do not have “kinds” of validity for different score interpretations or 
uses.
Second, all validity is construct validity. Construct validity provides the frame-
work for the unified model of validity because it subsumes both the content and 
criterion models and reflects the general practice of science in which observation is 
guided by theory.
Third, validation is scientific inquiry. It is not a checklist or procedure but rather 
a search for the meaning and justification of score interpretations and uses. The 
meaning of the scores is always important, even in applied settings, because mean-
ing guides both score interpretation and score use. Similarly, values guide the con-
struction of meaning and the goals of test score use.
Fourth, validity and science are value laden. Construct labels, theories, and sup-
porting conceptual frameworks involve values, either explicitly or implicitly, and it 
is good to be clear about the underlying assumptions. It is better to be explicit than 
implicit about our values.
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Fifth, Messick maintained that validity involves the appraisal of social conse-
quences of score uses. Evaluating whether a test is doing what it was intended to do 
necessarily involves an evaluation of intended and unintended consequences.
There were two general concerns that animated Messick’s work on validity the-
ory over his career, both of which were evident from his earliest work to his last 
papers. One was his abiding interest in psychological theory and in being clear and 
explicit about the theoretical and pragmatic assumptions being made. Like 
Cronbach, he was convinced that we cannot do without theory and, more specifi-
cally, theoretical constructs, and rather than ignoring substantive, theoretical 
assumptions, he worked to understand the connections between theories, constructs, 
and testing.
The second was his abiding interest in values, ethics, and consequences, which 
was evident in his writing from the 1960s (Messick 1965) to the end of his career 
(Messick 1998). He recognized that values influence what we look at and what we 
see and that if we try to exclude values from our testing programs, we will tend to 
make the values implicit and unexamined. So he saw a role for values in evaluating 
the validity of both the interpretations of test scores and the uses of those scores. He 
did not advocate that the measurement community should try to impose any particu-
lar set of values, but he was emphatic and consistent in emphasizing that we should 
recognize and make public the value implications inherent in score interpretations 
and uses.
16.6  Argument-Based Approaches to Validation
Over a period of about 25 years, from the early 1960s to 1989, Messick developed 
a broad construct-based framework for validation that incorporated concerns about 
score interpretations and uses, meaning and values, scientific reasoning and ethics, 
and the interactions among these different components. As a result, the framework 
was quite complex and difficult to employ in applied settings.
Since the early 1990s, researchers have developed several related approaches to 
validation (Kane 1992, 2006, 2013a; Mislevy 2006, 2009; Mislevy et  al. 1999; 
Mislevy et al. 2003b; Shepard 1993) that have sought to streamline models of valid-
ity and to add some more explicit guidelines for validation by stating the intended 
interpretation and use of the scores in the form of an argument. The argument would 
provide an explicit statement of the claims inherent in the proposed interpretation 
and use of the scores (Cronbach 1988).
By explicitly stating the intended uses of test scores and the score interpretations 
supporting these uses, these argument-based approaches seek to identify the kinds 
of evidence needed to evaluate the proposed interpretation and use of the test scores 
and thereby to specify necessary and sufficient conditions for validation.
Kane (1992, 2006) suggested that the proposed interpretation and use of test 
scores could be specified in terms of an interpretive argument. After coming to ETS, 
he extended the argument-based framework to focus on an interpretation/use argu-
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ment (IUA), a network of inferences and supporting assumptions leading from a test 
taker’s observed performances on test tasks or items to the interpretive claims and 
decisions based on the test scores (Kane 2013a). Some of the inferences in the IUA 
would be statistical (e.g., generalization from an observed score to a universe score 
or latent variable, or a prediction of future performance); other inferences would 
rely on expert judgment (e.g., scoring, extrapolations from the testing context to 
nontest contexts); and many of the inferences might be evaluated in terms of several 
kinds of evidence.
Most of the inferences in the IUA would be presumptive in the sense that the 
inference would establish a presumption in favor of its conclusion, or claim, but it 
would not prove the conclusion or claim. The inference could include qualitative 
qualifiers (involving words such as “usually”) or quantitative qualifiers (e.g., stan-
dard errors or confidence intervals), as well as conditions under which the inference 
would not apply. The IUA is intended to represent the claims being made in inter-
preting and using scores and is not limited to any particular kind of claim.
The IUAs for most interpretations and uses would involve a chain of linked infer-
ences leading from the test performances to claims based on these performances; 
the conclusion of one inference would provide the starting point, or datum, for sub-
sequent inferences. The IUA is intended to provide a fairly detailed specification of 
the reasoning inherent in the proposed interpretation and uses of the test scores. 
Assuming that the IUA is coherent, in the sense that it hangs together, and complete, 
in the sense that it fully represents the proposed interpretation and use of the scores, 
it provides a clear framework for validation. The inferences and supporting assump-
tions in the IUA can be evaluated using evidence relevant to their plausibility. If all 
of the inferences and assumptions hold up under critical evaluation (conceptual and 
empirical), the interpretation and use can be accepted as plausible, or valid; if any 
of the inferences or assumptions fail to hold up under critical evaluation, the pro-
posed interpretation and use of the scores would not be considered valid.
An argument-based approach provides a validation framework that gives less 
attention to philosophical foundations and general concerns about the relationship 
between meaning and values than did Messick’s unified, construct-based validation 
framework, and more attention to the specific IUA under consideration. In doing so, 
an argument-based approach can provide necessary and sufficient conditions for 
validity in terms of the plausibility of the inferences and assumptions in the IUA. The 
validity argument is contingent on the specific interpretation and use outlined in the 
IUA; it is the proposed interpretation and uses that are validated and not the test or 
the test scores.
The argument-based approach recognizes the importance of philosophical foun-
dations and of the relationship between meaning and values, but it focuses on how 
these issues play out in the context of particular testing programs with a particular 
interpretation and use proposed for the test scores. The conclusions of such 
argument- based analyses depend on the characteristics of the testing program and 
the proposed interpretation and uses of the scores; the claims being based on the test 
scores are specified and the validation effort is limited to evaluating these claims.
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Chapelle et al. (2008, 2010) used the argument-based approach to analyze the 
validity of the TOEFL® test in some detail and, in doing so, provided insight into the 
meaning of the scores as well as their empirical characteristics and value implica-
tions. In this work, it is clear how the emphasis in the original conception of con-
struct validity (Cronbach and Meehl 1955) on the need for a program of validation 
research rather than a single study and Messick’s emphasis on the need to rule out 
threats to validity (e.g., construct-irrelevant variance and construct underrepresenta-
tion) play out in an argument-based approach to validation.
Mislevy (1993, 1994, 1996, 2007) focused on the role of evidence in validation, 
particularly in terms of model-based reasoning from observed performances to 
more general claims about students and other test takers. Mislevy et al. (1999, 2002, 
2003a, b) developed an ECD framework that employs argument-based reasoning. 
ECD starts with an analysis of the attributes, or constructs, of interest and the social 
and cognitive contexts in which they function and then designs the assessment to 
generate the kinds and amounts of evidence needed to draw the intended inferences. 
The ECD framework involves several stages of analysis (Mislevy and Haertel 2006; 
Mislevy et al. 1999, 2002, 2003a). The first stage, domain analysis, concentrates on 
building substantive understanding of the performance domain of interest, including 
theoretical conceptions and empirical research on student learning and performance, 
and the kinds of situations in which the performances are likely to occur. The goal 
of this first stage is to develop an understanding of how individuals interact with 
tasks and contexts in the domain.
At the second stage, domain modeling, the relationships between student charac-
teristics, task characteristics, and situational variables are specified (Mislevy et al. 
2003a, b). The structure of the assessment to be developed begins to take shape, as 
the kinds of evidence that would be relevant to the goals of the assessment are 
identified.
The third stage involves the development of a conceptual assessment framework 
that specifies the operational components of the test and the relationships among 
these components, including a student model, task models, and evidence models. 
The student model provides an abstract account of the student in terms of ability 
parameters (e.g., in an IRT model). Task models posit schemas for collecting data 
that can be used to estimate the student parameters and guidelines for task develop-
ment. The evidence model describes how student performances are to be evaluated, 
or scored, and how estimates of student parameters can be made or updated. With 
this machinery in place, student performances on a sample of relevant tasks can be 
used to draw probabilistic inferences about student characteristics.
The two dominant threads in these argument-based approaches to validation are 
the requirement that the claims to be made about test takers (i.e., the proposed inter-
pretation and use of the scores) be specified in advance, and then justified, and that 
inferences about specific test takers be supported by warrants or models that have 
been validated, using empirical evidence and theoretical rationales. The argument- 
based approaches are consistent with Messick’s unified framework, but they tend to 
focus more on specific methodologies for the validation of proposed interpretations 
and uses than did the unified framework.
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16.7  Applied Validity Research at ETS
In addition to the contributions to validity theory described above, ETS research has 
addressed numerous practical issues in documenting the validity of various score 
uses and interpretations and in identifying the threats to the validity of ETS tests. 
Relatively straightforward predictive validity studies were conducted at ETS from 
its earliest days, but ETS research also has addressed problems in broadening both 
the predictor and criterion spaces and in finding better ways of expressing the results 
of predictive validity studies. Samuel Messick’s seminal chapter in the third edition 
of Educational Measurement (Messick 1989) focused attention on the importance 
of identifying factors contributing to construct-irrelevant variance and identifying 
instances of construct underrepresentation, and numerous ETS studies have focused 
on both of these problems.
16.7.1  Predictive Validity
Consistent with the fundamental claim that tests such as the SAT test were useful 
because they could predict academic performance, predictive validity studies were 
common throughout the history of ETS.  As noted earlier, the second Research 
Bulletin published by ETS (RB-48-02) was a predictive study titled The Prediction 
of First Term Grades at Hamilton College (Frederiksen 1948). The abstract noted, 
“It was found that the best single predictor of first term average grade was rank in 
secondary school (r = .57). The combination of SAT scores with school rank was 
found to improve the prediction considerably (R = .67).” By 1949, enough predic-
tive validity studies had been completed that results of 17 such studies could be 
summarized by Allen (1949). This kind of study was frequently repeated over the 
years, but even in the very earliest days there was considerable attention to a more 
nuanced view of predictive validity from both the perspective of potential predictors 
and potential criteria. As noted, the Frederiksen study cited earlier was the second 
Research Bulletin published by ETS, but the first study published (College Board 
1948) examined the relationship of entrance test scores at the U.S. Coast Guard 
Academy to outcome variables that included both course grades and nonacademic 
ratings. On the predictor side, the study proposed that “a cadet’s standing at the 
Academy be based on composite scores based on three desirable traits: athletic abil-
ity, adaptability, and academic ability.” A follow-up study (French 1948) included 
intercorrelations of 76 measures that included academic and nonacademic tests as 
predictors and included grades and personality ratings as criteria. The conclusions 
supported the use of the academic entrance tests but noted that the nonacademic 
tests in that particular battery did not correlate with either grades or personality 
ratings.
Although there were a number of studies focusing on the prediction of first-year 
grades in the 1950s (e.g., Abelson 1952; Frederiksen et al. 1950a, b; Mollenkopf 
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1951; Schultz 1952), a number of studies went beyond that limited criterion. For 
example, Johnson and Olsen (1952) compared 1-year and 3-year predictive validi-
ties of the Law School Admissions Test in predicting grades. Mollenkopf (1950) 
studied the ability of aptitude and achievement tests to predict both first- and sec-
ond-year grades at the U.S. Naval Postgraduate School. Although the second-year 
validities were described as “fairly satisfactory,” they were substantially lower than 
the Year 1 correlations. This difference was attributed to a number of factors, includ-
ing differences in the first- and second-year curricula, lower reliability of second-
year grades, and selective dropout. Besides looking beyond the first year, these early 
studies also considered other criteria. French (1957), in a study of 12th-grade stu-
dents at 42 secondary schools, related SAT scores and scores on the Tests of 
Developed Ability (TDA) to criteria that included high school grades but also 
included students’ self-reports of their experiences and interests and estimations of 
their own abilities. In addition, teachers nominated students who they believed 
exhibited outstanding ability. The study concluded not only that the TDA predicted 
grades in physics, chemistry, biology, and mathematics but that, more so than the 
SAT, it was associated with self-reported scientific interests and experiences.
From the 1960s through the 1980s, ETS conducted a number of SAT validity 
studies that focused on routine predictions of the freshman grade point average 
(FGPA) with data provided from colleges using the College Board/ETS Validity 
Study Service as summarized by Ramist and Weiss (1990). In 1994, Ramist et al. 
(1994) produced a groundbreaking SAT validity study that introduced a number of 
innovations not found in prior work. First, the study focused on course grades, 
rather than FGPA, as the criterion. Because some courses are graded much more 
strictly than others, when grades from these courses are combined without adjust-
ment in the FGPA, the ability of the SAT to predict freshman performance is under-
estimated. Several different ways of making the adjustment were described and 
demonstrated. Second, the study corrected for the range restriction in the predictors 
caused by absence of data for the low-scoring students not admitted to college. 
(Although the range restriction formulas were not new, they had not typically been 
employed in multicollege SAT validity studies.) Third, the authors adjusted course 
grades for unreliability. Fourth, they provided analyses separately for a number of 
subgroups defined by gender, ethnicity, best language, college selectivity, and col-
lege size. When adjustments were made for multivariate range restriction in the 
predictors, grading harshness/leniency for specific courses, and criterion unreliabil-
ity, the correlation of the SAT with the adjusted grades was .64, and the multiple 
correlation of SAT and high school record with college grades was .75.
Subsequent SAT validity studies incorporated a number of these methods and 
provided new alternatives. Bridgeman et al. (2000), for example, used the course 
difficulty adjustments from the 1994 study but noted that the adjustments could be 
quite labor intensive for colleges trying to conduct their own validity studies. They 
showed that simply dividing students into two categories based on intended major 
(math/science [where courses tend to be severely graded] vs. other) recovered many 
of the predictive benefits of the complex course difficulty adjustments. In a variation 
on this theme, a later study by Bridgeman et al. (2008c) provided correlations sepa-
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rately for courses in four categories (English, social science, education, and science/
math/engineering) and focused on cumulative grades over an entire college career, 
not just the first year. This study also showed that, contrary to the belief that the SAT 
predicts only FGPA, predictions of cumulative GPA over 4 or 5 years are similar to 
FGPA predictions.
16.7.2  Beyond Correlations
From the 1950s through the early 2000s, the predictive validity studies for the major 
admissions testing programs (e.g., SAT, the GRE® test, GMAT) tended to rely on 
correlations to characterize the relationship between test scores and grades. Test 
critics would often focus on unadjusted correlations (typically around .30). Squaring 
this number to get “variance accounted for,” the critics would suggest that a test that 
explained less than 10% of the variance in grades must be of very little practical 
value (e.g., Fairtest 2003). To counter this perception, Bridgeman and colleagues 
started supplementing correlational results by showing the percentage of students 
who would succeed in college at various score levels (e.g., Bridgeman et al. 2008a, 
b, c; Cho and Bridgeman 2012). For example, in one study, 12,529 students at mod-
erately selective colleges who had high school GPAs of at least 3.7 were divided 
into groups based on their combined Verbal and Mathematics SAT scores (Bridgeman 
et al. 2008a). Although college success can be defined in many different ways, this 
study defined success relatively rigorously as achieving a GPA of 3.5 or higher at 
the end of the college career. For students with total SAT scores (verbal + mathe-
matics) of 1000 or lower, only 22% had achieved this level of success, whereas 73% 
of students in the 1410–1600 score category had finished college with a 3.5 or 
higher. Although SAT scores explained only about 12% of the variance in the over-
all group (which may seem small), the difference between 22% and 73% is substan-
tial. This general approach to meaningful presentation of predictive validity results 
was certainly not new; rather, it is an approach that must be periodically rediscov-
ered. As Ben Schrader noted in 1965,
during the past 60 years, correlation and regression have come to occupy a central position 
in measurement and research…. Psychologists and educational researchers use these meth-
ods with confidence based on familiarity. Many persons concerned with research and test-
ing, however, find results expressed in these terms difficult or impossible to interpret, and 
prefer to have results expressed in more concrete form. (p. 29)
He then went on to describe a method using expectancy tables that showed how 
standing on the predictor, in terms of fifths, related to standing on the criterion, also 
in terms of fifths. He used scores on the Law School Admission Test as the predictor 
and law school grades as the criterion. Even the 1965 interest in expectancy tables 
was itself a rediscovery of their explanatory value. In their study titled “Prediction 
of First Semester Grades at Kenyon College, 1948–1949,” Frederiksen et al. (1950a) 
included an expectancy table that showed the chances in 100 that a student would 
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earn an average of at least a specified letter grade given a predicted grade based on 
a combination of high school rank and SAT scores. For example, for a predicted 
grade of B, the chance in 100 of getting at least a C+ was 88, at least a B was 50, 
and at least an A− was 12.
Despite the appeal of the expectancy table approach, it lay dormant until modest 
graphical extensions of Schrader’s ideas were again introduced in 2008 and beyond. 
An example of this more graphical approach is in Fig. 16.2 (Bridgeman et al. 2008a, 
p. 10). Within each of 24 graduate biology programs, students were divided into 
quartiles based on graduate grades and into quartiles based on combined GRE ver-
bal and quantitative scores. These results were then aggregated across the 24 pro-
grams and graphed. The graph shows that almost three times as many students with 
top quartile GRE scores were in the high-GPA category (top quartile) compared to 
the number of high-GPA students in the bottom GRE quartile.
The same report also used a graphical approach to show a kind of incremental 
validity information. Specifically, the bottom and top quartiles in each department 
were defined in terms of both undergraduate grade point average (UGPA) and GRE 
scores. Then, within the bottom UGPA quartile, students with top or bottom GRE 
scores could be compared (and similarly for the top UGPA quartile). Because gradu-
ate grades tend to be high, success was defined as achieving a 4.0 grade average. 
Figure  16.3 indicates that, even within a UGPA quartile, GRE scores matter for 
identifying highly successful students (i.e., the percentage achieving a 4.0 average).
16.7.3  Construct-Irrelevant Variance
The construct-irrelevant factors that can influence test scores are almost limitless. A 
comprehensive review of all ETS studies related to construct-irrelevant variance 

























Fig. 16.2 Percentage of 
biology graduate students 
in GRE quartile categories 
whose graduate grade point 
averages were in the 
bottom quartile, mid-50%, 
or top quartile of the 
students in their 
departments across 24 
programs (Adapted from 
Bridgeman et al. 2008a. 
Copyright 2008 by 
Educational Testing 
Service. Used with 
permission)
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studies that explore various aspects of construct-irrelevant variance is presented. 
Research on one source of irrelevant variance, coaching, is described in a separate 
chapter by Donald Powers (Chap. 17, this volume).
16.7.3.1  Fatigue Effects
The potential for test-taker fatigue to interfere with test scores was already a con-
cern in 1948, as suggested by the title of ETS Research Memorandum No. 48-02 by 
Tucker (1948), Memorandum Concerning Study of Effects of Fatigue on Afternoon 
Achievement Test Scores Due to Scholastic Aptitude Test Being Taken in the Morning. 
A literature review on the effects of fatigue on test scores completed in 1966 reached 
three conclusions:
1) Sufficient evidence exists in the literature to discount any likelihood of physiological 
consequences to the development of fatigue during a candidate’s taking the College Board 
SAT or Achievement Tests; 2) the decline in feeling-tone experienced by an individual is 
often symptomatic of developing fatigue, but this decline does not necessarily indicate a 
decline in the quantity or quality of work output; and 3) the amount of fatigue that develops 
as a result of mental work is related to the individual’s conception of, and attitude and moti-
vation toward, the task being performed. (Wohlhueter 1966, Abstract)
A more recent experimental study conducted when the SAT was lengthened by the 
addition of the writing section reached a similar conclusion: “Results indicated that 
while the extended testing time for the new SAT may cause test takers to feel 
fatigued, fatigue did not affect test taker performance” (Liu et al. 2004, Abstract).
16.7.3.2  Time Limits
If a test is designed to assess speed of responding, then time limits merely enforce 
construct-relevant variance. But if the time limit is imposed primarily for adminis-
trative convenience, then a strict time limit might not be construct relevant. On one 
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suggested no significant changes in means or standard deviations with extended 
time (Frederiksen 1951). On the other hand, Lord (1953, Abstract) concluded that 
“unspeeded (power) tests are more valid” based on a study of 649 students at one 
institution. Evans (1980) created four SAT-like test forms that were administered in 
one of three speededness conditions: normal, speeded, and unspeeded. Degree of 
speededness affected scores but did not interact with gender or ethnicity. The tech-
nical handbook for the SAT by Donlon (1984) indicated that the speed with which 
students can answer the questions should play only a very minor role in determining 
scores. A study of the impact of extending the amount of time allowed per item on 
the SAT concluded that there were some effects of extended time (1.5 times regular 
time); average gains for the verbal score were less than 10 points on the 200–800 
scale and about 30 points for the mathematics scores (Bridgeman et al. 2004b). But 
these effects varied considerably depending on the ability level of the test taker. 
Somewhat surprisingly, for students with SAT scores of 400 or lower, extra time had 
absolutely no impact on scores. Effects did not interact with either gender or ethnic-
ity. Extended time on the GRE was similarly of only minimal benefit with an aver-
age increase of 7 points for both verbal and quantitative scores on the 200–800 scale 
when the time limit was extended to 1.5 times standard time (Bridgeman et  al. 
2004a).
When new tests are created or existing tests are modified, appropriate time limits 
must be set. A special timing study was conducted when new item types were to be 
introduced to the SAT to provide an estimate of the approximate amount of time 
required to answer new and existing item types (Bridgeman and Cahalan 2007). The 
study used three approaches to estimate the amount of time needed to answer ques-
tions of different types and difficulties: (a) Item times were automatically recorded 
from a computer-adaptive version of the SAT, (b) students were observed from 
behind a one-way mirror in a lab setting as they answered SAT questions under 
strict time limits and the amount of time taken for each question was recorded, and 
(c) high school students recorded the amount of time taken for test subsections that 
were composed of items of a single type. The study found that the rules of thumb 
used by test developers were generally accurate in rank ordering the item types from 
least to most time consuming but that the time needed for each question was higher 
than assumed by test developers.
Setting appropriate time limits that do not introduce construct-irrelevant variance 
is an especially daunting challenge for evaluating students with disabilities, as 
extended time is the most common accommodation for these students. Evaluating 
the appropriateness of extended time limits for students with disabilities has been 
the subject of several research reports (e.g., Cahalan et  al. 2006; Packer 1987; 
Ragosta and Wendler 1992) as well as receiving considerable attention in the book 
Testing Handicapped People (Willingham et al. 1988).
Setting appropriate time limits on a computer-adaptive test (CAT) in which dif-
ferent students respond to different items can be especially problematic. Bridgeman 
and Cline (2000) showed that when the GRE was administered as a CAT, items at 
the same difficulty level and meeting the same general content specifications could 
vary greatly in the time needed to answer them. For example, a question assessing 
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the ability to add numbers with negative exponents could be answered very quickly 
while a question at the same difficulty level that required the solution of a pair of 
simultaneous equations would require much more time even for very able students. 
Test takers who by chance received questions that could be answered quickly would 
then have an advantage on a test with relatively strict time limits. Furthermore, run-
ning out of time on a CAT and guessing to avoid the penalty for an incomplete test 
can have a substantial impact on the test score because the CAT scoring algorithm 
assumed that an incorrect answer reflected a lack of ability and not an unlucky guess 
(Bridgeman and Cline 2004). A string of unlucky guesses at the end of the GRE 
CAT (because the test taker ran out of time and had to randomly respond) could 
lower the estimated score by more than 100 points (on a 200–800 scale) compared 
to the estimated score when the guessing began.
16.7.3.3  Guessing
Guessing can be a source of construct-irrelevant variance because noise is added to 
measurement precision when test takers answer correctly by guessing but actually 
know nothing about the answer (Wendler and Walker 2006). Corrections for guess-
ing often referred to as formula scoring attempt to limit this irrelevant variance by 
applying a penalty for incorrect answers so that answering incorrectly has more 
negative consequences than merely leaving a question blank. For example, with the 
five-option multiple-choice questions on the SAT (prior to 2016), a test taker 
received 1 point for a correct answer and 0 points for an omitted answer, and one- 
fourth of a point was subtracted for each incorrect answer. (The revised SAT intro-
duced in 2016 no longer has a correction for guessing.) By the time ETS was 
founded, there were already more than 20 years of research on the wisdom and 
effects of guessing corrections. Freeman (1952) surveyed this research and observed,
At the outset, it may be stated that the evidence is not conclusive. While much that is signifi-
cant has been written about the theoretical need to correct for guessing, and about the psy-
chological and instructional value of such a correction, the somewhat atomistic, or at least 
uncoordinated, research that has been done during the last 25 years fails to provide an 
answer that can be generalized widely. (p. 1)
More than 60 years later, research is still somewhat contradictory and a definitive 
answer is still illusive. Lord (1974) argued that under certain assumptions, formula 
scoring is “clearly superior” to number-right scoring, though it remains unclear how 
often those assumptions are actually met. Angoff (1987) conducted an experimental 
study with different guessing instructions for SAT Verbal items and concluded, 
“Formula scoring is not disadvantageous to students who are less willing to guess 
and attempt items when they are not sure of the correct answer” (abstract). 
Conversely, some individuals and population subgroups may differ in their willing-
ness to guess so that conclusions based on averages in the population as a whole 
may not be valid for all people. Rivera and Schmitt (1988), for example, noted a 
difference in willingness to guess on the part of Hispanic test takers, especially 
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Mexican Americans. Beginning in the 1981–1982 test year, the GRE General Test 
dropped formula scoring and became a rights-only scored test, but the GRE Subject 
Tests retained formula scoring. In 2011, the Advanced Placement® (AP®) test pro-
gram dropped formula scoring and the penalty for incorrect answers. At the end of 
2014, the SAT was still using formula scoring, but the announcement had already 
been made that the revised SAT would use rights-only scoring.
16.7.3.4  Scoring Errors
Any mistakes made in scoring a test will contribute to irrelevant variance. Although 
the accuracy of machine scoring of multiple-choice questions is now almost taken 
for granted, early in the history of ETS, there were some concerns with the quality 
of the scores produced by the scanner. Note that the formula scoring policy put 
special demands on the scoring machine because omitted answers and incorrect 
answers were treated differently. The machine needed to determine if a light mark 
was likely caused by an incomplete erasure (indicating intent to omit) or if the rela-
tively light mark was indeed the intended answer. The importance of the problem 
may be gauged by the status of the authors, Fan, Lord, and Tucker, who devised “a 
system for reducing the number of errors in machine-scoring of multiple-choice 
answer sheets” (Fan et  al. 1950, Abstract). Measuring and reducing rater-related 
scoring errors on essays and other constructed responses were also of very early 
concern. A study of the reading reliability of the College Board English Composition 
test was completed in 1948 (Aronson 1948; ETS 1948). In the following years, 
controlling irrelevant variance introduced by raters of constructed responses 
(whether human or machine) was the subject of a great deal of research, which is 
discussed in another chapter (Bejar, Chap. 18, this volume).
16.7.4  Construct Underrepresentation
Whereas construct-irrelevant variance describes factors that should not contribute to 
test scores, but do, construct underrepresentation is the opposite—failing to include 
factors in the assessment that should contribute to the measurement of a particular 
construct. If the purpose of a test or battery of tests is to assess the likelihood of 
success in college (i.e., the construct of interest), failure to measure the noncogni-
tive skills that contribute to such success could be considered a case of construct 
underrepresentation. As noted, from the earliest days of ETS, there was interest in 
assessing more than just verbal and quantitative skills. In 1948, the organization’s 
first president, Chauncey, called for a “Census of Abilities” that would assess attri-
butes that went beyond just verbal and quantitative skills to include “personal quali-
ties, … drive (energy), motivation (focus of energy), conscientiousness, … ability to 
get along with others” (Lemann 1995, p. 84). From 1959 to 1967, ETS had a per-
sonality research group headed by Samuel Messick. The story of personality 
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research at ETS is described in two other chapters (Kogan, Chap. 14, this volume; 
Stricker, Chap. 13, this volume).
Despite the apparent value of broadening the college-readiness construct beyond 
verbal and quantitative skills, the potential of such additional measures as a part of 
operational testing programs needed to be rediscovered from time to time. 
Frederiksen and Ward (1978) described a set of tests of scientific thinking that were 
developed as potential criterion measures, though they could also be thought of as 
additional predictors. The tests assessed both quality and quantity of ideas in formu-
lating hypotheses and solving methodological problems. In a longitudinal study of 
3,500 candidates for admission to graduate programs in psychology, scores were 
found to be related to self-appraisals of professional skills, professional accom-
plishments in collaborating in research, designing research apparatus, and publish-
ing scientific papers. In a groundbreaking article in the American Psychologist, 
Norman Frederiksen (1984) expanded the argument for a broader conception of the 
kinds of skills that should be assessed. In the article, titled “The Real Test Bias: 
Influences of Testing on Teaching and Learning,” Frederiksen argued that
there is evidence that tests influence teacher and student performance and that multiple- 
choice tests tend not to measure the more complex cognitive abilities. The more economical 
multiple-choice tests have nearly driven out other testing procedures that might be used in 
school evaluation. (Abstract)
Another article, published in the same year, emphasized the critical role of social 
intelligence (Carlson et al. 1984). The importance of assessing personal qualities in 
addition to academic ability for predicting success in college was further advanced 
in a multiyear, multicampus study that was the subject of two books (Willingham 
1985; Willingham and Breland 1982). This study indicated the importance of 
expanding both the predictor and criterion spaces. The study found that if the only 
criterion of interest is academic grades, SAT scores and high school grades appear 
to be the best available predictors, but, if criteria such as leadership in school activi-
ties or artistic accomplishment are of interest, the best predictors are previous suc-
cesses in those areas.
Baird (1979) proposed a measure of documented accomplishments to provide 
additional evidence for graduate admissions decisions. In contrast to a simple listing 
of accomplishments, documented accomplishments require candidates to provide 
verifiable evidence for their claimed accomplishments. The biographical inventory 
developed in earlier stages was evaluated in 26 graduate departments that repre-
sented the fields of English, biology, and psychology. Responses to the inventory 
were generally not related to graduate grades, but a number of inventory responses 
reflecting preadmission accomplishments were significantly related to accomplish-
ments in graduate school (Baird and Knapp 1981). Lawrence Stricker and col-
leagues further refined measures of documented accomplishments (Stricker et al. 
2001).
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Moving into the twenty-first century, there was rapidly increasing interest in 
noncognitive assessments (Kyllonen 2005), and a group was established at ETS to 
deal specifically with these new constructs (or to revisit older noncognitive con-
structs that in earlier years had failed to gain traction in operational testing pro-
grams). The label “noncognitive” is not really descriptive and was a catch-all that 
included any assessment that went beyond the verbal, quantitative, writing, and sub-
ject matter skills and knowledge that formed the backbone of most testing programs 
at ETS. Key noncognitive attributes include persistence, dependability, motivation, 
and teamwork. One measure that was incorporated into an operational program was 
the ETS® Personal Potential Index (ETS® PPI) service, which was a standardized 
rating system in which individuals who were familiar with candidates for graduate 
school, such as teachers or advisors, could rate core personal attributes: knowledge 
and creativity, resilience, communication skills, planning and organization, team-
work, and ethics and integrity. All students who registered to take the GRE were 
given free access to the PPI and a study was reported that demonstrated how the 
diversity of graduate classes could be improved by making the PPI part of the selec-
tion criteria (Klieger et al. 2013). Despite its potential value, the vast majority of 
graduate schools were reluctant to require the PPI, at least in part because they were 
afraid of putting in place any additional requirements that they thought might dis-
courage applicants, especially if their competition did not have a similar require-
ment. Because of this very low usage, ETS determined that the resources needed to 
support this program could be better used elsewhere and, in 2015, announced the 
end of the PPI as part of the GRE program. This announcement certainly did not 
signal an end to interest in noncognitive assessments. A noncognitive assessment, 
the SuccessNavigator® assessment, which was designed to assist colleges in making 
course placement decisions, was in use at more than 150 colleges and universities in 
2015. An ongoing research program provided evidence related to placement validity 
claims, reliability, and fairness of the measure’s scores and placement recommenda-
tions (e.g., Markle et al. 2013; Rikoon et al. 2014).
The extent to which writing skills are an important part of the construct of readi-
ness for college or graduate school also has been of interest for many years. Although 
a multiple-choice measure of English writing conventions, the Test of Standard 
Written English, was administered along with the SAT starting in 1977, it was seen 
more as an aid to placement into English classes than as part of the battery intended 
for admissions decisions. Rather than the 200–800 scale used for Verbal and 
Mathematics tests, it had a truncated scale running from 20 to 60. By 2005, the 
importance of writing skills to college preparedness was recognized by inclusion of 
a writing score based on both essay and multiple-choice questions and reported on 
the same 200–800 scale as Verbal and Mathematics. Starting in the mid-1990s, sep-
arately scored essay-based writing sections became a key feature of high-stakes 
admissions tests at ETS, starting with the GMAT, then moving on to the GRE and 
the TOEFL iBT® test. A major reason for the introduction of TOEFL iBT in 2005 
was to broaden the academic English construct assessed (i.e., reduce the construct 
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underrepresentation) by adding sections on speaking and writing skills. By 2006, 
the TOEIC® tests, which are designed to evaluate English proficiency in the work-
place, were also offering an essay section.
The importance of writing in providing adequate construct representation was 
made clear for AP tests by the discovery of nonequivalent gender differences on the 
multiple-choice and constructed-response sections of many AP tests (Mazzeo et al. 
1993). That finding meant that a different gender mix of students would be granted 
AP credit depending on which item type was given more weight, including if only 
one question type was used. Bridgeman and Lewis (1994) noted that men scored 
substantially higher than women (by about half of a standard deviation) on multiple-
choice portions of AP history examinations but that women and men scored almost 
the same on the essays and that women tended to get slightly higher grades in their 
college history courses. Furthermore, the composite of the multiple- choice and 
essay sections provided better prediction of college history grades than either sec-
tion by itself for both genders. Thus, if the construct were underrepresented by a 
failure to include the essay section, not only would correlations have been lower but 
substantially fewer women would have been granted AP credit. Bridgeman and 
McHale (1998) performed a similar analysis for the GMAT, demonstrating that the 
addition of the essay would create more opportunities for women.
16.8  Fairness as a Core Concern in Validity
Fairness is a thread that has run consistently through this chapter because, as 
Turnbull (1951) and others have noted, the concepts of fairness and validity are very 
closely related. Also noted at a number of points in this chapter, ETS has been 
deeply concerned about issues of fairness and consequences for test takers as indi-
viduals throughout its existence, and these concerns have permeated its operational 
policies and its research program (Bennett, Chap. 1, this volume; Messick 1975, 
1989, 1994a, 1998, 2000; Turnbull 1949, 1951). However, with few exceptions, 
measurement professionals paid little attention to fairness across groups until the 
1960s (D.R. Green 1982), when this topic became a widespread concern among test 
developers and many test publishers instituted fairness reviews and empirical analy-
ses to promote item and test fairness (Zieky 2006).
Messick’s (1989) fourfold analysis of the evidential and consequential bases of 
test score interpretations and uses gave a lot of attention to evaluations of the fair-
ness and overall effectiveness of testing programs in achieving intended outcomes 
and in minimizing unintended negative consequences. As indicated earlier, ETS 
researchers have played a major role in developing statistical models and methodol-
ogy for identifying and controlling likely sources of construct-irrelevant variance 
and construct underrepresentation and thereby promoting fairness and reducing 
bias. In doing so, they have tried to clarify how the evaluation of consequences fits 
into a more general validation framework.
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Frederiksen (1984, 1986) made the case that objective (multiple-choice) formats 
tended to measure a subset of the skills important for success in various contexts but 
that reliance on that format could have a negative, distorting effect on instruction. 
He recalled that, while conducting validity studies during the Second World War, he 
was surprised that reading comprehension tests and other verbal tests were the best 
predictors of grades in gunner’s mate school. When he later visited the school, he 
found that the instruction was mostly lecture–demonstration based on the content of 
manuals, and the end-of-course tests were based on the lectures and manuals. 
Frederiksen’s group introduced performance tests that required students to service 
real guns, and grades on the end-of-course tests declined sharply. As a result, the 
students began assembling and disassembling guns, and the instructors “moved out 
the classroom chairs and lecture podium and brought in more guns and gunmounts” 
(Frederiksen 1984, p. 201). Scores on the new performance tests improved. In addi-
tion, mechanical aptitude and knowledge became the best predictors of grades:
No attempt was made to change the curriculum or teacher behavior. The dramatic changes 
in achievement came about solely through a change in the tests. The moral is clear: It is 
possible to influence teaching and learning by changing the tests of achievement. (p. 201)
Testing programs can have dramatic systemic consequences, positive or negative.
Negative consequences count against a decision rule (e.g., the use of a cut score), 
but they can be offset by positive consequences. A program can have substantial 
negative consequences and still be acceptable, if the benefits outweigh those costs. 
Negative consequences that are not offset by positive consequences tend to render a 
decision rule unacceptable (at least for stakeholders who are concerned about these 
consequences).
In reviewing a National Academy of Sciences report on ability testing (Wigdor 
and Garner 1982), Messick (1982b) suggested that the report was dispassionate and 
wise but that it “evinces a pervasive institutional bias” (p. 9) by focusing on com-
mon analytic models for selection and classification, which emphasize the intended 
outcomes of the decision rule:
Consider that, for the most part, the utility of a test for selection is appraised statistically in 
terms of the correlation coefficient between the test and the criterion … but this correlation 
is directly proportional to the obtained gains over random selection in the criterion perfor-
mance of the selected group…. Our traditional statistics tend to focus on the accepted group 
and on minimizing the number of poor performers who are accepted, with little or no atten-
tion to the rejected group or those rejected individuals who would have performed ade-
quately if given the chance. (p. 10)
Messick went on to suggest that “by giving primacy to productivity and efficiency, 
the Committee simultaneously downplays the significance of other important goals 
in education and the workplace” (p. 11). It is certainly appropriate to evaluate a 
decision rule in terms of the extent to which it achieves the goals of the program, but 
it is also important to attend to unintended effects that have potentially serious 
consequences.
Holland (1994) and Dorans (2012) have pointed out that that different stakehold-
ers (test developers, test users, test takers) can have very different but legitimate 
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perspectives on testing programs and on the criteria to be used in evaluating the 
programs. For some purposes and in some contexts, it is appropriate to think of test-
ing programs primarily as measurement procedures designed to produce accurate 
and precise estimates of some variable of interest; within this measurement perspec-
tive (Dorans 2012; Holland 1994), the focus is on controlling potential sources of 
random error and potential sources of bias (e.g., construct-irrelevant score variance, 
construct underrepresentation, method effects). However, in any applied context, 
additional considerations are relevant. For example, test takers often view testing 
programs as contests in which they are competing for some desired outcome, and 
whether they achieve their goal or not, they want the process to be fair; Holland 
(1994) and Dorans (2012) referred to this alternate, and legitimate, point of view as 
the contest perspective.
A pragmatic perspective (Kane 2013b) focuses on how well the program, as 
implemented, achieves its goals and avoids unintended negative effects. The prag-
matic perspective is particularly salient for testing programs that serve as the bases 
for high-stakes decisions in public contexts. To the extent that testing programs play 
important roles in the public arena, their claims need to be justified. The pragmatic 
perspective is particularly concerned about fairness but also values objectivity 
(defined as the absence of subjectivity or preference) as a core concern; decision 
makers want testing procedures to be clearly relevant, fair, and practical. In general, 
it is important to evaluate how well testing programs work in practice, in the con-
texts in which they are operating (e.g., as the basis for decisions in employment, in 
academic selection, in placement, in licensure and certification). Testing programs 
can have strong effects on individuals and institutions, both positive and negative 
(Frederiksen 1984). The pragmatic perspective suggests identifying those effects 
and explicitly weighing them against one another in considering the value, or func-
tional worth, of a testing program.
16.9  Concluding Remarks
ETS has been heavily involved in the development of validity theory, the creation of 
models for validation, and the practice of validation since the organization’s cre-
ation. All of the work involved in designing and developing tests, score scales, and 
the materials and procedures involved in reporting and interpreting scores contrib-
utes to the soundness and plausibility of the results. Similarly, all of the research 
conducted on how testing programs function, on how test scores are used, and on 
the impact of such uses on test takers and institutions contributes to the evaluation 
of the functional worth of programs.
This chapter has focused on the development of validity theory, but the theory 
developed out of a need to evaluate testing programs in appropriate ways, and there-
fore it has been based on the practice of assessment. At ETS, most theoretical inno-
vations have come out of perceived needs to solve practical problems, for which the 
then current theory was inadequate or unwieldy. The resulting theoretical frame-
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works may be abstract and complex, but they were suggested by practical problems 
and were developed to improve practice.
This chapter has been organized to reflect a number of major developments in the 
history of validity theory and practice. The validity issues and validation models 
were developed during different periods, but the fact that a new issue or model 
appeared did not generally lead to a loss of interest in the older topics and models. 
The issues of fairness and bias in selection and admissions were topics of interest in 
the early days of ETS; their conceptualization and work on them were greatly 
expanded in the 1960s and 1970s, and they continue to be areas of considerable 
emphasis today. Although the focus has shifted and the level of attention given to 
different topics has varied over time, the old questions have neither died nor faded 
away; rather, they have evolved into more general and sophisticated analyses of the 
issues of meaning and values that test developers and users have been grappling 
with for longer than a century.
Messick shaped validity theory in the last quarter of the twentieth century; there-
fore this chapter on ETS’s contributions has given a lot of attention to his views, 
which are particularly comprehensive and complex. His unified, construct-based 
framework assumes that “validation in essence is scientific inquiry into score mean-
ing—nothing more, but also nothing less” (Messick 1989, p. 56) and that “judging 
validity in terms of whether a test does the job it is employed to do … requires 
evaluation of the intended or unintended social consequences of test interpretation 
and use” (pp. 84–85). Much of the work on validity theory at the beginning of the 
twenty-first century can be interpreted as attempts to build on Messick’s unified, 
construct-based framework, making it easier to apply in a straightforward way so 
that tests can be interpreted and used to help achieve the goals of individuals, educa-
tion, and society.
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Chapter 17
Understanding the Impact of Special 
Preparation for Admissions Tests
Donald E. Powers
By examining unique developments and singular advancements, it is possible to sort 
the history of educational and psychological testing into a number of distinct phases. 
One topic that seems to permeate all stages, however, is the question of how best to 
prepare for such tests. This chapter documents some of Educational Testing 
Service’s (ETS’s) contributions to understanding the role of test preparation in the 
testing process. These contributions include (a) analyzing key features of test prepa-
ration, (b) understanding the effects of various sorts of preparation on test perfor-
mance, and (c) devising tests that will yield meaningful scores in the face of both 
legitimate as well as questionable attempts to improve test-taker performance. The 
chapter begins with a definition of special test preparation and then elaborates on its 
significance. Next, it examines the nature of interest in the topic. Finally, it explores 
ETS Research and Development (R&D) contributions to explicating the issues 
associated with special test preparation.
17.1  Definitions
The first issue that one encounters when discussing test preparation is terminology. 
This terminology applies both to the tests that are involved and to the kinds of 
preparation that are directed at test takers. Most of the research described below 
pertains to several tests that are designed to measure academic abilities (e.g., verbal 
and quantitative reasoning abilities) that develop relatively slowly over a significant 
This chapter was originally published in 2012 by Educational Testing Service as a research report 
in the ETS R&D Scientific and Policy Contributions Series.
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period of time. This improvement occurs as a result of both formal schooling as well 
as other less formal experiences outside of school. Thus, to varying degrees, all 
students who take these kinds of tests receive highly relevant (but certainly differen-
tially effective) preparation that should improve the skills and abilities being tested.
With respect to preparation, we have chosen here to use the word special to refer 
to a particular category of test preparation that focuses on readying test takers for a 
specific test. This special preparation may be of different sorts. For example, test 
familiarization is designed to ensure that prospective test takers are well versed in 
the general skills required for test taking and to help them gain familiarity with the 
procedures that are required to take a particular test. This type of preparation may 
entail, for instance, exposing test takers to the kinds of item formats they will 
encounter, making certain that they know when to guess, and helping them learn to 
apportion their time appropriately. Special preparation of this sort is generally 
regarded as desirable, as it presumably enables individuals to master the mechanics 
of test taking, thereby freeing them to focus on, and accurately demonstrate, the 
skills and abilities that are being assessed.
Coaching, on the other hand, has had a decidedly more negative connotation 
insofar as it is typically associated with short-term efforts aimed at teaching test- 
taking strategies or “tricks” to enable test takers to “beat the test;” that is, to take 
advantage of flaws in the test or in the testing system (e.g., never choose a particular 
answer choice if a question has these characteristics…). As Messick (1982) has 
noted, however, the term coaching has often been used in a variety of ways. At one 
extreme, it may signify short-term cramming and practice on sample item types, 
while on the other it may denote long-term instruction designed to develop the skills 
and abilities that are being tested. In practice, the distinctions among (a) relevant 
instruction, (b) test familiarization, and (c) coaching are sometimes fuzzy, as many 
programs contain elements of each type of preparation.
17.1.1  Significance of Special Test Preparation
Messick (1982) noted three ways in which special preparation may improve test 
scores. Each of these ways has a very different implication for score use. First, like 
real instruction, some types of special test preparation may genuinely improve the 
skills and abilities being tested, thereby resulting in higher test scores also. This 
outcome should have no detrimental effect on the validity of scores.
Second, some special test preparation (or familiarization) may enhance general 
test-taking skills and reduce test anxiety, thereby increasing test scores that may 
otherwise have been inaccurately low indicators of test takers’ true abilities. Insofar 
as this kind of preparation reduces or eliminates unwanted sources of test difficulty, 
it should serve only to improve score validity.
The third possibility is that if it entails the teaching of test-taking tricks or other 
such strategies, special test preparation may increase test scores without necessarily 
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improving the underlying abilities that are being assessed. A likely result is inac-
curately high test scores and diminished score validity.
Finally, along with score validity, equity is often at issue in special test prepara-
tion, as typically not all students have equal opportunity to benefit in the ways 
described above. If special preparation is effective, its benefits may accrue only to 
those who can afford it.
17.1.2  Interest in Special Test Preparation
At first blush, the issue of special test preparation might seem to be of interest 
mainly to a relatively small group of test developers and psychometricians. 
Historically, however, attention to this topic has been considerably more wide-
spread. Naturally, test takers (and for some tests, their parents) are concerned with 
ensuring that they are well prepared to take any tests that have high-stakes conse-
quences. However, other identifiable groups have also shown considerable interest 
in the topic.
For instance, concern is clearly evident in the professional community. The cur-
rent version of the Standards for Educational and Psychological Testing ( American 
Educational Research Association, American Psychological Association, and 
National Council on Measurement in Education 2014) suggests a need to establish 
the degree to which a test is susceptible to improvement from special test prepara-
tion (Standard 1.7: “If test performance, or a decision made therefrom, is claimed to 
be essentially unaffected by practice and coaching, then the propensity for test per-
formance to change with these forms of instruction should be documented,” p. 24). 
In addition, a previous edition of Educational Measurement (Linn 1989), perhaps 
the most authoritative work on educational testing, devoted an entire chapter to 
special test preparation (Bond 1989).
General public interest is apparent also, as coaching has been the subject of 
numerous articles in the popular media (e.g., “ETS and the Coaching Cover Up,” 
Levy 1979). One study of the effects of coaching (Powers and Rock 1999) was even 
a topic of discussion on a prominent national television show when the host of the 
Today Show, Matt Lauer, interviewed College Board Vice President Wayne Camara.
Besides being of general interest to the public, ETS coaching studies have also 
had a major impact on testing policy and practice. For example, in the early 1980s 
a previously offered section of the GRE® General Test (the analytical ability mea-
sure) was changed radically on the basis of the results of a GRE Board-sponsored 
test preparation study (Powers and Swinton 1984).
As a final indication of the widespread interest in the topic, in the late 1970s the 
U.S. Federal Trade Commission (FTC) became so troubled by the possibly mislead-
ing advertising of commercial coaching companies that it launched a major national 
investigation of the efficacy of such programs (Federal Trade Commission 1978, 
1979). As described below, ETS contributed in several ways to this effort.
17 Understanding the Impact of Special Preparation for Admissions Tests
556
17.2  Studying the Effects of Special Test Preparation
What follows is an account of several key ETS contributions to understanding the 
role and effects of special test preparation. The account is organized within each of 
the two major testing programs on which special test preparation research has con-
centrated, the SAT® test and the GRE General Test.
17.2.1  The SAT
17.2.1.1  The College Board Position
The effectiveness of special test preparation has long been a contentious issue. 
Perhaps a reasonable place to begin the discussion is with the publication of the 
College Board’s stance on coaching, as proclaimed by the Board’s trustees in Effects 
of Coaching on Scholastic Aptitude Test Scores (College Entrance Examination 
Board 1965). This booklet summarized the (then) relatively few, mostly ETS-
sponsored studies of coaching for the SAT (e.g., Dyer 1953, and French and Dear 
1959) and concluded, “... the magnitude of gains resulting from coaching vary 
slightly, but they are always small ...” (p. 4), the average gain being fewer than 10 
points on the 200-800 SAT scale.
17.2.1.2  Early Studies
The first significant challenge to the Board’s stance seems to have come with the 
completion of a study by ETS researchers Evans and Pike (1973), who demon-
strated that two SAT quantitative item types being considered for inclusion in the 
SAT were susceptible to improvement through special preparation—in particular, to 
the Saturday morning test preparation classes that the researchers designed for 
implementation over a 7-week period. The researchers’ best estimate of effects was 
about 25 points on the 200–800 SAT Math (SAT-M) scale.
Besides the significant program of instruction that Evans and Pike developed, 
another particularly noteworthy aspect of this effort was the researchers’ ability to 
implement a true experimental design. Students were randomly assigned to either 
(a) one of three treatment groups, each of which focused specifically on a different 
item type, or (b) a comparison condition that involved only more general test-taking 
skills. Previously, virtually no such studies had successfully carried out a true 
experiment.
At least partly because of the Evans and Pike (1973) study, interest also increased 
in the effects of special preparation for the verbal section of the SAT. The College 
Board subsequently funded ETS researchers to study the effectiveness of special 
secondary school programs geared to improving SAT Verbal (SAT-V) scores 
(Alderman and Powers 1980). A contribution here was that instead of relying on 
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strictly observational methods or quasi-experimental designs, the investigators were 
able, through careful collaboration with a set of secondary schools, to exert a rea-
sonably strong degree of experimental control over existing special preparation pro-
grams, assigning students randomly to treatment or control groups. This task was 
accomplished, for example, by taking advantage of demand for preparation that, in 
some cases, exceeded the schools’ ability to offer it. In other cases, it was possible 
to simply delay preparation for randomly selected students. The results suggested 
that secondary school programs can affect SAT-V scores, albeit modestly, increas-
ing them by about 4–16 points on the 200–800 SAT-V scale.
17.2.1.3  Test Familiarization
About the same time, the College Board, realizing the need to ensure that all test 
takers were familiar with the SAT, developed a much more extensive information 
bulletin than had been available previously. The new booklet, called Taking the SAT, 
contained extensive information about the test and about test-taking strategies, a 
review of math concepts, and a full-length practice SAT.  Much to its credit, the 
Board was interested not only in offering the more extensive preparation material, 
but also in learning about its impact, and so it commissioned a study to assess the 
booklet’s effects on both test-taking behavior and test scores (Powers and Alderman 
1983). The study was an experiment in which a randomly selected group of SAT 
registrants received a prepublication version of the new booklet. Subsequently, their 
test performance was compared with that of an equivalent randomly selected group 
of test takers who had not received the booklet. (Only high school juniors were 
included in the study, partly to ensure that, should the booklet prove effective in 
increasing scores, all students in the cohort would have the opportunity to benefit 
from it before they graduated.)
The results showed increases in knowledge of appropriate test-taking behavior 
(e.g., when to guess), decreased anxiety, and increased confidence. There were no 
statistically significant effects on SAT-V scores but a small, significant effect on 
SAT-M scores of about 8 points.
17.2.1.4  Federal Interest
Perhaps the single most significant factor in the rising interest in coaching and test 
preparation was the involvement of the U.S. Federal Trade Commission (FTC). The 
FTC became increasingly concerned about the veracity of claims being made by 
commercial coaching companies, which promised to increase SAT takers’ scores by 
hundreds of points. The issue became so important that the FTC eventually under-
took its own study to investigate the effectiveness of commercial coaching 
programs.
Both ETS and several of the major commercial coaching companies cooperated 
with the FTC investigation. ETS provided students’ SAT scores, and the coaching 
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companies provided information about students’ enrollment in their programs. FTC 
researchers analyzed the data and eventually issued a report, finding the effects of 
commercial coaching for the SAT to be statistically significant—in the range of 
20–30 points for both SAT-V and SAT-M at the most effective of the coaching 
schools that were studied (Federal Trade Commission 1978, 1979; Sesnowitz et al. 
1982). Needless to say, the study attracted considerable attention.
ETS responded to the FTC’s findings as follows. Samuel Messick, then Vice 
President for Research at ETS, assembled a team of researchers to take a critical 
look at the methods the FTC had used and the conclusions it had reached. Messick 
and his team critiqued the FTC’s methodology and, in order to address some serious 
flaws in the FTC analyses, reanalyzed the data. Various methods were employed to 
correct mainly for test taker self-selection in attending coaching programs.
Messick’s contribution was released as a monograph titled, “The Effectiveness 
of Coaching for the SAT: Review and Reanalysis of Research from the Fifties to the 
FTC” (Messick 1980). In the book, Messick summarized and critiqued previous 
research on coaching, and several ETS researchers offered their critiques of the FTC 
study. Most importantly, the researchers conducted several reanalyses of the data 
obtained from the FTC. For example, ETS consultant Thomas Stroud reanalyzed 
the data, controlling for a variety of background variables, and found results similar 
to those reported by the FTC. In addition, by considering PSAT/NMSQT® scores, as 
well as pre- and postcoaching SAT scores, ETS researcher Don Rock was able to 
apply a differential growth model to the FTC data. His analysis showed that, at least 
for SAT-V scores, some of the difference between the posttest SAT scores of coached 
and uncoached test takers could be attributed, not to any specific effect of coaching, 
but rather to the faster growth expected of coached students. (The differential growth 
rate of coached and uncoached students was determined from PSAT/NMSQT to 
SAT score changes before students were coached.) The results of the various ETS 
analyses differed somewhat, but in total they revealed that only one of the three 
coaching schools had a significant impact on SAT scores—about 12–18 points on 
the SAT-V scale and about 20–30 points on the SAT-M scale.
One of the main lessons from the critique and reanalysis of the FTC study was 
stated by Messick (1980) in the preface to the report. Messick wrote that the issue 
of the effectiveness of coaching for the SAT is much more complicated than the 
simplistic question of whether coaching works or not. Coaching in and of itself is 
not automatically to be either rejected or encouraged. Rather, it matters what mate-
rials and practices are involved, at what cost in student time and resources, and with 
what effect on student skills, attitudes, and test scores (p. v).
Messick’s (1980) insight was that complex issues, like the coaching controversy, 
are rarely ever usefully framed as either/or, yes/no questions. Rather, those ques-
tions turn out to involve degrees and multiple factors that need to be appreciated and 
sorted out. As a consequence, the answer to most questions is usually not a simple 
“yes” or “no,” but more often a sometimes frustrating, “it depends.” The task of 




17.2.1.5  Extending Lessons Learned
Messick followed through with this theme by analyzing the relationship of test 
preparation effects to the duration or length of test preparation programs. He pub-
lished these results in the form of a meta-analysis (Messick and Jungeblut 1981), in 
which the authors noted “definite regularities” (p.  191) between SAT coaching 
effects and the amount of student contact time in coaching programs. On this basis, 
Messick and Jungeblut concluded that the size of the effects being claimed by 
coaching companies could probably be obtained only with programs that were tan-
tamount to full-time schooling.
Powers (1986) followed Messick and Jungeblut’s (1981) lead by reviewing a 
variety of other features of test preparation and coaching programs, and relating 
these features to the size of coaching effects. The advance here was that instead of 
focusing on the features of coaching programs, Powers analyzed the characteristics 
of the item types that comprised a variety of tests—for instance, how complex their 
directions were, whether they were administered under timed or untimed condi-
tions, and what kinds of formats they employed. The results suggested that some 
features of test items (e.g., the complexity of directions) did render them more sus-
ceptible to improvement through coaching and practice than did others.
Several of the studies that Powers reviewed were so-called within-test practice 
studies, which were conducted by ETS statistical analysts (e.g., Faggen and McPeek 
1981; Swinton et al. 1983; Wightman 1981). This innovative method involved try-
ing out new test item types in early and later sections of the same test form. Then, 
differences in performance were compared for these early and later administered 
items. For some item types, it was routinely noticed that examinees performed bet-
ter on new items that appeared later in the test, after earlier appearances of items of 
that type. A large within-test practice effect was viewed as a sufficient condition to 
disqualify a proposed new item type from eventual operational use. The rationale 
was the following: If an item type exhibited susceptibility to simple practice within 
a single test session, surely it would be at least as susceptible to more intensive 
coaching efforts.
17.2.1.6  Studying the 1994 Revision to the SAT
In 1994, a revision of the SAT was introduced. Many of the changes suggested that 
the revision should be even less susceptible to coaching than the earlier version. 
However, claims being made by coaching companies did not subside. For example, 
the January, 8, 1995, issue of the Philadelphia Inquirer proclaimed “New SAT 
proves more coachable than old.” At least partly in response to such announce-
ments, the College Board sponsored research to examine the effects of commercial 
coaching on SAT scores. Powers and Rock (1999) surveyed SAT takers about their 
test preparation activities, identifying a subset of test takers who had attended com-
mercial coaching programs. Although the study was observational in nature, the 
researchers obtained a wide variety of background information on test takers and 
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used this information to control statistically for self-selection effects. This approach 
was necessary, as it was widely acknowledged that coached and uncoached students 
differ on numerous factors that are also related to SAT scores. One of the differences 
noted by Powers and Rock, and controlled in their analysis, was that coached test 
takers were more likely than their uncoached counterparts to have engaged in a 
variety of other test preparation activities (e.g., self-study of various sorts), which 
may also have affected SAT scores. Several alternative analyses were employed to 
control for self-selection effects, and although each of the analyses produced slightly 
different estimates, all of them suggested that the effects of coaching were far less 
than was being alleged by coaching enterprises—perhaps only a quarter as large as 
claimed.
The alternative analyses yielded coaching effect estimates of 6–12 for SAT-V 
and 13–26 points for SAT-M. When analyses were undertaken separately for major 
coaching companies, the results revealed SAT-V effects of 12–19 points for one 
company and 5–14 points for another. The effects for SAT-M were 5–17 and 31–38, 
respectively, suggesting that the two programs were differentially effective for the 
two portions of the SAT.
The results of the study were featured in a New York Times article (Bronner 
1998). The article quoted Professor Betsy Jane Becker, who had reviewed numerous 
SAT coaching studies (Becker 1990), as saying that the study was “perhaps the fin-
est piece of coaching research yet published” (p. A23). This assessment may of 
course reflect either a regard for the high quality of the study or, on the other hand, 
concern about the limitations of previous ones.
17.2.2  The GRE General Test
Although the SAT program has been a major focus of test preparation and coaching 
studies, the GRE Board has also sponsored a number of significant efforts by ETS 
researchers. For instance, the GRE program revised its General Test in the late 
1970s, introducing an analytical ability measure to complement the long-offered 
verbal and quantitative reasoning measures (Powers and Swinton 1981). 
Concurrently, the GRE Board sponsored several studies to examine the susceptibil-
ity of the new measure to coaching and other forms of special test preparation. 
Swinton and Powers (1983) designed a brief course to prepare students for the new 
analytical section of the GRE General Test and offered it to a small group of volun-
teer GRE test takers at a local university. Controlling for important pre-existing 
differences between groups, they compared the postcourse GRE performance of 
these specially prepared individuals with that of all other GRE test takers at the 
same university. They found that the specially prepared group did much better on 
the analytical section (by about 66 points on the 200–800 scale) than did the larger 
comparison group, even after controlling for differences in the GRE verbal and 
quantitative scores of the two groups.
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Powers and Swinton (1984) subsequently packaged the course and used it in an 
experimental study in which a randomly selected sample of GRE test takers 
received the course materials by mail. A comparison of the test scores of the pre-
pared sample with those of a randomly selected equivalent sample of nonprepared 
GRE test takers revealed score improvements that were nearly as large (about 53 
points with about 4 hours of self-preparation) as those observed in the face-to-face 
classroom preparation. A major implication of this latter study was that test prepa-
ration designed for self-study by test takers themselves was a viable alternative to 
more expensive, formal face-to-face interventions. The ramifications for fairness 
and equity were obvious. However, although the researchers were relatively san-
guine about the prospects for ensuring that all examinees could be well prepared 
for the “coachable” item types on the GRE, the GRE Board took a conservative 
stance, deciding instead to remove the two most susceptible item types from the 
analytical ability measure.
Data collected in the studies of the GRE analytical measure were also used to 
gauge the effectiveness of formal commercial coaching for the verbal and quantita-
tive sections (Powers 1985a). That is, since the analytical measure had been shown 
to be coachable, it could serve as a baseline against which to judge the coachability 
of the other test sections.
For this analysis, Powers identified test takers who had attended formal coaching 
programs for any or all of the GRE test sections. For the analytical ability section, 
the analysis revealed a strong relationship between the effect of coaching and its 
duration (in terms of hours devoted to instruction). However, applying the same 
methodology to the verbal and quantitative sections revealed little if any such rela-
tionship, contrary to claims being made by commercial coaching firms. Increasing 
the duration of preparation for the verbal and quantitative GRE measures was not 
associated with commensurate increases in scores for these two measures.
17.2.2.1  Effects on Relationships of Test Scores with Other Measures
While Messick (1982) provided an insightful logical analysis of the ways in which 
special test preparation may impact validity, there appears to have been little empiri-
cal research to demonstrate how such practices may affect, for example, the rela-
tionship of test scores to other relevant measures. An exception is a study by Powers 
(1985b), who examined the relationship of GRE analytical ability scores, obtained 
under ten different randomly assigned test preparation conditions, to indicators of 
academic performance. Each of the various test preparation conditions was designed, 
mainly, to help test takers become familiar with each of several novel analytical 
ability item types. The results suggested that the more time test takers devoted to 
using the test preparation materials, the stronger the relationship was between aca-
demic performance and scores on the GRE analytical ability measure. Specifically, 
over the ten treatment groups, the correlation between (a) GRE analytical ability 
score and (b) undergraduate grade point average in the final 2 years of undergradu-
ate study increased according to mean time devoted to preparing for the analytical 
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measure (r = .70, p < .05). In addition, correlations of GRE analytical ability scores 
with GRE verbal and quantitative scores were not significantly related to amounts 
of test preparation. Thus, both the convergent and (possibly) the discriminant 
aspects of construct validity of test scores may have been enhanced.
17.3  Summary
ETS has made several contributions to understanding the effects of special test prep-
aration and coaching on (a) test-taking behavior, (b) test performance, and (c) test 
validity. First, ETS researchers have brought more methodological rigor to the field 
by demonstrating the feasibility of conducting experimental studies of the effects of 
test preparation. Rigor has also been increased by introducing more sophisticated 
methods for controlling self-selection bias in nonexperimental studies.
Moreover, ETS researchers have evaluated the effects of a variety of different 
types of test preparation: formal commercial coaching, school-offered test prepara-
tion programs, and test sponsor-provided test familiarization. With respect to the 
last type, a significant portion of the ETS-conducted research has focused on mak-
ing certain that all test takers are well prepared, not just those who can afford exten-
sive coaching. Along these lines, researchers have evaluated the effects of test 
familiarization and other means of test preparation that can be offered, usually 
remotely for independent study, to all test takers. Both secondary and postsecond-
ary student populations have been studied.
Thanks largely to Messick (1980, 1981, 1982), the question of the effectiveness 
of coaching and test preparation has been reformulated—that is, extended beyond 
the search for a yes/no answer to the oversimplified question “Does coaching 
work?” Partly as a result, researchers now seem more inclined to examine the com-
ponents of test preparation programs in order to ascertain the particular features that 
are implicated in its effectiveness.
ETS researchers have also stressed that every test is typically composed of a 
variety of item types and that some of these item types may be more susceptible to 
coaching and practice than others. In this vein, they have determined some of the 
features of test item types that seem to render them more or less susceptible. As a 
consequence, there is now a greater realization that it is insufficient to simply con-
sider the coachability of a test as a whole, but rather it is necessary to consider the 
characteristics of the various item types that comprise it.
In addition, at least in the view of the scientific community, if not among the 
general public, a more accurate estimate of the true value of commercial coaching 
programs now exists. Consumers have information to make more informed choices 
about whether to seek commercial coaching, for instance. The true effect of coach-
ing on test performance seems neither as negligible as some have claimed nor as 
large as has been advertised by the purveyors of coaching services.
Most of the studies of coaching and test preparation have focused on the extent 
to which these practices cause spurious test score improvement. However, although 
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relatively rare, ETS researchers have also examined, in both a logical and an empiri-
cal manner, the effects of test preparation and coaching on the empirical relation-
ships of test scores to other indicators of developed ability.
Finally, ETS research on test preparation has been more than an academic exer-
cise. It has resulted in significant—even dramatic—modifications to several tests 
that ETS offers. These changes are perhaps the clearest example of the impact of 
ETS’s research on test preparation. However, there have, arguably, been more subtle 
effects as well. Now, when new assessments are being developed, the potential 
coachability of proposed new test item types is likely to be a factor in decisions 
about the final composition of a test. Considerations about test preparation figure 
into the design of tests, well before these tests are ever administered to test takers.
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Chapter 18
A Historical Survey of Research Regarding 
Constructed-Response Formats
Isaac I. Bejar
This chapter chronicles ETS research and development contributions related to the 
use of constructed-response item formats.1 The use of constructed responses in test-
ing dates back to imperial China, where tests were used in the selection of civil 
servants. However, in the United States, the multiple-choice format became domi-
nant during the twentieth century, following its invention and use by the SAT® exam-
inations created by the College Board in 1926. When ETS was created in 1947, 
post-secondary admissions testing was largely based on tests consisting of multiple-
choice items. However, from the start, there were two camps at ETS: those who 
believed that multiple-choice tests were sufficiently adequate for the purpose of 
assessing “verbal” skills and those who believed that “direct” forms of assessment 
requiring written responses had a role to play. For constructed-response formats to 
regain a foothold in American education several hurdles would need to be over-
come. Research at ETS was instrumental in overcoming those hurdles.
The first hurdle was that of reliability, specifically the perennial issue of low 
interrater agreement, which plagued the acceptance of constructed-response for-
mats for most of the twentieth century. The second hurdle was broadening the con-
ception of validity to encompass more than predictive considerations, a process that 
began with the introduction of construct validity by Cronbach and Meehl (1955). 
Samuel Messick at ETS played a crucial role in this process by making construct 
validity relevant to educational tests. An inflexion point in the process of reincorpo-
rating constructed-response formats more widely in educational tests was marked 
1 Constructed responses to a prompt or question can range in scope and complexity. Perhaps the 
most common constructed response is the written essay. However, short written responses to ques-
tions are also considered to be constructed, as are spoken answers in response to a prompt, math-
ematical responses (equations, plotted functions, etc.), computer programs, and graphical responses 
such as architectural designs.
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by the publication of Construction Versus Choice in Cognitive Measurement 
(Bennett and Ward 1993), following the indictment of the multiple- choice format by 
Norm Frederiksen (1984) regarding the format’s potentially pernicious influence on 
education. The chapters in the book made it clear that the choice of format (multiple 
choice vs. constructed response) includes considerations of validity broadly con-
ceived. Even when there was growing concern about the almost exclusive reliance 
on the multiple-choice format, there was much more work to be done to facilitate 
the operational use of constructed-response items since over the preceding decades 
the profession had come to rely on the multiple- choice format. That work continues 
to this day at ETS and elsewhere.
Clearly there is more than one way to convey the scope of research and develop-
ment at ETS to support constructed-response formats. The chapter proceeds largely 
chronologically in several sections. The first section focuses on the ETS contribu-
tions to scoring reliability, roughly through the late 1980s. The next section consid-
ers the evolution of validity toward a unitary conception and focuses on the critical 
contributions by Samuel Messick with implications for the debate around 
constructed- response formats.
The third section argues that the interest in technology for testing purposes at 
ETS from early on probably accelerated the eventual incorporation of writing 
assessment into several ETS admissions tests. That section reviews work related to 
computer-mediated scoring, task design in several domains, and the formulation of 
an assessment design framework especially well-suited for constructed-response 
tasks, evidence-centered design (ECD).
The fourth section describes ETS’s involvement in school-based testing, includ-
ing Advanced Placement® (AP®), the National Assessment of Educational Progress 
(NAEP), and the CBAL® initiative. A fifth section briefly discusses validity and 
psychometric research related to constructed-response formats. The chapter closes 
with some reflections on six decades of research.
18.1  Reliability
The acceptance of the multiple-choice format, after its introduction in the 1926 
SAT, together with the growing importance of reliability as a critical attribute of the 
scores produced by a test, seems to have contributed to the decline of widely used 
constructed-response forms of assessment in the United States. However, research 
at ETS was instrumental in helping to return those formats to the assessment of 
writing in high-stakes contexts. In this section, some of that research is described. 
Specifically, among the most important ETS contributions are
 1. developing holistic scoring
 2. advancing the understanding of rater cognition
 3. conducting psychometric research in support of constructed responses
Reliability (Haertel 2006) refers to the level of certainty associated with scores 
from a given test administered to a specific sample and is quantified as a reliability 
I.I. Bejar
567
or generalizability coefficient or as a standard error. However, the first sense of reli-
ability that comes to mind in the context of constructed responses is that of inter-
rater reliability, or agreement. Unlike responses to multiple-choice items, 
constructed responses need to be scored by a process (cf. Baldwin et al. 2005) that 
involves human judgment or, more recently (Williamson et al. 2006), by an auto-
mated process that is guided by human judgment. Those human judgments can be 
more or less fallible and give rise to concerns regarding the replicability of the 
assigned score by an independent scorer. Clearly, a low level of interrater agreement 
raises questions about the meaning of scores.
The quantification of interrater disagreement begins with the work of the statisti-
cian F. Y. Edgeworth (as cited by Mariano 2002). As Edgeworth noted,
let a number of equally competent critics independently assign a mark to the (work) … even 
supposing that the examiners have agreed beforehand as to … the scale of excellence to be 
adopted … there will occur a certain divergence between the verdicts of competent examin-
ers. (p. 2)
Edgeworth also realized that individual differences among readers could be the 
source of those errors by noting, for example, that some raters could be more or less 
severe than others, thus providing the first example of theorizing about rater cogni-
tion, a topic to which we will return later in the chapter. Edgeworth (1890) noted,
Suppose that a candidate obtains 95 at such an examination, it is reasonably certain that he 
deserves his honours. Still there is an appreciable probability that his real mark, as deter-
mined by a jury of competent examiners (marking independently and taking the average of 
those marks) is just below 80; and that he is pushed up into the honour class by the accident 
of having a lenient examiner. Conversely, his real mark might be just above 80; and yet by 
accident he might be compelled without honour to take a lower place as low as 63. (empha-
sis added, p. 470)
The lack of interrater agreement would plague attempts to reincorporate con-
structed responses into post-secondary admissions testing once multiple-choice 
items began to supplant them. An approach was needed to solve the interrater reli-
ability problem. A key player in that effort was none other than Carl Brigham 
(1890–1943), who was the chief architect behind the SAT, which included only 
multiple-choice items.2 Brigham was an atypical test developer and psychometri-
cian in that he viewed the administration of a test as an opportunity to experiment 
and further learn about students’ cognition. And experiment he did. He developed 
an “experimental section” (N. Elliot 2005, p. 75) that would contain item types that 
were not being used operationally, for example. Importantly, he was keenly inter-
ested in the possibility of incorporating more “direct” measures of writing (Valentine 
1987, p. 44). However, from the perspective of the College Board, the sponsor of the 
test, by the 1930s, the SAT was generating significant income, and the Board seemed 
to have set some limits on the degree of experimentation. According to Hubin 
(1988),
2 For a historical account of how Brigham came to lead the development of the SAT, see Hubin 
(1988).
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the growth of the Scholastic Aptitude Test in the thirties, although quite modest by stan-
dards of the next decade, contrasted sharply with a constant decline in applicants for the 
traditional Board essay examinations. Board members saw the SAT’s growth as evidence of 
its success and increasingly equated such success with the Board’s very existence. The 
Board’s perception decreased Brigham’s latitude to experiment with the instrument. 
(p. 241)
Nevertheless, Brigham and his associates continued to experiment with direct 
measures of writing. As suggested by the following excerpt (Jones and Brown 
1935), there appeared to be progress in solving the rater agreement challenge:
Stalnaker and Stalnaker … present evidence to show that the essay-type test can be scored 
with rather high reliability if certain rules are followed in formulating questions and in scor-
ing. Brigham … has made an analysis of the procedures used by readers of the English 
examinations of the College Entrance Examination Board, and believes that the major 
sources of errors in marking have been identified. A new method of grading is being tried 
which, he thinks, will lead to greatly increased reliability. (p. 489)
There were others involved in the improvement of the scoring of constructed 
responses. For example, Anderson and Traxler (1940) argued that3
by carefully formulating the test material and training the readers, it is possible to obtain 
highly reliable readings of essay examinations. Not only is the reliability high for the total 
score, but it is also fairly high for most of the eight aspects of English usage that were 
included in this study. The reliability is higher for some of those aspects that are usually 
regarded as fairly intangible than for the aspects that one would expect to be objective and 
tangible. The test makes fair, though by no means perfect, discrimination among the various 
years of the secondary school in the ability of the pupils to write a composition based on 
notes supplied to them. The results of the study are not offered as conclusive, but it is 
believed that, when they are considered along with the results of earlier studies, they sug-
gest that it is highly desirable for schools to experiment with essay-test procedures as means 
for supplementing the results of objective tests of English usage in a comprehensive pro-
gram of evaluation in English expression. (p. 530)
Despite these positive results, further resistance to constructed responses was to 
emerge. Besides reliability concerns, costs and efficiency also were part of the equa-
tion. For example, we can infer from the preceding quotation that the scoring being 
discussed is “analytic” and would require multiple ratings of the same response. At 
the same time, machine scoring of multiple-choice responses was rapidly becoming 
a reality4 (Hubin 1988, p. 296). The potential efficiencies of machine scoring con-
trasted sharply with the inefficiencies and logistics of human scoring. In fact, the 
manpower shortages during World War II led the College Board to suspend exami-
nations relying on essays (Hubin 1988, p. 297).
3 In this passage, reliability refers to interrater agreement.
4 Du Bois (1970, p. 119), citing Downey (1965), notes that the scoring machine was invented in 
1934 by Reynold B. Johnson, inspired by Ben D. Wood’s vision of large-scale testing. According 
to Du Bois, these scoring machines greatly reduced the cost and “accelerated the trend toward 
more or less complete reliance on objective tests, especially the multiple-choice item.” Of course, 
testing volume increased over the decades and motivated significant innovations. E. F. Lindquist at 
the University of Iowa invented the first successful optical scanner in 1962 (U.S. Patent 3,050,248) 




However, the end of the war did not help. Almost 10 years on, a study published 
by ETS (Huddleston 1954) concluded that
the investigation points to the conclusion that in the light of present knowledge, measurable 
“ability to write” is no more than verbal ability. It has been impossible to demonstrate by 
the techniques of this study that essay questions, objective questions, or paragraph-revision 
exercises contain any factor other than verbal; furthermore, these types of questions mea-
sure writing ability less well than does a typical verbal test. The high degree of success of 
the verbal test is, however, a significant outcome.
The results are discouraging to those who would like to develop reliable and valid essay 
examinations in English composition—a hope that is now more than half a century old. 
Improvement in such essay tests has been possible up to a certain point, but professional 
workers have long since reached what appears to be a stone wall blocking future progress. 
New basic knowledge of human capacities will have to be unearthed before better tests can 
be made or more satisfactory criteria developed. To this end the Educational Testing Service 
has proposed, pending availability of appropriate funds, a comprehensive factor study in 
which many types of exercises both new and traditional are combined with tests of many 
established factors in an attempt to discover the fundamental nature of writing ability. The 
present writer would like to endorse such a study as the only auspicious means of adding to 
our knowledge in this field. Even then, it appears unlikely that significant progress can be 
made without further explorations in the area of personality measurement.5 (pp. 204–205)
In light of the limited conception of both “verbal ability” and “writing ability” at 
the time, Huddleston’s conclusions appear, in retrospect, to be unnecessarily strong 
and overreaching. The evolving conception of “verbal ability” continues to this day, 
and it is only recently that even basic skills, like vocabulary knowledge, have 
become better understood (Nagy and Scott 2000); it was not by any means settled 
in the early 1950s. Importantly, readily available research at the time was clearly 
pointing to a more nuanced understanding of writing ability. Specifically, the impor-
tance of the role of “fluency” in writing was beginning to emerge (C. W. Taylor 
1947) well within the psychometric camp. Today, the assessment of writing is 
informed by a view of writing as a “complex integrated skill” (Deane et al. 2008; 
Sparks et al. 2014) with fluency as a key subskill.
By today’s standards, the scope of the concept of reliability was not fully devel-
oped in the 1930s and 1940s in the sense of understanding the components of unreli-
ability. The conception of reliability emerged from Spearman’s work (see Stanley 
1971, pp. 370–372) and was focused on test-score reliability. If the assignment of a 
score from each component (item) is error free, because it is scored objectively, then 
the scoring does not contribute error to the total score, and in that case score reliability 
is a function of the number of items and their intercorrelations. In the case of con-
structed responses, the scoring is not error free since the scorer renders a judgment, 
which is a fallible process.6 Moreover, because items that require constructed responses 
require more time, typically, fewer of them can be administered which, other things 
5 The mysterious reference to “personality measurement” appears to be reference to the thinking 
that personality measurement would be the next frontier in admissions testing. In fact, ETS, spe-
cifically Henry Chauncey, was interested in personality measurement (see Lemann 1999, p. 91).
6 Fallibility is relative; even the scoring of multiple-choice items is not 100% error free, at least not 
without many preventive measures to make it so. For a discussion, see Baker (1971).
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being equal, reduces score reliability. The estimation of error components associated 
with ratings would develop later (Ebel 1951; Finlayson 1951), as would the interplay 
among those components (Coffman 1971), culminating in the formulation of general-
izability theory (Cronbach et  al. 1972).7 Coffman (1971), citing multiple sources, 
summarized the state of knowledge on interreader agreement as follows:
The accumulated evidence leads, however, to three inescapable conclusions: a) different 
raters tend to assign different grades to the same paper; b) a single rater tends to assign dif-
ferent grades to the same paper on different occasions; and c) the differences tend to 
increase as the essay question permits greater freedom of response. (p. 277)
Clearly, this was a state of affairs not much different than what Edgeworth had 
observed 80 years earlier.
18.1.1  The Emergence of a Solution
The Huddleston (1954) perspective could have prevailed at ETS and delayed the 
wider use of constructed responses, specifically in writing.8 Instead, from its incep-
tion ETS research paved the way for a solution to reducing interrater disagreement. 
First, a groundbreaking investigation at ETS (funded by the Carnegie Corporation) 
established that raters operated with different implied scoring criteria (Diederich et 
al. 1961). The investigation was motivated by the study to which Huddleston refers 
in the preceding quotation. That latter study did not yield satisfactory results, and a 
different approach was suggested: “It was agreed that further progress in grading 
essays must wait upon a factor analysis of judgments of a diverse group of compe-
tent readers in an unstructured situation, where each could grade as he liked” 
(Diederich et al. 1961, p. 3). The motivating hypothesis was that different readers 
belong to different “schools of thought” that would presumably value qualities of 
writing differently. The methodology that made it possible to identify types of read-
ers was first suggested by Torgerson and Green (1952) at ETS.  To identify the 
schools of thought, 53 “distinguished readers” were asked to rate and annotate 300 
papers without being given standards or criteria for rating. The factors identified 
from the interrater correlations consisted of groupings of raters (e.g., raters that 
loaded highly on a specific factor). What school of thought was represented by a 
given factor would not be immediately obvious without knowing the specifics of the 
reasoning underlying a rater’s judgment. The reasoning of the readers was captured 
by means of the annotations each judge had been asked to make, which then had to 
be coded and classified.9 The results showed that agreement among readers was 
7 Brennan (2001, p. 3) credits Burt in 1936 and Lindquist in 1953 with anticipating the essence of 
univariate generalizability theory.
8 See Diederich (1957) for a candid description of the state of affairs with respect to using essays 
in admissions testing.
9 A very laborious process carried out by Sydell Carlton, an employee at ETS until 2017. She 
recalls (personal communication, July 19, 2010) that no one could initially interpret the factors. 
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poor and that the nature of the schools of thought was that they valued different 
aspects of writing. However, the two most sharply defined groups were those that 
valued “ideas” or that valued “mechanics.”
The Diederich et  al. (1961) study showed that judges, when left to their own 
analytical devices, will resort to particular, if not idiosyncratic, evaluative schemes 
and that such particularities could well explain the perennial lack of adequate inter-
rater agreement. Important as that finding was, it still did not formulate a solution to 
the problem of lack of interrater agreement. That solution took a few more years, 
also leading to a milestone in testing by means of constructed responses. The study 
was carried out at ETS and led by Fred I. Godshalk. The study was ambitious and 
included five 20-minute essays, six objective tests, and two interlinear exercises, 
administered to 646 12th graders over a period of several weeks. Importantly, the 
scoring of the essays was holistic. They defined the scoring procedure of the essays 
as follows (Godshalk et al. 1966):
The readers were asked to make global or holistic, not analytical, judgments of each paper, 
reading rapidly for a total impression. There were only three ratings: a score of “3” for a 
superior paper, “2” for an average paper, and “1” for an inferior paper. The readers were told 
to judge each paper on its merits without regard to other papers on the same topic; that is, 
they were not to be concerned with any ideas of a normal distribution of the three scores. 
They were advised that scores of “3” were possible and that the “safe” procedure of award-
ing almost all “2s” was to be avoided. Standards for the ratings were established in two 
ways: by furnishing each reader with copies of the sample essays for inspection and discus-
sion, and by explaining the conditions of administration and the nature of the testing popu-
lation; and by having all readers score reproduced sets of carefully selected sample answers 
to all five questions and to report the results. The scores were then tabulated and announced. 
No effort was made to identify any reader whose standards were out of line, because that 
fact would be known to him and would be assumed to have a corrective effect. The proce-
dure was repeated several times during the first two days of scoring to assist readers in 
maintaining standards. (p. 10, emphasis added)
Perhaps the critical aspect of the directions was to “to make global or holistic, 
not analytical, judgments” and the use of what is known today (Baldwin et al. 2005) 
as benchmark or range finding papers to illustrate the criteria. The authors describe 
the procedure in the preceding quotation and do not provide a theoretical rationale. 
They were, of course, aware of the earlier Diederich study, and it could have influ-
enced the conception of the holistic scoring instructions. That is, stressing that the 
scoring was to be holistic and not analytical could have been seen as way to prevent 
the schools of thought from entering the scoring process and to make the scoring 
process that much faster.10
After she classified a few of the annotations, she formulated a coding scheme that could be used to 
systematically annotate the rest of essays. The actual coding of more than 10,000 papers was hired 
out. By examining the annotation of readers that loaded highly on one factor or another, it became 
possible to interpret the factors as schools of thought.
10 Although Godshalk et al. (1966) are associated with making holistic scoring a widely accepted 
approach, the term “wholistic” was used first at ETS by Ann F. Coward with the same meaning. In 
a project published as a brief internal report (Coward 1950) that was subsequently published 
(Coward 1952), she compared “wholistic,” which corresponded with what later was called holistic, 
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Outside of ETS, the development of holistic scoring was well received by teach-
ers of English (White 1984) and characterized as “undoubtedly one of the biggest 
breakthroughs in writing assessment” (Huot 1990, p. 201). Interestingly, other con-
current work in psychology, although relevant in retrospect, was not considered at 
the time as related to scoring of essays. For example, N. Elliot (2005) postulated the 
relevance of Gestalt psychology to a possible adoption of holistic scoring, although 
there is no such evidence in the Godshalk et  al. (1966) report. Another line of 
research that was relevant was models of judgment, such as the lens model proposed 
by Egon Brunswik (Brunswik 1952; Hammond et  al. 1964; Tucker 1964).11 The 
lens model, although intended as a perceptual model, has been used primarily in 
decision-making (Hammond and Stewart 2001). According to the model, the per-
ceiver or decision maker decomposes an object into its attributes and weighs those 
attributes in arriving at a judgment. The model is clearly applicable in modeling 
raters (Bejar et  al. 2006). Similarly, a theory of personality of the same period, 
George Kelly’s personal construct theory, included a method for eliciting “personal 
constructs” by means of analysis of sets of important others.12 The method, called 
the repertory grid technique, was later found useful for modeling idiographic or 
reader-specific rating behavior (Bejar et al. 2006; Suto and Nadas 2009).
One additional area of relevant research was the work on clinical judgment. 
Meehl’s (1954) influential monograph concluded that actuarial methods were supe-
rior to clinical judgment in predicting clinical outcomes. One reason given for the 
superiority of actuarial methods, often implemented as a regression equation or 
even the sum of unweighted variables (Dawes and Corrigan 1974), is that the actu-
arial method is provided with variables from which to arrive at a judgment. By 
contrast, the clinician first needs to figure out the variables that are involved, the 
rubric, so to speak, and determine the value of the variables to arrive at a judgment. 
As Meehl stressed, the clinician has limited mental resources to carry out the task. 
Under such conditions, it is not unreasonable for the clinician to perform inconsis-
tently relative to actuarial methods. The overall and quick impression called for by 
the holistic instructions could have the effect of reducing the cognitive load 
demanded by a very detailed analysis. Because of this load, such an analysis is 
likely to play upon the differences that might exist among readers with respect to 
background and capacity to carry out the task.
There was such relief once the holistic method had been found to help to improve 
interrater agreement that no one seems to have noted that the idea of holistic scoring 
is quite counterintuitive. How can a quick impression substitute for a deliberate and 
and “atomistic” approaches to scoring. No great differences between the two methods were 
reported, nor was any rationale proposed for the “wholistic” method. There was also experimenta-
tion in the UK on impressionistic scoring in the early 1960s (N. Elliot, personal communication, 
May 15, 2015)
11 Ledyard Tucker, the eminent ETS psychometrician, had been a reviewer of the Hammond et al. 
(1964) paper. His review so influenced the Hammond et al. paper that Hammond suggested to the 
Psychological Review editors that Tucker’s formulation of the lens model appear as an independent 
paper (Hammond, personal communication, March 29, 2010).
12 George Kelly’s work was well known at ETS (Messick and Kogan 1966).
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extensive analysis of a constructed response by a subject matter expert? Research on 
decision making suggests, in fact, that experts operate in a holistic sort of fashion 
and that it is a sign of their expertise to do so. Becoming an expert in any domain 
involves developing “fast and frugal heuristics” (Gigerenzer and Goldstein 1996) 
that can be applied to arrive at accurate judgments quickly.
Eventually, questions would be raised about holistic scoring, however. As 
Cumming et al. (2002) noted,
holistic rating scales can conflate many of the complex traits and variables that human 
judges of students’ written compositions perceive (such as fine points of discourse coher-
ence, grammar, lexical usage, or presentation of ideas) into a few simple scale points, ren-
dering the meaning or significance of the judges’ assessments in a form that many feel is 
either superficial or difficult to interpret. (p. 68)
That is, there is a price for the increased interreader agreement made possible by 
holistic scoring, namely, that we cannot necessarily document the mental process 
that scorers are using to arrive at a score. In the absence of that documentation, 
strictly speaking, we cannot be sure by what means scores are being assigned and 
whether those means are appropriate until evidence is presented.
Concerns such as these have given rise to research on rater cognition (Bejar 
2012). The Diederich et al. (1961) study at ETS started the research tradition by 
attempting to understand the basis of lack of agreement among scorers (see also 
Myers et al. 1966). The range of the literature, a portion of it carried out at ETS, is 
vast and aims, in general, to unpack what goes on in the minds of the raters as they 
score (Bejar et al. 2006; Crisp 2010; Elbow and Yancey 1994; Huot and Neal 2006; 
Lumley 2002; Norton 1990; Pula and Huot 1993; Vaughan 1991), the effect of a 
rater’s background (Myford and Mislevy 1995; Shohamy et al. 1992), rater strate-
gies (Wong and Kwong 2007), and methods to elicit raters’ personal criteria (Bejar 
et al. 2006; Heller et al. 1998). Descriptions of the qualifications of raters have also 
been proposed (Powers et al. 1998; Suto et al. 2009). In addition, the nature of scor-
ing expertise has been studied (Wolfe 1997; Wolfe et al. 1998). Methods to capture 
and monitor rater effects during scoring as a function of rater characteristics are 
similarly relevant (Myford et al. 1995; Myford and Mislevy 1995; Patz et al. 2002). 
Experimental approaches to modeling rater cognition have also emerged (Freedman 
and Calfee 1983), where the interest is on systematic study of different factors that 
could affect the scoring process. The effectiveness of different approaches to the 
training of readers (Wolfe et al. 2010) and the qualifying of raters (Powers et al. 
1998) has also been studied. In short, the Diederich et al. study was the first in a long 
line of research concerned with better understanding and improving the processes in 
which raters engage.
A second concern regarding holistic scoring is the nature of the inferences that 
can be drawn from scores. Current rubrics described as holistic, such as those used 
for scoring the GRE® analytical writing assessment, are very detailed, unlike the 
early rubrics. That is, holistic scoring has evolved from its inception, although qui-
etly. Early holistic scoring had as a goal the ranking of students’ responses.
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Holistic scoring emerged in the context of admissions testing, which means in a 
norm-referenced context. In that context, the ranking or comparative interpretation 
of candidates is the goal. Points along the scale of such a test do not immediately 
have implications for what a test taker knows and can do, that is, attaching an inter-
pretation to a score or score range. The idea of criterion-referenced (Glaser 1963) 
measurement emerged in the 1960s and was quickly adopted as an alternative con-
ception to norm-referenced testing, especially in the context of school-based test-
ing. Today it is common (Linn and Gronlund 2000) to talk about standards-based 
assessments to mean assessments that have been developed following a framework 
that describes the content to be assessed such that scores on the test can be inter-
preted with respect to what students know and can do. Such interpretations can be 
assigned to a single score or, more commonly, a range of scores by means of a pro-
cess called standard setting (Cizek and Bunch 2007; Hambleton and Pitoniak 2006), 
where panels of experts examine the items or performance on the items to determine 
what students in those score regions know and can do.
NAEP had from its inception a standards-based orientation. The initial imple-
mentation of NAEP in the 1960s, led by Ralph Tyler, did not report scores, but 
rather performance on specific items, and did not include constructed responses. 
When writing was first introduced in the late 1960s, the scoring methodology was 
holistic (Mullis 1980, p. 2). However, the methodology was not found adequate for 
NAEP purposes and instead the method of primary traits was developed for the 
second NAEP writing assessment in 1974 (Cooper 1977, p. 11; Lloyd-Jones 1977). 
The inapplicability of holistic scoring to NAEP measurement purposes is given by 
Mullis (1980):
NAEP needed to report performance levels for particular writing skills, and the rank order-
ing did not readily provide this information. Also, NAEP for its own charge of measuring 
change over time, as well as for users interested in comparisons with national results, 
needed a scoring system that could be replicated, and this is difficult to do with holistic 
scoring. (p. 3)
The criterion-referenced rationale that Mullis advocated was very much aligned 
with the standards-based orientation of NAEP. According to Bourque (2009), “by 
the mid-1980s, states began to realize that better reporting mechanisms were needed 
to measure student progress” (p. 3). A policy group was established, the National 
Assessment Governing Board (NAGB), to direct NAEP, and shortly thereafter the 
“Board agreed to adopt three achievement levels (Basic, Proficient, and Advanced) 
for each grade and subject area assessed by NAEP” (Bourque 2009, p. 3).
With respect to writing, Mullis (1984) noted,
For certain purposes, the most efficient and beneficial scoring system may be an adaptation 
or modification of an existing system. For example, the focused holistic system used by the 
Texas Assessment Program … can be thought of as a combination of the impressionistic 
holistic and primary trait scoring systems. (p. 18)
To this day, the method used by NAEP to score writing samples is a modified holis-
tic method called focused holistic (H. Persky, personal communication, January 25, 
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2011; see also, Persky 2012) that seems to have first originated in Texas around 
1980 (Sachse 1984).
Holistic scoring also evolved within admissions testing for different reasons, 
albeit in the same direction. N. Elliot (2005, p.  228) gives Paul Ramsey at ETS 
credit for instituting a “modified holistic” method to mean that the scoring was 
accompanied by detailed scoring guides. In 1992 the College Board’s English 
Composition Test (which would become SAT Writing) began using scoring guides 
as well. The rationale, however, was different, namely, comparability:13
We need a scoring guide for the SAT Writing test because, unlike the ECT [English 
Composition Test] which gives an essay once a year, the SAT will be given 5 times a year 
and scoring of each administration must be comparable to scoring of other administrations. 
Other tests, like TOEFL, which give an essay several times a year use a scoring guide like 
this. (Memorandum from Marylyn Sudlow to Ken Hartman, August 6, 1992)
Clearly the approach to scoring of constructed responses had implications for 
score meaning and score comparability. However, the psychometric support for 
constructed responses was limited, at least compared with the support available for 
multiple-choice tests. Psychometric research at ETS since the 1950s was initially 
oriented to dichotomously scored items; a historical account can be found in Carlson 
and von Davier (Chap. 5, this volume). Fred Lord’s work (Lord 1952) was critical 
for developing a broadly applicable psychometric framework, item response theory 
(IRT), that would eventually include ordered polytomously scored items (Samejima 
1969),14 a needed development to accommodate constructed responses. Indeed, IRT 
provided the psychometric backbone for developing the second generation of NAEP 
(Messick et  al. 1983), including the incorporation of polytomously scored con-
structed-response items at a time when to do so in large-scale testing was rare. (For 
a detailed discussion of the ETS contributions to psychometric theory and software 
in support of constructed-response formats, see Carlson and von Davier, Chap. 5, 
this volume.)
The sense of error of measurement within IRT, as represented by the idea of an 
information function (Birnbaum 1968), was conditional and sample independent (in 
a certain sense), an improvement over the conception of error in classical test the-
ory, which was global and sample specific. IRT introduced explicitly the idea that 
the error or measurement was not constant at all ability levels, although it did not 
allow for the identification of sources of error. Concurrent developments outside the 
IRT sphere made it possible to begin teasing out the contribution of the scoring 
process to score reliability (Ebel 1951; Finlayson 1951; Lindquist 1953), culminat-
ing in generalizability theory (Cronbach et al. 1972). Such analyses were useful for 
13 Interestingly, the rationale underlying Sudlow’s memorandum is the same as the rationale for 
instituting the methodology of equating in the SAT itself in the 1940s (College Entrance 
Examination Board 1942, p. 34), namely, that the SAT would be administered more than once per 
year and the two within-year testing populations could not be assumed to be equivalent as a year-
to-year population might be.
14 Fumiko Samejima was at ETS during the 1960s, invited by Fred Lord. A full account can be 
found in Wainer and Robinson (2007).
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characterizing what portion of the error variability was due to different sources, 
among them lack of reader agreement. Bock et al. (2002), however, proposed a solu-
tion to incorporate that framework into IRT whereby the conditional standard error 
of measurement derived from IRT could be partitioned to identify the portion due to 
the rating process. (Briggs and Wilson 2007, provide for a more elaborate integra-
tion of IRT and generalizability theory.)
As had been recognized by Edgeworth (1890), readers can differ in the strin-
gency of the scores they assign and such disagreements contribute to the error of 
measurement. Henry Braun15 appears to have been the first one at ETS to introduce 
the idea of rater calibration, described earlier by Paul (1981), as an approach to 
compensate for systematic disagreements among raters. The logic of the approach 
was described as follows (Braun 1988): “This new approach involves appropriately 
adjusting scores in order to remove the noise contributed by systematic sources of 
variation; for example, a reader consistently assigning higher grades than the typical 
reader. Such adjustments are akin to an equating process” (p. 2).
The operational implementation of the idea would prove challenging, however. 
To implement the idea economically, specialized data collection designs were nec-
essary and needed to be embedded in the operational scoring process over several 
days. The effects estimated from such an analysis are then used to adjust the raw 
scores. Along the same lines, Longford (1994) also studied the possibility of adjust-
ing scores by taking into account rater severity and consistency.
An alternative to adjusting scores retrospectively is to identify those readers who 
appear to be unusually severe or lenient so that they can receive additional training. 
Bejar (1985) experimented with approaches to identify “biased” readers by means 
of multivariate methods in the Test of Spoken English. Myford et  al. (1995) 
approached the problem of rater severity by applying FACETS (Linacre 2010), an 
extension of the IRT Rasch model that includes rater parameters, as well as the 
parameters for test takers and items.
18.1.2  Conclusion
When ETS was formed, the pragmatics of increasingly large scale testing together 
with psychometric considerations set a barrier to the use of constructed-response 
formats, which was viewed as unreliability due to inadequate interrater agreement. 
Carl Brigham, chief developer of the SAT, was also a strong proponent of more 
direct measures, but a solution to the scoring problem eluded him. After Brigham’s 
death, there appeared to be no strong proponent of the format, at least not within the 
College Board, nor in the initial years of ETS. Without Brigham to push the point, 
and the strong undercurrent against constructed responses illustrated by Huddleston’s 
(1954) perspective that writing skills do not merit their own construct, the prospects 
15 Henry Braun was vice president for research management from 1990 to 1999.
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for constructed-response testing seemed dire. However, the ETS staff also included 
writing scholars such as Paul Diederich and Fred Godshalk, and because of them, 
and others, ultimately there was significant progress in solving the interrater agree-
ment challenge with the emergence of holistic scoring. That method, which was 
also widely accepted outside of ETS paved the way for an increase in the use of 
essays. However, as we will see in the next sections, much more was needed for 
constructed-response formats to become viable.
18.2  Validity
Making progress on the scoring of constructed responses was critical but far from 
sufficient to motivate a wider reliance on constructed-response formats. Such for-
mats necessarily require longer response times, which means fewer items can be 
administered in a given time, threatening score reliability. The conception of valid-
ity prevailing in the mid-twentieth century emphasized predictive validity, which 
presented a challenge for the adoption of constructed-response formats since their 
characteristic lower score reliability would attenuate predictive validity. The evolu-
tion of validity theory would be highly relevant to decisions regarding the use of 
response format, as we will see shortly. Research at ETS played a key role and was 
led by Samuel Messick, who not only would argue, along with others, for a uni-
tary—as opposed to a so-called Trinitarian—conception of validity (Guion 1980) 
(consisting of content, criterion and construct “validities”) but also, as important, 
for the relevance of such a unitary conception of validity to educational measure-
ment. First, it is informative to review briefly the historical background.
The notion that eventually came to be known as content validity, and was seen as 
especially relevant to educational testing, probably has its roots in the idea of the 
sampling of items as a warrant for score interpretation. That notion was proposed 
early on by Robert C. Tryon as a reaction to the factor analytic conception of indi-
vidual differences that prevailed at the time. Tryon (1935) argued,
The significant fact to observe about mental measurement is that, having marked out by 
definition some domain for testing, the psychologist chooses as a method of measurement 
one which indicates that he knows before giving the test to any subjects a great deal about 
the nature of the factors which cause individual differences in the domain. The method is 
that of sampling behavior, and it definitely presupposes that for any defined domain there 
exists a universe of causes, or factors, or components determining individual differences. 
Each test-item attempts to ‘tap’ one or more of these components. (p. 433, emphasis in the 
original)
Tryon was on track with respect to assessment design by suggesting that the 
assessment developer should know much about what is to be tested “before giving 
the test to any subject,” therefore implying the need to explicate what is to be mea-
sured in some detail as a first step in the design of an assessment (a principle fully 
fleshed out in ECD, Mislevy et al. 2003, much later). However, his rejection of the 
prevailing factor analytic perspective advocated by the prominent psychologists of 
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the day (Spearman 1923; Thurstone 1926) was probably responsible for the lack of 
acceptance of his perspective.16 Among the problems raised about the sampling per-
spective as a warrant to score interpretation was that, in principle, it seemed to 
require the preexistence of a universe of items, so that random samples could be 
taken from it. Such an idea presupposes some means of defining the universe of 
items. The resistance to the idea was most vocally expressed by Jane Loevinger 
(1965), who could not envision how to explicate such universes. Nevertheless, the 
relevance of sampling in validation was affirmed by Cronbach (1980) and Kane 
(1982), although not as a sufficient consideration, even though the link back to 
Tryon was lost along the way.
What appears to have been missed in Tryon’s argument is that he intended the 
universe of items to be isomorphic with a “universe of factors, causes, or compo-
nents determining individual differences” (p. 433), which would imply a crossing of 
content and process in the creation of a universe of items. Such an idea foreshadows 
notions of validity that would be proposed many decades later, specifically notions 
related to construct representation (Embretson 1983). Instead, in time, the sampling 
perspective became synonymous with content validity (Cronbach 1971): “Whether 
the operations that finally constitute the test correspond to the specified universe is 
the question of content validity” (p. 452, emphasis added). The idea of a universe 
was taken seriously by Cronbach (although using for illustration an example from 
social psychology, which, interestingly, implies a constructed-response test design):
For observation of sociability, the universe specification presumably will define a category 
of “social acts” to be tallied and a list of situations in which observations are to be made. 
Each observation ought to have validity as a sample from this universe. (p. 452)
While sampling considerations evolved into content validity, and were thought to 
be especially applicable to educational (achievement) testing (Kane 2006), the pre-
dictive or criterion notion of “validity” dominated from 1920 to 1950 (Kane 2006) 
and served to warrant the use of tests for selection purposes, which in an educational 
context meant admissions testing. The research at ETS described earlier on writing 
assessment took place in that context. The predictive view presented a major hurdle 
to the use of constructed-response formats because, in a predictive context, it is 
natural to evaluate any modifications to the test, such as adding constructed-response 
formats, with respect to increases in prediction (Breland 1983):
Because of the expense of direct assessments of writing skill, a central issue over the years 
has been whether or not an essay adds significantly to the measurement accuracy provided 
by other available measures-the high school record, objective test scores, or other informa-
tion. (p. 14)
Breland provided a meta-analysis of writing assessment research showing the 
incremental prediction of writing samples over measures consisting only of 
16 The caution about factor analysis was expressed many decades later by Sam Messick (1972): 
“these concerns [about factor analysis] could lead to a marked skepticism about the construct 




multiple- choice items. Although he presented a fairly compelling body of evidence, 
a cost-conscious critic could have argued that the increases in prediction could just 
as easily have been obtained more economically by lengthening the multiple-choice 
component.
The third conception of validity is construct validity, dating back to the mid- 
twentieth- century seminal paper introducing the term (Cronbach and Meehl 1955). 
In that paper, validation is seen as a process that occurs after the assessment has 
been completed, although the process is driven by theoretical expectations. However, 
Cronbach and Meehl did not suggest that those expectations should be used in 
developing the test itself. Instead, such theoretical expectations were to be used to 
locate the new test within a nomological network of relationships among theoreti-
cally relevant variables and scores. At the time Cronbach and Meehl were writing, 
developing a test was a matter of writing items as best one could and then pretesting 
them. The items that did not survive were discarded. In effect, the surviving items 
were the de facto definition of the construct, although whether it was the intended 
construct could not be assumed until a conclusion could be reached through valida-
tion. In the wrong hands, such an ad hoc process could converge on the wrong test.17 
Loevinger (1957) argued that “the dangers of pure empiricism in determining the 
content of a test should not be underestimated” (p. 657) and concluded that
there appears to be no convincing reason for ignoring content nor for considering content 
alone in determining the validity of a test or individual items. The problem is to find a 
coherent set of operations permitting utilization of content together with empirical consid-
erations. (p. 658)
Clearly Loevinger considered content important, but the “coherent set of opera-
tions” she referred to was missing at the time, although it would appear soon as part 
of the cognitive science revolution that was beginning to emerge in the 1950s.18
Toward the end of that decade, another important article was published that 
would have important repercussions for the history of research on constructed- 
response formats. D. T. Campbell and Fiske (1959) made an important distinction: 
“For the justification of novel trait measures, for the validation of test interpretation, 
or for the establishment of construct validity, discriminant validation as well as 
convergent validation is required” (p. 81, emphasis in the original).
The paper is significant for contrasting the evidentiary basis for and against a 
psychometric claim.19 In addition, the paper formalizes the notion of method 
17 Of course, in the right hands, the approach could also converge on a very effective instrument. 
Two of the most highly regarded assessments developed during the twentieth century, the 
Minnesota Multiphasic Personality Inventory (MMPI) and the Strong Vocational Interest Blank, 
later to become the Strong–Campbell, were developed in this fashion.
18 Miller (2003), a major leader of the revolution, provides a historical account of cognitive 
science.
19 Toulmin’s (1958) model of argument was published at around the same time. Toulmin stressed 
the role of counterarguments and rebuttals of claims or conclusions. Toulmin’s model figured 
prominently in the subsequent evolution of validation (Kane 2006) and in assessment design 
(Mislevy et al. 2003). Karl Popper’s (1959/1992) book, The Logic of Scientific Discovery, also 
appeared in 1959. Popper stressed the importance of falsifying theories, a concept that can be 
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 variance, which would surface later in research about constructed-response for-
mats, especially evaluating the measurement equivalence of multiple-choice and 
constructed- response formats.
As can be seen, the 1950s was a contentious and productive decade in the con-
ceptual development of testing. Importantly, the foregoing discussion about the 
nature of validity did not take place at ETS. Nevertheless, it is highly relevant to the 
chapter: These developments in validity theory may have even been seen as tangen-
tial to admissions tests,20 which represented the vast majority of ETS operations at 
the time. In that context, the normative interpretations of scores together with pre-
dictive validity were the accepted practice.
As mentioned earlier, in 1963 a most influential paper was published by Glaser, 
proposing an alternative approach to score interpretation and assessment design in 
an educational setting, namely, by reference to the level of proficiency within a very 
well-defined content domain. Glaser’s intent was to provide an alternative to norma-
tive interpretations since norms were less relevant in the context of individualized 
instruction.21 Whereas norms provide the location of a given score in a distribution 
of scores, a criterion-referenced interpretation was intended to be more descriptive 
of the test taker’s skills than a normative interpretation. The criterion-referenced 
approach became aligned early on with the idea of mastery testing (Hambleton and 
Novick 1973), whereby the objective of measurement was to determine whether a 
student had met the knowledge requirements associated with a learning objective.
Criterion-referenced tests were thought to yield more actionable results in an 
educational context not by considering a score as a deviation from the mean of a 
distribution, the normative interpretation, but by locating the score within an inter-
val whereby all scores in that interval would have a similar interpretation. In the 
simplest form, this meant determining a cut score that would define the range of 
pass scores and the range for fail scores, with pass implying mastery. To define 
those intervals, cut scores along the score scale needed to be decided on first. 
However, as noted by Zieky (1995), the methodology for setting such cut scores had 
not yet emerged. In retrospect, it is clear that if the deviation from a mean was not 
adequate for score interpretation, locating a score within an interval would not nec-
essarily help either; much more was needed. In fact, reflecting on his 1963 paper, 
Glaser (1994) noted that “systematic techniques needed to be developed to more 
adequately identify and describe the components of performance, and to determine 
the relative weighting of these components with respect to a given task” (p. 9).
applied to challenge assertions about the validity of scores. Messick (1989) discussed Toulmin and 
Popper at length.
20 An examination of the titles of research published in ETS’s first decades clearly emphasizes 
predictive validity. However, consequential implications of testing or test bias appeared in the mid-
1960s with the work of T. Anne Cleary (1966) and even earlier (Turnbull 1949). Also, Gulliksen’s 
(1950) idea of intrinsic validity, cited by Cronbach and Meehl (1955), is a rare exception on early 
validity theorizing at ETS, to be followed some years later by the  seminal theoretical work of 
Messick. See Kane and Bridgeman Chap. 16, (this volume) for a comprehensive description of 
Messick’s  work and a historical review of validity theory at ETS more generally.
21 Glaser credits Ebel (1962), who was vice president at ETS at the time, with a similar idea.
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The “components of performance” that Glaser thought needed to be developed 
echoed both Tryon’s earlier “components determining individual differences” and 
the “coherent set of operations permitting utilization of content” that Loevinger 
called for. That is, there had been an implied consensus all along as to a key ingredi-
ent for test meaning, namely, identifying the underlying sources of variability in test 
performance, which meant a deeper understanding of the response process itself.22
18.2.1  Validity Theory at ETS
With the benefit of hindsight, it seems that by 1970, the conception of validity 
remained divided, consisting of different “validities,” which had significant implica-
tions for the use of constructed-response formats in education. Three developments 
were needed to further that use:
• With criterion (and especially, predictive) validity as a primary conception of 
validity, economics would delay wider use of constructed-response formats. 
Replacing the Trinitarian view with a unitary view was needed to avoid associat-
ing the different “validities” with specific testing contexts.
• Even under a unitary view, the costs of constructed-response formats would 
remain an obstacle. An expansion of the unitary conception was necessary to 
explicitly give the evidential and consequential aspects of validity equal footing. 
By doing so, the calculus for the deployment of constructed-response formats 
would balance monetary cost with the (possibly intangible) benefits of using the 
format.
• As alluded to earlier, by and large, the broader discussion of validity theory was not 
directed at educational achievement testing. Thus, the third needed development 
was to make the evolution of validity theory applicable to educational testing.
These developments were related and enormous. Unlike the earlier evolution of 
validity, which had taken place outside of ETS, Sam Messick dedicated two decades 
to explicating the unitary view, bringing its evidential and consequential aspects 
more into line with one another, and making the view relevant, if not central, to 
educational testing. These advances, arguably, were essential to wider use of 
constructed- response formats in education.
Calls for a unitary view in the form of construct validity began early on. Messick 
(1989) quoted Loevinger that, “since predictive, concurrent, and content validities 
are all essentially ad hoc, construct validity is the whole of validity from a scientific 
point of view” (p. 17). Messick elaborated that idea, stating that, “almost any kind 
22 Of course, generalizability theory had been under development (Rajaratnam et al. 1965) during 
the 1960s, and it was concerned with components of observed score variability. It distinguishes 
between components of variability that attenuate the interpretation of a score, that is, error vari-
ability, and true score variability, summarizing the results into a generalizability coefficient. It does 
not address the understanding of the response process.
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of information about a test can contribute to an understanding of construct validity, 
but the contribution becomes stronger if the degree of fit of the information with the 
theoretical rationale underlying score interpretation is explicitly evaluated” (p. 17). 
That is, Messick stressed the need for a theoretical rationale to integrate the differ-
ent sources of validity evidence.
Importantly, Messick’s (1980, 1989) unitary view explicitly extended to the con-
sequences of test use, with implications for the use of constructed-response formats. 
Although the message was not well received in some quarters (Kane 2006, p. 54), it 
was in others. For example, Linn et al. (1991) argued,
If performance-based assessments are going to have a chance of realizing the potential that 
the major proponents in the movement hope for, it will be essential that the consequential 
basis of validity be given much greater prominence among the criteria that are used for 
judging assessments. (p. 17)
By the 1990s, there had been wider acceptance that consequential evidence was 
relevant to validity. But that acceptance was one of the later battles that needed to be 
fought. The relevance of the unitary view to educational testing needed to be estab-
lished first. In 1975, Messick wondered, “Why does educational measurement, by 
and large, highlight comparative interpretations, whether with respect to norms or 
to standards,23 and at the same time play down construct interpretations?” (p. 957).
This question was raised in reaction to the predominance that criterion- referenced 
testing had acquired by the 1970s, Among the possible answers Messick (1975) 
proposed for the absence of construct interpretations was the “legacy of behavior-
ism and operationism that views desired behaviors as ends in themselves with little 
concerns for the processes that produce them” (p. 959, emphasis added). That spec-
ulation was later corroborated by Lorie Shepard (1991) who found that, for the most 
part, state testing directors had a behaviorist conception of student learning.
The positive attitude toward behaviorism among state testing directors is infor-
mative because the so-called cognitive revolution had been under way for several 
decades. Although its relevance was recognized early on, its impact on testing prac-
tice was meager. Susan Embretson, who was not associated with ETS, recognized 
those implications (Whitely and Dawis 1974).24 In an important paper, Embretson 
integrated ideas from cognitive science into testing and psychometric theory by 
building on Loevinger’s argument and layering a cognitive perspective on it. 
Embretson (1983) proposed the term construct representation to describe the extent 
to which performance on a test is a function of mental processes hypothesized to 
underlie test performance. An approach to documenting construct representation is 
modeling the difficulty of items as a function of variables representing the response 
process and knowledge hypothesized to underlie performance.25 Modeling of item 
23 In the quotation, by “standards,” he meant criterion referencing.
24 Susan Embretson published as Susan Whitely earlier in her career.
25 For example, the classic item type based on verbal analogies was thoroughly reanalyzed from a 
cognitive perspective (Bejar et al. 1991; Pellegrino and Glaser 1980; Sternberg 1977; Whitely and 
Dawis 1974) with the goal of understanding the variability in the difficulty of the items as a func-
tion of the process and knowledge assumed to be involved in analogical reasoning.
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difficulty is well suited to multiple-choice items, but less so for items requiring a 
constructed response since there would typically be fewer of them in any given test. 
Nevertheless, the concept is equally applicable, as Messick (1994) noted with spe-
cific reference to performance assessment: “Evidence should be sought that the pre-
sumed sources of task complexity are indeed reflected in task performance and that 
the complex skill is captured in the test scores with minimal construct underrepre-
sentation” (p. 20).
Embretson’s construct representation fit well with Messick’s calls for a fuller 
understanding of the response process as a source of validity evidence. But Messick 
(1990) also understood that format had the potential to introduce irrelevancies:
Inferences must be tempered by recognizing that the test not only samples the task universe 
but casts the sampled tasks in a test format, thereby raising the specter of context effects or 
irrelevant method [i.e., format] variance possibly distorting test performance vis-a-vis 
domain performance. (p. 9)
Independently of the evolution of validity theory that was taking place, the calls 
for direct and authentic forms of assessment never stopped, as evidenced by the 
work on portfolio assessments at ETS (Camp 1993; Gentile 1992; Myford and 
Mislevy 1995) and elsewhere. Following the period of “minimum competency test-
ing” in the 1980s there were calls for testing higher order forms of educational 
achievement (Koretz and Hamilton 2006), including the use of so-called authentic 
assessments (Wiggins 1989). The deployment of highly complex forms of assess-
ment in the early 1990s was intended to maximize the positive educational conse-
quences of constructed- response formats and avoid the negative consequences of 
the multiple-choice format, such as teaching to the narrow segment of the curricu-
lum that a multiple-choice test would represent. However, despite the appeal of 
constructed-response formats, such forms of assessment still needed to be evaluated 
from a validity perspective encompassing both evidential and consequential consid-
erations. As Messick (1994) noted,
some aspects of all testing, even performance testing, may have adverse as well as benefi-
cial educational consequences. And if both positive and negative aspects, whether intended 
or unintended, are not meaningfully addressed in the validation process, then the concept of 
validity loses its force as a social value. (p. 22)
Indeed, following the large-scale deployment of performance assessments in 
K–12 in the 1990s (Koretz and Hamilton 2006), it became obvious that overcoming 
the design challenges would take time. Although the assessments appeared to have 
positive effects on classroom practice, the assessments did not meet technical stan-
dards, especially with respect to score reliability. As a result, the pendulum swung 
back to the multiple-choice format (Koretz and Hamilton 2006, p. 535).
Not surprisingly, after the long absence of constructed-response formats from 
educational testing, the know-how for using such formats was not fully developed. 
Reintroducing such formats would require additional knowledge and a technologi-
cal infrastructure that would make the format affordable.
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18.2.2  Conclusion
Arguably, the predictive conception of validity prevalent through most of the 
 twentieth century favored the multiple-choice format. The evolution of validity into 
a more unitary concept was not seen initially as relevant to educational measure-
ment. Samuel Messick thought otherwise and devoted two decades to explicate the 
relevance of a unitary conception, incorporating along the way consequential, not 
just evidentiary, considerations, which was critical to reasoning about the role of 
response format in educational measurement.
18.3  The Interplay of Constructs and Technology
The evolution of validity theory may have been essential to providing a compelling 
rationale for the use of constructed-response formats. However, the cost consider-
ations in an educational setting are still an issue, especially in an educational con-
text: According to Koretz and Hamilton (2006), “concerns about technical quality 
and costs are likely to dissuade most states from relying heavily on performance 
assessments in their accountability systems … particularly when states are facing 
heavy testing demands and severe budget constraints” (p. 536).
An important contribution by ETS to the development of constructed-response 
formats has been to take advantage of technological developments for educational 
and professional testing purposes. Among the most salient advances are the 
following:
• using computers to deploy constructed-response formats that expand construct 
coverage
• taking advantage of technology to enable more efficient human scoring
• pioneering research on automated scoring in a wide range of domains to improve 
cost effectiveness and further leverage the computer as a delivery medium
If the scanner enabled the large-scale use of multiple-choice tests, the advent of the 
computer played a similar role in enabling the large-scale use of constructed-response 
formats.26 Incorporating technological advances into operational testing had been 
common practice at ETS almost from inception (Traxler 1951, 1954). However, a far 
more visionary perspective was apparent at the highest levels of the organization. In 
1951, ETS officer William Turnbull coined the term, tailored testing (Lord 1980, 
p. 151); that is, the idea of adapting the test to the test taker.27 Some years later, as the 
organization’s executive vice president, he elaborated on it (Turnbull 1968):
26 For perhaps the most complete history of the scanner and how it impacted testing, see Russell 
(2006, pp. 36–47).
27 “Tailoring” a test was not a totally new idea, in the sense that Binet was practicing it at the turn 
of the twentieth century. Also, Cowden (1946) at Princeton University used sequential sampling, a 
method associated with quality control, as a test design (see Weiss and Betz 1973; Wood 1973). In 
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The next step should be to provide examinations in which the individual questions are con-
tingent on the student’s responses to previous questions. If you will permit the computer to 
raise its ugly tapes, I would like to put forward the prospect of an examination in which, for 
each examinee, the sequence of questions is determined by his response to items earlier in 
the sequence. The questions will be selected to provide the individual student with the best 
opportunity to display his own profile of talent and accomplishment, without wasting time 
on tasks either well below or well beyond his level of developed ability along any one line. 
Looking farther down this same path, one can foresee a time when such tailor-made tests 
will be part and parcel of the school’s instructional sequence; when the results will be accu-
mulated and displayed regularly as a basis for instruction and guidance; and when the per-
tinent elements of the record will be banked as a basis for such major choice points as the 
student’s selection of a college. (p. 1428, emphasis added)
Although Turnbull was not addressing the issue of format, his interest in 
computer- based testing is relevant to the eventual wider use of constructed-response 
formats, which perhaps would not have been feasible in the absence of computer- 
based testing. (The potential of microcomputers for testing purposes was recog-
nized early at ETS; Ward 1984.) That an officer and future president of ETS would 
envision in such detail the use of computers in testing could have set the stage for an 
earlier use of computers for test delivery than might otherwise have been the case. 
And, if as Fowles (2012) argued, computer delivery was in part responsible for the 
adoption of writing in postsecondary admissions tests like the GRE General Test, 
then it is possible that the early adoption of computer delivery by ETS accelerated 
that process.28 The transition to computer delivery started with what was later named 
the ACCUPLACER® test, a placement test consisting entirely of multiple-choice 
items developed for the College Board. It was first deployed in 1985 (Ward 1988). 
It is an important first success because it opened the door for other tests to 
follow.29
Once computer delivery was successfully implemented, it would be natural for 
other ETS programs to look into the possibility. Following the deployment of 
ACCUPLACER, the GRE General Test was introduced in 1992 (Mills and Steffen 
2000). The 1992 examination was an adaptive test consisting of multiple-choice 
sections for Verbal Reasoning, Quantitative Reasoning, and Analytical Reasoning. 
However, the Analytical Reasoning measure was replaced in 2002 by the Analytical 
fact, an experiment in the adaptive administration of the Stanford–Binet was reported as early as 
1947 (Hutt 1947) and Hick (1951) shortly thereafter presented the essence of all the components 
of adaptive testing as we understand the term today.
28 The contributions of Martha Stocking (1942–2006) in this process should be acknowledged. She 
was hired by Fred Lord in the 1960s and was soon making contributions to adaptive testing on her 
own (Stocking 1969). She made many contributions to adaptive testing over her career, especially 
in the area of controlling the exposure of individual test items (Stocking and Swanson 1993).
29 Although it is entirely possible that while Turnbull may have been a visionary and could have 
encouraged Fred Lord to think about the idea of adaptive testing, Turnbull, apparently, was not 
involved in the decisions leading to the implementation of adaptive testing. ACCUPLACER (Ward 
1988), the first ETS-produced adaptive test, was deployed in 1985 some years after Turnbull had 
resigned as president of ETS in 1981, according to Bill Ward (personal communication, July 6, 
2010), who was the main developer of ACCUPLACER at ETS.
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Writing section, consisting of two prompts: an issue prompt (45 minutes with a 
choice between two prompts) and an argument prompt (30 minutes).
The transition to computer delivery in 1992 and the addition of writing in 2002 
appear to have flowed seamlessly, but in fact, the process was far more circuitous. 
The issue and argument prompts that composed the Analytical Writing measure 
were a significant innovation in assessment design and an interesting example of 
serendipity, the interplay of formats, technology, and attending to the consequences 
of testing.
Specifically, the design of the eventual GRE Analytical Writing measure evolved 
from the GRE Analytical Reasoning (multiple-choice) measure, which was itself a 
major innovation in the assessment of reasoning (Powers and Dwyer 2003). The 
Analytical Reasoning measure evolved by including and excluding different item 
types. In its last incarnation, it consisted of two multiple-choice item types, analyti-
cal reasoning and logical reasoning. The logical reasoning item type called for eval-
uating plausible conclusions, determining missing premises, finding the weakness 
of a conclusion, and so on (Powers and Dwyer 2003, p. 19). The analytical reason-
ing item type presented a set of facts and rules or restrictions. The test taker was 
asked to ascertain the relationships permissible among those facts, and to judge 
what was necessary or possible under the given constraints (Chalifour and Powers 
1989).
Although an extensive program of research supported the development of the 
Analytical Reasoning measure, it also presented several challenges especially under 
computer delivery. In particular, performance on the logical reasoning items corre-
lated highly with the verbal reasoning items, whereas performance on the analytical 
reasoning items correlated highly with quantitative reasoning items (Powers and 
Enright 1987), raising doubts about the construct it assessed. Moreover, no conclu-
sive validity evidence for the measure as a whole was found when using an external 
criterion (Enright and Powers 1991). The ambiguous construct underpinnings of the 
Analytical Reasoning measure were compounded by the presence of speededness 
(Bridgeman and Cline 2004), which was especially harmful under computer deliv-
ery. Given the various challenges encountered by the Analytical Reasoning mea-
sure, it is no surprise that it ultimately was replaced by the Analytical Writing 
measure, which offered a well-balanced design.
The issue prompt has roots in the pedagogy of composition. As D’Angelo (1984) 
noted, textbooks dating back to the nineteenth century distinguish four genre: nar-
ration, description, exposition, and argumentation. Argumentation was defined as 
“the attempt to persuade others of the truth of a proposition” (p.  35, emphasis 
added). There is less precedent, if any, for the GRE argument prompt, which pres-
ents the task of critiquing an argument. The germ for the idea of an argument- 
critique prompt was planted during efforts to better prepare minority students for 
the GRE Analytical Reasoning measure, specifically, the logical reasoning item 
type (Peter Cooper, personal communication, November 27, 2013):
The Logical Reasoning items … took the form of a brief stimulus passage and then one or 
more questions with stems such as “Which of the following, if true, weakens the argu-
ment?,” “The argument above rests on which of the following assumptions,” and so forth, 
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with five options. At a workshop in Puerto Rico, a student commented that he would prefer 
questions that allowed him to comment on the argument in his own terms, not just pick an 
answer someone else formulated to a question someone else posed. I thought to myself, 
“Interesting concept … but be careful what you wish for” and did nothing for a couple of 
years, until [Graduate Management Admission Test] GMAT … told us in the summer of 
1993 that it wanted to add a constructed-response measure, to be operational by October 
1994, that would get at analytical reasoning—i.e., not just be another writing measure that 
rewarded fluency and command of language, although these would matter as well. Mary 
Fowles had discussed “Issue”-like prototypes with the [Graduate Management Admission 
Council] GMAC’s writing advisory committee, which liked the item type but seemed to 
want something more “analytical” if possible. I recalled the student’s comment and thought 
that a kind of constructed-response Logical Reasoning item could pair well with the Issue- 
type question to give a complementary approach to analytical writing assessment: In one 
exercise, students would make their own argument, developing a position on an issue, and 
in the other exercise they would critically evaluate the line of reasoning and use of evidence 
in an argument made by someone else. Both kinds of skills are important in graduate-level 
work.
Mary Fowles (2012) picked up the story from there: “What caused this seem-
ingly rapid introduction of direct writing assessment for admission to graduate and 
professional programs?” (pp.  137–138). She cited factors such as the “growing 
awareness [of the relationship] between thinking and writing”; the availability of 
the computer as a delivery medium, which “enabled most examinees to write more 
fluently” and “streamlined the process of collecting written responses”; and “essay 
testing programs [that] now had the advantage of using automated scoring” 
(pp. 137–138).
Although the genesis of the argument prompt type came from attempts to help 
prepare students of diverse backgrounds for the multiple-choice GRE Analytical 
Reasoning section, the analytical writing measure comprising issue and argument 
prompts was used first by the GMAT. In 1994, that measure was offered in paper-
and-pencil form, and then moved to computer when GMAT converted to an adap-
tive test in 1997. The GRE first used the measure as a stand-alone test (the GRE 
Writing Assessment) in 1999 and incorporated it into the General Test in 2002, as 
noted earlier.
The transition to computer delivery in the 1990s was not limited to the GRE and 
GMAT. The TOEFL® test transitioned as well. It evolved from a test conceived in 
the 1960s to a measure rooted in the communicative competence construct (Canale 
and Swain 1980; Duran et al. 1987). The earlier efforts to bolster TOEFL by intro-
ducing stand-alone writing and speaking tests—the Test of Written English (TWE® 
test) and the Test of Spoken English (TSE® test)—were seen as stopgap measures 
that led to an “awkward” situation for the “communication of score meaning” (C. A. 
Taylor and Angelis 2008, p. 37). Importantly, communicative competence called for 
evidence of proficiency in productive skills, which meant the assessment of writing 
and speaking proficiency in academic settings. In the case of speaking, these 
requirements meant that ultimately complex multimodal tasks were needed where 
students would read or listen to a stimulus and provide a spoken response. The con-
struct of communicative competence was unpacked in frameworks corresponding to 
the four skills thought to compose it: reading (Enright et al. 2000), listening (Bejar 
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et al. 2000), writing (Cumming et al. 2000), and speaking (Butler et al. 2000). The 
frameworks served as the basis for experimentation, after which the blueprint for 
the test was set (Pearlman 2008a).
Computer delivery would prove critical to implementing such an ambitious test, 
especially the measurement of the productive skills. The inclusion of writing was 
relatively straightforward because there was already experience from GRE and 
GMAT. In fact, when it first transitioned to computer in 1998, TOEFL CBT used the 
TWE prompt as either a typed or handwritten essay. Nevertheless, there were still 
significant challenges, especially technological and assessment design challenges. 
The assessment of computer-delivered speaking on an international scale was 
unprecedented, especially considering the test security considerations.30 The first 
generation of computer delivery that had served GRE and TOEFL CBT was less 
than ideal for effectively and securely delivering an international test administered 
every week. For one, testing that required speaking had the potential to interfere 
with other test takers. In addition, the quality of the speech captured needed to be 
high in all test centers to avoid potential construct-irrelevant variance. These require-
ments meant changes at the test centers, as well as research on the best microphones 
to capture spoken responses. On the back end, written and spoken responses needed 
to be scored quickly to comply with a turnaround of no more than 10 days. These 
requirements influenced the design of the next-generation test delivery system at 
ETS, iBT (Internet-based testing), and when the latest version of TOEFL was 
released in 2005, it was called the TOEFL iBT® test (Pearlman 2008a).
In addition to the technological challenges of delivering and scoring a secure 
speaking test, there were several assessment design challenges. To accommodate 
the international volume of test takers, it was necessary to administer the test 50 
times a year. Clearly, the forms from week to week needed to be sufficiently differ-
ent to prevent subsequent test takers from being able to predict the content of the 
test. The central concept was that of reusability, a key consideration in ECD, which 
was implemented by means of item templates (Pearlman 2008a).
18.3.1  Computer-Mediated Scoring
Once tests at ETS began to transition to computer delivery, computer-mediated 
scoring became of interest. Typically, faculty, in the case of educational tests, or 
practitioners, in the case of professional assessments, would congregate at a central 
location to conduct the scoring. As volume grew, best practices were developed, 
especially in writing (Baldwin 2004), and more generally (Baldwin et  al. 2005; 
McClellan 2010). However, the increase in testing volumes called for better utiliza-
tion of technology in the human scoring process.
30 The IELTS assessment includes a speaking test but, unlike TOEFL, is administered locally by 
live examiners. Pearson currently offers a competitor to the TOEFL tests that includes writing and 
speaking measures that are scored solely by computer.
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Perhaps anticipating the imminence of larger volumes, and the increasing avail-
ability of computers, there was experimentation with “remote scoring” fairly early31 
(Breland and Jones 1988). In the Breland and Jones study, the essays were distrib-
uted via courier to the raters at home. The goal was to evaluate whether solo scoring 
was feasible compared to centralized or conference scoring. Not surprisingly this 
form of remote scoring was not found to be as effective as conference scoring. All 
the affordances of computer technology were not taken advantage of until a few 
years later (Bejar and Whalen 2001; Driscoll et al. 1999; Kuntz et al. 2006).
The specialized needs of NAEP motivated a somewhat different use of the com-
puter to mediate the human scoring process. In the early 1990s the NAEP program 
started to include state samples, which led to large increases in the volume of con-
structed responses. Such responses were contained in a single booklet for each stu-
dent. To avoid potential scoring bias that would result from a single reader scoring 
all the constructed responses from a given student, a system was developed where 
the responses would be physically clipped and scanned separately. The raters would 
then score the scanned responses displayed on a terminal, with each response for a 
student routed to a different rater. The scoring of NAEP constructed responses was 
carried out by a subcontractor (initially NCS, and then Pearson after it acquired 
NCS) under direction from ETS. Scoring was centralized (all the raters were at the 
same location), but computer images of the work product were presented on the 
screen and the rater entered a score that went directly into a database.32
18.3.2  Automated Scoring
Though technology has had an impact on human scoring, a more ambitious idea 
was to automate the scoring of constructed responses. Page, a professor at the 
University of Connecticut, first proposed the idea for automated scoring of essays 
(Page 1966). It was an idea ahead of its time, because for automated scoring to be 
maximally useful, the responses need to be in digital form to begin with; digital test 
delivery was some decades away. However, as the computer began to be used for 
test delivery, even if it was limited to multiple- choice items, it was natural to study 
how the medium might be leveraged for constructed-response scoring purposes. 
Henry Braun, then vice president for research management, posed precisely that 
question (personal communication, July 9, 2014). Although a statistician by train-
ing, he was familiar with the literature on expert systems that had proliferated by the 
31 Even earlier, in the 1950s, Paul Diederich experimented enthusiastically with “lay readers,” or 
“college-educated housewives” (Burke 1961, p. 258).
32 Interestingly, during the same period, there was much activity at ETS related to scanning tech-
nology that had been developed for processing financial aid applications, led by Keith Reid-Green 
(1990). In fact, the seasonal nature of financial aid applications meant that the scanners ETS had 
could be used in support of other work, such as NAEP. However, in the end, the NAEP directors 
opted to use an external vendor.
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1980s as a means of aiding and even automating expert judgment. In contrast to 
earlier research on actuarial judgment (Bejar et al. 2006), where the clinician and a 
regression equation were compared, in expert systems the role of the computer is 
more ambitious and consists of both analyzing an object (e.g., a doctor’s course of 
treatment for a patient, an architectural design) and, based on that analysis, making 
a decision about the object, such as assigning a score level.
Randy Bennett took the lead at ETS in exploring the technology for scoring con-
structed responses in concert with theory about the relevant constructs, including 
mathematics (Bennett and Sebrechts 1996; Bennett et  al. 1999, 2000a; Sandene 
et al. 2005; Sebrechts et al. 1991, 1996), computer science (Bennett and Wadkins 
1995), graphical items (Bennett et  al. 2000a; b), and formulating hypotheses 
(Bennett and Rock 1995). The scoring of mathematics items has reached a signifi-
cant level of maturity (Fife 2013), as has the integration of task design and auto-
mated scoring (Graf and Fife 2012).
Much of the research on automated scoring was experimental, in the sense that 
actual applications needed to await the delivery of tests by computer. One ETS cli-
ent, the National Council of Architectural Registration Boards (NCARB), was seri-
ously considering on its own the implications of technology for the profession. The 
software used in engineering and architecture, computer-assisted design (CAD), 
was transitioning during the 1980s from minicomputers to desktop computers. A 
major implication of that transition was that the cost of the software came down 
significantly and became affordable to an increasingly larger number of architecture 
firms, thereby changing, to some extent, the entry requirements for the profession. 
Additionally, the Architectural Registration Examination introduced in 1983 was 
somewhat unwieldy, consisting of many parts that required several years to com-
plete, since they could not all be taken together over the single testing window that 
was made available every June. A partnership between ETS and NCARB was estab-
lished to transition the test to computer delivery and allow continuous testing, revise 
the content of the test, and take advantage of computer delivery, including auto-
mated scoring.
Management of the relationship between ETS and NCARB was housed in ETS’s 
Center for Occupational and Professional Assessment (COPA), led by vice presi-
dent Alice Irby, who was aware of the research on the utilization of computers for 
test delivery and scoring under Henry Braun. A project was initiated between ETS 
and NCARB that entailed developing new approaches to adaptive testing with 
multiple- choice items in a licensing context (Lewis and Sheehan 1990; Sheehan and 
Lewis 1992) and that had the more ambitious goal of delivering and scoring on 
computer the parts of the examination that required the demonstration of design 
skills.
The paper-and-pencil test used to elicit evidence of design skills included a very 
long design problem that took some candidates up to 14 hours to complete. Scoring 
such a work product was a challenge even for the practicing architects, called jurors. 
The undesirability of a test consisting of a single item from a psychometric perspec-
tive was not necessarily understood by the architects. However, they had realized 
that a single-item test could make it difficult for the candidate to recover from an 
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early wrong decision. That insight led to an assessment consisting of smaller 
constructed- response design tasks that required demonstrations of competence in 
several aspects of architectural practice (Bejar 2002; Bejar and Braun 1999). The 
process of narrowing the test design to smaller tasks was informed by practice anal-
yses intended to identify the knowledge, skills, and abilities (so-called KSAs) 
required of architects, and their importance. This information was used to construct 
the final test blueprint, although many other considerations entered the decision, 
including considerations related to interface design and scorability (Bennett and 
Bejar 1998).
Reconceptualizing the examination to better comply with psychometric and 
technological considerations was a first step. The challenge of delivering and scor-
ing the architectural designs remained. The interface and delivery, as well as super-
vising the engineering of the scoring engines, was led by Peter Brittingham, while 
the test development effort was led by Dick Devore. The scoring approach was 
conceived by Henry Braun (Braun et al. 2006) and Bejar (1991). Irv Katz contrib-
uted a cognitive perspective to the project (Katz et al. 1998). The work led to opera-
tional implementation in 1997, possibly the first high-stakes operational application 
of automated scoring.33
While ETS staff supported research on automated scoring in several domains, 
perhaps the ultimate target was essays, especially in light of their increasing use in 
high-volume testing programs. Research on automated scoring of textual responses 
began at ETS as part of an explicit effort to leverage the potential of technology for 
assessment. However, the first thorough evaluation of the feasibility of automated 
essay scoring was somewhat fortuitous and was carried out as a collaboration with 
an external partner. In the early 1990s, Nancy Petersen heard Ellis B. Page discuss 
his system, PEG, for scoring essays34 at an AERA reception. Petersen suggested to 
Page the possibility of evaluating the system in a rigorous fashion using essays from 
72 prompts taken from the PRAXIS® program, which had recently begun to collect 
essays on computer. The report (Page and Petersen 1995) was optimistic about the 
feasibility of automated scoring but lacked detail on the functioning of the scoring 
system. Based on the system’s relatively positive performance, there was discussion 
between ETS and Page regarding a possible licensing of the system for nonopera-
tional use, but the fact that Page would not fully reveal35 the details of the system 
motivated ETS to invest further in its own development and research on automated 
scoring of essays. That research paid off relatively quickly since the system devel-
oped, the e-rater® engine, was put into operation in early 1999 to score GMAT 
33 The National Board of Medical Examiners (NBME) had also wanted to use automated scoring 
as part of its licensing test and had a project with that goal at about the same time the ETS and 
NCARB project was underway. Staff from both projects met informally over the years to exchange 
information. The NBME examination with automated scoring of Step 3 (Primum Computer Case 
Simulations) became operational in 2000 (P.  Harik, personal communication, July 14, 2014), 
backed by a considerable body of research (Clauser 2000; Clauser et al. 2002; Clyman et al. 1995).
34 The system is currently owned by Measurement Incorporated.
35 According to Kaplan et al. (1995), the only feature that was revealed was essay length.
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essays (Burstein et  al. 1998). The system has continued to evolve (Attali and 
Burstein 2006; Burstein et al. 2004; Burstein et al. 2013) and has become a major 
ETS asset. Importantly, the inner workings of e-rater are well documented (Attali 
and Burstein 2006; Quinlan et al. 2009), and disclosed through patents.
The e-rater engine is an example of scoring based on linguistic analysis, which is 
a suitable approach for essays (Deane 2006). While the automated scoring of essays 
is a major accomplishment, many tests rely on shorter textual responses, and for that 
reason approaches to the scoring of short textual responses have also been 
researched. The basic problem of short-answer scoring is to account for the multiple 
ways in which a correct answer can be expressed. The scoring is then a matter of 
classifying a response, however expressed, into a score level. In the simplest case, 
the correct answer requires reference to a single concept, although in practice a 
response may require more than one concept. Full credit is given if all the concepts 
are present in the response, although partial credit is also possible if only some of 
the concepts are offered.
Whereas the score humans would assign to an essay can be predicted from lin-
guistic features that act as correlates of writing quality, in the case of short responses, 
there are fewer correlates on which to base a prediction of a score. In a sense, the 
scoring of short responses requires an actual understanding of the content of the 
response so that it can be then be classified into a score level. The earliest report on 
short-answer scoring at ETS (Kaplan 1992) was an attempt to infer a “grammar” 
from a set of correct and incorrect responses that could be used to classify future 
responses. The approach was subsequently applied to scoring a computer-delivered 
version of a task requiring the generation of hypotheses (Kaplan and Bennett 1994). 
A more refined approach to short-answer scoring, relying on a more robust linguis-
tic representation of responses, was proposed by Burstein et al. (1999), although it 
was not applied further.
As the complexities of scoring short answers became better understood, the com-
plexity and sophistication of the approach to scoring grew as well. The next step in 
this evolution was the c-rater™ automated scoring engine (Leacock and Chodorow 
2003).36 The system was motivated by a need to lower the scoring load of teachers. 
Unlike earlier efforts, c-rater requires a model of the correct answer such that scor-
ing a response is a matter of deciding whether it matches the model response. 
Developing such a model is not a simple task given the many equivalent ways of 
expressing the same idea. One of the innovations introduced by c-rater was to pro-
vide an interface to model the ideal response. In effect, a model response is defined 
by a set of possible paraphrases of the correct answer that are then represented in 
canonical or standard form. To evaluate whether a given response is in the set 
requires linguistic processing to deal with spelling and other issues so that the 
 student response can be recast into the same canonical form as the model. The 
actual scoring is a matter of matching the student response against the model, guided 
by a set of linguistic rules. Because student responses can contain many spelling and 
36 The system was developed under an ETS subsidiary, ETS Technologies, which was ultimately 
folded back into R&D at ETS.
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grammatical errors, the matching process is “fairly forgiving” (Leacock and 
Chodorow 2003, p.  396). The c-rater engine was evaluated in studies for NAEP 
(Sandene et al. 2005), and in other studies has been found useful for providing feed-
back to students (Attali 2010; Attali and Powers 2008, 2010). The most recent eval-
uation of the c-rater approach (Liu et al. 2014) took advantage of some refinements 
introduced by Sukkarieh and Bolge (2008). O. L. Liu et al. (2014) concluded that 
c-rater cannot replace human scores, although it has shown promise for use in low- 
stakes settings.
One limitation of c-rater is scalability. A scoring model needs to be developed for 
each question, a rather laborious process. A further limitation is that it is oriented to 
scoring responses that are verbal. However, short answers potentially contain num-
bers, equations, and even drawings.37
More recent approaches to short answer scoring have been developed including 
one referred to as Henry ML. Whereas c-rater makes an attempt to understand the 
response by identifying the presence of concepts, these newer approaches evaluate 
low-level aspects of the response, including “sparse features” like word and charac-
ter n-grams, as well as “dense features” that compare the semantic similarity of a 
response to responses with agreed upon-scores (Liu et al. 2016; Sakaguchi et al. 
2015).
The foregoing advances were followed by progress in the scoring of spoken 
responses. An automated approach had been developed during the 1990s by the 
Ordinate Corporation based on “low-entropy” tasks, such as reading a text aloud 
(Bernstein et al. 2000). The approach was, however, at odds with the communicative 
competence perspective that was by then driving the thinking of TOEFL developers. 
ETS experimented with automated scoring of high-entropy spoken responses 
(Zechner, Bejar, & Hemat, 2007). That is, instead of reading a text aloud, the tasks 
called for responses that were relatively extemporaneous and therefore more in line 
with a communicative perspective. The initial experimentation led rather quickly to 
an approach that could provide more comprehensive coverage of the speaking con-
struct (Zechner et al. 2007b, 2009a). The current system, known as the SpeechRaterSM 
service, is used to score the TOEFL Practice Online (TPO™) test, which is modeled 
after the speaking component of the TOEFL. Efforts continue to further expand the 
construct coverage of the scoring engine by integrating additional aspects of speak-
ing proficiency, such as content accuracy and discourse coherence (Evanini et al. 
2013; Wang et al. 2013; Yoon et al. 2012). Additionally, the scope of applicability 
has been expanded beyond English as a second language (ESL) to also include the 
assessment of oral reading proficiency for younger students by means of low-
entropy tasks (Zechner et al. 2009b, 2012). Importantly, the same underlying engine 
is used in this latter case, which argues well for the potential of that engine to sup-
port multiple types of assessments.
37 The Smarter Balanced consortium, for example, field tested in 2014 such item types (Smarter 
Balanced Assessment Consortium 2014).
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18.3.3  Construct Theory and Task Design
Technology was as important to the adoption of constructed-response formats as it 
was for the multiple-choice format, where the scanner made it possible to score 
large volumes of answer sheets. However, much more was needed in the case of 
constructed-response formats besides technology. Invariably, progress was pre-
ceded or accompanied by work on construct definition.
18.3.3.1  Writing
The publication that may have been responsible for the acceptance of holistic scor-
ing (Godshalk et al. 1966) was, in fact, an attempt to empirically define the writing 
construct. Over the years, many other efforts followed, with various emphases 
(Breland 1983; Breland and Hart 1994; Breland et al. 1984, 1987). Surveys of grad-
uate faculty identified written argumentation, both constructing and critiquing argu-
ments, as an important skill for success in graduate school (Enright and Gitomer 
1989). Summaries of research through 1999 (Breland et al. 1999) show convergence 
on various issues, especially the importance of defining the construct, and then 
designing the test accordingly to cover the intended construct, while simultaneously 
avoiding construct-irrelevant variance. In the case of the GMAT and GRE,38 a design 
consisting of two prompts, creating and evaluating arguments, emerged after several 
rounds of research (Powers et al. 1999a). The design remains in GMAT and GRE.
Writing was partially incorporated into the TOEFL during the 1980s in the form 
of the TWE. It was a single-prompt “test.” A history of the test is provided by 
Stansfield (1986a). With plans to include writing in the revised TOEFL, more sys-
tematic research among English language learners began to emerge, informed by 
appropriate theory (Hamp-Lyons and Kroll 1997). Whereas the distinction between 
issue and argument is thought to be appropriate for GRE and GMAT, in the case of 
TOEFL the broader construct of communicative competence has become the foun-
dation for the test. With respect to writing, a distinction is made between an inde-
pendent and an integrated prompt. The latter requires the test takers to refer to a 
document they read as part of the prompt. (See TOEFL 2011, for a brief history of 
the TOEFL program.)
Understandably, much of the construct work on writing has emphasized the post-
secondary admissions context. However, in recent years, K-12 education reform 
efforts have increasingly incorporated test-based accountability approaches (Koretz 
and Hamilton 2006). As a result, there has been much reflection about the nature of 
school-based testing. The research initiative known as CBAL (Cognitively Based 
Assessment of, for, and as Learning) serves as an umbrella for experimentation on 
38 Today, the GMAT is administered and developed under the auspices of the Graduate Management 
Admissions Council (GMAC). It was originally developed at ETS for the GMAC and shared item 
types and staff with the GRE program. The interest in incorporating writing in the GMAT dates 
back to at least the mid-1980s (Owens 2006).
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next-generation K–12 assessments. Under this umbrella, the writing construct has 
expanded to acknowledge the importance of other skills, specifically reading and 
critical thinking, and the developmental trajectories that underlie proficiency (Deane 
2012; Deane and Quinlan 2010; Deane et al. 2008, 2012). In addition to expanding 
the breadth of the writing construct, recent work has also emphasized depth by 
detailing the nature of the evidence to be sought in student writing, especially argu-
mentative writing (Song et al. 2014). Concomitant advances that would enable auto-
mated scoring for rich writing tasks have also been put forth (Deane 2013b).
18.3.3.2  Speaking
The assessment of speaking skills has traditionally taken place within an ESL 
context. The TSE (Clark and Swinton 1980) was the first major test of English 
speaking proficiency developed at ETS. Nevertheless, Powers (1984) noted that 
among the challenges facing the development of speaking measures were con-
struct definition and cost. With respect to construct definition, a major conference 
was held at ETS in the 1980s (Stansfield 1986b) to discuss the relevance of com-
municative competence for the TOEFL. Envisioning TOEFL from that perspec-
tive was a likely outcome of the conference (Duran et al. 1987). Evidence of the 
acceptance of the communicative competence construct can be seen in its use to 
validate TSE scores (Powers et al. 1999b), and in the framework for incorporating 
a speaking component in a revised TOEFL (Butler et al. 2000). The first step in 
the development of an operational computer-based speaking test was the TOEFL 
Academic Speaking Test (TAST), a computer-based test intended to familiarize 
TOEFL test takers with the new format. TAST was introduced in 2002 and served 
to refine the eventual speaking measure included in TOEFL iBT. Automated scor-
ing of speaking as discussed above, could help to reduce costs, but is not yet suf-
ficiently well developed (Bridgeman et  al. 2012). The TOEIC® Speaking and 
Writing test followed the TOEFL (Pearlman 2008b) in using ECD for assessment 
design (Hines 2010) as well as in the inclusion of speaking (Powers 2010; Powers 
et al. 2009).
18.3.3.3  Mathematics
Constructed-response items have been standard in the AP program since inception 
and were already used in NAEP by 1990 (Braswell and Kupin 1993). The SAT 
relied on multiple-choice items for much of its history (Lawrence et al. 2002) but 
also introduced in the 1990s a simple constructed-response format, the grid-in item, 
that allowed students to enter numeric responses. Because of the relative simplicity 
of numeric responses, they could be recorded on a scannable answer sheet, and 
therefore scored along with the multiple-choice responses. Various construct-related 
considerations motivated the introduction of the grid-in format, among them the 
influence of the standards produced by the National Council of Teachers of 
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Mathematics (Braswell 1992) but also considerations about the response process. 
For example, Bridgeman (1992) argued that in a mathematics context, the multiple- 
choice format could provide the student inadvertent hints and also make it possible 
to arrive at the right answers by reasoning backward from the options. He evaluated 
the SAT grid-in format with GRE items and concluded that the multiple-choice and 
grid-in versions of GRE items behaved very similarly. Following the adoption of the 
grid-in format in the SAT, a more comprehensive examination of mathematics item 
formats that could serve to elicit quantitative skills was undertaken, informed by 
advances in the understanding of mathematical cognition and a maturing computer- 
based infrastructure (Bennett and Sebrechts 1997; Bennett et al. 1997, 1999, 2000a, 
b; Sandene et al. 2005; Sebrechts et al. 1996). More recently, the mathematics strand 
of the CBAL initiative has attempted to unpack mathematical proficiency by means 
of competency models, the corresponding constructed-response tasks (Graf 2009), 
and scoring approaches (Fife 2013).
18.3.3.4  History39
A design innovation introduced by the AP history examinations was the document- 
based question (DBQ). Such questions require the test taker to incorporate, in a 
written response, information from one or more historical documents.40 The idea for 
the format was based on input from a committee member who had visited libraries 
in England and saw that there were portfolios of primary historical documents, 
which apparently led to the DBQ. The DBQ was first used with the U.S. History 
examination, and the European History examination adopted the format the follow-
ing year, as did World History when it was introduced in 2002. The scoring of 
document-based responses proved to be a challenge initially, but since its rationale 
was so linked to the construct, the task has remained.
18.3.3.5  Interpersonal Competence
Interpersonal competence has been identified as a twenty-first-century educational 
skill (Koenig 2011) as well as a workforce skill (Lievens and Sackett 2012). The 
skill was assessed early on at ETS by Larry Stricker (Stricker 1982; Stricker and 
Rock 1990) in a constructed-response format by means of videotaped stimuli, a 
relatively recent invention at the time. The recognition of the affordances of 
39 This section is based on an interview conducted on May 12, 2011, with Despina Danos, a senior 
Advanced Placement assessment developer.
40 Although it is safe to say that assessments in the 1960s did not flow from a comprehensive frame-
work or the explication of the target constructs, the current construct statement for AP History 




technology appears to have been the motivation for the work (Stricker 1982): “The 
advent of videotape technology raises new possibilities for assessing interpersonal 
competence because videotape provides a means of portraying social situations in a 
comprehensive, standardized, and economical manner” (p. 69).
18.3.3.6  Professional Assessments
Historically, ETS tests have been concerned with aiding the transition to the next 
educational level and, to a lesser extent, with tests designed to certify professional 
knowledge. Perhaps the earliest instance of this latter line of work is the “in-basket 
test” developed by Frederiksen et  al. (1957). Essentially, the in-basket format is 
used to simulate an office environment where the test taker plays the role of school 
principal or business executive, for example. The format was used in an extended 
study concerned with measurement of the administrative skills of school principals 
in a simulated school (Hemphill et al. 1962). Apart from the innovative constructed- 
response format, the assessment was developed following what, in retrospect, was a 
very sophisticated assessment design approach. First, a job analysis was conducted 
to identify the skills required of an elementary school principal. In addition, the 
types of problems an elementary school principal is confronted with were identified 
and reduced to a series of incidents. This led to a universe of potential items by 
combining the problems typically confronted with the skills assumed to be required 
to perform as a principal based on the best research at the time (Hemphill et al. 
1962, p. 47). Three skills were assumed to be (a) technical, (b) human, and (c) con-
ceptual. The four facets of the jobs were taken to be (a) improving educational 
opportunity, (b) obtaining and developing personnel, (c) maintaining effective inter-
relationships with the community, and (d) providing and maintaining funds and 
facilities. The crossing of skill and facets led to a 4 × 3 matrix. Items were then 
written for each cell.
While the research on the assessment of school principals was highly innovative, 
ETS also supported the assessment of school personnel with more traditional 
measures. The first such assessment was bequeathed to the organization when the 
American Council on Education transferred the National Teacher Examination 
(NTE) in 1948 to the newly founded ETS.  However, in the early 1980s, under 
President Greg Anrig41 a major rethinking of teacher testing took place and culmi-
nated in the launching, in 1993, of the PRAXIS SERIES® tests. The PRAXIS I® and 
PRAXIS II® tests were concerned with content and pedagogical knowledge mea-
sured by multiple-choice items, as well as some types of constructed- response tasks. 
However, the PRAXIS III® tests were concerned with classroom performance and 
involved observing teachers in situ, a rather sharp departure from traditional mea-
41 Greg Anrig was ETS’s third president from 1981 until his death in 1993.
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surement approaches. Although classroom observation has long been used in educa-
tion, PRAXIS III appears to be among the first attempts to use 
observations- as-measurement in a classroom context. The knowledge base for the 
assessment was developed over several years (Dwyer 1994) and included scoring 
rubrics and examples of the behavior that would be evidence of the different skills 
required of teachers. The PRAXIS III work led to the Danielson Framework for 
Teaching,42 which has served as the foundation for school-leader evaluations of 
teachers in many school districts, as well as for video-based products concerned 
with evaluation,43 including those of the MET project (Bill and Melinda Gates 
Foundation 2013).
Whereas PRAXIS III was oriented toward assessing beginning teachers, ETS 
was also involved with the assessment of master teachers as part of a joint project 
with the National Board of Professional Teaching Standards (NBPTS). The goal of 
the assessment was to certify the expertise of highly accomplished practitioners. 
Pearlman (2008a, p.  88) described the rich history as “a remarkable journey of 
design, development, and response to empirical evidence from practice and use,” 
including the scoring of complex artifacts. Gitomer (2007) reviewed research in 
support of NBPTS.
COPA was devoted to developing assessments for licensing and certification in 
fields outside education. In addition to that of architects mentioned earlier, COPA 
also considered the licensing of dental hygienists (Cameron et al. 2000; Mislevy 
et al. 1999, 2002b), which was one of the earliest applications of the ECD frame-
work that will be discussed next.
18.3.3.7  Advances in Assessment Design Theory
For most of the twentieth century, there did not exist a comprehensive assessment 
design framework that could be used to help manage the complexity of developing 
assessments that go beyond the multiple-choice format. Perhaps this was not a prob-
lem because such assessments were relatively few and any initial design flaws could 
be remedied over time. However, several factors motivated the use of more ambi-
tious designs, including the rapid technological innovations introduced during the 
second half of the twentieth century, concerns about the levels of achievement and 
competitiveness of U.S. students, the continued interest in forms of assessment 
beyond the multiple-choice item, and educational reform movements that have 
emphasized test-based accountability. A systematic approach to the design of com-






ECD is rooted in validity theory. Its genesis (Mislevy et al. 2006) is in the follow-
ing quote from Messick (1994) concerning assessment design, which, he argued,
would begin by asking what complex of knowledge, skills, and other attributes should be 
assessed, presumably because they are tied to explicit or implicit objectives of instruction 
or are otherwise valued by society. Next, what behaviors or performances should reveal 
those constructs, and what task or situations should elicit those behaviors? Thus, the nature 
of the construct guides the selection or construction of relevant tasks as well as the rational 
development of construct-based scoring criteria and rubrics. (p. 17, emphasis added)
ECD is a fleshing out of the quote into a comprehensive framework consisting of 
interlocking models. The student model focuses on describing the test taker, whereas 
the evidence model focuses on the nature and analysis of the responses. The evi-
dence model passes its information to the student model to update the characteriza-
tion of what the examinee knows and can do. Finally, the task model describes the 
items. Thus, if the goal is to characterize the students’ communicative competence, 
an analysis of the construct is likely to identify writing and speaking skills as com-
ponents, which means the student model should include characterizations of these 
student skills. With that information in hand, the details of the evidence model can 
be fleshed out: What sort of student writing and speaking performance or behavior 
constitutes evidence of students’ writing and speaking skills? The answer to that 
question informs the task models, that is, what sorts of tasks are required to elicit the 
necessary evidence? ECD is especially useful in the design of assessments that call 
for constructed responses by requiring the behavior that constitutes relevant evi-
dence of writing and speaking skills, for example, to be detailed and then prescrib-
ing the task attributes that would elicit that behavior. The evidence model, apart 
from informing the design of the tasks, is also the basis for scoring the responses 
(Mislevy et al. 2006).
ECD did not become quickly institutionalized at ETS, as Zieky (2014) noted. 
Nevertheless, over time, the approach has become widely used. Its applications 
include science (Riconscente et al. 2005), language (Mislevy and Yin 2012), profes-
sional measurement (Mislevy et al. 1999), technical skills (Rupp et al. 2012), auto-
mated scoring (Williamson et  al. 2006), accessibility (Hansen and Mislevy 2008; 
T. Zhang et al. 2010), and task design and generation (Huff et al. 2012; Mislevy et al. 
2002a). It has also been used to different degrees in the latest revisions of several 
ETS tests, such as TOEFL (Pearlman 2008b), in revisions of the College Board’s AP 
tests (Huff and Plake 2010), and by the assessment community more generally 
(Schmeiser and Welch 2006, p. 313). Importantly, ECD is a broad design methodol-
ogy that is not limited to items as the means of eliciting evidence. Games and simula-
tions are being used with increasing frequency in an educational context, and ECD is 
equally applicable in both cases (Mislevy 2013; Mislevy et al. 2014, 2016).
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18.3.4  Conclusion
It is clear that at ETS the transition to computer-based test delivery began early on 
and was sustained. The transition had an impact on constructed responses by 
enabling their use earlier than might have otherwise been the case. As Table 18.1 
shows, online essay scoring and automated essay scoring were part of the transition 
for three major admissions tests: GMAT, GRE and TOEFL.
18.4  School-Based Testing
Although postsecondary admissions tests have been the main form of operational 
testing at ETS, school-based testing has been and continues to be an important 
focus. The Sequential Tests of Educational Progress (STEP) was an early ETS prod-
uct in this domain. At one point it included a writing test that consisted of multiple-
choice questions and an essay,44 although it is no longer extant. By contrast, ETS 
involvement in two major twentieth-century school-based assessments, the 
Advanced Placement Program® examinations and the NAEP assessments, as well 
as in state assessments has grown. Constructed-response formats have played a 
major role, especially in AP and NAEP. In addition, the CBAL initiative has been 
prominent in recent years. They are discussed further in this section.
18.4.1  Advanced Placement
While the use of constructed responses encountered resistance at ETS in the context 
of admissions testing, the same was not true for the AP program, introduced in the 
mid-1950s. From the start, the AP program was oriented to academically advanced 
students who would be going to college, specifically to grant college credit or 
advanced placement by taking an examination. The seeds for the program were two 
reports (Lacy 2010), one commissioned by Harvard president James Bryant Conant 
(Committee on the Objectives of a General Education in a Free Society 1945), the 
other (General Education in School and College 1952) also produced at Harvard. 
These reports led to a trial of the idea in an experiment known as the Kenyon Plan.45
The eventual acquisition of the program by the College Board was not a given. 
Valentine (1987) noted that “Bowles [College Board president at the time] was not 
44 For a review, see Croon Davis et al. (1959).
45 ETS was involved in the development and scoring of the Kenyon Plan before College Board 
agreed to take the program (Valentine 1987, p. 84).
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Table 18.1 Writing assessment milestones for GMAT, GRE and TOEFL tests







introduced in the 
paper testing 
program by ETS in 
October 1994. The 
test consisted of one 
issue and one 
argument prompt.
GRE introduced the 
stand-alone GRE 
Writing Assessment 
in 1999, which 
consisted of one 
issue and one 
argument prompt 
(students were given 
a choice between 
two issue prompts). 





and became part of 
the GRE General 
Test. In 2011, the 





Test of Written English 
portion of the paper-based 
TOEFL test was introduced 
in 1986 at selected 
administrations of 
TOEFL. The 1998 TOEFL 
CBT writing task consisted 
of a choice of handwritten 
or keyed essay, essentially 
the same task as the Test of 
Written English portion of 
the paper-based TOEFL 
test. A writing measure 
consisting of integrated and 
independent prompts was 
introduced with the release 









on-demand CAT in 
October 1997.
GRE switched to 
on-demand CAT in 
1992 and abandoned 
CAT in favor of 
MST in 2011.
TOEFL CBT on-demand 
testing was introduced in 
1998. The CBT essay score 
was combined with the 
Structure selected-response 
subsection to report out on a 
Structure Writing section 
score. Listening and 
Structure were adaptive.
When was online 
scoring deployed?
Under on-demand 
testing, scores need 
to be reported on an 
ongoing basis and 
that, in turn, requires 
continuous scoring. 
The Online Scoring 
Network (OSN) was 
developed for that 
purpose and was first 
used operationally in 
October 1997 for 
GMAT essays.
OSN has been used 
to score GRE essays 




Online scoring was 
deployed when TOEFL 
CBT was launched in 1998.
(continued)
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sure that taking the program was in the Board’s interest” (p. 85). Initially, some of 
the AP examinations were entirely based on constructed responses, although even-
tually all, with the exception of Studio Art, included a mix of constructed-response 
and multiple-choice items. A program publication, An Informal History of the AP 
Readings 1956–1976 (Advanced Placement Program of the College Board 1980), 
provides a description of the scoring process early in the program’s history.
Interestingly, in light of the ascendancy of the multiple-choice format during the 
twentieth century, the use of constructed responses in AP does not appear to have 
been questioned. Henry Dyer, a former ETS vice president (1954–1972), seems to 
have been influential in determining the specifications of the test (Advanced 
Placement Program of the College Board 1980, p. 2). Whereas Dyer did not seem to 
have been opposed to the use of constructed responses in the AP program, he was 
far more skeptical of their value in the context of another examination being con-
ceived at about the same time, the Test of Developed Ability.46 In discussing the 
creation of that test, Dyer (1954) noted that
there may be one or two important abilities which are measureable only through some type 
of free response question. If an examining committee regards such abilities as absolutely 
vital in its area, it should attempt to work out one or two free response questions to measure 
them. Later on, we shall use the data from the tryouts to determine whether the multiple- 
choice sections of the test do not in fact measure approximately the same abilities as the free 
46 The Test of Developed Ability is a nearly forgotten test. It is relevant to this chapter since in its 
original conception, it employed constructed responses. Henry Chauncey was a champion for the 
test at ETS (Lemann 1999, p. 95). According to N. Elliot (2005, p. 149), citing Henry Dyer, Frank 
Bowles, president of College Board, proposed the test as early as 1949. Bowles thought that there 
were “changes coming in the kind of tests that would be suitable for college admission.” The Test 
of Developed Ability was designed to measure achievement, in contrast to the SAT, which was 
oriented, at the time, toward measuring ability. The design of the Test of Developed Ability called 
for constructed responses, which presented a major scoring hurdle and may have been one of the 
reasons the test never became operational. According to Lemann (1999), the projected cost of the 
test was six dollars, as opposed to three dollars for the SAT. This work transpired during the 1950s 
when some individuals thought there should be an alternative to the SAT that was more achieve-
ment oriented. In fact, such an alternative led to the founding of ACT in 1959, led by Lindquist 
(see, N. Elliot 2014, p.246). For further discussion of the Test of Developed Ability, see N. Elliot 
(2005, p. 148; 2014, p.292) and Lemann (1999).
Table 18.1 (continued)






with e-rater as a 
contributory score 
started in January 
1999.
e-rater scoring as a 
check score was 
introduced in 2008.
e-rater started as 
contributory score to 
independent writing for 
TOEFL iBT beginning July 
2009; contributory score for 
integrated writing began 
November 2010.
Note. CAT = computer adaptive testing, CBT = computer based testing, MST = multistage  testing
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response sections. If they do, the free response section will be dropped, if not, they will be 
retained. (p. 7)
Thus, there  was realization that the AP program was unique with respect to other 
tests, in part because of its use of constructed responses. In An Informal History of 
the AP Readings 1956–76 (Advanced Placement Program of the College Board 
1980), it was noted that
neither the setting nor the writing of essay examination was an innovation. The ancient 
Chinese reputedly required stringent written examinations for high government offices 
2,500 years ago. European students have long faced pass-or-perish examinations at the end 
of their courses in the Lycée, Gymnasium, or British Secondary system. In this country, 
from 1901 to 1925, the College Board Comprehensives helped to determine who would go 
to the best colleges. But the Advanced Placement Program was new, and in many ways 
unique. (p. 2)
As the College Board’s developer and administrator for the AP program, ETS 
has conducted much research to support it. The contributions focused on fairness 
(e.g., Breland et al. 1994; Bridgeman et al. 1997; Dorans et al. 2003; Stricker and 
Ward 2004), scoring (e.g., Braun 1988; Burstein et al. 1997; Coffman and Kurfman 
1968; Myford and Mislevy 1995; Zhang et  al. 2003), psychometrics (e. g., 
Bridgeman et al. 1996a, b; Coffman and Kurfman 1966; Lukhele et al. 1994; Moses 
et al. 2007), and validity and construct considerations (e. g., Bennett et al. 1991; 
Bridgeman 1989; Bridgeman and Lewis 1994).
18.4.2  Educational Surveys47
As noted earlier, NAEP has been a locus of constructed-response innovation at 
ETS. NAEP was managed by the Education Commission of the States until 1983 
when ETS was awarded the contract to operate it. With the arrival of NAEP, ETS 
instituted matrix sampling, along with IRT (Messick et al. 1983); both had been 
under development at ETS under Fred Lord,48 and both served to undergird a new 
approach to providing the “Nation’s Report Card” in several subjects, with exten-
sive use of constructed-response formats. To NAEP’s credit, explicating the domain 
of knowledge to be assessed by means of “frameworks” had been part of the assess-
ment development process from inception. Applebee (2007) traced the writing 
framework back to 1969. Even before that date, however, formal frameworks pro-
47 For a  fuller discussion of educational surveys see Beaton and Barone (Chap. 8, this volume) 
and Kirsch et al. (Chap. 9, this volume).
48 Lord (1965) credits William Turnbull with the essence of the idea of item sampling and Robert 
L.  Ebel with its application to norming. An implication of item and matrix sampling for con-
structed-response formats is that they make it possible to administer a large number of items, 
without any one student responding to a long test, by assigning subsets of items to different stu-
dents. The idea can be leveraged for school-based testing (Bejar and Graf 2010; Bock and Mislevy 
1988).
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viding the rationale for content development were well documented (Finley and 
Berdie 1970). The science framework refers early on to “inquiry skills necessary to 
solve problems in science, specifically the ability to recognize scientific hypothe-
ses” (p. 14). The assessment of inquiry skills has since become standard in science 
assessment but was only recently implemented operationally with the redesigned 
AP exams.
NAEP has been the source of multiple content and psychometric innovations 
(Mazzeo et al. 2006), including the introduction of mixed-format assessment con-
sisting of both multiple choice and the large-scale use of constructed-response 
items. Practical polytomous IRT was developed in a NAEP context as documented 
by Carlson and von Davier (Chap. 5, this volume), and, as described earlier, NAEP 
introduced innovations concerned with the scoring of written responses. Finally, 
ETS continues to collaborate with NAEP in the exploration of technological 
advances to testing (Bennett et al. 2010).49 The transition to digital delivery is under-
way as of this writing. In fact, the 2017 writing assessment was administered on 
tablets supplied by NAEP and research into the use of  mixed-format adaptive in 
mathematics has also been carried out (Oranje et al. 2014).
18.4.3  Accountability Testing
The start of K–12 testing in the United States dates back to the nineteenth century, 
when Horace Mann, an educational visionary, introduced several innovations into 
school testing, among them the use of standardized (written constructed-response) 
tests (U.S. Congress and Office of Technology Assessment 1992, chapter 4). The 
innovations Mann introduced were, in part, motivated by a perception that schools 
were not performing as well as could be expected. Such perceptions have endured 
and have continued to fuel the debate about the appropriate use of tests in K–12. 
More recently, the Nation at Risk report (National Commission on Excellence in 
Education 1983) warned that “the educational foundations of our society are pres-
ently being eroded by a rising tide of mediocrity that threatens our very future as a 
Nation and a people” (para. 1). Similarly, the linking of the state of education to the 
nation’s economic survival50 was behind one effort in the early 1990s 
(U.S. Department of Labor and Secretary’s Commission on Achieving Necessary 
Skills 1991; known as SCANS), and it had significant implications for the future of 
testing. As Linn (1996) noted, the system of assessment expected to emerge from 
the SCANS effort and to be linked to instruction, “would require direct appraisals 
of student performance” (p. 252) and would serve to promote the measured skills.
49 NAEP has set up a website on technology-based assessments: http://nces.ed.gov/nationsreport-
card/tba/
50 The concerns continue and have been described as a “perfect storm” (Kirsch et al. 2007).
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The calls for direct assessment that promotes learning joined the earlier 
Frederiksen (1984) assault on the multiple-choice item type, which had been heard 
loudly and clearly, judging by the number of citations to that article.51 The idea of 
authentic assessment (Wiggins 1989) as an alternative to the standardized multiple- 
choice test, took hold among many educators, and several states launched major 
performance-based assessments. ETS participated in exploring these alternatives, 
especially portfolio assessment (Camp 1985, 1993), including in their evaluation in 
at least one state, California (Thomas et al. 1998).
Stetcher (2010) provided a detailed review of the different state experiments in 
the early 1990s in Vermont, Kentucky, Maryland, Washington, California, and 
Connecticut. A summary of a conference (National Research Council 2010, p. 36) 
noted several factors that led to the demise of these innovative programs:
• Hurried implementation made it difficult to address scoring, reliability, and other 
issues.
• The scientific foundation required by these innovative assessments was lacking.
• The cost and burden to the school was great, and questions were raised as to 
whether they were worth it.
• There were significant political considerations, including cost, time, feasibility 
of implementation, and conflicts in purpose among constituencies.
Not surprisingly, following this period of innovation, there was a return to the 
multiple-choice format. Under the No Child Left Behind (NCLB) legislation,52 the 
extent of federally mandated testing increased dramatically and once again the neg-
ative consequences of the predominant use of multiple-choice formats were raised. 
In response, a research initiative was launched at ETS known as CBAL (Bennett 
and Gitomer 2009).53 Referring to the circumstances surrounding accountability 
testing under NCLB, Bennett and Gitomer noted,
In the United States, the problem is … an accountability assessment system with at least 
two salient characteristics. The first characteristic is that there are now significant conse-
quences for students, teachers, school administrators, and policy makers. The second char-
acteristic is, paradoxically, very limited educational value. This limited value stems from 
the fact that our accountability assessments typically reflect a shallow view of proficiency 
defined in terms of the skills needed to succeed on relatively short and, too often, quite 
artificial test items (i.e., with little direct connection to real-world contexts). (p. 45)
The challenges that needed to be overcome to develop tests based on a deeper 
view of student achievement were significant and included the fact that more mean-
ingful tests would require constructed-response formats to a larger degree, which 
required a means of handling the trade-off between reliability and time. As Linn and 
Burton (1994), and many others, have reminded us regarding constructed-response 
tests, “a substantial number of tasks will still be needed to have any reasonable level 
of confidence in making a decision that an individual student has or has not met the 
51 As of August 2014, it had been cited 639 times.
52 http://www.ed.gov/policy/elsec/leg/esea02/index.html
53 A website describing the CBAL initiative can be found at https://www.ets.org/cbal
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standard” (p. 10). Such a test could not reasonably be administered in a single seat-
ing. A system was needed in which tests would be administered at more than one 
occasion. A multi-occasion testing system raises methodological problems of its 
own, as was illustrated by the California CLAS assessment (Cronbach et al. 1995). 
Apart from methodological constraints, increasing testing time could be resented, 
unless the tests departed from the traditional mold and actually promoted, not just 
probed, learning. This meant that the new assessment needed to be an integral part 
of the educational process. To help achieve that goal, a theory of action was formu-
lated (Bennett 2010) to link the attributes of the envisioned assessment system to a 
set of hypothesized action mechanisms leading to improved student learning. (Of 
course, a theory of action is a theory, and whether the theory is valid is an empirical 
question.)
Even with a vision of an assessment system, and a rationale for how such a vision 
would lead to improved student learning, considerable effort is required to explicate 
the system and to leverage technology to make such assessments scalable and 
affordable. The process entailed the formulation of competency models for specific 
domains, including reading (Sheehan and O’Reilly 2011), writing (Deane et  al. 
2012), mathematics (Graf 2009), and science (Liu et al. 2013); the elaboration of 
constructs, especially writing (Song et al. 2014); and innovations in automated scor-
ing (Deane 2013a, b; Fife 2013) and task design (Bennett 2011; Sheehan and 
O’Reilly 2011).
The timing of the CBAL system coincided roughly with the start of a new admin-
istration in Washington that had educational plans of its own, ultimately cast as the 
Race to the Top initiative.54 The assessments developed under one portion of the 
Race to the Top initiative illustrate a trend toward the use of significant numbers of 
items requiring constructed responses. In addition, technology is being used more 
extensively, including adaptive testing by the Smarter Balanced Assessment 
Consortium, and automated scoring by some of its member states.
18.4.4  Conclusion
Admissions testing has been the primary business at ETS for most of its existence. 
Constructed-response formats were resisted for a long time in that context, although 
in the end they were incorporated. By contrast, the same resistance was not encoun-
tered in some school assessments, where they were used from the start in the AP 
program as well as in the NAEP program. The CBAL initiative has continued and 
significantly expanded that tradition by conceiving of instructionally rich computer-
based tasks grounded in scientific knowledge about student learning.
54 The tone for the initiative was oriented to increased reliance on constructed-response formats, as 
noted by President Obama: “And I’m calling on our nation’s governors and state education chiefs 
to develop standards and assessments that don’t simply measure whether students can fill in a 
bubble on a test” (White House 2009).
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18.5  Validity and Psychometric Research Related 
to Constructed-Response Formats
The foregoing efforts occurred in the context of a vigorous validity and psychomet-
ric research program over several decades in support of constructed-response for-
mats. It is beyond the scope of this chapter to review the literature resulting from 
that effort. However, the scope of the research is noteworthy and is briefly and 
selectively summarized below.
18.5.1  Construct Equivalence
The choice between multiple-choice or constructed-response format, or a mix of the 
two, is an important design question that is informed by whether the two formats 
function in similar ways. The topic has been approached conceptually and empiri-
cally (Bennett et al. 1990, 1991; Bridgeman 1992; Enright et al. 1998; Katz et al. 
2000; Messick 1993; Wainer and Thissen 1993; Ward 1982; Ward et al. 1980).
18.5.2  Predictive Validity of Human and Computer Scoring
The predictive validity of tests based on constructed responses scored by humans 
and computers has not been studied extensively. A study (Powers et  al. 2002) 
appears to be one of the few on the subject. More recently, Bridgeman (2016) 
showed the impressive psychometric predictive power of the GRE and TOEFL writ-
ing assessments.
18.5.3  Equivalence Across Populations and Differential Item 
Functioning
The potential incomparability of the evidence elicited by different test formats has 
fairness implications and not surprisingly has received much attention (e.g., Breland 
et al. 1994; Bridgeman and Rock 1993; Dorans 2004; Dorans and Schmitt 1993; 
Schmitt et al. 1993; Zwick et al. 1993, 1997). The challenges of differential item 
functioning across language groups have also been addressed (Xi 2010). Similarly, 
the role of different response formats when predicting external criterion measures 
has been investigated (Bridgeman and Lewis 1994), as have the broader implica-
tions of format for the admissions process (Bridgeman and McHale 1996).
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18.5.4  Equating and Comparability
The use of constructed-response formats presents many operational challenges. For 
example, ensuring the comparability of scores from different forms is equally appli-
cable to tests comprising constructed-response items as it is for multiple-choice 
tests. The primary approach to ensuring score comparability is through equating 
(Dorans et al. 2007), a methodology that had been developed for multiple-choice 
tests. As the use of constructed-response formats has grown, there has been an 
increase in research concerning equating of tests composed entirely, or partly, of 
constructed responses (Kim and Lee 2006; Kim and Walker 2012; Kim et al. 2010). 
Approaches to achieving comparability without equating, which rely instead on 
designing tasks to be comparable, have also been studied (Bejar 2002; Bridgeman 
et al. 2011; Golub-Smith et al. 1993).
18.5.5  Medium Effects
Under computer delivery, task presentation and the recording of responses is very 
different for multiple-choice and constructed-response items. These differences 
could introduce construct-irrelevant variance due to the testing medium. The inves-
tigation of that question has received significant attention (Gallagher et al. 2002; 
Horkay et al. 2006; Mazzeo and Harvey 1988; Powers et al. 1994; Puhan et al. 2007; 
Wolfe et al. 1993).
18.5.6  Choice
Students’ backgrounds can influence their interest and familiarity with the topics 
presented in some types of constructed-response items, which can lead to an unfair 
assessment. The problem can be compounded by the fact that relatively few con-
structed-response questions can be typically included in a test since responding to 
them is more time consuming. A potential solution is to let students choose from a 
set of possible questions rather that assigning the same questions to everyone. The 
effects of choice have been investigated primarily in writing (Allen et  al. 2005; 




18.5.7  Difficulty Modeling
The difficulty of constructed-response items and the basis for, and control of, vari-
ability in difficulty have been studied in multiple domains, including mathematics 
(Katz et al. 2000), architecture (Bejar 2002), and writing (Bridgeman et al. 2011; 
Joe et al. 2012).
18.5.8  Diagnostic and Formative Assessment
Diagnostic assessment is a broad topic that has much in common with formative 
assessment because in both cases it is expected that the provided information will 
lead to actions that will enhance student learning. ETS contributions in this area 
have included the development of psychometric models to support diagnostic mea-
surement based on constructed responses. Two such developments attempt to pro-
vide a psychometric foundation for diagnostic assessments. Although these efforts 
are not explicitly concerned with constructed responses, they support such assess-
ments by accommodating polytomous responses. One approach is based on 
Bayesian networks (Almond et al. 2007), whereas the second approach follows a 
latent variable tradition (von Davier 2013).
18.6  Summary and Reflections
The multiple-choice item format is an early-twentieth-century American invention. 
Once the format became popular following its use in the Army Alpha and SAT, it 
became difficult for constructed-response formats to regain a foothold. The psycho-
metric theory that also emerged in the early twentieth century emphasized score 
reliability and predictive validity. Those emphases presented further hurdles. The 
interest in constructed-response formats, especially to assess writing skills, did not 
entirely die, however. In fact, there was early research at ETS that would be instru-
mental in eventually institutionalizing constructed-response formats, although it 
was a journey of nearly 50 years. The role of ETS in that process has been signifi-
cant. The chapter on performance assessment by Suzanne Lane and Clement Stone 
(Lane and Stone 2006) in Educational Measurement is an objective measure. 
Approximately 20% of the chapter’s citations were to publications authored by ETS 
staff. This fact is noteworthy, because the creation of an ETS-like organization had 
been objected to by Carl Brigham on the grounds that an organization that produced 
tests would work to preserve the status quo, with little incentive to pursue innova-
tion. As he noted in a letter to Conant (cited in Bennett, Chap. 1, this volume):
one of my complaints against the proposed organization is that although the word research 
will be mentioned many times in its charter, the very creation of powerful machinery to do 
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more widely those things that are now being done badly will stifle research, discourage new 
developments, and establish existing methods, and even existing tests, as the correct ones. 
(p. 6)
His fears were not unreasonable in light of what we know today about the potential 
for lack of innovation in established organizations (Dougherty and Hardy 1996). 
However, according to Bennett (2005), from its inception, the ETS Board of Trustees 
heeded Brigham’s concerns, as did the first ETS president (from 1947 until 1970), 
Henry Chauncey. That climate was favorable to conducting research that would 
address how to improve and modernize existing tests.55 Among the many areas of 
research were investigations related to the scoring of writing. That early research 
led to a solution to what has been the long-standing problem of operationally scor-
ing essays with acceptable scoring reliability.
Even if the scoring agreement problem was on its way to being solved, it was still 
the case that tasks requiring a longer constructed response would also take more 
time and that therefore fewer items could be administered in a given period. With 
predictive validity as the key metric for evaluating the “validity” of scores, the 
inclusion of constructed-response tasks continued to encounter resistance. An 
exception to this trend was the AP program, which relied on constructed- response 
tasks from its inception. There was also pioneering work on constructed- response 
assessments early in ETS’s history (Frederiksen et al. 1957; Hemphill et al. 1962). 
However, in both of these cases, the context was very different from the admissions 
testing case that represented the bulk of ETS business.
Thus a major development toward wider use of constructed-response formats 
was the evolution of validity theory away from an exclusive focus on predictive 
considerations. Messick’s (1989) work was largely dedicated to expanding the con-
ception of validity to include not only the psychometric attributes of the test, the 
evidentiary aspect of validation, but also the repercussions that the use of the test 
could have, the consequential aspect. This broader view did not necessarily endorse 
the use of one format over another but provided a framework in which constructed- 
response formats had a greater chance for acceptance.
With the expansion of validity, the doors were opened a bit more, although costs 
and scalability considerations remained. These considerations were aided by the 
transition of assessment from paper to computer. The transition to computer- 
delivered tests at ETS that started in 1985 with the deployment of ACCUPLACER 
set the stage for the transition of other tests—like the GMAT, GRE, and TOEFL—to 
digital delivery and the expansion of construct coverage and constructed-response 
formats, especially for writing and eventually speaking.
55 A good example can be seen in the evolution of the GRE, a test owned by ETS. In 1992, ETS 
introduced adaptive testing in the GRE by building on research by Fred Lord and others. In 2011, 
the GRE was revised again to include, among other changes, a different form of adaptive testing 
that has proven more robust than the earlier approach. The current adaptive testing approach, a 
multistage design (Robin et al. 2014), was experimented with much earlier at ETS (Angoff and 
Huddleston 1958), was extensively researched (Linn et al. 1969), and has since proven to be pref-
erable in an on-demand admissions testing context.
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Along the way, there was abundant research and implementation of results in 
response to the demands resulting from the incorporation of expanded constructs and 
the use of the computer to support those demands. For example, the psychometric 
infrastructure for mixed-format designs, including psychometric modeling of polyto-
mous responses, was first used in 1992 (Campbell et al. 1996, p. 113) and developed 
at ETS. The use of constructed- response formats also required an efficient means of 
scoring responses captured from booklets. ETS collaborated with subcontractors in 
developing the necessary technology, as well as developing control procedures to 
monitor the quality of scoring. Online scoring systems were also developed to 
accommodate the transition to continuous administration that accompanied com-
puter-based testing. Similarly, automated scoring was first deployed operationally in 
1997, when the licensing test for architects developed by ETS became operational 
(Bejar and Braun 1999; Kenney 1997). The automated scoring of essays was first 
deployed operationally in 1999 when it was used to score GMAT essays.
Clearly, by the last decade of the twentieth century, the fruits of research at ETS 
around constructed-response formats were visible. The increasingly ambitious 
assessments that were being conceived in the 1990s stimulated a rethinking of the 
assessment design process and led to the conception of ECD (Mislevy et al. 2003). 
In addition, ETS expanded its research agenda to include the role of assessment in 
instruction and forms of assessment that, in a sense, are beyond format. Thus the 
question is no longer one of choice between formats but rather whether an assess-
ment that is grounded in relevant science can be designed, produced, and deployed. 
That such assessments call for a range of formats and response types is to be 
expected. The CBAL initiative represents ETS’s attempt to conceptualize assess-
ments that can satisfy the different information needs of K–12 audiences with state-
of-the- art tasks grounded in the science of student learning, while taking advantage 
of the latest technological and methodological advances. Such an approach seems 
necessary to avoid the difficulties that accountability testing has encountered in the 
recent past.
18.6.1  What Is Next?
If, as Alphonse De Lamartine (1849) said, “history teaches us everything, including 
the future” (p. 21), what predictions about the future can be made based on the his-
tory just presented? Although for expository reasons I have laid the history of 
constructed- response research at ETS as a series of sequential hurdles that appear to 
have been solved in an orderly fashion, in reality it is hard to imagine how the story 
would have unfolded at the time that ETS was founded. While there were always 
advocates of the use of constructed-response formats, especially in writing, 
Huddleston’s views that writing was essentially verbal ability, and therefore could 
be measured with multiple-choice verbal items, permeated decision making at ETS.
Given the high stakes associated with admissions testing and the technological 
limitations of the time, in retrospect, relying on the multiple-choice format arguably 
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was the right course of action from both the admissions committee’s point of view 
and from the student’s point of view. It is well known that James Bryant Conant 
instituted the use of the SAT at Harvard for scholarship applicants (Lemann 2004), 
shortly after his appointment as president in 1933, based on a recommendation by 
his then assistant Henry Chauncey, who subsequently became the first president of 
ETS.56 Conant was motivated by a desire to give students from more diverse back-
grounds an opportunity to attend Harvard, which in practice meant giving students 
from other than elite schools a chance to enroll. The SAT, with its curriculum agnos-
tic approach to assessment, was fairer to students attending public high schools than 
the preparatory-school-oriented essay tests that preceded it. That is, the consequen-
tial aspect of validation may have been at play much earlier than Messick’s proposal 
to incorporate consequences of test use as an aspect of validity, and it could be in 
this sense partially responsible for the long period of limited use into which the 
constructed-response format fell.
However well-intentioned the use of the multiple-choice format may have been, 
Frederiksen (1984) claimed that it represented the “real test bias.” In doing so, he 
contributed to fueling the demand for constructed-response forms of assessment. It 
is possible to imagine that the comforts of what was familiar, the multiple-choice 
format, could have closed the door to innovation, a fear that had been expressed by 
Carl Brigham more generally.57 For companies emerging in the middle of the twen-
tieth century, a far more ominous danger was the potential disruptions that could 
accrue from a transition to the digital medium that would take place during the 
second half of the century. The Eastman Kodak Company, known for its film and 
cameras, is perhaps the best known example of the disruption that the digital 
medium could bring: It succumbed to the digital competition and filed for bank-
ruptcy in 2012. However, this is not a classic case of being disrupted out of 
existence,58 because Kodak invented the first digital camera! The reasons for 
Kodak’s demise are far more nuanced and include the inability of the management 
team to figure out in time how to operate in a hybrid digital and analog world 
(Chopra 2013). Presumably a different management team could have successfully 
transitioned the company to a digital world.59
In the testing industry, by contrast, ETS not only successfully navigated the digi-
tal transition, it actually led the transition to a digital testing environment with the 
56 In 1938, Chauncey and Conant “persuaded all the College Board schools to use the SAT as the 
main admissions tests for scholarship applicants” (Lemann 2004, p. 8), and in 1942, the written 
College Board exams were suspended and the SAT became the admissions tests for all students, 
not just scholarship applicants.
57 The tension between innovation and “operate and maintain” continues to this day (T. J. Elliot 
2014).
58 Both Foster (1986) and Christensen (1997) discussed the potential of established companies to 
fall prey to nimble innovating companies.
59 In the leadership literature (Howell and Avolio 1993), a distinction is made between two styles 
of leadership: transactional and transformational. Transactional leaders aim to achieve their goals 
through accountability, whereas transformational leaders aim to achieve their goals by being char-
ismatic and inspirational. It is easy to imagine that different prevailing types of leadership are 
better or worse at different points in the life of a company.
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launching of ACCUPLACER in 1985.60 The transition to adaptive testing must have 
been accompanied by a desire to innovate and explore how technology could be 
used in testing, because in reality, there were probably few compelling business or 
even psychometric reasons to launch a computer-based placement test in the 1980s. 
Arguably, the early transition made it possible for ETS to eventually incorporate 
constructed-response formats into its tests sooner, even if the transition was not 
even remotely motivated by the use of constructed-response formats. By building 
on a repository of research related to constructed-response formats motivated by 
validity and fairness considerations, the larger transition to a digital ecosystem did 
not ultimately prove to be disruptive at ETS and instead made it possible to take 
advantage of the medium, finally, to deploy assessments containing constructed-
response formats and to envision tests as integral to the educational process rather 
than purely technological add-ons.
In a sense, the response format challenge has been solved: Admissions tests now 
routinely include constructed-response items, and the assessments developed to 
measure the Common Core State Standards also include a significant number of 
constructed-response items. Similarly, NAEP, which has included constructed- 
response items for some time, is making the transition to digital delivery via tablets. 
ETS has had a significant role in the long journey. From inception, there was a 
perspective at ETS that research is critical to an assessment organization (Chauncey, 
as cited by Bennett, Chap. 1, this volume). Granted that the formative years of the 
organization were in the hands of enlightened and visionary individuals, it appears 
that the research that supported the return of constructed-response formats was not 
prescribed from above but rather the result of intrapreneurship,61 or individual 
researchers largely pursuing their own interests.62 If this is the formula that worked 
in the past, it could well continue to work in the future, if we believe De Lamartine. 
Of course, Santayana argued that history is always written wrong and needs to be 
rewritten. Complacency about the future, therefore, is not an option—it will still 
need to be constructed.
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Chapter 19
Advancing Human Assessment: A Synthesis 
Over Seven Decades
Randy E. Bennett and Matthias von Davier
This book has documented the history of ETS’s contributions to educational research 
and policy analysis, psychology, and psychometrics. We close the volume with a 
brief synthesis in which we try to make more general meaning from the diverse 
directions that characterized almost 70 years of work.
Synthesizing the breadth and depth of the topics covered over that time period is 
not simple. One way to view the work is across time. Many of the book’s chapters 
presented chronologies, allowing the reader to follow the path of a research stream 
over the years. Less evident from these separate chronologies was the extent to 
which multiple streams of work not only coexisted but sometimes interacted.
From its inception, ETS was rooted in Henry Chauncey’s vision of describing 
individuals through broad assessment of their capabilities, helping them to grow 
and society to benefit (Elliot 2014). Chauncey’s conception of broad assessment of 
capability required a diverse research agenda.
Following that vision, his research managers assembled an enormous range of 
staff expertise. Only through the assemblage of such expertise could one bring 
diverse perspectives and frameworks from many fields to a problem, leading to 
novel solutions.
In the following sections, we summarize some of the key research streams evi-
dent in different time periods, where each period corresponds to roughly a decade. 
Whereas the segmentation of these time periods is arbitrary, it does give a general 
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sense of the progression of topics across time.1 Also somewhat arbitrary is the use 
of publication date as the primary determinant of placement into a particular decade. 
Although the work activity leading up to publication may well have occurred in the 
previous period, the result of that activity and the impact that it had was typically 
through its dissemination.
19.1  The Years 1948–1959
19.1.1  Psychometric and Statistical Methodology
As will be the case for every period, a very considerable amount of work centered 
on theory and on methodological development in psychometrics and statistics. With 
respect to the former, the release of Gulliksen’s (1950) Theory of Mental Tests 
deserves special mention for its codification of classical test theory. But more for-
ward looking was work to create a statistically grounded foundation for the analysis 
of test scores, a latent-trait theory (Lord 1952, 1953). This direction would later lead 
to the groundbreaking development of item response theory (IRT; Lord and Novick 
1968), which became a well-established part of applied statistical research in 
domains well beyond education and is now an important building block of general-
ized modeling frameworks, which connect the item response functions of IRT with 
structural models (Carlson and von Davier, Chap. 5, this volume). Green’s (1950a, 
b) work can be seen as an early example that has had continued impact not com-
monly recognized. His work pointed out how latent structure and latent-trait models 
are related to factor analysis, while at the same time placing latent-trait theory into 
the context of latent class models. Green’s insights had profound impact, reemerg-
ing outside of ETS in the late 1980s (de Leeuw and Verhelst 1986; Follman 1988; 
Formann 1992; Heinen 1996) and, in more recent times, at ETS in work on general-
ized latent variable models (Haberman et al. 2008; Rijmen et al. 2014).
In addition to theoretical development, substantial effort was focused on method-
ological development for, among other purposes, the generation of engineering 
solutions to practical scale-linking problems. Examples include Karon and Cliff’s 
(1957) proposal to smooth test-taker sample data before equating, a procedure used 
today by most testing programs that employ equipercentile equating (Dorans and 
Puhan, Chap. 4, this volume); Angoff’s (1953) method for equating test forms by 
using a miniature version of the full test as an external anchor; and Levine’s (1955) 
procedures for linear equating under the common-item, nonequivalent-population 
design.
1 In most cases, citations included as examples of a work stream were selected based on their dis-
cussion in one of the book’s chapters.
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19.1.2  Validity and Validation
In the 2 years of ETS’s beginning decade, the 1940s, and in the 1950s that followed, 
great emphasis was placed on predictive studies, particularly for success in higher 
education. Studies were conducted against first-semester performance (Frederiksen 
1948) as well as 4-year academic criteria (French 1958). As Kane and Bridgeman 
(Chap. 16, this volume) noted, this emphasis was very much in keeping with con-
ceptions of validity at the time, and it was, of course, important to evaluating the 
meaning and utility of scores produced by the new organization’s operational test-
ing programs. However, also getting attention were studies to facilitate trait inter-
pretations of scores (French et al. 1952). These interpretations posited that response 
consistencies were the result of test-taker dispositions to behave in certain ways in 
response to certain tasks, dispositions that could be investigated through a variety of 
methods, including factor analysis. Finally, the compromising effects of construct- 
irrelevant influences, in particular those due to coaching, were already a clear con-
cern (Dear 1958; French and Dear 1959).
19.1.3  Constructed-Response Formats and Performance 
Assessment
Notably, staff interests at this time were not restricted to multiple-choice tests 
because, as Bejar (Chap. 18, this volume) pointed out, the need to evaluate the value 
of additional methods was evident. Work on constructed-response formats and per-
formance assessment was undertaken (Ryans and Frederiksen 1951), including 
development of the in-basket test (Fredericksen et al. 1957), subsequently used 
throughout the world for job selection, and a measure of the ability to formulate 
hypotheses as an indicator of scientific thinking (Frederiksen 1959). Research on 
direct writing assessment (e.g., through essay testing) was also well under way 
(Diederich 1957; Huddleston 1952; Torgerson and Green 1950).
19.1.4  Personal Qualities
Staff interests were not restricted to the verbal and quantitative abilities underlying 
ETS’s major testing programs, the Scholastic Aptitude Test (the SAT® test) and the 
GRE® General Test. Rather, a broad investigative program on what might be termed 
personal qualities was initiated. Cognition, more generally defined, was one key 
interest, as evidenced by publication of the Kit of Selected Tests for Reference 
Aptitude and Achievement Factors (French 1954). The Kit was a compendium of 
marker assessments investigated with sufficient thoroughness to make it possible to 
use in factor analytic studies of cognition such that results could be more directly 
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compared across studies. Multiple reference measures were provided for each fac-
tor, including measures of abilities in the reasoning, memory, spatial, verbal, 
numeric, motor, mechanical, and ideational fluency domains.
In addition, substantial research targeted a wide variety of other human qualities. 
This research included personality traits, interests, social intelligence, motivation, 
leadership, level of aspiration and need for achievement, and response styles (acqui-
escence and social desirability), among other things (French 1948, 1956; Hills 
1958; Jackson and Messick 1958; Melville and Frederiksen 1952; Nogee 1950; 
Ricciuti 1951).
19.2  The Years 1960–1969
19.2.1  Psychometric and Statistical Methodology
If nothing else, this period was notable for the further development of IRT (Lord and 
Novick 1968). That development is one of the major milestones of psychometric 
research. Although the organization made many important contributions to classical 
test theory, today psychometrics around the world mainly uses IRT-based methods, 
more recently in the form of generalized latent variable models. One of the impor-
tant differences from classical approaches is that IRT properly grounds the treat-
ment of categorical data in probability theory and statistics. The theory’s modeling 
of how responses statistically relate to an underlying variable allows for the applica-
tion of powerful methods for generalizing test results and evaluating the assump-
tions made. IRT-based item functions are the building blocks that link item responses 
to underlying explanatory models (Carlson and von Davier, Chap. 5, this volume). 
Leading up to and concurrent with the seminal volume Statistical Theories of 
Mental Test Scores (Lord and Novick 1968), Lord continued to make key contribu-
tions to the field (Lord 1965a, b, 1968a, b).
In addition to the preceding landmark developments, a second major achieve-
ment was the invention of confirmatory factor analysis by Karl Jöreskog (1965, 
1967, 1969), a method for rigorously evaluating hypotheses about the latent struc-
ture underlying a measure or collection of measures. This invention would be gen-
eralized in the next decade and applied to the solution of a great variety of 
measurement and research problems.
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19.2.2  Large-Scale Survey Assessments of Student and Adult 
Populations
In this period, ETS contributed to the design and conducted the analysis of the 
Equality of Educational Opportunity Study (Beaton and Barone, Chap. 8, this vol-
ume). Also of note was that, toward the end of the decade, ETS’s long-standing 
program of longitudinal studies began with initiation of the Head Start Longitudinal 
Study (Anderson et al. 1968). This study followed a sample of children from before 
preschool enrollment through their experience in Head Start, in another preschool, 
or in no preschool program.
19.2.3  Validity and Validation
The 1960s saw continued interest in prediction studies (Schrader and Pitcher 1964), 
though noticeably less than in the prior period. The study of construct-irrelevant 
factors that had concentrated largely on coaching was less evident, with interest 
emerging in the phenomenon of test anxiety (French 1962). Of special note is that, 
due to the general awakening in the country over civil rights, ETS research staff 
began to focus on developing conceptions of equitable treatment of individuals and 
groups (Cleary 1968).
19.2.4  Constructed-Response Formats and Performance 
Assessment
The 1960s saw much investigation of new forms of assessment, including in-basket 
performance (Frederiksen 1962; L. B. Ward 1960), formulating-hypotheses tasks 
(Klein et al. 1969), and direct writing assessment. As described by Bejar (Chap. 18, 
this volume), writing assessment deserves special mention for the landmark study 
by Diederich et al. (1961) documenting that raters brought “schools of thought” to 
the evaluation of essays, thereby initiating interest in the investigation of rater cog-
nition, or the mental processes underlying essay grading. A second landmark was 
the study by Godshalk et  al. (1966) that resulted in the invention of holistic 
scoring.
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19.2.5  Personal Qualities
The 1960s brought a very substantial increase to work in this area. The work on 
cognition produced the 1963 “Kit of Reference Tests for Cognitive Factors” (French 
et al. 1963), the successor to the 1954 “Kit.” Much activity concerned the measure-
ment of personality specifically, although a range of related topics was also investi-
gated, including continued work on response styles (Damarin and Messick 1965; 
Jackson and Messick 1961; Messick 1967), the introduction into the social–psycho-
logical literature of the concept of prosocial (or altruistic) behavior (Bryan and Test 
1967; Rosenhan 1969; Rosenhan and White 1967), and risk taking (Kogan and 
Doise 1969; Kogan and Wallach 1964; Wallach et al. 1962). Also of note is that this 
era saw the beginnings of ETS’s work on cognitive styles (Gardner et  al. 1960; 
Messick and Fritzky 1963; Messick and Kogan 1966). Finally, a research program 
on creativity began to emerge (Skager et al. 1965, 1966), including Kogan’s studies 
of young children (Kogan and Morgan 1969; Wallach and Kogan 1965), a precursor 
to the extensive line of developmental research that would appear in the following 
decade.
19.2.6  Teacher and Teaching Quality
Although ETS had been administering the National Teachers Examination since the 
organization’s inception, relatively little research had been conducted around the 
evaluation of teaching and teachers. The 1960s saw the beginnings of such research, 
with investigations of personality (Walberg 1966), values (Sprinthall and Beaton 
1966), and approaches to the behavioral observation of teaching (Medley and Hill 
1967).
19.3  The Years 1970–1979
19.3.1  Psychometric and Statistical Methodology
Causal inference was a major area of research in the field of statistics generally in 
this decade, and that activity included ETS. Rubin (1974b, 1976a, b, c, 1978) made 
fundamental contributions to the approach that allows for evaluating the extent to 
which differences observed in experiments can be attributed to effects of underlying 
variables.
More generally, causal inference as treated by Rubin can be understood as a 
missing-data and imputation problem. The estimation of quantities under 
incomplete- data conditions was a chief focus, as seen in work by Rubin (1974a, 
1976a, b) and his collaborators (Dempster et  al. 1977), who created the 
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 expectation- maximization (EM) algorithm, which has become a standard analytical 
method used not only in estimating modern psychometric models but throughout 
the sciences. As of this writing, the Dempster et al. (1977) article had more than 
45,000 citations in Google Scholar.
Also falling under causal inference was Rubin’s work on matching. Matching 
was developed to reduce bias in causal inferences using data from nonrandomized 
studies. Rubin’s (1974b, 1976a, b, c, 1979) work was central to evaluating and 
improving this methodology.
Besides landmark contributions to causal inference, continued development of 
IRT was taking place. Apart from another host of papers by Lord (1970, 1973, 
1974a, b, 1975a, b, 1977), several applications of IRT were studied, including for 
linking test forms (Marco 1977; see also Carlson and von Davier, Chap. 5, this vol-
ume). In addition, visiting scholars made seminal contributions as well. Among 
these contributions were ones on testing the Rasch model as well as on bias in esti-
mates (Andersen 1972, 1973), ideas later generalized by scholars elsewhere 
(Haberman 1977).
Finally, this period saw Karl Jöreskog and colleagues implement confirmatory 
factor analysis (CFA) in the LISREL computer program (Jöreskog and van Thillo 
1972) and generalize CFA for the analysis of covariance structures (Jöreskog 1970), 
path analysis (Werts et al. 1973), simultaneous factor analysis in several populations 
(Jöreskog 1971), and the measurement of growth (Werts et al. 1972). Their inven-
tions, particularly LISREL, continue to be used throughout the social sciences 
within the general framework of structural equation modeling to pose and evaluate 
psychometric, psychological, sociological, and econometric theories and the 
hypotheses they generate.
19.3.2  Large-Scale Survey Assessments of Student and Adult 
Populations
Worthy of note were two investigations, one of which was a continuation from the 
previous decade. That latter investigation, the Head Start Longitudinal Study, was 
documented in a series of program reports (Emmerich 1973; Shipman 1972; Ward 
1973). Also conducted was the National Longitudinal Study of the High School 
Class of 1972 (Rock, Chap. 10, this volume).
19.3.3  Validity and Validation
In this period, conceptions of validity, and concerns for validation, were expanding. 
With respect to conceptions of validity, Messick’s (1975) seminal paper “The 
Standard Problem: Meaning and Values in Measurement and Evaluation” called 
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attention to the importance of construct interpretations in educational measurement, 
a perspective largely missing from the field at that time. As to validation, concerns 
over the effects of coaching reemerged with research finding that two quantitative 
item types being considered for the SAT were susceptible to short-term preparation 
(Evans and Pike 1973), thus challenging the College Board’s position on the exis-
tence of such effects. Concerns for validation also grew with respect to test fairness 
and bias, with continued development of conceptions and methods for investigating 
these issues (Linn 1973, 1976; Linn and Werts 1971).
19.3.4  Constructed-Response Formats and Performance 
Assessment
Relatively little attention was given to this area. An exception was continued inves-
tigation of the formulating-hypotheses item type (Evans and Frederiksen 1974; 
Ward et al. 1980).
19.3.5  Personal Qualities
The 1970s saw the continuation of a significant research program on personal quali-
ties. With respect to cognition, the third version of the “Factor Kit” was released in 
1976: the “Kit of Factor-Referenced Cognitive Tests” (Ekstrom et al. 1976). Work 
on other qualities continued, including on prosocial behavior (Rosenhan 1970, 
1972) and risk taking (Kogan et  al. 1972; Lamm and Kogan 1970; Zaleska and 
Kogan 1971). Of special note was the addition to the ETS staff of Herman Witkin 
and colleagues, who significantly extended the prior decade’s work on cognitive 
styles (Witkin et al. 1974, 1977; Zoccolotti and Oltman 1978). Work on kinesthetic 
aftereffect (Baker et  al. 1976, 1978, 1979) and creativity (Frederiksen and Ward 
1978; Kogan and Pankove 1972; Ward et al. 1972) was also under way.
19.3.6  Human Development
The 1970s saw the advent of a large work stream that would extend over several 
decades. This work stream might be seen as a natural extension of Henry Chauncey’s 
interest in human abilities, broadly conceived; that is, to understand human abilities, 
it made sense to study from where those abilities emanated. That stream, described 
in detail by Kogan et al. (Chap. 15, this volume), included research in many areas. 
In this period, it focused on infants and young children, encompassing their social 
development (Brooks and Lewis 1976; Lewis and Brooks-Gunn 1979), emotional 
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development (Lewis 1977; Lewis et al. 1978; Lewis and Rosenblum 1978), cogni-
tive development (Freedle and Lewis 1977; Lewis 1977, 1978), and parental influ-
ences (Laosa 1978; McGillicuddy-DeLisi et al. 1979).
19.3.7  Educational Evaluation and Policy Analysis
One of the more notable characteristics of ETS research in this period was the emer-
gence of educational evaluation, in good part due to an increase in policy makers’ 
interest in appraising the effects of investments in educational interventions. This 
work, described by Ball (Chap. 11, this volume), entailed large-scale evaluations of 
television programs like Sesame Street and The Electric Company (Ball and Bogatz 
1970, 1973) and early computer-based instructional systems like PLATO and 
TICCIT (Alderman 1978; Murphy 1977), as well as a wide range of smaller studies 
(Marco 1972; Murphy 1973). Some of the accumulated wisdom gained in this 
period was synthesized in two books, the Encyclopedia of Educational Evaluation 
(Anderson et  al. 1975) and The Profession and Practice of Program Evaluation 
(Anderson and Ball 1978).
Alongside the intense evaluation activity was the beginning of a work stream on 
policy analysis (see Coley et al., Chap. 12, this volume). That beginning concen-
trated on education finance (Goertz 1978; Goertz and Moskowitz 1978).
19.3.8  Teacher and Teaching Quality
Rounding out the very noticeable expansion of research activity that characterized 
the 1970s were several lines of work on teachers and teaching. One line concen-
trated on evaluating the functioning of the National Teachers Examination (NTE; 
Quirk et al. 1973). A second line revolved around observing and analyzing teaching 
behavior (Quirk et  al. 1971, 1975). This line included the Beginning Teacher 
Evaluation Study, the purpose of which was to identify teaching behaviors effective 
in promoting learning in reading and mathematics in elementary schools, a portion 
of which was conducted by ETS under contract to the California Commission for 
Teacher Preparation and Licensing. The study included extensive classroom obser-
vation and analysis of the relations among the observed behaviors, teacher charac-
teristics, and student achievement (McDonald and Elias 1976; Sandoval 1976). The 
final line of research concerned college teaching (Baird 1973; Centra 1974).
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19.4  The Years 1980–1989
19.4.1  Psychometric and Statistical Methodology
As was true for the 1970s, in this decade, ETS methodological innovation was nota-
ble for its far-ranging impact. Lord (1980) furthered the development and applica-
tion of IRT, with particular attention to its use in addressing a wide variety of testing 
problems, among them parameter estimation, linking, evaluation of differential item 
functioning (DIF), and adaptive testing. Holland (1986, 1987), as well as Holland 
and Rubin (1983), continued the work on causal inference, further developing its 
philosophical and epistemological foundations, including exploration of a long- 
standing statistical paradox described by Lord (1967).2 An edited volume, Drawing 
Inferences From Self-Selected Samples (Wainer 1986), collected work on these 
issues.
Rubin’s work on matching, particularly propensity score matching, was a key 
activity through this decade. Rubin (1980a), as well as Rosenbaum and Rubin 
(1984, 1985), made important contributions to this methodology. These widely 
cited publications outlined approaches that are frequently used in scientific research 
when experimental manipulation is not possible.
Building on his research of the previous decade, Rubin (1980b, c) developed 
“multiple imputation,” a statistical technique for dealing with nonresponse by gen-
erating random draws from the posterior distribution of a variable, given other vari-
ables. The multiple imputations methodology forms the underlying basis for several 
major group-score assessments (i.e., tests for which the focus of inference is on 
population, rather than individual, performance), including the National Assessment 
of Educational Progress (NAEP), the Programme for International Student 
Assessment (PISA), and the Programme of International Assessment of Adult 
Competencies (PIAAC; Beaton and Barone, Chap. 8, this volume; Kirsch et  al., 
Chap. 9, this volume).
Also of note was the emergence of DIF as an important methodological research 
focus. The standardization method (Dorans and Kulick 1986), and the more statisti-
cally grounded Mantel and Haenszel (1959) technique proposed by Holland and 
Thayer (1988), became stock approaches used by operational testing programs 
around the world for assessing item-level fairness. Finally, the research community 
working on DIF was brought together for an invited conference in 1989 at ETS.
Although there were a large number of observed-score equating studies in the 
1980s, one development stands out in that it foreshadowed a line of research under-
taken more than a decade later. The method of kernel equating was introduced by 
Holland and Thayer (1989) as a general procedure that combines smoothing, 
2 Lord’s (1967) paradox refers to the situation, in observational studies, in which the statistical 
treatment of posttest scores by means of different corrections using pretest scores (i.e., regression 
vs. posttest minus pretest differences) can lead to apparent contradictions in results. This phenom-
enon is related to regression artifacts (D. T. Campbell and Kenny, 1999; Eriksson and Haggstrom, 
2014).
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 modeling, and transforming score distributions. This combination of statistical pro-
cedures was intended to provide a flexible tool for observed-score equating in a 
nonequivalent-groups anchor-test design.
19.4.2  Large-Scale Survey Assessments of Student and Adult 
Populations
ETS was first awarded the contract for NAEP in 1983 after evaluating previous 
NAEP analytic procedures and releasing A New Design for a New Era (Messick 
et al. 1983). The award set the stage for advances in assessment design and psycho-
metric methodology, including extensions of latent-trait models that employed 
covariates. These latent regression models used maximum likelihood methods to 
estimate population parameters from observed item responses without estimating 
individual ability parameters for test takers (Mislevy 1984, 1985). Many of the 
approaches developed for NAEP were later adopted by other national and interna-
tional surveys, including the Progress in International Reading Literacy Study 
(PIRLS), the Trends in International Mathematics and Science Study (TIMSS), 
PISA, and PIAAC. These surveys are either directly modeled on NAEP or are based 
on other surveys that were themselves NAEP’s direct derivates.
The major design and analytic features shared by these surveys include (a) a bal-
anced incomplete block design that allows broad coverage of content frameworks, 
(b) use of modern psychometric methods to link across the multiple test forms cov-
ering this content, (c) integration of cognitive tests and respondent background data 
using those psychometric methods, and (d) a focus on student (and adult) popula-
tions rather than on individuals as the targets of inference and reporting.
Two related developments should be mentioned. The chapters by Kirsch et al. 
(Chap. 9, this volume) and Rock (Chap. 10, this volume) presented in more detail 
work on the 1984 Young Adult Literacy Study (YALS) and the 1988 National 
Educational Longnitudinal Study, respectively. These studies also use multiple test 
forms and advanced psychometric methods based on IRT. Moreover, YALS was the 
first to apply a multidimensional item response model (Kirsch and Jungeblut 1986).
19.4.3  Validity and Validation
The 1980s saw the culmination of Messick’s landmark unified model (Messick 
1989), which framed validity as a unitary concept. The highlight of the period, 
Messick’s chapter in Educational Measurement, brought together the major strands 
of validity theory, significantly influencing conceptualization and practice through-
out the field.
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Also in this period, research on coaching burgeoned in response to widespread 
public and institutional user concerns (see Powers, Chap. 17, this volume). Notable 
was publication of The Effectiveness of Coaching for the SAT: Review and Reanalysis 
of Research From the Fifties to the FTC (Messick 1980), though many other studies 
were also released (Alderman and Powers 1980; Messick 1982; Powers 1985; 
Powers and Swinton 1984; Swinton and Powers 1983). Other sources of construct- 
irrelevant variance were investigated, particularly test anxiety (Powers 1988). 
Finally, conceptions of fairness became broader still, motivated by concerns over 
the flagging of scores from admissions tests that were administered under nonstan-
dard conditions to students with disabilities; these concerns had been raised most 
prominently by a National Academy of Sciences panel (Sherman and Robinson 
1982). Most pertinent was the 4-year program of research on the meaning and use 
of such test scores for the SAT and GRE General Test that was initiated in response 
to the panel’s report. Results were summarized in the volume Testing Handicapped 
People by Willingham et al. (1988).
19.4.4  Constructed-Response Formats and Performance 
Assessment
Several key publications highlighted this period. Frederiksen’s (1984) American 
Psychologist article “The Real Test Bias: Influences of Testing on Teaching and 
Learning” made the argument for the use of response formats in assessment that 
more closely approximated the processes and outcomes important for success in 
academic and work environments. This classic article anticipated the K–12 perfor-
mance assessment movement of the 1990s and its 2010 resurgence in the Common 
Core Assessments. Also noteworthy were Breland’s (1983) review showing the 
incremental predictive value of essay tasks over multiple-choice measures at the 
postsecondary level and his comprehensive study of the psychometric characteris-
tics of such tasks (Breland et al. 1987). The Breland et al. volume included analyses 
of rater agreement, generalizability, and dimensionality. Finally, while research 
continued on the formulating-hypotheses item type (Ward et al. 1980), the investi-
gation of portfolios also emerged (Camp 1985).
19.4.5  Personal Qualities
Although investigation of cognitive style continued in this period (Goodenough 
et al. 1987; Messick 1987; Witkin and Goodenough 1981), the death of Herman 
Witkin in 1979 removed its intellectual leader and champion, contributing to its 
decline. This decline coincided with a drop in attention to personal qualities research 
more generally, following a shift in ETS management priorities from the very clear 
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think tank orientation of the 1960s and 1970s to a greater focus on research to assist 
existing testing programs and the creation of new ones. That focus remained cen-
tered largely on traditional academic abilities, though limited research proceeded on 
creativity (Baird and Knapp 1981; Ward et al. 1980).
19.4.6  Human Development
Whereas the research on personal qualities noticeably declined, the work on human 
development remained vibrant, at least through the early part of this period, in large 
part due to the availability of external funding and staff members highly skilled at 
attracting it. With a change in management focus, the reassignment of some devel-
opmental staff to other work, and the subsequent departure of the highly prolific 
Michael Lewis, interest began to subside. Still, this period saw a considerable 
amount and diversity of research covering social development (Brooks-Gunn and 
Lewis 1981; Lewis and Feiring 1982), emotional development (Feinman and Lewis 
1983; Lewis and Michalson 1982), cognitive development (Lewis and Brooks-Gunn 
1981a, b; Sigel 1982), sexual development (Brooks-Gunn 1984; Brooks-Gunn and 
Warren 1988), development of Chicano children (Laosa 1980a, 1984), teenage 
motherhood (Furstenberg et al. 1987), perinatal influences (Brooks-Gunn and Hearn 
1982), parental influences (Brody et al. 1986; Laosa 1980b), atypical development 
(Brinker and Lewis 1982; Brooks-Gunn and Lewis 1982), and interventions for 
vulnerable children (Brooks-Gunn et al. 1988; Lee et al. 1988).
19.4.7  Educational Evaluation and Policy Analysis
As with personal qualities, the evaluation of educational programs began to decline 
during this period. In contrast to the work on personal qualities, evaluation activities 
had been almost entirely funded through outside grants and contracts, which dimin-
ished considerably in the 1980s. In addition, the organization’s most prominent 
evaluator, Samuel Ball, departed to take an academic appointment in his native 
Australia. The work that remained investigated the effects of instructional software 
like the IBM Writing to Read program (Murphy and Appel 1984), educational tele-
vision (Murphy 1988), alternative higher education programs (Centra and Barrows 
1982), professional training (Campbell et al. 1982), and the educational integration 
of students with severe disabilities (Brinker and Thorpe 1984).
Whereas funding for evaluation was in decline, support for policy analysis grew. 
Among other things, this work covered finance (Berke et al. 1984), teacher policy 
(Goertz et  al. 1984), education reform (Goertz 1989), gender equity (Lockheed 
1985), and access to and participation in graduate education (Clewell 1987).
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19.4.8  Teacher and Teaching Quality
As with program evaluation, the departure of key staff during this period resulted in 
diminished activity, with only limited attention given to the three dominant lines of 
research of the previous decade: functioning of the NTE (Rosner and Howey 1982), 
classroom observation (Medley and Coker 1987; Medley et al. 1981), and college 
teaching (Centra 1983). Of particular note was Centra and Potter’s (1980) article 
“School and Teacher Effects: An Interrelational Model,” which proposed an early 
structural model for evaluating input and context variables in relation to 
achievement.
19.5  The Years 1990–1999
19.5.1  Psychometric and Statistical Methodology
DIF continued to be an important methodological research focus. In the early part 
of the period, an edited volume, Differential Item Functioning, was released based 
on the 1989 DIF conference (Holland and Wainer 1993). Among other things, the 
volume included research on the Mantel–Haenszel (1959) procedure. Other publi-
cations, including on the standardization method, have had continued impact on 
practice (Dorans and Holland 1993; Dorans et al. 1992). Finally, of note were stud-
ies that placed DIF into model-based frameworks. The use of mixture models 
(Gitomer and Yamamoto 1991; Mislevy and Verhelst 1990; Yamamoto and Everson 
1997), for example, illustrated how to relax invariance assumptions and test DIF in 
generalized versions of item response models.
Among the notable methodological book publications of this period was 
Computer Adaptive Testing: A Primer, edited by Wainer et al. (1990). This volume 
contained several chapters by ETS staff members and their colleagues.
Also worthy of mention was research on extended IRT models, which resulted in 
several major developments. Among these developments were the generalized par-
tial credit model (Muraki 1992), extensions of mixture IRT models (Bennett et al. 
1991; Gitomer and Yamamoto 1991; Yamamoto and Everson 1997), and models that 
were foundational for subsequent generalized modeling frameworks. Several chap-
ters in the edited volume Test Theory for a New Generation of Tests (Frederiksen 
et al. 1993) described developments around these extended IRT models.
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19.5.2  Large-Scale Survey Assessments of Student and Adult 
Populations
NAEP entered its second decade with the new design and analysis methodology 
introduced by ETS. Articles describing these methodological innovations were pub-
lished in a special issue of the Journal of Educational Statistics (Mislevy et  al. 
1992b; Yamamoto and Mazzeo 1992). Many of these articles remain standard refer-
ences, used as a basis for extending the methods and procedures of group-score 
assessments. In addition, Mislevy (1991, 1993a, b) continued work on related 
issues.
A significant extension to the large-scale assessment work was a partnership 
with Statistics Canada that resulted in development of the International Adult 
Literacy Survey (IALS). IALS collected data in 23 countries or regions of the world, 
7 in 1994 and an additional 16 in 1996 and 1998 (Kirsch et al., Chap. 9, this vol-
ume). Also in this period, ETS research staff helped the International Association 
for the Evaluation of Educational Achievement (IEA) move the TIMSS 1995 and 
1999 assessments to a more general IRT model, later described by Yamamoto and 
Kulick (2002). Finally, this period saw the beginning of the Early Childhood 
Longitudinal Study, Kindergarten Class of 1998–1999 (ECLS-K), which followed 
students through the eighth grade (Rock, Chap. 10, this volume).
19.5.3  Validity and Validation
Following the focus on constructs advocated by Messick’s (1989) chapter, the 1990s 
saw a shift in thinking that resulted in concerted attempts to ground assessment 
design in domain theory, particularly in domains in which design had been previ-
ously driven by content frameworks. Such theories often offered a deeper and 
clearer description of the cognitive components that made for domain proficiency 
and the relationships among the components. A grounding in cognitive-domain 
theory offered special advantages for highly interactive assessments like simula-
tions because of the expense involved in their development, which increased dra-
matically without the guidance provided by theory for task creation and scoring. 
From Messick (1994a), and from work on an intelligent tutoring system that com-
bined domain theory with rigorous probability models (Gitomer et al. 1994), the 
foundations of evidence-centered design (ECD) emerged (Mislevy 1994, 1996). 
ECD, a methodology for rigorously reasoning from assessment claims to task 
development, and from item responses back to claims, is now used throughout the 
educational assessment community as a means of creating a stronger validity argu-
ment a priori.
During this same period, other investigators explored how to estimate predictive 
validity coefficients by taking into account differences in grading standards across 
college courses (Ramist et al. 1994). Finally, fairness for population groups remained 
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in focus, with continued attention to admissions testing for students with disabilities 
(Bennett 1999) and release of the book Gender and Fair Assessment by Willingham 
and Cole (1997), which comprehensively examined the test performance of males 
and females to identify potential sources of unfairness and possible solutions.
19.5.4  Constructed-Response Formats and Performance 
Assessment
At both the K–12 and postsecondary levels, interest in moving beyond multiple- 
choice measures was widespread. ETS work reflected that interest and, in turn, con-
tributed to it. Highlights included Messick’s (1994a) paper on evidence and 
consequences in the validation of performance assessments, which provided part of 
the conceptual basis for the invention of ECD, and publication of the book 
Construction Versus Choice in Cognitive Measurement (Bennett and Ward 1993), 
framing the breadth of issues implicated in the use of non-multiple-choice formats.
In this period, many aspects of the functioning of constructed-response formats 
were investigated, including construct equivalence (Bennett et al. 1991; Bridgeman 
1992), population invariance (Breland et al. 1994; Bridgeman and Lewis 1994), and 
effects of allowing test takers choice in task selection (Powers and Bennett 1999). 
Work covered a variety of presentation and response formats, including formulating 
hypotheses (Bennett and Rock 1995), portfolios (Camp 1993; LeMahieu et  al. 
1995), and simulations for occupational and professional assessment (Steinberg and 
Gitomer 1996).
Appearing in this decade were ETS’s first attempts at automated scoring, includ-
ing of computer science subroutines (Braun et al. 1990), architectural designs (Bejar 
1991), mathematical step-by-step solutions and expressions (Bennett et al. 1997; 
Sebrechts et al. 1991), short-text responses (Kaplan 1992), and essays (Kaplan et al. 
1995). By the middle of the decade, the work on scoring architectural designs had 
been implemented operationally as part of the National Council of Architectural 
Registration Board’s Architect Registration Examination (Bejar and Braun 1999). 
Also introduced at the end of the decade into the Graduate Management Admission 
Test was the e-rater® automated scoring engine, an approach to automated essay 
scoring (Burstein et al. 1998). The e-rater scoring engine continues to be used oper-
ationally for the GRE General Test Analytical Writing Assessment, the TOEFL® 
test, and other examinations.
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19.5.5  Personal Qualities
Interest in this area had been in decline since the 1980s. The 1990s brought an end 
to the cognitive styles research, with only a few publications released (Messick 
1994b, 1996). Some research on creativity continued (Bennett and Rock 1995; 
Enright et al. 1998).
19.5.6  Human Development
As noted, work in this area also began to decline in the 1980s. The 1990s saw inter-
est diminish further with the departure of Jeanne Brooks-Gunn, whose extensive 
publications covered an enormous substantive range. Still, a significant amount of 
research was completed, including on parental influences and beliefs (Sigel 1992), 
representational competence (Sigel 1999), the distancing model (Sigel 1993), the 
development of Chicano children (Laosa 1990), and adolescent sexual, emotional, 
and social development (Brooks-Gunn 1990).
19.5.7  Education Policy Analysis
This period saw the continuation of a vibrant program of policy studies. Multiple 
areas were targeted, including finance (Barton et al. 1991), teacher policy (Bruschi 
and Coley 1999), education reform (Barton and Coley 1990), education technology 
(Coley et al. 1997), gender equity (Clewell et al. 1992), education and the economy 
(Carnevale 1996; Carnevale and DesRochers 1997), and access to and participation 
in graduate education (Ekstrom et al. 1991; Nettles 1990).
19.5.8  Teacher and Teaching Quality
In this period, a resurgence of interest occurred due to the need to build the founda-
tion for the PRAXIS® program, which replaced the NTE. An extensive series of 
surveys, job analyses, and related studies was conducted to understand the knowl-
edge, skills, and abilities required for newly licensed teachers (Reynolds et al. 1992; 
Tannenbaum 1992; Tannenbaum and Rosenfeld 1994). As in past decades, work 
was done on classroom performance (Danielson and Dwyer 1995; Powers 1992), 
some of which supplied the initial foundation for the widely used Framework for 
Teaching Evaluation Instrument (Danielson 2013).
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19.6  The Years 2000–2009
19.6.1  Psychometric and Statistical Methodology
The first decade of the current century saw increased application of Bayesian meth-
ods in psychometric research, in which staff members continued ETS’s tradition of 
integrating advances in statistics with educational and psychological measurement. 
Among the applications were posterior predictive checks (Sinharay 2003), a method 
not unlike the frequentist resampling and resimulation studied in the late 1990s 
(M. von Davier 1997), as well as the use of Bayesian networks to specify complex 
measurement models (Mislevy et al. 2000). Markov chain Monte Carlo methods 
were employed to explore the comprehensive estimation of measurement and struc-
tural models in modern IRT (Johnson and Jenkins 2005) but, because of their com-
putational requirements, currently remain limited to small- to medium-sized 
applications.
Alternatives to these computationally demanding methods were considered to 
enable the estimation of high-dimensional models, including empirical Bayes meth-
ods and approaches that utilized Monte Carlo integration, such as the stochastic EM 
algorithm (M. von Davier and Sinharay 2007).
These studies were aimed at supporting the use of explanatory IRT applications 
taking the form of a latent regression that includes predictive background variables 
in the structural model. Models of this type are used in the NAEP, PISA, PIAAC, 
TIMSS, and PIRLS assessments, which ETS directly or indirectly supported. 
Sinharay and von Davier (2005) also presented extensions of the basic numerical 
integration approach to data having more dimensions. Similar to Johnson and 
Jenkins (2005), who proposed a Bayesian hierarchical model for the latent regres-
sion, Li et al. (2009) examined the use of hierarchical linear (or multilevel) exten-
sions of the latent regression approach.
The kernel equating procedures proposed earlier by Holland and Thayer (1989; 
also Holland et al. 1989) were extended and designs for potential applications were 
described in The Kernel Method of Test Equating by A. A. von Davier, Holland, and 
Thayer (2004). The book’s framework for observed-score equating encapsulates 
several well-known classical methods as special cases, from linear to equipercentile 
approaches.
A major reference work was released, titled Handbook of Statistics: Vol. 26. 
Psychometrics and edited by Rao and Sinharay (2006). This volume contained close 
to 1200 pages and 34 chapters reviewing state-of-the-art psychometric modeling. 
Sixteen of the volume’s chapters were contributed by current or former ETS staff 
members.
The need to describe test-taker strengths and weaknesses has long motivated the 
reporting of subscores on tests that were primarily designed to provide a single 
score. Haberman (2008) presented the concept of proportional reduction of mean 
squared errors, which allows an evaluation of whether subscores are technically 
defensible. This straightforward extension of classical test theory derives from a 
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formula introduced by Kelley (1927) and provides a tool to check whether a sub-
score is reliable enough to stand on its own or whether the true score of the subscore 
under consideration would be better represented by the observed total score. 
(Multidimensional IRT was subsequently applied to this issue by Haberman and 
Sinharay 2010, using the same underlying argument.)
Also for purposes of better describing test-taker strengths and weaknesses, gen-
eralized latent variable models were explored, but with the intention of application 
to tests designed to measure multiple dimensions. Apart from the work on Bayesian 
networks (Mislevy and Levy 2007; Mislevy et  al. 2003), there were significant 
extensions of approaches tracing back to the latent class models of earlier decades 
(Haberman 1988) and to the rule space model (Tatsuoka 1983). Among these exten-
sions were developments around the reparameterized unified model (DiBello et al. 
2006), which was shown to partially alleviate the identification issues of the earlier 
unified model, as well as around the general diagnostic model (GDM; M. von 
Davier 2008a). The GDM was shown to include many standard and extended IRT 
models, as well as several diagnostic models, as special cases (M. von Davier 2008a, 
b). The GDM has been successfully applied to the TOEFL iBT® test, PISA, NAEP, 
and PIRLS data in this as well as in the subsequent decade (M. von Davier 2008a; 
Oliveri and von Davier 2011, 2014; Xu and von Davier 2008). Other approaches 
later developed outside of ETS, such as the log-linear cognitive diagnostic model 
(LCDM; Henson et al. 2009), can be directly traced to the GDM (e.g., Rupp et al. 
2010) and have been shown to be a special case of the GDM (M. von Davier 2014).
19.6.2  Large-Scale Survey Assessments of Student and Adult 
Populations
As described by Rock (Chap. 10, this volume), the Early Childhood Longitudinal 
Study continued through much of this decade, with the last data collection in the 
eighth grade, taking place in 2007. Also, recent developments in the statistical pro-
cedures used in NAEP were summarized and future directions described (M. von 
Davier et al. 2006).
A notable milestone was the Adult Literacy and Lifeskills (ALL) assessment, 
conducted in 2003 and 2006–2008 (Kirsch et al., Chap. 9, this volume). ALL was a 
household-based, international comparative study designed to provide participating 
countries with information about the literacy and numeracy skills of their adult pop-
ulations. To accomplish this goal, ALL used nationally representative samples of 
16- to 65-year-olds.
In this decade, ETS staff members completed a multicountry feasibility study for 
PISA of computer-based testing in multiple languages (Lennon, Kirsch, von Davier, 
Wagner, and Yamamoto 2003) and a report on linking and linking stability (Mazzeo 
and von Davier 2008).
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Finally, in 2006, ETS and IEA established the IEA/ETS research institute (IERI), 
which promotes research on large-scale international skill surveys, publishes a 
 journal, and provides training around the world through workshops on statistical 
and psychometric topics (Wagemaker and Kirsch 2008).
19.6.3  Validity and Validation
In the 2000s, Mislevy and colleagues elaborated the theory and generated additional 
prototypic applications of ECD (Mislevy et al. 2003, 2006), including proposing 
extensions of the methodology to enhance accessibility for individuals from special 
populations (Hansen and Mislevy 2006). Part of the motivation behind ECD was the 
need to more deeply understand the constructs to be measured and to use that under-
standing for assessment design. In keeping with that motivation, the beginning of 
this period saw the release of key publications detailing construct theory for achieve-
ment domains, which feed into the domain analysis and modeling aspects of 
ECD. Those publications concentrated on elaborating the construct of communica-
tive competence for the TOEFL computer-based test (CBT), comprising listening, 
speaking, writing, and reading (Bejar et al. 2000; Butler et al. 2000; Cumming et al. 
2000; Enright et  al. 2000). Toward the end of the period, the Cognitively Based 
Assessment of, for, and as Learning (CBAL®) initiative (Bennett and Gitomer 2009) 
was launched. This initiative took a similar approach to construct definition as 
TOEFL CBT but, in CBAL’s case, to the definition of English language arts and 
mathematics constructs for elementary and secondary education.
At the same time, the communication of predictive validity results for postsec-
ondary admissions tests was improved. Building upon earlier work, Bridgeman and 
colleagues showed how the percentage of students who achieved a given grade point 
average increased as a function of score level, a more easily understood depiction 
than the traditional validity coefficient (Bridgeman et al. 2008). Also advanced was 
the research stream on test anxiety, one of several potential sources of irrelevant 
variance (Powers 2001).
Notable too was the increased attention given students from special populations. 
For students with disabilities, two research lines dominated, one related to testing 
and validation concerns that included but went beyond the postsecondary admis-
sions focus of the 1980s and 1990s (Ekstrom and Smith 2002; Laitusis et al. 2002), 
and the second on accessibility (Hansen et  al. 2004; Hansen and Mislevy 2006; 
Hansen et al. 2005). For English learners, topics covered accessibility (Hansen and 
Mislevy 2006; Wolf and Leon 2009), accommodations (Young and King 2008), 
validity frameworks and assessment guidelines (Pitoniak et al. 2009; Young 2009), 
and instrument and item functioning (Martiniello 2009; Young et al. 2008).
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19.6.4  Constructed-Response Formats and Performance 
Assessment
Using ECD, several significant computer-based assessment prototypes were devel-
oped, including for NAEP (Bennett et al. 2007) and for occupational and profes-
sional assessment (Mislevy et al. 2002). The NAEP Technology-Rich Environments 
project was significant because assessment tasks involving computer simulations 
were administered to nationally representative samples of students and because it 
included an analysis of students’ solution processes. This study was followed by 
NAEP’s first operational technology-based component, the Interactive Computer 
Tasks, as part of the 2009 science assessment (U.S. Department of Education, n.d.-
a). Also of note was the emergence of research on games and assessment (Shute 
et al. 2008, 2009).
With the presentation of constructed-response formats on computer came added 
impetus to investigate the effect of computer familiarity on performance. That issue 
was explored for essay tasks in NAEP (Horkay et al. 2006) as well as for the entry 
of complex expressions in mathematical reasoning items (Gallagher et al. 2002).
Finally, attention to automated scoring increased considerably. Streams of 
research on essay scoring and short-text scoring expanded (Attali and Burstein 
2006; Leacock and Chodorow 2003; Powers et al. 2002; Quinlan et al. 2009), a new 
line on speech scoring was added (Zechner et al. 2007, 2009), and publications were 
released on the grading of graphs and mathematical expressions (Bennett et  al. 
2000).
19.6.5  Personal Qualities
Although it almost disappeared in the 1990s, ETS’s interest in this topic reemerged 
following from the popularization of so-called noncognitive constructs in educa-
tion, the workplace, and society at large (Goleman 1995). Two highly visible topics 
accounted for a significant portion of the research effort, one being emotional intel-
ligence (MacCann and Roberts 2008; MacCann et al. 2008; Roberts et al. 2006) and 
the other stereotype threat (Stricker and Bejar 2004; Stricker and Ward 2004), the 
notion that concern about a negative belief as to the ability of one’s demographic 
group might adversely affect test performance.
19.6.6  Human Development
With the death of Irving Sigel in 2006, the multidecade history of contributions to 
this area ended. Before his death, however, Sigel continued to write actively on the 
distancing model, representation, parental beliefs, and the relationship between 
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research and practice generally (Sigel 2000, 2006). Notable in this closing period 
was publication of his coedited Child Psychology in Practice, volume 4 of the 
Handbook of Child Psychology (Renninger and Sigel 2006).
19.6.7  Education Policy Analysis
Work in this area increased considerably. Several topics stood out for the attention 
given them. In elementary and secondary education, the achievement gap (Barton 
2003), gender equity (Coley 2001), the role of the family (Barton and Coley 2007), 
and access to advanced course work in high school (Handwerk et al. 2008) were 
each examined. In teacher policy and practice, staff examined approaches to teacher 
preparation (Wang et  al. 2003) and the quality of the teaching force (Gitomer 
2007b).
With respect to postsecondary populations, new analyses were conducted of data 
from the adult literacy surveys (Rudd et al. 2004; Sum et al. 2002), and access to 
graduate education was studied (Nettles and Millett 2006). A series of publications 
by Carnevale and colleagues investigated the economic value of education and its 
equitable distribution (Carnevale and Fry 2001, 2002; Carnevale and Rose 2000). 
Among the many policy reports released, perhaps the highlight was America’s 
Perfect Storm (Kirsch et al. 2007), which wove labor market trends, demographics, 
and student achievement into a social and economic forecast that received interna-
tional media attention.
19.6.8  Teacher and Teaching Quality
Notable in this period were several lines of research. One centered on the function-
ing and impact of the certification assessments created by ETS for the National 
Board of Professional Teaching Standards (Gitomer 2007a; Myford and Engelhard 
2001), which included the rating of video-recorded classroom performances. A sec-
ond line more generally explored approaches for the evaluation of teacher effective-
ness and teaching quality (Gitomer 2009; Goe et al. 2008; Goe and Croft 2009) as 
well as the link between teaching quality and student outcomes (Goe 2007). 
Deserving special mention was Braun’s (2005) report “Using Student Progress to 
Evaluate Teachers: A Primer on Value-Added Models,” which called attention to the 
problems with this approach. Finally, a third work stream targeted professional 
development, including enhancing teachers’ formative assessment practices 
(Thompson and Goe 2009; Wylie et al. 2009).
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19.7  The Years 2010–2016
19.7.1  Psychometric and Statistical Methodology
Advances in computation have historically been an important driver of psychomet-
ric developments. In this period, staff members continued to create software pack-
ages, particularly for complex multidimensional analyses. One example was 
software for the operational use of multidimensional item response theory (MIRT) 
for simultaneous linking of multiple assessments (Haberman 2010). Another exam-
ple was software for the operational use of the multidimensional discrete latent-trait 
model for IRT (and MIRT) calibration and linking (M. von Davier and Rost 2016). 
This software is used extensively for PIAAC and PISA.
Whereas software creation has constituted a continued line of activity, research 
on how to reduce computational burden has also been actively pursued. Of note in 
this decade was the use of graphical modeling frameworks to reduce the calcula-
tions required for complex multidimensional estimation. Rijmen (2010) as well as 
Rijmen et al. (2014) showed how these advances can be applied in large-scale test-
ing applications, producing research software for that purpose. On a parallel track, 
von Davier (2016) described the use of all computational cores of a workstation or 
server to solve measurement problems in many dimensions more efficiently and to 
analyze the very large data sets coming from online testing and large-scale assess-
ments of national or international populations.
In the same way as advances in computing have spurred methodological innova-
tion, those computing advances have made the use of new item response types more 
feasible (Bejar, Chap. 18, this volume). Such response types have, in turn, made 
new analytic approaches necessary. Research has examined psychometric models 
and latent-trait estimation for items with multiple correct choices, self-reports using 
anchoring vignettes, data represented as multinomial choice trees, and responses 
collected from interactive and simulation tasks (Anguiano-Carrasco et  al. 2015; 
Khorramdel and von Davier 2014), in the last case including analysis of response 
time and solution process.
Notable methodological publications collected in edited volumes in this period 
covered linking (von Davier 2011), computerized multistage testing (Yan et  al. 
2014), and international large-scale assessment methodology (Rutkowski et  al. 
2013). In addition, several contributions appeared by ETS authors in a three-volume 
handbook on IRT (Haberman 2016; von Davier and Rost 2016). Chapters by other 
researchers detail methods and statistical tools explored while those individuals 
were at ETS (e.g., Casabianca and Junker 2016; Moses 2016; Sinharay 2016).
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19.7.2  Large-Scale Survey Assessments of Student and Adult 
Populations
In this second decade of the twenty-first century, the work of many research staff 
members was shaped by the move to computer-based, large-scale assessment. ETS 
became the main contractor for the design, assessment development, analysis, and 
project management of both PIAAC and PISA. PIAAC was fielded in 2012 as a 
multistage adaptive test (Chen et al. 2014b). In contrast, PISA 2015 was adminis-
tered as a linear test with three core domains (science, mathematics, and reading), 
one innovative assessment domain (collaborative problem solving), and one optional 
domain (financial literacy).
NAEP also fielded computer-based assessments in traditional content domains 
and in domains that would not be suitable for paper-and-pencil administration. 
Remarkable were the delivery of the 2011 NAEP writing assessment on computer 
(U.S. Department of Education, n.d.-b) and the 2014 Technology and Engineering 
Literacy assessment (U.S. Department of Education, n.d.-c). The latter assessment 
contained highly interactive simulation tasks involving the design of bicycle lanes 
and the diagnosis of faults in a water pump. A large pilot study exploring multistage 
adaptive testing was also carried out (Oranje and Ye 2013) as part of the transition 
of all NAEP assessments to administration on computers.
Finally, ETS received the contract for PISA 2018, which will also entail the use 
of computer-based assessments in both traditional and nontraditional domains.
19.7.3  Validity and Validation
The work on construct theory in achievement domains for elementary and second-
ary education that was begun in the prior decade continued with publications in the 
English language arts (Bennett et  al. 2016; Deane et  al. 2015; Deane and Song 
2015; Sparks and Deane 2015), mathematics (Arieli-Attali and Cayton-Hodges 
2014; Graf 2009), and science (Liu et  al. 2013). These publications detailed the 
CBAL competency, or domain, models and their associated learning progressions, 
that is, the pathways most students might be expected to take toward domain com-
petency. Also significant was the Reading for Understanding project, which refor-
mulated and exemplified the construct of reading comprehension for the digital age 
(Sabatini and O’Reilly 2013). Finally, a competency model was released for teach-
ing (Sykes and Wilson 2015), intended to lay the foundation for a next generation of 
teacher licensure assessment.
In addition to domain modeling, ETS’s work in validity theory was extended in 
several directions. The first direction was through further development of ECD, in 
particular its application to educational games (Mislevy et  al. 2014). A second 
direction resulted from the arrival of Michael Kane, whose work on the argument- 
based approach added to the research program very substantially (Kane 2011, 2012, 
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2016). Finally, fairness and validity were combined in a common framework by Xi 
(2010).
Concerns for validity and fairness continued to motivate a wide-ranging research 
program directed at students from special populations. For those with disabilities, 
topics included accessibility (Hansen et al. 2012; Stone et al. 2016), accommoda-
tions (Cook et al. 2010), instrument and item functioning (Buzick and Stone 2011; 
Steinberg et  al. 2011), computer-adaptive testing (Stone et  al. 2013; Stone and 
Davey 2011), automated versus human essay scoring (Buzick et al. 2016), and the 
measurement of growth (Buzick and Laitusis 2010a, b). For English learners, topics 
covered accessibility (Guzman-Orth et al. 2016; Young et al. 2014), accommoda-
tions (Wolf et al. 2012a, b), instrument functioning (Gu et al. 2015; Young et al. 
2010), test use (Lopez et al. 2016; Wolf and Farnsworth 2014; Wolf and Faulkner- 
Bond 2016), and the conceptualization of English learner proficiency assessment 
systems (Hauck et al. 2016; Wolf et al. 2016).
19.7.4  Constructed-Response Formats and Performance 
Assessment
As a consequence of growing interest in education, the work on games and assess-
ment that first appeared at the end of the previous decade dramatically increased 
(Mislevy et al. 2012, 2014, 2016; Zapata-Rivera and Bauer 2012).
Work on automated scoring also grew substantially. The focus remained on 
response types from previous periods, such as essay scoring (Deane 2013a, b), short 
answer scoring (Heilman and Madnani 2012), speech scoring (Bhat and Yoon 2015; 
Wang et  al. 2013), and mathematical responses (Fife 2013). However, important 
new lines of work were added. One such line, made possible by computer-based 
assessment, was the analysis of keystroke logs generated by students as they 
responded to essays, simulations, and other performance tasks (Deane and Zhang 
2015; He and von Davier 2015, 2016; Zhang and Deane 2015). This analysis began 
to open a window into the processes used by students in problem solving. A second 
line, also made possible by advances in technology, was conversation-based assess-
ment, in which test takers interact with avatars (Zapata-Rivera et al. 2014). Finally, 
a work stream was initiated on “multimodal assessment,” incorporating analysis of 
test-taker speech, facial expression, or other behaviors (Chen et al. 2014a, c).
19.7.5  Personal Qualities
While work on emotional intelligence (MacCann et al. 2011; MacCann et al. 2010; 
Roberts et al. 2010), and stereotype threat (Stricker and Rock 2015) continued, this 
period saw a significant broadening to a variety of noncognitive constructs and their 
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applications. Research and product development were undertaken in education 
(Burrus et al. 2011; Lipnevich and Roberts 2012; Oliveri and Ezzo 2014) as well as 
for the workforce (Burrus et al. 2013; Naemi et al. 2014).
19.7.6  Education Policy Analysis
Although the investigation of economics and education had diminished due to 
the departure of Carnevale and his colleagues, attention to a wide range of policy 
problems continued. Those problems related to graduate education (Wendler et al. 
2010), minority representation in teaching (Nettles et  al. 2011), developing and 
implementing teacher evaluation systems (Goe et  al. 2011), testing at the pre-K 
level (Ackerman and Coley 2012), achievement gaps in elementary and secondary 
education (Barton and Coley 2010), and parents opting their children out of state 
assessment (Bennett 2016).
A highlight of this period was the release of two publications from the ETS 
Opportunity Project. The publications, “Choosing Our Future: A Story of 
Opportunity in America” (Kirsch et al. 2016) and “The Dynamics of Opportunity in 
America” (Kirsch and Braun 2016), comprehensively analyzed and directed atten-
tion toward issues of equality, economics, and education in the United States.
19.7.7  Teacher and Teaching Quality
An active and diverse program of investigation continued. Support was provided for 
testing programs, including an extensive series of job analyses for revising PRAXIS 
program assessments (Robustelli 2010) as well as work toward the development of 
new assessments (Phelps and Howell 2016; Sykes and Wilson 2015). The general 
topic of teacher evaluation remained a constant focus (Gitomer and Bell 2013; Goe 
2013; Turkan and Buzick 2016), including continued investigation into implement-
ing it through classroom observation (Casabianca et al. 2013; Lockwood et al. 2015; 
Mihaly and McCaffrey 2014) and value-added modeling (Buzick and Jones 2015; 
McCaffrey 2013; McCaffrey et al. 2014). Researchers also explored the impact of 
teacher characteristics and teaching practices on student achievement (Liu et  al. 
2010), the effects of professional development on teacher knowledge (Bell et al. 
2010), and the connection between teacher evaluation and professional learning 
(Goe et al. 2012). One highlight of the period was release of the fifth edition of 
AERA’s Handbook of Research on Teaching (Gitomer and Bell 2016), a compre-
hensive reference for the field. A second highlight was How Teachers Teach: 
Mapping the Terrain of Practice (Sykes and Wilson 2015), which, as noted earlier, 
laid out a conceptualization of teaching in the form of a competency model.
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19.8  Discussion
As the previous sections might suggest, the history of ETS research is marked by 
both constancy and changes in focus. The constancy can be seen in persistent 
 attention to problems at the core of educational and psychological measurement. 
Those problems have centered on developing and improving the psychometric and 
statistical methodology that helps connect observations to inferences about indi-
viduals, groups, and institutions. In addition, the problems have centered on evalu-
ating those inferences—that is, the theory, methodology, and practice of 
validation.
The changes in focus across time have occurred both within these two persis-
tently pursued areas and among those areas outside of the measurement core. For 
example, Kane and Bridgeman (Chap. 16, this volume) documented in detail the 
progression that has characterized ETS’s validity research, and multiple chapters 
did the same for the work on psychometrics and statistics. In any event, the empha-
sis given these core areas remained strong throughout ETS’s history.
As noted, other areas experienced more obvious peaks and valleys. Several of 
these areas did not emerge as significant research programs in their own right until 
considerably after ETS was established. That characterization would be largely true, 
for example, of human development (beginning in the 1970s), educational evalua-
tion (1970s), large-scale assessment/adult literacy/longitudinal studies (1970s), and 
policy analysis (1980s), although there were often isolated activities that preceded 
these dates. Once an area emerged, it did not necessarily persist, the best examples 
being educational evaluation, which spanned the 1970s to 1980s, and human devel-
opment, which began at a similar time point, declined through the late 1980s and 
1990s, and reached its denouement in the 2000s.
Still other areas rose, fell, and rose again. Starting with the founding of ETS, 
work on personal qualities thrived for three decades, all but disappeared in the 
1980s and 1990s, and returned by the 2000s close to its past levels, but this time 
with the added focus of product development. The work on constructed-response 
formats and performance assessment also began early on and appeared to go dor-
mant in the 1970s, only to return in the 1980s. In the 1990s, the emphasis shifted 
from a focus on paper-and-pencil measurement to presentation and scoring by 
computer.
What drove the constancy and change over the decades? The dynamics were 
most likely due to a complex interaction among several factors. One factor was 
certainly the influence of the external environment, including funding, federal edu-
cation policy, public opinion, and the research occurring in the field. That environ-
ment, in turn, affected (and was affected by) the areas of interest and expertise of 
those on staff who, themselves, had impact on research directions. Finally the inter-
ests of the organization’s management were affected by the external environment 
and, in turn, motivated actions that helped determine the staff composition and 
research priorities.
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Aside from the changing course of research over the decades, a second striking 
characteristic is the vast diversity of the work. At its height, this diversity arguably 
rivaled that found in the psychology and education departments of major research 
universities anywhere in the world. Moreover, in some areas—particularly in psy-
chometrics and statistics—it was often considerably deeper.
This breadth and depth led to substantial innovation, as this chapter has 
 highlighted and the prior ones have detailed. That innovation was often highly theo-
retical—as in Witkin and Goodenough’s (1981) work on cognitive styles, Sigel’s 
(1990) distancing theory, Lord and Novick’s (1968) seminal volume on IRT, 
Messick’s (1989) unified conception of validity, Mislevy’s (1994, 1996) early work 
on ECD, Deane et al.’s (2015) English language arts competency model, and Sykes 
and Wilson’s (2015) conceptions of teaching practice. But that innovation was also 
very often practical—witness the in-basket test (Frederiksen et al. 1957), LISREL 
(Jöreskog and van Thillo 1972), the EM algorithm (Dempster et al. 1977), Lord’s 
(1980) “Applications of Item Response Theory to Practical Testing Problems,” the 
application of Mantel–Haenszel to DIF (Holland and Thayer 1988), the plausible-
values solution to the estimation of population performance in sample surveys 
(Mislevy et al. 1992a), and e-rater (Burstein et al. 1998). These innovations were 
not only useful but used, in all the preceding cases widely employed in the measure-
ment community, and in some cases used throughout the sciences.
Of no small consequence is that ETS innovations—theory and practical develop-
ment—were employed throughout the organization’s history to support, challenge, and 
improve the technical quality of its testing programs. Among other things, the chal-
lenges took the form of a continuing program of validity research to identify and address 
construct-irrelevant influences, for example, test anxiety, coaching, stereotype threat, 
lack of computer familiarity, English language complexity in content assessments, and 
accessibility—which might unfairly affect the performance of individuals and groups.
A final observation is that research was used not only for the generation of theory 
and of practical solutions in educational and psychological studies but also for help-
ing government officials and the public address important policy problems. The 
organization’s long history of contributions to informing policy are evident in its 
roles with respect to the Equality of Educational Opportunity Study (Beaton 1968); 
the evaluation of Sesame Street (Ball and Bogatz 1970); the Head Start, early child-
hood, and high school longitudinal studies; the adult literacy studies; NAEP, PISA, 
and PIAAC; and the many policy analyses of equity and opportunity in the United 
States (Kirsch et al. 2007; Kirsch and Braun 2016).
We close this chapter, and the book, by returning to the concept of a nonprofit 
measurement organization as outlined by Bennett (Chap. 1, this volume). In that 
conception, the organization’s raison d’être is public service. Research plays a fun-
damental role in realizing that public service obligation to the extent that it helps 
advance educational and psychological measurement as a field, acts as a mechanism 
for enhancing (and routinely challenging) the organization’s testing programs, and 
helps contribute to the solution of big educational and social challenges. We would 
assert that the evidence presented indicates that, taken over its almost 70-year 
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 history, the organization’s research activities have succeeded in filling that funda-
mental role.
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