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Abstract
We propose a new, unified approach to solving jump-diffusion partial integro-
differential equations (PIDEs) that often appear in mathematical finance. Our method
consists of the following steps. First, a second-order operator splitting on financial pro-
cesses (diffusion and jumps) is applied to these PIDEs. To solve the diffusion equation,
we use standard finite-difference methods, which for multi-dimensional problems could
also include splitting on various dimensions. For the jump part, we transform the
jump integral into a pseudo-differential operator. Then for various jump models we
show how to construct an appropriate first and second order approximation on a grid
which supersets the grid that we used for the diffusion part. These approximations
make the scheme to be unconditionally stable in time and preserve positivity of the
solution which is computed either via a matrix exponential, or via Pa´de approximation
of the matrix exponent. Various numerical experiments are provided to justify these
results.
1 Introduction
Partial integro-differential equations (PIDEs) naturally appear in mathematical finance if
an underlying stochastic process is assumed to be a combination of diffusion and jumps.
∗Opinions expressed in this paper are those of the author, and do not necessarily reflect the views of
Numerix LLC.
1
ar
X
iv
:1
30
4.
31
59
v3
  [
q-
fin
.C
P]
  1
2 A
pr
 20
14
A wide class of Le´vy processes fall into this category. In modern popular models such as
stochastic volatility or, e.g., hybrid models, jumps could accompany any stochastic factor,
thus increasing the overall complexity of the problem. For more details about jump-diffusion
processes, see Cont and Tankov (2004), Sato (1999).
Unsurprisingly, most of these PIDEs cannot be solved in closed form. At the same time, a
numerical counterpart must be efficient. This is especially important if such a jump-diffusion
model is used not only for pricing (given the values of the model parameters), but for their
calibration as well. While the solution of the diffusion part (PDE) has been numerously
discussed in the literature and various methods were proposed (see, e.g., Andersen and
Andreasen (2000), Brennan and Schwartz (1978), Cont and Voltchkova (2003), Duffy (2006),
Hout and Foulon (2010), Tavella and Randall (2000)), little can be found for the jump part,
which according to the Le´vy-Khinchine formula is represented by a non-local integral.
In this paper we also do not consider jump-diffusion models where the characteristic
function (CF) is known in closed form, since then transform methods (FFT, cosine, wavelets
etc.) seem to be the most efficient ones. We draw our attention to some particular settings
where both the CF and pdf of the diffusion part are not known, while for the jump part
the CF can be obtained in closed form. Various popular models are collected under such
an umbrella, i.e. local volatility models with jumps, local stochastic volatility models with
jumps, etc.
A number of methods were proposed to address the construction of an efficient algo-
rithm for solving these type of PIDEs, see Carr and Mayo (2007), Itkin and Carr (2012),
Strauss (2006) and references therein as well as discussion of problems related to their im-
plementation. In particular, they include a discretization of the PIDE that is implicit in
the differential terms and explicit in the integral term (Cont and Voltchkova (2003)), Picard
iterations for computing the integral equation (d’Halluin et al. (2005a, 2004)) and a second-
order accurate, unconditionally-stable operator splitting (ADI) method that does not require
an iterative solution of an algebraic equation at each time step (Andersen and Andreasen
(2000)). Various forms of operator splitting technique were also used for this purpose (Itkin
and Carr (2012)). In this paper, we will review operator splitting on financial processes in
more detail.
Assuming that an efficient discretization of the PIDE in time was properly chosen, the
remaining problem is a fast computation of the jump integral, as it was observed to be
relatively expensive. We mention three different approaches to numerical computation of
this integral.1
The first approach assumes a direct approximation of the integral on an appropriate grid
and then applies some standard quadrature method, such as Simpson’s rule or Gaussian
quadrature. This approach may be computationally expensive for two reasons. First, usually
the “jump” grid is not the same as the “diffusion” grid. Therefore, after the integral is
computed, its values at the jump grid should be re-interpolated to the diffusion grid. Second,
the integral is defined on an infinite domain, so either the domain has to be truncated or a
non-uniform grid has to be used. Moreover, the complexity becomes greater if an implicit
1For some models it can be computed analytically, so in what follows we do not take these models into
account.
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discretization of the integral is used, because it requires the solution of a dense system of
linear equations of a large size. Therefore, most often an explicit discretization is utilized,
which brings some constraints on the time steps to guarantee stability of the scheme.
However, an exponential change of variables reduces the expense of evaluating the integral
at all points. This change converts the integral term into a correlation integral, which can be
evaluated at all the grid points simultaneously using a Fast Fourier Transform (FFT). This
approach has been suggested by many authors (Andersen and Andreasen (2000), Tavella and
Randall (2000), Wilmott (1998)). Still, this could be expensive because a large number of
FFT nodes may be required for better accuracy. Another issue is that using FFT to compute
a product of matrix A and vector requires A to be circulant, while the matrix obtained after
discretization of the jump integral is not of that type. Therefore, a direct (naive) usage
of FFT for this purpose produces undesirable so-called “wrap-around” errors. A common
technique to eliminate these errors is to embed A, which is actually a Toeplitz matrix, into
a circulant matrix. This, in turn, requires doubling the initial vector of unknowns, which
makes the algorithm slower. This approach was improved in d’Halluin et al. (2005b), still
some extension of the computational region is required in both upper and lower directions
while not doubling the grid size. Also linear interpolation with a pre-computed coefficients
was proposed to transform option values from the non-uniform diffusion grid to the uniform
jump grid, which keeps the second order of approximation, and is efficient performance-wise.
The second approach to computing the jump integral utilizes an alternative representa-
tion of this integral in the form of a pseudo-differential operator, which puts the entire PIDE
in the form of a fractional PDE. This problem was considered in Cartea and del Castillo-
Negrete (2007) and Itkin and Carr (2012). A recent survey of the existing literature on this
subject and techniques for computation of the jump integral using the Grunwald-Letnikov
approximation (which is of the first order in space) is given in Andersen and Lipton (2012).
As it is known from Abu-Saman and Assaf (2007), Meerschaert and Tadjeran (2004, 2006),
Sousa (2008), Tadjeran et al. (2006), a standard Grunwald-Letnikov approximation leads to
unconditionally unstable schemes. To improve this, a shifted Grunwald-Letnikov approxi-
mation was proposed, which allows construction of an unconditionally stable scheme of the
first order in space.2 However, solving pricing equations to second order in the space variable
is almost an industry standard, and therefore this method requires further investigation to
address this demand.
The third method exploits a nice idea first proposed in Carr and Mayo (2007). Carr and
Mayo found that for some Le´vy models, the solution of the integral evolutionary equation3
is equivalent to the solution of a particular PDE. The problem is then to find a proper
space-differential operator (kernel) to construct such a PDE. Carr and Mayo demonstrated
the advantage of this approach for the Merton and Kou models, and showed which parabolic
equations provide the necessary solution. Later in Itkin and Carr (2012), this idea was
further generalized to the class of pseudo-parabolic equations as applied to a class of Le´vy
2A second-order approximation could in principle be constructed as well, but this would result in a
massive calculation for the coefficients. Therefore, this approach was not further elaborated on.
3This equation naturally arises at some step of the splitting procedure, if splitting is organized by sepa-
rating diffusion from jumps.
3
processes, known as GTSP/CGMY/KoBoL models. These pseudo-parabolic equations could
be formally analytically solved via a matrix exponential. Itkin and Carr then discuss a
numerical method to efficiently compute this matrix exponential. When the parameter α of
the GTSP/CGMY/KoBoL model is an integer, this method uses a finite-difference scheme
similar to those used for solving parabolic PDEs, and the matrix of this finite-difference
scheme is banded. Therefore, in this case, the computation of the jump integral:
• Is provided on the same grid as was constructed for the diffusion (parabolic) PDE.
Outside of this domain (if ever needed, e.g. for European options), the PIDE grid is
further extended to an infinite domain,4 but no interpolation is required afterwards.
• At every time step it has linear (O(N)) complexity in the number of the grid nodes N ,
since the results (e.g., option prices) are given by solving a linear system of equations
with a banded matrix. In the case of a real parameter α, Itkin and Carr suggested
computing the prices using the above algorithm at three values of an integer α˜ closest
to the given real α, and then interpolating using any interpolation of the second order.
In this paper we use a different flavor of this idea. First, we use an operator-splitting
method on the financial processes, thus separating the computation of the diffusion part
from the integral part. Then, similar to Itkin and Carr (2012), we represent the jump
integral in the form of a pseudo-differential operator. Next we formally solve the obtained
evolutionary partial pseudo-differential equations via a matrix exponential. We then show
that the matrix exponential can be efficiently computed for many popular Le´vy models, and
that the efficiency of this method could be not worse than that of the FFT. The proposed
method is almost universal, i.e., allows computation of PIDEs for various jump-diffusion
models in a unified form. We also have to mention that this method is relatively simple for
implementation.
Note, that the idea of this method is in some sense close to another popular approach
- Fourier Space Time-Stepping Method (FSTS), see Jackson et al. (2007). The advantage
of both approaches lies in the fact that the jump integral could contain singularities, while
in FSTS and in the present approach these singularities are integrated out. The difference
is that in FSTS this is done by switching to the Fourier space (one FFT). Then FSTS uses
finite-difference method directly in the Fourier space, and finally switches back to the price
space (one inverse FFT) at each time step. In our approach we eliminate these two extra
FFTs at every time step since we are working in the price space all the time. The second
difference is that FSTS treats both diffusion and jump operators in a symmetric way by
switching all calculations to the Fourier space. This, however, can not be done, if the CF of
the diffusion operator is not known, for instance for LV or LSV models, while this is not a
limitation for our approach.
Let us also mention one more method proposed by Lipton and Sepp (2009) as applied
to the Stern-Stern model. Though it is not evident how to generalize this method for other
models, it provides a very efficient computational algorithm for this particular model. Also
4In other words the PIDE grid is a superset of the corresponding PDE grid.
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for simpler jump models, like that of Merton and Kou, there are some other efficient methods
in the literature, see, e.g., Lee et al. (2012), Tangman et al. (2008).
Based on the above survey, we can conclude that in our domain of models (LV + jumps,
LSV + jumps, etc.) the most relevant predecessors of our work are d’Halluin et al. (2004)
in general, and for Merton and Kou models - Carr and Mayo (2007). Therefore, we want to
underline the differences between these approaches and that in this paper:
1. For Merton’s model following our general approach we re-derive the result of Carr and
Mayo (2007).
2. For Kou’s model again following our general approach we derive a different flavor of
Carr and Mayo (2007).
3. For CGMY model to get a second order approximation in time d’Halluin et al. (2004)
use Picard iterations, while here we provide two flavors of the method: one is similar to
d’Halluin et al. (2004) and uses FFT to multiply matrix by vector (with the complexity
O(N logN); the other one, which doesn’t need iterations, exploits matrix exponential
(with the complexity O(N2)). In the latter case our method also doesn’t need to extend
an FFT grid to avoid wrap-around effects.
4. For CGMY model method of d’Halluin et al. (2004) experiences some difficulties when
parameter α of the CGMY model is close to 2, see Wang et al. (2007). Here we show
what is the source of this problem and propose another method to address this issue.
5. For CGMY model a special treatment of the area close to x = 0 is required, see Cont
and Voltchkova (2003), Wang et al. (2007). Here there is no such a problem due to
an analytical representation of the jump integral in the form of a pseudo-differential
operator (i.e, this singularity is integrated out analytically).
As far as the complexity of the proposed methods is concerned let us mention the fol-
lowing.
• For Merton’s and Kou’s jumps the algorithms that reduce the total complexity to O(N)
per time step are presented in this paper. For the Merton’s jumps this includes a new
idea to use Fast Gauss Transform, Yang et al. (2003) instead of the finite difference
method when solving the intermediate heat equation.
• For CGMY model with α < 0 it is clear that the method is very similar to that of
Wang et al. (2007) since our experiments show that the matrix exponential is less
efficient than FFT in this case, and the Le´vy kernel doesn’t have singularities. Instead
we recommended to use a different flavor of this method, see Itkin and Carr (2012) is
more efficient with complexity O(N).
• For CGMY model with 0 < α < 1 again the method is similar to that of Wang et al.
(2007). However, in our case it doesn’t require a special treatment of the point x = 0
because this singularity was already integrated out. On the other hand, in this region
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we provide only a first order scheme O(h) leaving extension of the method to O(h2) as
an open yet problem. From this prospective in this region the method of Wang et al.
(2007) is more accurate. Again, approach of Itkin and Carr (2012) would improve it if
one uses the approach of this paper to compute the price at some 1 < α < 2, and then
use it in the interpolation procedure of Itkin and Carr (2012). The total complexity
for the entire algorithm then coincide with the complexity in the case 1 < α < 2.
• For CGMY model with 1 < α < 2 our method has some advantage as compared
with that of Wang et al. (2007), namely: i) computation of the matrix exponential
eliminates the necessity for Picard iterations which poorly converge in this case (we
also explain why a slow convergence is observed in the latter approach), and ii) the
singularity close to α = 2 is already integrated out, and, therefore, the method works
fine in this case even at α close to 2 (the results in the last section are provided for
α = 1.95).
The rest of the paper is organized as follows. In section 2 we briefly discuss a general
form of a backward PIDE for the class of Le´vy models. In Section 3, we introduce a split-
ting technique for nonlinear operators. In section 4, we present our general approach to the
solution of the PIDE using a splitting and matrix exponential approach. An explicit con-
struction of various finite-difference schemes of the first and second order is presented in the
next section. There we consider the following jump models: Merton, Kou and GTSP (also
known as CGMY or KoBoL). The results presented in the last two sections are new, and to
the best of our knowledge have not been discussed in the literature. Our technique utilizes
some results from matrix analysis related to definitions of M-matrices, Metzler matrices and
eventually exponentially nonnegative matrices. We also give the results of various numerical
tests to demonstrate convergence of our method. In section 6, some additional numerical
examples are presented that consider all steps of the splitting algorithm, not just the jump
part as in the previous sections. The final section concludes.
2 Le´vy Models and Backward PIDE
To avoid uncertainty, let us consider the problem of pricing equity options written on a single
stock. As we will see, this specification does not cause us to lose any generality, but it makes
the description more practical. We assume an underlying asset (stock) price St be driven by
an exponential of a Le´vy process
St = S0 exp(Lt), 0 ≤ t ≤ T, (1)
where t is time, T is option expiration, S0 = St |t=0, Lt is the Le´vy process L = (Lt)0≤t≤T
with a nonzero Brownian (diffusion) part. Under the pricing measure, Lt is given by
Lt = γt+ σWt + Yt, γ, σ ∈ R, σ > 0, (2)
with Le´vy triplet (γ, σ, ν), where Wt is a standard Brownian motion on 0 ≤ t ≤ T and Yt
is a pure jump process.
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We consider this process under the pricing measure, and therefore e−(r−q)tSt is a martin-
gale, where r is the interest rate and q is a continuous dividend. This allows us to express γ
as (Eberlein (2009))
γ = r − q − σ
2
2
−
∫
R
(
ex − 1− x1|x|<1
)
ν(dx),
where ν(dx) is a Le´vy measure which satisfies∫
|x|>1
exν(dx) <∞.
We leave ν(dx) unspecified at this time, because we are open to consider all types of
jumps including those with finite and infinite variation, and finite and infinite activity. 5
To price options written on the underlying process St, we want to derive a PIDE that
describes time evolution of the European option prices C(x, t), x ≡ log(St/S0). Using a
standard martingale approach, or by creating a self-financing portfolio, one can derive the
corresponding PIDE (Cont and Tankov (2004))
rC(x, t) =
∂C(x, t)
∂t
+
(
r − 1
2
σ2
)
∂C(x, t)
∂x
+
1
2
σ2
∂2C(x, t)
∂x2
+
∫
R
[
C(x+ y, t)− C(x, t)− (ey − 1)∂C(x, t)
∂x
]
ν(dy) (3)
for all (x, t) ∈ R× (0, T ), subject to the terminal condition
C(x, T ) = h(x), (4)
where h(x) is the option payoff, and some boundary conditions which depend on the type
of the option. The solutions of this PIDE usually belong to the class of viscosity solutions
(Cont and Tankov (2004)).
We now rewrite the integral term using the following idea. It is well known from quantum
mechanics (de Lange and Raab (1992)) that a translation (shift) operator in L2 space could
be represented as
Tb = exp
(
b
∂
∂x
)
, (5)
with b = const, so
Tbf(x) = f(x+ b).
Therefore, the integral in Eq. (3) can be formally rewritten as∫
R
[C(x+ y, t) −C(x, t)− (ey − 1)∂C(x, t)
∂x
]
ν(dy) = JC(x, t), (6)
J ≡
∫
R
[
exp
(
y
∂
∂x
)
− 1− (ey − 1) ∂
∂x
]
ν(dy).
5We recall that a standard Brownian motion already has paths of infinite variation. Therefore, the Le´vy
process in Eq.(2) has infinite variation since it contains a continuous martingale component. However, here
we refer to the infinite variation that comes from the jumps.
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In the definition of operator J (which is actually an infinitesimal generator of the jump
process), the integral can be formally computed under some mild assumptions about exis-
tence and convergence if one treats the term ∂/∂x as a constant. Therefore, operator J can
be considered as some generalized function of the differential operator ∂x. We can also treat
J as a pseudo-differential operator.
With allowance for this representation, the whole PIDE in the Eq.(3) can be rewritten
in operator form as
∂τC(x, τ) = [D + J ]C(x, τ), (7)
where τ = T − t and D represents a differential (parabolic) operator
D ≡ −r +
(
r − 1
2
σ2
)
∂
∂x
+
1
2
σ2
∂2
∂x2
, (8)
where the operator D is an infinitesimal generator of diffusion.
Notice that for jumps with finite variation and finite activity, the last two terms in
the definition of the jump integral J in Eq.(3) could be integrated out and added to the
definition of D. In the case of jumps with finite variation and infinite activity, the last term
could be integrated out. However, here we will leave these terms under the integral for
two reasons: i) this transformation (moving some terms under the integral to the diffusion
operator) does not affect our method of computation of the integral, and ii) adding these
terms to the operator D negatively influences the stability of the finite-difference scheme
used to solve the parabolic equation DC(x, t) = 0. This equation naturally appears as a
part of our splitting method, which is discussed in the next section.
3 Operator Splitting Technique
To solve Eq. (7) we use splitting. This technique is also known as the method of fractional
steps (see Dyakonov (1964), Yanenko (1971), ?) and sometimes is cited in financial literature
as Russian splitting or locally one-dimensionally schemes (LOD) (Duffy (2006)).
The method of fractional steps reduces the solution of the original k-dimensional unsteady
problem to the solution of k one-dimensional equations per time step. For example, consider
a two-dimensional diffusion equation with a solution obtained by using some finite-difference
method. At every time step, a standard discretization on space variables is applied, such
that the finite-difference grid contains N1 nodes in the first dimension and N2 nodes in the
second dimension. Then the problem is solving a system of N1×N2 linear equations, and the
matrix of this system is block-diagonal. In contrast, utilization of splitting results in, e.g.,
N1 systems of N2 linear equations, where the matrix of each system is banded (tridiagonal).
The latter approach is easy to implement and, more importantly, provides significantly better
performance.
The previous procedure uses operator splitting in different dimensions. Marchuk (1975)
and then Strang (1968) extended this idea for complex physical processes (for instance,
diffusion in the chemically reacting gas, or the advection-diffusion problem). In addition
to (or instead of) splitting on spatial coordinates, they also proposed splitting the equation
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into physical processes that differ in nature, for instance, convection and diffusion. This idea
becomes especially efficient if the characteristic times of evolution (relaxation time) of such
processes are significantly different.
For a general approach to splitting techniques for linear operators using Lie algebras, we
refer the reader to Lanser and Verwer (1999). Consider an equation
∂f(x, t)
∂t
= Lf(x, t) (9)
where f(x, t) is some function of independent variables x, t, x = x1...xk, and L is some linear
k-dimensional operator in x space.
Decomposing the total (compound) operator L for problems of interest seems natural if,
say, L can be represented as a sum of k noncommuting linear operators ∑ki=1 Li. In this case
the operator equation Eq.(9)can be formally integrated via an operator exponential, i.e.,
f(x, t) = etLf(x, 0) = et
∑k
i=1 Lif(0).
Due to the noncommuting property, the latter expression can be factorized into a product
of operators
f(x, t) = etLk ...etL1f(x, 0).
This equation can then be solved in N steps sequentially by the following procedure:
f (1)(x, t) = etL1f(x, 0),
f (2)(x, t) = etL2f (1)(x, t),
...
f (k)(x, t) = etLkf (k−1)(x, t),
f(x, t) = f (k)(x, t).
This algorithm is exact (no bias) if all the operators commute. If, however, they do not
commute, the above algorithm provides only a first-order approximation in time (i.e., O(t))
to the exact solution.
To get the second-order splitting for noncommuting operators, Strang proposed a new
scheme, which in the simplest case (k = 2) is (Strang (1968))
f(x, t) = etLf(x, 0) = et(L1+L2)f(x, 0) = e
t
2
L1etL2e
t
2
L1f(x, 0) +O(t2). (10)
For parabolic equations with constant coefficients, this composite algorithm is second-
order accurate in t provided the numerical procedure that solves a corresponding equation
at each splitting step is at least second-order accurate.
The above analysis, however, cannot be directly applied to our problem, because after
transformation Eq.(5) is applied, the jump integral transforms to a non-linear operator
Eq.(6). For non-linear operators, the situation is more delicate. As shown in Koch and
Thalhammer (2011), the theoretical analysis of the nonlinear initial value problem
u′(t) = F (u(t)), 0 ≤ t ≤ T
9
for a Banach-space-valued function u : [0, T ] → X given an initial condition u(0) could be
done using calculus of Lie derivatives. A formal linear representation of the exact solution is
u(t) = EF (t, u(0)) = etDFu(0), 0 ≤ t ≤ T,
where the evolution operator and Lie derivatives are given by
etDF v = EF (t, v), etDFGv = G(EF (t, v)), 0 ≤ t ≤ T,
DFv = F (v), DFGv = G
′(v)F (v)
for an unbounded nonlinear operator G : D(G) ⊂ X → X. Using this formalism, Koch and
Thalhammer (2011) showed that Strang’s second-order splitting method remains unchanged
in the case of nonlinear operators.
Using this result for Eq.(7) gives rise to the following numerical scheme:
C(1)(x, τ) = e
∆τ
2
DC(x, τ), (11)
C(2)(x, τ) = e∆τJC(1)(x, τ),
C(x, τ + ∆τ) = e
∆τ
2
DC(2)(x, τ).
Thus, instead of an unsteady PIDE, we obtain one PIDE with no drift and diffusion (the
second equation in Eq.(11)) and two unsteady PDEs (the first and third ones in Eq.(11)).
In what follows, we consider how to efficiently solve the second equation, while assuming
that the solution of the first and the third equations can be obtained using any finite-
difference method that is sufficiently efficient. To this end, in various examples given in the
next sections we will explicitly mention what particular method was used for this purpose.
In this paper, we do not discuss the uniqueness and existence of the solution for the
PIDE; to do so would move us to the definition of a viscosity solution for this class of
integro-differential equations. For more details, see Cont and Tankov (2004) and Arisawa
(2005).
Lastly, let us mention that J = φ(−i∂x), where φ(u) is the characteristic exponent of
the jump process. This directly follows from the Le´vy-Khinchine theorem.
4 Solution of a Pure Jump Equation
We begin with the following observation. By definition of the jump generator J , under
some mild constraints on its existence, J could be viewed as a function of the operator ∂x.
Therefore, solving the integral (second) equation in Eq.(11) requires a few steps.
First, an appropriate discrete grid G(x) has to be constructed in the truncated (originally
infinite) space domain. This grid could be nonuniform. An important point is that in the
space domain where the parabolic equations of Eq.(11) are defined, this grid should coincide
with the finite-difference grid constructed for the solution of these parabolic equations.6 This
6So the PIDE grid is a superset of the PDE grid.
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is to avoid interpolation of the solution that is obtained on the jump grid (the second step
of the splitting algorithm) to the diffusion grid that is constructed to obtain solutions at the
first and third splitting steps.
To make this transparent, let the parabolic equation be solved at the space domain
[x0, xk], x0 > −∞, xk < ∞ using a nonuniform grid with k + 1 nodes (x0, x1, ..., xk)
and space steps h1 = x1 − x0, ..., hk = xk − xk−1. The particular choice of x0 and xk is
determined by the problem under consideration. We certainly want |x0| and |xk| not to
be too large. The integration limits of J in Eq.(6) are, however, plus and minus infinity.
Truncation of these limits usually is done to fit memory and performance requirements.
On the other hand, we want a fine grid close to the option strike K for better accuracy.
Therefore, a reasonable way to construct a jump grid is as follows. For x0 ≤ x ≤ xk,
the jump grid coincides with the grid used for solution of the parabolic PDEs. Outside of
this domain, the grid is expanded by adding nonuniform steps; i.e., the entire jump grid is
x−K , x1−K , ...x−1, x0, x1, ..., xk, xk+1, ..., xk+M . Here K > 0, M > 0 are some integer numbers
that are chosen based on our preferences. Since contribution to J from very large values of
x is negligible, the outer grid points x−K , x1−K , ...x−1 and xk+1, ..., xk+M can be made highly
nonuniform. One possible algorithm could be to have the steps of these grids be a geometric
progression. This allows one to cover the truncated infinite interval with a reasonably small
number of nodes.
Second, the discretization of ∂x should be chosen on G(x). We want this discretization
to:
1. Provide the necessary order of approximation of the whole operator J in space.
2. Provide unconditional stability of the solution of the second equation in Eq.(11).
3. Provide positivity of the solution.
Let ∆x denote a discrete analog of ∂x obtained by discretization of ∂x on the grid G(x).
Accordingly, let us define the matrix J(∆x) to be the discrete analog of the operator J on
the grid G(x). The following proposition translates the above requirements to the conditions
on J(∆x).
Proposition 4.1 The finite-difference scheme
C(x, τ + ∆τ) = e∆τJ(∆x)C(x, τ) (12)
is unconditionally stable in time τ and preserves positivity of the vector C(x, τ) if there exists
an M-matrix B such that J(∆x) = −B.
Proof By definition of an M-matrix (see Berman and Plemmons (1994)), the class of M-
matrices contains those matrices whose off-diagonal entries are less than or equal to zero,
while all diagonal elements are positive. All eigenvalues of an M-matrix have a positive
real part. Therefore, if B is an M-matrix, all eigenvalues of J(∆x) have a negative real
part. Therefore, ‖e∆τJ(∆x)‖ < 1 (in the spectral norm), and thus the scheme Eq.(12) is
unconditionally stable.
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Now since B is an M-matrix, J is a Metzler matrix (Berman and Plemmons (1994)).
An exponential function of the Metzler matrix is a positive matrix. Therefore, if C(x, τ) is
positive, the scheme Eq.(12) preserves the positivity of C(x, τ + ∆τ). 
This proposition gives us a recipe for the construction of the appropriate discretization
of the operator J . In the next section, we will give some explicit examples of this approach.
Once the discretization is performed, all we need is to compute a matrix exponential
e∆τJ(∆x), and then a product of this exponential with C(x, τ). The following facts make this
method competitive with those briefly described in the introduction. We need to take into
account that:
1. The matrix J(∆x) can be precomputed once the finite-difference grid G(x) has been
built.
2. If a constant time step is used for computations, the matrix A = e∆τJ(∆x) can also be
precomputed.
If the above two statements are true, the second splitting step results in computing a
product of a matrix with time-independent entries and a vector. The complexity of this oper-
ation is O(N2), assuming the matrix A is N×N , and the vector is N×1. However, N in this
case is relatively small (see below). One can compare this with the FFT algorithm proposed
in Andersen and Andreasen (2000) to compute the correlation integral. This translates into
computation of two matrix-by-vector products. This algorithm is 2c×O(N log2N), where c
is some coefficient. However, N is relatively high in this case. Typical values are N = 4096.
Also a post-solution interpolation is required.7 Finally, for some models (CGMY, VG), the
computation of the integral in a neighborhood of x = 0 requires special treatment (Cont and
Voltchkova (2003)).
To make a numerical estimate, assume that we want to compute an option price on the
grid with the local accuracy O(hihi+1) where the option log-strike lies within the interval
[xi, xi+1] of the non-uniform grid G(x). Also suppose that the jump integral is truncated
from the above at xmax = logSmax = 12.566 (this approximately corresponds to a choice of
the step size in the Fourier space η = 0.25, see Carr and Madan (1998)). Finally assume that
the inverse Fourier transform integral is approximated by the Trapezoid rule, which provides
same accuracy, e.g., O(λ21)), where λ1 is the step of integration in the log-strike space. Then
to make a local error of both methods to be of the same order we need to set λ1 = 2b/N .
For hi = 0.006 this gives N = 4096. On the other hand, a non-uniform grid G(x) for
computing J(∆x) can be easily constructed, see e.g., Hout and Foulon (2010), that has the
same local step hi close to the strike, and ends up at xmax, while the total number of grid
points N is about 100-200. Therefore, in this case this method is able to outperform FFT.
Further improvements, for instance, using the Simpson’s rule for integration could be done
in favor of the FFT approach. However, various non-uniform grids can also be used in our
7In more advanced approaches, this step could be eliminated; see Parrot (2009). Also if coefficients of the
linear interpolation are pre-computed, overhead of performance for doing interpolation is relatively small,
see d’Halluin et al. (2005a, 2004).
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approach to reduce the number of nodes. Therefore, both methods seem to be comparable
in performance. We demonstrate this below when presenting some numerical examples.
At the very least the product AC(x, τ) can be computed also using FFT, if at every
time step one re-interpolates values from G(x) to the FFT grid, similar to how this was
done in d’Halluin et al. (2004). The advantage of our method then is that it doesn’t use
Picard iterations to provide the second order approximation in space, which give some gain
in performance as compared with the method of d’Halluin et al. (2004). Also it is known
that the latter method for the CGMY model experiences some problems when parameter α
of the model is close to 2, while our method seems to be insensitive to that.
The above consideration is sufficiently general in the sense that it covers any particular
jump model where jumps are modeled as an exponential Le´vy process. Clearly, as we already
mentioned in Introduction, for some models computation of the jump integral can be readily
simplified, for instance for the Merton’s model, thus demonstrating a better performance
than a more general approach.
5 Examples for Some Popular Models
In this section, we review some popular jump models known in the financial literature. Given
a model, our goal is to construct a finite-difference scheme, first for ∆x, and then for J(∆x),
that satisfies the conditions of Proposition 4.1. We want to underline that we discuss these
jump models being a part of a more general either LV or LSV model with jumps. Otherwise,
as characteristic functions of the original Merton, Kou and CGMY models are known, any
FFT based method would be more efficient in, e.g., obtaining prices of European vanilla
options.
5.1 Merton Model
Merton (1976) considered jumps that are normally distributed with the Le´vy density
ν(dx) = λ
1√
2piσJ
exp
[
−(x− µJ)
2
2σ2J
]
dx, (13)
where λ, µJ and σJ are parameters of the model. Considering the pure jump part of the
Merton model, one can see that it exhibits finite activity, i.e., a finite number of jumps within
any finite time interval. Plugging Eq.(13) into the definition of the operator J in Eq.(6) and
fulfilling a formal integration gives
J = λ
(
eµJO+
1
2
σ2JO2 − κO− 1
)
, κ = eµJ+
σ2J
2 − 1, (14)
where O ≡ ∂/∂x, O2 ≡ ∂2/∂x2. The corresponding evolutionary pure jump equation to be
solved is
C(2)(x, τ) = AC(1)(x, τ), A = exp
[
λ∆τ
(
eµJO+
1
2
σ2JO2 − κO− 1
)]
. (15)
13
A matrix exponential method for this model with the exponential operator8 as in Eq.(15)
has already been considered in Tangman et al. (2011) using a different derivation (from Carr
and Mayo (2007)). They also discuss in more detail various modern methods for computing
the matrix exponentials.
Recall that the diffusion equations in Eq.(11) have to be solved up to some order of
approximation in time τ . Suppose for this purpose we want to use a finite-difference scheme
that provides a second order approximation, O((∆τ 2)). However, Eq.(15) gives an exact
solution of the corresponding pure jump equation (the second step in Strang’s splitting
scheme). Since Strang’s scheme guarantees only second-order accuracy (O((∆τ)2)) to the
exact solution of the full PIDE, the second step could be computed to the same order of
accuracy.
To this end we can use the (1,1) Pa´de approximation of e∆τJ ,
e∆τJ ≈ [1− 1
2
∆τJ ]−1[1 + 1
2
∆τJ ] +O(∆τ 3). (16)
Now the product
JC(1)(x, τ) = −λ(κO+ 1)C(1)(x, τ) + λeµJO+ 12σ2JO2C(1)(x, τ)
can be efficiently computed if one observes that:
• Merton’s jumps are that with finite variation and finite activity. Therefore, the term
−λκOC(1)(x, τ) could be taken out of the jump integral and added to the diffusion
operator (see our splitting algorithm, Eq.(11)). We will denote the remaining part of
the integral as J ∗, e.g.,
J ∗C(1)(x, τ) = λ
[
−1 + eµJO+ 12σ2JO2
]
C(1)(x, τ)
• Vector
z(x, τ) ≡ eµJO+ 12σ2JO2C(1)(x, τ)
is a solution of
∂z(x, s)
∂s
=
(
µJO+
1
2
σ2JO2
)
z(x, s). (17)
for 0 ≤ s ≤ 1 and z(x, 0) = C(1)(x, τ). A straightforward approach proposed in Carr
and Mayo (2007) suggests to use, e.g., finite difference scheme to solve this equation.
The solution should be obtained at the same grid in space with a space step h, while
the ”time” step ∆s could be arbitrary chosen. However, since the total accuracy of
this solution should not be worse that the required accuracy of the whole method, e.g.,
O(∆τ 2 + h2), this dictates that ∆s ≤ max(h,∆τ). Therefore, the total complexity of
such the solution is O(NM), M = 1/∆s.
8It is actually a double exponential operator.
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However, this result could be improved. Indeed, suppose we compute an European
option price9. As coefficients µJ , σJ are assumed to be constant, the Green’s function
of Eq.(17) is Gaussian. Therefore, the solution of Eq.(17) given a vector of the initial
prices is a convolution of this vector with the Gaussian kernel, and it can be computed
by using a Fast Gaussian Transform (FGT).
Since our problem is one-dimensional computation of the low-dimensional FGT does
not pose any difficulties if we use a powerful algorithm known as Improved Fast Gauss
Transform (IFGT), see Yang et al. (2003). The number of target points in this case is
equal to the number of source points N , and, therefore, the total complexity of IFGT
is O(2N).
• The scheme Eq.(12) with allowance for Eq.(16) can be re-written as
C(1)(x, τ + ∆τ)− C(1)(x, τ) = 1
2
∆τJ ∗ [C(1)(x, τ + ∆τ) + C(1)(x, τ)] ,
and this equation could be solved using the Picard iterations having in mind that at
each iteration vector z(x, t) could be obtained by solving Eq.(17).
In other words, we presented another derivation of the method first proposed in Carr and
Mayo (2007)10. Notice, that to be unconditionally stable this method requires B ≡ µJO +
1
2
σ2JO2 to be a Metzler matrix. Then eB is a positive matrix with all positive eigenvalues
less than 1 in value. Accordingly, J ∗ = λ(−I + eB) is a Metzler matrix with all negative
eigenvalues. Then |B−11 B2| < 1, where B1 = I + 12∆τJ ∗, B2 = I − 12∆τJ ∗, and I is an
identity matrix.
5.2 Kou Model
The Kou model, proposed in Kou and Wang (2004), is a double exponential jump model.
Its Le´vy density is
ν(dx) = λ
[
pθ1e
−θ1x1x≥0 + (1− p)θ2eθ2x1x<0
]
dx, (18)
where θ1 > 1, θ2 > 0, 1 > p > 0; the first condition was imposed to ensure that the stock
price S(t) has finite expectation. Using this density in the definition of the operator J in
Eq.(6) and carrying out the integration (recalling that we treat ∂/∂x as a constant) gives
J = λ [−1 + µ0O+ pθ1(θ1 − O)−1 + (1− p)θ2(O+ θ2)−1] , (19)
O ≡ ∂x, µ0 = p
θ1 − 1 −
1− p
1 + θ2
, −θ2 < Re(O) < θ1.
9The below approach is also applicable to single-barrier options, or to the options with a non-vanilla
payoff, e.g., digitals.
10With a proposed improvement that reduces the total complexity of the method from O(N/∆s) to O(N).
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The inequality −θ2 < Re(O) < θ1 is an existence condition for the integral defining J and
should be treated as follows: the discretization of the operator O should be such that all
eigenvalues of matrix A, a discrete analog of O, obey this condition.
Also for the future let us remind that λ is a parameter (intensity) of the Poison process,
therefore λ > 0.
We proceed in a similar to Merton’s model way by using again the (1,1) Pa´de approxi-
mation of e∆τJ . As Kou’s jumps are that with finite variation and finite activity, the term
λµ0O could be taken out of the jump integral and added to the diffusion operator (see our
splitting algorithm, Eq.(11)). Now the whole product J ∗C(1)(x, τ) with
J ∗ ≡ −1 + pθ1(θ1 − O)−1 + (1− p)θ2(O+ θ2)−1
could be calculated as follows.
Second term. Observe that vector z(x, τ) = pθ1(θ1 − O)−1C(1)(x, τ) solves the equation
(θ1 − O)z(x, τ) = pθ1C(1)(x, τ) (20)
The lhs of this equation could be approximated to O(h2) using a forward one-sided derivative
Of(x) = −[3f(x)− 4f(x+ h) + f(x+ 2h)]/(2h) +O(h2), so on a given grid matrix AF2 with
elements −3/(2h) on the main diagonal, 2/h on the first upper diagonal, and −1/(2h) on
the second upper diagonal is a representation of O. Note, that the matrix M1 = θ1I − AF2
is not an M-matrix, however its inverse is a positive matrix if h < 1/θ1. Also since M1 is an
upper banded tridiagonal matrix, its eigenvalues are λi = θ1 + 3/(2h), i = 1, N . Also under
the condition h < 1/θ1 one has |pθ1/λi| < 1, i.e. this discretization is unconditionally stable
in h given the above condition is valid. Solving Eq.(20) vector z(x, τ) can be found with the
complexity O(N).
Third term. Observe that vector z(x, τ) = (1−p)θ2(θ2+O)−1C(1)(x, τ) solves the equation
(θ2 + O)z(x, τ) = (1− p)θ2C(1)(x, τ) (21)
The lhs of this equation could be approximated with O(h2) using a backward one-sided
derivative Of(x) = [3f(x)− 4f(x− h) + f(x− 2h)]/(2h) +O(h2), so on a given grid matrix
AB2 with elements 3/(2h) on the main diagonal, −2/h on the first lower diagonal, and 1/(2h)
on the second lower diagonal is a representation of O. Note, that the matrix M2 = θ2I +AB2
is not an M-matrix, however its inverse is a positive matrix if h < 1/θ2. Also since M2 is an
lower banded tridiagonal matrix, its eigenvalues are λi = θ2 + 3/(2h), i = 1, N . Also under
the condition h < 1/θ2 one has |(1− p)θ2/λi| < 1, i.e. this discretization is unconditionally
stable in h given the above condition is valid. Solving Eq.(21) vector z(x, τ) can be found
with the complexity O(N).
Overall, a discrete representation of J ∗ on the given grid constructed in such a way is a
Metzler matrix, therefore all its eigenvalues have a negative real part. Indeed, all eigenvalues
of the matrix M−11 (here they are just the diagonal elements) are positive and less than 1,
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and all eigenvalues of the matrix M−12 (also here they are just the diagonal elements) are
positive and less than 1. Moreover, their sum is less than 1, and, therefore, the diagonal
elements of matrix J ∗ are negative and less than 1.
Now by construction, it could be seen that matrices M1,M2 are strictly diagonal domi-
nant, and, therefore, the off-diagonal elements of matrices M−11 ,M
−1
2 are small as compared
with that on the main diagonal. Therefore, by Gershgorin’s circle theorem (Golub and Van
Loan (1983)) eigenvalues of J ∗ are |λi| < 1, i = 1, N . Thus, the above described scheme is
unconditionally stable provided h < 1/max(θ1, θ2), and at the same time gives the second
order approximation O(h2 + ∆τ 2).
Numerical experiments Note, that aside of splitting technique and the way how to solve
the diffusion equations at the first and third steps of Strang’s splitting, our method differs
from that in d’Halluin et al. (2004) only by how we compute a jump integral. Therefore, our
numerical experiments aim to compare just that part and are organized as follows.
We consider a call option and take the Kou model parameters similar to d’Halluin et al.
(2005b), i.e., S0 = K = 100, r = 0.05, p = 0.0.3445, θ1 = 3.0465, θ2 = 3.0775, σ = 0.15.
One step in time is computed by taking T = ∆τ = 0.25 (same as in d’Halluin et al.
(2005b)). As C(1)(x,∆τ) in the Eq.(11) comes after the first step of splitting, we get it
by using the Black-Scholes formula with the forward interest rate r + λµ0 because in our
splitting algorithm we moved the term λµ0O from the jump part to the diffusion part (see
above). At the second step the solution of the jump part C
(2)
j (x,∆τ) is produced given
the initial condition C(1)(x,∆τ) from the previous step. We compare our solution for the
jump step with that obtained with N = 409601 which is assumed to be close to the exact
value11. The finite-difference grid was constructed as follows: the diffusion grid was taken
from xDmin = 10
−3 to xDmax = 30max(S,K). The jump grid is a superset of the diffusion grid,
i.e. it coincides with the diffusion grid at the diffusion domain and then extends this domain
up to xJmax = log(10
5). Here to simplify the convergence analysis we use an uniform grid
with step h. However, non-uniform grid can be easily constructed as well, and, moreover,
that is exactly what this algorithm was constructed for.
The results of such a test are given in Table 1. Here C is the price in dollars, N is the
number of grid nodes, te is the elapsed time
12, β is the order of convergence of the scheme.
The ”exact” price obtained at N == 409601 is Cnum(∆τ) = 3.99544616155. It is seen that
the convergence order βi = log2
C(i)−Cnum
C(i+1)−Cnum , i = 1, 2... of the scheme is asymptotically close
to O(h2).
As a sanity check we can compare this value with the reference value obtained by pricing
this model (one step) using FFT, which is CFFT (∆τ) = 3.97383, see, e.g., d’Halluin et al.
(2005b). Definitely CFFT (∆τ) is not exactly equal to Cnum(∆τ) because our two steps used
in the test13 are equivalent to the splitting scheme of the first order in ∆τ , i.e. it has an
11This method is not very accurate. But as the exact solution is not known, it provides a plausible estimate
of the convergence.
12All experiments were computed in Matlab at Intel Pentium 4 CPU 3.2 Ghz under x86 Windows 7 OS.
Obviously, C++ implementation provides a better performance by roughly factor 5.
13Don’t miss this with the accuracy of the whole 3 steps Strang’s algorithm which is O(∆τ2). The test
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C h N te, sec β
4.08176114 0.149141 101 0.00807 -
4.00896884 0.0745706 201 0.00441 3.81602
3.99640628 0.0372853 401 0.00613 2.02002
3.99568288 0.0186427 801 0.00772 2.04431
3.99550355 0.00932133 1601 0.00829 1.93623
3.99546116 0.00466066 3201 0.01042 1.96681
3.99545000 0.00233033 6401 0.02305 1.97418
3.99544714 0.00116517 12801 0.04445 1.97265
3.99544641 0.000582583 25601 0.10146 1.96645
3.99544623 0.000291291 51201 0.22158 1.99185
3.99544618 0.000145646 102401 0.53087 2.21324
Table 1: Convergence of the proposed scheme for Kou’s model, T = ∆τ = 0.25
error O(∆τ). And ∆τ in this experiment is large. Therefore, we rerun this test taking now
T = ∆τ = 0.5. This results are given in Tab. 2. Now CFFT (∆τ) = 1.545675, and Cnum(∆τ)
= 1.544557, so the relative error is 0.07%. This confirms that the value Cnum(∆τ) looks
reasonable.
C h N te, sec β
1.96362542 0.149141 101 0.00819 -
1.72184850 0.0745706 201 0.00387 5.00130
1.55009251 0.0372853 401 0.00692 3.62747
1.54500503 0.0186427 801 0.01647 4.78856
1.54457335 0.00932133 1601 0.01135 1.94876
1.54456134 0.00466066 3201 0.01330 2.05321
1.54455816 0.00233033 6401 0.02666 2.07878
1.54455739 0.00116517 12801 0.04160 1.98360
1.54455721 0.000582583 25601 0.10207 1.99972
1.54455716 0.000291291 51201 0.22687 2.05112
1.54455715 0.000145646 102401 0.77614 2.29722
Table 2: Convergence of the proposed scheme for Kou’s model, T = ∆τ = 0.05.
Performance-wise the similarity of this method to that in d’Halluin et al. (2004) is that
it also requires Picard’s iterations at every time step. In contrast to d’Halluin et al. (2004)
at every iteration this method requires solution of two linear systems with a tridiagonal
(one upper and one lower triangular) matrix, i.e. its complexity is O(N). In d’Halluin et al.
(2004) it requires two FFT provided on a slightly extended grid to avoid wrap-around effects,
validates just the convergence in h, not in ∆τ .
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so the total complexity is at least O(N log2N). Therefore, even if N in out method is chosen
to be close to N in the FFT approach the former is approximately log2N times faster.
5.3 CGMY Model
Computation of jump integrals under the CGMY model (also known as the KoBoL model,
or more generally as generalized tempered stable processes (GTSPs)) was considered in
detail in Itkin and Carr (2012) using a similar approach. GTSPs have probability densities
symmetric in a neighborhood of the origin and exponentially decaying in the far tails. After
this exponential softening, the small jumps keep their initial stable-like behavior, whereas
the large jumps become exponentially tempered. The Le´vy measure of GTSPs is given by
µ(y) = λL
e−νL|y|
|y|1+αL 1y<0 + λR
e−νR|y|
|y|1+αR 1y>0, (22)
where νR, νL > 0, λR, λL > 0 and αR, αL < 2. The last condition is necessary to provide∫ 1
−1
y2µ(dy) <∞ ,
∫
|y|>1
µ(dy) <∞. (23)
The next proposition follows directly from Proposition 7 of Itkin and Carr (2012).14
Proposition 5.1 The PIDE
∂
∂τ
C(x, τ) =
∫ ∞
−∞
[
C(x+ y, τ)− C(x, τ)− ∂
∂x
C(x, τ)(ey − 1)
]
µ(y)dy
is equivalent to the PDE
∂
∂τ
C(x, τ) = (LR + LL)C(x, τ), (24)
LR = λRΓ(−αR) {(νR − O)αR − ναRR + [ναRR − (νR − 1)αR ]O} ,
αR < 2, Re(νR − O) > 0, νR > 1,
LL = λLΓ(−αL) {(νL + O)αL − ναLL + [ναLL − (νL + 1)αL ]O} ,
αL < 2, Re(νL + O) > 0, νL > 0,
where Γ is the gamma function, and Re(L) for some operator L formally refers to the spec-
trum of L. In other words, Re(L) > 0 means that real parts of all eigenvalues λ of L are
positive.
14In Itkin and Carr’s paper, jump integrals were defined on half-infinite positive and negative domains,
while here they are defined on the whole infinite domain. Therefore, to prove this Proposition simply use∫∞
−∞ =
∫ 0
−∞+
∫∞
0
and then apply Proposition 7 from Itkin and Carr (2012)
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In special cases, this equation changes to
LR = λR
{
log(νR)− log (νR − O) + log
(
νR − 1
νR
)
O
}
(25)
αR = 0,R(νR − O) > 0,R(νR) > 1,
LL = λL
{
log(νL)− log (νL + O) + log
(
νL + 1
νL
)
O
}
αL = 0, R(νL + O) > 0, R(νL) > 0,
and
LR = λR
[
(νR − O) log(νR − O)− νR log(νR) + O
(
log(νR − 1)− 2νR coth−1(1− 2νR)
) ]
αR = 1, Re(νR − O) > 0, νR > 1, (26)
LL = λL
[
(νL + O) log
(
νL + O
νL
)
− O(1 + νL) log
(
νL + 1
νL
)]
αL = 1, Re(νL + O) > 0, νL > 0,
where the logarithm of the differential operator is defined in the sense of Bakas et al. (1993).
We underline the existence conditions for the jump integrals to be well-defined which are
νL > 0, νR > 1. This is in some sense similar to the Kou’s model where θ1 is defined on the
domain θ1 > 1 while θ2 at the domain θ2 > 0.
There are a few ways to proceed in this case. First, one can use an extra Strang’s splitting;
instead of directly solving Eq.(24), solve it in three sweeps. At every step, only one operator,
either LR or LL enters the equation. Thus, the construction of the appropriate discrete
operator is simplified. The second approach is based on the observation that eigenvalues of
the sum of two M-matrices are also positive. This result follows from Wayl’s inequality (see
Bellman (1960)). Therefore, if every operator in the right-hand side of Eq.(24) is represented
by the negative of an M-matrix, the sum of those operators is also the negative of an M-
matrix. However, the discretization of these operators, while on the same grid, could differ,
thus adding some flexibility to the construction of the numerical scheme.
As shown in Itkin and Carr (2012), the computation of the matrix exponential could
be fully eliminated by using the following approach. First, they show that for αI ∈ Z the
solution of the pure jump equation could be reduced to the solution of a system of linear
equations where the matrix in the left-hand side of the system is banded. Therefore, the
complexity of this solution is O(N). Then to compute the matrix exponential for a real
α, first choose three closest values of αI ∈ Z. Given the solutions at these αI , we can
interpolate them to give the solution for α. Therefore, if linear interpolation is used, and
the interpolation coefficients are pre-computed, the total complexity of this solution is also
O(N).
This approach, however, does not work well if 0 < α < 2, since we do not have a solution
at α = 2. To proceed in such a way would then require extrapolation instead of interpolation.
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It is well known that extrapolation is not a reliable procedure, and so in what follows we
apply the general approach of this paper to the GTSP models.
First, consider terms with αR. Based on the above analysis, the most important case for
us is 1 < αR < 2. That is because if we manage to propose an efficient numerical algorithm
in such case, other domains of αR could be treated as in Itkin and Carr (2012) by involving
the value 1 < αR < 2 into the interpolation procedure in Itkin and Carr (2012). However,
for the sake of completeness we begin with a relatively simple case αR < 0 and 0 < αR < 1
to demonstrate our approach. A special case αR = 0 was already addressed in Itkin and
Carr (2012). A special case αR = 1 is considered later in this paper.
5.3.1 Case αR < 0.
Define a one-sided forward discretization of O, which we denote as AF : ∂C/∂x = [C(x +
h, t) − C(x, t)]/h. Also define a one-sided backward discretization of O, denoted as AB :
∂C/∂x = [C(x, t)− C(x− h, t)]/h.
Proposition 5.2 If αR < 0, then the discrete counterpart LR of the operator LR is the
negative of an M-matrix if
LR = λRΓ(−αR)
{(
νRI − AF
)αR − ναRR I + [ναRR − (νR − 1)αR ]AB} .
The matrix LR is an O(h) approximation of the operator LR.
Proof We need eigenvalues of AF to be negative to obey the existence condition in Eq.(24).
That dictates the choice of AF in the first term as AF is the Metzler matrix which eigenvalues
are negative. Now take into account that ναRR − (νR−1)αR < 0 if αR < 0, while Γ(−αR) > 0.
Matrix M =
(
νRI − AF
)
is an M-matrix with all positive eigenvalues. Its power is a positive
matrix because MαR = exp(αR logM), matrix logM is also an M-matrix, matrix αR logM
is negative of an M-matrix, i.e. the Metzler matrix, and exponentiation of the Metzler
matrix gives a positive matrix, see Berman and Plemmons (1994)). Matrix M1 = −ναRR +
[ναRR − (νR − 1)αR ]AB is bi-diagonal and also the Metzler matrix. Therefore, M +M1 is the
Metzler matrix, so is LR. Now take into account that diagonal elements of M are di < (νR+
1/h)αR , i = 1, N , and diagonal elements of M1 are d1,i = [ν
αR
R −(νR−1)αR ]/h−ναRR , i = 1, N .
Therefore,
di + d1,i <
(
νR +
1
h
)αR
+
1
h
[ναRR − (νR − 1)αR ]− ναRR <
1
h
[ναRR − (νR − 1)αR ] < 0
Thus, matrix LR is the negative of an M-matrix. First order approximation follows from the
definition of AF and AB. 
To get the second order of approximation we can use the following observations:
• Jumps with αR < 0 are of the finite activity and finite variation. Therefore, the term
[ναRR − (νR − 1)αR ]O could be moved to the diffusion part of our splitting algorithm;
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• The remaining operator could be approximated as
LR = λRΓ(−αR)
{(
νRI − AF2
)αR − ναRR I}+O(h2)
The proof is almost exactly same as in the proposition 5.2, if one notices that despite
M = νRI−AF2 is not exactly an M-matrix, its logarithm is an M-matrix. That is because M
is upper tridiagonal matrix which positive elements on the second upper diagonal in absolute
value are small as compared with the elements of the main and first upper diagonals.
Numerical experiments We organize this test in exactly same way as that was done
for the Kou model. There are two ways to proceed. The first one is to pre-compute J =
exp(∆τLR), and then at every time step of the splitting method when a corresponding jump
equation has to be solved (or a jump integral has to be computed) to compute a product
JC(x, τ). This operation has the complexity O(N2), but it doesn’t require Picard iterations
to provide the second order approximation in τ . Another approach would be to proceed in
a sense of d’Halluin et al. (2004), similar to what we did for the Merton and Kou models.
The (1,1) Pa´de approximation of e∆τJ could be again re-written in the form of the implicit
equation which could be solved by using Picard iterations (see above). Here, however, we
don’t have a fast way to compute a product JC(x, τ), so FFT could be used for this purpose.
From this prospective, this method is similar to d’Halluin et al. (2004), the difference is in
the matrix LR. We, however, remind the reader, that the method of Itkin and Carr (2012)
is more efficient in this case.
In Tab. 3 the results of such a test for a call option are given assuming the following
values of parameters: αR = −0.5, λR = 10, νR = 2, S0 = K = 1, r = 0, σ = 0.2, T = 0.1. The
grid was constructed exactly in the same way as in the test for Kou’s model. in Table 3 Cit is
the price in cents obtained by using Picard iterations, Cexp is the price in cents obtained by
using matrix exponential, N is the number of grid nodes, βit is the order of convergence of
the iterative scheme, βexp is the order of convergence of the exponential scheme. The ”exact”
price obtained at N = 4000 is Cit(∆τ) = 40.2261 cents, and Cexp(∆τ) = 39.223 cents. It is
seen that the convergence order β of both schemes is close to O(h2).
Cit h N βit Cexp βexp
40.1100 0.104131 100 - 39.1027 -
40.2002 0.051804 200 2.16 39.1937 2.03
40.2223 0.025837 400 2.86 39.2167 2.26
40.2260 0.012902 800 4.12 39.2216 2.44
40.2258 0.006447 1600 1.58 39.2222 1.14
Table 3: Convergence of the proposed scheme for CGMY model with αR = −0.5.
At high N the convergence ratio drops down most likely because computation of the
matrix exponent, or matrix power loses accuracy, see Moler and Van Loan (2003).
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5.3.2 Case 0 < αR < 1.
This case is similar to the previous one.
Proposition 5.3 Suppose 0 < αR < 1 (so jumps are of the infinite activity but finite
variation) and consider the following discrete approximation of the operator LR:
λRΓ(−αR)
{(
νRI − AF
)αR − ναRR I + [ναRR − (νR − 1)αR ]O} .
Because of the finite variation of the jumps the last terms in this representation could be
taken out and moved to the diffusion part (that is what we did already several times in the
above). The remaining matrix
LR = λRΓ(−αR)
{(
νRI − AF
)αR − ναRR I} .
approximates the operator LR with O(h), and is the negative of an M-matrix.
The proof is also similar. The difference in the proof is as follows: 0 < αR < 1 means
that Γ(αR) < 0. As αR > 0 matrix M
αR = exp(αR logM) is an M- matrix, so is M1 =(
νRI − AF
)αR − ναRR . The last statement is true because matrix M is upper bi-diagonal,
therefore MαR is upper triangular with diagonal elements di = (νR + 1/h)
αR ( this follows
from the definition of the matrix power via a spectral decomposition). As (νRI + 1/h)
αR −
ναRR > 0 diagonal elements of M1 are positive. Thus, M1 is an M-matrix, and LR is the
negative of an M-matrix.
We run another test with the model parameters same as in the previous one and αR = 0.9.
The results are given in Tab. 4. One can observe the first order convergence in h. The ”exact”
price is Cexp = 22.27 cents.
Cexp h N βexp
23.9336 0.104131 100 -
22.9222 0.051804 200 1.35
22.5558 0.025837 400 1.19
22.3944 0.012902 800 1.21
22.3170 0.006447 1600 1.43
22.2789 0.003223 3200 2.59
Table 4: Convergence of the proposed scheme for CGMY model with αR = 0.9.
However, the second order approximation O(h2) cannot be constructed by simply replac-
ing AF with AF2 when αR is close to 1. For now we leave this as an open problem. As a
work-around, in the next section O(h2 +∆τ 2) algorithm is constructed for 1 < αR < 2. Then
using a price obtained for some α∗R, 1 < α
∗
R < 2 and prices for αR = 0,−1 obtained using
the approach of Itkin and Carr (2012) (the latter could be computed with the complexity
O(N)) an O(h2) approximation for 0 < αR < 1 can be found by interpolation.
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5.3.3 Case αR = 1.
This case could be covered twofold. First, if we have a good method for the region 1 < α1 < 2,
then prices at α = 1 could be obtained by computing three prices at 1 < α1 < 2, α2 ≤
0, α3 < 0 and then using interpolation in α. This approach relies on the fact that for the
CGMY model jump integrals are continuous in α at α < 2, see Proposition 5 in Itkin and
Carr (2012).
Another approach is very similar to the previous case 0 < αR < 1.
Proposition 5.4 Suppose αR = 1 and consider the following discrete approximation of LR:
L = λR
[
(νR−AF ) log(νR−AF )− νR log(νR)I + κAF
(
log(νR − 1)− 2νR coth−1(1− 2νR)
) ]
.
where κ is some constant. This approximates the operator LR with O(h), and is the negative
of an M-matrix.
The proof is also similar. Indeed, according to this discretization M1 = νR − AF is an
M-matrix, therefore logM1 is also an M-matrix. The product of this two M-matrices is an
upper triangular matrix with all positive elements except of that at the first upper diagonal.
Now observe that log(νR−1)−2νR coth−1(1−2νR) > 0. Therefore, taking κ > 0 big enough
dumps the negative values at the first upper diagonal and at the same time makes elements
of the main diagonal all negative. Thus, the whole matrix L is the negative of an M-matrix.
As in the original jump integral we have just κ = 1 the trick is to borrow ∆D =
(κ− 1) [log(νR − 1)− 2νR coth−1(1− 2νR)]O term from the diffusion part. In other words,
we can re-distribute some terms in our splitting algorithm between the diffusion and jump
parts, as we did that for Kou and Merton models, and for CGMY model with αR < 1, by
moving a drift-like term from the diffusion to the jump part. Accordingly, to compensate we
need to subtract ∆D from the drift term in the diffusion part. This potentially could result
in the negative drift term which, however, is not a problem.
The results (call option prices in dollars) given below in Tab. 5 are obtained by applying
this algorithm in the test with parameters S = K = 100, T = 0.05; r = 0.05, σ = 0.15, λR =
0.1, νR = 2, κ = 5. The exact price is C = 2.1428 cents was obtained at N = 2000. The first
Cexp h N βexp
3.7296 0.1381550 101 -
2.6527 0.0690776 201 1.638
2.3939 0.0345388 401 1.022
2.2402 0.0172694 801 1.366
2.1594 0.0086347 1601 2.552
Table 5: Convergence of the proposed scheme for CGMY model with αR = 1.
order convergence could be observed.
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Similar to the previous case the second order approximation O(h2) cannot be constructed
by simply replacing AF with AF2 . We leave this as an open problem as well. At the beginning
of this section we mentioned an interpolation approach which is applicable if the second order
approximation could be constructed for 1 < αR < 2. Then it could be used as a work-around
to construct the O(h2) approximation.
5.3.4 Case 1 < αR < 2.
This case is the most difficult, see, e.g., Wang et al. (2007). Below based on our general
approach we provide an analysis of why a standard method experiences a problem in this
range of the αR values, and describe a variation of our method to address this problem.
Consider a discrete counterpart LR of the operator LR
LR = λRΓ(−αR) {(νRI − A1)αR − ναRR I + [ναRR − (νR − 1)αR ]A2} . (27)
where A1, A2 are some discrete approximations of the operator O (i.e. A1 ∝ 1/h, A2 ∝ 1/h).
Observe, that for this range of αR the following inequalities take place
Γ(−αR) > 0, [ναRR − (νR − 1)αR ] > 0,
as well as the existence condition in Eq.(24) requires λi(M1) > 0, i = 1, N with λi(M1)
being the eigenvalues of matrix M1 = νRI − A1.
To remind, based on Proposition 4.1 we want LR to be the negative of an M-matrix.
However, this could not be achieved. Indeed, suppose we chose A1 = A
B. Then matrix M1
is the Metzler matrix, unless h is restricted from the bottom, h > 1/νR, which is not a good
choice because the accuracy of such a method is also restricted by these values of h. But on
the other hand at h < 1/νR we break the existence condition because λi(M1) < 0, i = 1, N .
Thus, A1 = A
B is not a choice.
Now let us try A1 = A
F . Then M1 is a bi-diagonal M-matrix with negative elements on
the first upper diagonal. Therefore, MαR1 is an upper triangular matrix, also with negative
elements on the first upper diagonal (property 1). Trying to construct LR to be the negative
of an M-matrix we must choose A2 = A
F . But as
λRΓ(−αR) {(νR + 1/h)αR − ναRR + [ναRR − (νR − 1)αR ] /h} > 0, ∀h
it is not possible to have the diagonal elements to be non-positive (property 2). Both
properties 1 and 2 make it impossible to construct a stable approximation of LR. The effect
should be more pronounced when αR moves from 1 to 2, similar to what was observed in
Wang et al. (2007).
The following proposition solves the above problem.
Proposition 5.5 Consider 1 < αR < 2. Because the singularity in the CGMY measure has
been already integrated out, the last term in the operator LR could be taken out of the jump
operator and moved to the diffusion part. Suppose that the following discretization scheme
for the remaining operator
LR = λRΓ(−αR) [(νR − O)αR − ναRR ]
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is in order
M = λRΓ(−αR)
[(
AC2 + ν
2
RI − 2νRAC
) (
νRI − AF2
)αR−2 − ναRR I] (28)
where AC2 = A
F A˙B is the central difference approximation of the second derivative O2,
AC = (AF + AB)/2 is the central difference approximation of the first derivative O. Then
M is an O(h2) approximation of the operator LR and the negative of an M-matrix.
Proof See Appendix.
The trick is that we represent the operator (νR−O)αR as L1R = (νR−O)2(νR−O)−ε where
ε ≡ 2 − αR. The first multiplier in L1R is a convection-diffusion operator, and we use a
well-known central difference approximation of the second order to discretize this part. The
second multiplier is similar to (νR − O)αR in the case −1 < α < 0 (because by definition
−1 < −ε < 0, and, therefore, we use same discretization as in that case.
To check the convergence numerically we run the same test as for 0 < αR < 1, but
now choosing T = 0.01, αR = 1.98. The results are given in Tab. 6. The ”exact” price at
N = 2000 is C = 8.1973. All prices are computed via the matrix exponential.
C h N β
8.2197 0.2763100 51 -
7.9533 0.1381550 101 3.443
8.1558 0.0690776 201 2.557
8.1836 0.0345388 401 1.592
8.1943 0.0172694 801 2.210
8.1970 0.0086347 1601 3.214
Table 6: Convergence of the proposed scheme for the CGMY model with αR = 1.98.
While the convergency ratio β looks a bit sporadic, the rate of convergence is closer to 2.
Further analysis of the matrix M reveals two important observations. First, the minimum
eigenvalue of M could be close to zero. Therefore, the proposed scheme is close to a family of
the A-stable schemes, rather than to the L-stable ones 15. Second, the maximum eigenvalue
of e∆τM as h→ 0 tends to 1 which makes the convergence slow, and the conditional number
of the matrix high. Also under this situation round-off errors could play a significant role.
Performance-wise as it was mentioned in Wang et al. (2007) Picard iterations in this case
converge very slow and, therefore, direct computation of the matrix exponential (this step
could be pre-computed) followed by computation of the product of matrix by vector could be
preferable. Our experiments show that the necessary number of iterations could exceed 30.
15An example of an A-stable scheme is the familiar Crank-Nicholson scheme. But we want to underline
that 0 doesn’t belong to the spectrum of M , so formally the scheme is L-stable, while with convergence
properties close to the A-stable scheme. The formal L-stability is important, e.g., for computing the option
Greeks.
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A simple calculus shows that two FFT with the total number of nodes N=3000 (including
the extended grid to avoid wrap-around effects) gives complexity O(2 ·30 ·N log2N) ∝ 2 ·106
which corresponds to the complexity of multiplication of a NxN matrix by a Nx1 vector
with N = 1400. Also if a uniform grid is used, matrix e∆τM is the Toeplitz matrix, therefore
the FFT algorithm for computing a matrix by vector product is applied. Also as shown
in Wang et al. (2007) values obtained at a non-uniform grid could be re-interpolated (with
complexity O(N)) to the uniform grid, so again FFT can be applied for the matrix-vector
multiplication followed by the back interpolation to the non-uniform grid.
5.3.5 Approximations of LL
Approximations to LL can be constructed in a way similar to those corresponding to LR.
Below we will present a few propositions that specify our construction. Proofs of these
propositions are omitted because they are very similar to that for LR.
Proposition 5.6 If αL < 0, then the discrete counterpart LL of the operator L∗L which is
LL with the ”drift” term moved to the diffusion part, is the negative of an M-matrix if
LL = λLΓ(−αL)
{(
νLI + A
B
2
)αL − ναLL } .
The matrix LL is an O(h
2) approximation of the operator L∗L.
Proposition 5.7 If 0 < αL < 1, then the discrete counterpart LL of the operator L∗L which
is LL with the ”drift” term moved to the diffusion part, is the negative of an M-matrix if
LL = λLΓ(−αL)
{(
νLI + A
B
)αL − ναLL } .
The matrix LL is an O(h) approximation of the operator L∗L.
Proposition 5.8 Suppose αL = 1 and consider the following discrete approximation of LL:
L = λL
{
(νL + A
B) log(νL + A
B)− νL log(νL)I − κAB [(νL + 1) log(νL + 1)− νL log νL]
}
.
where κ is some constant. This approximates the operator LL with O(h), and is the negative
of an M-matrix.
Proposition 5.9 Consider 1 < αL < 2. Because the singularity in the CGMY measure has
been already integrated out, the last term in the operator LL could be taken out of the jump
operator and moved to the diffusion part. Suppose that the following discretization scheme
for the remaining operator
LL = λLΓ(−αL) [(νL + O)αL − ναLL ]
is in order
M = λLΓ(−αL)
[(
AC2 + ν
2
LI + 2νLA
C
) (
νLI + A
B
2
)αL−2 − ναLL I] (29)
where AC2 = A
F A˙B is the central difference approximation of the second derivative O2,
AC = (AF + AB)/2 is the central difference approximation of the first derivative O. Then
M is an O(h2) approximation of the operator LL and the negative of an M-matrix.
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6 Other numerical experiments
In this section we provide a numerical solution of the whole problem (not just one step) to
compare it with the existing analytical one. In the first test we used our numerical approach
to compute prices of European vanilla options under the Bates model (a Heston jump-
diffusion model with Merton’s jumps). This solution was compared with the semi-analytical
solution obtained by using an inverse Fourier Transform (FFT) since the characteristic func-
tion for the Bates model is known in closed form; see, e.g., Cre´pey (2000).
For the diffusion step we used the method described in detail in Hout and Foulon (2010).
A nonuniform space grid was constructed in both x and v dimensions which contained 100
nodes in x ∈ [0, Smax], Smax = 40 max(S0, K), and 40 nodes in v ∈ [0, vmax], vmax = 5v0.
Here K is the strike, S0, v0 are the initial levels of the stock price and instantaneous variance.
For the jump step this grid was extended to Sup = 10
4. Further increase of Sup does not
influence the option price much, so this boundary was chosen based on a practical argument.
The steps of the jump grid when outside of the diffusion grid (where they both coincide with
each other) grew according to geometric progression hi = h×gi, where h = (Smax−Smin)/N
is an average step size for the diffusion grid, g is the growth factor, which in our experiments
was chosen as g = 1.03. The total jump grid thus contained 237 nodes, 75 of which were the
diffusion grid nodes.
The initial parameters used in the test are given in Table 7. Here C stays for a call option
while P for a put option, r is the interest rate, q is the dividend yield, κ is the mean-reversion
rate, ξ is the volatility of volatility, ρ is the correlation coefficient, θ is the mean-reversion
level.
Test T K r q C/P ξ ρ κ θ λ µJ σJ
1 1 100 0.05 0.0 C 0.3 -0.5 1.5 0.1 5 0.3 0.1
Table 7: Initial parameters used in test calculations.
We computed European option prices under the Bates model in two ways. The first
approach utilizes the fact that the characteristic function of the Bates model is known in
closed form. Therefore, pricing of European options can be done using any FFT algorithm.
Here we used a standard version of the Carr and Madan (1999) method with a constant
dumping factor α = 1.25 and N = 8192 nodes. The second approach (FDE) uses an
algorithm described in this paper, i.e., splitting and matrix exponentials, where the diffusion
(Heston) equation was solved using the method of fractional steps described in Hout and
Foulon (2010).
In Fig. 1 absolute and relative differences in prices obtained in our experiments are
presented as a function of moneyness M = S0/K. It is seen that the relative differences
between the FDE prices and that obtained with the FFT method are about 0.2% for ITM
options with 1 < M < 1.4, while they drop down to 0.8% for M = 0.516
16As it was mentioned in Introduction, in this particular case FFT is definitely more efficient, so we provide
this comparison just for illustrative purposes.
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Figure 1: Absolute and relative differences in
call option price as a function of moneyness
M for the Bates model computed using an
FFT algorithm (FFT) and the algorithm of
this paper (FDE).
Figure 2: Absolute and relative differences in
call option price as a function of moneyness
M for the Heston model computed using an
FFT algorithm and FDE.
To see how much of the observed numerical error could be attributed to the Heston model
itself, e.g., to the finite-difference algorithm for computing a pure diffusion part, we repeated
this test with no jumps and presented these results in Fig. 2.
In the second test we considered a model similar to Bates, but with jumps simulated
using the VG model. We used the parameters in Table 7. In addition, the VG model
parameters were chosen as: θ = 0.1, σ = 0.4, ν = 3, which translates17 to νR = 1.5098, νL =
2.7598, λR = λL = 0.33. The grid was constructed as it was in the previous test. However
the upper boundary of the jump grid was moved to 105, and Smax = 20 max(S0, K). Again
we computed European option prices in two ways. As the characteristic function of the VG
model is known in closed form, the characteristic function of our model is a product of that
for the Heston and VG models. We then used an FFT algorithm proposed by Alan Lewis,
and as applied to the VG model discussed in detail in Itkin (2005). The second approach
uses the algorithm described in this paper.
In Fig. 3, the absolute and relative differences in prices obtained by these two methods
are presented as a function of the moneyness M = S0/K. Here FDE behaves worse than
in the case of the Bates model, because we used just the first order approximation in h.
Still, the relative difference with the FFT solution is less than 0.5%, and for M ≈ 0.5 the
difference rises to only 1.7%.
17For explicit formulae to provide this translation, see Madan et al. (1989).
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Figure 3: Absolute and relative differences in call option price as a function of moneyness
M under the Heston+VG model computed using Lewis’s FFT algorithm and FDE.
7 Conclusion
In this paper (which is a further extension of our paper Itkin and Carr (2012)) we proposed
a new method to solve jump-diffusion PIDEs. This method exploits a number of ideas,
namely:
1. First, we transform a linear non-local integro-differential operator (jump operator)
into a local nonlinear (fractional) differential operator. Thus, the whole jump-diffusion
operator J +D is represented as a sum of the linear and non-linear parts.
2. Second, operator splitting on financial processes18 is applied to this operator, namely
splitting a space operator into diffusion and jumps parts. For nonlinear operators,
this approach was elaborated on based on the definition of Lie derivative (see Koch
and Thalhammer (2011)). The described splitting scheme provides a second-order
approximation of J +D in time.
3. At the third step various finite-difference approximations of the non-linear differential
operator J are proposed for the Merton, Kou and GTSP (a.k.a., CGMY or KoBoL)
models. We demonstrated how to construct these approximations to (i) be uncon-
ditionally stable, (ii) be of first- and second-order approximation in the space grid
step size h and (iii) preserve positivity of the solution. The results are presented as
propositions, and the corresponding proofs are given based on modern matrix analy-
sis, including a theory of M-matrices, Metzler matrices and eventually exponentially
nonnegative matrices.
18This is similar to splitting on physical processes, e.g., convection and diffusion, which is well-known in
computational physics.
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4. It is shown that with a minor modification the method could be applied to the CGMY
model with parameter α > 1. That is the range where similar algorithms, e.g., Wang
et al. (2007) experienced a problem. We show how to construct the second order ap-
proximation and provide the results of numerical experiments that confirm the second
order convergence. Performance-wise matrix exponential followed by computation of a
product of matrix by vector seems to be a preferable choice in this case as Picard iter-
ations converge very slow. That is because the maximum eigenvalue of the transition
matrix in this case is close to 1. Also under this condition the round-off errors could
be important.
All these results seem to be new. The method is naturally applicable to both uniform
and nonuniform grids, and is easy for programming, since the algorithm is similar to all
jump models. Also notice that the present approach allows pricing some exotic, e.g., barrier
options as well. In addition, it respects not just vanilla but also digital payoffs. In principle,
American and Bermudan options could also be priced by this method, however this requires
some more delicate consideration which will be presented elsewhere.
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Appendices
A Proof of Proposition 5.5
To prove this proposition we need technique which is closely related to the concept of an
“eventually positive matrix”; see Noutsos and Tsatsomeros (2008). Below we reproduce
some definitions from this paper necessary for our further analysis.
Definition An N ×N matrix A = [aij] is called
• eventually nonnegative, denoted by A v≥ 0, if there exists a positive integer k0 such
that Ak ≥ 0 for all k > k0; we denote the smallest such positive integer by k0 = k0(A)
and refer to k0(A) as the power index of A;
• exponentially nonnegative if for all t > 0, etA = ∑∞k=0 tkAkk! ≥ 0;
• eventually exponentially nonnegative if there exists t0 ∈ [0,∞) such that etA ≥ 0 for
all t > t0. We denote the smallest such nonnegative number by t0 = t0(A) and refer to
it t0(A) s the exponential index of A.
We also need the following Lemma from Noutsos and Tsatsomeros (2008):
Lemma A.1 Let A ∈ RN×N . The following are equivalent:
1. A is eventually exponentially nonnegative.
2. A+ bI is eventually nonnegative for some b ≥ 0.
3. AT + bI is eventually nonnegative for some b ≥ 0.
We also introduce a definition of an EM-matrix, see Elhashash and Szyld (2008).
Definition An N ×N matrix A = [aij] is called an EM-Matrix if it can be represented as
A = sI − B with 0 < ρ(B) < s, s > 0 is some constant, ρ(B) is the spectral radius of B,
and B is an eventually nonnegative matrix.
For the following we need two Lemmas.
Lemma A.2 Let A ∈ RN×N , and A = νRI − AF2 . Then A is an EM-matrix.
Proof Denote di the i-th upper diagonal of A. So d0 means the main diagonal, etc.
1. First, show that AF2 is an eventually exponentially nonnegative matrix. To see this use
representation etA
F
2 = [etB]1/(2h where B is an upper tridiagonal matrix with all d0 elements
equal to -3, all d1 elements equal to 4, and all d2 elements equal to -1. Positivity of e
tB can
be verified explicitly at t > N . The intuition behind that is that the elements on d2 are
small in absolute values as compared with that of d1. Taking the square of B propagates
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large positive values on d1 to the diagonal d2. Taking the square of B
2 propagates them to
d3, etc.
From h > 0 it follows that etA
F
2 ≥ 0, i.e. AF2 is eventually exponentially nonnegative.
According to Lemma A.1, the eventual exponential nonnegativity of AF2 means that there
exists b ≥ 0 such that AF2 + bI = 12h(B + 2hbI) is eventually nonnegative for some b ≥ 0.
Let us denote B1 = B + 2hbI and chose b = 3/(2h) + , where  1. In practical examples
we can choose  = 1.e − 6. Then d0(B1) = , d1(B1) = 2, d2(B1) = −1. It is easy to check
that B
(
1N + 3) ≥ 0. Again that is because d1(B1) > 0, |d1(B1)| > |d2(B1)|, so taking the
square of B1 propagates large positive values on d1 to the diagonal d2, etc. Thus, A
F
2 + bI
with b = 3/(2h) +  is the eventually nonnegative matrix.
2. Represent A as A = (νR + b)I − (AF2 + bI). Observe, that ρ(AF2 + bI) =  and
s = (νR + b) > . Thus, by definition, A is an EM-matrix. 
Lemma A.3 The inverse of the matrix A = (νR+b)I−(AF2 +bI) ≡ sI−P is a nonnegative
matrix.
Proof Observe that all eigenvalues of P are λi = , ∀i ∈ [1, N ]. Therefore ρ(P ) = .
Following Le and McDonald (2006) denote indexλ(A) to be the degree of λ as a root of
the minimal polynomial of A. As matrix P doesn’t have zero eigenvalues in its spectrum
index0(P ) = 0 < 1.
Nonnegativity of A−1 then follows from the Theorem
Theorem A.4 (Theorem 4.2 in Le and McDonald (2006)) Let P be an N ×N irre-
ducible eventually nonnegative matrix with index0(P ) ≤ 1, then there exists µ > ρ(P ) such
that if µ > s > ρ(P ), then (sI − P )−1 ≥ 0.
To apply this Theorem choose any positive µ > s.
Now we are ready to prove the Proposition 5.5.
Proof of Proposition 5.5 Recall, that in the Proposition 5.5 the following scheme is pro-
posed in Eq.(28)
M = λRΓ(−αR)
[(
AC2 + ν
2
RI − 2νRAC
) (
νRI − AF2
)αR−2 − ναRR I]
We prove separately each statement of the proposition, namely:
1. The above scheme is O(h2) approximation of the operator LR;
2. Matrix M is the negative of an M-matrix.
Proof of (1): This follows from the fact that AC is a central difference approximation
of the operator O to second order in h, while AF2 is the one-sided second order approximation.
Proof of (2): Matrix M1 = A
C
2 +ν
2
RI−2νRAC has the following elements: ν2R− 2h2 on the
main diagonal, νR
h
+ 1
h2
on the first lower diagonal, and −νR
h
+ 1
h2
on the first upper diagonal.
At small enough h this is the negate of an M-matrix.
Matrix M2 = νR − AF2 by Lemma A.2 is an EM-matrix. Now observe that:
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1. As 1 < αR < 2, so −1 < k < 0.
2. The inverse of an EM-matrix M2 is a nonnegative matrix, see Lemma A.3.
3. A k power of a nonnegative matrix with 0 < k < 1 is a nonnegative matrix.
A product of the nonnegative and the Metzler matrix is the Metzler matrix. Therefore,
M1M2 is the Metzler matrix, and so is M = M1M2 − ναRR I. Since coefficient λRΓ(−αR) > 0
at 1 < αR < 2, the entire matrix LR is the negative of an M-matrix. That finalizes the proof.

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