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Abstract
A new upper bound is presented for the length of a snake in a hypercube of dimension n.
This bound is better than all bounds derived thusfar for 376n619079. c© 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Simple cycles without chords, or shortly chordless cycles, in an n-dimensional hy-
percube Qn originated in the theory of error checking codes [6,10] and in the theory of
local algorithms for the minimization of boolean functions [5,13]. Such cycles are also
known as circuit codes, snake-in-the-box codes (snakes) and cyclic boolean functions.
The construction of these cycles and the computation of their maximal length appear
to be hard problems. Until recently, this maximal length was precisely known for only
ve values of n, i.e. jS2j = 4, jS3j = 6, jS4j = 8, jS5j = 14 and jS6j = 26, if Sn
stands for a snake in Qn of maximal length.
It was also known that jS7j>48, jS8j>88, jS9j>170, jS10j>324 and jSnj> 772562n
for n>11. This last bound, derived in [1], is better than all other lower bounds
derived earlier (cf. [4,14]). Recently, it was established, by a computer search, that
jS7j= 48 (cf. [7]), while in [9] new construction methods showed that jS8j>96 and
jS10j>340. By the time that a preliminary version of this paper was in review, a new
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was reported by Zemor [15]. This result is asymptotically, i.e. for large values of n,
the best upper bound known thusfar. Prior to (1) the best upper bounds were in the
course of time
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and
jSnj62n−1 − 2
n−1
4n− 9 ; n>11: (5)
Bound (2) was derived by Solovjeva [12] by counting four-cycles in Qn, having 0,
1, 2, or 3 vertices in common with Sn. Bound (3) was established by Snevily [11],
by deriving a lower bound for the number of edges outside Sn. By rening some
details in this proof, Emelyanov [3] derived bound (4). Finally, also by rening some
elements of Snevily’s proof, Lukito [8] obtained bound (5).
In this paper we derive a new upper bound for the length of a snake in Qn, by
combining the methods applied in [3,8,11,12]. Actually, we shall prove
jSnj62n−1 − 2
n
5n+ 59 + o(1)
; (6)
for n>7.
2. Notation and a basic lemma
Let [n] denote the set f1; 2; : : : ; ng and let 2[n] be the power set of [n]. Let furthermore
the symbol  stand for the symmetric dierence of two sets (i.e. the set-theoretical
addition mod 2). The n-dimensional hypercube Qn = hV (Qn); E(Qn)i is an ordinary
bipartite graph with V (Qn) = 2[n] and E(Qn) being the set of all unordered pairs
(u; v) 2 V (Qn)  V (Qn) such that ju  vj = 1. The Hamming distance  is dened
as (u; v):=ju  vj, for all u; v 2 V (Qn). A subgraph SnQn is a snake if it is a
simple cycle v1; v2; : : : ; vjSnj without chords, i.e. if
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Fig. 1. Distribution of four-cycles (enclosed).
(i) if ji − jj= 1mod jSnj, then (vi; vj) = 1;
(ii) if ji − jj> 1mod jSnj, then (vi; vj)> 1.
Furthermore, we shall use the symbol Sn for the length jSnj of a snake Sn. If
v 2 V (Sn), then v is called a vertex of the snake, and similarly, if (u; v) 2 E(Sn) we
say that (u; v) is an edge of the snake. Let Y be the graph induced by the vertices of
QnnSn. For any vertex x 2 Y we dene the number x as the degree of x in Y, i.e.
x:=jfy 2 Y: (x; y) = 1gj. We shall use the notation Ym, introduced in [11], for the
set of vertices in Y having precisely m neighbors in the snake, or stated equivalently,
Ym:=fx 2 Y: n− x = mg. We also dene Y6w:=
Sw
i=0Yi.
As in [12], we consider four-cycles (i.e. simple cycles in Qn of length 4) with respect
to their intersecting properties with Sn. Taking into account the denition properties
of Sn, we can partition the set of four-cycles into ve dierent classes, if Sn > 4. Let
f be some four-cycle, then
(i) f 2F1, if f contains three vertices of Sn;
(ii) f 2F2, if f contains precisely two vertices of Sn, which are adjacent;
(iii) f 2F3, if f contains precisely two vertices of Sn, which are not adjacent;
(iv) f 2F4, if f contains precisely one vertex of Sn;
(iv) f 2F5, if f does not contain a vertex of Sn.
The size of the class Fi will be denoted by Fi, 16i65.
Since the total number of four-cycles in Qn is equal to 14
( n
2

2n (note that a four-
cycle is uniquely determined by any two vertices of Qn at distance 2), it will be obvious
that
F1 + F2 + F3 + F4 + F5 =
n
2

2n−2: (7)
It can also easily be seen that
F1 = Sn; F2 = (n− 3)Sn; (8)
since the three vertices of a four-cycle of F1 have to be neighbors on Sn (Fig. 1).
Basic to our considerations are four relations listed in the following lemma.
The summation
P
x which occurs in these relations is over all vertices x 2 Y.
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Lemma 1.
F1 + 2F2 + 2F3 + 3F4 + 4F5 =
n
2

(2n − Sn); (9)
F1 + 2F3 =
X
x

n− x
2

=
1
2
(3n2 − 5n+ 2)Sn − n22n−1 + 12
X
x
2x ; (10)
2F2 + 2F4 =
X
x
x(n− x) = n22n − 2(n2 − n)Sn −
X
x
2x ; (11)
F4 + 4F5 =
X
x
x
2

= (n− 1)Sn − n2n−1 + 12
X
x
2x : (12)
Proof. The r.h.s. of (9) gives the total number of edge pairs incident with some
vertex of Y. Now each such pair of edges determines precisely one four-cycle. Since
a four-cycle in F2 or in F3 determines two such pairs, a four-cycle in F4 three pairs
and a four-cycle in F5 four pairs, the equality sign in (9) now follows.
Similar arguments can be applied for the derivation of the other equalities. In (10)
pairs of edges incident with some x 2 Y are considered such that both edges end at
vertices of Sn. In (11) pairs of edges incident with some x 2 Y are dealt with, such
that one edge also ends at a vertex of Y, while the other edge ends at a vertex of Sn.
As for (12), both edges end at vertices of Y.
3. Upper bounds for the numbers jYij
In this section we take n>7. We also assume that Sn is a longest snake in Qn.
Snevily [11] showed that
jYnj= 0: (13)
He also proved that two vertices of Yn−1 are at distance at least 3 from each other in
Y. This result can be strengthened as follows.
Proposition 2. If x; y 2 Yn−1; then (x; y)>3.
Proof. The assumption (x; y) = 1 gives rise to a contradiction (cf. [11, Lemma 3]).
Suppose (x; y) = 2. W.l.o.g. let x = fng and y = fn− 1g. Then there exist exactly
two vertices z = f g and w = fn − 1; ng adjacent to x and y. Suppose that z is from
Yn. Since x and y are from Yn−1, w belongs to Sn. Hence, f j; n − 1; ng 2 Sn for
some j 2 [n− 2] which is impossible, since f j; n− 1g and f j; ng are also in Sn. The
case in which w is from Y can be treated in a similar way, and gives rise to the same
conclusion.
Next, suppose that both z and w are in Sn, and let f j; n − 1g and fi; ng be in Y.
If fkg 2 Sn for some k 6= i; j, it would be connected to three points in Sn, i.e. to
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z, fk; n − 1g, and fk; ng, which is not possible because of the denition of a snake.
It follows that i 6= j, and moreover, that fig and f jg are the neighbors of z in Sn.
Similarly, fi; n− 1; ng and f j; n− 1; ng are the neighbors of w in Sn. Since Sn also
contains fi; n− 1g and f j; ng, it follows that Sn is a snake of length 8. This is false
because we assumed that Sn is a longest snake for n>7.
Corollary 3.
jYn−1j6 Snn− 1 : (14)
Proof. From Proposition 2 it follows that the neighborhoods of two distinct vertices
of Yn−1 are disjoint. Hence, the size of Yn−1 cannot be larger than Sn=(n− 1), since
otherwise, we would have
Sn =
Sn
n− 1(n− 1)< jYn−1j(n− 1) =
X
x2Yn−1
jN (x) \Snj6Sn:
Lemma 4.
jYn−2j615

2n +
n− 1
n− 5Sn

: (15)
Proof. W.l.o.g. let x=f g 2 Yn−2, fn−1g 2 Y6n−p and fng 2 Y6n−q with 16p6q.
Based on [11, Lemmas 3{6], Fig. 2 shows all possible congurations containing x.
Depending on the conguration it occurs in, we call x a vertex of type A, B, C, D
or E.
We remark that x must be contained in at least one four-cycle of F1. Remember
that all fig, i 2 [n − 2], are in Sn and that at least one vertex fa; ng or fa; n − 1g,
a 2 [n − 2], is in Y. Sn contains at least one path fag | fa; bg | fbg, which
determines a four-cycle through x. Now, let Y0 be the set of vertices of Yn−2 that
belong to precisely one four-cycle in F1, and let Y00 be the set of vertices of Yn−2
belonging to at least two such four-cycles. Then we have jY0j + jY00j = jYn−2j and
jYj+ 2jY00j6Sn. Hence,
jYn−2j6Sn + jY
0j
2
: (16)
Next, we shall derive an upper bound for jY0j. First, we observe that if
jfy 2 Y: y = fa; pg; a 2 [n− 2]; p 2 fn− 1; nggj>3;
then x is contained in more than one four-cycle of F1. Therefore, the only vertices
x 2 Yn−2 we have to consider are those of type D and type E. For both types we
have that the neighbors of f jg in Sn are the vertices f j; n− 1g and fi; jg (a neighbor
f j; ag, a 62 fi; n − 1; ng would yield a contradiction, since fa; n − 1g and fa; ng are
already neighbors of fag in Sn). Hence, Sn contains the path fig | fi; jg | f jg.
Similarly, it follows that Sn also contains the path fk; n− 1g | fkg | fk; ng for all
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Fig. 2.
k 2 [n − 2]nfi; jg. So, if fk; n − 1; ng 2 Sn, we would have Sn = 4, which is false.
Thus fn− 1; ng 2 Y62.
First, we consider vertices x of type D more closely. More precisely, we investigate
whether the conguration to which x belongs contains more vertices of type D. The
previous arguments show that fn−1; ng 62 Yn−2, and also that fi; j; n−1g; fi; j; ng 2 Y.
Notice that the vertices fng, f j; ng, and fi; j; ng determine precisely one four-cycle fng
| f j; ng | fi; j; ng | fi; ng. If f j; ng 2 Yn−2 and is of type D, then the vertex fi; ng
would also be in Y. But this is impossible since fng 2 Yn−3 and i 6= j; n. Analogously,
even if fi; n−1g 2 Yn−2 it cannot be a vertex of type D. Hence, the number of vertices
x of type D is at most jYn−3j=26(2n − Sn − jYn−2j)=2.
Consider now conguration E. Notice that each path fk; n− 1g | fkg | fk; ng in
the snake can be extended to a path fl; n − 1g | fl; k; n − 1g | fk; n − 1g | fkg
| fk; ng for some l 2 [n − 2]nfkg. In other words, the vertex fn − 1g is contained
in at least b(n− 4)=2c four-cycles of F1. Since fn− 1; ng 62 Yn−2, it follows that the
number of vertices of type E does not exceed 2S=(n− 5).
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Therefore, we have
jY0j62
n − Sn − jYn−2j
2
+
2S
n− 5 : (17)
Combining (16) and (17) yields bound (15).
For the numbers jYij, i<n− 2, we shall prove the following inequalities.
Lemma 5. For k > 2 we have
jYn−k j62F4 + 4F5k(k − 1) =
(n2 − n)2n − 2(n2 − n− 2)Sn − 2F4
k(k − 1) (18)
and
jYk j62F1 + 2F3k(k − 1) =
(n2 − 5n+ 8)Sn − 2F4
k(k − 1) : (19)
Proof. Each vertex x of Y with x = k belongs to

k
2

four-cycles from F4 [F5.
Since each four-cycle in F5 is counted four times when x runs through the set of
vertices in Y, we have
k
2

jYn−k j6F4 + 4F5:
Eliminating F5 by using identities (7) and (9) now provides us with (18). To prove
bound (19) we use similar arguments. Each vertex of Yk is contained in

k
2

four-cycles
of F1 [F3. Since one four-cycle in F3 is counted twice in this way, we have
k(k − 1)
2
jYk j6F1 + 2F3:
Using (8) and the identity 2F3 + F4 =

n−2
2

Sn which can be derived from Lemma 1
(cf. also [12]) we obtain (19).
4. A new upper bound for Sn
We recall that bound (2) in [12] was derived by applying the inequality F4>2Sn,
for n>7, which is an improvement of an older result known as Glagolev’s Lemma.
The following is a further improvement of this lemma and is crucial for our main
result. More precisely, we shall establish that F4>cn2n where c is a positive constant.
Lemma 6. For n>7 the following inequality holds:
F4> f(17n5 − 139n4 + 294n3 + 76n2 − 758n+ 540)Sn
− (8n5 − 63n4 + 143n3 − 103n2 + 15n)2ng=
(5n4 − 60n3 + 275n2 − 490n+ 270):
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Proof. Notice that for n>7 and 36k6b n2c we have 3(n− 3)6k(n− k). Hence, from
the identities (8) and (11) we have
2F4> 3(n− 3)(2n − Sn − jYnj − jYn−1j − jYn−2j − jY2j − jY1j − jY0j)
+2(n− 2)(jYn−2j+ jY2j) + (n− 1)(jYn−1j+ jY1j)− 2(n− 3)Sn
= 3(n− 3)2n − 5(n− 3)Sn − 2(n− 4)(jYn−2j+ jY2j)
−(n− 5)(jYn−1j+ jY1j)− 3(n− 3)jY0j:
Now, we apply the upper bounds for the various numbers jYij, as given by (14),
(15), and (18).
Theorem 6. For n>7;
Sn6 2n−1 − n
5 − 18n4 + 68n3 + 7n2 − 298n+ 270
5n6 − 31n5 + 47n4 − 57n3 + 362n2 − 806n+ 5402
n
6 2n−1 − 2
n
5n+ 59 + o(1)
:
Proof. From the identities (7){(9) it follows that
(n2 − n− 2)Sn + 2F4 + 4F5 = (n2 − n)2n−1:
The bound is obtained now by applying Lemma 5, and (as in [12]), by using the trivial
bound F5>0.
We remark that this bound is better than bound (5) for n>37 and better than Zemor’s
bound (1) for n619079.
Remark 7. We notice that all upper bounds established up to now tend to 2n−1 as n
goes to innity. A natural, and actually rather old question is to ask whether there is
a bound for Sn strictly less than 2n−1 (cf. [1]). Hunter Snevily poses the following
problem a positive answer of which would settle this question. Is the size of the largest
2-regular induced subgraph in Qn, of girth at least Sp, at most Sp2n−p? For example,
since S5 = 14, a positive answer to this problem would yield an upper bound 782
n−1.
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