We present a self-stabilizing algorithm for finding a generalized maximal matching ( -matching) 
Introduction
Most of the essential fundamental services for networked distributed systems (mobile or wired) involve maintaining a global predicate over the entire network (defined by some invariance relation on the global state of the network) by using local knowledge at each of the participating nodes. For example, a minimal spanning tree must be maintained to minimize latency and bandwidth requirements of multicast/broadcast messages or to implement echo-based distributed algorithms [3] ; a minimal dominating set must be maintained to optimize the number and the locations of the resource centers in a network [4] ; an´Ö µ configuration must be maintained in a network where various resources must be allocated but all nodes have a fixed capacity Ö [5] ; a minimal coloring of the nodes must be maintained [6] .
The traditional approach to building fault-tolerant, distributed systems uses fault masking. It is pessimistic in the sense that it assumes a worst case scenario and protects the system against such an eventuality. Validity is guaranteed in the presence of faulty processes, which necessitates restrictions on the number of faults and on the fault model. But fault masking is not free; it requires additional hardware or software, and it considerably increases the cost of £ This work has been supported by NSF grant # ANI-0073409 and NSF grant # ANI-0218495 the system. This additional cost may not be an economic option, especially when most faults are transient in nature and a temporary unavailability of a system service is acceptable for a short period of time. The paradigm of Selfstabilization can cope with the transient faults in a very elegant and cost effective way to design fault tolerant protocols for networked computer systems. Self-stabilization is an optimistic way of looking at system fault tolerance, because it provides a built-in safeguard against transient failures that might corrupt the data in a distributed system. Although the concept was introduced by Dijkstra in 1974 [7] , and Lamport [8] showed its relevance to fault tolerance in distributed systems in 1983, serious work only began in the late nineteen-eighties. A good survey of self-stabilizing algorithms can be found in [9] . Herman's bibliography [10] also provides a fairly comprehensive listing of most papers in this field. Because of the size and nature of many ad hoc and geographically distributed systems, communication links are unreliable. The system must therefore be able to adjust when faults occur. But 100% fault tolerance is not warranted. The promise of self-stabilization, as opposed to fault masking, is to recover from failure in a reasonable amount of time and without intervention by any external agency. Since the faults are transient (eventual repair is assumed), it is no longer necessary to assume a bound on the number of failures.
A fundamental idea of self-stabilizing algorithms is that the distributed system may be started from an arbitrary global state. After a finite amount of time the system reaches a correct global state, called a legitimate or stable state. An algorithm is self-stabilizing if (i) for any initial illegitimate state it reaches a legitimate state after a finite number of node moves, and (ii) for any legitimate state and for any move allowed by that state, the next state is a legitimate state. A self-stabilizing system does not guarantee that the system is able to operate properly when a node continuously injects faults in the system (Byzantine fault) or when communication errors occur so frequently that the new legitimate state cannot be reached. While the system services are unavailable when the self-stabilizing system is in an illegitimate state, the repair of a self-stabilizing system is simple; once the offending equipment is removed or repaired the system provides its service after a reasonable time.
In this paper we propose a new simple and elegant self-stabilizing algorithm to solve the generalized matching problem in an arbitrary graph. Given an undirected graph ´Î µ, a matching is defined to be a subset Å of edges´ µ ¾ , where ¾ Î such that for all nodes ¾ Î at most one edge of M is incident on . A matching Å is maximal if there does not exist another matching [11] have presented a self-stabilizing algorithm for finding a maximal matching in a distributed network ´Î µ; complexity analysis of the algorithm are given in [12, 13] . In [14, 15] , the concept of maximal matching has been generalized as follows.
Let be a network, and for any node Ú, let ´Úµ denote its degree, that is, the number of edges incident to Ú. Let ´Úµ be a bound on the number of edges that can be incident to Ú, where ¼ ´Úµ ´Úµ. matching is a simple matching. Our purpose in this paper is to develop a new distributed algorithm to maintain a maximal -matching in a network that self-stabilizes in Ç´Ñµ moves where Ñ is the number of edges in the network. This analysis is independent of the function ´Úµ.
In a self-stabilizing algorithm, a node may change its local state by making a move (specification of an action). Algorithms are given as a set of rules of the form Ô´ µ µ Å, where Ô´ µ is a predicate and Å is a move. A node becomes privileged if Ô´ µ is true. When a node becomes privileged, it may execute the corresponding move. We assume a serial model in which no two nodes move simultaneously. A central daemon selects, among all privileged nodes, the next node to move. If two or more nodes are privileged, one cannot predict which node will move next. Multiple protocols exist [16, 17, 18 ] that provide such a scheduler; hence our algorithms can be easily combined with any of those protocols to work under different schedulers as well.
Generalized Matching Protocol
Before we present our protocol for generalized matching, we briefly revisit the essential characteristics of the simple matching algorithm of [11] ; the pseudocode is given in Figure 1 . For each node , AE´ µ denotes its set of neighbors. Each node maintains a single variable whose value is either null, or points to a neighbor ¾ AE´ µ. The algorithm has three rules: "A", "P" and "W": the edge between two adjacent nodes becomes part of a matching when each is pointing to the other. Rule A allows a node to accept a proposed match with another node. Rule P allows a node to propose to another node. Rule W allows a node to withdraw a proposal.
Next, we consider the more general -matching. One can design such an algorithm by providing each node with a list of pointers. By mimicking the rules of Algorithm 1 in a fairly straightforward way, one can obtain an algorithm which stabilizes in a polynomial number of moves, and which obtains a maximal -matching. Our purpose in this paper is to develop a self-stabilizing algorithm for a maximal -matching that runs in Ç´Ñµ moves, independent of .
We assume that the constant bound ´ µ of node is known to its neighbors. Every node also maintains a list Ä´ µ of pointers. We say Ä´ µ is valid if ¼ Ä´ µ ´ µ; Ä´ µ contains only pointers to neighbors of ; and it contains no duplicate references. It is possible that, at initialization, a list is not valid. However, it is easy to add a rule that forces a list to become valid. For this reason, to simplify the description of our algorithm, we assume that the lists are valid.
Definition 1 Nodes and are matched if ¾ Ä´ µ and
¾ Ä´ µ, and we also say that the edge is matched.
Upon stabilization, the -matching is defined by the set Å of matched edges.
Definition 2 We define a set

Ö´ µ for each node as follows
Agr´ µ ¾ Ä´ µ ¾ Ä´ µ Figure 2 provides the complete pseudocode of our selfstabilizing maximal -matching algorithm. Note that the rules are organized by precedence, and so a node that is eligible to execute Rule A1 or Rule A2 cannot execute P. A node that can execute Rule P cannot execute W. We make the following observations: Rules A1 and A2 allow a node to accept a proposal and create a permanent match with another node. Note that both A1 and A2 allow a node to match with a neighbor that is pointing to . Rule A1 simply adds to Ä´ µ, creating a match. Rule A2, however, replaces an unmatched entry in Ä´ µ with . Thus, A1 increases the cardinality of both Agr´ µ and Ä´ µ, while A2 increases the cardinality of Agr´ µ, maintaining the size of Ä´ µ. Rule A2 is permitted only when Ä´ µ is ´ µ or ´ µ ½, and there exists some Þ ¾ Ä´ µ Agr´ µ. Rule P allows a node to point to an adjacent node , provided both and have an available space in their lists.
The rule W allows a node to withdraw a proposal. If node references node whose list is full, and all of 's pointers reference nodes other than , then node can remove from its list.
We say that the system is stable if no node is able to make a move. The proof of our algorithm's correctness depends on showing that i) a stable system always exhibits a maximal -matching, and ii) the system always becomes stable in a finite number of moves. 
Lemma 1
Proof:
The set Å is a -matching because of Lemma 1 and the fact that the algorithm preserves the property Ä´ µ ´ µ, for all . To see that it is maximal, suppose that there exists another edge ¾ Å , for which Å is a -matching. It must be that Ä´ µ ´ µ and Ä´ µ ´ µ.
Since ¾ Å , the condition of rule P, for node , is true, a contradiction. ¾
Lemma 3
Once nodes and are matched, they remain so.
Proof:
No rule destroys a matched edge. ¾ Let Ñ ½ Ñ ¾ be a sequence of moves made by Algorithm 2. In each of the moves that node might make, there is a forcing neighbor which allows to move. We use´ µ to denote the execution of Rule by node , where is its forcing neighbor. We will say that node is filled if Ä´ µ ´ µ, and unfilled otherwise. We say that is completely matched if Agr´ µ Ä´ µ ´ µ. It is possible that some node does not become filled; but if it does, will make no further moves.
Lemma 4 A completely matched node will never move again.
Proof: This follows from the fact that a completely matched node cannot move, and because of Lemma 3, no move by another node can destroy the condition of being com- node is eligible to accept a proposal, so the precedence of the rules precludes from executing any rule except A1 or A2. However A2 does not cause Ä´ µ to increase, so at time Ô, node most have executed A1. But an inspection of rule A1 shows that at time Ô, Ä´ µ becomes Agr´ µ. ¾ Our most crucial lemma is the following.
Lemma 6 For each edge
, the move´ Wµ occurs at most twice. Therefore, there must exist at least one move Ñ Õ ´ Pµ for some Õ, × Õ Ø. However, there can be several of these, since node may remove node using A2 and then re-propose several times. Without loss of generality, assume that the last such proposal occurs at time Õ. Since Ä´ µ ´ µ at time Õ, and since Ä´ µ ´ µ at time Ø, there must Proof: By Lemma 6, for each edge ,´ Wµ occurs at most twice, and´ Wµ occurs at most twice. ¾ Let us suppose that at time Ø, node makes a proposal. We say that cancels the proposal if it later removes it from Ä´ µ because of A2. We say that withdraws the proposal if it removes it from Ä´ µ because of W. A permanent proposal is one that never is cancelled or withdrawn, and remains in Ä´ µ. The number of withdrawn proposals is bounded by the number of withdraw moves, which is Ñ. Since every cancelled proposal always results in a matched edge, the number of cancelled proposals is bounded by Ñ. The number of permanent proposals is bounded by the total capacity of all the lists, or ¾Ñ. Thus, we have 
Conclusion
We have presented a simple self-stabilizing distributed algorithm to main a generalized matching in an arbitrary network. We have shown that the algorithm stabilizes in at most Ç´Ñµ moves where Ñ denotes the number of edges in the network graph, i.e., the convergence time does not depend on the different values at different nodes. It is interesting to note that when ´ µ ½ for all , our algorithm reduces to the simple matching algorithm (Algorithm 1) of [11] .
