We define the Hermite-Sobolev spaces naturally associated to the harmonic oscillator H = −∆ + |x| 2 . Structural properties, relations with the classical Sobolev spaces, boundedness of operators and almost everywhere convergence of solutions of the Schrödinger equation are also considered.
Introduction
We consider the second-order differential operator
This operator is self-adjoint on the set of infinitely differentiable functions with compact support C ∞ c , and it can be factorized as
where
In the last few years several authors have been concerned with the harmonic analysis associated to the operator H (see for instance [5, 10, 12] ). In this analysis the operators A j play the role of the partial derivative operators ∂ /∂ x j in the classical Euclidean case. Hence it seems natural to study the spaces of functions in L p (R d ) whose derivatives also belong to L p (R d ). Following this idea, we introduce the Hermite-Sobolev spaces W k,p (Definition 1). These spaces are Banach spaces and the set of linear combinations of Hermite functions is dense in any of them (Proposition 1). The spaces W k,p were previously studied in [14] for p = 2 and in [7] for p = 2.
Once we have the Laplacian H, it is also natural to consider the potential spaces L p a = H −a/2 (L p (R d )) (Definition 3). In other words, the range of the Hermite fractional integral operator H −a/2 in L p (R d ). In order to have a satisfactory description of these potential spaces we need a sharp analysis of the operator H −a , for a > 0. Such analysis is contained in Proposition 2 and Lemma 3. It turns out that, for k ∈ N, the spaces L p k and W k,p coincide (see Theorem 4) . The proof of this theorem uses the boundedness in L p (R d ) of the Riesz transforms naturally associated to H. These Riesz transforms were introduced by Thangavelu in [12] , and some of their boundedness properties can be found in [5] and [10] .
Observe that, in some sense, Theorem 4 allows us to say that the spaces L p a are the spaces of functions in L p (R d ) for which their derivatives of order a also belong to L p (R d ). Once we have a satisfactory definition of Hermite-Sobolev (or Hermite potential) spaces and hence of fractional derivatives, we study their relationship with the corresponding classical Euclidean spaces. We show in Theorem 3 that although the HermiteSobolev spaces coincide locally with the Euclidean Sobolev spaces, they are in fact different. In §5., we show that the Hermite-Riesz transforms are bounded on the HermiteSobolev spaces while the classical Hilbert transform is not bounded on these spaces. From the careful analysis of the kernel of H −a , we also obtain certain inequalities of Poincaré type for the derivatives A j in Theorem 9. Finally, in §7. we give an application to the almost everywhere convergence of the solution of the Schrödinger equation (42) to the initial data.
Our work was heavily inspired in the paper by Thangavelu [14] , where the spaces L 2 a were defined. These spaces were also considered in [6] . As we said above, in order to develop this work, some nontrivial estimates of the Hermite fractional integral operator (Definition 2) were needed. However, it is not the aim of this paper to make an exhaustive study of this operator. Hence, other natural questions like weak and strong boundedness in the extreme points or BMO-type boundedness of the operator H −a are left aside and they will be the motivation of a forthcoming paper.
Hermite-Sobolev spaces
Let n ∈ N 0 = N ∪ {0} and consider the Hermite function of order n,
where H n denotes the Hermite polynomial of degree n (see [12] ). Given a multi-index
we consider the Hermite function, h α , as
These functions are eigenvectors of the Hermite operator H defined in (1). In fact
where e j is the jth coordinate vector in N d 0 . The operators A j and A − j are called annihilation and creation operators respectively.
DEFINITION 1.
Given p ∈ (1, ∞) and k ∈ N, we define the Hermite-Sobolev space of order k, denoted by
with the norm
We will show that the set of finite linear combinations of Hermite functions, denoted by F, is dense in the Hermite-Sobolev spaces. We shall need the following lemmas. Their proofs may be found in [10] and [12] , respectively.
Lemma 2. As n → ∞ the Hermite functions satisfy the estimates
PROPOSITION 1.
Let p be in the range 1 < p < ∞ and k ∈ N. 
are Cauchy sequences in
, it is easy to see that ∂ f /∂ x j and x j f are respectively the limits in L p (R d ) of (3) (see [8] , p. 122). Now we shall see that C ∞ c is a dense set in W 1,p . Let ψ be a function in C ∞ c such that
ε , then the function φ j ∈ C ∞ c , and for ε > 0,
Moreover,
Equations (4) and (5) 
The functions f ε do not necessarily have compact support, but they can be modified as in the classical case (see [8] , p. 123).
It remains to prove that any function in C ∞ c can be approximated in the W 1,p -norm by a function in F. In fact, we will show that any f ∈ C ∞ c is the limit, in the W p,1 -norm, of a subsequence of the partial sums
In [10] , it is proved that there exists a subsequence of the previous sequence converging to f in the L p -norm. Hence, it is enough to show that there exists a subsequence of
Let us fix j to be in 1
by Lemma 1 and Hlder's inequality,
From Lemma 2, it is easy to see that the function ∑ α (|α|
, and the dominated convergence theorem gives that {S N k (A j f )} k≥1 converges to A j f in the L p -norm. Now we can repeat the argument for every j, taking a subsequence of the previous subsequence in each step.
For k > 1 we leave the details to the reader. 
Fractional integral
With the ideas in [8] and [10] , we introduce the following operator.
Given a > 0, we define for f ∈ F, the operator
where {e −tH } t≥0 is the heat semi-group associated to H.
by using the Γ function and the fact
we have
PROPOSITION 2.
The operator H −a has integral representation
2 |x−y| 2 coth 2t−x·y tanht , for x, y ∈ R d , (see [10] ). Therefore, if we show that for some constant C,
We perform the change of variables
Since the integral
It is easy to see that there exists a constant C 1 which depends on d and a such that
Therefore
If |x − y| ≥ 1, the last expression is bounded up to a constant by
Let us study now the region |x − y| < 1. By a change of variables,
In the case a < (d/2), we get
For the case a = (d/2), Then,
Finally, when a > (d/2),
Thus,
Therefore, from (12), (14)- (17), if we define for
we have proved (8) . 2
Theorem 1. The operator H −a defined by (6), is well-defined and bounded on
Proof. 
where the constant C depends on α. Therefore, by Fubini's theorem,
Proof. We will see that the kernel of (20) satisfies
and
where the constant C depends only on d and a. Thus,
We deal first with (21). From (8) and (18) we see that there exists a constant C such that (21) is valid for all |x| < 2.
Assume that |x| < 2|x − y|. By using eq. (10) we obtain
Therefore, for some constant C,
which is bounded by a constant independent of x. It remains to consider integral (21) restricted to the set E x = {y: |x| > 2|x − y|} when |x| > 2. Observe that in this part, due to the identity |x + y| 2 = 2|x| 2 − |x − y| 2 + 2|y| 2 , we have
As in the proof of Proposition 2, we consider K a = K a,0 + K a,1 . Then, by using (23),
where in the last inequality we have used that for each positive b, there exists a constant C b such that |x| b e −|x| ≤ C b . In order to handle K a,0 , from (13) and (23), after some changes of variables we obtain
The last double integral is bounded by
and both integrals clearly converge.
Finally we shall prove (22). We split
Since |x| ≤ 3 2 |y| when |y| > 2|x − y| and the kernel K a is symmetric, the first integral of (24) is less than or equal to
which can be bounded, in the same way as (21), by a constant depending only on d and a. For the second term of (24), we have
On the other hand, by estimate (8) and the expression (18),
Then, we have proved (22). 
Potential spaces
Given p ∈ [1, ∞) and a > 0, we define the space
with a norm given by
where g is such that H −a/2 g = f .
Remark 2. The space L p a is well-defined for p ∈ [1, ∞) and a > 0, since H −a/2 is one-toone. As
Due to the boundedness of the operator H −a , the space L p a is a subspace of L p (R d ). Moreover, we have the following theorem. The members of L p a have a special decay at infinity, as the following proposition shows.
Proof. By Definition 3, we have
Then it is enough to apply Lemma 3. 2
We remind the classical Sobolev spaces L p a , with p in the range 1 ≤ p < ∞ and a > 0, defined by
In this case, the norm for f ∈ L p a is given by
where the function g ∈ L p is such that (I − ∆) −a/2 g = f (see [8] ). In the following theorem we describe the relation between the spaces L p a and L p a . Proof. To see (1) we follow the argument in [14] . Namely, the symbol of
Theorem 3. Let a > 0 and p
belongs to the class S 0 1,0 and so it defines a bounded operator on
Finally, (iii) is a direct consequence of the following inequality,
where ψ ∈ C ∞ c and C(ψ) is a constant depending on ψ. This inequality was proved in [14] for p = 2 and the same proof works for p in the range 1 < p < ∞. We first present some technical results that we shall need for the proof of this theorem.
Lemma 4. Let b ∈ R, then for all f in F, we have
and this gives (26) by linearity. In the same way we obtain (27) and (29). We are assuming in (28) that f is a linear combination of Hermite functions with order |α| ≥ 1.
The Hermite-Riesz transforms associated to H are defined as
and the Hermite-Riesz transform vector
These operators were introduced by Thangavelu in [12] (see also [10] ). He proved that they are bounded on L p (R d ) for 1 < p < ∞, and of weak type (1, 1) . Given m ∈ N the Hermite-Riesz of order m is defined as
For further references, we enounce the following crystallized theorem of known facts about the Hermite-Riesz transforms. Proof. For the proof of (a) see [13] . For (b) see [5] (see also [10] and [12] for the case m = 1). 2
Now we have the following proposition.
PROPOSITION 4.
For f and g in F, we have
Let p ∈ (1, ∞). Then there exists a constant C such that for all f in F, we have
Proof.
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Then by formula (2),
Therefore, if f and g are in F,
In order to prove (31), by Hölder's inequality, we get
where in the last inequality we have used Theorem 5(b). 2
Proof of Theorem 4. Since F is dense in both spaces it is enough to show the equivalence of the norm for functions in F. Let f ∈ F, and let f = H −k/2 g. Then by Theorem 5(b) and Theorem 1, we obtain
To prove the converse inequality, we first consider the case k = 1. By Proposition 4, we get
Now we shall use an inductive argument. Suppose we have
for f ∈ F, with m < k. Since for some constants c 1 , c 2 ,. . . ,c k−1 ,
and, since H is autoadjoint, for all f , g ∈ F,
Now by using formula (??) and the definition (30) of the Hermite-Riesz transform of higher order, we have
Thus, by Hölder's inequality the last expression is bounded by
From Theorem 5(b), Theorem 1, the induction hypotheses and Definition 1, there exists a constant C such that (32) is bounded by
Boundedness of some operators on
As the function m(λ ) = (λ /(λ + 2)) (a−1)/2 satisfies the hypotheses of Theorem 4.2.1 in [12] , the operator (H/(H + 2)) (a−1)/2 is bounded on L p (R d ). Hence, by Theorem 5(a) and Theorem 1, the operator
PROPOSITION 5.
Let p be in the range
Proof. Let H be the Hilbert transform on the line, that is
Consider the function f in L p a given by
Given ε > 0 and x > 2, we have
By the mean value theorem, the first integral of the last expression can be written as
For the second integral of (35), 
Therefore, from (36)-(38), there exist constants C and M independent of ε, such that
Thus, for any a
Poincaré inequalities
(iv) There exists a constant C, such that
Proof. By Minkowski's integral inequality, (8) and (18), we get 
Now, let f n , n ≥ 0, be an approximation to the identity. Suppose that inequality (i) holds for all f ∈ L 1 (R d ), then by inequality (39) there exists a constant C, such that
for all n ≥ 0, so that
To obtain inequality (ii), by Hölder's inequality,
and in the same manner as we dealt with (i), the last integral is finite when p > (d/a). To see that p > (d/a) is necessary, let ε > 0 and
However, H −a f is essentially unbounded as by estimate (39),
The first integral of the last expression is finite due to estimate (8) . By inequality (21), the second integral is
To see the converse, let f ≡ 1. Then,
and we will see that there exists a constant c such that Finally, (v) is a consequence of Remark 4, (i), (ii), (iii), (iv) and the Riesz-Torin interpolation theorem.
2
As a consequence of the last theorem we have the following Poincaré-type inequalities. 
for all compact interval I of the real line not containing the origin, and C a constant that may depend on the interval I but not on f . In order to see this property, we will use the following estimate of Hermite functions that can be found in [11] (Theorem 8.91.3, p. 236).
If I is a bounded interval and does not contain the origin, there exist constants C and k 0 such that
for all x ∈ I and k ≥ k 0 . Let f be in L 2 a . As f belongs to L 2 (R) it can be written as Since a > 1/2, we have 1/2 + a > 1 and the last series is convergent. 
