ABSTRACT Attackers usually use a command and control (C2) server to manipulate the communication. In order to perform an attack, threat actors often employ a domain generation algorithm (DGA), which can allow malware to communicate with C2 by generating a variety of network locations. Traditional malware control methods, such as blacklisting, are insufficient to handle DGA threats. In this paper, we propose a machine learning framework for identifying and detecting DGA domains to alleviate the threat. We collect real-time threat data from the real-life traffic over a one-year period. We also propose a deep learning model to classify a large number of DGA domains. The proposed machine learning framework consists of a two-level model and a prediction model. In the two-level model, we first classify the DGA domains apart from normal domains and then use the clustering method to identify the algorithms that generate those DGA domains. In the prediction model, a time-series model is constructed to predict incoming domain features based on the hidden Markov model (HMM). Furthermore, we build a deep neural network (DNN) model to enhance the proposed machine learning framework by handling the huge dataset we gradually collected. Our extensive experimental results demonstrate the accuracy of the proposed framework and the DNN model. To be precise, we achieve an accuracy of 95.89% for the classification in the framework and 97.79% in the DNN model, 92.45% for the second-level clustering, and 95.21% for the HMM prediction in the framework.
I. INTRODUCTION
Malware attackers attempt to infiltrate layers of protection and defensive solutions, resulting in threats on a computer network and its assets [1] - [3] . Anti-malware softwares have been widely used in enterprises for a long time since they can provide some level of security on computer networks and systems to detect and mitigate malware attacks. However, many anti-malware solutions typically utilize static string matching approaches, hashing schemes, or network communication whitelisting [4] . These solutions are too simple to resolve sophisticate malware attacks, which can hide communication channels to bypass most detection schemes by purposely integrating evasive techniques. The issue has posed a serious threat to the security of an enterprise and it is also a grand challenge that needs to be addressed.
Some of the sophisticate malware attackers use either a static or dynamic method to communicate with a centralized server to service a Command and Control (C2) [5] . In a static method, everything is fixed. For example, the malware has both a fixed IP address and a fixed domain name permanently (i.e., its domain name will not change throughout its lifespan). Thus, as long this malware has been identified as a threat, a simple rule can be applied to resolve this malware threat issue. In a dynamic method, Domain Generation Algorithm (DGA) [6] has been commonly used to communicate back to a variety of servers. The DGA is a sequencing algorithm that is used to periodically generate a large number of domain names, which are often used by malware to evade domain-based firewall controls. The generated domain names give malicious actors the opportunity to hide their C2 servers so that it is hard for the enterprise to identify the DGA. The domains generated by DGAs are short-lived registered domains and they are easier for human to identify but harder for machines to detect automatically.
The dynamics of a DGA commonly utilizes a seeded function. That is, given an input such as a timestamp, a deterministic output will follow as pre-defined by the DGA. The challenge behind deterring a DGA approach is that an administrator would have to identify the malware, the DGA, and the seed value to filter out past malicious networks and future servers in the sequence. The DGA increases the difficulty to control malicious communications as a sophisticated threat actor has the ability to change the server or location periodically the malware communicates back (callback) to the C2 in an automated fashion. There is a grant challenge in the detection of a DGA.
This study evaluates known DGA algorithms and malicious domains generated by those DGAs. In this research, we investigate machine learning approaches including multiple feature extractions, classification, clustering, and prediction techniques to understand those DGA domains. We also design a Deep Neural Network (DNN) model to classify a large dataset. Everyday, there are vastly running applications and services in the networking and their computer systems may frequently query domain names through DNS [7] . Security appliances that monitor and evaluate each DNS query need to determine whether a particular domain has some level of maliciousness, whether or not a specific query originates from a DGA and which DGA is originated from. Moreover, this study utilizes a real-time threat intelligence feed that has been collected over a one-year period on a daily basis while leveraging high-performance nodes [8] , [9] from the Global Environment for Network Innovation (GENI) [10] to conduct extensive data processing.
In this paper, we first propose a machine learning framework to classify and detect DGA malware and develop a DNN model to classify the large datasets of DGA domains that we gradually collected. We then experimentally evaluate the proposed framework through a comparison of various machine learning approaches and a deep learning model. Specifically, our machine learning framework consists of the following four main components: (1) A dynamic blacklist consists of a pattern filter. The pattern filter is used to filter the incoming DNS queries in order to obtain the domains from them. Those filtered domains are stored in the blacklist. (2) A feature extractor. It extracts features from the incoming domains that are not in the blacklist. Those domains will be processed in the next component. (3) A two-level machine learning model: the first-level classification and the second-level clustering. To identify DGA domains, we first use various classification models to classify DGA domains and normal domains. Then, we apply the clustering method to group domains sequenced by the DGA. (4) A time-series prediction model: we propose a Hidden Markov Model (HMM) to predict incoming DGA domain features in order to better identify the DGA domains. The general goal of our machine learning framework is to determine which algorithm is employed so that our proposed framework can prevent future communications from the C2.
Furthermore, we have gradually collected the data for over one year and have obtained a large amount of datasets from real traffic. To analyze these data, we also propose a deep learning approach for large dataset classification. We first build a DNN model and then compare it with our machine learning models. The comparison results provide us an useful guideline for our future study in DGA detection and prediction. In our future research, we will also apply deep learning in clustering and prediction that are out of the scope of this paper.
In this research, our evaluation results show that we can achieve the accuracy of 95.89% for the first-level classification and the accuracy 92.45% for the second-level clustering, respectively. For our HMM model prediction, we can further achieve the accuracy of 95.21%. Our deep learning model for classification can reach the accuracy of 97.79%.
The main contributions of this paper are summarized here. 1) We propose a machine learning framework to perform DGA detection and prediction. We first distinguish the DGA domains from normal domains and then identify their generation algorithm. We also apply a time series model to predict DGA domains. 2) We propose a two-level model consisting of classification and clustering to first classify DGA domain names and then cluster the DGAs to groups of different DGAs.
The first-level model (also referred to the classification model) in the framework can provide a high accurate classification. In the second model, we cluster DGA domain names into different groups using an unsupervised DBSCAN algorithm [11] , [12] , where DBSCAN represents density-based spatial clustering of applications with noise. By using the proposed two-level classification and clustering, we improve the accuracy of identifying certain domain names from a DGA. This is a fundamental requirement for future prediction of malicious attacks. 3) We design an HMM time-series predictor, which can be used to predict features to match the current features of domain names. The prediction results give the network a quick reference for blocking DGA domains. Because we do not check a DNS query for a feature match, with the predictor, we eliminate the risk of a communication with C2 servers when conducting an inspection. 4) We propose a deep neural network model to classify large DGA datasets. Different optimization algorithms are applied in our DNN model to obtain better accuracy. We separate training data from validation data in this research to prevent overfitting. The rest of the paper is organized as follows. Section II gives the problem statement. Section III discusses related work. Section IV presents data collection, the proposed machine learning framework, and the deep learning model. Then, Section V discusses the evaluation of the machine learning framework and compares it with the results via DNN. Lastly, Section VI concludes our studies and presents future work.
II. PROBLEM STATEMENT
Firewall blacklisting constantly expands as the multiple sources of inputs expand filtering rules. However, sequences in a DGA may not be known to these inputs promptly. Moreover, for the malware that communicates with an appropriate domain correctly, a threat actor must register each respective domain name in the sequence to maintain the C2 or risk the loss of a node in the distribution. Figure 1 give a scenario for such a case. FIGURE 1. Threat models: Multiple conditions for a DGA to function in a network environment where filtering results in a firewall that protects the communication and an empty cell in an Internet domain that results in an NXDOMAIN error. Note that the domains listed in the figure belong to existing live threats [13] .
Our research problem is to accurately identify and cluster domains that originate from known DGA-based techniques where we target to develop a security approach that autonomously mitigates network communications to unknown threats in a sequence.
A. ASSUMPTIONS AND THREAT MODELS
Threat actors need a method to control and maintain the malware in a C2 environment while operating in an unnoticeable manner from network security systems. The successfulness of the malware does not require a domain to be registered or valid and a DGA may iterate a sequence that results in an NXDOMAIN situation (unregistered). Blacklisting, establishing a DNS sinkhole, and implementing a firewall rule are standard techniques to prevent a malicious network activity from malware and the signatures to implement these mitigation techniques are often provided by threat intelligence feeds. However, this research does not utilize any pre-defined blacklisting that contains pre-known malicious domains to block traffic derived from a DGA in the initial stages of our analysis and that such features are built over our observations. The main reason behind our implementation is that many threat intelligence feeds and heuristic data often provide signatures to malware that has plagued a network or public Internet. A sophisticated threat actor would implement or utilize a 0-day style malware (a malicious code that has never been seen or known to the public) and therefore, blacklisting would be inappropriate for our analysis. Our proposed machine learning framework aims to solve the problem of detecting DGA sequences using machine learning techniques derived from observations in a network.
III. RELATED WORK
As the Internet has become widely distributed, it is very vulnerable to malware hazards [14] , [15] . Malware attackers can choose different targets or cyber-physical devices and attack them like mobile devices and connected vehicles. Many of the targets the threat actor attack are susceptible to malware attacks due to mismanagement issues, poor patching behaviors, and dangerous 0-day attacks [16] .
To differentiate DGA domain names from normal domain names, researchers have discovered that DGA-generated domain names contain significant features [17] . Therefore, many studies aim to target blocking those DGA domain names as an defense approach [18] , [19] . The DGA that generates the domain fluxing botnet needs to be known so that we can take countermeasures. Several studies have looked at understanding and reverse engineering the inner workings of botnets [20] - [25] . Barabosch et al. [26] proposed an automatic method to extract DGA from current malware. Their study focused on domain fluxing malware and relied on the binary extraction for DGA. Their approach is only effective for certain types of malware [27] . Besides blocking and extracting DGAs from normal domains, a further study has been explored based on the features of DGA domain names [28] .
Since the DGA domain names are usually randomly generated, the lengths of DGA domains are very long. Such a feature can be used to detect DGA domains. That is, shorter DGA domain names are more difficult to be detected. This is because most normal domains are tend to be short. Ahluwalia et al. [29] proposed a detection model that can dynamically detect DGA domains. They apply information theoretic features based on a domain length threshold. Their approach can dynamically detect the DGA domains with any length. Many other studies have been done on DGA detection based on the DGA domain features.
Ma et al. [30] proposed a lightweight approach to detect DGA domains based on URLs using both lexical and hostbased features. They consider the lexical features of the URL such as length, number of dots, and special characters in the URL path. Antonakakis et al. [31] proposed a novel detection system, called Pleiades. They extracted a number of statistical features related to the NXDOMAIN strings, including distribution of n-grams. Wang and Shirley [32] proposed using word segmentation to derive tokens from domain names to detect malicious domains. The proposed feature space includes the number of characters, digits, and hyphens. Similar to Ma et al. [30] , McGrath and Gupta [33] also took a close look at phishing URLs and found that the phishing URLs and DGA domains had different characteristics when compared with normal domains and URLs. Therefore, they proposed a model for detecting DGA domains based on domain length VOLUME 7, 2019 comparison and character frequencies of English language alphabets. The similar approach based on DGA features can be found in [18] and [34] - [36] .
In order to classify DGA domain names, Schiavoni et al. [5] proposed a feasible approach for characterizing and clustering DGA-generated domains according to both linguistic and DNS features. In the study, they have assumed that DGA domains have groups of very significant characters from normal domains. By grouping domains according to their features, the authors applied a machine learning classifier to distinguish DGA domains from normal domains easily. Several machine-learning techniques have been studied to classify malicious codes. They include neural networks, support vector machines (SVM) and boosted classifiers [37] . There are also several studies aiming to predict DGA domain names from historical DGA domains [38] . Woodbridge et al. [39] used DNS queries to find the pattern of different families of DGAs. Their approach does not need a feature extraction step. Instead, it leverages long short-term memory (LSTM) networks for real-time DGA prediction. Their approach can be easily implemented by using the open source tools. Similar to Woodbridge et al. [39] , Xu et al. [40] checked DNS similarity and pattern to predict future DGA domains. Their approach is effective for some DGAs. Recently, researchers have proposed deep learning techniques for detecting DGAs and learning features automatically, i.e., no effort from human is needed for feature analysis [41] .
With the increase of computational power and data storage capability, big data has become a popular research topic [42] . Deep learning in neural networks is another popular research topic in machine learning field [43] . It not only achieves great successes in a broad area of applications such as computer vision [44] and speech recognition [45] , but also is very powerful for processing large datasets [46] . Deep learning uses a machine learning technique to build deep architectures for classification through either supervised or unsupervised approaches [47] - [49] . In the Internet of Things (IoT) and networking area, enormous data can be collected over time. This will result in handling huge datasets that we have to process and analyze [50] . Therefore, applying deep learning in networking and IoT areas has become very popular. Qiu et al. [51] discussed deep learning techniques in processing big data and Perera et al. [52] have conducted a survey about the potentials of applying deep learning to IoT systems. Fadlullah et al. [53] have presented how deep learning can be applied to network traffic control systems.
Since DGA algorithms can generate large amount of DGA domains, a deep learning approach can also be used in detecting DGA domains. Yu et al. [54] has proposed an inline DGA detection using deep networks. They argued that most of the DGA detection methods are used in training on small datasets rather than large datasets collected from real traffic. They first collected the data from real DNS traffic by using simple filtering steps. Then, they built a convolutional neural network (CNN) model to train on the large amount of datasets.
In our previous paper [13] , we proposed a machine learning framework that contains a blacklist and a two-level classification and clustering model to detect DGA domains. In this paper, we added a HMM model to further predict the DGA domains. We also applied a deep learning model for handling large datasets.
IV. DESIGN
The important components in this research are: (1) domains extracted from DGAs; (2) a machine learning framework that encompasses multiple feature extraction techniques and the models to classify the DGA domains from normal domains, cluster the DGA domains, and predict a DGA domain. (3) a deep learning model to handle large datasets. Multiple online sources from simple Google searching provide example codes for a DGA construction. However, a majority of these techniques are trivial and fundamental at best. Online threat intelligence feeds give an approach to examining current and live threats in real-world environment. This section describes the approach for data collection and proposes a machine learning framework for DGA malware analysis.
A. THREAT INTELLIGENCE FEED AND ONGOING THREAT DATA
DGAs are plentiful through multiple online examples that are found from Google searching and Github repositories. However, sophisticated threat actors purposely create tailored DGA to evaluate current detection systems. Using real-time active malicious domains derived from DGAs on the public Internet measures the accuracy of the proposed approach. Specifically, threat intelligence feeds collected from Bambenek Consulting [55] over a period of one year were obtained through daily manual querying demonstrated trends of ongoing threats. The structure of the data is presented in a CSV format of domain names, originating malware, and DGA membership with the daily file size of approximate 110MB, we have collected 64GB in total. Figure 2 demonstrates an example feed from the collected data. 
B. THE MACHINE LEARNING FRAMEWORK
We propose a machine learning framework that consists of three important steps, as shown in Figure 3 . We first have the DNS queries with the payload as the input. Then, the DNS queries will be passed to our process step, which consists of 4 important components: (1) We first use a domain-request packet filter to get domain names and then store them in a dynamic blacklist. If the input is a known domain, we will skip (2) - (4) and directly go to the output; otherwise, we will proceed to the next component. (2) Then, a feature extractor is used to extract domain features. (3) Next, we apply the first-level classification to distinguish DGA domains from non-DGA domains and the second-level clustering to group similar DGA domains. (4) Finally, we use a time-series model to predict the features of a domain. After the domain name goes through the process step, we will append this domain to the dynamic blacklist. The rest of this section discusses the four components of the process step in details.
1) DYNAMIC BLACKLIST
The domain names are the only information we need to perform classification and prediction in the following steps. We apply a domain-request packet filter to filter out the trivial information, which is useless in our experiment, collected from the raw data. After filtering, we obtain only domain names. In this process, we use the Gruber Regex pattern filter [56] . All the network traffic undergoes this filtering process. The filtered domain names are stored in the dynamic blacklist [57] , which is initially empty and will be updated dynamically and then sent to the feature extractor in next step. The dynamic blacklist can help us to reduce unnecessary calculation, if a domain can be found in the dynamic blacklist, we can directly go to the output step.
2) FEATURE EXTRACTOR
The feature extractor is used to extract features from the domain names filtered in the first component. Each domain name is considered as a string. To efficiently classify domains, we use two types of features: linguistic features and DNS features. We start with the discussions of linguistic features and then the DNS features. Length: We use |d| to represent the length of a domain name.
Meaningful Word Ratio: This feature measures the ratio of meaningful words in a string (domain name). The ratio is calculated as follows:
where w i is the i-th meaningful substring of this string, |w i | is the length of i-th meaningful substring. Since DGA domain names usually contain meaningless words; therefore, a small value of a ratio usually means that the domain could be a DGA domain name and a higher ratio implies a safer domain name. We strict the length of each meaningful substring |w i | in the string to be at least 4 letters because most legitimate domain names have meaningful substrings with more than 3 letters.
For example, for a domain name of iylvword, we have f 1 = (|word|)/8 = 4/8 = 0.5. If a domain name is myproject, we have f 1 = (|my| + |project|)/9 = (2 + 7)/9 = 1 because the domain is fully composed of two meaningful words.
Pronounceability Score: In the linguistic sense, the pronounceable words usually consists of many viable combinations of the phonemes. The pronounceability score characterizes the number of words that can be pronounced. The more pronounceable words, the higher the pronounceability score. Because DGA domains usually contain less viable combinations of phonemes, they usually tend to have a lower pronounceability score. Therefore, the pronounceability score can be a useful feature. To compute the pronounceability score of a string, we utilize an n-gram lookup table. We calculated the pronounceability score by extracting the n-grams score of a domain d. We choose the substring length l ∈ 2, 3 in our computation and count their occurrences in the English n-gram frequency text. For a domain d, the the pronounceability score is calculated as follow:
where n is the length of the matching word in the n-gram list.
Percentage of Numerical Characters:
This feature measures the percentage of numerical characters in a string. It can be simply calculated by:
where |n| is the number of numerical characters.
Percentage of the Length of LMS:
This feature is to measure the length of the longest meaningful string in a domain name. The calculation can be written as:
where |l| is the length of the longest meaningful string. Levenshtein Edit Distance: It measures the minimum number of single-character edits between a current domain and its previous domain in a stream of DNS queries received by the server. The Levenshtein distance is calculated based on a domain and its predecessor. For example, given two strings ''test'' and ''task,'' the Levenshtein Edit Distance between them is 2 because the characters that need to be edited are e to a and t to k. Another example is that for ''word'' and ''world'', the Levenshtein Edit Distance is 1 because we just need to add a l after the r.
Besides linguistic features, we also use 27 DNS features shown in Table 1 . Because DGA domains are generated very recently and live very shortly, they usually contain less information compared to normal domains. For example, DGA domains tend to have the creation dates within one year and their expiration dates are very soon.
3) TWO-LEVEL MODEL: CLASSIFICATION AND CLUSTERING
To better understand DGA domains, we propose a two-level machine learning model consisting of the first-level classification and the second-level clustering. In the first-level classification, we use machine learning classifiers to classify DGA domains and normal domains. Only the classified DGA domains will be sent to the second-level clustering. To divide the DGA domains into several groups based on their domain generation algorithm, we apply the DBSCAN clustering techniques. The workflow of the proposed two-level model is shown in Figure 4 .
a: FIRST-LEVEL CLASSIFICATION
In the first-level classification, we use the features described above and test with seven different machine learning classifiers including Decision Tree-J48, Artificial Neural Network (ANN), Support Vector Machine (SVM), Logistic Regression, Naive Bayes (NB), Gradient Boosting Tree (GBT), and Random Forest (RF) to find the best classifier. Among those classifiers, we notice that J48 is the best to classify DGA domains (its detailed discussion is given in Section V), so J48 is chosen as the classifier in our first-level classification in this research.
b: SECOND-LEVEL CLUSTERING
In the second-level clustering, we apply the DBSCAN algorithm. Only the DGA domains obtained from the first-level classification will be used for clustering. In our DBSCAN algorithm, we use the features described above to calculate the domain distance and to group the domains that are generated by the same DGA together according to their domain feature difference. Let d i and d j be two different domain names, where i = j. We first set i = 0 representing the first domain and then calculate the overall distance between d i and all other domains. The overall distance contains two parts: linguistic distance and DNS similarity.
The linguistic distance is computed based on the six linguistic features followed by the following equation: 
where |D(k)| is the cardinality of the subset of domains that are pointed to the DNS record. We then use a matrix S ∈ R L×L to store DNS similarity information, where for each component, S d i ,d j is the similarity value of domains d i and d j . Our intuition is that when two domains point to the same DNS record k, they should have high similarity. Therefore, we can calculate the similarity matrix based on the weight matrix M. Let N be a column-normalized matrix of M. That is,
Furthermore, the final similarity matrix is calculated by:
The overall distance is a combination of the linguistic distance and DNS similarity and it is calculated by:
After we have calculated the overall distance, we can get all points density-reachable from d i based on the threshold distance, . If D(d i , d j ) > , we add those points d j to a cluster C. The minimal cluster points, MinPts, is used to represent a core point. In our experiment, we set MinPts = 3 because it can achieve better performance of clustering. Let d i be a core point. If the number of point in C > MinPts, then a cluster is formed. If d i is a border point, implying that no points are density-reachable from d i , then our DBSCAN model visits the next domain. The above steps will be repeated until all of the domains have been processed.
4) A TIME-SERIES PREDICTOR
To analyze the clustering result, we build an HMM-based time-series prediction model to predict incoming DGA domain features. Figure 5 (A) shows an example dataset derived from clustering. We use every domain cluster to train a separate HMM model. We distinguish the model from training and prediction stages. Figure 5 (B) shows the HMM training step. Each HMM data record represents a series of domain observations. First, a sequence of domain names are processed by a feature extractor and each of these feature vectors is used as a training record. Then, similar sequences are clustered as a group of DGA domain names with certain outcomes. After the training process, if a sequence does not have an HMM sequence representation (or it is not presented in the training data but the test data), the HMM model then generates the future predicted results. Otherwise, we will use an existing HMM sequence representation. Figure 5 (C) shows the HMM prediction workflow. Once the model has been trained, a set of features is formed by a series of DGA domains. Then, we go to the prediction stage. In this stage, we produce a complete time-series list of domain features from a domain name to be synthesized. For the input of real-time domains, we compare the predicted features with the features extracted from the observed new domain query, as shown in Figure 6 .
The detail of our HMM model is described as follows. We assume that each domain name of a DGA cluster at time t is generated by an unknown DGA, S t , which is hidden from the system. Moreover, the hidden state satisfies the n-th order Markov property, where S t given S t−1 . . . S t−n is independent of S i for i < t − n. The n is the HMM sequence length used in our model. Thus, a sufficient length sequence encapsulates all we need to know about the history to predict future features. Thus, the joint distribution of domain features and observed features can be factored as shown here:
Notation S 1::T means S 1 , . . . , S T . S is the hidden domain name state that is of a type of DGA. Y is an observed feature. Thus, we can infer the probability of S t from the sequence of features Y 1::T and previous state S 1::t−1 , which is the foundation of the HMM model. Length of the HMM model sequence: The HMM predictor is affected by the sequence length of the given data.
C. DEEP LEARNING FOR CLASSIFICATION
A deep neural network (DNN) model is one of the most popular models in the deep learning area. DNNs have achieved a remarkable success in areas such as computer vision and natural language processing. It is also good for processing big datasets. In this section, we discuss the detailed DNN model that is used in our deep learning framework. DNNs can be viewed as a deeper version of artificial neural networks (ANNs) with many hidden layers, which include multiple nodes, also called neurons, in each hidden layer. The nodes in each layer are fully connected to the nodes in the next layer and each connected line has a weight. DNNs can model complex non-linear relationships by using activation functions. The optimization algorithms are used in DNNs to reduce loss. To process large dataset, we build a deep learning model to classify the DGA domains and normal domains and compare our deep learning model with our machine learning methods introduced in Section IV-B. Our deep learning model is shown in Figure 7 .
1) ACTIVATION FUNCTION
A nonlinear function is applied to each hidden layer to introduce a nonlinearity. This nonlinear function is also called the activation function, which transforms the value of each node in the previous hidden layer before being passed onto the weighted sum of the next layer. The Rectified Linear Unit (ReLU) and the sigmoid function are the most common activation functions that are used in many DNNs. The sigmoid activation function converts the weighted sum into a value between 0 and 1 and it is written as below:
The ReLU activation function sets the value smaller than zero to be zero and the value greater than zero stays the same; it is expressed as below:
The ReLU activation function often works a little better than a smooth function like the sigmoid function and it is easier to compute. Thus, we apply ReLU in our deep learning model.
2) LEARNING RATE
A learning rate is an important parameter in optimization algorithms. It is a hyper-parameter that tells us how much we need to update a vector parameter, θ , whose elements refer to weights in this paper. When we have a lower learning rate, the steps along the downward slope is slower. In this case, we will not miss any local minima, but it will take a long time to converge. The general equation is given as follows.
where w denotes the weight, l is the learning rate, and g represents the gradient of the loss function. Typically, the learning VOLUME 7, 2019 rate is randomly given by a user. Getting a better learning rate is important. In the section V, we will analyze the results using different learning rates.
3) OPTIMIZATION ALGORITHMS
One of the important steps in the deep learning is to reduce a loss function and update those DNN model parameters that can be learned, such as weights and bias values. The optimization algorithms can help us minimize the loss function. Because our DNN model is used for classifying DGA domains and normal domains, the prediction input can be turned into a probability value between 0 and 1. Log loss can be used to measure the performance of our DNN model. The equation of calculating log loss is given as follows:
where y is the labeled output. The output is either labeled as a DGA domain expressed as a value of 1, or a normal domain expressed as a value of 0. p is the predicted output probability between 0 and 1. There are many optimization algorithms that can be used. In this paper, we introduce three optimization algorithms, Gradient Descent [58] , Adagrad [59] and Adam [60] , and make a comparison among them.
a: STOCHASTIC GRADIENT DESCENT (SGD)
It is one of the most popular algorithms to perform optimization in the DNNs. It is a stochastic variant of the gradient descent algorithm to minimize the loss function. SGD updates parameter θ , which is for each training instance x i , and label y i . The equation of updating the parameter is given as follows:
where l is the learning rate, g(θ, x i , y i ) is the gradient of the log loss function for each training instance, x i , and label, y i .
b: ADAPTIVE GRADIENT ALGORITHM (ADAGARD)
It is an algorithm for gradient-based optimization. Unlike gradient decent, Adagard can adaptively update the learning rate. If its parameters are associated with frequent features, the learning rates will be updated to low learning rates and if the parameters are associated with infrequent features, then the learning rates will be updated to large learning rates. Therefore, it is more suitable for dealing with sparse data. At first, we update every parameter θ (i) using the same learning rate l. Then, at every time step t, we use a different learning rate for every parameter θ(i). The general equation is presented as follows:
where g(t, i) is the gradient of the loss function with respect to parameter θ (i) at time step t. l is a given learning rate.
It is updated for every parameter θ (i) based on the past gradients G(t, i). c: ADAPTIVE MOMENT ESTIMATION (ADAM)
Similar to Adgard, Adam can also adaptively update the learning rates for every parameter. Adam exploits the idea of calculating the momentum. The general equation is written as follows:
where V (t) is the first moment, the mean of the gradients of the loss function with respect to parameter θ at time step t. M (t) is the second moment that is the variance of the gradients.
4) TRAINING AND VALIDATION
In our DNN model, we separate a training dataset from a validation dataset for overfitting prevention. We only train on the training dataset and test with the validation dataset. Other parameters used in the DNN model are periods, a batch size and steps. Periods control the granularity of displaying the results. The batch size is the number of examples for a single step. It is usually chosen randomly, but for SGD it is usually set to be 1. Steps is the total number of training iterations. Thus, the number of training example T period in each period is calculated as follow:
where B is the batch size, S is the steps and P denotes the periods.
V. EVALUATION A. EXPERIMENTAL SETUP
Our machine learning methods and the DNN model are implemented using some open source tools, such as, Tensorflow. GENI is a Natinoal Science Foundation (NSF) funded heterogenous testbed solution. Leveraging high-performance nodes aids in the ability to process large volumes of real-time data feeds in a timely manner. The nodes selected for the evaluation consisting of systems running: Intel(R) Xeon(R) CPU E5-2450 @ 2.10GHz, 16 GB of hard drive space, and 1GB of memory, where the size can be manipulated based on reservation. Our DNN model is trained on GAIVI 1 , a computer cluster with largescale parallel computing capabilities. Each node has the hardware: GeForce GTX TITAN X major: 5 minor: 2 memoryClockRate(GHz): 1.076. To evaluate our model thoroughly, we use five datasets of DGA domain data: CryptoLocker, Tovar, Dyre, Nymaim, and Locky from the latest DGA-feed [61] - [63] . We collected the DGA domain names over a period of one year since2017. To provide a list of the normal control group domain names, we choose the top 1 million most popular Internet domains listed in domain punch [64] . 160,000 domain names were tested in our machine learning framework. We mix the control domain names and the DGA domains names with a 1:1 ratio for the first-level classification. In the second-level clustering, we use classified DGA domain names from the first-level classification to cluster them into different groups of DGA domains. In the HMM prediction model, we use each group of clustering result as an input. Thus, we build one HMM prediction model for each clustering group of a DGA, respectively. To handle the large amount of data we collected over time, we build a DNN model for classification. We evaluate our DNN model and compare it with our first-level machine learning classification. In our DNN model, we have trained and tested on more than 1 million domain names.
B. EXPERIMENTAL RESULTS

1) THE PROPOSED MACHINE LEARNING FRAMEWORK
To find the best model for the first-level classification, we test seven different machine learning models, J48, ANN, SVM, Logistic Regression, Naive Bayes, Gradient Boosted Tree, and Random Forest. We perform the 10-fold crossvalidation on these machine learning models. In each fold, 80% are used for training and 20% are used for validation. Figures 8 (A) and (B) show the performance of different algorithms on the classification of the DGA domains. We find that J48 has the highest average accuracy, 95.89%, compared to other machine learning algorithms. We can see that Random Forest has similar accuracy with J48. The average accuracy of Random Forest is 95.47%. Figure 8 (B) also shows that J48 is the fastest one with an average of 0.0144 ms to classify the domain names. To see the accuracy of J48 associated with scalability, we test five groups of samples for each DGA generated domain with a total number of 1000, 5000, 15000, 20000, 50000 domain names. We find that J48 performs the best for CryptoLocker domain names. Figure 9 (A) shows that the average accuracy of Cryptolocker is 95.89% and its highest accuracy reaches 98.27%, while other DGA domains have accuracies ranging from 92% to 95%. As shown in Figure 9 (B), we also compute the false positive rate because it is also an important metric, where the lower the better. The false positive rates are 0.010, 0.012, 0.014, 0.015, 0.018 for CryptoLocker, Tovar, Dyre, Nymaim, and Locky, respectively. Figure 10 (A) shows how the second-level clustering algorithm performs on different DGAs. When we use both linguistic distance and DNS similarity as the overall distance, its average accuracy is 87.64%, whereas if we only use DNS similarity as the overall distance, the average accuracy is 89.02%. This is because most of DGAs have very similar string compositions and lengths. These features can not help the clustering algorithm to identify similar DGA domains from each other. Furthermore, we test the accuracy of clustering when more groups are mixed together.
As shown in Figure 10 (B), we test all the two group combinations for all the five DGAs. When we mix Cryptolocker with other DGAs, the average accuracy for clustering is 81.43% for all the features. However, when we use only DNS features as the DBSCAN distance, its accuracy increases to 92.45%, which means that most Cryptolocker domains are clustered into one group. Similarly, when testing other groups, we find that the accuracies of clustering are 91.05%, 92.22%, 92.89%, and 92.57% for ovar, Dyre, Nymaim, and Locky, respectively. The result demonstrates that the clustering model is efficient to group the same DGA domains into one group for a further time series model. Our clustering model can provide high-quality training data for the HMM model. The higher accuracy of clustering can make the prediction of future domain names more accurately.
Furthermore, we have extensively studied how the time series model performs when doing a feature prediction. We train an HMM sequence model for each cluster. To find the best HMM model for each dataset, we test match accuracy and false positive for a model with the HMM sequence lengths ranging from 2 to 30. Figure 11 (A) shows that the peak accuracy is at sequence length ranging from 14 to 15, where the average accuracy is 95.21% among them. Moreover, from the average prediction time analysis for each sequence model shown in Figure 11 (A), we see a dramatic increase on prediction time when the sequence length is greater than 15. It takes only an average of 1.02 ms to predict a DGA domain when the model length is 15. But, when the model length is 20, the time will increase to 4.85 ms, which is a 3.75 times increase. On the other hand, the false positive rate for these models also reaches the lowest at either lengths 14 or 15 in Figure 11 (B). The average false positive rate we observed is 0.045 at length 15. The result demonstrates that the HMM sequence model with length 15 has the best accuracy and a very fast running time. The performance of an HMM sequence model grants a fast response and the capability to block DGA domains before it starts with a DNS query.
2) DEEP LEARNING ENHANCEMENT
In the DNN model, the parameters include number of neurons and hidden layers. We test with different values of neurons and hidden layers and manually change them. Then, we choose the best one based on the results of accuracy, log loss, and AUC. We first compare our DNN classification model with the first-level classification in our machine learning framework and the LSTM model described in [39] . We use the LSTM model to train and test with our collected dataset. Since we find that J48 has the best accuracy among seven machine learning models, we will only compare J48 with our DNN model. Figure 12 shows the accuracy comparison results among J48, LSTM model and the proposed DNN model with a different number of domain names. Figure 12 (A) shows the accuracy testing with the total number of 1000, 5000, 15000, 20000, 50000 domain names. The average accuracy for J48 is 95.89%, the average accuracy for the LSTM is 91.12%, and the average accuracy for the DNN model is 96.43%. We can see that when the number of domain names is 1000, J48 has better accuracy than the DNN model, and at 5000 domain names, their accuracies are similar. Then, as the number of domain names increases, the accuracies of the DNN model has outdistanced the J48 model. The accuracy of the LSTM model is lower than J48 and the DNN model, but it increases very fast. In the Figure 12 (B), we continue to increase the number of domain names and the total number of domain names are 50k, 100k, 500k, and 1M. While the highest accuracy for J48 is 96.35% at 1M domain names, the highest accuracy for the LSTM model is 98.77% at 1M domain names, and the highest accuracy for the DNN model is 97.79%, also at 1M domain names. We can see from the figure, as the number of domain names continues to increase, the increase rate of accuracies starts to slow down. The LSTM model has better accuracy than the DNN model for the very large number of domain names, such as 500k and 1M domain names. However, the average accuracy of LSTM is 96.9%, which is lower than the average accuracy of the DNN model, 97.58%.
We also compare the false positive among J48, LSTM model and the DNN model since it is a common measurement in machine learning. Figure 13 names increases, but for the number of domain names smaller than 50K, it has a worse false positive than the DNN model and J48. From the evaluation results of J48, the LSTM model and the DNN model, we have observed that the DNN model has better performance in handling all sizes of datasets than J48 and LSTM.
Besides the comparison of the accuracy and the false positive, we also compare the Precision, Recall, and the area under the Receiver Operating Characteristic (ROC) curve (AUC) between the LSTM model and the DNN model. Precision measures the fraction of true positive instances among all predicted positive instances. Recall measures the fraction that are detected as positive among all the actual positive instances. The ROC curve is created by plotting the true positive rate against the false positive rate at various threshold settings. The AUC measures the area under the ROC curve. The larger the AUC, the better the performance. Table 2 shows the comparison of Precision, Recall, AUC and Time used in seconds between the LSTM model and the DNN model.
To overcome overfitting, we separate our training data from validation data and calculate the log loss to measure the performance. The goal is to keep the validation log losses to match the training log losses as far as possible. Figure 14 shows the training and validation log losses over 10 periods. We choose the number of 50000 domain names as an example. We can see that the validation log losses are very similar FIGURE 14. Training and validation log loss over periods.
to the training log losses and keep the peace with the training log losses as the period goes on.
To better build and evaluate our DNN model alone, we choose the number of 50K, 100K, 500K, and 1M domains to measure the ROC, AUC, learning rate, and optimization algorithms. Figure 13 (B) shows the ROC curves of different number of domains. The AUCs for the number of 50K, 100K, 500K, and 1M domains are 0.9764239, 0.9873341, 0.9897, and 0.99, receptively. The 1M domains result has the best AUC and the ROC curve is plotted in the red line. The ROC of 50K domains is plotted in the yellow line and it has the smallest AUC among them. Figure 15 shows the evaluation of different learning rates. We choose the learning rate of 0.00001, 0.0001, 0.001, 0.01, 0.05, 0.1, and 0.5 to make a comparison among the four different number of domains, 50K, 100K, 500K, and 1M. We evaluate their accuracies and log losses. Figure 15 (A) shows the accuracy comparison of different learning rates. The purple line, yellow line, blue line and red line represent the number of 50K, 100K, 500K, and 1M domains, respectively. As the learning rate increases, the accuracy also increases generally. At the learning rates of 0.05 and 0.1, the average accuracies are higher than the average accuracies at other learning rates. Then, the accuracy decreases at the learning rate of 0.5. The average accuracies at the learning rates of 0.00001, 0.0001, 0.001, 0.01, 0.05, 0.1, and 0.5 are 91.95%, 95.44%, 96.77%, 97.25%, 97.58%, 97.54%, and 97.15%, respectively. The average accuracy at the learning rate of 0.05 is the highest, which is slightly higher than the average accuracy at 0.05. Figure 15 (B) shows the log loss comparison of different learning rates. The average log losses at the learning rate of 0.00001, 0.0001, 0.001, 0.01, 0.05, 0.1, and 0.5 are 2.75182, 1.54855, 1.12041, 0.94418, 0.83415, 0.84775, and 0.99205, receptively. The learning rate of 0.05 has the lowest log loss and the best accuracy. Therefore, in our DNN model, we choose 0.05 as the learning rate for all our other experiments.
In the Figure 16 , we show the results of using different optimization algorithms, Gradient Descent, Adam, and Adagrad. Figure 16 (A) reports the accuracy comparison among three optimization algorithms. We also test with four different number of domains, 50K, 100K, 500K, and 1M. The average accuracies for Gradient Descent, Adam, and Adagrad are 96.997%, 97.079%, 97.578%, respectively. Among them, the Adagrad optimization algorithm has the best accuracy. Figure 16 (B) shows the time used for each optimization algorithm. The average time are 12188.16041, 12364.92334, and 11496.49419 seconds, respectively, for building the DNN model. Adagrad use the least time in convergence, which is suitable for our DNN model. The average time for predicting one domain name is around 27.87 ms.
C. DISCUSSIONS
As seen in our experimental evaluation, the proposed machine learning framework has demonstrated the efficient way to predict a future DGA domain name. We have evaluated the proposed machine learning framework with the most latest DGA domain names from DGA-feed to cluster and predict DGA domains from these real-world data. Our evaluation has shown that with 33 features we proposed in our model, the J48 classification algorithm performed the most effectively and efficiently in comparison to ANN, SVM, Logistic, and Naive Bayes in terms of the minimal classification timeof 0.0144 ms, and the highest accuracy of 95.89%. We have also tested the clustering accuracy. Our result has shown that the DBSCAN clustering model we used can provide highly accurate clustered domains for a further time-series model with accuracy of 92.45%. We have noticed that the best accuracy we get from clustering is the one where only DNS query features are used. The experimental results have proved that a cluster of DGA domains usually points to several specific server IPs. DNS information of these domains are very similar and therefore clustering them with only DNS features is very accurate. We have further evaluated different HMM models in terms of accuracy and performance. We have found that the HMM model performs the best at length 15 with a fast running time of 1.02ms and a high match accuracy of 95.21%. We then evaluate our DNN model and compare it with the J48 classification algorithm. We find that the DNN model is better for classifying large datasets. The average accuracy of the DNN model is 96.43% and the highest accuracy is 97.79% testing with 1M domain names. We have also evaluated the different learning rates in our DNN model. We have noticed that the best learning rate for the DNN model is 0.05. The accuracy of DNN model increases as the learning rate increases. Then, after the learning rate of 0.1, the accuracy starts to decrease. This is because the learning rate is used to control the steps to update the weights; if the learning rate is too large or too small, it will result in either missing the local minima or converging too slow. Therefore, choosing a proper learning rate is very important in the DNN model. At last, we compare the optimization algorithms used in the DNN model. We have found that the Adagrad optimization algorithm has the best performance compared to Adam and gradient descent. Adagrad converges fast because it is good for sparse data. In our dataset, some DNS features of the DGA domains are all zeros, so Adagrad is suitable in our DNN model.
VI. CONCLUSIONS AND FUTURE WORK
Detecting DGAs is a grand challenge in security areas. Blacklisting is good for handling static methods. However, DGAs are usually used by an attacker to communicate with variety of servers. They are dynamic, so simply using the blacklisting is not sufficient for detecting a DGA. In this research, we have proposed the machine learning framework with the development of a deep learning model to handle DGA threats. The proposed machine learning framework consists of a dynamic blacklist, a feature extractor, a two-level machine learning model for classification and clustering, and a prediction model. We have collected a real-time threat intelligence feed over a one-year period where all domains live threats on the Internet.
As the size of the data we collected becomes larger and larger, we have built a deep learning model to perform the classification, which has a better performance than the machine learning algorithms. Based on our extensive experiments on the real-world feed, we have shown that the proposed framework can effectively extract domain name features as well as classify, cluster and detect domain names. We have further used our DNN model to improve our classification.
In the future, we will further explore deep learning algorithms for domain name clustering and prediction for this research and evaluate them on a real-world testbed such as GENI [65] - [67] .
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