On weak monotonicity of some mixture functions by Calvo, Tomasa et al.
		
 
 
 
 
 
 
 
 
 
This is the published version 
 
Calvo, Tomasa, Beliakov, Gleb and Wilkin, Tim 2014, On weak monotonicity of 
some mixture functions, in ESTYLF 2014 : Proceedings of the 17th Spanish 
Congress on Fuzzy Logic and Technology, European Society for Fuzzy Logic and 
Technology, Zaragoza, Spain, pp. 297-302. 
 
 
 
 
 
 
Available from Deakin Research Online 
 
http://hdl.handle.net/10536/DRO/DU:30071089	
	
	
	
	
	
	 	
Reproduced with the kind permission of the copyright owner 
	
	
 
 
 
 
 
 
Copyright: 2014, The Authors 
ON WEAK MONOTONICITY OF SOME MIXTURE FUNCTIONS
Tomasa Calvo1, Gleb Beliakov2, Tim Wilkin3
1Universidad de Alcalá, Spain, tomasa.calvo@uah.es
2,3Deakin University, Australia, {gleb, tim.wilkin}@deakin.edu.au
Abstract
Monotonicity with respect to all arguments is
fundamental to the definition of aggregation
functions. Here we study means that are not nec-
essarily monotone. Weak monotonicity was re-
cently proposed as a relaxation of the monotonic-
ity condition for averaging functions. We provide
results for the weak monotonicity of some im-
portant classes of mixture functions. With these
results we are able to extend and improve the un-
derstanding of this very important class of func-
tions.
Keywords: Aggregation functions, monotonic-
ity, means, penalty-based functions, mixture
functions.
1 INTRODUCTION
Growing interest in the field of aggregation functions [3,6]
has led to the development of several new mathematical
techniques, which has subsequently fostered the creation
and analysis of new families of aggregation functions. One
such technique is based on minimising penalties that de-
scribe disagreement between the inputs [5,9], such that the
output of an aggregation procedure is a value that is repre-
sentative of the inputs in terms of the smallest penalty. All
possible averaging functions can be represented as penalty
based functions [5].
On the other hand the class of penalty based functions
is broader and includes idempotent functions that are not
monotone, for example the mode. In [12] a weaker con-
dition of monotonicity of averaging aggregation functions
was proposed, in which the value of aggregate does not
decrease when all the inputs are increased by the same
quantity. Two principal justifications for this weaker mono-
tonicity were given: a) many important, existing averages
are not actually monotone, but rather are weakly mono-
tone (for example the mode and robust location estimators),
and b) weak monotonicity is very useful when calculating
representative values of clusters of data in the presence of
outliers. Indeed, cluster structure may change when only
some inputs are increased (or decreased), but it does not
change when all inputs are changed by the same value. It
was shown that location estimators [11] and some useful
classes of means, like Lehmer means, certain mixture func-
tions and the mode, are all weakly monotone.
In this work we extend the results of [12] to encompass
mixture functions. Analysis of monotonicity of mixture
and quasi-mixture functions has been performed recently
in [7,10]. Mixture functions are a subclass of Bajraktarevic
means, which generalise quasi-arithmetic means [1,2,4]. In
mixture functions the inputs are averaged as in a weighted
mean, but the weights depend on the inputs. Weights can
thus be chosen so as to emphasise, or de-emphasise, the
small or large inputs. When applied to averaging functions
measuring the distance between the inputs, such means al-
low for de-emphasising contributions from outliers. It was
shown in [8] that mixture operators can be represented as
penalty based functions.
However, as mixture functions are generally not monotone,
the question of conditions on the weight functions which
guarantee monotonicity of the aggregation become impor-
tant. Several sufficient, but not necessary conditions for
monotonicity were established in [7, 10]. These conditions
are rather restrictive, as for example, the weight function
must be monotone increasing. As weak monotonicity has
been proposed as a relaxation on the definition of averag-
ing aggregation functions, it makes sense to study sufficient
conditions that guarantee the weak monotonicity of mix-
ture functions. A better understanding of this class of func-
tions will support their broader application and this study
is precisely the goal of this paper.
This paper is organized as follows: Section 2 provides the
necessary mathematical foundations of aggregation func-
tions and means. The recent contribution of weak mono-
tonicity and known properties are also presented. Within
Section 3 we examine several non-monotone mixture func-
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tions and prove conditions under which they are weakly
monotone. Section 4 presents our conclusions.
2 PRELIMINARIES
2.1 AGGREGATION FUNCTIONS
In this article we make use of the following notations and
assumptions. Without loss of generality we assume that
the domain of interest is any closed, non-empty interval
I= [a,b]⊆ R¯= [−∞,∞] and that tuples in In are defined as
x = (xi,n|n ∈N, i ∈ {1, ...,n}). We write xi as the shorthand
for xi,n such that it is implicit that i ∈ {1, ...,n}. Further-
more, In is ordered such that for x,y ∈ In, x ≤ y implies
that each component of x is no greater than the correspond-
ing component of y, i.e., xi ≤ yi∀i ∈ {1,2, ...,n}. Unless
otherwise stated, a constant vector given as a is taken to
mean a = a(1,1, ...,1)︸ ︷︷ ︸= a1
n times
, where n is implicit within the
context of use.
The vector x↗ denotes the result of permuting the vector x
such that its components are in non-decreasing order, that
is, x↗ = xσ , where σ is the permutation such that xσ(1) ≤
xσ(2) ≤ . . . ≤ xσ(n). Similarly, the vector x↘ denotes the
result of permuting x such that xσ(1) ≥ xσ(2) ≥ . . .≥ xσ(n).
We will make use of the common shorthand notation for a
sorted vector, being x()= x↗ or x()= x↘. In such cases the
ordering will be stated explicitly and then x(k) represents
the kth largest or smallest element of x accordingly.
Consider now the following definitions:
Definition 1. A function F : In→ R¯ is monotone non de-
creasing if and only if, ∀x,y∈ In,x≤ y then F(x)≤ F(y).
Definition 2. A function F : In→ I is an aggregation func-
tion in In if and only if F is monotone non-decreasing in I
and F(a) = a, F(b) = b.
Thus the two fundamental properties defining an aggre-
gation function are monotonicity with respect to all argu-
ments and bounds preservation. Further properties of ag-
gregation functions relevant within this article are:
Definition 3. A function F is called idempotent if for every
input x = (t, t, ... , t), t ∈ I the output is F(x) = t.
The functions of most interest in this article are those that
have averaging behaviour.
Definition 4. A function F has averaging behaviour (or is
averaging) if for every x it is bounded by min(x)≤ F(x)≤
max(x).
Due to monotonicity, aggregation functions that have av-
eraging behaviour are idempotent and vice versa. Of par-
ticular relevance is the notion of shift-invariance. A con-
stant change in every input should result in a corresponding
change of the output.
Definition 5. A function F : In→ I is shift-invariant (sta-
ble for translations) if F(x + a1) = F(x) + a whenever
x,x+a1 ∈ In and F(x)+a ∈ I.
Definition 6. A function F is homogeneous (with degree
one) if F(ax) = aF(x) for all ax ∈ In and aF(x) ∈ I
Aggregation functions that are shift-invariant and homoge-
neous are known as linear aggregation functions. Due to
bounds preservation, idempotence follows from an aggre-
gation function being shift-invariant, homogenous or both
(i.e., linear). The canonical example of a linear aggregation
function is the arithmetic mean.
Definition 7. The ϕ-transform of a func-
tion F is the function Fϕ given by Fϕ(x) =
ϕ−1 (F (ϕ(x1),ϕ(x2), ...,ϕ(xn))).
An important example of ϕ−transforms are the negations,
with the standard negation being ϕ(t) = 1− t.
2.2 MEANS
The term mean is used synonymously with averaging ag-
gregation functions. Under monotonicity condition, aver-
aging behaviour and idempotency are equivalent, but with-
out monotonicity, idempotency does not imply averaging.
We will use the term mean for idempotent averaging func-
tions in this paper, which are not necessarily monotone.
Definition 8. A function M : In→ I is called a mean if and
only if it is averaging (and hence idempotent).
The basic examples of (monotone) means found within
the literature include weighted arithmetic means, weighted
quasi-arithmetic means, ordered weighted average (OWA),
order statistics Sk(x) = x(k), and its special cases the
(lower,upper) medians.
The OWAs are special cases of the Choquet Integral
[13]. There are many other interesting means that appear
within the literature (e.g.: the logarithmic means, Heronian
means, Bonferroni means, etc.) and a thorough considera-
tion of the class of means can be found in [4].
An important class of means that are not always monotone
are those expressed by the mean of Bajraktarevic [1, 2],
which is a generalisation of the weighted quasi-arithmetic
means.
Definition 9. Let w(t) = (w1(t), ...,wn(t)) be a vector of
weight functions wi : I → [0,∞), and let g : I → R¯ be a
strictly monotone function. The mean of Bajraktarevic is
the function
Mgw(x) = g
−1

n
∑
i=1
wi(xi)g(xi)
n
∑
i=1
wi(xi)
 . (1)
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When g(xi) = xi and all wi = w, the Bajraktarevic mean is
called a mixture function (or mixture operator) and is given
by
Mw(x) =
n
∑
i=1
w(xi)xi
n
∑
i=1
w(xi)
. (2)
2.3 PENALTY BASED FUNCTIONS
In [5] it was demonstrated that averaging aggregation func-
tions can be expressed as the solution of a minimisation
problem of the form
F(x) = argmin
y
P(x,y) (3)
whereP(x,y) is a penalty function satisfying the follow-
ing definition:
Definition 10. Penalty function. The functionP : In+1→
R is a penalty function if an only if it satisfies:
1. P(x,y)≥ c ∀x ∈ In, y ∈ I;
2. P(x,y) = c if all xi = y; and,
3. P(x,y) is quasiconvex in y for any x,
for some constant c ∈ R and any closed, non-empty inter-
val I. The first two conditions ensure that P has a strict
minimum and that a consensus of inputs ensures minimum
penalty, providing idempotence of F(x). The third condi-
tion implies a unique minimum and is required for mono-
tonicity. Since multiplication by, or addition of a constant
toP will not change the minimisation,P may be shifted
(if desired) so that c= 0. One can think ofP as describing
the dissimilarity or disagreement between the inputs x and
the value y. It follows that F is a function that minimises
the chosen dissimilarity. It is not necessary to explicitly
state F , provided a suitable penalty function is given and
the optimisation problem solvable. Subsequently it is suf-
ficient to solve (3) to obtain the aggregate F(x).
Non-monotone averaging functions can also be represented
by a penalty function by relaxing condition 3. For penalty-
based functions we have the following results due to [5].
Theorem 1. Any idempotent function F : In → I can be
represented as a penalty based functionP : In+1→ I such
that
F(x) = argmin
y
P(x,y).
Theorem 2. [9] Mixture functions can be written as a
penalty function with
P(x,y) =
n
∑
i=1
w(xi)(xi− y)2.
It is apparent given the examples presented that many
means are non-monotone and thus not aggregation func-
tions according to Definition 2. In the next section we in-
troduce weak monotonicity and consider some properties
of weakly monotone aggregations.
2.4 WEAK MONOTONICITY
In [12] the authors introduced weakly monotone averaging
aggregation functions. They were motivated by the follow-
ing observations: first, that many means that appear in the
literature are in fact non-monotone - the mode, Gini means,
Bajraktarevic means [3,4] and mixture operators [7,10] are
particularly well known cases; and, second, that some ap-
plications in fact require non-monotone averaging for good
performance. For example, the robust estimators of loca-
tion [11] and convolution-based image filters extensively
use non-monotone averaging functions.
Monotonicity has an important interpretation in decision
making problems: an increase in one criterion should not
lead to the decrease of the overall score or utility. How-
ever monotonicity is a very strong condition for some other
application areas. It is often accepted (and sometimes de-
sired) that an increase in one input may lead to a decrease
of a representative value of the inputs. However the same
increase applied to all inputs should not lead to a decrease
in the representative value. This is a weaker condition than
shift-invariance, which is interpreted in the following way:
a change in location of the origin should not affect the rel-
ative position of the estimator. The same applies to image
processing: a representative intensity value of a subset of
pixels should not change its value relative to the subset if
the entire image is lightened or darkened.
To achieve these requirements we limit functions to those
that have directional monotonicity in the direction of the
vector 1 = (1,1, . . . ,1), which is obviously implied by
shift-invariance, as well as by the standard monotonicity.
This directional monotonicity will be referred to as weak
monotonicity.
The authors of [12] proposed the following:
Definition 11. A function f is called weakly monotone
non-decreasing (or directionally monotone) if F(x+a1)≥
F(x) for any a > 0, 1 = (1, ...,1)︸ ︷︷ ︸
n times
, such that x,x+a1 ∈ In.
For functions F that are directionally differentiable on In
weak monotonicity is equivalent to non-negativity of the
directional derivative D1(F)(x)≥ 0. Furthermore, it is self-
evident that all monotone functions are weakly monotone
and thus Definition 11 subsumes Definition 2 for functions
F that are also bounds preserving.
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2.5 BASIC PROPERTIES OF WEAKLY
MONOTONE FUNCTIONS
The authors of [12] proved some useful properties of
weakly monotone averaging aggregations. We present
some of the results here that we later rely on.
Consider the function F : In→ I formed by the composition
F(x) = A(B1(x),B2(x)), where A,B1 and B2 are means.
Proposisition 1. If A is monotone and B1,B2 are weakly
monotone, then F is weakly monotone.
Proposisition 2. If A is weakly monotone and B1,B2 are
shift invariant, then F is weakly monotone.
Consider functions of the form ϕ(x) =
(ϕ(x1),ϕ(x2), ...,ϕ(xn)) for all x of dimension n≥ 1.
Proposisition 3. If A is weakly monotone and ϕ is a linear
function, then the ϕ−transform Aϕ(x) = ϕ−1 (A(ϕ(x))) is
weakly monotone.
Corollary 1. The dual Ad of a weakly monotone function
A is weakly monotone under standard negation.
3 EXAMPLES OF WEAKLY
MONOTONE MIXTURE FUNCTIONS
Let us consider mixture functions given by eqn. (2) and
three sufficient conditions for producing a monotone non-
decreasing function. If, in each case the weights w : [0,1]→
[0,∞[, then:
1. w ≥ w′ for any non-decreasing, piecewise differen-
tiable weight function [7];
2. w(x)≥ w′(x)(1− x) for all x ∈ [0,1], [8, 9];
or, if we fix the dimension n of the domain,
3. w
2(x)
(n−1)w(1) +w(x)≥ w′(x)(1− x),x ∈ [0,1],n > 1, [8].
Analogous results have been obtained for non-increasing
weight functions using duality. Taking the dual weight
function wd(x) = w(1− x), the resulting mixture function
is the dual to Mw; that is, Mwd = 1−Mw. Duality preserves
both weak and standard monotonicity. We shall now look
at some special but prototypical cases of the weight func-
tions for mixture operators.
3.1 SOME SPECIAL CASES OF WEIGHTING
FUNCTIONS
Proposisition 4. Let Mw be a mixture function defined by
eqn. (2) and w : [0,1]→ [0,∞[. For the following genera-
tors, the functions Mw are:
1. w(x) = eax+b, a ∈ [−1,1]: monotone;
2. w(x)= eax+b, a∈R: shift-invariant and hence weakly
monotone;
3. w(x) = ln(1+x): weakly monotone for n = 2 and x≥
0.1117, n = 3 and x ≥ 0.2647, etc., and x ≥ 0.4547
for all n; and,
4. w(x) = 1− r√x: weakly monotone for n = 2 only.
Proof. The first generator trivially satisfies the first condi-
tion above: for a ∈ [0,1], w′(x) ≤ w(x), and for negative a
the result is obtained using duality.
In the second case this generator fails conditions 1 and 2
for a > 1. However
Mw(x+ t1) = ∑e
axi+b+at (xi+t)
∑eaxi+b+at
= ∑e
axi+b(xi+t)
∑eaxi+b
= Mw(x)+ t.
For the third generator we check the three conditions of
monotonicity stated above. For the first condition w(x) =
ln(1+ x) ≥ w′(x) = 11+x when x ≥ LW (1) ≈ 0.7632 (LW
is the Lambert W function). Thus the mixture function
generated by w(x) = ln(1+ x) is monotone in [0.7632,∞[.
For the second sufficient condition we obtain that the mix-
ture operator is monotone in [0.4547,1] and from the third
condition we find that the mixture operator generated by
w(x) = ln(1+ x) is monotone in [0.3708,1] for n = 2.
Now, if we consider weak monotonicity, it turns out that the
mixture function with such a weight is weakly monotone
for such x that satisfy
ln(2)− (n−1)(ln(x+1)+ x−1
x+1
)≥ 0.
This inequality follows from the fact that the directional
derivative of Mw is proportional to the sum of partial deriva-
tives of F(x,y) =
n
∑
i=1
ln(1+ xi)(xi− y), that Fx(1) ≥ ln(1+
x(1)) and that all other partial derivatives achieve their min-
imum with respect to y when y = x(1). The directional
derivative is the smallest when x(1) is the largest (x(1) = 1),
from which the above inequality is derived. By solving this
inequality for x numerically, for fixed n, we obtain that for
n = 2, x ∈ [0.1117,1], for n = 3, x ∈ [0.2647,1], and so on.
When n→ ∞ the smallest x approaches 0.4547 . . ., which
is consistent with standard monotonicity.
In the last case, let F(x,y) = Py(x,y). The directional
derivative of Mw is proportional to the sum −∑Fxi(xi,y) =
∑w′(xi)(xi− y)+w(xi). Since −Fx(n)(x(n),y)≥ 1− x
1/r
(n) ≥
0, and−Fxi(xi,y)≤ 1−x1/ri (1+ 1r )+ 1r x
1/r−1
i x(n), for weak
monotonicity we need
1− x1/r
(n) +(n−1)
(
1− x1/ri (1+
1
r
)+
1
r
x1/r−1i x(n)
)
≥ 0.
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The left hand side is the smallest when all xi = 1, hence
the directional derivative of Mw is non-negative when 1−
x1/r
(n) +
n−1
r (x(n)− 1) ≥ 0. By solving this inequality for n
we get
n≤ r
1− x1/r
(n)
1− x(n)
+1.
The expression on the right decreases when x(n)→ 1, and
the limit of the ratio is 1r . Therefore we have n≤ r 1r +1= 2.
The next result is particularly interesting. It shows that
if the weighting function is Gaussian, w(x) = exp(−(x−
a)2/b2), weak monotonicity holds irrespective of the val-
ues a and b.
Proposisition 5. Let A be a mixture function defined by
eqn. (2) with generator w(x) = e−(
x−a
b )
2
, then A is weakly
monotone for all a,b ∈ R.
Proof. We need to show that the sum of the directional
derivatives in the direction u = 1√n{1,1, ...,1} is non-
negative for all a,b, i.e., Du(A) = 1√n
n
∑
i=1
Axi ≥ 0, Axi being
the partial derivative of A, so that we have
Du(A) = 1√n
n
∑
i=1
Axi = 1√
n
(
n
∑
i=1
w(xi)
)2
 n∑
i=1
(
(wi+ xiw′i)
n
∑
j=1
w j−w′i
n
∑
j=1
x jw j
)
From now on, we denote wi = w(xi) and w′i = w′(xi) =
−2( xi−ab2 )wi. To determine the sign of the directional
derivative we need only consider the sign of the numera-
tor of Axi .
Given that w′i = − 2b2 (x− a)wi, the above summations can
be reorganised such that, up to a positive constant,
Du(A) ∝
(
n
∑
i=1
wi
)2
− 2
b2
(
n
∑
i=1
x2i wi
)(
n
∑
i=1
wi
)
+2
a
b2
(
n
∑
i=1
xiwi
)
n
∑
i=1
wi+
2
b2
(
n
∑
i=1
xiwi
)2
−2 a
b2
(
n
∑
j=1
x jw j
)
n
∑
i=1
wi.
Cancelling the terms with the factor 2ab2 gives
Du(A) ∝
(
n
∑
i=1
wi
)2
− 2
b2
(
n
∑
i=1
x2i wi
)(
n
∑
i=1
wi
)
+
2
b2
(
n
∑
i=1
xiwi
)2
.
Consider subsequently the following equalities:
1.
(
n
∑
i=1
wi
)2
=
n
∑
i=1
w2i +
n
∑
i=1
n
∑
j 6=i
wiw j
2. − 2b2
(
n
∑
i=1
x2i wi
)(
n
∑
i=1
wi
)
=
− 2b2
n
∑
i=1
x2i w
2
i − 2b2
n
∑
i=1
n
∑
j 6=i
x2i wiw j =
− 2b2
n
∑
i=1
x2i w
2
i − 2b2
n
∑
i=1
n
∑
j 6=i
( 12 x
2
i +
1
2 x
2
j)wiw j
3. 2b2
(
n
∑
i=1
xiwi
)2
= 2b2
n
∑
i=1
(xiwi)2+ 2b2
n
∑
i=1
n
∑
j 6=i
xix jwiw j
Then, substituting the last equalities in the sum of the par-
tial derivatives and simplifying we obtain that
Du(A) ∝
n
∑
i=1
w2i +
1
b2
n
∑
i=1
n
∑
j 6=i
(1− (xi− x j)2)wiw j,
and this expression is non-negative for all xi,x j ∈ [0,1], in-
dependently of a and b.
Thus Gaussian weight functions become particularly im-
portant in the construction of mixture functions. By vary-
ing the parameters a and b we obtain various monotone in-
creasing, monotone decreasing (both convex and concave)
and unimodal quasi-concave weight functions.
3.2 LINEAR COMBINATIONS OF WEIGHTING
FUNCTIONS
Proposisition 6. Let w : [0,1]→]0,∞[ be given by w(x) =
u(x)+v(x) where u,v : [0,1]→]0,∞[. Then the mixture op-
erator Mw defined by eqn. (2) is weakly monotone if the
mixture operators with generators u and v are also weakly
monotone.
Proof. Consider the penalty function F(w)(x,z) =
n
∑
i=1
w(xi)(xi− y) of the mixture operator Mw. Note that any
partial derivative of F(w)(x,z) is
F(w)xi = w
′(xi)(xi− y)+w(xi)
= (u′(xi)+ v′(xi))(xi− y)+u(xi)+ v(xi)
= (u′(xi)(xi− y)+u(xi))+(v′(xi)(xi− y)+ v(xi))
= F(u)xi +F
(v)
xi .
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Hence, F(w)xi ≥ 0 if F(u)xi ≥ 0 and F(v)xi ≥ 0. Therefore, di-
rectional derivative of Mw will be non-negative if the direc-
tional derivatives of Mu and Mv are non-negative.
Taking into account the last result, the mixture function
Mw, with w =
r
∑
i=1
ui, is weakly monotone if the mixture
functions Mui are also weakly monotone.
Proposisition 7. Let w : [0,1]→]0,∞[ be a weight function
given by w(x) = x+b, b ∈ R, then the corresponding mix-
ture operator Mw is weakly monotone if b≥ n−2n x(1) ≥ n−2n .
Proof. We need to see that Du(Mw) ≥ 0. For that, we first
calculate the partial derivative of F(x,y) =
n
∑
i=1
w(xi)(xi−y)
to obtain the condition Fxi = w(xi)+w
′(xi)(xi− y) = (xi +
b)+(xi−y) = 2xi+b−y. For x↘, as y≤ x(1) we have that
Fx(1) ≥ 2x(1)+b− x(1) and Fxi ≥ 0+b− x(1) for the rest of
i, hence Du(Mw) ≥ (2x(1)+b− x(1))+ (n−1)(b− x(1)) =
nb− (n−2)x(1) ≥ 0 if and only if b≥ n−2n x(1) ≥ n−2n .
Regarding the previous result, observe that, for n = 2,3 or
5 we get b ≥ 0, b ≥ 13 or b ≥ 35 respectively. Therefore,
mixture functions of the mentioned dimensions are weakly
monotone for b≥ 0, b≥ 13 or b≥ 35 .
4 CONCLUSIONS
In this work we have extended the understanding of weakly
monotone averaging aggregation functions. In particular,
we have extended the study of mixture functions by iden-
tifying conditions for weak monotonicity and provided ex-
amples of weighting functions that lead to weakly mono-
tone averaging functions.
Weakly monotone means encompass a larger class of av-
eraging functions, including the mode, mixture functions
and robust estimators of location. They are useful in filter-
ing out outliers form the data, so that one ore more grossly
erroneous values do not alter the end result. The concept
of weakly monotone averaging functions brings the exist-
ing monotone averaging functions and many of the non-
monotone means into the same framework.
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