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Abstract
There are several ways to create an exact recognizer for the language deﬁned by a context free grammar.
The recursive backup technique, proposed by [Kos75], is capable of handling (locally) ambiguous gram-
mars. Due to its structure, it is not limited to context free grammars, but applicable for afﬁx grammars
in general. This paper shows that ‘tactful’ recursive backup parsing can be efﬁcient, in spite of its worst
case exponential time complexity. This ‘tact’ however, should not be supplied by the grammar writer, but
automatically deduced by a parser generator. In this paper we will discuss the deduction process for a
simple form of two-level grammars: Afﬁx Grammars over Finite Lattices (AGFLs), a formalism to express
the syntax of natural languages.
1 Introduction
Recursive backup can be seen as the general top-
down parsing strategy conform DCGs in PROLOG.
Although recursive backup parsers recognize some
grammars in polynomial time, in general they have
an exponential time complexity (See [Leo86]).
1.1 Why recursive backup
One almost immediately appeals to Earley or related
tabular methods, when it comes down to parsing an
ambiguous context free grammar ([GHR80]). The
reason for this is quite obvious: their time complex-
ity (O(n3)) is quite good compared with the (worst
case) exponential behaviour of recursive backup
methods. But when we want to increase the gram-
mar’s descriptive power, for example by adding af-
ﬁxes, itisworthtoreconsiderbacktrackmethods, es-
pecially when the number of generated context free
parse trees is not polynomially bounded. First of
all, the generation of backtrack parsers is straight-
forward, and the enhancement with afﬁxes follows
the original translation scheme (see [Kos75]). More-
over, the possibility to evaluate afﬁx values on-the-
ﬂy allows the parser to weed out those context free
parses which are impossible according to the con-
text dependencies. Lastly, because of their opera-
tional nature (in contrast to the tabular methods),
many well-known optimizing techniques from clas-
sical compiler construction theory are applicable to
these parsing methods.
1.2 Problems
But all that glitters is not gold. Recursive backup
parsing techniques have a number of shortcomings.
To begin with, they can not handle left recursive
grammars. Fortunately, every leftrecursive gram-
mar can be transformed in a equivalent grammar
that is free of left-recursion. Another problem is the
occurrence of left-factors, which are a threat to the
execution speed of the parser, whereas the occur-
rence of right-factors has no impact on the parser
speed.
Since all these problems can be solved by rewrit-
ing the grammar, one might consider to impose a
1number of restrictions on the grammar, but this will
limit the freedom of the grammar writer. In this
paper we will investigate whether automatic trans-
formation of grammars, completely transparent to
the writer, can lead to efﬁcient parsers. To illustrate
these thoughts we will discuss the transformations
on aspecial formof two-levelafﬁx grammars: AGFL
(Afﬁx Grammar over Finite Lattices), a formalism to
describe the syntax of natural languages. Instead of
transforming the grammar itself, we will translate
it to a ATN-like network, which will be subject to
optimizing transformations. Finally the optimized
network will be coded to a single stack recursive
backup parser. For a formal study about the gener-
ation (calculation) of recursive backup parsers and
their continuation semantics we refer to [Mei92].
1.3 AGFL
This section describes brieﬂy the syntax of AGFLs.
For a more elaborated deﬁnition we refer to [Kos91].
AGFLs are context free grammars, augmented
with features for expressing agreement and context
dependencies. The possible values (domain) of a fea-
ture (afﬁx) form a mathematical object called a lat-
tice. This particular kind of lattice over a set, with
set-unionandset-intersectionasoperations, iscalled
powerset lattice of the corresponding afﬁx domain. Its
ﬁniteness admits a highly efﬁcient implementation
(see section 2). A slightly modiﬁed version of the
consistent substitution rule, which is the foundation
of all afﬁx grammars ([Kos70]), ensures agreement
between different parts of the input.
An AGFL consists of meta rules and syntax rules
in an arbitrary order.
1.3.1 The meta rules
The meta rules (or afﬁx rules) form the second level
of the AGFL. In this level we distinguish afﬁx ter-
minals and afﬁx nonterminals. Each afﬁx rule deﬁnes
the direct productions of a afﬁx nonterminal. Such a
direct production is either an afﬁx nonterminal or a
afﬁx terminal. The domain of an afﬁx nonterminal is
the set of his terminal productions. Because we do
not allow recursion in the second level of an AGFL,
the domains are ﬁnite. For example, the afﬁx rule:
NUMB:: sing; plur.
deﬁnes the afﬁx nonterminal NUMB to have two direct
productions. These two productions are terminal
afﬁxes and therefore also its terminal productions.
Similar,
NUMBER:: NUMB; dual.
deﬁnes NUMBER to have three terminal productions.
1.3.2 The syntax rules
The syntax rules (or just rules) are context free rules
augmented with afﬁxes, and form the ﬁrst level of
the AGFL. We distinguish syntax nonterminals and
syntax terminals. The syntax rule:
noun group(NUMB):
adjective, noun group(NUMB);
subst(NUMB).
deﬁnes the syntax nonterminal noun group, with
two alternatives. The ﬁrst alternative has two mem-
bers. A member can be a terminal symbol or a call.
2 Coding afﬁxes
In this section we will derive an efﬁcient afﬁx repre-
sentation. The derivation starts with a formal deﬁ-
nition of domain.
2.1 Mathematical model
Let An be the set of afﬁx nonterminals, At the set of
afﬁx terminals. Obviously An \ At = ;. Let A =
At [An. R is the ﬁnite set of afﬁx rules, R  An A.
We will write x ; y (read: has a direct production)
iff (x;y) 2 R. Notation:
8x 2 An;y 2 A
[x ; y () x :: y]
8x 2 An;y;z 2 A
[x ; y ^ x ; z 2 R () x :: y;z]
2Denote the transitive closure of ; by
 ; and its re-
ﬂexive transitive closure by
+ ;. Because we do not
allow recursive afﬁx rules:
:9x 2 An[x
+ ; x]
Now we can formally deﬁne the domain of an afﬁx:
D : A ! P(At)
D(x) = fy 2 Atjx
 ; yg
2.2 Bit maps
The deﬁnition of afﬁx domains strongly suggests
representation of afﬁxes by sets. Because their sizes
are ﬁnite and ﬁxed, we may consider implementing
them by bitmaps.
When we take into account that afﬁx restriction
(set intersection) is the only afﬁx operation in AGFL,
it is evident that the decision to use multiple ma-
chine words as bit-maps combined with the ‘logical
and’ for afﬁx restriction, is a sensible one.
From this point of view afﬁx terminals are repre-
sented by bits in a bitmap. Each afﬁx terminal cor-
responds to one bit number. In order to use a min-
imum number of machine words, we would like to
keep these bit numbers as small as possible.
2.3 Coding afﬁx terminals
As stated in [Zwo90], there is absolutely no reason
to use different bit numbers for afﬁx terminals that
do not occur in a same domain. Inspired by this
thought we are looking for a code function:
cp : At ! f0;1;:::;p   1g
for a minimal p. Typically p will be a multiple of the
machine word size, for example 32. The constraint
that afﬁx terminals which are both member of a do-
main should have different codes, can be stated for-
mally as follows:
8x 2 An

cp=D(x) is injective

We introduce a new relation ./ which expresses the
interference between two afﬁx terminals:
x ./ y () 9z 2 An [x 2 D(z) ^ y 2 D(z)]
Notice that
 ./, its transitive closure, is an equiva-
lence relation which generates the partition At= 
./.
Each member of At= 
./ contains terminals with mu-
tual differentcodes. When we visualize./ as a graph
(a so called terminal interference graph) it is clear that
our problem can be solved by coloring the graph
with a minimum number of colors. This classical
problem is in general undecidable, but there are
good heuristics available (see for example [ASU86]).
3 Network generation
The network generated by an AGFL closely resem-
blesATNs. Beforedescribingthegenerationprocess,
we discuss this related formalism.
3.1 ATNs
ATNs (Augmented Transition Networks) were de-
veloped for use in natural language understanding
systems ([Woo70]). There are two principle kinds of
transition networks, recursive transition networks
(RTNs) and augmented transition networks (ATNs),
the latter being deﬁned as an extension of the for-
mer.
A RTN is essentially a network of nodes, repre-
senting partial states of knowledge that arise in the
course of parsing a sentence. States are connected by
arcs indicating conditions that can cause transitions
from one state to another.
An ATN is a RTN augmented with a set of regis-
ters that can be used to hold agreement information,
or contain partial parse structures.
3.2 Terminology
In order to describe the generation process formally
we will use, in addition to the ‘normal’ mathemat-
ical notion of sets, bags and lists. A bag can be
seen as a ‘non-absorbing set’, and a list as an ‘non-
commutative bag’. We will use a ` for list concate-
nation, f [::: g ] for bag comprehension. ] is the bag
union and [ : ] is used to denote singleton lists, and
the functions last and lead yield for nonempty lists
the last and ‘all but the last’ list items respectively.
3We will write B(V ) for powerbag and L(V ) for pow-
erlist of V (cf. powerset).
Sometimes it is useful to apply a function to all the
elements of a bag. Let f be a function, f : V ! V .
Deﬁnition:
~ f : B(V ) ! B(V )
~ f(S) =
def
f [f(s)js 2 Sg ]
The network is a set of tuples (n;G), where G is
a graph, and n is its name. A graph is a 4-tuple
(N;s;e;), where N is a ﬁnite set of nodes, s 2 N the
start node, e 2 N the end node and   N  T  N
a bag of arcs, in which T denotes a ﬁxed set of possi-
ble transitions. Each transition represents a semantic
function (See section 3.2.2).
Let n be a node.
Deﬁnition:
G; =
def
(fng;n;n;;)
G; is an empty graph.
Deﬁnition:
P : N  N ! B(L(T))
P(x;y) =
def
f [[t] 2 Tj(x;t;y) 2 g ]
P
+
 : N  N ! B(L(T))
P
+
 (x;y) =
def
f [pa `qj9z 2 N[p 2 P(x;z) ^
q 2 P
+
 (z;y)]g ] ] P(x;y)
So P
+
 (x;y) is the bag of all possible paths from x
to y. P(G) will be shorthand for P
+
 (s;e) if G =
(N;s;e;).
3.2.1 Equivalence
Let G1 and G2 be two graphs.
Deﬁnition:
G1  G2 ()
def
P(G1) = P(G2)
So two graphs are equivalent iff they contain the
same paths.
3.2.2 Semantics
We distinguish two kind of transitions: the actions
and the predicates. A predicate may fail, an action
always succeeds.
name kind abbreviation
init o to D A o := D
restrict o to D P o :: D
epsilon transition A 
match id P ”id”
call id(:::) P id(:::)
Nowweareabouttodeﬁnethesemanticsofagraph.
Let S be the set of possible semantic states and O =
S [ ffailg. Let V be the semantic value function.
The semantic value of a transition is a function from
O ! O. For example, V() = IdO. Let p be a path.
Deﬁnition:
V(p) =
def

V(last(p)) if lead(p) = [ ]
V(last(p))  V(lead(p)) otherwise
Where  is the ‘McCarthy’ function composition:
Deﬁnition:
(g  f)(x) =
def

fail if f(x) = fail
g(f(x)) otherwise
So the semantic value of a path is the function com-
position of all its transitions. Let G be a graph.
Deﬁnition:
V(G) =
def
V(P(G)) =
def
f [V(p)jp 2 P(G)g ]
3.2.3 Semantic equivalence
Let G1 and G2 be two graphs.
Deﬁnition:
G1
: = G2 () V(G1) = V(G2)
43.2.4 Concatenation
LetG1 = (N1;s1;e1;1)andG2 = (N2;s2;e2;2). We
are looking for a graph that contains exactly all path
concatenations of G1 and G2. Formally:
P(G1  G2) =
f [[p1a `p2jp1 2 P(G1) ^ p2 2 P(G2)g ]
Assume N1 \ N2 = ;.
Deﬁnition:
G1  G2 =
def
((N1 [ N2)=fe1g;s1;e2;3)
3 = ~ f(1 [ 2)
f(x;t;y) =

(x;t;s2) if y = e1
(x;t;y) otherwise
3.2.5 Repeated concatenations
Let Gi be a graph for 0  i < n.
Deﬁnition:
n 1 X
i=0
Gi =
def

G0  :::  Gn 1 n  0
G; n < 0
3.2.6 Merge
Let G1 and G2 as above. We are looking for a graph
that contains exactly all paths of G1 and G2. For-
mally:
P(G1 
 G2) = P(G1) ] P(G2)
Assume N1 \ N2 = ;.
Deﬁnition:
G1 
 G2 =
def
((N1 [ N2)=fs2;e2g;s1;e1;3)
3 = ~ f
(1 [ 2)
f
(x;t;y) =
8
<
:
(x;t;e1) if y = e2
(s1;t;y) if x = s2
(x;t;y) otherwise
3.2.7 Transitions
Let t 2 T be a transition, and n1;n2 two unique (un-
used) nodes.
Deﬁnition:
[t] =
def
(fn1;n2g;n1;n2;(n1;t;n2))
So [t] is the singleton graph containing one single
transition t.
3.3 Translation
This section describes the translation of AGFLs into
a ATN-like network. For reasons of readability the
translation is described in two stages: ﬁrst the con-
textfree translation, and after that the full language.
3.3.1 Unaugmented syntaxrules
We will now formally describe, by means of a CF
transducer, how to translate the ﬁrst level of an
AGFL into a network. For the time being we will
restrict ourselves to the unaugmented syntax rules.
Let  be the translation function. We are looking for
(grammar).
grammar:
syntax rule sequence.
(syntax rule sequence)
syntax rule sequence:
rule, rule sequence;
(rule) [ (syntax rule sequence)
rule.
(rule)
rule:
name,
colon symbol,
alternatives,
dot symbol.
(name,(alternatives))
alternatives:
alternative,
semicolon symbol
alternatives;
5(alternative) 
 (alternatives)
alternative.
(alternative)
alternative:
members;
(members)
.
[]
members:
member,
comma symbol,
members;
(member)  (members)
member.
(member)
member:
syntax terminal;
["id"]
call.
[id]
Where id identiﬁes the syntax terminal or call.
3.3.2 Example
Consider the following syntax rule:
noun phrase:
determiner, noun;
pronoun.
And its translation:
determiner noun
pronoun
noun phrase:
3.3.3 Augmented syntax rules
This section describes how to translate augmented
syntax rules into a network. In AGFL this augmen-
tation is done by parametrizing the syntax-rules with
afﬁxes. Whenanafﬁxoccursinarule’slefthandside
we will call it bound, otherwise it is free to that rule.
The run time component of a bound afﬁx is called
parameter, and that of a free afﬁx is called local. We
will refer to the parameters as p0;p1;:::;pn 1 (with
n the arity of the syntax nonterminal), and write
D(pi) for the domain of the corresponding bound
afﬁx (0  i < n). Similar deﬁnitions for l0;:::;lk 1
(with k the number of locals) and D(li) (0  i < k).
In AGFL, afﬁxes are used to restrict context free
parses. Initially an afﬁx will contain its full domain
(meaning no restriction at all), which may change
during the parse by restricting it to smaller or equal
subsets. A restrict to a larger subset is impossible,
and the corresponding parse will be rejected.
The initialization of an afﬁx will be represented by
the transition o := D. The restriction to a domain
(which may fail) by o :: D.
rule:
name,
parameters,
colon symbol,
alternatives,
dot symbol.
(name,(parameters)  (alternatives))
(parameters) =
n 1 X
i=0
[pi :: D(pi)]
Where n is the arity of the syntax nonterminal.
alternative:
members;
(locals)  (members)
.
[]
(locals) =
k 1 X
i=0
[li := D(li)]
Where k is the number of locals in the alternative.
3.3.4 Example
Consider the following augmented syntax rules:
6noun(PLUR):
subst(SING), "s".
noun(num):
subst(num).
And its translation (merged together):
p0::PLUR
l0:=SING subst(l0)
"s"
p0::num subst(p0)
noun:
3.3.5 Tree information
It is clear that all transformations on the grammar
should be transparent to the grammar writer in the
sense that their application has no effect on the lan-
guage recognized. In particular the syntax tree gen-
erated by each successful parse should reﬂect the
structure of the original grammar.
This task, at ﬁrst sight complex, can be easily ac-
complished by adding one special transition in front
and one at the end of each rule. By doing this the
runtime-system can deduct the original tree struc-
ture, regardless of any transformation on the gram-
mar. For the sake simplicity we will not describe
these transitions in this paper.
4 Transformations
4.1  introduction
As we will see, it can be useful to insert an  transi-
tion somewhere in a graph. Here we will show the
correctness of this transformation.
Let G = (N;s;e;) be a graph, and n 2 N a node,
startpoint of transition t to n1 (So (n;t;n1) 2 ). We
like to replace t by ta `[].
Deﬁnition:
G0 =
def
(N [ fn2g;s;e;0)
0 = =f [(n;t;n1)g ] ] f [(n;t;n2);(n2;[];n1)g ]
Proof:
To prove the correctness of this transformation, we
will focus on the changed paths. Let p be a path 2
P(G) and t 2 p. Write p = p1a `[t]a `p2. This means
that p1a `[t]a `[]a `p2 2 P(G0). But:
V(p1a `[t]a `[]a `p2) =
V(p2)  V(e)  V(t)  V(p1) =
V(p2)  IdO  V(t)  V(p1) =
V(p2)  V(t)  V(p1) =
V(p1a `[t]a `p2)
So G : = G0.
4.2 Left factor elimination
The elimination of left factors is a classical way to
decrease parse-time. First we will illustrate left fac-
toring by an example, and after that give a more for-
mal algorithm.
4.2.1 Example
Consider the following grammar:
sentence:
phrase, ".";
phrase, coordinator, phrase.
and the translation:
phrase "."
phrase
coordinator
phrase
sentence:
Inspection of the graph shows that the two transi-
tions starting at the start node are the same. This
gives us the idea to (left-) fuse their endpoints. This
results in the following equivalent graph:
7phrase
"."
coordinator phrase
sentence:
But it’s not that simple. Consider the slightly
modiﬁed grammar:
sentence:
phrase;
phrase, coordinator, phrase.
and its translation:
phrase
phrase
coordinator
phrase
sentence:
A simple left-fuse leads to an incorrect (not-
equivalent) graph:
phrase
coordinator
phrase
sentence:
Apparently the nodes to fuse should only have one
incoming transition. But this problem can be solved:
if a node has more than one incoming transition we
just insert an  transition that will free the node (See
4.1):
phrase e
phrase
coordinator
phrase
sentence:
Now a subsequent left-fuse yields a correct (equiva-
lent) graph:
phrase
e
coordinator phrase
sentence:
4.2.2 Formally
Let G = (N;s;e;) be the graph to be transformed,
and let n 2 N be the node with two equivalent tran-
sitions to n1 and n2. This means that (n;t;n1) 2
 ^ (n;t;n2) 2 . We need a way to express the fact
that a node has only one incoming transition:
Deﬁnition:
lonely(m) ()
def
9!n 2 N[(n;t;m) 2 ]
Assume lonely(n1)^lonely(n2). Deﬁne G0 as follows:
Deﬁnition:
G0 =
def
(N=fn2g;s;e;0)
0 = ~ f(=(n;t;n2))
f(x;t0;y) =

(n1;t0;y) if x = n2
(x;t0;y) otherwise
Proof:
We will show G  G0.
()) Let p 2 P(G). Notice that if p leads through n1
or n2 it will lead through n (thanks to lonelyness). If
p does not lead through n it is clear that p 2 P(G0).
So assume that p leads through n. Let m be the next
nodethatpvisitsaftern. Therearethreepossibilities:
 m = n1. The transformation did not change this
path, so p 2 P(G0).
 m = n2. After transformation p will lead
through n1 instead of n2. But since it still passes
transition t, their paths are the same, so p 2
P(G0).
 m is another node. The transformation did not
change this path, so p 2 P(G0).
8(() Let p 2 P(G0). Like before, if p leads through n1
it will lead through n. If p does not lead through n
it is clear that p 2 P(G). So assume p leads through
n. Let u be the transition after n1 in p. Due to the
construction of the transformation this transition
 was already there before the transformation. In
that case p 2 P(G).
 originates from n2. But since it led through n,
and therefore passed t, and the original graph
contained a transition (n;t;n2), it is clear that
p 2 P(G).
Notice that we didn’t need semantical equivalence
here, left factor elimination leaves all paths un-
changed.
4.3 Simpliﬁcations
We call a node solitary if it has only one incoming
transition and one outgoing transition.
Deﬁnition:
solitary(m) ()
def
9!n 2 N[(n;t;m) 2 ]
9!n 2 N[(m;t;n) 2 ]
It is clear that two subsequent restricts to the same
object can be replaced by one single restrict, as-
sumed that their common node is solitary. A similar
observation can be made for an init and a restrict.
Notice that the absorption of two subsequent
equivalentrestrictsisaspecialcaseoftheaboverule.
4.4 Migration
Sometimes it is useful to change the order of tran-
sitions. Consider two subsequent transitions with
a solitary common node. Call the ﬁrst transition t1
and the second t2. The next tabular shows whether
the semantical values of the transitions allow us to
swap t1 and t2 or not. A ‘+’ means ok, ‘–’ means not
ok and ‘?’ means ok if they do not refer to the same
objects.
t2
call match restrict init
call – – + ?
t1 match – – + +
restrict + + + ?
init ? + ? ?
4.5 Diversion
Consider a transition t to a node n which is lonely
but not solitary. So n has more than one outgoing
transition. Diversion is the transformation that re-
moves t, and inserts t before all outgoing transitions
of n. This code duplicating transformation is in fact
the opposite of left factor elimination.
4.6 Recursion elimination
Recursion is the bane of top down backtrack pars-
ing. Right recursion uses stack-space, whereas left
recursion leads to non-termination. So its a good
idea to remove recursion wherever possible.
In this section we discuss the recursion elimina-
tion techniques with increasing complexity.
4.6.1 Right recursion elimination
Consider the following rule:
s:
"a", s;
"b".
Removing this (parameterless) right recursion looks
simple: replace the recursive call by an  transition
to the startnode of the graph:
"a"
"b"
e
s:
But there is a problem: as mentioned in section 3.3.5
there is an extra transition tied in the graph after all
alternatives. So the right recursion is in fact a mid-
dle recursion. A (tricky) way out requires an exten-
sion of the set of transitions: instead of replacing
9the call by an  transition, we replace it by a right
mark. This new transition informs the runtime sys-
tem about the eliminated right recursive call, so that
it can construct the syntax tree according to the orig-
inal grammar:
"a"
"b"
right mark
s:
A right recursive call with the same actual as formal
parameters, can be transformed likewise. Unfortu-
nately, when the parameters differ it is in general not
possible to eliminate the recursion.
4.6.2 Left recursion elimination
Consider the following left recursive rule:
s:
s, "a";
"b", "c".
Although it has a (parameterless) left recursion, the
tied in tree nodes make it a middle recursion. Just
like before, this problem can be solved by extend-
ing the set of transitions: remove the left recursive
call and add a left mark from the endnode of
the graph to the target node of the recursive call:
left mark
"a"
"b" "c"
s:
A left recursive call with the same actual as for-
mal parameters, can be transformed likewise. No-
tice that in these two cases there is no duplication of
code.
When the actual and formal parameters differ we
should use a different strategy: transforming the left
recursion to a right recursion. We will illustrate this
classical transformation with the next grammar:
s(X):
s(X1), a(X,X1);
b(X);
c(X).
Deﬁne two new syntax rules rs and alt. rs reﬂects
the tail of the recursive alternative and alt the the
other alternatives. Rewriting yields:
s(X):
alt(X1), rs(X,X1);
alt(X).
rs(X,X1):
a(X1,X2), rs(X,X2);
a(X,X1).
alt(X):
b(X);
c(X).
Instead of eliminating the left recursion, one could
use the left corner (LC) variant of the recursive
backup parser (see [Wei86]). This parse technique
can deal with left-recursive rules under a number of
restrictions.
5 Using transformations
5.1 Left factorizing
Left factorizing will usually lead to a linear speedup
of the generated parser. In some cases it can do
more. Consider the following grammar:
s:
"a", s, "b";
"a", s, "c";
.
and its translation:
"a"
s
"b"
"a"
s
"c"
s:
10Straightforward coding to a recursive backup parser
results in exponential time complexity. Left fusion
gives the graph:
"a" s
"b"
"c"
s:
which has, of course, a linear time complexity. So
the speedup strongly depends on the nature of the
grammar, but a maximal speedup implies a kind
of maximal leftfusion. Accomplishing this maximal
leftfusion is not trivial task as we will see in the next
sections.
5.1.1 Blocking inits and restricts
Consider the following grammar:
s:
"a", b(X);
"a".
and its translation:
l0:=X
"a"
b(l0)
"a"
s:
The problem is clear: the init transition blocks the
leftfusion of the match. Fortunately the semantic
functions V("a") and V(l0 :: D) are commutative,
so we can transform the graph to:
"a"
l0:=X
b(l0)
"a"
s:
Which can be left-fused to the desired result.
5.1.2 Smart left fusion
Consider the following grammar
s:
a(X), b;
a(Y), c.
and its translation:
l0:=X
a(l0)
b
l0:=Y
a(l0)
c
s:
Left fusing the call a(l0) is not possible. The ob-
servation that afﬁx nonterminals X and Y belong
to a larger domain, say Z, leads to the following
idea: Let Z = X [ Y ﬁrst replace [l0 := X] by
[l0 := Z]a `[l0 :: X], and a similar replacement for
the other alternative. This yields:
l0:=Z
l0::X a(l0)
b
l0:=Z
l0::Y a(l0)
c
s:
Now we can left-fuse [l0 := Z], swap the restricts
with the calls, and left fuse the call. The result is just
what we had in mind:
l0:=Z a(l0)
l0::X b
l0::Y
c
s:
5.2 Hidden left factors
It is possible that a left factor is hidden:
s:
a, b;
c.
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a.
This problem can be solved by unfolding the call
which hides the left-factor. Unfortunately this may
involve code duplication.
5.3 The restrict dilemma
The next problem is more serious than the others.
Consider the following syntax rules:
s(X):
a.
s(Y):
a.
and their translation:
p0::X
a
p0::Y
a
s:
Now there are two possibilities:
1. swap the restricts, and left-fuse the call to syn-
tax nonterminal a.
2. leave it as it is.
It is in general undecidable which strategy is the
best: if calling a is a time consuming business, it
depends on failure behaviour of the restricts which
strategy we should use. A relatively large number of
failures plea for strategy 2, whereas a small number
of failures is in favour of 1.
One might consider the following middle
course: Let Z = X [ Y . replace [p0 :: X] by
[p0 :: Z]a `[p0 :: X], similar replacement for Y . left
fuse [p0 :: Z], and use strategy 1 to left-fuse the call
to a.
6 Results
Although not all described transformations are im-
plemented in our current AGFL implementation we
will give some results.
6.1 Fibonacci
Let’s focus on the following highly ambiguous left
recursive grammar:
fib:
"a";
"a", "a";
fib, "a";
fib, "a", "a".
And its translation: "a"
"a" "a"
fib "a"
fib
"a"
"a"
fib:
This grammar is known as the ‘ﬁbonacci gram-
mar’ because its number of parses for input
an is ﬁb(n). After left factor, and left recur-
sion elimination the result is hard to recognize:
"a"
"a"
"a"
"a"
left mark
e
e
fib:
Some statistics:
n ﬁb(n) matches original transformed
4 5 62 19
5 8 104 32
6 13 172 53
7 21 282 87
The number of matches can be seen as a measure of
speed. Normally, an implementation will execute a
certain ﬁxed number of matches per second.
So we gained a factor 3 in speed. Of course it
would be nicer to reduce time complexity from ex-
ponential to polynomial, but for this grammar this
is not possible (because of the generation of an ex-
ponential number of parses).
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[MK62] or [Oos91] look promising (although not yet
ﬁnished). A linear speedup with at least a factor
8 in respect to the old AGFL implementation en-
courages us to ﬁnish our experiments. The not yet
implemented unfold and smart leftfuse transforma-
tions may offer us more than linear speedup for real-
world grammars. Of course these are only specula-
tions. Time will learn.
7 Concluding remarks
We have proposed several transformations on
graphs that can speedup a generated recursive
backup parser. During our experiments it became
clear that the application order of the transforma-
tion rules affects the resulting parser speed. In some
cases it is undecidable which order is optimal. Even
worse: an optimal order may depend not only on
the grammar, it is possible that it depends on the
parser’s input too. Finding good heuristics for this
order problem may be a topic in further studies.
There seems to be no optimal parse technique for
all grammars. The speed and size of the parser
will always depend on the used grammar, especially
when we are dealing with large ambiguous aug-
mented grammars. Therefore we should use that
parse technique that suits our purposes and gen-
erates efﬁcient parsers for the speciﬁc subclass of
grammars we are interested in.
Since we performed a partial and small-scale ex-
periment, we can only draw some tentative conclu-
sions. But in spite of this reservedness, one thing is
clear: recursive backup techniques combined with
graph transformations deserve a place amongst the
tools to generate parsers for natural languages.
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