A is a continuous-time, real-valued stochastic process which has independent and Levy jump process stationary increments, with no Brownian component. We study some of the fundamental properties of Levy jump processes and develop inventory models for them. Of particular interest to us is the
Zheng makes no approximations in the cost function, so it is not surprising that Zheng's model is more robust than the Hadley-Whitin model. Zheng's model accomodates any demand distribution. It is more complex than the Hadley-Whitin model, both conceptually and computationally, but it is simple enough to teach in introductory courses and efficient enough to use in large, real-world inventory systems.
A is a continuous-time, real-valued stochastic process which has independent and Levy jump process identically distributed ( ) increments, with no Brownian component. According to the Levy i.i.d. Decomposition Theorem [Hida 1970, p. 45] , any real-valued Levy process with increments can be i.i.d. expressed as , where is a deterministic drift, is a Brownian no longer an optimal class because past demands are correlated with future demands. A primary goal of this research is to study some fundamental properties of Levy jump processes and to develop inventory models for them. Levy jump processes are a realistic and rich class of
The following lemma allows us to interpret as the demand-weighted jump size. The second function that is used to characterize Levy demand processes is the distribution of . The third function that can be used to characterize Levy demand processes is the expected length of time E required to accumulate units of demand, starting from a given point in time.
/ as (7)
One might be tempted to conjecture that but this is typically not the case. The last two equalities follow from (4) and (5).
The Gamma-Distributed Levy Demand Process
We now turn our attention to a specific Levy demand process.
Definition 3: The g is the Levy demand process * for which * amma-distributed Levy process¨~¢ ¥ ¢ r ! ¥ has an exponential distribution with mean one.
Note that * has a gamma distribution with shape parameter and rate parameter This is withouẗ
. loss of generality; in continuous-time inventory models we can choose our units of measure for time and inventory so that the demand that occurs in one day has a mean of and a variance of . This process is ! ! not a new one (see, for example, [Prabhu 1980] and [Feller 1966, p. 567] ). Note that where is the derivative of , and .
For the gamma-distributed Levy process, the demand-weighted jump size has an exponential distribution (see (10) and (3)). The graph of in Figure 1 indicates that orders for small quanitites + ¢ ¥ of inventory occur much more often than orders for large quantities, but there is no finite upper bound on the maximum order quantity. By Lemma 3 the same can be said for the overshoot quantities.
A graph of appears in Figure 2 . From (10) we obtain E , so by Lemma 2,
as . Suppose that . Figure 2 indicates that even though the mean demand rate is equal to one, from a given starting point, the expected amount of time required to accumulate an additional units of demand is between and .
We now list some other properties of the gamma-distributed Levy process . The presentation of h ¢ ¥ % these properties is designed to facilitate the statements of our lemmas and theorems.
Property 2:
. is non-decreasing and absolutely continuous. is non-increasing. as . Table 1 gives some values of the probability density for . A transformation described in Appendix 3 was used to perform these integrations in a numerically stable manner. 
Section 3: The Inventory Model
We now turn our attention to inventory policies. We consider a continuous-review, single-item ¡ a b ¤ inventory system with backorders and with a deterministic lead time . There is a fixed ordering cost ¦ (in dollars), a holding cost (in dollars per item per day), and a time-weighted backorder cost (in dollars per item per day). We choose our units of measure so that the demand that occurs in one % ¡ r 7 s ¤ day has a mean and a variance of one. Therefore the demand that occurs in one lead time satisfies
The minimum order quantity is . For Levy demand processes orders come in irregular q b w 5 R quantities because we usually over-shoot the reorder point. For the gamma-distributed Levy process the actual order quantity is strictly greater than with probability one. 
A where E is the partial expectation. Note that is continuous and convex, and that 
is continuous, and is continuous except possibly at .
Following [Zheng 1992 ] and [Zipkin 1986 ], the expected holding and backorder cost per cycle incurred by an policy with is
The average cost per day incurred by an policy is therefore
The first-order optimality conditions are
Note that (21) 
. If Properties 4 and 7 also hold then
as .
If and are large then (20), Properties 2 and 3, (14), and Lemma 2 indicate that
A rigorous argument can be constructed along similar lines.
We define by
( ) is often referred to as the newsvendor cost or the buffer cost, because when the order cost is equal to zero the optimal policy has and and ( ) is the average cost of that policy. 
By (21) and (24),
which is equal to zero whenever the first-order conditions are satisfied. This fact suggests that if we alternate Newton steps in and , we are likely to get overall quadratic convergence. What we actually s u do is similar, and it works for the same reason, but the algebra is somewhat simpler. We alternate between Newton steps in which attempt to find a zero of in ( )-space, and Newton [Federgruen and Zheng 1991] is similar in that it also alternates between improvements in and improvements in . s u
Cost Minimization Algorithm
Step 1: Select an initial policy . 
Service Levels
We conclude this section by discussing service levels. In discrete time inventory models the Type 1 Service Level is usually defined as the probability that a time period ends without any backorders. The continuous-time analogue is P , the fraction of the time that the net inventory is non-negative.
The Type 2 Service Level is the fill rate, or the fraction of the demand that is met without backorders. In many continuous-time inventory models, including that of [Zheng 1992 ], these two service measures are equivalent. However they are not equivalent for Levy demand processes. The following is reminiscent of Zheng's fill-rate computation.
Lemma 10: In policies for Levy demand processes,
which is equal to for an optimal policy.
Lemma 11: For Levy demand processes, the fill rate of an policy is 1 8
where is the demand-weighted jump size (see Lemma 1), and , , and are independent. 
at time , but not delivered to the client at time , is
Note that the random variables , and are stochastically
, has steady-state distribution , and the demand-weighted
(26) leads to the formula in Lemma 11. It is interesting to compare these two service measures, P and the fill rate. Note that 
to be close to one. This would correspond to a "veneer inventory" policy, in only very small orders can be filled from stock. A large fraction of the total demand comes in large orders that must be backordered. The backorder costs are time-weighted and the lead time is assumed to be short relative to the average delay between consecutive large orders. Therefore the average backorder cost incurred is small, and the policy can be economical. For the gamma-distributed Levy process, the computation of the fill rate requires a two-dimensional numerical integration, assuming that is evaluated using efficient approximations.
Section 4: Policies: Description and Analysis
We consider four different policies for this problem, two policies that are based on the classical Hadley-Whitin inventory model, the policy whose parameters are taken from Zheng's 1 8 9 ¡ ( policy, and a new policy designed for Levy Jump Processes that we call the Mass Uniform Policy. The Hadley-Whitin inventory model is currently the mainstay of introductory inventory courses. It differs from our inventory model (and from Zheng's) in that it uses a cost of dollars per item for # backorders, rather than dollars per item per day. The change in units of measure complicates direct # comparison of the models. We will compare them by following the common practice of using service level targets to determine the backorder costs.
In There are two standard computational approaches to this model -the cost minimization approach and the service-constrained approach. The cost-minimization approach attempts to minimize (27) directly. The service-constrained approach searches for a policy that meets a specified service target, and that is optimal for some . We lack a backorder cost , but we know that for optimal policies, the fraction of 
Setting the derivative of (27) with respect to equal to zero, we obtain
Similarly, the value of at a local minimum of (27) must be
Substituting (30) into (27) we obtain an average cost of £
The derivative of (31) with respect to converges to as . If the derivative ever becomes $ q § ¦ ¡ § © negative, the supremum of all for which the derivative is negative is a local minimum of (27). The corresponding policy satisfies (29), and the policy can be obtained through either the cost-minimization approach or the service-constrained approach. However the derivative of (31) may never become negative, in which case the cost minimization approach will fail to produce a policy (in (29),
. The service-constrained approach is more robust. It never fails to produce a policy which meets the target service level, and it produces policies which cannot be obtained using the costminimization approach.
We study two policies that are based on the Hadley-Whitin model. Our first policy, called HW-COST, is the standard service-constrained algorithm (see, for example, [Nahmias 1993] pages 263-264). We eliminate from (29) and (30), and the resulting equation is solved together with (28).
#
This algorithm fails only when . The standard cost minimization algorithm, which is equivalent $ ¤ # when it works, but which works less often, is as follows. Guess at and find the local minimum of (27).
Then search for a such that the computed policy satisfies It may be that
for all values of for which (27) has a local minimum. In that case we say that HW-COST has failed, meaning that to obtain the desired service measure we would need to make # small enough that (27) would not have a local minimum. We compute and evaluate the policy whether this happens or not.
Our second policy, called HW-EOQ, is the common approach of using the EOQ model to select ( and using the service target to select . Thus and is selected so that (28) with service levels that are higher than the target.
Our third policy, called ZHENG, is the policy whose parameters are taken from Zheng's 1 8 9 8 ( ) policy [Zheng 1992 ]. The policy is computed using the Cost Minimization Algorithm. Our fourth policy is called the Mass Uniform policy, or MASS-U. For a given we approximate
with a function defined as follows.
The dependence of on is suppressed. The measure takes the area that lies under the curve
and above and concentrates it into a mass of size located at (see Figure 3 ).
is chosen to equalize the first moments of the measures and
. Since / is a probability density, (32) and 3 3
Properties 2 and 6 imply that 
of P is the unique solution of the first-order optimality conditions for P . and
are continuous functions of . If is sufficiently large then , and if is sufficiently small then .
The relative cost of a policy is defined to be where is the average cost of the policy A 5 § 3 3 policy and is the average cost of an optimal policy. ¨ L emma 13: The relative cost of Zheng's policy is at most min ,
where is the optimal order quantity (not Zheng's order quantity). . However there is no uniform, finite upper bound on the relative cost of Zheng's policy (proof omitted), and the trends illustrated by this bound are similar to the computational results of Section 5. If the lead time is zero or close to zero, and the order cost is small, Zheng's policy can be far from optimal. This statement probably applies to all existing continuous-time inventory models which assume the inventory 9 position to be uniformly distributed.
Lemma 14:
The relative cost of the Mass Uniform Policy is at most , where 8 ( )
For the gamma-distributed Levy process, the function is graphed in Figure 4 . 
Section 5: Computational Results
The main purpose of our computational study is to use the gamma-distributed Levy process as a vehicle for testing the robustness of the inventory policies described in Section 4. The bound in
Lemma 14 is strong enough that MASS-U does not need computational validation, but the performance that can be expected of the other policies is less certain. In addition we want to gain intuition into the nature of optimal policies for the gamma-distributed Levy process and to explore the importance of modelling the overshoot and the non-uniformity of the distribution of the inventory position.
As has been mentioned before, we scale our units of measure for time and inventory so that the demand which occurs in one time period has a mean and a variance of one. In this section we select our unit of measure for money so that the holding cost is . The fact that we re-scaled out units of © measure alters the intuitive meaning of the remaining parameters. The backorder cost is interpreted as a measure of service. Lemma 10 implies that is the fraction of time that we are out of stock. §
The lead time is a measure of the variability of the demand that occurs in one lead time. has a squared coefficient of variation of . The order cost is a prime determinant of the minimum order ! ! "
quantity . We define the reorder interval to be , the time interval corresponding to the minimum # # order quantity. The squared coefficient of variation of the demand that occurs in a reorder interval is # .
Application Range
As a vehicle for interpretating our results we define the "application range", a domain of the parameter space in which most real-world applications of inventory systems lie. Since this is
primarily based on personal experience it is bound to be somewhat controversial. In our experience lead times can be long or short, so all lead times are included in the application range. Most inventory systems operate with at least moderately high service levels, so for membership in the application range we require ' & ) (
(the system is out of stock at most 25% of the time; see Lemma 10). We define the order costs that lie in the application range indirectly, through the order quantities .
#
In our experience most large and moderately large inventory systems have a substantial number of items which experience spikey or sporadic demand. For these items the squared coefficient of variation of the demand that occurs in days is often very high. Maintaining inventories for these products tends to be # very expensive. In a great many cases distribution systems should be re-designed to eliminate the need to inventory these parts, but this is not always possible. Our application range is intended to include some parts of this type, but not all of them.
We considered the following criteria for an order quantity that falls within the application range. First, the mean order quantity is at most twice the minimum order quantity, i.e., , where Results Figure 5 illustrates how the relative order quantities change as the order cost decreases. For
.25 it appears that the values for ZHENG approximate the optimal value of . This trend has intuitive appeal because the average order quantity is for these processes, and it is in Zheng's # § #
paper. However the trend breaks down for smaller order quantities. Qualitatively, HW-COST and HW-EOQ behave similarly to ZHENG, MASS-U behaves like the optimal policy, and the backorder cost and the lead time have little or no impact. Figure 6 illustrates the fact that the relative cost of ZHENG matches the qualitative behavior of the theoretical bound in Lemma 13. ZHENG, HW-COST and HW-EOQ all have have unbounded relative cost for and . This is true of all policies for which, if we set , / fails to § " © § § # £ " © converge to 0 as , including both HW-COST and HW-EOQ. For a fixed the relative cost of " § § these three policies (and most other policies in the literature) converges to 1 as .
These observations can be explained as follows. Because of the non-uniformity of the distribution of the inventory position, in optimal policies the order-up-to level is closer to than it otherwise would ¥ ! be. As gets small this trend becomes more pronounced. In addition, the expected overshoot grows " relative to the minimum order quantity , effectively reducing the average order cost incurred per day. sets were tested. Of the 1000 parameter sets, 792 are inside of the application range. 200 parameter sets have backorder costs that are less than 3. For 9 parameter sets ZHENG produces values that are less # than 0.444, and both of these criteria apply to one parameter set. Note that Figure 6 includes data sets with smaller order costs than our main experiment, but only for . Table 2 summarizes the results. MASS-U consistently out-performs the theoretical bound given by Lemma 14, usually by a very substantial margin. It was never more than 3.2% from optimal, and its average relative cost was negligible. On average ZHENG was only 1.3% from optimal, but it was off by as much as 52%, and within the application range it was off by as much as 20.6%. Both HW-COST and HW-EOQ perform well on average, but within the application range they both had maximum relative costs of over 27%. If we had defined the applicaiton range via rather than the
& §
maximum relative costs would have been much smaller. Our main computational experiement contains 1,000 parameter sets, but the gaps between parameter values are still large enough to make the maximum errors reported in Table 2 unreliable. For example, in the experiment that generated the data for Figure 6 we included the parameter set
. This parameter set falls within the application range ( ), and it has relative costs of 40% for HW-Cost, 40% for HW-EOQ, and 33% for Zheng. These numbers are substantially larger than the maximum errors reported in Even within the application range the cost-minimization versions of HW-COST and HW-EOQ fail for over 33% of the parameter sets, because the cost function does not have a local minimum.
Tables 3, 4 and 5 illustrate the combinations of parameters that cause problems for the different policies. Because MASS-U is uniformly very effective no tables were produced for it. The costminimization versions of HW-COST and HW-EOQ fail often, both in and out of the application range, especially for larger order costs , lower backorder costs , and lower lead times. The HW-COST policy " is more than 20% from optimal only when the backorder cost is outside of the application range ( ), ¡ ) ( or when both the order cost and the lead time are small. Relatively speaking, HW-EOQ has more trouble when both the order cost and the lead time are small, and is more robust with small backorder costs. ZHENG is more robust than either of the others, but both inside of the application range and outside of it, Zheng's policy has trouble when both the order cost and the lead time are small. The errors that occur when both the order cost and the lead time are small were explained when we discussed Figure 6 . Both the order quantity and the relative cost of the HW-COST policy grow without bound as approaches . With , HW-COST clearly had problems. © % $£ As Figure 7 illustrates, the ratio of the relative cost of the ZHENG policy to the bound in Lemma 13 is usually much less than one. But in our tests, when the order cost is 16 or more the arithmetic difference between the bound and the relative cost of the policy is at most 1%. Lemma 14 gives a bound on the relative cost of the MASS-U policy. The ratio of this bound to the relative cost of the MASS-U policy is less than 6 in only 2 of the 1000 parameter sets in the test. Usually it is much higher. However the arithmetic difference between the bound and the relative cost of the policy is never more than 5.2%, and is usually much smaller (see Figure 7 ). Table 6 gives the CPU time per problem instance, in seconds. All policies requiring an initial guess were started from the HW-EOQ policy. For Zheng's policy we used the Cost Minimization Algorithm, which is faster than the algorithm that Zheng proposed. All of the policies have very low computation times except for the optimal policy. The optimal policy requires three numerical integrations for each iteration of the Cost Minimization Algorithm.
Figure 7

Recommendations
Heuristic policies are usually measured on the quality of the policies that they produce and on the computational effort that they require. All of the four heuristic policies studied can be computed very efficiently.
The standard Hadley-Whitin cost function often fails to have a local minimum. However the standard algorithms for computing polices with a given fill rate, Zheng's policy, and the Mass Uniform policy are all much more robust. When the service level is reasonably high , and , all of
these policies perform very well.
The main negative result of these tests is that when , as it often is with low-demand parts that # experience sproadic or spikey demand, only the MASS-U policy can be relied on. (Recall that because of the way we scaled time and inventory, should be interpreted as the coefficient of variation of the # demand that occurs in one reorder interval.) Other policies that assume the inventory position to be uniformly distributed would almost certainly experience similar problems. If inventory levels are discrete the algorithm of Federgruen and Zheng [1994] should be used. To our knowledge this is the only paper that efficiently computes good inventory policies for systems with continuous inventory levels, that
does not assume the inventory position to be uniform, and that allows the demand process to over-shoot the reorder point.
Section 6: Conclusions
Levy demand processes are a useful and interesting set of demand processes for inventory models. Numerical approximations for the distribution of , of , and/or both will be required. The gammadistributed Levy process is particularly attractive, and we have provided the appropriate approximations.
For Levy demand processes the distribution of the inventory position does not need to be uniform, and the demand process is allowed to over-shoot the reorder point. Most easily-computed inventory $ ¡ ¤ £ % ¥ § policies require the inventory position to be uniform and assume that there is no overshoot. Our tests indicate that when the coefficient of variation of the demand that occurs in the reorder interval is greater than one, it is important to model the inventory position as non-uniform and to model the overshoot when it occurs. This is often the case for low-demand parts that experience sporadic or spiky demand. As long as the coefficient of variation of the demand that occurs in one reorder interval is at least one, and the service level is reasonably high, the standard service-constrained Hadley-Whitin inventory $ ¡ ¤ £ % ¥ § polices and Zheng's policy work very well. However even in this region it is often the case that the standard Hadley-Whitin cost function fails to have a local minimum. The Mass Uniform heuristic applies to all Levy demand processes. For the gamma-distributed Levy process it is guaranteed to be within 8% of optimal whenever backorders are at least as expensive as inventory.
For any Levy demand process, the Cost Minimization Algorithm applies to Zheng's inventory ¡ £ # § model, to the Mass Uniform heuristic and to the computation of optimal policies. The algorithm is quadratically convergent.
Appendix 1: Notation
# §
The location of the point mass associated with the Mass Uniform policy (see (32)).
The average cost of the policy with . (see (16))
The demand that occurs in the time interval
The demand that occurs in the time interval . § ¦ £ the demand that occurs in one lead time. (19)). (see (12)). (15))
the inventory position at time .
U
The Demand-Weighted Distribution of the Jump Size (see (3) and Lemma 1).
"
The fixed order cost, in dollars.
The lead time.
The demand rate (assumed to be equal to ). The derivative of (see (11)).
Used to index time. where is a measurable process such that for every , is adapted to the sigma-
Then is constant whenever is constant, for all , and is a Levy [Sharpe 1988, p. 364] . We have shown that contains all functions of type (36). By the Montone Convergence Theorem [Sharpe 1988, Theorem A0.6] , contains all bounded measurable functions. ¢ Lemma 1: 
Since our first assertion follows.
If E
we are done. Therefore we assume that p d D 5
min . x Note that by (6) and (38),
We claim that is directly Riemann integrable. Observe that 
The last line follows from (39). By (37) and because is arbitrary, the result follows.
p x y
Lemma 3: If Property 1 holds then P as .
as a renewal process which renews itself whenever a jump of size greater than occurs. 
© G ¡ ¤ f ¥
We define the Levy demand process * to be the process which has a demand of size whenever
' 0 h 1 q + We view * as a renewal process that has the same renewals as . The expected amount by which
increases between renewals is E ], and the expected amount by which * increases between renewals is E ]
. By (40) and the Renewal Theorem,
Lemma 4: For the gamma-distributed Levy demand process * ,
where is the derivative of , and .
For the gamma-distributed Levy demand process * , (6) and (8) 
By definition, . By the theory of Laplace transforms it suffices to prove that as defined in (41), and that as defined by (11) satisfies (42). For (10) we must show that ln . 
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By (33) 
Therefore , and Claim 2 holds.
v
Claim 3: For all , P has an optimal solution , which is the unique solution of the
and that converges to infinity as max | | . Thus (34) achieves its
minimum in , and this minimum satisfies the first-order optimality conditions for P . The first-order
v v l m
Claims 1 and 2 imply that the solution to these conditions is unique. Thus Claim 3 holds, and and 
the sequence is bounded. Therefore it has a subsequence such that
Taking the limit as we see that is continuous in .
is continuous in . By Property 7 and (23), (34) and (14), the cost of this policy is
The average cost of any policy for which is
By Property 2 this quantity grows without bound as . The cost of the policy in (51) (14) imply that the first term of (52) is positive, the third term is zero, and the second term grows without bound as . Therefore Claim 5 holds. 
is non-negative. By the convexity of and (48), the first term of (53) is . We claim that
The optimality of Zheng's policy under his assumptions, and the optimality of the optimal policy, justify the left and right inequalities of (55). The optimality of implies that
which proves (55). In view of (55) it suffices to prove a bound on
By (14) and (21) 
I I
By (54) and (57)
w v 2 f a e 1 § t u r x I This is the first of the two upper bounds we need to establish. We claim without proof that for the gamma-dsitributed Levy process, if we set the lead time equal to zero and let the order quantity approach zero, ( and . Therefore this is an asymtotically tight bound on (56) 
By (60), (61) holds. We derive two more inequalities. First, by the convexity of and (32), 
