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VANISHING RESULTS FOR TORIC VARIETIES ASSOCIATED
TO GLn AND G2
QE¨NDRIM R. GASHI
Abstract. Toric varieties associated with root systems appeared very natu-
rally in the theory of group compactifications. Here they are considered in a
very different context.
We prove the vanishing of higher cohomology groups for certain line bun-
dles on toric varieties associated to GLn and G2. This can be considered of
general interest and it improves the previously known results for these vari-
eties. We also show how these results give a simple proof of a converse to
Mazur’s inequality for GLn and G2 respectively. It is known that the latter
imply the non-emptiness of some affine Deligne-Lusztig varieties.
Dedicated to Scarlett MccGwire and Dr. Christian Duhamel
Introduction
Fix an isocrystal and the corresponding Newton vector. Mazur’s inequality
(see [10], pg.658, and the group-theoretic generalization in [13], Theorem 4.2) states
that, given a lattice in our isocrystal, the Hodge vector associated to it is greater
than or equal to the Newton vector. Conversely, any vector satisfying Mazur’s in-
equality is the Hodge vector for some lattice (see e.g. [12], Proposition 4.2, and [3],
Theorem 2). The last result can be regarded as a statement for GLn, but, in [8], §4,
R. Kottwitz and M. Rapoport formulated an analogous version for other groups and
they proved it for GSp2n and GLn. They also formulated a combinatorial state-
ment involving respective root systems that would imply the converse to Mazur’s
inequality in each case (see also sections 4.3 and 4.4 in [6], for a detailed version).
C. Lucarelli in [9], Theorem 0.2, showed that this combinatorial statement is true
(see Proposition 1.1 below), and therefore a converse to Mazur’s inequality was
deduced, for all split classical groups. We prove this combinatorial statement for
G2 (Theorem A) and hence deduce a converse to Mazur’s inequality for G2. We
also generalize the combinatorial result for GLn (Theorem B), which in particular
gives a new and simple proof of the converse to Mazur’s inequality for GLn.
The results obtained here are proved using the theory of toric varieties. In fact,
part of our aim is to show how the combinatorial result mentioned above can be
naturally treated as a vanishing result for higher cohomology groups of certain line
bundles on toric varieties associated to root systems (theorems C and D on Section
1), which improves the previously known results for these varieties. This raises the
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question of new vanishing results for toric varieties in general (see [5] for work in
this direction concerning toric varieties associated with root systems). It is worth
mentioning that these toric varieties, where the fan of the variety is the Weyl fan,
appear naturally in the work of group compactifications (see e.g. [2], pp.187–206,
and references therein).
To give a flavor of the type of problem that we deal with here, it is very instructive
to use a picture (see below) to illustrate the statement of Theorem E for n=3.
Consider a toric variety V = VSL3 with initial lattice (i.e., lattice of co-characters)
L = Z3/Z(1, 1, 1) and the fan consisting of six maximal cones as pictured below in
dotted lines. The dual lattice (of characters) is L∨ = {(x1, x2, x3) ∈ Z
3|x1 + x2 +
x3 = 0}.
α
y
Dα
P
z′
z
Let L be a globally-generated torus-equivariant line bundle on V . Then L is
completely determined by a set of characters (one for each maximal cone in the
fan), such that if σ and σ′ are two “neighboring” maximal cones, and u(σ) and
u(σ′) are their corresponding characters, then u(σ) − u(σ′), with respect to the
canonical pairing of L∨ and L, is perpendicular to the common face of σ and σ′,
non-negative on σ, and non-positive on σ′.
This way L determines a hexagon P where the vertices of P are the characters
corresponding to L, one for each maximal cone of the fan. (In our picture all these
characters are distinct and we have a true hexagon, but in general we may get some
degenerate version of P , where some of the vertices coincide.) Then dimH0(V,L)
is given by the number of L∨-points in the convex hull Conv(P ) of P . Note that
VANISHING RESULTS FOR TORIC VARIETIES ASSOCIATED TO GLn AND G2 3
Conv(P ) lies in L∨⊗ZR. This should explain why we are using dotted lines for the
cones of our initial fan — they lie in the initial world, not the dual one.
Fix a root α as in the picture. Then the “line-segment” Dα corresponds to a
(non-torus-invariant) divisor on V . If we denote by i the embedding Dα →֒ V , then
dimH0(V, i∗(L|Dα)) equals the number of points that are both on Dα and that are
projections along the root α of points in L∨.
Our question is as follows: For any point y on the line segment Dα that is
obtained by the projection along α of some point z ∈ L∨ (z is not necessarily in
Conv(P )), can we always find a point z′ that is in both L∨ and Conv(P ), and which
maps to the initial point y? The answer is “yes” and, because of the long-exact
sequence
· · · −→ H0(V,L)
ϕ
−→ H0(V, i∗(L|Dα)) −→ H
1(V,JDα ⊗ L) −→ 0,
where JDα stands for the ideal sheaf of Dα, it is equivalent to the statement that
H1(V,JDα ⊗ L) = 0. We should mention here that the above long-exact sequence
has trivial entries to the right ofH1(V,JDα⊗L), because higher cohomology groups
vanish for globally-generated line bundles on complete toric varieties, and L and
L|Dα are globally-generated on (the complete toric varieties) V and Dα, respec-
tively. Also, note that the map ϕ is induced by projecting along α.
In this paper we precisely formulate the above question, using co-characters and
co-roots, for a split connected reductive group G over a finite extension of Qp, or
equivalently, by passing to the (Langlands) complex dual world, using characters
and roots, for the corresponding group Gˆ over C. Then we reformulate the question
using certain toric varieties associated to the root system of Gˆ (where the fan of
our variety is the Weyl fan and the dual lattice (i.e., lattice of characters) is that of
characters for Gˆ). We answer the question in the affirmative for G = GLn and for a
weaker version (where only line bundles L arising from Weyl orbits are considered)
for G = G2.
As mentioned at the beginning, this type of combinatorial question, without ref-
erence to toric varieties, was investigated by Kottwitz and Rapoport (and others).
If we use the language of toric varieties to describe what they did, then they consid-
ered only globally generated line bundles L arising from Weyl-orbits, i.e., where the
corresponding polygon P is a Weyl-orbit for some element in the character lattice.
Let us now describe how our paper is organized. In the first section we introduce
notation, set up the problem and state our main results (theorems A through E).
We also show that Theorem C is equivalent to Theorem A. Sections 2 and 3 are
devoted to some useful results in computing cohomology groups for line bundles on
our toric varieties using the so-called piece-wise linear continuous functions on the
support of the respective fans. We use these results in the next section, where we
prove theorems B, D, and E, and where we show how E implies D and D implies
B. Finally, the last section is devoted to the proof of Theorem C.
4 QE¨NDRIM R. GASHI
Acknowledgments: The author is greatly indebted to his thesis adviser, Profes-
sor Robert Kottwitz, for suggesting that he work on the problems dealt with in
this paper, for numerous helpful comments, and for continuous encouragement and
support.
1. Set Up and Main Results
Prior to [9], a converse to Mazur’s inequality for GLn and GSp2n was proved
in [8], Theorem 4.11 (see also [3], Theorem 2, for the GLn case), whose notation
we follow. Once a notation is introduced, it will be fixed for the rest of the paper.
Let F be a finite extension of Qp. Denote by OF the ring of integers of F .
Suppose G is a split connected reductive group, B a Borel subgroup and T a
maximal torus in B, all defined over OF . Let P =MN be a parabolic subgroup of
G which contains B, where M is the unique Levi subgroup of P containing T .
We write X for the set of co-characters X∗(T ). Then XG and XM will stand
for the quotient of X by the co-root lattice for G and M , respectively. Also, we let
ϕG : X → XG and ϕM : X → XM denote the respective natural projection maps.
Let µ ∈ X be G-dominant and let W be the Weyl group of T in G. The group
W acts on X and so we consider Wµ := {w(µ) : w ∈ W} and the convex hull of
Wµ in a := X ⊗Z R, which we denote by Conv (Wµ). Define
Pµ = {ν ∈ X : (i)ϕG(ν) = ϕG(µ); and (ii) ν ∈ Conv (Wµ)} .
Let aM := XM ⊗ZR and write prM : a→ aM for the natural projection induced
by ϕM . Note that although XM is a quotient of X , after tensoring with R any
possible torsion is lost and we can therefore consider aM as a subspace of a; we
shall do so throughout the paper.
The aim is to generalize the proposition below for G = GLn and prove an
analogous result for G = G2. Kottwitz in [6] (sections 4.3 and 4.4) explains how,
in each case, a converse to Mazur’s inequality follows from the result below and
therefore from our results.
Proposition 1.1. (cf. Theorem 0.2 in [9]) Let G be a split connected reduc-
tive group over F with every irreducible component of its Dynkin diagram of type
An, Bn, Cn, or Dn. With the notation as above, we have
ϕM (Pµ) = {ν1 ∈ XM : (i) ν1, µ have the same image in XG;
(ii) the image of ν1 in aM lies in prM (ConvWµ)} .
We are first going to phrase our results using Arthur’s notion of (G, T )-orthogonal
sets (see e.g. [1], pg. 217). For more on these sets see for example [7], pp.441–
447, whose notation we follow. A family of points xB in X , one for every Borel
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subgroup B of G that contains T , is called a (G, T )-orthogonal set in X if for every
two adjacent Borel subgroups B,B′, there exists an integer n such that
xB − xB′ = nα
∨,
where α∨ is the unique co-root for T that is positive for B and negative for B′.
Similarly, if we have a point xP ∈ XM for each parabolic subgroup P of G that
admits M as a Levi component, then the family (xP ) is called a (G,M)-orthogonal
set in XM (see e.g. [7], pg.442) if for every two adjacent parabolic subgroups P, P
′
that admit M as a Levi component, there exists an integer m so that
xP − xP ′ = mβ
∨
P,P ′ .
Here β∨P,P ′ is the unique element in Γ with the property that all the other elements
of Γ are positive multiples of it; Γ consists of the images in XM of the co-roots α
∨
where α is a root occurring in Lie(N)∩ Lie(N¯ ′), where P = MN and P¯ ′ = MN¯ ′,
with P¯ ′ being the parabolic subgroup containing M opposite P .
If all the numbers n (resp. m) above are non-negative then we say that (xB) is
a positive (G, T )-orthogonal set (resp. (xP ) is a positive (G,M)-orthogonal set).
An important example of a positive (G, T )-orthogonal set arises fromWeyl orbits
Wµ (see e.g. [7], pg.443). Let ν ∈ X , then we say that ν is dominant with respect
to a Borel group B = TN if for every root α in Lie(N) we have that 〈α, ν〉 ≥ 0.
We get a positive (G, T )-orthogonal set by associating to every Borel group B the
unique element xB ∈ X that is both dominant with respect to B and lies in Wµ.
If (xB) is a (G, T )-orthogonal set in X , then we get a (G,M)-orthogonal set as
follows. The points (xB), where B is a Borel subgroup containing T and B ⊂ P ,
form an (M,T )-orthogonal set in X , and we get a point xP ∈ XM as the common
image in XM of all the points in {xB : B ⊂ P}. The set of all such points xP ,
where P is a parabolic that contains B and admits M as a Levi component, is a
(G,M)-orthogonal set in XM . Moreover, if (xB) is positive, then (xP ) obtained in
this way is positive as well.
We can now state our main results.
Theorem A. Let G = G2. With notation as above we have that
prM (Conv(xB) ∩X) = Conv(xP ) ∩ prM (X),
for every (G, T )-orthogonal set (xB) that arises from a Weyl orbit and its corre-
sponding (G,M)-orthogonal set (xP ).
Theorem B. Let G = GLn. With notation as above we have that
prM (Conv(xB) ∩X) = Conv(xP ) ∩ prM (X),
for every positive (G, T )-orthogonal set (xB) and its corresponding (G,M)-orthogonal
set (xP ).
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It is clear that the GLn case of Proposition 1.1 becomes a special case of Theorem
B when (xB) arises from a Weyl orbit. Also note that in both theorems A and B,
the left-hand side is obviously contained in the right-hand side. The non-trivial
part is to show the other containment.
It is important to mention that, while we believe that Theorem A is also true
for the rest of the exceptional groups, Theorem B is probably only true for a split
connected reductive group with irreducible components of Dynkin diagram of type
An. More precisely, it is easy to construct counterexamples to Theorem B for other
classical groups and for the G2 case. At the end of section 5 we do so explicitly, but
only for G2, since the construction for classical groups is completely analogous. We
believe that the same construction should also provide counterexamples to Theorem
B for the other exceptional groups.
The proof of these two theorems will involve the theory of toric varieties and we
will freely use standard terminology and basic facts from this theory which appear
in [4]. Let us first make clear the correspondence between (G, T )-orthogonal sets
and line bundles on a certain projective nonsingular toric variety VG, which we now
define; we follow the exposition in [7], §23, and keep the same notation as above.
Let Gˆ and Tˆ be the (Langlands) complex dual group for G and T , respectively.
Let Z(Gˆ) be the center of Gˆ. Then the fan of our toric variety VG is the Weyl fan
in X∗(Tˆ /Z(Gˆ))⊗Z R and the torus is Tˆ /Z(Gˆ). (We would like to remark that the
toric variety VG appears naturally in the theory of group compactifications—see
e.g. [2], pp.187–206.)
Clearly Tˆ /Z(Gˆ) acts on VG, but we are interested in the action of Tˆ on VG. The
latter action is obtained using the canonical surjection Tˆ ։ Tˆ /Z(Gˆ) and the action
of Tˆ /Z(Gˆ) on VG.
As with any toric variety, there is a one-to-one correspondence between Tˆ -orbits
in VG and cones in the fan of VG. In our case, because the fan is the Weyl fan,
this means that we have a one-to-one correspondence between Tˆ -orbits in VG and
parabolic subgroups of G that contain T . According to this identification, if P is a
parabolic subgroup of G that contains T , then the corresponding Tˆ -orbit is given
by Tˆ /Z(Mˆ), where M is the unique Levi component of P containing T and Mˆ is
the corresponding Levi subgroup of Gˆ containing Tˆ .
Again, as with any toric variety, there is a one-to-one correspondence between
maximal cones in the fan of VG and Tˆ -fixed points in VG. In our case, since maximal
cones correspond to Borel subgroups of G that contain T , we get a one-to-one
correspondence between Borel subgroups of G containing T and Tˆ -fixed points in
VG.
It is very important for us to note that there is a one-to-one correspondence be-
tween isomorphism classes of Tˆ -equivariant line bundles on VG and (G, T )-orthogonal
sets in X (see e.g. [7], §23.1). We describe the map that gives this correspondence.
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Let L be a Tˆ -equivariant line bundle on VG. Then at each Tˆ -fixed point v in VG
the torus Tˆ acts by a character, say, xB on the line in L at v, where B is the Borel
subgroup corresponding to the fixed point v. In this way, for every Borel subgroup
B (containing T ) we get a character xB ∈ X
∗(Tˆ ), i.e., a co-character xB ∈ X . The
fact that (xB) is a (G, T )-orthogonal set comes from the fact that the characters
defining L must agree on the overlaps.
A very useful remark is that positive (G, T )-orthogonal sets correspond to line
bundles on VG which are generated by their sections, and hence their higher coho-
mology groups vanish. This last result follows from the more general fact that if
the support of the fan (i.e., the union of all the cones in the fan) of a toric variety
is a convex set, then the higher cohomology groups vanish for line bundles (on this
variety) which are generated by their sections (see e.g. [4], pg.74).
Remember that we are trying to reformulate theorems A and B in terms of toric
varieties; we have already described the toric analog of (G, T )-orthogonal sets; the
map prM corresponds to the map
X∗(Tˆ )։ X∗(Tˆ )/R
Mˆ
,
where R
Mˆ
stands for the root lattice for Mˆ (note that the codomain of the last map
is just X∗(Z(Mˆ))); now we need to describe the toric analog of (G,M)-orthogonal
sets.
We continue to have the same notation. Then for M as above (a Levi subgroup
containing T ), we will need a toric variety Y GM for the torus Z(Mˆ)/Z(Gˆ) (see e.g. [7],
§23.2). First assume that the group Gˆ is adjoint; we can do this since the center of
Mˆ/Z(Gˆ) in Gˆ/Z(Gˆ) is equal to Z(Mˆ)/Z(Gˆ)). Then Z(Mˆ) is a subtorus of Tˆ and
so X∗(Z(Mˆ)) is a subgroup of X∗(Tˆ ). The collection of cones from the Weyl fan
inside X∗(Tˆ )⊗Z R that lie in the subspace X∗(Z(Mˆ))⊗Z R gives a fan. This is the
fan for the complete, nonsingular, projective toric variety Y GM .
Now we go back to the general case where we no longer assume that Gˆ is ad-
joint. Denote by G0 the simply connected cover of the derived group of G and
by M0 the Levi subgroup in G0 that is obtained as the inverse image of M un-
der the map G0 → G. Then we have that Gˆ0 = Gˆ/Z(Gˆ), Mˆ0 = Mˆ/Z(Gˆ), and
Z(Mˆ0) = Z(Mˆ)/Z(Gˆ). From the adjoint case, we can define the toric variety Y
G0
M0
for Z(Mˆ0) = Z(Mˆ)/Z(Gˆ). We can therefore view Y
G0
M0
as a space on which Z(Mˆ)
acts using the canonical map Z(Mˆ) ։ Z(Mˆ0). It is this toric variety, which sits
inside VG as a closed Z(Mˆ)-stable subspace, that we denote by Y
G
M .
As with the toric variety VG, it is easily seen that Z(Mˆ)-fixed points in Y
G
M are
in one-to-one correspondence with parabolic subgroups of G that admit M as a
Levi component. Also, there is a one-to-one correspondence between isomorphism
classes of Z(Mˆ)-equivariant line bundles on Y GM and (G,M)-orthogonal sets in XM .
This correspondence is defined is the same way as the one for VG (see e.g. [7], §23.4).
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We note that (see e.g. [7], §23.4 ) restricting a Tˆ -equivariant line bundle L on
VG to Y
G
M corresponds the procedure described earlier in this section of obtaining
a (G,M)-orthogonal set (the one corresponding to the restriction L|Y G
M
) from a
(G, T )-orthogonal set (the one corresponding to L).
Let us now assume that our parabolic subgroup P is of semisimple rank 1. This
implies that the root lattice R
Mˆ
is just Zα for a unique, up to a sign, root α of Gˆ,
and that the toric variety Y GM , which we now denote by Dα, is a non-torus-invariant
divisor in VG. The map prM will now be denoted by pα. By tensoring with R we
get a map from pα, which we still denote by
pα : X
∗(Tˆ )⊗Z R։ (X
∗(Tˆ )/Zα)⊗Z R.
Since tensoring with R will loose any possible torsion, we can identify the codomain
of the last map with the co-root hyperplane
[α∨ = 0] := {x ∈ X∗(Tˆ )⊗Z R : 〈α
∨, x〉 = 0},
where 〈, 〉 is the canonical pairing between co-characters and characters, and α∨
stands for the co-root of Gˆ corresponding to α. We will therefore say that the map
pα is the projection along α onto the co-root hyperplane [α
∨ = 0]. Also, the fan of
Dα is contained in the root hyperplane
[α = 0] := {x ∈ X∗(Tˆ )⊗Z R : 〈x, α〉 = 0}.
Now let L be a Tˆ - line bundle on VG that is generated by its sections. Then we
have a short-exact sequence of sheaves on VG:
0 −→ JDα ⊗ L −→ L −→ i∗(L|Dα ) −→ 0,
where JDα is the ideal sheaf of Dα and i is the inclusion map Dα →֒ VG. Note that
Hi(VG,L)=0, for all i > 0, since L is generated by its sections and VG is projective,
and also
Hi(VG, i∗(L|Dα)) = H
i(Dα,L|Dα) = 0,
for all i > 0, since L|Dα is generated by its sections and Dα is a projective toric
variety. Therefore the short-exact sequence gives rise to the long-exact sequence
(∗) ... −→ H0(VG,L)
ϕ
−→ H0(VG, i∗(L|Dα)) −→ H
1(VG,JDα ⊗ L) −→ 0.
So, we see that surjectivity of the map ϕ is equivalent to H1(VG,JDα ⊗ L) = 0.
Let G = G2. We claim that the following result is equivalent to Theorem A.
Theorem C. With notation as above, we have that
H1(VG2 ,JDα ⊗ L) = 0,
whenever L arises from a Weyl orbit.
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Remark 1.2. Theorem C is true for split classical groups. In fact, in the same way
that we will show the equivalence of theorems A and C one can show that theorem
C for a split classical group is equivalent to Proposition 1.1 for the case of parabolic
subgroups P of semisimple rank 1.
Let us demonstrate the equivalence between theorems A and C. Put G = G2.
Suppose that L corresponds to the Weyl-orbit orthogonal set (xB) in X , i.e. in
X∗(Tˆ ), and, as before, denote by (xP ) the corresponding (G,M)-orthogonal set in
XM , i.e. in X
∗(Z(Mˆ)). Write PL for the intersection of X
∗(Tˆ ) with the convex
hull Conv{xB} of (xB). Then we have (see e.g. [4], pg.66)
H0(VG,L) =
⊕
u∈PL
Cχu,
where the section χu is an eigenvector corresponding to the character u. (Recall
that Tˆ acts on H0(VG,L) and soH
0(VG,L) decomposes according to the characters
of Tˆ .)
Assume that α is the root of Gˆ, up to a sign, that corresponds to Mˆ , in the
sense that the projection map pα : X
∗(Tˆ )→ [α∨ = 0] along the root α corresponds
to the projection map prM . Then we write PL,α for the intersection of Conv{xP }
with pα(X
∗(Tˆ )) and we get
H0(VG, i∗(L|Dα)) =
⊕
u∈PL,α
Cχu.
The map ϕ : H0(VG,L)→ H
0(VG, i∗(L|Dα)) from the long-exact sequence above is
given by ϕ(χu) = χpα(u). This explains why Theorem C is equivalent to Theorem
A, since pα corresponds to prM .
Now let G = GLn. Theorem B will follow from the following result.
Theorem D. With notation as above, we have that
H1(VGLn ,JDα ⊗ L) = 0,
whenever L is generated by its sections.
Theorem D itself will be deduced (in Section 4.5) from the result for G = SLn:
Theorem E. With notation as above, we have that
H1(VSLn ,JDα ⊗ L) = 0,
whenever L is generated by its sections.
We note that while theorems A and C were seen to be equivalent, to show that
theorems B and D imply each other will take a little more work (because we are
no longer working with a two-dimensional space!); however, the same argument
above for G = G2 applies in our case to show that Theorem B for the case of
parabolic subgroups P of semisimple rank 1 is equivalent to Theorem D. But, we
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will deduce our Theorem B from Theorem D, where the latter will be proved using
toric geometry.
We explain in Section 4.6 how the general case is handled, but here let us just
show, using a similar method used there, how Theorem D, i.e. surjectivity of ϕ,
implies Theorem B for all M = GLn1 × GLn2 × · · · × GLnr , where
∑r
i=1 ni = n
and only one of ni’s is equal to 2 and the rest are equal to 1.
Assume that nk = 2 for some 1 ≤ k ≤ nr and that ni = 1 for all i such that
i 6= k and 1 ≤ i ≤ nr. Keeping the same notation as above, we have in this case
a = Rn and
aM = {(x1, . . . , xn) ∈ R
n : xk = xk+1},
where, as mentioned earlier, we have identified aM as a subspace of a. Also, the
map prM , which in general is given by averaging over each of the r “batches”, now
agrees with pα where α = (0, . . . , 0, 1,−1, 0, . . . , 0) (with 1 in the k-th place and -1
in the (k + 1)-st place):
pα(x1, . . . , xn) = (x1, . . . , xk−1,
xk + xk+1
2
,
xk + xk+1
2
, xk+2, . . . , xn).
(In general prM does not correspond to one pα, rather, it is a composition of a
number of pα’s, for distinct roots α.)
As in the G2 case, we find that
H0(VG,L) =
⊕
u∈PL
Cχu,
H0(VG, i∗(L|Dα)) =
⊕
u∈PL,α
Cχu,
and ϕ(χu) = χpα(u). Then surjectivity of ϕ clearly implies Theorem B for this
particular case.
As we mentioned in the Introduction, the next sections are devoted to proving
our results. It is now safe for the reader to assume that, for the rest of the paper, we
are working over the complex numbers—we will be in the toric geometry setting.
Also, since we will be working in the complex dual world, when we use terms root,
co-root, character, and co-character, they will always refer to those terms for the
complex dual groups Gˆ and Tˆ .
Before we end this section it is worth mentioning that vanishing results like the
ones in theorems C and D (and E) are also of independent interest just from a
toric-variety point of view. A very important vanishing result for toric varieties has
been proved by Mustat¸a˘ (see e.g. [11], Theorem 0.1) and for the particular toric
varieties arising from GLn and G2 theorems C and D (and E) give vanishings of
higher cohomology groups for more line bundles on these varieties. (See also [5] for
more vanishing results for toric varieties associated with root systems.)
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2. Some useful results
We keep the same notation as in the previous section. Let V = VG be the
non-singular, projective toric variety corresponding to G as described in Section
1 and let ∆ be the fan of V . Each element of ∆ corresponds to a unique torus
orbit in V , and under this identification, if we denote by ∆(1) the set of rays in
∆ and if ρ ∈ ∆(1), we write Dρ for the closure of the orbit of ρ, a Tˆ -Cartier
divisor (cf. [4],§3.1 and §3.3). In fact, Tˆ -Cartier divisors on V can be written as a
linear combination of Dρ’s. From now on let us agree to refer to Tˆ -Cartier divisors
simply as divisors. (No confusion should arise from this agreement even though our
divisor Dα is not a Tˆ -divisor; in fact, thanks to Lemma 2.3 below, when computing
cohomology groups, we will deal with a Tˆ -Cartier divisor instead of Dα.)
Let us mention another way of characterizing divisors on toric varieties (see
e.g. [4], §3.4, but be aware of a sign difference). A divisor D on a toric variety
V , with fan ∆, is completely determined by a set of characters u(σ), one for every
element σ ∈ Max(∆), such that they “agree” on the overlaps, i.e., such that they
form a (G, T )-orthogonal set (we will usually call these just orthogonal sets; here
and throughout this paper, Max(∆) stands for the set of maximal cones in ∆). This
orthogonal set in turn gives a continuous (integral) piece-wise linear function ψD on
the support |∆| := ∪σ∈|∆|σ of the fan, where ψD(v) = 〈u(σ), v〉, for all v ∈ σ. And
conversely, given a continuous (integral) piece-wise linear function ψ on |∆|, i.e., a
continuous function that is linear and given by an element of the character lattice
on each cone of ∆, we get a divisor by considering the characters u(σ), σ ∈Max(∆),
which define ψ on the maximal affine pieces of V . (The continuity of ψ guarantees
that the characters defining it agree on the overlaps and hence give a divisor.)
From what we said, it is easy to see that if D =
∑
ρ∈∆ aρDρ, then the corre-
sponding piece-wise linear function is given by ψD(v) = 〈u(σ), v〉 (v ∈ σ) where,
for each σ, the character u(σ) is found by solving the system of equations
〈u(σ), vρ〉 = aρ ,
where ρ varies through the rays in the cone σ and vρ stands for the primitive lattice
element in the ray ρ.
Let us mention that ψD is called convex or lower convex if for any v, v
′ ∈ |∆|
and 0 ≤ p ≤ 1, we have that ψD(pv + (1− p)v
′) ≤ pψD(v) + (1− p)ψD(v
′).
The following result is going to be very useful.
Proposition 2.1. a) (cf. [4], pg. 68) Let D be a Cartier divisor on V . Then
O(D) is generated by its sections if and only if ψD is (lower) convex.
b) (cf. [4], pg.74) For every i ≥ 0 there exist canonical isomorphisms
Hi(V,O(D)) ∼=
⊕
u∈X∗(Tˆ )
Hi(V,O(D))u,
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and
Hi(V,O(D))u ∼= H
i(|∆| , |∆| \ Z(u);C),
where Hi(V,O(D))u denotes the u-eigenspace that is obtained by the action
of Tˆ on Hi(V,O(D)) and Z(u) = {v ∈ |∆| : ψ(v) ≥ 〈u, v〉}.
Keep the same notation as above and let α be a root of Gˆ. The following result
was suggested to us by R. Kottwitz.
Lemma 2.2. For the toric variety V = VG, we have that Dα and
∑
ρ∈∆(1), 〈α,vρ〉>0
〈α, vρ〉Dρ
are linearly equivalent divisors.
Proof. This follows from considering the rational function χα−1 on VG and comput-
ing the corresponding principal divisor. Note that the divisor of zeros corresponds
to Dα. 
Since we will be interested in computing the cohomology groupH1(VG,O(D −Dα)),
the last lemma allows us to focus instead on
H1(VG,O(D −
∑
ρ∈∆(1), 〈α,vρ〉>0
〈α, vρ〉Dρ)).
The lemma below describes the orthogonal set corresponding to the Tˆ -equivariant
divisor
∑
ρ∈∆(1), 〈α,vρ〉>0
〈α, vρ〉Dρ, which, due to the previous lemma, will be re-
ferred to as the orthogonal set corresponding to Dα.
Lemma 2.3. Let α be a root of Gˆ and consider VG. The corresponding orthogonal
set for Dα is given by (u(σ))σ∈Max(∆), where u(σ) = α if α ≥ 0 on σ, and u(σ) = 0
if α ≤ 0 on σ.
Proof. The result follows at once from Lemma 2.2 and the fact that, as we discussed
earlier, if D =
∑
ρ∈∆ aρDρ, then u(σ)’s can be found by solving the system of
equations 〈u(σ), vρ〉 = aρ, where ρ ∈ ∆(1) varies through the rays of σ. 
3. An Important Lemma
Lemma 3.1. Consider VG and let α be a root of Gˆ. Suppose O(D) is generated
by its sections. If one of the conditions (i) or (ii) below is satisfied, then the 0-th
eigenspace
H1(VG,JDα ⊗O(D))0 = 0.
(i) {v ∈ |∆| : ψD(v) < 0 and 〈α, v〉 ≤ 0} = ∅;
(ii) {v ∈ |∆| : ψD(v) < 0 and 〈α, v〉 ≥ 0} 6= ∅ and
{v ∈ |∆| : ψD(v) < 0 and 〈α, v〉 ≤ 0} 6= ∅.
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Proof. First note that using Proposition 2.1, part b), it is sufficient (and necessary)
to show that
(1) H1(|∆| , UD,α(0);C) = 0,
where UD,α(0) = {v ∈ |∆| : ψD−Dα(v) < 0} .
Looking at the long-exact sequence we get from the pair (|∆| , UD,α(0)), since |∆|
is a vector space (VG is complete), we only need to show that UD,α(0) is path-wise
connected. Let us do that.
According to Lemma 2.3, UD,α(0) is equal to the union of sets
(2) UD,α(0) ∩ [α ≤ 0] = {v ∈ |∆| : ψD(v) < 0 and 〈α, v〉 ≤ 0}
and
(3) UD,α(0) ∩ [α ≥ 0] = {v ∈ |∆| : ψD−Dα(v) < 0 and 〈α, v〉 ≥ 0} .
Here we have written [α ≥ 0] and [α ≤ 0] for the sets {v ∈ |∆| : 〈α, v〉 ≥ 0} and
{v ∈ |∆| : 〈α, v〉 ≤ 0}, respectively.
Proposition 2.1, part a), implies that sets (2) and (3) are convex. Let us see how
this works in the case of (3). Let v and v′ be in (3) and let 0 ≤ p ≤ 1. Then using
Lemma 2.3. we have
ψD−Dα(pv + (1− p)v
′) = ψD(pv + (1− p)v
′)− 〈α, pv + (1 − p)v′〉,
which, since ψD is convex, is not greater than
pψD(v)+ (1− p)ψD(v
′)− p〈α, v〉− (1− p)〈α, v′〉 = pψD−Dα(v)+ (1− p)ψD−Dα(v
′),
and the last expression is less than zero since ψD−Dα(v) < 0, ψD−Dα(v
′) < 0 and
0 ≤ p ≤ 1. Clearly, from our assumptions, we also have that pv+(1−p)v′ ∈ [α ≥ 0],
so (3) is a convex set, as desired.
If condition (i) of the lemma is satisfied, then UD,α(0) equals the set (3) and
hence (1) holds, because the set (3) is convex.
Suppose that (ii) is satisfied. Since {v ∈ |∆| : ψD(v) < 0} is convex, this implies
that there exists a (non-empty, convex) subset U in [α ≤ 0] ∩ [α ≥ 0] that is
contained in both sets appearing in (ii). We claim that U is then contained in
both sets (2) and (3). This claim is sufficient to prove that UD,α(0) is path-wise
connected (and hence (1) holds) since we already saw that (2) and (3) are convex.
First, U is contained in (2) by our assumption that it is contained in both sets
appearing in (ii), and in particular the second one. Second, since U is contained in
the first set appearing in (ii), we see that ψD(v) < 0 and 〈α, v〉 ≥ 0, for all v ∈ U .
Therefore, using Lemma 2.3, we see that
ψD−Dα(v) = ψD(v) − 〈α, v〉 < 0.
Thus U is contained in (3) as well, which ends the proof of the claim and hence of
the lemma. 
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Note that if we knew that (1) is true for all globally generated divisors D, then
we could conclude that for those divisors we have H1(VG,O(D−Dα))u = 0, for all
u. Indeed, to prove this, consider the (globally generated) divisor D′ associated to
the orthogonal set {u(σ)− u}, where {u(σ)} corresponds to D. The result follows
by using (1) (which is assumed to be true for all globally generated divisors), where
instead of UD,α(0) we have UD′,α(0).
Using Proposition 2.1, part b), we deduce that if (1) holds for all globally gen-
erated divisors D, then H1(VG,JDα ⊗O(D)) = 0.
An important consequence of this is that Theorem D needs to be proved only in
the case when the set (2) is non-empty and
(4) {v ∈ |∆| : ψD(v) < 0} ∩ [α ≥ 0] = ∅.
More concretely, it suffices to show that, under these conditions,
(5) UD,α(0) ∩ [α ≥ 0] = ∅,
because then we get that UD,α(0) is equal to the set (2), which we know is a convex
set, and we can apply the same reasoning as in Lemma 3.1 to conclude that (1) is
true, and by what we just wrote, H1(VG,JDα ⊗O(D) = 0 is true as well.
4. Proofs of Theorems B, D, and E
Consider VG, where G = SLn (and so Gˆ = PGL(n,C)). We want to concretely
describe the fan ∆ of VG. But first, the initial lattice (i.e. lattice of characters) for
VG is L = Z
n/Z(1, 1, . . . , 1) and so the dual one is L∨ = {(x1, . . . , xn) ∈ Z
n|x1 +
. . . + xn = 0}. For every i = 1, . . . , n we put Li for (the element represented by)
(0, . . . , 0, 1, 0, . . . , 0), where 1 appears only on the i-th place. Identify the rays
in ∆ with their corresponding minimal lattice points. Then ∆(1) consists of the
sums of the form
∑k
j=1 Lij , where ij ’s are distinct elements from {1, 2, . . . , n} and
k = 1, ..., n− 1. The maximal cones in VG are the n-dimensional cones whose rays
are of the type
Li1 , Li1 + Li2 , . . . , Li1 + Li2 + . . .+ Lin−1 ,
where i1, i2, . . . , in−1 are distinct elements from {1, 2, . . . , n}. Let α be a root of
Gˆ. We can assume that α is simple (for a choice of a Borel subgroup) and, with a
change of coordinates, we can always ensure that α is written as L1−L2. Therefore,
without loss of generality, throughout this section we let α = L1 − L2 .
The proof of Theorem E will be proved by induction, although we begin by
giving the proof for the first two nontrivial cases, n = 3 and n = 4. This may seem
a little unusual, but we do so because in order to apply the induction process we
will need “many” root hyperplanes and for n = 4 we don’t have “enough” of them
(see Case 2) of the proof in Section 4.3 where we use n > 4).
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4.1. Proof of Theorem E for n = 3. In this case the set of maximal cones
Max(∆) in the fan ∆ of VG consists of six cones σ1, . . . , σ6, generated respectively
by L1 and −L3; −L3 and L2; L2 and −L1; −L1 and L3; L3 and −L2; and −L2
and L1.
LetD be a divisor on VG such thatO(D) is generated by its sections. If u(σi), i =
1, . . . , 6 form the orthogonal set corresponding to D, where u(σi) is assigned to the
maximal cone σi, then, according to Lemma 2.3, the orthogonal set corresponding
to the divisor D −Dα consists of u(σi)− α for i = 1, 5, 6 and u(σi) for i = 2, 3, 4.
From our discussion in Section 3, we only need to prove that (5) is true, under
the assumption that the set (2) is non-empty and (4) is true. Suppose, for a
contradiction, that under these assumptions there exists v0 ∈ |∆| such that 〈α, v0〉 ≥
0 and ψD(v0)− 〈α, v0〉 < 0. Since ψD is continuous and piecewise linear, there are
only two cases we need to consider: (i) v0 = L1, and (ii) v0 = L1 + L3 = −L2. We
can use the symmetry (x, y, z) 7→ (−y,−x,−z) of the root system, which preserves
the half-space [α ≥ 0], to see that we only need to consider the case (i).
Let v0 = L1. Suppose that u(σ1) = (a, b,−a− b), where a, b ∈ Z. Since ψD ≥ 0
on [α ≥ 0], we find that 〈u(σ1), L1〉 ≥ 0 and 〈u(σ1),−L3〉 ≥ 0. Therefore a ≥ 0
and a + b ≥ 0. But, by assumption 〈u(σ1)− α,L1〉 < 0, hence a − 1 < 0. So
u(σ1) = (0, b,−b) and b ≥ 0. Now, since O(D) is generated by its sections, u(σi)’s
form a positive orthogonal set and therefore there exists a non-negative number
n ∈ Z such that u(σ2) = u(σ1) + n(L2 − L1). We get ψD(L2) = 〈u(σ2), L2〉 =
b + n ≥ 0. For the same reasons, there exists a non-negative integer m such that
u(σ3) = u(σ2) +m(L3 −L1), and therefore ψD(−L1) = 〈u(σ3),−L1〉 = n+m ≥ 0.
Thus, since ψD is continuous and piece-wise linear, ψD takes non-negative values
on all of [α ≤ 0], and this contradicts the non-emptiness of (2). Theorem E follows
for n = 3.
Remark 4.1. If we are working with VSL4 , then we can consider sub-fans of the
initial fan ∆ that are contained in the root hyperplanes. For example, if our given
root is β = L3 − L4, then the sub-fan corresponding to the root hyperplane [β = 0]
has rays L1,−L3 − L4, L2,−L1, L3 + L4,−L2 and the maximal-dimensional cones
are the 2-dimensional cones in ∆ obtained from these rays. This is just a “copy”
of the fan of VSL3 and indeed we can carry out the same calculations as above to
see that Theorem E holds for this “copy” of VSL3 inside VSL4 . This remark is
important for our induction process and is part of a more general story which we
tell in Section 4.4.
4.2. Proof of Theorem E for n = 4. Note that we are still assuming that α =
L1 − L2. To simplify notation, write σi,j,k for the maximal cone whose rays are
Li, Li + Lj , Li + Lj + Lk, where i, j, k are distinct elements of {1, 2, 3, 4}.
LetD be a divisor on VG with O(D) generated by its sections. Denote by u(σi,j,k)
the character corresponding to D for the cone σi,j,k. Then these characters form
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an orthogonal set and, according to Lemma 2.3, the orthogonal set corresponding
to D − Dα consists of u(σi,j,k) − α for the maximal cones σi,j,k contained in the
half-space [α ≥ 0] and u(σi,j,k) for the ones contained in [α ≤ 0]. Following the
discussion in Section 3, we assume that the set (2) is non-empty and that (4) is
true. We want to prove (5) and, for a contradiction, suppose that there exists
a point v0 in the half-space [α ≥ 0] such that ψD(v0) − 〈α, v0〉 < 0. Since ψD
is continuous and piece-wise linear on |∆|, there are only four cases we need to
consider, corresponding to the rays whose primitive lattice points are contained in
[α > 0]: (i) v0 = L1, (ii) v0 = L1+L3, (iii) v0 = L1+L4, and (iv) v0 = L1+L3+L4.
But, we can use the symmetry (x, y, z, w) 7→ (−y,−x,−z,−w) of the root system,
which preserves the half-space [α ≥ 0], to see that we only need to consider cases
(i) and (ii).
Case (i): Our aim is to show that ψD takes non-negative values at L2, L2 +
L3, L2 + L4 and L2 + L3 + L4, which would contradict our assumption that the
set (2) is non-empty. First, if we look at the hyperplane corresponding to the root
L2 − L3, as mentioned in Remark 4.1, we get a copy of VSL3 , where the rays of
the sub-fan are L1, L1 + L4, L4, L2 + L3 + L4, L2 + L3, L1 + L2 + L3. These are
precisely the rays of ∆ contained in our hyperplane. Apply Theorem E, case n=3,
to see that ψD(L2 + L3) ≥ 0 and ψD(L2 + L3 + L4) ≥ 0.
Similarly, by looking at the hyperplanes corresponding to L3 − L4 and L2 − L4
and applying Theorem E, for n=3, we get that ψD(L2) ≥ 0 and ψD(L2 + L4) ≥ 0
respectively, which is what we intended to prove.
Case (ii): Completely similarly as in Case (i) we see that ψD(L2) ≥ 0 and
ψD(L2 + L4) ≥ 0 (use the root L1 − L3), and ψD(L2 + L3 + L4) ≥ 0 (use the root
L2−L4). The only non-trivial case is when we want to show that ψD(L2+L3) ≥ 0,
because there is no root-hyperplane which contains both L1+L3 and L2+L3. We
proceed as follows. From our assumptions we already know that ψD(L1 +L3) ≥ 0,
ψD(L1+L3)−1 < 0, ψD(L3) ≥ 0 and ψD(L1+L2+L3) ≥ 0. Therefore if u(σ3,1,2) =
(a, b, c,−a−b−c) where a, b, c ∈ Z, then a+c ≥ 0, a+c−1 < 0, c ≥ 0 and a+b+c ≥ 0,
i.e., a = −c, c ≥ 0 and b ≥ 0. But since u(σi,j,k)’s form a positive orthogonal set,
we can find a non-negative integer m so that u(σ3,2,1) = m(L2 − L1) + u(σ3,1,2).
Thus 〈u(σ3,2,1), L2 + L3〉 = b+c+m ≥ 0, i.e., ψD(L2+L3) ≥ 0, and this concludes
the proof.
4.3. Proof of Theorem E for n > 4. We use induction to prove the theorem in
the general case. Assume that the theorem is true for all VSLn (as well as for the
root-hyperplane copies of VSLn inside VSLn+1 ; again see Section 4.4), and we want
to prove it for VSLn+1 .
Let D be a divisor on VSLn+1 such that O(D) is generated by its sections. Once
more we consider D − Dα, where we have taken without loss of generality α =
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L1 − L2. Following the discussion in Section 3, we assume that the set (2) is non-
empty and that (4) is true. We want to prove that (5) holds. For a contradiction,
suppose that there exists a point v0 in the half-space [α ≥ 0] such that ψD(v0) −
〈α, v0〉 < 0. Since the function ψD is continuous and piece-wise linear, we would get
a contradiction if we showed that ψD takes non-negative values on all the primitive
lattice points along the rays of the fan of VSLn+1 which are contained in the half-
space [α ≤ 0]. Moreover, due to the same properties of ψD, we may assume that
(6) v0 = L1 +
∑
Lij ,
where ij’s are distinct elements of {3, 4, . . . , n+ 1}.
We want to prove that for all the primitive lattice points of the form
(7) L2 +
∑
Lpq ,
where pq’s are distinct elements of {3, 4, . . . , n+ 1}, we have
(8) ψD(L2 +
∑
Lpq ) ≥ 0.
For this, it suffices to show that there is a root β of Gˆ such that both v0 =
L1+
∑
Lij and L2+
∑
Lpq are contained in the root hyperplane corresponding to
β, because we can then apply the induction hypothesis to conclude that (8) is true.
If there exists an ij from (6) which is not equal to any of pq’s appearing in (7),
then put β = L1 − Lij . If there exists a pq from (7) which is not equal to any of
ij’s from (6), then we put β = L2 − Lpq . In both cases, (8) follows at once.
Therefore we are only left with the possibility that, up to permutation, ij ’s are
equal to pq’s. If this is the case, then we distinguish two cases:
Case 1). The number of Lij ’s is greater than one, and so if, say, Lij1 and Lij2
appear in (6) we put β = Lij1 − Lij2 to get (8).
Case 2). The number of Lij ’s is less than two, and so, because n > 4, we
can find Lkm and Lkn which don’t appear in (6) and therefore in (7) either. Put
β = Lk1 − Lk2 to see that v0 and L2 +
∑
Lpq belong to the root hyperplane
corresponding to β. So we get (8).
This proves Theorem E for all n.
4.4. Induction process in Proof of Theorem E. Let us justify the induction
process we used in the proof of Theorem E. Suppose G = SLn+1 and consider
VG, with the initial lattice Z
n+1/Z(1, 1, . . . , 1) and with dual lattice X∗(Tˆ ) =
{(x1, . . . , xn+1) ∈ Z
n+1|x1 + . . . + xn+1 = 0}. Take without loss of generality
α = L1 − L2. Then the fan of Dα consists of the (n− 1)-dimensional cones of the
fan ∆ of VSLn+1 which lie inside the hyperplane [α = 0] = {v ∈ R
n+1 : 〈α, v〉 = 0}.
The dual lattice for Dα is pα(X
∗(Tˆ )). More concretely, the dual lattice for Dα is
{(
x2
2
,
x2
2
, x3, . . . , xn+1) :
n+1∑
i=2
xi = 0;xi ∈ Z, ∀i},
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because the map pα is given by pα(x1, x2, . . . , xn+1) = (
x1+x2
2 ,
x1+x2
2 , x3, . . . , xn+1).
The claim is that we can treat Dα as a copy of VSLn inside VSLn+1 .
For ease of notation, let L∨α := pα(X
∗(Tˆ )) and L∨n be the dual lattice of VSLn .
Note that we have a bijection Ψ : L∨α → L
∨
n , given by Ψ(x2/2, x2/2, x3, . . . , xn+1) =
(x2, x3, . . . , xn+1). Now let β 6= α be a root of Gˆ. We only need to consider two
cases: I) β = L2−L3; II) β = L3 −L4, to prove that we can treat Dα as a copy of
VSLn .
I) Let β = L2 − L3. Define pβ , the projection using β, in the same way as pα.
We project L∨α via pβ to get the lattice
L∨α,β := {(
x3
3
,
x3
3
,
x3
3
, x4, . . . , xn+1) :
n+1∑
i=3
xi = 0;xi ∈ Z, ∀i}.
If we project L∨n via the corresponding pβ, we get the lattice
L∨n,β := {(
x3
2
,
x3
2
, x4, . . . , xn+1) :
n+1∑
i=3
xi = 0;xi ∈ Z, ∀i},
and we also have a natural bijection Ψβ : L
∨
α,β → L
∨
n,β, given by
Ψβ(
x3
3
,
x3
3
,
x3
3
, x4, . . . , xn+1) = (
x3
2
,
x3
2
, x4, . . . , xn+1).
Further, if we have an orthogonal set (ξi) in VSLn , then we get an orthogonal set
(Ψ−1(ξi)) in Dα by applying Ψ
−1 to the former. And conversely, we apply Ψ to
an orthogonal set in Dα in order to get an orthogonal set in VSLn . Also, points in
pβ(Conv(ξi)∩L
∨
α) are identified with points in pβ(Conv(Ψ
−1(ξi)∩L
∨
α) via the map
Ψβ and, under the same map, points in pβ(Conv(ξi)) ∩ pβ(L
∨
α) are identified with
those in pβ(Conv(Ψ
−1(ξi))) ∩ pβ(L
∨
n).
The proof of the following Lemma then solely involves unravelling the definitions
of the maps involved and the definition of a convex hull. Incidentally, it proves,
as we wanted, that we can treat Dα as a copy of VSLn inside VSLn+1 , for which
Theorem E holds.
Lemma 4.2. For the corresponding orthogonal sets (ξi) and (Ψ
−1(ξi)) we have that
pβ(Conv(ξi)∩L
∨
α) = pβ(Conv(ξi))∩pβ(L
∨
α) if and only if pβ(Conv(Ψ
−1(ξi)∩L
∨
α) =
pβ(Conv(Ψ
−1(ξi))) ∩ pβ(L
∨
n).
II) Let β = L3 − L4. This is handled analogously to I) and the lemma above
holds in this case, too. Let us mention that in this case we have
L∨α,β = {(
x3
2
,
x3
2
,
x4
2
,
x4
2
, x5, . . . , xn+1) :
n+1∑
i=3
xi = 0;xi ∈ Z, ∀i}
and
L∨n,β = {(x3,
x4
2
,
x4
2
, x5, . . . , xn+1) :
n+1∑
i=3
xi = 0;xi ∈ Z, ∀i}.
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4.5. Proof of Theorem D. Let G = GLn and, as earlier, take without loss of
generality α = L1 − L2. We have that X
∗(Tˆ ) = Zn. Suppose D is a divisor on
VG such that O(D) is globally generated and let {u(σi)}i∈I be the corresponding
orthogonal set, where for each i ∈ I, u(σi) = (a
(i)
1 , a
(i)
2 , . . . , a
(i)
n ) ∈ Zn corresponds
to the maximal cone σi of the fan ∆ of VG. Then, the fact that {u(σi)}i∈I is an
orthogonal set means in this case that there exists s ∈ Z such that a
(i)
1 +a
(i)
2 + . . .+
a
(i)
n = s, ∀i ∈ I.
If we denote by PD the intersection of X
∗(Tˆ ) with the convex hull of the orthog-
onal set {u(σi)}i∈I , then we have that (see e.g. [4], pg.66)
PD = {u ∈ Z
n : 〈u, v〉 ≤ 〈u(σi), v〉, ∀v ∈ σi, ∀i ∈ I}
and
H0(VG,O(D)) =
⊕
u∈PD
Cχu.
Similarly, we get that
H0(VG, i∗(O(D)|Dα )) =
⊕
u∈PDα
Cχu,
where PDα = pα(Z
n)∩Pα, with Pα standing for the image of the convex hull of the
orthogonal set {u(σi)}i∈I under the map pα. (Recall that the map pα was defined
in Section 1).
Using the long-exact sequence (*) from Section 1, Theorem D can be re-written
in the following way:
⊕
u∈PD
Cχu
ϕ
−→
⊕
u∈PDα
Cχu
is surjective, for all globally generated line bundles O(D) on VG, where ϕ(χ
u) =
χpα(u).
Let us prove Theorem D using Theorem E. Suppose x ∈ PDα . It suffices to find
a point z in PD such that x = pα(z).
First “shift” the orthogonal set {u(σi)}i∈I by u(σ1), i.e., consider the orthogonal
set {u(σi) − u(σ1)}i∈I , which gives a new divisor D
′ on VG. Then, if we write
u(σi) − u(σ1) = (b
(i)
1 , b
(i)
2 , . . . , b
(i)
n ), we see that b
(i)
1 + b
(i)
2 + . . . + b
(i)
n = 0, ∀i. So
{u(σi)− u(σ1)}i∈I gives an orthogonal set in VSLn .
Note that pα(x− u(σ1)) lies in the intersection of the image of the set
{u ∈ Rn : 〈u, v〉 ≤ 〈u(σ)− u(σ1), v〉, ∀v ∈ σ, ∀σ ∈Max(∆)}
under the map pα and the set pα(Z
n).
Using Theorem E, we can then conclude that there exists z′ ∈ PD′ such that
pα(z
′) = pα(x− u(σ1)), where
PD′ := {u ∈ Z
n : 〈u, v〉 ≤ 〈u(σ)− u(σ1), v〉, ∀v ∈ σ, ∀σ ∈ Max(∆)}.
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One can easily check that pα(z
′ + u(σ1)) = x and z
′ + u(σ1) ∈ PD. This means
that we found z = z′+ u(σ1) in PD such that x = pα(z), which proves Theorem D.
4.6. Proof of Theorem B. Now it is time to explain how Theorem B follows
from Theorem D. We keep the same notation as in Section 1, with the difference
that we consider G = GLn+1 instead of G = GLn. Then M must be of the form
M = GLn1 × GLn2 × · · · × GLnr where
∑n+1
i=1 ni = n + 1. We can also see that
a = Rn+1,
aM = {(x1, . . . , xn+1) ∈ R
n+1 : x1 = . . . = xn1 , xn1+1 = . . . = xn1+n2 , · · · ,
xn1+...+nr−1 = . . . = xn+1},
and prM is given by averaging over each of the r “batches”. (We remind the reader
that here, as before, we are considering aM as a subspace of a.)
The simplest case is when only one of ni’s is equal to 2 and the rest are equal
to 1, but we saw in Section 1 how Theorem B is deduced from Theorem D in that
case. Now assume that only two of the ni’s are equal to 2 and the rest equal 1. We
can assume without loss of generality that n1 = n2 = 2 and n3 = . . . = nr = 1,
with r = n− 3. Then
prM (x1, . . . , xn+1) = (
x1 + x2
2
,
x1 + x2
2
,
x3 + x4
2
,
x3 + x4
2
, x5, . . . , xn+1)
and so prM is just the composition pL3−L4 ◦ pL1−L2 . Therefore when we apply
Theorem D to DL1−L2 , where we consider DL1−L2 as a copy of VGLn and α =
L3 − L4, we find that Theorem B follows in this case, too.
The next case would be to consider, without loss of generality, n1 = 3 and
n2 = . . . = nr = 1, where r = n − 2. Now we see that prM is the composition
pL2−L3 ◦ pL1−L2 and we get our desired conclusion again using Theorem D.
In general we write prM as a composition of a finite number of pα’s for distinct
roots α and then apply Theorem D as many times as there are roots α appearing
in that composition. If we want to be very specific, then, for M = GLn1 ×GLn2 ×
· · · ×GLnr we can see that prM agrees with the composition of maps q1, q2, . . . , qr
where
qk = pL(nk−1)−Lnk ◦ pL(nk−2)−L(nk−1) ◦ . . . ◦ pL(nk−1+1)−L(nk−1+2) ,
with the convention n0 = 0. This concludes the proof of Theorem B.
5. Proof of Theorem C
Consider VG for G = G2. Just as in the case of SLn, we would like to describe
the fan ∆ of V . But first, the initial lattice is L = Z3/Z(1, 1, 1) and so the dual
one is L∨ = {(x1, x2, x3) ∈ Z
3 : x1 + x2 + x3 = 0}. Identify the rays in ∆ with
their corresponding minimal lattice points. Then ∆(1) consists of twelve points:
v1 = (1, 0, 0), v2 = (1, 0,−1), v3 = (0, 0,−1), v4 = (0, 1,−1), v5 = (0, 1, 0), v6 =
(−1, 1, 0) and vi+6 = −vi, for i = 1, . . . , 6. There are twelve maximal cones: σi,
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i = 1, 2, . . . , 12, where the rays of σi are vi and vi+1 (with v13 := v1). Let D
be a Tˆ -Cartier divisor on V corresponding to a Weyl orbit (see Section 1 for the
precise definition) and α a root of Gˆ. For every maximal cone σi denote by u(σi)
the character corresponding to the divisor D. Obviously, u(σi)’s form a positive
orthogonal set. We want to prove that
H1(VG,JDα ⊗O(D)) = 0.
This is true if the orthogonal set corresponding toD is strictly positive, i.e., if u(σi)’s
are distinct and they form a positive orthogonal set. Indeed, use Lemma 2.3 and
the definition of orthogonal sets to conclude that the orthogonal set corresponding
to D −Dα is still positive (but not necessarily strictly positive), i.e., JDα ⊗O(D)
is globally generated. It is also obvious that if all u(σi)’s are equal to each other,
then we get a degenerate case for which the result is true as well.
Therefore the only problem might arise if only some but not all of the u(σi)’s are
the same. Using symmetries of the current root system, there are only four cases
we need to consider, two for a short root and two for a long root:
(a) α = (1,−1, 0) and there exists a natural number n so that
u(σ2) = u(σ3) = −u(σ8) = −u(σ9) = n(1, 1,−2),
u(σ4) = u(σ5) = −u(σ10) = −u(σ11) = n(−1, 2,−1),
u(σ6) = u(σ7) = −u(σ12) = −u(σ1) = n(−2, 1, 1);
(b) α = (2,−1,−1) and there exists a natural number n so that
u(σ2) = u(σ3) = −u(σ8) = −u(σ9) = n(1, 1,−2),
u(σ4) = u(σ5) = −u(σ10) = −u(σ11) = n(−1, 2,−1),
u(σ6) = u(σ7) = −u(σ12) = −u(σ1) = n(−2, 1, 1);
(c) α = (1,−1, 0) and there exists a natural number n so that
u(σ1) = u(σ2) = −u(σ7) = −u(σ8) = n(1, 0,−1),
u(σ3) = u(σ4) = −u(σ9) = −u(σ10) = n(0, 1,−1),
u(σ5) = u(σ6) = −u(σ11) = −u(σ12) = n(−1, 1, 0);
(d) α = (2,−1,−1) and there exists a natural number n so that
u(σ1) = u(σ2) = −u(σ7) = −u(σ8) = n(1, 0,−1),
u(σ3) = u(σ4) = −u(σ9) = −u(σ10) = n(0, 1,−1),
u(σ5) = u(σ6) = −u(σ11) = −u(σ12) = n(−1, 1, 0).
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Let us mention again that we want to prove that H1(VG,JDα ⊗O(D)) = 0. As
we explained in Section 1, we have a long-exact sequence
... −→ H0(VG,O(D))
ϕ
−→ H0(VG, i∗(O(D)|Dα)) −→ H
1(VG,JDα ⊗O(D)) −→ 0,
where terms on the right vanish because O(D) is generated by its sections. There-
fore it suffices to prove that ϕ is surjective in each of the cases above.
Case (a): We have that (cf. [4], pg.66)
H0(VG,O(D)) =
⊕
u∈PD
Cχu,
where PD = {u ∈ L
∨ : 〈u, v〉 ≤ 〈u(σi), v〉, ∀v ∈ σi, ∀i = 1, . . . , 12}. Also,
H0(VG, i∗(O(D)|Dα) =
⊕
u∈PDα
Cχu,
where PDα = {(
k
2 ,
k
2 ,−k) : k ∈ [−2n, 2n]∩Z}. The map ϕ is given by χ
(a,b,−a−b) 7→
χ(
a+b
2 ,
a+b
2 ,−a−b), where u = (a, b,−a − b) ∈ PD. It is clear that if k is even, we
have ϕ(χ(
k
2 ,
k
2 ,−k)) = χ(
k
2 ,
k
2 ,−k) and (k2 ,
k
2 ,−k) ∈ PD. If k is odd, then we have
ϕ(χ(
k+1
2 ,
k−1
2 ,−k)) = χ(
k
2 ,
k
2 ,−k). Therefore to prove that ϕ is surjective, it is enough
to show that (k+12 ,
k−1
2 ,−k) ∈ PD for all odd integers k between −2n and 2n. But
this is easily seen to be true by checking that 〈(k+12 ,
k−1
2 ,−k), vj〉 ≤ 〈u(σi), vj〉,
where vj ’s are the respective primitive lattice points along the rays of our fan ∆,
written explicitly at the beginning of this section.
Case (b): Keeping the same notation as in Case (a) we now have that PDα =
{(0, k2 ,−
k
2 ) : k ∈ [−3n, 3n] ∩ Z}. ϕ is given by χ
(a,b,−a−b) 7→ χ(0,
a
2+b,−
a
2−b), where
(a, b,−a− b) ∈ PD. If k is even then (0,
k
2 ,−
k
2 ) ∈ PD and ϕ fixes χ
(0,k2 ,−
k
2 ). If k is
odd then we have that ϕ(χ(1,
k−1
2 ,−
k+1
2 )) = χ(0,
k
2 ,−
k
2 ). It is an easy calculation to see
that for all odd k between −3n and 3n we get (1, k−12 ,−
k+1
2 ) ∈ PD and therefore
ϕ is surjective, which we wanted to prove.
Case (c): This time we have PDα = {(
k
2 ,
k
2 ,−k) : k ∈ [−n, n] ∩ Z} and ϕ is
the same as in case (a). Clearly (k2 ,
k
2 ,−k) is in PD and χ
( k2 ,
k
2 ,−k) is fixed by ϕ,
whenever k is even. If k is odd then consider (k+12 ,
k−1
2 ,−k), which is easily seen
to lie in PD. ϕ is surjective because it maps χ
( k+12 ,
k−1
2 ,−k) to χ(
k
2 ,
k
2 ,−k).
Case (d): In our final case, we have PDα = {(0,
k
2 ,−
k
2 ) : k ∈ [−2n, 2n]∩Z}. ϕ is
the same as in Case (b) and it fixes χ(0,
k
2 ,−
k
2 ) for k even. Clearly (0, k2 ,−
k
2 ) ∈ PD
and it is not difficult to see that if k is odd then (1, k−12 ,−
k+1
2 ) ∈ PD as well.
Moreover, still for k odd, ϕ(χ(1,
k−1
2 ,−
k+1
2 )) = χ(0,
k
2 ,−
k
2 ). Hence ϕ is surjective.
This concludes the proof of Theorem C and therefore, as explained in Section 1,
of Theorem A, too.
5.1. We would like to note that the proof of Theorem D was different from that
of Theorem C because in the former we used all positive orthogonal sets whereas
in the latter we only used some and not all positive orthogonal sets, namely only
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the Weyl-orbit ones. More concretely, in Section 3, after Lemma 3.1, we saw that
the vanishing of the first cohomology group there was implied by the vanishing of
its corresponding 0-eigenspace (under the action of our torus). This is not true for
G = G2. The crucial step was to note that by “shifting” a positive orthogonal set,
say {u(σ)}, by a character, say, u, we get a positive orthogonal set {u(σ) − u};
however, it is clear that a shift of a Weyl-orbit is in general not a Weyl-orbit.
5.2. At the very end, we give an example to show that Theorem B fails in the
case of G2. Consider VG2 and let α = (1,−1, 0). Let D be the positive orthogonal
set (i.e., the globally generated torus-equivariant divisor on VG2) given by u(σi) =
(1, 0,−1) for i ∈ {1, 2, 3, 4, 5, 12} and u(σi) = (0,−1, 1) for i ∈ {6, 7, 8, 9, 10, 11}.
Following the same notation as before, we see that in our case
PD = {(1, 0,−1), (0,−1, 1)},
and
PDα = {(
1
2
,
1
2
,−1), (0, 0, 0), (−
1
2
,−
1
2
, 1)}.
Therefore dimH0(VG2 ,O(D)) = 2, but dimH
0(VG2 , i∗(O(D)|Dα)) = 3. Hence the
map ϕ : H0(VG2 ,O(D)) → H
0(VG2 , i∗(O(D)|Dα)), induced by the projection pα
along α, is not surjective, and Theorem B is no longer true if we put G2 instead of
GLn.
References
[1] J. ARTHUR, The characters of discrete series as orbital integrals, Invent. Math. 32 1976,
no.3, 205–261.
[2] M. BRION and S. KUMAR, Frobenius splitting methods in geometry and representation
theory, Birkha¨user Boston (2004).
[3] J.-M. FONTAINE and M. RAPOPORT, Existence de filtrations admissible sur des
isocristaux, Bull. Soc. Math. France 133 (2005), no.1, 73–86.
[4] W. FULTON, Introduction to Toric Varieties, Ann. of Math. Stud. 131, Princeton Univ.
Press, Princeton, NJ, 1993.
[5] Q. R. GASHI, Vanishing results for toric varieties associated with root systems, in prepara-
tion.
[6] R. KOTTWITZ, On the Hodge-Newton decomposition for split groups, Int. Math. Res. Not.
2003, no.26, 1433–1447.
[7] R. KOTTWITZ, Harmonic analysis on reductive p-adic groups and Lie algebras, in Harmonic
Analysis, the Trace Formula, and Shimura Varieties, 393–522, Clay Math. Proc., 4, Amer.
Math. Soc., Providence, RI, 2005.
[8] R. KOTTWITZ and M. RAPOPORT, On the existence of F-isocrystals, Comment. Math.
Helv. 78 (2003), 153–184.
[9] C. LUCARELLI, A Converse to Mazur’s inequality for split classical groups, Journal of the
Inst. Math. Jussieu (2004) 3 (2), 165–183.
[10] B. MAZUR, Frobenius and the Hodge filtration, Bull. Amer. Math. Soc. 78 (1972) 653–667.
[11] M. MUSTAT¸A˘, Vanishing theorems on toric varieties, Tohoku Math. J. (2) 54 (2002), no.3,
451–470.
24 QE¨NDRIM R. GASHI
[12] M. RAPOPORT, A positivity property of the Satake isomorphism, Manuscripta Math. 101
(2000), no.2, 153–166.
[13] M. RAPOPORT and M. RICHARTZ, On the classification and specialization of F-isocrystals
with additional structure, Composito Math. 103 (1996), no.2, 153–181
The University of Chicago, Department of Mathematics
5734 S. University Avenue, Chicago, IL 60615
E-mail: qendrim@math.uchicago.edu
