Knowledge graph construction consists of two tasks: extracting information from external resources (knowledge population) and inferring missing information through a statistical analysis on the extracted information (knowledge completion). In many cases, insufficient external resources in the knowledge population hinder the subsequent statistical inference. The gap between these two processes can be reduced by an incremental population approach. We propose a new probabilistic knowledge graph factorisation method that benefits from the path structure of existing knowledge (e.g. syllogism) and enables a common modelling approach to be used for both incremental population and knowledge completion tasks. More specifically, the probabilistic formulation allows us to develop an incremental population algorithm that trades off exploitation-exploration. Experiments on three benchmark datasets show that the balanced exploitation-exploration helps the incremental population, and the additional path structure helps to predict missing information in knowledge completion.
INTRODUCTION
Relational knowledge graphs formalise our understanding about the world. This in turn helps us reason and infer in a wide range of tasks such as information retrieval, question answering, and semantic parsing [4, 8, 11] . The construction of a knowledge graph is an active research area with many important and challenging research questions. The early stage of knowledge graph construction relies on the knowledge population task where the goal is to maximise the number of discovered facts in the form of (en-tity1, relation, entity2) triples. External sources such as Wikipedia are used to extract the triples [7] , or human experts encode a prior knowledge manually [2] . Despite efforts towards a comprehensive knowledge graph, even the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. largest commercial knowledge graph is still far from complete [5] . The knowledge completion task has emerged as a complement of the knowledge population task to scale up the knowledge graph construction. Unlike the knowledge population task, the goal of knowledge completion is to correctly predict unknown triples based on a statistical analysis of the known triples [14, 18] .
An obstacle to knowledge graph construction is a gap between knowledge population and completion. The more a knowledge graph is populated, the better a statistical model predict the unknown triples. In many cases, however, there is insufficient external resource to extract knowledge, and thus the construction relies solely on the incremental population by human experts, which can be slow and costly. We need an active way of selecting triples to be labelled, in order to maximise the performance of the following knowledge completion. A recent attempt at active incremental population [9] has had difficulties simultaneously achieving a high population and faithful reconstruction.
We propose a statistical relational model, providing a probabilistic framework for both knowledge completion and knowledge population. We formulate bilinear tensor factorisation [18] in a probabilistic way, where entities and relations are embedded into a latent feature space. We propose an extension to the tensor factorisation model that incorporates the path structure of a knowledge graph into the factorisation. The probabilistic formulation provides a natural way of exploiting uncertainty of triples, allowing us to develop an active triple selection for the incremental population. We employ Thompson sampling [21] to find an optimal tradeoff between exploration and exploitation during the active selection.
Based on experiments with three benchmark datasets, we find that the additional path structure helps predict unobserved triples, while the model without the path structure is more helpful in the incremental population. This apparent contradiction in results can be explained by the different requirements on the latent structure. For knowledge completion, it is important to find good latent structures, For incremental population, however, it is more important to accurately estimate uncertainty such that we can explore the latent space efficiently over time. To the best of our knowledge, this is the first study that explicitly investigates the contrasting effects of path structure in knowledge completion and incremental population. Related work The literature on data factorisation and vector space models for relational data is vast. We give a brief overview of related work along three design choices: 
PROBABILISTIC RESCAL
A relational knowledge graph consists of a set triples in the form of (i, k, j) where i, j are entities, and k is a relation. A triple can be distinguished in a valid triple and invalid triple based on a semantic meaning of the triple. An example of the valid triple in Freebase is (BarackObama, PresidentOf, U.S.), and an example of the invalid triple is (Barack-Obama, PresidentOf, U.K.). A knowledge graph can be represented in a three-way binary tensor X ∈ {0, 1} N ×K×N , where K is a number of relations, N is a number of entities, and x ikj ∈ {0, 1} indicates whether the triple is valid.
We model the entity i as vectors ei and the relation k as matrix R k with an appropriately chosen latent dimension D. This follows a popular model for statistical relational learning, which is to factorise the tensor into a set of latent vector representations, such as the bilinear model Rescal [18] . Rescal aims to factorise each relational slice X :k: into a set of rank-D latent features as follows:
Here, E ∈ R N ×D contains the latent features of the entities e1, . . . , eN and R k ∈ R D×D models the interaction of the latent features between entities in relation k.
We propose a probabilistic framework that directly generalises Rescal (Prescal) by placing priors over the latent features. For each entity i, the latent feature of an entity ei ∈ R D is drawn from an isotropic multivariate-normal distribution with variance σ 2 e , ei ∼ N (0, σ 2 e ID).
For each relation k, we draw matrix R k from a zero-mean isotropic matrix normal distribution with variance σ 2 r ,
or equivalently r k = vec(R k ) ∼ N (0, σ 2 r I D 2 ) where vec(R k ) denotes the flattening of the matrix. PNORMAL We consider two observation models for x ikj : real or binary variables. By placing a normal distribution over x ikj ,
we model the value of triple as a real variable. This is not a natural choice since the triple is a binary variable, however, we can control the confidence on different observations through the variance parameter σ 2 x . We develop a Gibbs sampler to perform the posterior inference for the normally distributed observation model. The conditional distribution of each latent variable is given by:
where the negative subscript −i indicates the every other entity variables except entity i. Exact forms of the posterior means and precision matrices are listed in Table 2 , where we have used the identity e i R k ej = r k ei ⊗ ej.
PLOGIT One may want to model the binary observation more precisely. Here, we model x ikj as a Bernoulli random variable whose probability is determined by logistic regression:
where σ is a sigmoid function. We approximate the conditional posterior of E and R by the Laplace approximation [1] through an alternative sampling. The detailed derivations are provided in Appendix A.
Thompson Sampling The probabilistic framework allows us to quantify the uncertainty of predictive distribution, which is then used to formulate an active learning algorithm. Specifically, we adopt Thompson sampling for active learning, which finds an optimal trade off between exploitation and exploration during active learning. Thompson sampling provides a model based query selection process [3, 21] . Let x1:t be a sequence of observed triples up to time t, and θ is an underlying parameter governing the rewards r. Thompson sampling chooses the next action a (triple to label), according to its probability of having high reward:
arg max
where I is an indicator function. Note that it is sufficient to draw a random sample from the posterior instead of computing the integral. 
We generalise the idea of a particle Thompson sampling originally proposed in [10] for a matrix factorisation to the tensor factorisation. The detailed algorithm is provided in Appendix B.
COMPOSITIONAL RELATIONS
In this section, we propose a compositional relation model that exploits the compositional structure of knowledge graphs to capture the latent semantic structure of the entities and relations. A very recent study shows the benefit of using compositionality in the vector space model [6] . Here, we further extend their framework in a probabilistic way.
The compositionality represents a semantic meaning of a path over a knowledge graph that corresponds to a sequence of composable triples. For example, given two triples, "Barack Obama is a 44th president of U.S." (BarackObama, PresidentOf, U.S) and "Joe Biden was a running mate of Barack Obama" (JoeBiden, RunningMateOf, BarackObama), one can naturally deduce that the "Joe Biden is a vice president of U.S." (JoeBiden, VicePresidentOf, U.S.). Here the composition of two relations, president of, and running mate of, yields a compositional relation, vice president of. More formally, if there is a sequence of triples where the target entity of a former triple is a source entity of a latter triple in a consecutive pair of triples in the sequence, then we can form a compositional triple as follows. Given the sequence of n triples (i1, k1, j1), (i2, k2, j2), (i3, k3, j3) . . . (in, kn, jn), where j k = i k+1 for all k, we form a compositional triple (i1, c(k1, k2, . . . , kn), jn), where c denotes the compositional relation of the sequence of relations.
Let C L be a set of all possible compositions whose length is up to L, c ∈ C be a sequence of relations, c(i) be ith index of a relation in sequence c and |c| be the length of the sequence. With set of compositions C L , we can expand set of observed triples X to set of compositional triples X C L in which compositional triple xicj is an indicator variable that show the existence of the path from entity i to entity j through sequence of relations c in X . Note that the compositional relation c is an abstract relation, and there might be a multiple possible paths from entity i to j.
With these extended compositional triples, we again model xicj with a bilinear Gaussian distribution,
where R c(k 1 ,k 2 ) ∈ R D×D is a latent matrix of compositional relation c, and σ 2 c is a covariance of the compositional triples. Again the entity vectors are shared across the compositional and non-compositional triples. With the compositions of relations, the Prescal may place a new relation matrix Rc for each composition c. However the number of required matrices increases exponentially with respect to the length of composition. Consequently, the computational cost will also increase exponentially. To limit the required number of parameters, we propose two different ways of modelling the compositional relation Rc.
Additive Compositionality
We define an additive compositional relation Rc as a normalised sum over the sequence of relation matrices in composition c, i.e., Rc = 1 |c| (R c(1) + R c(2) + · · · + R c(|c|) ), then compositional triple xicj is modelled as
This treats the relations as vectors, finding the average of a sequence of composed relations. The conditional distribution of ei and R k given the rest can be obtained in the same way used for the posterior distribution of Prescal.
Parameter estimation is shown in Appendix C.1.
Multiplicative Compositionality
Second, we define an multiplicative compositional relation Rc as a sequence of multiplication over relations in composition c, i.e. Rc = R c(1) R c (2) . . . R c(|c|) , and the compositional triple as a bilinear Gaussian distribution with the compositional relation Rc,
The multiplicative compositionality can be understood as a sequence of linear transformation from the original entity i with the compositional relations, and the inner product between the transformed entity and target entity forms a value of the compositional triple. Again, the details of the parameter estimators are shown in Appendix C.2.
In contrast with the additive model, the multiplicative model preserves the ordering in a compositional relation, and hence the different orderings of relations result different relations in the compositional model.
KNOWLEDGE COMPLETION
We first evaluate our model for the knowledge completion task to measure the predictive performance of Prescal with all non compositional and compositional variants. We evaluate the models on three benchmark datasets: KINSHIP, UMLS, and NATION, and compare performances with the original RESCAL. Detailed description of each dataset is shown in Table 3 . We set the compositional length L to two, split the dataset into 20% for validation and 30% for testing. We vary the proportion of training triples from 1% to 13% of datasets. For Rescal, we use the original implementation 1 , and measure performance over 10 runs with random initialisations. For Prescal and all the variants, we sample triples x ikj from its posterior, and measure performance over 10 different samples. The performances of models are measured by the ROC-AUC score on the test set ranked according to a posterior mean:
1 |Xp||Xn| {i,k,j}∈Xp,{i ,k ,j }∈Xn I[x ikj >x ikj ], where Xp and Xn are the set of positive and negative triples in the test set, respectively, andx is a reconstructed triple. Figure 1 shows the ROC-AUC scores of the compositional models with the various baseline models. The Prescal with the normal output (Pnormal) or logistic output (Plogit) generally outperform Rescal, and Pnormal outperforms Plogit. We conjecture that an additional flexibility of controlling the variance of triples makes Pnormal to perform better than Plogit. We compare the compositional model with the original Rescal, Pnormal, and Plogit. In general, the multiplicative compositional model (Pcomp-mul) outperforms the additive compositional model (Pcomp-add), and performs better than the other baseline models when the training set is small. For UMLS and NATION, Pcomp-mul has the best performance across the all training proportions. For KINSHIP, however, Pcomp-mul performs better when the training proportion is less than 7%.
The goal of the compositional models is to factorise triples 1 https://github.com/mnick/rescal.py along with the graph structure as a whole. The triple prediction task tells us a trained model is capable of triple prediction, but does not tell whether the features can recover the graph structure. If the model factorises the graph structure properly, then the trained model can predict not only triples but the graph structure as well. To validate the model assumption, we evaluate a path prediction task. For this task, we use 10% of UMLS dataset for training. We compute an expected value of an unobserved path given a trained model. The non-compositional models may not be able to compute the expected value. In such a case, we approximate paths with the multiplicative model assumption in Equation 9 . We vary the path length from 1 (triple) to 4, and measure ROC-AUC scores on the reconstructed compositional triples. Figure 2 shows the result of the path prediction task. Both compositional models show consistent performance regardless of the path length. However, the performance of the non-compositional models drops sharply as the length increases. The results show the compositional models preserve graph structure in the embedded space. It is worth emphasising that although the compositional length for training is 2, the compositional models show consistent results on predicting paths of length 3 and 4. Table 4 shows an example of the path prediction result starting from entity Mental-or-Behavioral (MB) Dysfunction followed by two relations Affects and Produces in the UMLS dataset. Both compositional and non-compositional models predict triples well. For length-2 path prediction, only the compositional models can capture correct entities on top 5. We also visualise the multi-dimensional entities inferred by Pnormal and Pcomp-mul into a two-dimensional space using spectral clustering [23] in Appendix D.
KNOWLEDGE POPULATION
In this section, we show results of incremental knowledge population task using Thomson sampling on the three datasets. Additional verification on the Thompson sampling with synthetic datasets is also provided in Appendix E.
Experimental settings: We compare the Thompson sampling models with Amdc models, and Prescal for passive learning. Amdc model has been proposed to achieve two different active learning goals, constructing a predictive model and maximising the valid triples in a knowledge base, with two different querying strategies [9] . Amdc-pred is a Evaluation metric: We use two different evaluation metrics, the cumulative gain and ROC-AUC score, for the performance comparison. The goal of the Thompson sampling is to maximise the knowledge population through the balanced querying strategy between exploration and exploitation. To measure how many triples are obtained through the querying stage, we compute the cumulative gain which is the number of valid triple obtained up to time t. Additionally, we compute the ROC-AUC score on the test set to understand how this balanced querying strategy results in making a predictive model.
Exploitation and exploration: Figure 3 shows the cumulative gains and ROC-AUC scores of the Thompson sampling on three real datasets. The model names with suffix -ts represent the models adopting the Thompson sampling strategy. Pnormal-ts performs better than other baseline models for the cumulative gain, and shows comparable result for the ROC-AUC scores. Both compositional models perform worse than Pnormal-ts across all datasets.
In the original Amdc [9] , Amdc-pop model obtains more valid triples than Amdc-pred, and Amdc-pred shows high ROC-AUC scores than Amdc-pop. In our experiment, however, Amdc-pop shows comparable cumulative gain to Amdcpred and even worse than Amdc-pred for the UMLS. We conjecture the initial observation and query size results in the different performances: in the original experiment, the model starts from a small set of training data, and the query size was 1,000 for KINSHIP and UMLS. With larger query size, the model focuses on exploit and takes advantages, whereas in our experiment, we start from zero observation and query one triple at each time, which makes the model hard to exploit. This result shows the importance of balancing between exploitation and exploration.
We note that the compositional model performs worse than the non-compositional models, especially than Pnormalts. This is counter-intuitive to our general understanding where the model that performs well in the predictive task also shows a better performance in the active learning.
CONCLUSION
Throughout the paper, we have considered the two knowledge base construction tasks: knowledge population and knowledge completion. Based on a probabilistic framework, we propose new knowledge base factorisation methods where the latent factorisation reflects the graph structure of a knowledge graph. The probabilistic formulation allows us to quantify the uncertainty of predictive distributions, which is then used for the knowledge population task. The experiments of two tasks on three datasets show that the compositional model benefits graph structure for knowledge completion, and the probabilistic formulation helps to explore the latent space efficiently for knowledge population.
