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Abstract
In the context of energy revolution large quantities of storage capacity are
required for the integration of strongly fluctuating energy production from
wind and solar power plants. The conversion of electrical energy into chem-
ical energy in the form of hydrogen is one of the technical possibilities.
The technology of underground hydrogen storage (UHS), where hydrogen
is stored in subsurface formations similar to the storage of natural gas, is
currently in the exploratory focus of several European countries.
Hydrogen has a very low density and viscosity. Consequently, a high ten-
dency for an instable displacement in the subsurface including gravity over-
riding and viscous fingering during the injection period is expected. Despite
that, bio-chemical reactions could have an important role in UHS. The fact
that hydrogen is a favored substrate for several anaerobic microorganisms
induces their growth and results in a degradation of hydrogen. In particular
the activity of methanogenic archaea can lead to drastic variations in the gas
composition of the produced gas which were observed in some former town
gas storages. To investigate the hydrodynamic and bio-chemical behavior
in UHS, different analytical and numerical approaches were applied.
The gravity-driven displacement, when hydrogen is injected at the bottom
of a water saturated stratified reservoir, was modeled analytically. The an-
alytical solution was obtained by combining the method of characteristics
with a graphical construction. The exact rising velocity was determined
for different stratified reservoirs and for fluid phases out of two and three
components. Comparisons to the numerical solution are also shown. In
addition, a mathematical model for the bio-reactive transport in UHS was
developed. The model is based on continuum scale and couples compo-
sitional two-phase flow with microbial growth and bio-chemical reactions
within the porous medium. The stability of the mathematical model was
investigated by reducing it to a pair of differential equations. Based on the
results, numerical simulations were performed under limit cycle and Turing
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conditions which show different oscillatory regimes. Finally, the mathemat-
ical model was implemented numerically on the basis of DuMuX which is an
open-source C++ code for the simulation of multi-phase multi-component
flow and transport in porous media. Storage scenarios were simulated which
include the development of the storage and the subsequent cyclic injection
and production over several years. It was proven that the low density and
viscosity of hydrogen make the displacement of water more instable than in
the case of methane injection. Additionally, it was shown that mechanical
dispersion and bio-chemical reactions have an important influence in predic-
tive studies. Significant energy losses could occur due to bio-chemical gas
transformations.
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Kurzfassung
Im Zusammenhang mit der Energiewende sind große Mengen an Speicher-
kapazita¨t erforderlich, um die stark fluktuierende Energieerzeugung durch
Wind- und Solarkraftwerke zu integrieren. Die Umwandlung von elektri-
scher Energie in chemische Energie in der Form von Wasserstoff ist eine der
technischen Mo¨glichkeiten. Die Technologie der Untergrundwasserstoffspei-
cherung, wobei Wasserstoff in unterirdischen Gesteinsformationen, a¨hnlich
wie bei der Speicherung von Erdgas, gespeichert wird, ist derzeit ein For-
schungsschwerpunkt mehrerer europa¨ischer La¨nder.
Wasserstoff hat eine sehr geringe Dichte und Viskosita¨t. Folglich wird eine
hohe Tendenz fu¨r eine instabile Verdra¨ngung erwartet, einschließlich einer
gravitationsbedingten Segregation und der Bildung von viskosen Fingern.
Zusa¨tzlich ko¨nnen biochemische Reaktionen eine wichtige Rolle in Unter-
grundwasserstoffspeichern spielen. Die Tatsache, dass Wasserstoff ein geeig-
netes Substrat fu¨r viele anaerobe mikrobielle Spezies ist, regt ihr Wachstum
an und fu¨hrt zu einer Umsetzung des Wasserstoffs. Insbesondere kann die
Aktivita¨t von methanogenen Archaeen zu drastischen Vera¨nderungen in der
Zusammensetzung des Gases fu¨hren, wie es bei einigen ehemaligen Stadt-
gasspeichern beobachtet wurde. Um das hydrodynamische und biochemi-
sche Verhalten in Untergrundwasserstoffspeichern zu untersuchen, wurden
unterschiedliche analytische und numerische Methoden angewandt.
Die schwerkraftgetriebene Verdra¨ngung, wenn Wasserstoff am Boden einer
wassergesa¨ttigten Lagersta¨tte injiziert wird, wurde analytisch modelliert.
Die analytische Lo¨sung ist durch Kombination der Methode der Charakte-
ristiken und einer grafischen Konstruktion hergeleitet worden. Die exakte
Aufstiegsgeschwindigkeit wurde fu¨r verschiedene geschichtete Lagersta¨tten
und fu¨r Fluidphasen aus zwei und drei Komponenten bestimmt. Vergleiche
mit der numerischen Lo¨sung werden ebenfalls gezeigt. Daru¨ber hinaus wurde
ein mathematisches Modell fu¨r den bioreaktiven Transport in Untergrund-
wasserstoffspeichern entwickelt. Das Modell ist auf der Kontinuumsskala
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formuliert und koppelt die Mehrkomponenten-Zweiphasenstro¨mung mit mi-
krobiellem Wachstum und biochemischen Reaktionen innerhalb des poro¨sen
Mediums. Die Stabilita¨t des mathematischen Modells ist untersucht worden,
indem es auf ein Paar von Differentialgleichungen reduziert wurde. Basierend
auf den Ergebnissen wurden numerische Simulationen unter Grenzzyklus-
und Turing-Bedingungen durchgefu¨hrt, die unterschiedliche oszillierende Re-
gime zeigen. Das mathematische Modell ist numerisch auf der Basis von
DuMuX, einem Open-Source-Code fu¨r die Simulation der Mehrkomponenten-
Mehrphasenstro¨mung und Transports in poro¨sen Medien, implementiert
worden. Verschiedene Speicherszenarien wurden simuliert, die die Errich-
tung des Speichers und die anschließende zyklische Injektion und Produkti-
on u¨ber mehrere Jahre umfassen. Es ist bewiesen worden, dass die geringe
Dichte und Viskosita¨t von Wasserstoff die Verdra¨ngung von Wasser insta-
biler macht als bei der Methaninjektion. Daru¨ber hinaus zeigte sich, dass
mechanische Dispersion und biochemische Reaktionen einen wichtigen Ein-
fluss in Vorhersagestudien haben. Signifikante Energieverluste ko¨nnen durch
biochemische Umwandlungen des gespeicherten Gases auftreten.
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Re´sume´
En rapport avec la transition e´nerge´tique, d’importantes capacite´s de sto-
ckage e´nerge´tique sont ne´cessaires pour inte´grer la forte variation de la pro-
duction e´nerge´tique au travers des centrales e´oliennes et photovolta¨ıques.
La transformation de l’e´nergie e´lectrique en e´nergie chimique sous forme
d’hydroge`ne est l’une des possibles techniques. La technologie de stockage
de l’hydroge`ne souterrain, selon laquelle l’hydroge`ne est stocke´ dans les for-
mations souterraines semblables au stockage du gaz naturel est actuellement
un axe de recherche de plusieurs e´tats europe´ens.
L’hydroge`ne a une tre`s faible densite´ et une tre`s faible viscosite´. Par conse´-
quent une forte tendance a` un de´placement instable est a` attendre, en par-
ticulier la se´paration gravitationnelle et la formation de doigts visqueux.
En outre, les re´actions biochimiques peuvent jouer un roˆle majeur dans le
stockage de l’hydroge`ne souterrain. Le fait que l’hydroge`ne soit un substrat
approprie´ pour de nombreuses espe`ces microbiennes anae´robiques, stimule
son accroissement et conduit a` sa transformation. En particulier, l’activite´
des arche´ens me´thanoge`nes peut conduire a` un changement drastique dans
la composition du gaz, comme observe´ dans certains anciens stockages de
gaz de ville. Pour analyser le comportement hydrodynamique et biochimique
dans les stockages de l’hydroge`ne souterrains, diverses me´thodes analytiques
et nume´riques ont e´te´ applique´es.
Le de´placement par gravite´ lorsque l’hydroge`ne est injecte´ au fond d’un
lieu de stockage sature´ en eau a e´te´ analytiquement mode´lise´. La solu-
tion analytique a e´te´ de´duite a` travers la me´thode des caracte´ristiques et
une construction graphique. La vitesse exacte de monte´e a e´te´ de´termine´e
pour diffe´rentes couches de stockage et pour des phases de fluides a` deux
et trois composants. Les comparaisons avec le re´sultat nume´rique seront
e´galement montre´es. En outre, un mode`le mathe´matique pour le transport
biore´actif dans le stockage de l’hydroge`ne souterrain a e´te´ de´veloppe´. Le
mode`le est formule´ a` l’e´chelle du continuum et couple le flux multiconsti-
tuants a` deux phases avec la croissance microbienne et les re´actions biochi-
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miques dans le milieu poreux. La stabilite´ du mode`le mathe´matique a e´te´
analyse´e, ceci en le re´duisant a` une paire d’e´quations diffe´rentielles. En se
basant sur les re´sultats, les simulations nume´riques qui montrent diffe´rents
re´gimes oscillatoires, ont e´te´ re´alise´es sous les conditions de cycle limite
et de Turing. Le mode`le mathe´matique a e´te´ imple´mente´ nume´riquement
sur la base de DuMuX, un code open source pour la simulation de flux et
transport multiphasique-multiconstituant dans un milieu poreux. Diffe´rents
sce´narios de stockage ont e´te´ simule´s, ces derniers incluant la formation de
stockage et les injections et productions cycliques sur plusieurs anne´es. Il a
e´te´ prouve´ que la faible densite´ et viscosite´ de l’hydroge`ne sont a` l’origine
du de´placement plus instable de l’eau compare´ a` l’injection du me´thane.
De plus, il a e´te´ constate´ que la dispersion me´canique et les re´actions bio-
chimiques ont une influence importante dans les e´tudes de pre´diction. Les
pertes notables d’e´nergie peuvent apparaˆıtre au travers des transformations
biochimiques des gaz stocke´s.
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Chapter 1
Introduction
The idea of taking hydrogen as the energy carrier for a renewable energy
supply system can be traced back to the early 20th century. In February
1923 the Briton J.B.S. Haldone hold a speech at the Cambridge University
where he suggested a power supply system based on hydrogen producing
windmills [61]. This idea was continued by J.O. Bockris who published the
first article about a so-called “hydrogen economy”, where energy is stored
and distributed in the form of hydrogen gas, in 1972 [17]. A new impulse
is given by the change from nuclear to renewable energy in many European
countries which demands an increasing amount of storage capacities for elec-
trical energy [44]. The renewable energy supply which is generated primary
by wind and solar power plants is strongly fluctuating. The reasons are
changing weather conditions which take place in different time scales [29].
It is possible that long times of recession in the energy production have to
be bridged. Additionally, the demand of electricity also varies on a daily
and seasonal time scale [70]. The balance implies the temporal storage of
electricity wherefore several storage options are currently under discussion.
Battery storages have a high energy density but they are cost-intensive
[83]. Compressed air energy storages and pumped hydro storages, where
the energy is stored as potential or compression energy, have a relatively
low energy density of 0.7 to 3 kWh/m3 [70]. These options are preferred
for the short term storage, the so-called minute and hour reserve [70]. Un-
derground hydrogen storages (UHS), where the energy is stored as chemical
energy, have an energy density which is higher by two orders of magnitude
[70]. Consequently, they provide the possibility to store electrical energy in
the long term or even seasonal period [29]. The technology comprises an
electrolyzer which uses excessive electrical energy to split water into oxygen
and hydrogen [70]. Different concepts for the subsequent storage and usage
of hydrogen are available [91, 45, 29]:
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• ”POWER-to-GAS”: The produced hydrogen will be fed into the ex-
isting natural gas grid. Investigations have shown that concentrations
in the single-digit percentage area are supposable [36]. This means
that also the existing underground gas storages will be charged with
natural gas containing low percentages of hydrogen.
• ”POWER-to-GAS-to-POWER”: The hydrogen is stored purely in
subsurface formations such as depleted gas or oil reservoirs, aquifers
and solution mined caverns [111]. At times of energy demand the hy-
drogen is withdrawn and can be used as energy fuel for stationary fuel
cells or engine-generators connected to the electrical grid or for fuel
cell vehicles.
1.1 Motivation
In September 2010 the German Federal Government announced a new en-
ergy concept [44]. The objectives are essential changes in the energy supply
until the year 2050 [44]:
• A reduction of greenhouse gas emission by 80-95%
• An expansion of renewable energy supply by 60%
• A reduction of the primary energy consumption by 50%
A critical interface for these targets is the storage of electrical energy [44].
The increasing share of renewable energy results in strong fluctuations in
the electricity generation [44]. Consequently, large buffers are required to
balance the base load and additional reserves need to be provided for peak
shaving. However, the realization is detained by technical aspects [44]. For
the promotion of applicable technologies the ”funding initiative energy stor-
ages” was started in 2011 by the Federal Ministry for Economy and Tech-
nology, the Federal Ministry for Environment, Nature Conservation and
Nuclear Safety and the Federal Ministry for Education and Research. The
initiative has a budget of e 200 Mio. and supports research and develop-
ment projects in the area of electrical, substance-based and thermal storages
[44]. The projects span from fundamental research to economic efficiency
improvements [44]. A substantial part of this intention is on UHS which
is currently regarded as a promising solution for the large scale storage of
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electrical energy. However, UHS is an unexperienced new technology and
the suitable technical and geological conditions need to be determined be-
fore an UHS can be placed into operation. The supported research projects
should make progress in this area which brings the implementation one step
closer. This includes the project H2STORE which was carried out from
2011 to 2015 and HyINTERGER which is subsequently carried out until
2018, both partly at the Institute of Petroleum Engineering (Clausthal Uni-
versity of Technology) and the University of Lorraine, France. Also involved
in these projects are the University of Jena and the GFZ Potsdam, both in
Germany.
1.2 Underground hydrogen storage
The term ”underground hydrogen storage” refers to the cyclic storage of
hydrogen gas in subsurface formations as similarly done with natural gas.
The cycle starts with the production of hydrogen from excessive electrical
energy. Pressure electrolyzers are used which split water into hydrogen and
oxygen [70]. Subsequently, gas installations with compressors are required
to further compress and transport the hydrogen to the wells. The hydrogen
continues to flow from surface into a geological formation through these
wells. Within the storage formation, it remains until it is withdrawn during
times of energy demand. At surface the pressure is released and in some
cases a gas processing is required before the hydrogen is again available as
energy fuel [70].
In this process the geological formation has to meet some basic require-
ments:
• An adequate volume need to be provided to store large amounts of
hydrogen
• The structure need to be enclosed to prevent losses in the adjacent
rocks
• Its properties have to allow the injection and withdrawal at efficient
rates
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Two different options come into consideration: solution-mined salt caverns
or porous rock formations such as aquifers and depleted gas/oil reservoirs.
Salt caverns are large void spaces which can be created in bedded or domed
salt formations by a solution mining process [121]. The advantage is that salt
rock features a very high gas tightness and therefore losses can be practically
neglected [29]. Additionally, the injection and withdrawal rates are only
limited by the wells and legal regulations [29]. Consequently, they are well
suited for several storage cycles per year. The operation is typically done
by compressing and decompressing the gas within a defined pressure range
[29]. Thereby a portion of the gas remains in the cavern, the so-called
cushion gas. The usable amount of gas volume is defined as working gas.
For an ordinary salt cavern with a geometrical volume of 500,000 m3 and a
maximum pressure of 200 bar the working gas volume is around 6 ⋅107 Sm3.
The large hydrogen volume, which is required as cushion gas, represents a
significant upfront investment.
Capable porous rock formations consist of a high porous and high permeable
geological structure which is covered by an almost impermeable cap rock
[111]. Additionally, a trap structure is required which prevents the migration
of gas. The difference between aquifers and depleted reservoirs is mainly
given by the initial pore filling. Aquifers are saturated only by water whereas
depleted reservoirs can be saturated by up to three phases including gas
and oil. However, an imperfect structure or possible reactions of hydrogen
with minerals and microorganisms can result in some gas losses [70]. The
injection and withdrawal rates are limited by the permeability and therefore
the number of storage cycle per year is restricted [111]. In this case again,
a certain amount of gas always remains in the storage as cushion gas. The
advantage is the high volume of these structures which allows a storage of
more than 109 Sm3 [111]. Additionally, the availability of these structures
is not limited to minor regions in Germany. The storage in depleted gas
reservoirs will not require large hydrogen volumes as cushion gas, but the
produced gas will not contain pure hydrogen.
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The concept of storing gases in the underground is established since almost
100 years [111]. Although the experience is limited to natural gas and gas
mixtures, the storage of hydrogen can be treated similarly in many issues
[111].
The VDE association [80] reports an unproblematic storage of pure hydrogen
in salt caverns. Such facilities are under operation since decades in Teesside,
United Kingdom and Texas, USA to store hydrogen for the chemical and
petrochemical industry [80]. The gas leakage is below 0.02% per cycle [80].
Operational experiences for porous media storages are only gained for hy-
drogen mixed gases such as town gas. The DVGW [90] reported some
problems during the storage of town gas in depleted reservoirs and aquifers.
An enormous reduction in the gas volume was observed whereby leakages
through the cap rock and wells could be excluded [90]. The cause has not
been clarified definitively. The detection of sulfate-reducing bacteria allows
the assumption that microbiological induced reactions are accountable for
the gas reduction [90]. However, not all town gas storages were affected and
the experiences can not be transferred directly to UHS [90].
An unexpected behavior was also reported for the town gas storage in an
anticline aquifer structure near Lobodice, Czech Republic. During a stor-
age cycle of seven months a drastic increase in the CH4 concentration and
a decrease in the CO, CO2 and H2 concentrations as well as changes in the
gas volume were reported [118, 21]. Smigan et al. [118] analyzed the exis-
tence of methanogenic microorganisms in the stratal water and concluded
that microbiological induced reactions could be responsible for the methane
enrichment.
The Argentinian company Hychico S.A. started a pilot test in 2013 [114].
They added hydrogen as tracer to the natural gas stream and stored the gas
mixture in a depleted gas and oil field. Results of this test are unpublished
so far.
RAG Austria (Roho¨l-Aufsuchungs Aktiengesellschaft) started a pilot test
in 2015 [12]. They were injecting a gas mixture of natural gas with 10%
hydrogen into a small depleted gas reservoir in Austria. The back production
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will started in summer of 2016. Results of the field test will be available in
spring 2017.
1.4 Recent related research projects
The topic of hydrogen as energy storage or transfer medium increasingly
attracts the worldwide interest. Many research projects were launched dur-
ing the last 5 years to investigate and advance the different sections in the
chain of hydrogen production, storage, transport and usage. Thereby the
large scale storage of hydrogen is an important connection which is currently
focused by several research projects.
1.4.1 H2STORE
The H2STORE project started in the mid of 2012 and ran until the end of
2015. It was a joint research project with project members from University
of Jena, Clausthal University of Technology, GFZ Potsdam and University of
Lorraine. The initiator was the Federal Ministry for Education and Research
in the context of the funding initiative for energy storages. H2STORE aimed
to investigate the feasibility of large scale hydrogen storage in porous geo-
logical formations [46]. Thereby the focus was on depleted gas reservoirs in
Germany [46]. The project was divided into six sub projects which are based
on laboratory experiments, numerical simulations and analytical work [46].
The field of activity covered the investigation of mineralogical, geochemical,
physio-chemical, sedimentological, microbiological and gas mixing processes
in reservoir and cap rocks [46].
1.4.2 HyUnder
The HyUnder project also started in the mid of 2012 and ran for a total
time of two years. The list of project partners comprises 12 organizations
from 7 countries: Germany, France, United Kingdom, Spain, Netherlands,
Romania and Belgium [20]. The participators are small to large industrial
companies and research institutes [20]. HyUnder purposed to assess an
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implementation plan for UHS in the European Union [20]. The different
working packages include a benchmarking against other large scale storage
options, investigating the different geological formation options, mapping
potential storage sites in Europe, simulating and comparing different case
studies [20]. The results show the technical, economic and prospects of UHS
[64].
1.4.3 Hychico
Hychico S.A. started one of the first field trials on the way to an UHS de-
ployment. The Argentinian company was founded in 2006 by partners from
the field of energy resources. Since 2009 they are running a hydrogen pilot
plant in Diadema, Argentina [114]. The plant consists of two electrolyzers
which are using the power from an attached wind park to split water into
hydrogen and oxygen [114]. Subsequently, the high purity hydrogen is mixed
with natural gas and combusted in an engine-generator whereby electrical
power is regained [114]. The oxygen is stored at surface and sold to the
industrial gas market [114]. Until now, Hychico was able to successfully
test their energy conversion cycle [114]. Starting in 2013, the feasibility of
storing hydrogen in a nearby depleted oil and gas reservoir was tested [114].
Thereby, hydrogen was injected as a tracer admixed to natural gas [114].
The storage of pure hydrogen is also planned [114].
1.4.4 ANGUS+
The ANGUS+ project started in the mid of 2013 and was completed in 2015.
It was conducted by the University of Kiel and partners were UFZ Leipzig,
GFZ Potsdam and Ruhr University Bochum [11]. Like the H2STORE
project it was financed by the German Ministry of Education and Research
in the context of the initiative for energy storages [11]. The project fo-
cused on the spatial interferences between different subsurface usages [11].
Thereby, the concentration was set on the storage of natural gas, synthetic
methane, hydrogen and compressed air in caverns and porous media as well
as the storage of heat [11]. The objective was the development of geological
fundamentals for these storage types and also economical, political and legal
conditions were considered [11].
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1.4.5 Underground Sun Storage
The research project ”Underground Sun Storage”, which was initiated by
the Austrian company RAG, started in 2012 [12]. Project partners are the
Montan University Leoben, University of Natural Resources and Life Sci-
ences Vienna, Johannes Kepler University Linz, VERBUND AG and Axiom
Angewandte Prozesstechnik GmbH [12]. The project aims to investigate the
feasibility of storing natural gas or synthesized methane with added hydro-
gen in porous underground storages. Within the 10 working packages it is
planned to analyze the reservoir engineering, economical, legal and material
characteristic aspects of UHS. Particularly interesting is the in-situ field test
which involves the operation of one storage cycle with added 10% hydrogen
[12].
1.4.6 HyINTEGER
HyINTEGER is the follow-up project of H2STORE which started in Jan-
uary 2016 with a duration of 3 years. The project consortium is the same
as in H2STORE, additionally the University of Mainz has joined. The five
sub projects aim to further investigate the chemical-mineralogical, microbi-
ological and petrophysical-geohydraulic-geomechnical processes in reservoir
and cap rocks whereby especially the interactions between technical and
natural components of an UHS are considered. An additional aspect is the
material behavior under the strongly corrosive conditions. Again the work
is based on laboratory experiments, numerical simulations and analytical
methods. The modeling part concerns the near-wellbore region, however,
also an upscaling to field scale is planned.
1.5 Outline of the thesis
The thesis is structured as followed:
Chapter 2 is a literature review about the hydrodynamic and microbiolog-
ical effects which can appear in UHS. Additionally, it contains a review
about mathematical models which were developed to describe these effects
in UHS or similar applications. The chapter summarizes decisive physical,
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chemical and biological processes in UHS and provides the background for
the development of the mathematical model.
In chapter 3 the gravity-driven displacement is modeled analytically when
hydrogen is injected to the bottom of a water saturated reservoir. The
analytical solution was obtained by combining the method of characteristics
with a graphical construction. Comparisons are also shown to the numerical
solution.
In chapter 4 the development of a mathematical model for the bio-reactive
transport in UHS is described. The model is based on continuum scale
and couples compositional two-phase flow with bio-chemical reactions and
microbial growth and decay within the porous medium.
In chapter 5 the stability of the mathematical model is investigated. There-
fore, the equation system is reduced to a set of ordinary differential equations
or a set of reaction-diffusion equations by appropriate assumptions. Based
on the results, numerical simulations were performed which show different
oscillatory regimes.
Chapter 6 covers the numerical implementation of the mathematical model
which was done on the basis of DuMuX (an open-source C++ code for the
simulation of multi-phase multi-component flow and transport in porous
media). The chapter includes numerical studies in two-dimensional con-
ceptional and three-dimensional realistic geological models. The simulated
scenarios include the development of the storage and the subsequent cyclic
injection and withdrawal over several years.
In chapter 7 the results from all chapters are concluded.
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Chapter 2
Literature review
The storage of hydrogen in the subsurface implies different physical, chem-
ical and biological processes which can be separated into two parts: The
hydrodynamic effects are reviewed in section 2.1 and the microbiological
effects are reviewed in section 2.2. In addition, section 2.3 provides a review
about mathematical models and numerical tools for the prediction of the
coupled dynamic system.
2.1 Hydrodynamics in UHS
As mentioned before both aquifers and depleted gas reservoirs can be used to
develop an UHS. However, the governing processes during the development
period will be different for aquifers which are initially saturated only by
water or brine and depleted gas reservoirs which can have a residual gas
saturation.
In aquifers a gas bubble has to be created during the development period,
hence, the aquifer water has to be displaced. Dependent on the external
factors a continuous or step-wise expansion of the gas bubble is conceivable.
The efficiency of the displacement between two almost immiscible fluids
depends on several factors which are focused in section 2.1.1.
In depleted gas reservoirs some residual gas remained in the reservoir. If
the influx of aquifer water into the reservoir was weak, the residual gas
saturation could almost corresponds to the initial gas saturation and only
the pressure was depleted. In this case the residual gas has to be displaced
by hydrogen and the pressure has to be re-increased. Different schemes are
suggested in the literature for the transformation of gas storages from one
gas to another, which can be also applied for the development of an UHS
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[123]. A simple transformation could be performed by cyclic injection and
production using the same wells. In other transformation schemes hydrogen
is injected on one edge of the reservoir. Thereby, the residual gas is pushed
to the other side of the reservoir or could be simultaneously produced on the
opposite side. This displacement process between two completely miscible
fluids is reviewed in section 2.1.2.
The operation of UHS will be done in a cyclic way with alternating periods
of injection, withdrawal and idle. Depending on the energy production and
demands the periods can be longer or shorter. At least a seasonal operation,
where the storage is charged during the summer months and discharged
during the winter months, is supposable. More frequent changes in the
operation schedule are possible when the storage intends to balance electrical
energy production. The storages have to provide high production rates,
usually one or two orders of magnitude higher than during the depletion
of a reservoir. Hence, the main driving force during the operation will be
compression and expansion of the gas bubble. A certain amount of gas
remains always in the reservoir as cushion gas. During this period mixing
processes between different gases can still be important, e.g. when the
residual gas was not completely displaced or when an alternative gas is
used as cushion gas (e.g. N2 or CO2 as suggested in [123, 107, 97]). The
displacement of gas by water from an aquifer potentially only plays a minor
role as drive mechanism during withdrawal.
2.1.1 Gas-water flow
Gas and water are almost immiscible fluids which form a two-phase system
within the porous rock. On pore scale the phases are separated by abrupt
interfaces as illustrated in Fig. 2.1. The interaction between the phases is
related to forces at the fluid-solid and fluid-fluid interfaces. For a gas-water
system reservoir rocks are typically water-wet. This means that water tends
more to adhere to the solid surfaces than gas [6]. As a consequence of the
wettability water is rather present in smaller pores while the gas phase will
inhibit larger pores or channels [6]. In addition to the adhesive forces, the
behavior is influenced by the interfacial tension between gas and water [6].
The combination of these forces leads to a pressure difference across the
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Figure 2.1: Sketch of fluid distribution on pore scale: For a gas-water
system the wetting phase is water and the non-wetting phase is gas [59]
gas-water interface which is referred to as capillary pressure [6]. For a gas-
water system the capillary pressure results that the gas pressure is higher
than the water pressure. The mentioned pore scale effects influence also the
flow of the fluid phases. Not the entire pore space is available for each phase
and consequently the flow of the phases interferes with each other [6]. To
be able to flow each phase needs to have a continuous pathway through the
porous medium [6].
On macroscopic scale the two-phase system can be averaged over an repre-
sentative elementary volume (REV) (cf. Fig. 2.2). The pore space occupied
Figure 2.2: From pore scale to continuum scale [59]
by each phase divided through the total pore space is referred to as satu-
ration [6]. The ability for each phase to flow through the porous medium
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is described by the concept of relative permeability which was derived from
laboratory experiments [6]. The relative permeability is the ratio between
the effective permeability for one fluid phase and the absolute permeability
as a function of saturation [6]. As a consequence of the necessity for a con-
tinuous flowpath for a phase, the relative permeability will become zero at
some critical value for the saturation which is still larger than zero. This sat-
uration is referred to as residual saturation [59]. The displacement processes
when the wetting phase (water) displaces the non-wetting phase (gas) and
vise versa have different characteristics [6]. During imbibition the wetting
phase penetrates into the larger pores or channels while during drainage the
non-wetting phase displaces the wetting phase in the smaller pores [59]. As
a result the relative permeability curves as a function of saturation have dif-
ferent shapes for the wetting and for the non-wetting phase. In both cases
some amount of the displaced fluid phase will be left behind.
The displacement problem between two immiscible fluids on macroscopic
scale was solved by Buckley and Leverett in a simplified form [19]. They
derived an analytical solution for the saturation in a one-dimensional domain
when the displacing fluid is injected from one side. The solution consists of
a displacement front followed by a rarefaction wave (cf. Fig. 2.3). The value
Figure 2.3: Saturation versus distance in two-phase displacement process:
The example shows the displacement of oil by water what is qualitatively
equal to the displacement of water by gas [31]
of saturation behind the displacement front depends on the mobility ratio
between the phases. The characteristics of this behavior were also confirmed
by laboratory flooding experiments [19].
However, the one-dimensional problem provides only an averaged solution
for the effects on pore scale which are, as mentioned before, influenced by
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the adhesive forces and interfacial tensions between the fluids and the solid.
In a three-dimensional system the stability of the displacement front needs
be considered additionally. Factors, which are important in this context, are
the density difference between the phases, the mobility ratio, the permeabil-
ity distribution and the positioning of storage wells. The low density and
viscosity of hydrogen could make the displacement instable what results in
a low volumetric displacement efficiency. Two physical effects which could
arise and lower the efficiency are viscous fingering and gravity segregation:
• Viscous fingering arises due to a contrast in the mobilities of the dis-
placing and displaced fluid. An assessment can be done by using the
mobility ratio [124]:
M = kr1µ2
kr2µ1
(2.1)
where kr1 is relative permeability of the displacing fluid at the average
saturation behind the displacement front, kr2 is relative permeability
of the displaced fluid at the average saturation ahead the displacement
front and µ1 and µ2 are the viscosities respectively of the displacing and
displaced fluid. In general it is accepted that mobility ratios smaller
than one result in a stable displacement [62]. In contrast for mobility
ratios higher than one the front becomes instable and fingers occur
in the displacement front. A rough estimation for hydrogen storages
results in mobility ratios in the order of 2 - 5 for the displacement of
water. Consequently, an instable displacement is expected.
The cause for viscous fingering are small perturbations which result
from microscopic heterogeneities although the porous medium can be
homogenous at macroscopic scale [77]. As destabilization forces are
stronger than stabilization forces the small perturbations continue to
propagate as large fingers. In laboratory experiments this effect can be
visualized in a Hele-Shaw cell which consists of two glass plates with
a small gap. In Fig. 2.4 the formation of fingers is shown around an
injection point. The further spreading of fingers is conducted by sev-
eral phenomena. The fingers spread perpendicular to the main flow
direction what can either result in joining of two fingers or a split-
ting at the tip [62]. Additionally, a shielding can occur which means
that only a smaller number of fingers continues to propagate and the
remaining fingers become slower or stop [62]. The result is a tree-
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Figure 2.4: Viscous fingers around an injection point in a Hele-Shaw cell
[101]
like structure [102]. The factors influencing this process are viscosity
differences, density differences and surface tension forces [77]. How-
ever, underground structures also have permeability heterogeneities at
macroscopic scale which result in different flow potentials. Thereby
viscous fingers tend to propagate in the direction of high flow potential
[77].
• Gravity segregation arises due to different densities and mobilities of
the displacing and displaced fluid [123]. When a less dense displac-
ing fluid prefers to flow at the top of the structure the behavior is
referred to as density override. In contrast, when a more dense dis-
placing fluid prefers to flow at the bottom of the structure it is referred
to as density underride. This effect was investigated mathematically
by Dietz [33]. Based on some assumptions he derived a balance for
the viscous and gravitational forces which separate an instable from a
stable displacement. His findings allow the following conclusions for
UHS where the less dense and more mobile gas phase is usually above
the more dense and less mobile water phase. The downdip displace-
ment of water by gas during injection becomes instable at a critical
velocity [123]. Above this velocity gravity override occurs. However,
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the updip displacement of gas by water during withdrawal is stable
at any velocity [123]. The behavior of top to bottom displacement is
illustrated in Fig. 2.5.
Figure 2.5: Segregated downdip displacement process: a) instable, b) sta-
ble [31]
In hydrogen storages especially in aquifers the instable displacement could
be associated with several problems. At first fingers could spread laterally
much further than expected and some of them could pass the spill point of
the structure [102]. If this occurs the gas is carried away by buoyancy forces
and consequently lost [102]. The injection rate provides a possible control
of the extension of fingers. In Fig. 2.6 the spreading of gas is illustrated for
three different injection rates where a spillage occurs only for the highest
rate. Secondly, a low volumetric sweep efficiency is obtained which results
in a small storage volume. Thirdly, the fingers provide a large contact
area between hydrogen and the water phase where a dissolution could take
place [102]. The dissolved amount of hydrogen becomes also unrecoverable.
Finally, mobile fluids could be left behind which will be produced in the
subsequent withdrawal process.
2.1.2 Mixing in gas-gas displacement
The mixing between gases with different composition plays a major role
when a depleted gas reservoir is transformed to an UHS or when an al-
ternative cushion gas is used. The principle difference compared to the
mechanism of gas-water flow is the fact that there is no abrupt transition
between the different gases at pore scale. In a one-dimensional displacement
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Figure 2.6: The injection of gas into an anticline trap [102]
this leads on one hand to a complete or piston-like displacement where no
initial gas is left behind the front [15]. On the other hand the miscibility
leads to a smearing out of the front due to diffusive or dispersive flux at the
front [123]. In Fig. 2.7 the behavior of a miscible displacement is shown for
different Peclet numbers. A high Peclet number means that the diffusive
flux has a low influence and the displacement front is piston-like. In con-
trast, a small Peclet number means that the diffusive flux has an significant
influence which results in a strong smearing out of the front. In a more-
dimensional system the overall process is influenced by heterogeneities and
anisotropies of the porous medium and mobility ratios, density differences,
molecular diffusion and mechanical dispersion between the different gases
[123].
Mobility differences in a gas-gas displacement arise mainly due to different
dynamic viscosities. Hydrogen has a very low viscosity which results in a
mobility ratio around 1.5 for the system H2-CH4 and 4 for the system H2-
CO2. This could result again in an instable displacement when hydrogen is
injected to displace another gas. However, this effect is much less than is
the system of gas-water displacement because the miscibility leads to a high
18
2.1 Hydrodynamics in UHS
Figure 2.7: Outflow concentration of the injected tracer versus produced
pore volume [67]
dispersion of the front which acts as stabilizing force [62].
Density differences are in the range of ∼80% for the system H2-CH4 and∼95% for the system H2-CO2. The effect can have a negative influence when
the injection aims to displace another gas but instead gravity override oc-
curs. However, the effect can be also used to keep different gases segregated,
e.g. when CO2 is used as cushion gas [123].
Molecular diffusion is generally considered as a slow process when com-
pared to advective/convective transport [123]. The molecular diffusion co-
efficient D˜diff for hydrogen in gaseous state is relatively high, in the order of
1⋅10−6m2/s. The effective molecular diffusion coefficient depends on poros-
ity, saturation state and tortuosity of the porous medium and will be less.
As molecular diffusion is proportional to the concentration gradient, it will
be fast at the beginning but when the concentration gradients decrease its
influence will also decrease. It is independent of advective/convective trans-
port, thus, it could become the governing process during idle periods.
Mechanical dispersion, in contrast, is a mixing process which takes place
due to the movement of fluids in the porous medium [123]. It arises from
variations in the velocity which can occur on different scales, ranging from
microscopic to reservoir scale [123]. The mechanical dispersion coefficient
D˜disp depends on the velocity and direction of flow and can be formulated
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as follows [115]:
D˜disp,L = aL ⋅ ∥v∥ D˜disp,T = aT ⋅ ∥v∥ (2.2)
where a is the dispersivity in [m], ∥v∥ is the Darcy velocity in the principle
direction, the subscript L refers the longitudinal direction and the subscript
T refers the transverse direction. The dispersivity of the porous medium de-
pends on its tortuosity and heterogeneity. Measurements of the dispersivity
gave results which deviate by several orders of magnitude. As the process
is strongly influenced on the considered scale, laboratory measurements can
not be transferred directly to reservoir scale [123]. Tracer tests, which have
been performed on reservoir scale, have shown that the longitudinal disper-
sivity is between 1 m to 100 m [123, 23, 78]. The transverse dispersivity
is usually one or two orders of magnitude less. Assuming flow velocities of
several meters per day, which are common in gas storages, the longitudinal
mechanical dispersion coefficient will be around 5 ⋅ 10−4 m2/s. Hence, the
mixing by mechanical dispersion is expected to be much more pronounced
than only by molecular diffusion.
2.2 Microbiology in UHS
Living organisms are classified into three categories: Eukarya, archaea and
bacteria [84]. Related to Pepper et al. [84], the term microorganism is
defined as free-living organism which is too small to be seen by the naked
eye. Based on the cell size only, organisms of all three categories fall under
this definition. For most of them the conditions (pressure, temperature,
oxygen absence, pH-value,...) in UHS are not preferable or make it even
impossible to survive. Nevertheless, it is known that some archaea and
bacteria are quite well adapted to these conditions. These two forms of
living are introduced in the following sections.
2.2.1 Cell structure of archaea and bacteria
Microorganisms are simple constructed single cell organisms without cell
nucleus [30]. The main types of microorganisms are archaea and bacteria
which are similar in many aspects but have some differences. Subsequently
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the term microorganism is used whenever a distinction between archaea and
bacteria is not necessary. The usual size of a microbial cell is 0.5 to 1 µm in
diameter and 1 to 2 µm in length [84]. The cell contains a full organism with
all functionalities like orientation, mobility, nutrient intake, digestion and
reproduction [30]. In Fig. 2.8 the structure of a microbial cell is sketched.
The cell is constructed out of a cyst which encloses the cytoplasm. The cyst
Figure 2.8: Sketch of the cell structure [30]
consists of a cell wall and membranes. The cell wall is relevant for the shape
and compression resistance of the cell [30]. The cytoplasm membrane is
impermeable for most chemical components but let some components which
are required for the bio-chemical processes pass. The cytoplasm encloses
the chromosome, ribosomes and additional substances which are used for
different bio-chemical processes [30]. The chromosome which is in contrast
to eukarya not enclosed by a nucleus is referred to as nucleoid and contains
the genetic information [30]. The difference between archaea and bacteria
is the material out of which the cell walls and membranes consist. Some
microorganisms have a flagellum on one side which makes a target-oriented
movement possible [84]. Other cell appendixes, i.e. pili, can be used for
attachment processes (cf. section 2.2.5) [47].
2.2.2 Cell duplication and metabolism
Microbial cells reproduce themselves by cell division as illustrated in Fig. 2.9
[30]. The process consists of several steps. At first the chromosome is
duplicated [30]. Then, the cell is growing to the double size [30]. Finally, a
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Figure 2.9: Duplication of a microbial cell [30]
ring-shaped contraction of the cell wall starts in the center and the cell is
separated into two individual cells [30].
The process of cell duplication requires a series of chemical reactions within
the microbial cell which is referred to as microbial metabolism [84]. The aim
of metabolism is the increase of cell mass and finally the cell duplication.
However, it has to be differentiated between growth metabolism and non-
growth metabolism [84]. During non-growth metabolism the microbial cell
does not increase its mass or duplicate but substrates and nutrients are still
consumed for the maintenance of the cell structure.
For both types of metabolism the microorganism needs a source of energy
and a source of carbon [84]. Under atmospheric conditions microorganisms
tend to use a redox reaction (chemotrophic) by using oxygen or light (pho-
totrophic) as the source of energy [84]. Under anaerobic conditions, e.g. in
subsurface formations, they need to use a less energy efficient redox reaction.
Different organic or inorganic substances can be used in this process as elec-
tron donor [84]. In UHS it appears reasonable that the microorganisms use
hydrogen as the electron donor. In the literature these types of metabolism
are referred to as hydrogenotrophic. The most important types are sum-
marized in section 2.2.4. The source of carbon can be also differentiated as
organic source (heterotrophic) or as inorganic source (autotrophic) [84]. An
inorganic source of carbon would be CO2.
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2.2.3 Microbial populations and growth
So far microorganisms have been regarded as individual cells, however, they
are very small and consequently the influence of a single microbial cell in
an environmental system is almost zero. Microorganisms occur usually as
populations with a very large number of microbial cells. These populations
usually consist out of different species. Therefore, in the context of environ-
mental processes the biomass or microbial counts are used. Biomass is the
sum of the mass of the individual microorganisms in [kg]. From a chemical
point of view, biomass consists approximately out of 80% H2O [30]. The
remaining mass is organic material. The chemical composition is often sim-
plified by < CH2O > which roughly describes the compositional proportions
of biomass [30]. Microbial counts relate the number of microbial cells to a
volume or a total mass. The units used in the literature are [cells/ml] or
[cells/g].
The growth behavior of microbial populations can be investigated in the
laboratory. The microorganisms are inserted into a bottle containing a
nutrient solution [30]. A fixed amount of substrate is added and samples
are taken frequently to analyze them with respect to the cell number or
biomass [30]. The number of cells or biomass is subsequently shown in a
semi-logarithmic plot versus time. Such experiments are referred to as batch
culture experiments. An example of the outcome is shown in Fig. 2.10.
Usually four different growth phases can be observed [30]:
Figure 2.10: Typical growth curve of a microbial population [122]
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• Lag phase: During the initial lag phase no growth of the microbial
population occurs. The microorganisms need a certain time to phys-
iologically adjust themselves to the new external conditions [84]. In
the laboratory the lag phase usually lasts some minutes up to some
hours. However, under environmental conditions it can last months or
even years [84].
• Exponential growth (log) phase: After the lag phase the growth be-
havior shifts into the exponential growth phase. In this phase the
number of cells is doubled during each generation. This means that
the number of cells increases exponentially with a maximum rate [30].
This rate is specific for each substrate and the external conditions [30].
Under ideal condition this can be every 10 minutes, however, it can
also last up to 100 years [84]. Mathematically, the growth during this
phase can be described by the following differential equation [30]:
dn
dt
= µn (2.3)
where n is the number of microbial cells and µ is the maximum growth
rate in [1/s].
The exponential growth can be easily observed in the laboratory, how-
ever, under environmental conditions it usually does not occur for long
periods [84]. The maximum rate of growth is also smaller under envi-
ronmental conditions than measured in the laboratory [84].
• Stationary phase: When the carbon or energy source becomes limiting
the growth behavior shifts into the stationary phase [84]. During this
phase no net growth occurs. However, this does not mean that indi-
vidual cells do not duplicate. It only means that growth and death are
balanced [84]. When microbial cells are using dead microbial cells as
carbon source the process is referred to as endogenous metabolism [84].
Mathematically the growth during the stationary phase can be formu-
lated as follows [84]:
dn
dt
= 0 (2.4)
• Decay/death phase: Finally, the growth behavior shifts into the de-
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cay phase during which the number of active cells shows a negative
exponential decline [84]. However, individual cells can still duplicate.
Mathematically the decay phase can be described as [84]:
dn
dt
= −bn (2.5)
where b is the decay rate in [1/s].
Monod [87] introduced two additional phases in the life cycle of a microbial
batch culture: The acceleration phase which is the transition between the
lag and the exponential growth phase and the deceleration phase which
is the transition between the exponential growth phase and the stationary
phase.
2.2.4 Relevant microbial species in UHS
The injection of hydrogen into subsurface structures could stimulate the
growth of all present microbial species which are able to use hydrogen for
their metabolism. As introduced before such microbial species are referred
to as hydrogenotrophs. Evidence for this behavior is given by observations
in some of the former town gas storages where the activity of methanogenic
archaea was concluded. The activity of sulfate-reducing bacteria was also
observed in town gas and natural gas storages. Indications are often the
production of H2S and the resulting corrosion problems [72]. Other sources
give hints that also homoacetogenic archaea and iron-reducing bacteria could
be stimulated and contribute in the metabolism of hydrogen [27, 81].
According to the available literature it is expected that four hydrogenotrophic
species could be important for UHS. Their metabolic reactions differ by the
used electron acceptor.
• Methanogenic archaea obtain energy from the following metabolic re-
action:
CO2 + 4H2 Ð→ CH4 + 2H2O (2.6)
Most methanogenic archaea are autotrophs what means that they are
using CO2 as carbon source [125].
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• Homoacetogenic archaea are also usingH2 and CO2 for their metabolism:
2CO2 + 4H2 Ð→ CH3COOH + 2H2O (2.7)
They can use CO2 (autotrophic) but also an organic source of car-
bon [113].
• Sulfate-reducing bacteria imply the following metabolic reaction:
SO2−4 + 5H2 Ð→H2S + 4H2O (2.8)
Sulfate-reducing bacteria are mainly using inorganic compounds as
carbon source (heterotrophic) but autotrophic species also exist [13].
• Iron(III)-reducing bacteria use the following metabolic reaction:
3FeIII2 O3 +H2 Ð→ 2FeII3O4 +H2O (2.9)
Iron-reducers can be heterotrophic or autotrophic [110].
Other variations of the reaction equations are possible, however, the stated
equations represent the microbial processes in an adequate way. The co-
existence of several species can thereby result in a concurrence between
the different hydrogenotrophic processes which was investigated by Cord-
Ruwisch et al. [27] and Lovley et al. [81]. They have shown that a simulta-
neous survival and also an out-competition is possible. The microorganisms
have revealed to have different minimum threshold concentrations for the
consumption of hydrogen. Iron-reducing bacteria have the lowest thresh-
old concentration and consequently the best potential to out-compete other
species. However, when hydrogen is available in excessive amount, several
species can reproduce simultaneously depending on the presence of the cor-
responding electron acceptor.
2.2.5 Microbial transport and structures in porous media
The structure in which microorganisms live and the transport of microor-
ganisms in porous media are strongly related. Microorganisms or biomass in
porous media can appear in two different structures: Planktonic/suspended
in the water phase or as biofilm associated with a surface [47].
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• In the planktonic/suspended structure the microorganisms are freely
living in the water phase. Consequently, they are transported with
the flow of water. This process is governed by the pressure gradient
and the hydrodynamic properties of the porous medium (porosity and
permeability) [47]. In addition, hydrodynamic dispersion and random
motion (similar to diffusion) plays a role in this process [47]. However,
the advective transport of suspended microorganisms has some differ-
ences to the transport of dissolved chemical species [84]. The fact that
living organisms are transported makes it much more complex [47].
The transport is influenced by straining and filtration. Filtration is
the removal of microorganisms from suspension by collision and at-
tachment to solid surfaces [47]. Straining means that microorganisms
become trapped in too small pore throats [47]. This process can be
relevant for rocks which have a recognizable portion of silt or clay par-
ticles [84]. Additionally, microorganisms are usually transported faster
than a dissolved chemical species would be. Microorganisms tend to
flow in the centerlines of the pores or pore throats where the flow ve-
locity is higher than the average velocity [47]. This process is referred
to as size exclusion. In addition to the passive transport by advection,
microorganisms can also move actively. This process is referred to as
chemotaxis and describes the movement of microorganisms in direc-
tion towards substrates/nutrient or away from toxic substances using
their flagella [84]. The process is called positive chemotaxis when the
microorganisms are moving towards a higher concentration or negative
chemotaxis when they are moving towards a lower concentration [14].
• Biofilms, which are frequently denoted as slimy substance, are usu-
ally the dominant structure in porous media [108, 14]. A biofilm is an
assembly of microorganisms which attaches to each other and to a sur-
face by a structure of self-produced extracellular polymeric substances
(EPS) [108, 14]. Biofilms can contain multiple microbial species [14].
An image of a biofilm from a scanning electron microscope is shown
in Fig. 2.11. The creation of a biofilm can be explained by the four
stages of a biofilm life cycle [130]: (1) Microorganisms attach to a solid
surface or an interface between two fluid phases. Their first attach-
ment due to physicochemical (van der Waals or electrostatic) forces
is reversible [14, 47, 84]. Also microbial cell appendixes like pili can
have an influence in the attachment process [47]. (2) Under favor-
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Figure 2.11: Image of a biofilm from a scanning electron microscope, B:
microorganism, F: EPS, P: particulate matter, S: substrate [14]
able conditions the microorganisms attach irreversibly by creating a
structure of EPS which holds the microorganisms together and where
appropriate attaches them to the solid surface [84, 14, 47, 108]. (3)
During the stage of growth a complex three-dimensional community
is formed [130]. The biofilm can be a patchy or a continuous cover
over the surface [14]. (4) In the final stage single cells or biofilm frag-
ments can be detached by shear stresses [14, 130]. The detached
cells are transported away and can attach elsewhere to create a new
biofilm [130]. Compared to the planktonic structure the biofilm has
some advantages for the survival of microorganisms [14]. The EPS
structure provides a cohesive strength, protects from predator cells
and serves as nutrient reservoir [14, 108]. Microorganisms which live
in a biofilm are practically immobile [130]. Additionally, it has to be
mentioned that biofilms influence the hydrodynamic parameters of the
porous medium, i.e. a reduction of the effective porosity and effective
permeability can occur [108].
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2.3 Modeling of bio-reactive transport in porous
media
The linkage between transport and growth of microorganisms, substrate
availability and biodegradation results in a strongly coupled dynamic sys-
tem [92]. Involved physicochemical processes are advection, diffusion, dis-
persion, size exclusion, straining and filtration and the biological processes
are growth, decay, metabolism, chemotaxis, physiological adaptation, at-
tachment and detachment [92]. The difficulty in the development of a gen-
eral model is the inclusion of processes which appear on different length
scales. While biological processes such as growth, chemotaxis or attachment
occur on cell or pore scale, the hydrodynamic processes occur on Darcy scale
or even above [92]. The present literature review concentrates on upscaled
effective representations of the processes on Darcy scale. Additionally, the
time scale of the processes needs to be considered. Processes which occur
on a similar time scale as the time scale of transport can be treated ki-
netically [92]. In contrast, processes which are much faster can be treated
instantaneously by using equilibrium laws. A model can contain both types
of processes which means that the model becomes a coupled system of partial
differential and algebraic equations [92]. In the following sections available
models from groundwater and gas storage applications are reviewed.
2.3.1 Single-phase models for groundwater applications
The literature comprises a wide range of modeling approaches for bio-reactive
transport in the subsurface. As most of them are developed for groundwa-
ter applications, they are limited to single-phase flow. The models differ by
the considered processes and scales. A characteristic difference between the
modeling approaches is the consideration of biomass structures. Structured
models are taking into account the difference and interactions of attached
biomass (biofilms) and suspended biomass [92]. Unstructured models do not
take into account the different structures and treat biomass as a fully pene-
trable volumeless component [92]. The following list summarizes the major
processes of structured bio-reactive transport models on Darcy scale:
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1. The flow is described by Darcy’s law and depends on the pressure
gradient and the permeability:
uw = −K
µw
⋅ (∇P − ρwg) (2.10)
where uw is the Darcy velocity of water in [m/s], K is the absolute
permeability in [m2], µw is the viscosity of water in [Pa ⋅ s] P is the
pressure in [Pa], ρw is the density of water in [kg/m3] and g is the
gravity acceleration in [m/s2].
2. The transport of suspended microorganisms and other solutes, e.g.
nutrients or substrates, is governed by advection and dispersion. The
dispersion can be further separated into mechanical mixing and molec-
ular diffusion [92]. The result is an advection-dispersion transport
equation for microorganisms or other solutes [92]:
∂Ci
∂t
+∇ ⋅ (Ciuw) = ∇ ⋅ (Di∇Ci) (2.11)
where Ci is the concentration of biomass or the concentration of a
dissolved component in [kg/m3] and Di is the effective dispersion co-
efficient in [m2/s].
3. The process of attachment represents the removal of microorganisms
from the water phase by straining and filtration [92]. The simplest
model is a linear rate of attachment. Furthermore, the attachment rate
could be modeled as function of the flow velocity [92]. The exchange
of microorganisms between the different structures can be modeled by
the following terms for attachment and detachment:
dCim
dt
=KfCmm −KrCim (2.12a)
dCmm
dt
= −KfCmm +KrCim (2.12b)
where Cim is the concentration of attached (immobile) microorgan-
isms, Cmm is the concentration of suspended (mobile) microorganisms,
Kf is the rate of attachment in [1/s] and Kr is the rate of detachment
in [1/s].
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4. Microbial growth is usually modeled the by Monod model [87] which
takes into account the limitation of the substrate or by the double
Monod model which takes into account the limitation of the substrate
and the electron acceptor [92]. For the decay usually a constant rate is
accepted. It has to be differentiated between the growth in the biofilm
structure and in the suspended structure:
dCim
dt
= µimm Cim ( CSKS,im +CS) − b ⋅Cim (2.13a)
dCmm
dt
= µmmm Cmm ( CSKS,mm +CS) − b ⋅Cmm (2.13b)
where µm is the maximum specific growth rate in [1/s], CS is the
substrate concentration, KS is the half-velocity constant and b is the
decay rate in [1/s].
5. The biodegradation of substrates and electron acceptors is modeled
kinetically by treating it proportional to the microbial growth [92].
Consequently, it can be also modeled by Monod model including a
yield coefficient:
dCS
dt
= −µmmm
Y
Cmm ( CS
KS,mm +CS) − µimmY Cim ( CSKS,im +CS) (2.14)
where Y is the yield coefficient. The rate of growth and consequently
the rate of biodegradation depends on the microbial structure. Usu-
ally, biomass in a biofilm structure degrades substrates slower than
suspended biomass [92].
Many other processes could be included in the model: A lag phase in the
growth, competition between different species for the same substrate, mem-
orization effects in the attachment and detachment processes or chemotactic
movement of microorganisms [92].
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2.3.2 Two-phase models for gas storage applications
Bio-reactive transport models which consider the flow of two phases are
very rare in the literature. Two different models are available which were
developed for the application to UHS: Ebigbo et al. [38] developed a model
at pore scale while Panfilov [100] and Toleukhanov et al. [126] developed
a model at macroscopic scale. The model of Toleukhanov et al. [126] was
the starting basis for this thesis and is therefore briefly reviewed in this
section.
The model uses a structured approach for the biomass, however, not in the
same way as introduced in the previous section. The model distinguishes
between the following two biomass structures:
• Microorganisms in the water phase which include suspended biomass
and attached biomass to the solid surface (biofilm)
• Microorganisms in a neuston biofilm which means that they are living
in a coherent structure in the direct vicinity to the gas-water interface
One microbial species, i.e. methanogenic archaea, is considered which me-
tabolizes by the following reaction equation:
CO2 + 4H2 Ð→ CH4 + 2H2O (2.15)
The growth of microorganisms in the neuston and in the water structure are
modeled qualitatively different. In the neuston structure the microorganisms
consume the substrates directly from the gas phase. Hence, the growth
depends on the concentrations in the gas phase. CO2 is assumed to be
limiting in a similar formulation as in the Monod model:
∂nns
∂t
= 1
te,ns
( cCO2g
1 + anscCO2g )nns (2.16)
where n is the number of microorganisms in [1/m3], te is the characteristic
time of eating in [s], c is the molar concentration, a is an empirical coefficient
and the subscript ns denotes the neuston structure. In contrast, the growth
in the water structure depends on the concentrations of H2 and CO2 in
the water phase. The formulation is similar to the double Monod model
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but uses a variable maximum growth rate depending on the population size
which was suggested by Panfilov [100]:
∂nw
∂t
= 1
te,w
nw
1 + n2w
n2w,max
( cH2w
1 + anscH2w )( c
CO2
w
1 + anscCO2w )nw (2.17)
where nw,max is the population number at which the rate of growth reaches
its maximum and the subscript w denotes the water structure.
In addition to the growth in both structures the model for the popula-
tion dynamics includes decay, advective transport, microbial diffusion and
chemotaxis. Exchange processes (attachment and detachment) between the
microbial structures are simplified by the assumption that the relative num-
ber of microrogansims in the neuston structure is equal to the gas saturation.
This assumption makes it possible to model the dynamics of the microbial
population by one equation:
∂n
∂t
= ηnscCO2g (1 − S)n
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where η is the rendering coefficient which relates the growth of biomass to
the consumption of substrates in [1/mol], S is the water saturation, td is the
characteristic time of death in [s], u is the Darcy velocity in [m/s], Dch is
the chemotaxis rate in [m2/s], the subscripts g and w denote gas and water.
In this equation the growth models are simplified. CH2 is the total mole
fraction of hydrogen:
CH2 = ρwcH2w S + ρgcH2g (1 − S)
cH2w S + cH2g (1 − S) (2.19)
For the transport of the substrates the flow in both phases (gas and water)
is considered. The consumption of substrates is included as sink terms
which are proportional to the growth terms in the water and in the neuston
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structure. Additionally, diffusive transport is included for both phases:
φ
∂
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(2.20)
where φ is the porosity, ρ is the molar density in [mol/m3], γ is the stoichio-
metric coefficient in reaction equation 2.15, i.e. 4 for H2 and 1 for CO2, in
[mol] and D is the effective diffusion coefficient in [m2/s].
The exchange of mass between the phases is assumed to take place instan-
taneously. Hence, the concentrations of components in the water phase is
described by using an equilibrium law, i.e. Henry’s law:
ckw =HkPwckg , k =H2,CO2 (2.21)
where H is the Henry coefficient in [1/Pa].
2.3.3 Review of tools for (bio-)reactive transport modeling
A wide choice of numerical tools, which could be used for the modeling of
transport processes in UHS, is available. The selection ranges from com-
mercial software packages from the petroleum industry, over combined com-
mercial and scientific software packages to open-source codes, which are
commonly only used for scientific applications.
Commercial software packages from the petroleum industry, e.g. Schlum-
berger Eclipse [116] or CMG’s IMEX, GEM and STARS [82], usually pro-
vide two main mathematical models: A black-oil model and a compositional
model. While the black-oil model is more adequate for modeling flow in oil
and/or gas reservoirs with up to three phases, the compositional model could
be adjusted and used for modeling the flow and transport processes in UHS.
However, physical and biological processes like mechanical dispersion, micro-
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bial growth and the coupled bio-chemical reactions are potentially difficult
to implement because the software packages are inflexible in this regard.
COMSOL Multiphysics [1] is a commercial tool which allows the simulation
of physical and chemical processes from many disciplines. COMSOL shows a
higher flexibility compared to commercial reservoir simulators what makes
it interesting also for scientific applications. It is possible to couple any
kind of physical or chemical process with the flow equations. Additionally,
the mathematical interfaces allow to enter user-defined equation systems.
Thereby, the discretization and solving is still carried out by COMSOL and
no extended programming is required. However, the finite element method
which is used for the spatial discretization shows some disadvantages for
the modeling of flow and transport processes. Oscillations tend to occur
around discontinuities in saturations or concentrations. A stabilization of
the solution is possible but potentially COMSOL is only adequate for simple
conceptional simulations in one- or two-dimensional domains and not for
three-dimensional field scale simulations.
TOUGHREACT [134] is a numerical simulation program which is available
under commercial or academic license agreement. It was developed for reac-
tive non-isothermal multi-component and multi-phase processes in porous
and fractures media. It was successfully applied for nuclear waste disposal,
CO2 storage, groundwater and other hydrodynamic processes in subsurface
systems. The source code of this tool is available so that potentially any
physical or biological process could be included.
Different open-source codes, e.g. DuMuX [43], OpenGeoSys [73] and OPM
(Open Porous Media) [4], are available which were developed for the simu-
lation of flow and transport processes in porous media with scientific pur-
poses. While OPM is more related to petroleum reservoirs, OpenGeoSys
and DuMuX were developed for groundwater and other hydrological ap-
plications. Potentially all of them could be adjusted for the bio-reactive
modeling in UHS. The tools differ by their discretization methods, available
mathematical models and handling.
In Table 2.1 a comparison of the different tools with regard to available
physical models, numerical aspects and handling is shown. None of these
tools is capable to model all relevant processes in their original version.
Consequently, it is reasonable to use a tool for which the source code is
available and adjustments in the mathematical model are possible. The
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selection for this thesis was DuMuX which appeared to be most suitable for
the implementation of a bio-reactive transport model for UHS.
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CMG COMSOL DuMuX Eclipse OpenGeoSys OPM TOUGHREACT
Physical models
Compositional multi-phase flow × × × × × ×
multi-phase flow
Molecular diffusion × × × × × × ×
Mechanical dispersion × × ×
Chemical reactions × × × × ×
Biomass growth and decay × ×
Non-isothermal flow × × × × × × ×
Solid mechanics × × × ×
Numerical scheme
Spatial discretization FDM FEM FVM FDM FEM FVM FVM
Time discretization implicit⋆ implicit BE⋆ implicit⋆ BE BE BE/CD
Handling
Commercial × × × ×
Graphical user interface × × × ×
Open-source × × ×
Programming language C++ C++ C++ Fortran
Table 2.1: Comparison of tools for modeling (reactive) transport in underground reservoirs (some infor-
mation is taken from Steefel et al. [120])
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⋆ IMPES (implicit pressure and explicit saturation) models are additionally
available
FVM = finite volume method
FDM = finite difference method
FEM = finite element method
BE = backwards Euler
CD = central difference
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Chapter 3
Analytical modeling of gravity-driven
displacement
As introduced in the literature review, the operation of hydrogen storages
is similar to natural gas storages, however, the hydrodynamic behavior of
hydrogen could be different. In the papers of Paterson [102] and Carden
and Paterson [22] some aspects of underground hydrogen storage are in-
vestigated. They stated that there is a high risk of arising viscous fingers
during the displacement of formation water because of the high mobility
ratio between the displacing and displaced fluid. This instance is combined
with several negative impacts: (1) Hydrogen could disappear beyond the
spill point of the structure when viscous fingers spread laterally very far,
(2) the viscous fingers affect an increased interface between gaseous hydro-
gen and formation water where a dissolution takes place, (3) macroscopic
gas volumes could be trapped during the withdrawal period and become
unrecoverable.
An improvement can be obtained by injecting the hydrogen at the bottom
of the structure. By doing so, the gas rises due to buoyant forces before it
arrives below the cap rock. However, when the gas arrives at the top, the
lateral spreading starts in the same way and the problem is only delayed
by a few days. A possible solution is the operation in a storage formation
with horizontal barriers where the rising of gas is drastically slowed down.
Experiences for rising fluids in stratified geological formations were already
gained for the injection of CO2 into an aquifer by Boait et al. [16]. However,
the once-only injection of CO2 cannot be transferred directly to hydrogen
storages which would be operated by cyclic gas injection and withdrawal.
It is demanded that a preferable high percentage of the injected hydrogen
can be recovered in the subsequent withdrawal period. The cyclic operation
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can be achieved by the so-called ”selective technology” which is illustrated
in Fig. 3.1.
Figure 3.1: Sketch of ”selective technology”
This concept consists of two systems of wells in a stratified reservoir. The
reservoir potentially consists of high porous and high permeable sandstones
which are interrupted by thin shale or mud stone layers. The thin layers
thereby play the role of horizontal low permeable or even impermeable bar-
riers. One system of wells is used to inject the hydrogen at the bottom of
the structure. The hydrogen starts to rise because of the buoyant forces.
At the barriers the vertical migration is retarded until the hydrogen pene-
trates or flows around. Finally, when the hydrogen arrives at the top of the
structure it will be withdrawn by the second system of wells. Alternatively,
double completions could be deployed to the reduce the number of required
wells. These completions should allow the injection at the bottom and the
production at the top through the same well. It is important to produce
the hydrogen before it has the chance to spread laterally. However, this
method is not common and the application is complex. A detailed planning
is required to coordinate the injection rate, withdrawal rate and time of gas
rising. The cyclic operation leads to a continuous gas flow from the bottom
to the top. Consequently, a potential residual gas in the reservoir would be
produced first. The use of an alternative cushion gas is not possible because
the stored gas is repeatedly exchanged. A key element is the selection of
a suitable storage site. Once the storage is constructed it allows only low
flexibilities in the storage cycle.
The present chapter was published in a similar form in the Journal of Natural
Gas Science and Engineering [53].
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3.1 Case study description
The derivation of an analytical solution for the problem is only possible
for a one-dimensional domain. Consequently, the vertical dimension is used
because gravity is the driving force in this investigation. However, the re-
moval of the two horizontal dimensions avoids the possibility for gas spread-
ing laterally and flowing around the barriers. Moreover, an impermeable
barrier in a one-dimensional domain would block the flow completely. Con-
sequently, the analytical solution requires an assumption. In the two- or
three-dimensional case the barriers could be impermeable but limited in
areal extend. For the representation in the one-dimensional case low per-
meable barriers with a defined thickness are used. Thereby, it is considered
that the time of gas flowing through the low permeable barriers is equal
to the time of gas flowing around the impermeable barriers in the two- or
three-dimensional case. All solutions in this paper are obtained by using
the same base case. A periodic geometry acts as the basis for the analytic
model (Fig. 3.2). The barriers (medium II) have a permeability of KII = 250
mD whereby the reservoir rock (medium I) is defined with KI = 500 mD.
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Figure 3.2: 1D geometry
The porosity is defined as 0.25 and the total upwards pore velocity as 0.25
m/day. The pressure and temperature conditions are set to 400 bar and
125 ○C. All required fluid properties are summarized in Table 3.1 and 3.2.
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Table 3.1: Fluid properties at 400 bar and 125 ○C
Density Viscosity[kg/m3] [mPa ⋅ s]
Pure H2 20 0.010
Pure CO2 650 0.056
Gas mixture (95%vol H2, 5%vol CO2) 42 0.013
H2O 1000 0.23
Table 3.2: Two-phase equilibrium composition at 400 bar and 125 ○C
H2 and H2O
Volume fraction of H2 in liquid phase, c1w 0.011
Volume fraction of H2 in gas phase, c1g 0.9978
CO2 and H2O
Volume fraction of CO2 in liquid phase, c1w 0.09
Volume fraction of CO2 in gas phase, c1g 0.977
The density, phase equilibrium and viscosity calculations are done with an
EOS software by using the Peng-Robinson equation of state [105] and Lee,
Gonzalez and Eakin viscosity correlation [79].
The pore size distribution index for the relative permeability functions λ
(cf. section 3.2) is defined as 2 and the residual saturations Srg and Srw are
0.
3.2 Balance equations for compositional two-phase
flow
The injection of gas into a water saturated rock requires the modeling of
flow for two phases: Gas and water. Each of them consists of n chemical
components. The derivation of flow equations is based on the following
assumptions which are commonly used in the analytical modeling of multi-
phase flow processes in porous media [15, 41, 99]:
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• The flow is one-dimensional;
• The phase composition is determined at the local phase equilibrium;
• Capillary pressure and molecular diffusion are neglected;
• The temperature is constant.
Hence, the mass balance can to be written for each component as follows:
φ
∂ (ρˆgcˆkgS + ρˆwcˆkw(1 − S))
∂t
+ ∂ (ρˆgcˆkgvg + ρˆwcˆkwvw)
∂x
= 0, k = 1,2, ..., n (3.1)
where ρˆ is the density in [kg/m3], cˆki is the mass concentration of component
k in phase i, S is the gas saturation, v is the Darcy velocity in [m/s] and n
is the number of components. The phases are denoted with g for gas and w
for water. The momentum balance is defined by Darcy’s law:
vi = −λi ⋅ (∂P
∂x
− ρˆig) , i = g,w (3.2)
where P is the pressure in [Pa], g is the gravity acceleration in [m/s2] and
λi is the mobility respectively of gas and water:
λi = Kkri
µi
, i = g,w (3.3)
where K is the absolute permeability in [m2], kr is the relative permeability
and µ is the dynamic viscosity in [Pa ⋅ s]. Two additional assumptions were
used:
• The mixing of components in both phases is ideal. This means that
the volume of the mixture is equal to the sum of the volumes which
would be occupied by the pure components at the same pressure and
temperature:
n∑
k=1
V ki = Vi, i = g,w (3.4)
where V is the volume in [m3].
• The variation in pressure is small, thus, the phase concentrations can
be considered as independent of pressure.
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From Eq. 3.4 the definition for volume fractions cki can be derived as fol-
lows:
V ki
Vi
= Mki /ρˆk
Mi/ρˆi =
cˆki ρˆi
ρˆk
= cki , k = 1,2, ...n, i = g,w (3.5)
where M is the mass in [kg] and ρˆk is the density of the pure component in
[kg/m3]. The sum of volume fractions in each phase is 1:
n∑
k=1
cki = 1, i = g,w (3.6)
Dividing Eq. 3.1 by the densities of pure components (ρk) leads to a simpli-
fied equation system:
φ
∂ (ckgS + ckw(1 − S))
∂t
+ ∂ (ckg fˆv + ckw(1 − fˆ)v)
∂x
= 0, k = 1,2, ..., n (3.7)
where v is defined as the total Darcy velocity:
v = vg + vw (3.8)
and fˆ is the fractional flow of gas:
fˆ = vg
v
(3.9)
The phase composition is determined by the equilibrium between gas and
water by the equality of fugacities:
fkg (c1g, c2g, ..., cn−1g ) = fkw(c1w, c2w, ..., cn−1w ) k = 1,2, ...n (3.10)
The relative permeabilities of gas and water are defined by the Brooks-Corey
correlation [18].
krw(Sw) = S 2+3λλwe (3.11)
krg(Sw) = (1 − Swe)2(1 − S 2+λλwe ) (3.12)
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where Swe is the effective water saturation:
Swe = Sw − Swr
1 − Swr − Sgr (3.13)
Swr is the residual (or connate) water saturation and Sgr is the residual gas
saturation.
3.3 Reduction to a canonical model
The canonical form is derived by the following steps:
1. The sum of all equations 3.7 is:
∂v
∂x
= 0 (3.14)
2. fˆ is transformed in the following way by using Darcy’s law (3.2):
fˆ = vg
v
= λvg
λv
= λgvg + λwvg
λv
= λg
λ
+ λwvg − λgvw
λv
= λg
λ
− λwλg(∂P∂x − ρˆgg) − λgλw(∂P∂x − ρˆwg)
λv
= λg
λ
− λwλgg(ρˆg − ρˆw)
λv
(3.15)
3. The expression for fˆ is inserted into Eq. 3.7:
φ
∂ (ckgS + ckw(1 − S))
∂t
+ u∂ (ckg(f −R) + ckw(1 − f +R))
∂x
= 0,
k = 1,2, ..., n − 1 (3.16)
where f = λg
λg+λw
and R = λwλgg(ρˆg−ρˆw)
λv
. The number of equations is n−1
because one equation was already used for Eq. 3.14.
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4. According to Eq. 3.5 the phase densities can be written as:
ρi = n∑
j=1
ρˆjc
j
i (3.17)
where ∑nj=1 is the sum over all components. For the difference in phase
densities this results in:
ρˆw − ρˆg = n∑
j=1
ρˆj(cjw − cjg) = n−1∑
j=1
ρˆj(cjw − cjg) + ρˆn(cnw − cng) (3.18)
According to the sum of volume fractions (Eq. 3.6) the concentration
of component n is:
cni = 1 − n−1∑
j=1
c
j
i (3.19)
Inserting this expression into Eq. 3.16 results in:
φ
∂ (ckgS + ckw(1 − S))
∂t
+ u∂ (ckgf + ckw(1 − f) +G(ckg − ckw)∑n−1j=1 (ρˆj − ρˆn)(cjw − cjg))
∂x
= 0,
k = 1,2, ..., n − 1
(3.20)
The final canonical form is:
∂Ck
∂t
+ u∂F k
∂x
= 0, k = 1,2, ..., n − 1 (3.21a)
where Ck is the total concentration of component k in both phases:
Ck = ckgS + ckw(1 − S) (3.21b)
and F k is the generalized fractional flow of component k:
F k = (ckw(1 − f) + ckgf) +G(ckg − ckw) n−1∑
j=1
(ρˆj − ρˆn)(cjw − cjg) (3.21c)
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where f and G are defined as:
f = λg
λg + λw (3.21d)
G = gfλw
uφ
(3.21e)
u is the total true velocity:
u = v
φ
(3.21f)
When only one phase is present the generalized fractional flow of component
k is equal to Ck. This is shown on the example of an single-phase gas as
follows:
S = 1→ Ck = ckg , λw = 0, λg = λ
→ f = 1,G = 0
→ F k = ckg = Ck
(3.22)
For simplicity, it is assumed that the porosity is everywhere the same. The
effect of heterogeneity comes only from the permeability which means that
only function G is different in a stratified reservoir. In this case the velocity
u is everywhere identical. Its value is equal to the injection velocity.
3.4 Initial and boundary conditions
A periodic domain acts as the basis for the model (cf. Fig. 3.2). It is assumed
that the reservoir is initially saturated by water. The water can initially
contain some concentrations of all components. A pure gas is injected at the
bottom of the reservoir. The initial and boundary condition are summarized
as:
Ck(t = 0, x > 0) = Ck,0 (3.23a)
Ck(x = 0) = Ck,inj (3.23b)
This kind of initial and boundary conditions is equivalent to a Riemann
problem [127] where a discontinuity is initially present at the origin.
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3.5 Hugoniot conditions, stability conditions and
continuity of fractional flow
A classical smooth solution of the non-linear system (Eq. 3.21a to Eq. 3.21f)
may not exist. However, as the model describes a physical problem it is ob-
vious that a solution exists. This kind of solution is called weak solution and
can be characterized by discontinuities or shocks. The required conditions
at a shock are described by Rankine-Hugoniot conditions, which are de-
rived from the mass balance across the shock. For this equation system the
Rankine-Hugoniot conditions have the following form for k = 1, ..., n − 1:
us
u
= F k+ −F k−
Ck+ −Ck− (3.24)
where us is the shock velocity and ”+” and ”−” denote respectively ahead
and behind the shock. However, by using only the Rankine-Hugoniot con-
ditions a multitude of solutions could be constructed which means that the
solution is non-unique. To find the physical admissible solution, two addi-
tional conditions were applied [15]. The Oleinik entropy condition need to
be satisfied for all Ck between Ck− and Ck+:
uF k (Ck) − uF k+
Ck −Ck+ ≤ us ≤ uF k (Ck) − uF k−Ck −Ck− (3.25)
The Lax entropy condition requires the shock velocity to be between the
velocities of the states which are connected to it:
u
∂F k
∂Ck
∣
+
< us < u ∂F k
∂Ck
∣
−
(3.26)
In particular cases, the Lax inequality transforms into an equality:
us
u
= ∂F k
∂Ck
∣
+
or
us
u
= ∂F k
∂Ck
∣
−
(3.27)
Discontinuities at the interface between medium I and medium II are de-
fined by the continuity of fractional flow for each component, which is the
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consequence of the mass conservation:
F k,I− = F k,II+, or F k,II− = F k,I+ (3.28)
All these conditions have a clear graphical interpretation. Based on this a
graphical technique was used to select admissible shocks and to construct
a continuous path between various admissible segments of the solution (see
subsection 3.6.2).
3.6 Two-component flow
In the first part, the number of components is limited to two. In this case
the phase equilibrium (Eq. 3.10) depends only on two concentrations (c1g and
c1w), hence the solution is unique. This means that the phase compositions
are constrained by the equilibrium law and do not change when two phases
exist. Consequently, the behavior of a two-component system is qualitatively
equivalent to an immiscible process when both phases exist at any position
at any time. However, the difference comes from the possibility of single-
phase states, because then, the phase composition is not constrained by the
equilibrium law. E.g. the injection of a gas which is over-saturated by H2
into water leads to the effect of vaporization of liquid water. Such an effect
cannot be represented by an immiscible model.
For the two-components case the canonical model (Eq. 3.21a to Eq. 3.21f)
reduces to a unique transport equation.
∂C1
∂t
+ u∂F 1
∂x
= 0 (3.29a)
where:
C1 = c1gS + c1w(1 − S) (3.29b)
F 1 = ⎧⎪⎪⎨⎪⎪⎩
(c1w(1 − f) + c1gf) +G(c1g − c1w)2(ρ1 − ρ2) if c1w < C1 ≤ c1g
C1 if C1 < c1w,or C1 > c1g
(3.29c)
The initial and boundary conditions are:
C1(t = 0, x > 0) = C1,0 (3.29d)
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C1(x = 0) = C1,inj (3.29e)
The Rankine-Hugoniot condition at the shock is:
us
u
= F 1+ −F 1−
C1+ −C1− (3.29f)
The Oleinik entropy condition requires for all Ck between Ck− and Ck+:
uF 1 (C1) − uF 1+
C1 −C1+ ≤ us ≤ uF 1 (C1) − uF 1−C1 −C1− (3.29g)
The Lax entropy conditions become:
u
∂F 1
∂C1
∣
+
< us < u ∂F 1
∂C1
∣
−
(3.29h)
us
u
= ∂F 1
∂C1
∣
+
or
us
u
= ∂F 1
∂C1
∣
−
(3.29i)
Discontinuities at the interface between medium I and medium II are defined
by the continuity of fractional flow:
F 1,I− = F 1,II+, or F 1,II− = F 1,I+ (3.29j)
3.6.1 Structure of the generalized fractional flow function
The solution of the problem can be derived by using the diagram of F 1
versus C1. Two diagrams for the systems H2-H2O and CO2-H2O are shown
in Fig. 3.3. According to Eq. 3.29b, F 1 is equal to C1 in the single-phase
zones. Hence, the function is laying on the diagonal within the single-phase
zones. If the term G is zero, the function will have the typical monotonic
S-shape within the two phase zone. However, term G is non-monotonic. It
is zero for low and for high gas saturations and has a bell-shaped curve in
between. As the total concentration C1 is related to the gas saturation by
Eq. 3.29b, the function F 1(C1) becomes also bell-shaped when the influence
of G is significant. As the term G is proportional to the permeability K,
the maximum of the curve is higher for medium I (reservoir rock) than for
medium II (barriers). Additionally, the maximum of the bell-shaped curve is
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much higher for the system H2-H2O than for the system CO2-H2O, because
the density difference is much larger in the former case.
3.6.2 Graphical construction of the solution
The solution of the problem (Eq. 3.29a to Eq. 3.29j) consists of different
segments:
• Plateaus are segments with a constant value of the total concentration
C1.
• Rarefaction waves are continuous parts of the solution with having
variable total concentration C1. Their relationships can be obtained
by the method of characteristics. Eq. 3.29a can be also written as:
∂C1
∂t
+ uF 1′∂C1
∂x
= 0 (3.30)
where F 1′ = ∂F 1
∂C1
. A characteristic line is defined as the concentration
C1 which is a function of position and time:
C1 = C1(x(t), t) (3.31)
The time derivative of this function is:
dC1(x(t), t)
dt
= ∂C1
∂t
+ ∂C1
∂x
dx
dt
(3.32)
The solution can be obtained by comparing Eq. 3.30 and 3.32:
dC1(x(t), t)
dt
= 0 (3.33)
and:
dx
dt
= uF 1′ (3.34)
This means that a constant concentration C1 is moving along each
characteristic line whereby the velocity is given by uF 1′. Consequently,
the position of each concentration at a defined point in time can be
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Figure 3.3: Diagram of fractional flow F 1 versus total concentration C1
of the light component and the solution pathway for the two-component
mixture of (a) H2 and H2O and (b) CO2 and H2O; curves I and II cor-
respond to media I and II. Red lines are the upward shocks, green lines
are the reverse downward shocks under the barriers, blue lines are the
immobile shocks at the contact between two media.
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calculated by:
x = x0 + uF 1′t (3.35)
where x0 is the initial position. Graphically, this means that the ve-
locity of a rarefaction wave is proportional to the tangent of the curve
F 1(C1).
• Mechanical concentration shocks are moving discontinuities in the to-
tal concentration C1 whereby the number of phases ahead and behind
the shock is identical. Their relations are derived from the Rankine-
Hugoniot and entropy conditions and can be constructed in the dia-
gram F 1(C1). The Rankine-Hugoniot condition (Eq. 3.29f) requires
the shock to be a straight line between points ”+” and ”−” on this func-
tion. To fulfill the Oleinik entropy condition (Eq. 3.29g) the straight
line must not cross the curve F 1(C1) between points C1+ and C1−.
The Lax entropy condition (Eq. 3.29h) requires the tangent of the
straight line to be between the tangents of the rarefaction waves just
behind and ahead the shock. Related to the Lax equality condition
(Eq. 3.29i) the tangent of the shock can be equal to the tangent of
the rarefaction wave behind or ahead the shock. The velocity of the
shock is proportional to the slope of the straight line in the diagram
F 1(C1).
• Shocks of phase transition are moving discontinuities in the total con-
centration C1 whereby the number of phases ahead and behind the
shock is different. For the two components case their relations are the
same as for mechanical concentration shocks.
• Immobile discontinuities in the total concentration C1 are required
at the interfaces between media I and media II to fulfill the conti-
nuity of fractional flow (Eq. 3.29j). In the diagram F 1(C1) they are
constructed as horizontal straight lines which connect F 1,I to F 1,II .
The solution need to be constructed in the diagram F 1(C1) as continuous
combination of rarefaction waves and straight lines (plateaus, shocks and
discontinuities) which represent the solution ”pathway”. The physical cor-
rect and only admissible pathway needs to be found by trial and error. In
addition to the requirements for each individual segment, the following rules
need to be followed to construct this pathway:
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• If a rarefaction wave becomes a non-unique function, it will be replaced
by a shock.
• The transport velocity (proportional to the derivative ∂F
1
∂C1
) must not
increase along the pathway. The positive direction of the pathway is
from the injection point to the initial point.
After solving the problem with respect to the total concentration, the gas
saturation S can be calculated by transforming Eq. 3.29b:
S =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if C1 ≤ c1w,
C1−c1w
c1g−c
1
w
if c1w < C1 ≤ c1g
1 if C1 > c1g
(3.36)
3.6.3 Solution before reaching the barrier
A pure light component (H2 or CO2) is injected which means that the
starting point of the pathway is point M . However, the rarefaction MA has
a negative derivative which means the corresponding total concentrations
would travel downwards, out of the domain which is considered here. Hence,
the true starting point is point A which is the maximum of F 1,I . The
solution pathway consists of the rarefaction wave ABH and the shock HG.
The segment HG on the curve F 1,I would lead to a non-unique solution and
is therefore replaced by a shock. Point H is the tangent point of the straight
line from point G to the curve F 1,I . The corresponding behavior of C1 in
the vertical domain is shown in Fig 3.4.
3.6.4 Solution after reaching the barrier
At the point in time when the shock HG reaches the barrier, the concen-
tration at the contact between medium I and medium II is determined by
point H. This is similar to the injection of a gas-water mixture at concen-
tration CH into medium II. However, the fractional flow F 1 at point H is
higher than the maximum of curve F 1,II . Hence, the starting concentration
in medium II is the maximal point D. From the continuity of fractional
flow (Eq. 3.29j) it follows that the concentration at the contact in medium
I has to be placed on the horizontal line passing through point D which is
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Figure 3.4: Propagation of the total concentration C1 before reaching the
first barrier
point C. A new shock occurs between point C and point D. The shock CH
has a negative slope which means that it is moving downwards. The con-
centration behind this shock remains constant and is determined by point
C. However, the concentration ahead the shock is increasing on the curve
ABH. Consequently, the slope of the shock increases which means that the
shock is moving with acceleration. This downwards shock represents the
accumulation of gas below the barrier.
Simultaneously, the solution in medium II is the rarefaction wave DEI and
shock IG. When this shock has reached the upper limit of the barrier, the
solution in medium II reduces to the rarefaction wave DE. Just above the
barrier the concentration in medium I corresponds to point F placed on the
horizontal line through point E. From point F there is a single possible
continuation of the solution pathway which is the shock FG. The complete
solution pathway at this point in time consists of the following segments
(cf. Fig. 3.3): Rarefaction wave AB, downwards shock BC, discontinuity
CD, rarefaction wave DE, discontinuity EF , upwards shock FG. The
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corresponding solution in the vertical domain is shown in Fig 3.5.
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Figure 3.5: Propagation of the total concentration C1 after passing the
first barrier
3.6.5 Characteristic points of the solution
The concentrations at points A, D, G, H, C and I are invariable in time
and are determined graphically. A and D are the maximal points of the
curves. G is the initial point. C lies on the horizontal line through point D.
Points H and I are the tangent points of the straight lines through point
G, respectively for F 1,I and F 1,II .
In contrast, points B, E and F are floating and are determined analytically.
Point B is located on the rarefaction wave and on the shock BC. Hence,
using Eq. 3.35 and Rankine-Hugoniot condition 3.29f, the coordinate of
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point B can be determined by:
xB = uF 1,I′B t = x1 +∫ t
t1
F
1,I
B (t′) − F 1,IC
C1B(t′) −C1C dt′,
t1 = x1C1H
uF
1,I
H
(3.37)
where x1 is the thickness of the high permeable layer I and t1 is the arrival
time of shock HG at the first barrier. The value C1H is calculated from the
Rankine-Hugoniot (Eq. 3.29f) and entropy (Eq. 3.29i) conditions. Inserting
the values C1+ = 0, F 1+ = 0, C1− = C1H , and F 1− = F 1,I (C1H) results in:
F 1,I′ (C1H) = F
1,I
H
C1H
(3.38)
what can be solved for C1H . Concentration C
1
C is obtained by solving the
equation for the continuity of fractional flow:
F 1,I(C1C) = F 1,II(C1D) (3.39)
where C1D is the concentration at the maximum of F
1,II .
The derivative of Eq. 3.37 with respect to t yields to a non-linear differential
equation with an initial value:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
F 1,I′′ (C1B) dC
1
B
dt
t + F 1,I′ (C1B) = F 1,I (C1B) − F 1,ICC1B −C1C ,
C1B ∣t=t1 = C1H (3.40)
This initial value problem can be solved numerically with respect to CB.
The second floating point E is determined by the following implicit expres-
sion:
x2 = uF 1,I′ (C1E) (t − t2), t2 = t1 + x2C1I
uF
1,II
I
(C1I ) (3.41)
where x2 is the thickness of the barrier (medium II) and t2 is the time when
the shock FG reaches the upper limit of the barrier. The concentration C1F
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is determined from:
F 1,I (C1F) = F 1,II (C1E) (3.42)
It follows that the position of the upward shock FG is obtained by solving
the integral equation:
xG = x1 + x2 +∫ t
t2
F 1,I (C1F (t′))
C1F (t′) dt′ (3.43)
3.6.6 Solution after reaching the second barrier
For identical barriers the downwards shock appears only below the first
barrier. However, a second downwards shock appears when the second bar-
rier has a lower permeability than the first one. This means a downwards
shock appears below each barrier which has a lower permeability than the
previously passed barriers.
In Fig. 3.6 the fractional flow functions are shown for three media: medium
I (500 mD), medium II (250 mD), medium III (125 mD).
The concentration in the second barrier (medium III) corresponds to point
K which is the maximum of F 1,III. According to the continuity of fractional
flow (Eq. 3.29j), the concentration at the interface to medium I below the
barrier corresponds to point L. Point L is the intersection of a horizontal
straight line through point K with F 1,I. However, as seen from Fig. 3.5
the upwards shock reaches the second barrier with concentration F . Con-
sequently, the shock FL appears. This shock has a negative slope what
means that it is propagating downwards below the second barrier. Within
the second barrier the solution is equivalent to the solution within the first
barrier. Before the upper limit of the barrier is reached, the solution con-
sists of the rarefaction wave KN and upwards shock NG. After passing the
second barrier the concentration at the upper limit of the barrier is deter-
mined by point Q which is moving upwards from point N to point K. The
concentration at the interface to medium I above the barrier is determined
by point P which is the intersection of a horizontal straight line through
point Q with F 1,I. The solution pathway in medium I above the second
barrier continues with shock PG. In Fig. 3.7 the solution is shown in the
vertical domain after 3 days.
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Figure 3.6: Diagram of fractional flow F 1 versus total concentration C1
for H2 and H2O, for highly permeable medium I and two low-permeable
barriers II and III: Red lines are the upward shocks, green lines are the
reverse downward shocks under the barriers, blue lines are the immobile
shocks at the contact between two media.
3.6.7 Gas rising velocity and growth velocity of gas
accumulations
As mentioned in the previous sections, the velocities of the upwards and
downwards shocks are not constant. This means that the gas rises with a
variable velocity and also the gas bubbles below the barriers grow with a
variable velocity.
The average growth velocity for the accumulation below the first barrier
is determined by the slope of the straight line between HC and AC (cf.
Fig 3.6). The average growth velocity of the accumulation below the second
barrier is determined by the slope of the straight line between F ′L and
FL. F ′ is placed on the horizontal line through J . The corresponding gas
saturation can be calculated by Eq. 3.36.
The velocity of gas rising can be also determined from Fig 3.6. Below the
first barrier the velocity can be determined from the slope of the tangent
line HG. The passage through the barrier corresponds to line JG with a
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Figure 3.7: Propagation of the total concentration C1 after passing the
second barrier for the system H2 and H2O (after 3 days)
much smaller slope and consequently a slower velocity. Between the first and
second barrier the gas rises with a velocity which corresponds to the slope of
line FG. The velocity is variable because point F is moving upwards. The
velocity of passing the second barrier is determined by the slope of line NG.
Subsequently, the gas continues to rise in medium I with the velocity which
corresponds to the slope of line PG. The gas rising velocity and growth
velocity of gas accumulations below the barriers are sketched in Fig. 3.8 and
Fig. 3.9. The rates are presented in dimensionless form which means that
the velocities are divided by the injection velocity u. It can be seen that the
average rate of rising is 20 times the injection velocity and the average rate
of gas accumulation growth is 10 times the injection velocity.
3.6.8 Comparison with immiscible two-phase flow
The obtained solutions for two-component mixtures with partial miscibility
have been compared to the solution for immiscible flow. The solution for
immiscible flow can be found e.g. in Hagemann [51]. Fig. 3.17 shows the gas
saturations for H2 and CO2 rising in water using the different models. It
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Figure 3.9: Dimensionless growth velocity of the gas accumulation below
the barriers
can be seen that the miscibility reduces the velocity of gas rising. For CO2,
which is highly miscible in water, the difference is very significant. For this
case the velocity of the upward shock in medium I is 1.28 m/day for the
immiscible case and only 0.96 m/day for the miscible case.
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Figure 3.10: Comparison of the two-phase miscible flow and immiscible
flow
3.7 Three-component flow
The next section considers the mixture of hydrogen and carbon dioxide in
water. The system consists of three chemical elements: H2 (component 1),
CO2 (component 2) and H2O (component 3).
3.7.1 Thermodynamics of three-component mixtures
The thermodynamics of dissolution for three components in two phases can
be represented in a ternary phase diagram which is shown in Fig. 3.11. The
diagram was calculated by an EOS software using the Peng-Robinson equa-
tion of state [105]. The tie lines and the boundaries of the two-phase region
were subsequently simplified as straight lines (cf. Eq. 3.44 and Eq. 3.45).
The concentration of H2O is zero on the diagonal boundary of the triangle
and one at the origin. At low H2O concentration (near to the diagonal
boundary) the system is gaseous, while at high water concentrations (near
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to the origin) the system is liquid. The remaining area of the diagram
corresponds to two-phase states.
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Figure 3.11: Ternary phase diagram for the mixture H2, CO2, H2O at 400
bar and 125 ○C
For a three-component system, the equilibrium between the phases (Eq 3.10)
is determined by three equations which have four concentrations: c1g, c
2
g, c
1
w,
c2w. This means that one concentration is free while all others depend on
it. The parameter α, which is a combination of phase concentrations, can
be introduced to close the system. Parameter α is based on the concept of
tie lines, which are lines of constant phase composition. They are shown as
blue lines in Fig. 3.11. Tie lines are defined to be straight. Hence, it follows
from the definition of total concentrations (Eq. 3.21b) that the relationship
between C1 and C2 is linear:
C2 = αC1 + β, α ≡ c1g − c1w
c2g − c2w , β = c1w − αc2w (3.44)
Parameter β depends also on α. It is assumed that β = −γα and γ = const,
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which means that all tie lines intersect in one point (C1,C2) = (γ,0). Here,
γ is assumed to be -0.05. Hence, for a given point on a tie line within
the two-phase region, the composition of both phases is determined at the
boundary points of the two-phase region on this tie line. For simplicity it is
assumed that the two-phase region has straight line boundaries:
c2i =mi c1i + bi, i = g,w (3.45)
It follows that the phase composition for three-component flow is variable
and additional compositional effects could arise which increase the difference
to the immiscible flow.
3.7.2 Canonical model for three-component flow
The canonical model for k = 1,2 becomes:
∂Ck
∂t
+ u∂F k
∂x
= 0 (3.46a)
where:
Ck = ckgS + ckw(1 − S) (3.46b)
F k =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(ckw(1 − f) + ckgf) +G(ckg − ckw) 2∑
j=1
(ρj − ρ3) (cjw − cjg) if two-phase
Ck if single-phase
(3.46c)
The boundary and initial conditions are:
C1(t = 0, x > 0) = C1,0
C2(t = 0, x > 0) = C2,0 (3.46d)
C1(x = 0) = C1,inj
C2(x = 0) = C2,inj (3.46e)
The fractional flow F k is a function of the saturation S (or Ck) and α only.
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3.7.3 Structure of the solution
The shape of the curves F k is shown in Fig. 3.12. For the injection of a
gas mixture with 95% H2 and 5% CO2 the initial and injection concentra-
tions are placed on different tie lines, for the investigated case α0 = 0 and
αinj = 0.05. Hence, at least two different functions are needed: F 1(C1, α0)
and F 1(C1, αinj). For the linear dependence between α and β, the behav-
ior of the function α(x, t) is piecewise constant [41]. The function C1(x, t)
can again consist of plateaus, rarefaction waves, shocks and immobile dis-
continuities. Two types of shocks are admissible: C-shocks, for which only
the total concentration C1 is discontinuous and Cα-shocks, for which both
functions C1 and α are discontinuous.
For C-shocks, two Rankine-Hugoniot conditions can be reduced to one:
us
u
= F 1+ − F 1−
C1+ −C1− (3.47)
For Cα- shocks the total concentration and the tie line change across the
shock. The two Rankine-Hugoniot conditions can be presented in the fol-
lowing form:
us
u
= F 1+ − F 1−
C1+ −C1− , usu = F 1− + γC1− + γ (3.48)
Additional conditions are the entropy condition and the continuity of frac-
tional flow at the interface between different media.
The geometrical image of a C-shock, according to these conditions, is a
straight line between the points (C1−, F 1−) and (C1+, F 1+) laying an the
same curve (same α). According to the entropy conditions the straight line
is tangent to the corresponding curve F 1(C1).
For a Cα-shock the image is a straight line which passes through three points(C1−, F 1−), (C1+, F 1+) and the pole (γ, γ). Points ”+” and ”−” are placed
on two different curves that correspond to two different α. The straight line
has to be tangent to one of the curves F 1(C1).
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Figure 3.12: Fractional flow of the lightest component, F 1, for α0 (black
curves) and αinj (blues curves) for media I and media II; the straight lines
correspond to upward shocks (red), reserve downward shocks (green) and
immobile discontinuities (blue)
3.7.4 Solution of the problem before reaching the barrier
For the three-component case the solution is constructed by using the same
technique of trial and error but now two diagrams have to be used: The
diagram of fractional flow F 1(C1) and the ternary diagram (Fig. 3.11). In
Fig. 3.12 two pairs of functions are shown for α0 and αinj, each for medium
I and for medium II. Hence, the solution has to be constructed by using a
total number of four fractional flow curves.
The propagation starts within medium I on the curve which corresponds to
αinj. The pathway starts at point A, which is the maximum of F 1(C1, αinj).
The part on this curve between the maximum point A and point (1,1)
is excluded because it leads to a non-physical solution similar to the two-
component case. The pathway continues in direction to the initial point(0,0). It consists of the rarefaction wave ABC which lies on the injection
curve (αinj), the Cα-shock BCP , along which the transition between the
injection and initial curve occurs, and C-shock CD corresponding to α0.
The Cα-shock in medium I is the transition between the injection and initial
curve and can be immediately detected by constructing the straight line
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PCB which passes through the pole P , crosses two curves for two different
values of α and is tangent to one of these curves in point B. The solution
for C1 versus x is shown in Fig. 3.17a.
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Figure 3.13: Total concentration of the light component (hydrogen)
Behind the second shock BC the system is two-phase whereby the gas has
the injected composition and the composition of the non-displaced water
is in equilibrium with this gas. Between the two shocks the water has the
initial composition. In this case it is pure H2O and the gas phase consists
only of H2. The upward shock CD is the mechanical front of displacement
what means that the phase composition does not change across it.
3.7.5 Moment of reaching the barrier
When the forward shock reaches the barrier (medium II), the gas begins
to propagate through medium II. For the C-shock only the total concen-
tration is discontinuous while the parameter α remains continuous (α0).
The pathway jumps to point G which is the maximum of curve F 1(C1, α0)
that corresponds to medium II. This can be seen in Fig. 3.12. The contact
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concentration just below the barrier in medium I corresponds to point E,
according to the continuity of fractional flow. This means that the con-
centration in medium I jumps from C to E, whereby the new shock EC
arises. The slope of this shock is negative what means that it propagates
downwards. According to Fig. 3.12 the concentrations ahead and behind
this shock are constant and correspond to α0. Hence, the velocity of this
shock is also constant.
Within the barrier (medium II) the inlet and outlet phase concentrations
correspond to α0 what means that the solution lies on the upper curve
F 1(C1) in medium II. The pathway continues with the rarefaction wave
GH and the C-shock HD propagating upwards. HD is tangent to the
upper curve F 1(C1) in medium II.
When the shock HD reaches the upper limit of the barrier and enters
medium I, the concentration ahead jumps, due to the continuity of frac-
tional flow, to point K (cf. Fig. 3.13). The phase concentration remains
continuous corresponding to α0. A single possibility exists to construct a
pathway from point K: The straight line KD. The solution above the bar-
rier has the form of a plateau KK and the C-shock KD which corresponds
to α0. As α remains invariable no Cα-shocks appear within the barrier.
3.7.6 Evolution of the reverse wave under the barrier
Below the barrier two shocks are propagating in opposite directions: The
Cα-shock BC is moving upwards and the EC-shock is moving downwards
(cf. Fig. 3.13b). The propagation of the downwards shock becomes very
complex after it collides with the shock BC. In Fig. 3.14 the graphical
construction is illustrated which shows multiple shocks appearing below the
barrier at different moments. After shock EC collides with shock BC the
new shock EB is formed (dashed green line). The solution of C1 versus x at
this moment is shown in Fig. 3.15a. However, this shock relates the curve
with phase composition α0 in point E and the curve with phase composition
αinj in point B without crossing the pole P . Hence, the shock is unstable and
immediately decomposes into two shocks: The C-shock MB′ moving down
with invariable phase composition and the Cα-shock EM moving upwards.
Point B′ is variable and moves along the curve from B towards A. The
phase composition below the Cα-shock EM corresponds to αinj while the
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concentration above corresponds to α0. As the shock EM is not connected
to any rarefaction wave it can not be tangent to one of the curves. At large
times the shock MB′ will reach the bottom of the domain and shock EM
will reach the barrier. At this point in time the gas phase below the barrier
has the injected composition and the water is in equilibrium with it.
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Figure 3.14: Graphical construction of the reverse wave: Decomposition
of the unstable shock EB into two shocks EM and MB
3.8 Comparison to two-dimensional problem
The problem was also analyzed in two dimensions by solving it numerically.
The model includes three components: H2, CO2 and H2O and it is assumed
that H2O is not present in the gaseous phase.
3.8.1 Formulation of 2D problem
The system of equations (Eq. 3.1) extended by a second dimension becomes:
φ
∂
∂t
(ρˆgckgS + ρˆwckw(1 − S)) + ∇ ⋅ (ρˆgckgvg + ρˆwckwvw) = 0, k =H2,CO2,H2O
(3.49a)
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Figure 3.15: Evolution of reserve wave for the light component (hydrogen)
vi = −λi (∇P − ρig) , i = g,w (3.49b)
where v is Darcy velocity vector and g is the gravity acceleration vector.
The dimensions of the two-dimensional domain are as follows:
• 19.5m in vertical direction
• 100m in horizontal direction
• Dislocated impermeable barriers of 40m width with 10m horizontal
spacing and 5m vertical spacing between them.
The initial and boundary conditions are defined to be equivalent to the
one-dimensional problem (cf. section 3.8.2)
3.8.2 Numerical implementation
This problem was implemented in the software package COMSOL Multi-
physics which uses the finite element method as spatial discretization and
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an implicit discretization over time. The equation system 3.49a was rear-
ranged in the following way: The sum of all equations 3.49a and partial
differentiation leads to the first equation:
φ(ρˆw − ρˆg)∂Sw
∂t
−∇ ⋅(ρˆwKkrw
µw
(∇P − ρˆwg) + ρˆgKkrg
µg
(∇P − ρˆgg)) = 0 (3.50a)
The second equation can be derived by inserting the sum of mass fractions(cCO2g = 1 − cH2g ) and Henry’s law (cCO2w = cCO2g HCO2P ) into equation 3.49a
for k = CO2 and differentiate partially:
φ (1 − cH2g ) (ρˆwHCO2P − ρˆg)∂Sw∂t − φ (ρˆg(1 − Sw) + ρˆwHCO2PSw) ∂cH2g∂t+φρˆwHCO2S (1 − cH2g ) ∂P∂t−∇((1 − cH2g )Kkrwµw (∇P − ρˆgg) +HCO2P Kkrwµw (∇P − ρˆgg)) = 0
(3.50b)
The third equation can be derived by inserting Henry’s law (cH2w = cH2g HH2P )
into equation 3.49a for k =H2 and again differentiate partially:
φ (ρˆg(1 − Sw) + ρˆwHH2PSw) ∂cH2g
∂t
+ φcH2g (ρˆwHH2P − ρˆg) ∂Sw∂t+φρˆwHH2ScH2g ∂P∂t −∇(cH2g Kkrwµw (∇P − ρˆgg) +HH2P Kkrwµw (∇P − ρˆgg)) = 0
(3.50c)
These equations were entered into the ”Coefficient Form PDE Interface” of
COMSOL and solved implicitly for P , Sw and c
H2
g . The initial and bound-
ary conditions are as follows. The initial pressure follows the hydrostatic
gradient:
P (t = 0) = (4 ⋅ 107 + 104 ⋅ (19.5 − x))Pa (3.51)
The domain is initially saturated by water and the (non-existing) gas con-
sists of 100% H2:
Sw(t = 0) = 1
cH2g (t = 0) = 1
cCO2g (t = 0) = 0 (3.52)
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The upper boundary is defined by Dirichlet conditions:
P (x = 19.5m) = 4 ⋅ 107Pa
Sw(x = 19.5m) = 1
cH2g (x = 19.5m) = 1 (3.53)
The left and right boundary and all barrier boundaries are defined by Neu-
mann conditions with no flow across:−n ⋅ (−ρˆgλg(∇P − ρˆgg) − ρwλw(∇P − ρˆwg)) = 0−n ⋅ (−ρˆgλg(1 − cH2g )(∇P − ρˆgg) − ρˆwλwHCO2P (1 − cH2g )(∇P − ρˆwg)) = 0−n ⋅ (−ρˆgλgcH2g (∇P − ρˆgg) − ρˆwλwHH2PcH2g (∇P − ρˆwg)) = 0
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(3.54)
where n is the normal vector related to the boundaries. The lower boundary
is defined with a constant inflow velocity of a gas mixture composed of 95%
H2 and 5% CO2: −n ⋅ (−ρgλg(∇P − ρgg) − ρwλw(∇P − ρwg)) = u−n ⋅ (−ρgλg(1 − cH2g )(∇P − ρgg) − ρwλwHCO2P (1 − cH2g )(∇P − ρwg))= 0.05 ⋅ u−n ⋅ (−ρgλgcH2g (∇P − ρgg) − ρwλwHH2PcH2g (∇P − ρwg)) = 0.95 ⋅ u
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(3.55)
The numerical stability was ensured in two ways. An adaptive mesh refine-
ment was used, which is an automatic function of COMSOL Multiphysics.
It enables to refine the mesh during processing only where and when it is
required, i.e. near high values of saturation and concentration gradients or
more explicitly in the vicinity of the shocks. Secondly, small artificial diffu-
sion terms were introduced which regularize the solution around the shocks.
The optimal value for the diffusion coefficients obtained by numerical tests is
5 ⋅10−5. The validity of the code was verified by solving the one-dimensional
problem and comparing it to the analytical solution.
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3.8.3 Equivalence between 2D flow around impermeable barriers
and 1D flow through low-permeable barriers
Fig. 3.16 shows the total H2 concentration in the 2D domain after one and
after four days. Below each barrier the rising of is stopped until it begins
to flow around. A reverse wave below each barrier arises and propagates
down. This leads to the formation of gas accumulations similar to the
results of the analytical model. The averaged total H2 concentration over
(a) after 1 day
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Figure 3.16: H2 concentration in the 2D domain
the horizontal axis is thereby of interest. In Fig 3.17 this averaged value
from the 2D simulation is compared to the analytical solution. It can be
observed that the characteristic behavior for the accumulations below the
barriers is very similar and also the rising velocity is similar. This means
that the characteristic time of flowing around the impermeable barrier in
the 2D case is equivalent to the time of flowing through the low-permeable
barrier in the 1D case. The permeabilities of the barriers in the analytical
solution shown in Fig 3.17 have a ratio of 0.5 and 0.25 compared to the
reservoir permeability.
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Figure 3.17: Average total concentration of hydrogen along the vertical
axis for the 2D model with impermeable barriers (red curve) and the 1D
analytical solution with low permeable barriers (black curve)
3.9 Summary and conclusions
The gas injection at the top of underground reservoirs could lead to gas
losses due to uncontrollable spreading of viscous fingers beyond the spill
point of the structure. To avoid them the gas could be injected into the
bottom of the reservoir whereat the rising would be retarded by horizontal
geological barriers. For this concept the analysis of gas rising through water
in a stratified reservoir plays a key role. The exact analytical solution of
the problem of gas injection for two-component and three-component two-
phase systems was derived in this chapter. The model takes into account
the dissolution of chemical components in gas and water. The barriers are
low-permeable and have different permeabilities. The results of the study
allow the following conclusions:
• In the case of two-component mixtures (H2 and H2O, or CO2 and
H2O), the phase composition remains constant. The single qualita-
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tive effect which differs this case from the immiscible flow is the phase
transition (liquid vaporizing), which occurs when a non-equilibrium
gas is injected into water. The elements of the solution are: The up-
wards shock of water displacement by gas, reverse shocks below each
barrier, which are propagating down at high gas saturations and con-
tinuous curves (rarefaction waves) within the barriers. The solution
behaves qualitatively similar to the case of immiscible flow but the
velocity of upwards and downwards shocks are different.
• In the case of three-component flow (H2, CO2 and H2O), the behav-
ior is much more complicated and characterized by a variable phase
compositions. This leads to the appearance of a new upward shock
(referred to as Cα-shock). This new shock is caused by the effect of
dissolution and corresponds to a sharp variation of the composition
of gas and liquid. Behind this shock gas has the injected composition
and the composition of liquid corresponds to the equilibrium with this
gas. Ahead this shock the liquid has the initial composition while the
gas composition corresponds to pure H2.
• Another phenomenon observed in the three-component case is the col-
lision of the downwards C-shock and the upwards Cα-shock below the
first barrier. The new shock which arises from the collision is unstable
and decomposes into two shocks. One of them is a C-shock and moves
up while the other one is a Cα-shock which moves down.
• For a periodic medium where the barriers have the same permeability,
a downwards shock or a gas accumulation occurs only below the first
barrier. Such shocks appear under each barrier only if the permeability
of barriers decreases from the bottom to the top. The growth velocity
of gas accumulation under the first barrier is 4 times higher than that
under the second barrier (cf. Fig. 3.9).
• Hydrogen rises more than five times faster than CO2 in periodic do-
mains. H2 creates more significant gas accumulations under the bar-
riers.
• The two-dimensional model with impermeable barriers also proves the
effect of a retarded gas rising due to flowing around the barriers. The
wider the barriers, the larger the time of delay.
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• It was shown by the comparison to the numerical solution in 2D that a
1D model with low-permeable barriers could replace a 2D model with
impermeable barriers. The permeability of low-permeable barriers has
to progressively decrease down up according to a specific law.
It can be summarized that both low permeable and impermeable barriers
slow down the rising of gas. A layering with increasing heterogeneity towards
the reservoir top provides a favorable situation. In any case the barriers need
to have a large areal extend which results in a long delayed arrival below
the cap rock.
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Chapter 4
Mathematical model for bio-reactive
two-phase transport
As introduced in the literature review the modeling of UHS includes sev-
eral physical, chemical and biological processes. In this thesis a model was
developed on continuum scale which couples flow and transport to the bio-
chemical processes of multiple microbial species. The reservoir is thereby
described as porous medium saturated by up to two phases, gas and/or
water. The upscaling from discrete to continuum scale is done by using
a representative elementary volume which is the smallest volume for the
following average parameters (cf. Fig. 2.2):
• Porosity: Void volume of the porous medium divided by the total
volume
• Saturation: Volume of one phase devided by the total void volume
• Concentration (mole fraction): Molar volume of one component in one
phase divided by the total molar volume of this phase
• Microbial density: Number of active microbial cells divided by the
total volume
The developed mathematical model presented in this chapter was published
in the proceedings of the 14th European Conference on the Mathematics of
Oil Recovery [54] and in the journal Computational Geosciences [56].
4.1 Physico-chemical processes
The overall conservation of moles for each chemical component is written by
using the previously introduced average values on continuum scale. Thereby,
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advective and dispersive/diffusive transport is considered [25]:
φ
∂ (ρgckgSg + ρwckwSw)
∂t
+∇ ⋅ (ρw ckwvw + Jkw + ρgckgvg + Jkg ) = qk (4.1)
where φ is the porosity, ρ is the molar density in [mol/m3], c is the mole
fraction, S is the saturation, v is the advective flux in [m/s], J is the dis-
persive/diffusive flux in [mol/m2/s] and q is the source or sink term. The
subscripts g and w denote the gas and water phase respectively and the su-
perscript k refers to the chemical component. Equivalent the conservation
of moles can be written for immobile solid components by only considering
the rate of reaction:
(1 − φ)∂(ρscks)
∂t
= qk (4.2)
where the subscript s denotes the solid phase.
The volumentric velocity is formulated by Darcy’s law:
vi = −Kkri
µi
(∇Pi − ρˆig) , i = g,w (4.3)
where K is the absolute permeability in [m2], kr is the relative permeability,
µ is the dynamic viscosity in [Pa ⋅ s], P is the phase pressure in [Pa], ρˆ is
the phase density in [kg/m3] and g is the gravity acceleration in [m/s2].
The diffusive/dispersive flux is the sum of molecular diffusion and mechan-
ical dispersion:
Jki = −ρi (Dkdiff,i +Dkdisp,i)∇cki , i = g,w (4.4)
where Dkdiff,i is the effective molecular diffusion coefficient of component k in
phase i in [m2/s] and Dkdisp,i is the effective mechanical dispersion coefficient
of component k in phase i in [m2/s].
The molecular diffusion in the gas phase is formulated by Stefan-Maxwell
equation, which was simplified by Blanc’s law [109] while the molecular
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diffusion in the water phase is formulated by Fick’s law:
Dkdiff,g = φSgτ ⎛⎝ n∑j=1≠i c
j
g
D˜
ij
diff,g
⎞⎠
−1
Dkdiff,w = φSwτD˜kdiff,w
(4.5)
where τ is the tortuosity of the porous medium, D˜ijdiff,g is the binary diffusion
coefficient between component i and component j in [m2/s] and D˜kdiff,w is
the diffusion coefficient of component k in water in [m2/s].
The mechanical dispersion coeffcient is calculated by accepting its relation-
ship to the Darcy velocity [115]:
Dkdisp,i = φSi (vivTi∥vi∥ (aL − aT ) + ∥vi∥aT) (4.6)
where aL is the longitudinal dispersivity in [m] and aT is the transverse
dispersivity in [m].
The hydraulic properties (capillary pressure and relative permeability) of the
porous medium are calculated by using the Brooks-Corey correlation [18]:
Pc(Sw) = Pg − Pw = PeS− 1λwe (4.7)
krw(Sw) = S 2+3λλwe (4.8)
krg(Sw) = (1 − Swe)2(1 − S 2+λλwe ) (4.9)
where Pe is the entry capillary pressure in [Pa] and Swe is the effective water
saturation:
Swe = Sw − Swr
1 − Swr − Sgr (4.10)
where Swr is the residual water saturation and Sgr is the residual gas satu-
ration.
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The mass exchange between the phases is modeled by thermodynamic equi-
librium conditions. This assumption is usually used in petroleum reservoir
and geochemical simulations because the mass exchange between the phases
takes place much faster than the chemical reactions and the flux. However,
for bio-chemical reactions the rates could be much faster what implies a
limiting factor for this model. The range of validity for such an assumption
is discussed in detail in the paper of Golfier et al. [49]. The thermodynamic
equilibrium in this model is defined by the equality of fugacities:
fkg = fkw or ckgϕkgPg = ckwϕkwPw (4.11)
where f is the fugacity in [Pa] and ϕ is the fugacity coefficient. The gas
phase is treated as ideal gas what means the the fugacity coefficients are
equal to 1 whereas in the water phase the fugacity coefficients are calcu-
lated by Henry’s law. By using an adequate correlation for the Henry con-
stants, this method predicts the thermodynamic equilibrium for a gas-water
system with a very low error [109]. The hydrodynamic properties of the
phases (density, dynamic viscosity) can be correlated related to pressure,
temperature and composition (cf. section 6.1.4).
The system of equations is closed by the sum of saturations and the sum of
concentrations:
Sg + Sw = 1 ∑
k
ckg = 1 ∑
k
ckw = 1 (4.12)
4.2 Bio-chemical processes
As introduced in chapter 2.2 the behavior of microbial populations in porous
media can be complex. The rates of growth and decay can be different
dependent on the structure: Biofilm or suspended in water. An exchange
between the different structures takes place by attachment and detachment
processes and the microorganisms can move due to different biological and
hydrodynamic processes.
At continuum scale some simplifications are required for a proper represen-
tation. The present model uses an unstructured approach for the micro-
bial populations which means that only one general structure is used for
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all present microorganisms. Additionally, the advective and chemotactic
transport of microorganisms is neglected. Hence, the microbial population
dynamics can be formulated by:
∂n
∂t
= ψgrowth(cS, cA) ⋅ n −ψdecay ⋅ n +∇ ⋅ (Dm∇n) (4.13)
where n is the microbial density in [1/m3], ψgrowth is the microbial growth
function in [1/s] which is a function of the substrate concentration cSw and
the electron acceptor concentration cAw in the water phase, ψ
decay is the decay
function in [1/s] and Dm is the microbial diffusion coefficient in [m2/s]. This
equation is based on the assumption that the biofilm structure is dominating
and the microorganisms are almost immobile. Furthermore, it is assumed
that the microbial density has no influence on the hydrodynamic parame-
ters (porosity, absolute and relative permeabilities) of the porous medium.
Certainly this assumption has a lack and therefore it is planned to cover
these influences in the ongoing research of the HyINTEGER project.
Different models for the growth and decay function are available in the
literature which are discussed in section 4.3.
The growth and decay of microorganisms results in bio-chemical reactions
what means that substrates are degraded and other substances are produced.
As introduced in section 2.2.2 during the metabolism, substrates are used as
source of energy and/or source of carbon. Both effects are included in this
model. The rate of the bio-chemical reaction for energy uptake is assumed
to be proportional to the rate of microbial growth. Based on the assumption
that the microorganisms are autotrophic the source of carbon is represented
by CO2. This means that an additional term needs to be introduced for
the rate of CO2 consumption. The other way around CO2 is produced by
microbial decay. Again a proportional relationship is assummed:
qk = φγkψgrowth
Ye
n, n = 1, ..., n/{CO2} (4.14)
qCO2 = φ(γCO2ψgrowth
Ye
+ ψgrowth
Yc
− ψdecay
Yp
)n (4.15)
where γ is the coefficient which relates the consumption or production of
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component k in reaction equations 2.6 to 2.9 to the consumption of H2. Y
are the yield coefficients which relate the rate of energy update (Ye), the
rate of carbon consumption (Yc) and the rate of carbon production (Yp) to
the rates of microbial growth and decay.
4.3 Review of models for microbial growth and
decay
It is important to describe the growth and decay of the microorganisms in
an adequate way because this is related to the local rates of the bio-chemical
reactions. Analogies can be taken from batch culture experiments, where
the microorganisms are exposed to an initially added amount of substrate
(cf. section 2.2.3). Monod [87] described the life cycle of a microbial batch
culture with up to six phases: (1) the lag, (2) the acceleration, (3) the
exponential growth, (4) the deceleration, (5) the stationary and (6) the
decay phase. A typical growth function of a batch culture is plotted in
Fig. 2.10. It shows the number of microorganisms in a logarithmic scale
versus time. However, growth functions can look more simple when one or
more of the phases are absent.
Several mathematical models exist in the literature to describe the behavior
of the microbial growth function. Classical models consist of a single func-
tion which is adjustable by some empirical parameters. More consistent
models with the UHS conditions are also taking into account the availabil-
ity of substrates. Such models are called substrate-limited growth models.
Examples are the Monod model, the Moser model and the recent developed
model by Panfilov [100]:
• Monod [87]:
ψgrowth = ψgrowthmax ( cSα + cS) (4.16)
where ψgrowthmax is the maximum specific growth rate in [1/s], cS is the
concentration of the limiting substrate and α is the half-velocity con-
stant.
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• Moser [89]:
ψgrowth = ψgrowthmax ( (cS)ηα + (cS)η) (4.17)
where η is an additional exponent compared to the Monod model.
• Panfilov [100]:
ψgrowth = 1
te
n
1 + n2
n2max
( cS
α + cS) (4.18)
where te is the characteristic time of eating in [s] and nmax is the
microbial density of satisfactory in [1/m3].
The decay rate can also be modeled in different ways. The simplest method
is to use a constant decay rate. Further, it is possible to introduce a decay
rate which depends linearly on the microbial density:
• Constant decay rate:
ψdecay = b (4.19)
• Increasing decay rate:
ψdecay = b ⋅ n (4.20)
where b is the decay coefficient.
A batch culture experiment can be simulated by the following pair of ordi-
nary differential equations:
∂n
∂t
= ψgrowth ⋅ n −ψdecay ⋅ n (4.21)
∂cS
∂t
= −ψgrowth
Y
⋅ n (4.22)
In Fig. 4.1 the qualitative behavior of the introduced models is compared.
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time
lo
g 
n/
n0
 
 
Monod, constant decay
Moser, constant decay
Panfilov, constant decay
Monod, increasing decay
Moser, increasing decay
Panfilov, increasing decay
Experimental data
Figure 4.1: Comparison of different models for microbial population dy-
namics
It should be mentioned that neither of these models is able to predict the
lag and stationary phases. For all of them the growth starts immediately
and the deceleration phase continues directly in the decay phase. Only the
model of Panfilov [100] shows the acceleration phase. The Monod and Moser
model start directly with the exponential growth phase. From laboratory
experiments it is reported that the lag phase can be in the range of a few
minutes up to some hours. In-situ the conditions are different and the lag
phase could be longer, up to a few years [84]. Consequently, its consideration
could be quite important.
However, these models do not take into account the competitive inhibition
which could occur when several microbial species compete for the same sub-
strate. An extended formulation for the competitive inhibition was proposed
by Bailey and Ollis [8]. To reduce the complexity this is not considered in
the present model.
4.4 Coupling of processes
The coupling of flow, transport, microbial population dynamics and bio-
chemical reactions is required for the formulation of the final model. For
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the consideration of four microbial processes, represented by the reaction
equations (2.6) to (2.9), the model includes seven mobile and two solid
components. The governing system of equations is as follows:
• Microbial population dynamics:
∂nm
∂t
= ψgrowthm ⋅ nm −ψdecaym ⋅ nm +∇ ⋅ (Dm∇nm),
m =M,A,S, I (4.23)
• Reactive transport for mobile components (except for CO2):
φ
∂ (ρgckgSg + ρwckwSw)
∂t+∇ ⋅ (−ρg ckgKkrgµg ⋅ (∇Pg − ρˆgg) − ρwckwKkrwµw ⋅ (∇Pw − ρˆwg))+∇ ⋅ (−ρg (Dkdiff,g +Dkdisp,g)∇ckg − ρw (Dkdiff,w +Dkdisp,w)∇ckw)
=φ∑
m
γkm
ψ
growth
m
Ym,e
nm,
k =H2,CH4,H2O,H2S,CH3COOH,SO2−4 , m =M,A,S, I
(4.24)
• Reactive transport for CO2:
φ
∂ (ρgckgSg + ρwckwSw)
∂t+∇ ⋅ (−ρg ckgKkrgµg ⋅ (∇Pg − ρˆgg) − ρwckwKkrwµw ⋅ (∇Pw − ρˆwg))+∇ ⋅ (−ρg (Dkdiff,g +Dkdisp,g)∇ckg − ρw (Dkdiff,w +Dkdisp,w)∇ckw)
=φ∑
m
(γCO2m ψgrowthmYm,e + ψgrowthmYm,c − ψdecaymYm,p )nm,
k = CO2, m =M,A,S, I
(4.25)
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• Heterogeneous reaction:
(1 − φ)∂(ρscks)
∂t
= φγkI ψ
growth
I
YI
nI , k = FeIII2 O3, FeII3O4 (4.26)
where the subscript m relates the four microbial species: (M) Methanogenic
archaea, (A) acetogenic archaea, (S) sulfate-reducing bacteria and (I) iron-
reducing bacteria, the subscripts s, w, and g denote the solid, water and
gas phase and the superscript k relates the nine components of the system:
H2, CO2, CH4, H2O, H2S, CH3COOH, SO2−4 , Fe
III
2 O3, Fe
II
3O4. The first
five can be present in both mobile phases, SO2−4 and CH3COOH are only
present in the water phase and FeIII2 O3 and Fe
II
3O4 only in the solid phase.
The coefficients γkm are relating the consumption or production of component
k to the consumption of H2:
γM =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1−14
1
4
1
2
0
0
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, γA =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1−12
0
1
2
0
1
4
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, γS =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1
0
0
4
5
1
5
0−15
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, γI =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1
0
0
1
0
0
0−3
2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.27)
For the microbial growth functions ψgrowthm it is important to consider the
availability of the substrate and the corresponding electron acceptor. For
this purpose an extension of the Monod model was initially proposed by
Megee et al. [86] which is often called ”double Monod model”. Related to
this the microbial growth functions are defined as follows:
• for methanogenic archaea:
ψ
growth
M = ψgrowthM,max ( cH2w
αM,1 + cH2w )( c
CO2
w
αM,2 + cCO2w ) (4.28)
• for acetogenic archaea:
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ψ
growth
A = ψgrowthA,max ( cH2w
αA,1 + cH2w )( c
CO2
w
αA,2 + cCO2w ) (4.29)
• for sulfate-reducing bacteria:
ψ
growth
S = ψgrowthS,max ( cH2w
αS,1 + cH2w )⎛⎝ c
SO2−4
w
αS,2 + cSO2−4w ⎞⎠ (4.30)
• for iron-reducing bacteria:
ψ
growth
I = ψgrowthI,max ( cH2wαI,1+cH2w )( cFeIII2 O3sαI,2+cFeIII2 O3s ) (4.31)
Each species has its particular empirical parameters which control the rate
of growth and consequently the rate of the bio-chemical reaction. An equiv-
alent extension is possible for the other growth models introduced in section
4.3.
4.5 Transformation to dimensionless form
The following dimensionless parameters were introduced to obtain a dimen-
sionless form:
ρ¯ = ρ
ρ⋆
, ¯ˆρ = ρˆ
ρˆ⋆
, µ¯ = µ
µ⋆
, P¯ = P
P ⋆
, D¯ = D
D⋆
, τ = t
t⋆
,
g¯ = g
g⋆
, x¯ = x
L
, n¯ = n
n⋆
, K¯ = K
K⋆
, ψ¯growth = t⋆ ⋅ ψgrowth,
ψ¯decay = t⋆ ⋅ ψdecay, ¯ˆq = qˆ
qˆ⋆
(4.32)
where the ⋆ denotes the characteristic value of the parameter. The charac-
teristic time was selected as the time of advective flow:
t⋆ = L2µ⋆
K⋆P ⋆
(4.33)
The resulting dimensionless system of equations is as follows:
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• Microbial population dynamics:
∂n¯m
∂τ
= ψ¯growthm ⋅ n¯m − ψ¯decaym ⋅ n¯m + β∇ ⋅ (D¯m∇n¯m),
m =M,A,S, I (4.34)
• Reactive transport for mobile components (except for CO2):
φ
∂ (ρ¯gckgSg + ρ¯wckwSw)
∂τ+∇ ⋅ (−ρ¯g ckg K¯krgµ¯g (∇P¯g − ǫ ¯ˆρgg¯) − ρ¯wckw K¯krwµ¯w (∇P¯w − ǫ ¯ˆρwg¯))+β∇ ⋅ (−ρ¯g (D¯kdiff,g + D¯kdisp,g)∇ckg − ρ¯w (D¯kdiff,w + D¯kdisp,w)∇ckw)
=φ∑
m
δm,eγ
k
mψ¯
growth
m n¯m,
k =H2,CH4,H2O,H2S,CH3COOH,SO2−4 , m =M,A,S, I
(4.35)
• Reactive transport for CO2:
φ
∂ (ρ¯gckgSg + ρ¯wckwSw)
∂τ+∇ ⋅ (−ρ¯g ckg K¯krgµ¯g ⋅ (∇P¯g − ǫ ¯ˆρgg¯) − ρ¯wckw K¯krwµ¯w ⋅ (∇P¯w − ǫ ¯ˆρwg¯))+β∇ ⋅ (−ρ¯g (D¯kdiff,g + D¯kdisp,g)∇ckg − ρ¯w (D¯kdiff,w + D¯kdisp,w)∇ckw)
=φ∑
m
(δm,eγkmψ¯growthm + δm,cψ¯growthm − δm,pψ¯decaym )nm,
k = CO2, m =M,A,S, I
(4.36)
• Heterogeneous reaction:
(1 − φ)∂(ρ¯scks)
∂τ
= φδIγkmψ¯growthI n¯I , k = FeIII2 O3, FeII3O4 (4.37)
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where β, δ and ǫ are dimensionless coefficients:
β = µ⋆D⋆
K⋆P ⋆
, δm,e = n⋆
ρ⋆Ym,e
, δm,c = n⋆
ρ⋆Ym,c
,
δm,p = n⋆
ρ⋆Ym,p
, ǫ = ρˆ⋆g⋆L
P ⋆
(4.38)
β can be also written as:
β = t⋆
t⋆⋆
(4.39)
where t⋆⋆ is the characteristic time of diffusion which is defined as:
t⋆⋆ = L2
D⋆
(4.40)
This means that β is the ratio of the time of advection to the time of dif-
fusion which is similar to the reciprocal of the Pe´clet number. The product(δm,e ⋅ ψ¯growthm ) relates the time of advection to the time of the bio-chemical
reaction and could be defined as the reciprocal of the Damko¨hler number. ǫ
is the dimensionless gravitational number which is relating the gravitational
flow to the advective flow.
4.6 Parameters for microbial population dynamics
The values for the parameters in the microbial population dynamics and bio-
reaction terms can be found with some restrictions in the literature. Many
publications deal with the investigation of microbial growth by performing
batch experiments in the laboratory. The results of these experiments al-
low to determine the parameters in mathematical expressions for growth,
decay and substrate consumption. Most of the publications are related to
the Monod model (Eq. 4.16). In Table 4.1 to Table 4.3 the values from the
literature are summarized for the different microbial species: Methanogenic
archaea, homoacetogenic archaea and sulfate-reducing bacteria. For iron-
reducing bacteria no information about the parameter values could be found.
The tables provide the values already in the unit for the developed mathe-
matical model (Eq. 4.23 to Eq. 4.26). The conversion of the units was done
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in the following way:
• The maximum specific growth rate (ψgrowthmax ) and the decay coeffcient
(b) are usually provided in [1/day] what can be easility converted into
[1/s]:
1
1
day
= 1
86400
1
s
(4.41)
• The half-velocity constants (α) are provided in [µM ] or [mM ]. The
unit M refers to the molar concentration in [mol/L]. The conver-
sion into [mol/mol] requires the molar concentration of water (55.555
mol/L):
1µM = 1 ⋅ 10−3mM = 10−6 ⋅ 1
55.555
mol
mol
(4.42)
• The yield coefficient has the unit [g/mol(H2)]. For the conversion
the mass of one microorganism needs to be known. This mass was
calculated by assumuning a simplified cell shape which is a cylinder
with a diameter and height of 1 µm plus two hemispheres with a
diameter of 1 µm. The cell density is assumed to be the water density
(1000 kg/m3). The result is a cell mass of 1.309 ⋅ 10−15 kg.
1
g
mol(H2) = 11.309 ⋅ 10−15 ⋅ 10−3 1mol(H2) (4.43)
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Table 4.1: Kinetic parameters for methanogenic archaea
Source ψgrowthM,max αM,1 αM,2 YM,e bM[1/s] [mol/mol] [mol/mol] [1/mol(H2)] [1/s]
[40, 39] 2.488 ⋅ 10−5 6.875 ⋅ 1011
[40, 39] 1.273 ⋅ 10−5 4.584 ⋅ 1011
[68] 8.912 ⋅ 10−6 3.240 ⋅ 10−7 2.483 ⋅ 1011 1.019 ⋅ 10−6
[40, 39] 1.447 ⋅ 10−5 8.403 ⋅ 1011
[112] 1.433 ⋅ 10−5 1.222 ⋅ 1011
[112] 1.447 ⋅ 10−5 1.179 ⋅ 10−7
[112] 1.528 ⋅ 10−5 1.170 ⋅ 10−7
[40, 39] 1.736 ⋅ 10−5 1.179 ⋅ 10−7 3.056 ⋅ 1011
[40, 39] 3.009 ⋅ 10−5
[76] 1.188 ⋅ 10−7
[40, 39] 2.373 ⋅ 10−5 7.257 ⋅ 1011
[40, 39] 1.852 ⋅ 10−5 1.451 ⋅ 1012
[40, 39] 1.794 ⋅ 10−5
[112] 1.472 ⋅ 10−5 1.188 ⋅ 10−7 1.093 ⋅ 1013
[38] 7.523 ⋅ 10−6 8.999 ⋅ 10−8 5.400 ⋅ 10−6 3.820 ⋅ 1011 6.944 ⋅ 10−7
[119] 2.546 ⋅ 10−5
[35] 8.999 ⋅ 10−8 4.140 ⋅ 10−6
[132] 1.505 ⋅ 10−6 2.160 ⋅ 10−11 2.340 ⋅ 10−8 2.925 ⋅ 1011
[132] 1.736 ⋅ 10−5 9.000 ⋅ 10−12 7.697 ⋅ 1010
Mean 1.643 ⋅ 10−5 1.094 ⋅ 10−7 3.188 ⋅ 10−6 1.376 ⋅ 1012 8.565 ⋅ 10−7
Additionally, it is important to know the microbial density in subsurface
systems for each microbial species. Many values are available in the liter-
ature which come from water or rock samples. As the subsurface systems
are usually under substrate limited conditions these values can be used as
initial values for the simulations. In most publications the cell counts are
provided in [cells/ml] or [cells/g(porous medium)]. The conversion of the
units was done by assuming a porosity of 0.2 or a saturated rock density of
2500 kg/m3:
1
cells
ml
= 0.2 ⋅ 106 1
m3
(4.44)
1
cells
g(porous medium)
= 1000 ⋅ 2500 1
m3
(4.45)
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Table 4.2: Kinetic parameters for sulfate-reducing bacteria
Source ψgrowthS,max αS,1 αS,2 YS,e bS[1/s] [mol/mol] [mol/mol] [1/mol(H2)] [1/s]
[112] 1.620 ⋅ 10−5 5.940 ⋅ 10−8
[112] 1.852 ⋅ 10−5 7.559 ⋅ 10−8
[40, 39] 1.620 ⋅ 10−5 5.941 ⋅ 10−8 1.299 ⋅ 1012
[112] 1.389 ⋅ 10−5 5.400 ⋅ 10−8
[112] 1.817 ⋅ 10−5 7.505 ⋅ 10−8 5.424 ⋅ 1011
[112] 1.352 ⋅ 10−5 4.356 ⋅ 10−8 7.563 ⋅ 1011
[7] 4.167 ⋅ 10−5
[76] 2.340 ⋅ 10−8
[95] 6.366 ⋅ 10−5
[40, 39] 3.414 ⋅ 10−5 1.451 ⋅ 1012
[40, 39] 3.588 ⋅ 10−5 1.413 ⋅ 1012
[40, 39] 1.157 ⋅ 10−5
[40, 39] 1.042 ⋅ 10−5
[40, 39] 1.100 ⋅ 10−5
[40, 39] 1.620 ⋅ 10−5
[112] 1.583 ⋅ 10−5 5.940 ⋅ 10−8 4.640 ⋅ 1013
[85] 1.800 ⋅ 10−9 1.800 ⋅ 10−6
Mean 2.246 ⋅ 10−5 5.018 ⋅ 10−8 1.800 ⋅ 10−6 8.639 ⋅ 1012
Table 4.3: Kinetic parameters for homoacetogenic archaea
Source ψgrowthA,max αA,1 αA,2 YA,e bA[1/s] [mol/mol] [mol/mol] [1/mol(H2)] [1/s]
[132] 1.574 ⋅ 10−6 2.160 ⋅ 10−6 2.340 ⋅ 10−9 3.079 ⋅ 1010 1.157 ⋅ 10−7
[132] 3.704 ⋅ 10−6 2.160 ⋅ 10−6 2.340 ⋅ 10−9 6.157 ⋅ 1010 1.157 ⋅ 10−7
[132] 1.505 ⋅ 10−6 2.160 ⋅ 10−6 2.340 ⋅ 10−9 2.309 ⋅ 1010 1.157 ⋅ 10−7
[71] 1.331 ⋅ 10−5
[75] 5.972 ⋅ 10−7
[71] 4.584 ⋅ 1011
[63] 2.101 ⋅ 1012
[38] 4.630 ⋅ 10−6 8.999 ⋅ 10−8 1.800 ⋅ 10−6 3.820 ⋅ 1011 6.944 ⋅ 10−7
Mean 4.220 ⋅ 10−6 1.642 ⋅ 10−6 4.517 ⋅ 10−7 5.094 ⋅ 1011 2.604 ⋅ 10−7
4.7 Summary and conclusions
• A mathematical model was developed which describes the hydrody-
namic behavior of UHS coupled with bio-chemical reactions and mi-
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Table 4.4: Density of
methanogenic archaea
Source Depth n[m] [1/m3]
[65] 330 5.600 ⋅ 1013
[129] 376 4.800 ⋅ 1012
[74] 68–446 3.600 ⋅ 109
[69] 200–1800 4.400 ⋅ 1012
[69] 200–1800 7.800 ⋅ 1012
[69] 200–1800 1.120 ⋅ 1013
[98] 1264–1742 2.000 ⋅ 108
[104] 129–1240 1.001 ⋅ 1011
[24] 14–182 1.000 ⋅ 1013
[88] 647 2.000 ⋅ 1011
Mean 9.450 ⋅ 1012
Table 4.5: Density of sulfate-
reducing bacteria
Source Depth n[m] [1/m3]
[133] 65–686 7.400 ⋅ 1010
[104] 129–1240 1.001 ⋅ 1011
[34] 10–263 1.001 ⋅ 1010
[24] 14-182 1.000 ⋅ 1013
[98] 1264–1742 2.000 ⋅ 108
[9] 430 6.000 ⋅ 109
[57] 683.5–688.5 9.800 ⋅ 107
[57] 484–499 9.800 ⋅ 108
[57] 438–443 8.400 ⋅ 107
[57] 540–545 1.580 ⋅ 109
Mean 1.019 ⋅ 1012
Table 4.6: Density of homoaceto-
genic archaea
Source Depth n[m] [1/m3]
[37] 800 2.000 ⋅ 1011
[133] 900 2.000 ⋅ 1010
[74] 440 7.200 ⋅ 109
[133] 65–686 7.400 ⋅ 1010
[57] 683.5–688.5 2.800 ⋅ 108
[57] 62–66 1.580 ⋅ 108
[57] 484–499 3.400 ⋅ 108
[57] 438–443 1.860 ⋅ 108
[57] 470–475 2.200 ⋅ 107
[57] 540–545 4.600 ⋅ 108
Mean 3.026 ⋅ 1010
Table 4.7: Density of iron(III)-
reducing bacteria
Source Depth n[m] [1/m3]
[106] 4.600 ⋅ 108
[88] 65–686 7.400 ⋅ 1010
[133] 900 2.000 ⋅ 1010
[133] 1350 2.000 ⋅ 109
[57] 683.5–688.5 4.400 ⋅ 108
[57] 382–387 2.600 ⋅ 106
[57] 62–66 6.600 ⋅ 107
[57] 484–499 3.400 ⋅ 109
[57] 438–443 9.200 ⋅ 107
[57] 470–475 6.600 ⋅ 106
Mean 1.005 ⋅ 1010
crobial population dynamics. It considers the metabolism of four hy-
drogenotrophic microbial species and includes the flow and transport
of seven components in two mobile phases and two rock components.
• A comparison of three substrate-limited growth models and two decay
models was presented. None of the models shows the lag and station-
ary phases which have been observed in batch culture experiments.
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Only the model of Panfilov shows the acceleration phase.
• A literature search was performed to find parameters for microbial
population dynamics and the bio-reaction terms. Parameters are avail-
able for all included microbial species except for iron-reducing bacteria.
Some parameters are uncertain in a range of up to two or three orders
of magnitude.
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Chapter 5
Stability of the dynamic system
Dynamic systems which are described by differential equations can have one
or more equilibrium points. The equilibrium points, at which the solution
of the system remains unchanged in time, can be stable or unstable. For a
stable equilibrium point a small perturbation in the solution is driven back
to the equilibrium point. In contrast, for an unstable equilibrium point a
small perturbation in the solution is driven away and the solution may not
converge to the equilibrium point anymore. Additionally, it is possible that
oscillations in space or time occur around an equilibrium point in a dynamic
system.
Related to the unexpected behavior, which was reported for the town gas
storage in an anticline aquifer structure near Lobodice (Czech Republic),
the stability of the dynamic system (Eq. 4.34 to Eq. 4.37) is investigated in
the present chapter. The injected gas in the Lobodice town gas storage con-
tained 45-50% H2, 20-25% CH4, 8-12% CO2, 7-11% CO, 8-10% N2. During
storage cycles of seven months drastic increases in the CH4 concentration
and decreases in the CO, CO2 and H2 concentrations as well as changes in
the gas volume were reported [118]. Smigan et al. [118] analyzed the exis-
tence of methanogenic microorganisms in the stratal water and an isotopic
analysis of the withdrawn gas indicated a different origin for a part of the
CH4 molecules. Consequently, it was concluded that the microbial activity
was responsible for the in-situ generation of methane by one or both of the
following reactions:
CO2 + 4H2 Ð→ CH4 + 2H2O (5.1)
CO + 3H2 Ð→ CH4 +H2O (5.2)
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Additionally, Buzek et al. [21] reported that the composition of the pro-
duced gas varied in time (cf. Fig. 5.1) and also from well to well. Parts of
the storage were enriched in the CH4 concentration while other parts were
enriched in the H2 concentration.
Figure 5.1: Gas composition at well 44 of the Lobodice town gas storage,+: H2 vol %, ◻: CH4 vol %, ◇: CH4/N2 ratio [21]
The observations indicate that the underground storage behaved as a bio-
reactor because both substrates for the bio-chemical reactions were injected.
However, the oscillating behavior could not be explained. In this chapter a
possible explanation for the variation in the gas composition is derived by
the theory of dynamic systems. The results can be important for UHS when
a mixture of H2 and CO2 is injected.
A shortened version of the present chapter was published in the proceedings
of the 15th European Conference on the Mathematics of Oil Recovery [52].
5.1 Reduction to a system of two ordinary differential
equations
The following assumptions were applied to perform the stability analysis of
the dynamic system:
• Only methanogenesis takes place.
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• The rate of growth is proportional to the product of total substrate
concentrations and the microbial density. This is a simplified version
of the growth model suggested in [100]:
ψgrowth = ψgrowthmax CCO2CH2n (5.3)
• The rate of decay is constant:
ψdecay = β (5.4)
• The rates of CO2 consumption and production as source of carbon are
neglected.
• Diffusive, dispersive and advective transport is neglected.
• The injection and production of fluids is included in the global balance
equations instead of using point or line sources. This assumption can
be applied when the number of storage wells is high.
Hence, the model for bio-reactive two-phase transport (Eq. 4.34 to Eq. 4.37)
can be reduced to a system of five ordinary differential equations:
dn
dτ
= αCH2CCO2n2 − βn (5.5)
dCk
dτ
= −δkCH2CCO2n2 + qk, k =H2,CO2,CH4,H2O (5.6)
where α = ψgrowthmax , δk = ψgrowthmax γk/Ye, Ck = ρgckgSg + ρwckwSw and q = Qφ .
The equation for the microbial population dynamics is independent of the
reaction products (CH4 and H2O). Therefore, it is sufficient to consider a
system of three equations:
dn
dτ
= αCH2CCO2n2 − βn (5.7)
dCH2
dτ
= −δH2CH2CCO2n2 + qH2 (5.8)
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dCCO2
dτ
= −δCO2CH2CCO2n2 + qCO2 (5.9)
For the injection or production rates (qk) the following considerations are
applied:
Underground storages are operated in a cyclic way with alternating periods
of injection and production. During injection periods qk is larger than zero
while during production periods qk is smaller than zero. The composition of
the injected gas is known and the injection rate is adjustable. Accordingly, qk
is directly manageable during injection periods. However, during production
periods only the total rate (∑4k=1 qk) is manageable. The composition and
ratio of the produced fluid phases depends on the phase compositions and
mobilities in the reservoir. When the time period to be analyzed is much
longer than one operation cycle, the mean injection/production rates can
be considered:
qk = 1
tcycle
∫ tcycle
0
qk(t)dt (5.10)
When a mixture of H2 and CO2 is injected, it is obvious that less H2 and
CO2 will be produced during the subsequent production period. The reason
is the continuously consumption of these substrates for the metabolism of
microorganisms. Therefore, the mean rates qH2 and qCO2 are positive. In
contrast, CH4 and H2O are not present in the injected gas. Nevertheless,
they are present in the produced fluid phases because they are the products
of the metabolic process. Consequently, the mean rates qCH4 and qH2Oare
negative.
Hereafter, the particular case is analyzed where the mean injection and
production rates are proportional to the stoichiometry of the bio-chemical
reaction:
qCO2 = 1
4
qH2 (= −qCH4 = −1
2
qH2O) (5.11)
It follows from Eq. 5.11:
δH2
δCO2
= qH2
qCO2
= ǫ (5.12)
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Hence, Eq. 5.8 can be written as:
dCH2
dτ
= ǫ(−δCO2CH2CCO2n2 + qCO2) (5.13)
The time derivative of CH2 is proportional to the time derivative of CCO2:
dCH2
dτ
= ǫ(dCCO2
dt
) (5.14)
Integration on both sides leads to:
∫ dCH2
dτ
dτ = ∫ ǫ(dCCO2
dτ
)dτ
⇒ CH2 = ǫCCO2 +K (5.15)
Eq. 5.15 can be inserted into the system of three equations 5.7 to 5.9 what
transforms into the following system of two ordinary differential equations:
dn
dτ
= αǫC2n2 + αKCn2 − βn (5.16)
dC
dτ
= −δǫC2n2 − δKCn2 + q (5.17)
where C = CCO2, q = qCO2 and δ = δCO2.
K can be determined from the initial values:
K = CH2,0 − ǫCCO2,0 (5.18)
5.2 Linear stability analysis
The stability of the non-linear dynamic system was analyzed by the theory of
differential equations [131, 48, 94, 93]. Linear stability analysis is often used
in mathematics to analyze the qualitative behavior of dynamic systems. The
stability of an ODE system can be assessed by calculating the eigenvalues
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of the Jacobian matrix at its equilibrium point (or steady-state). Table 5.1
summarizes the qualitative behavior based on the eigenvalue.
Eigenvalue Effect on system
Positive real number Driven away from steady state
Negative real number Driven back to steady state
Zero Remains at position to which is was
disturbed
Identical to another
eigenvalue
Behavior can not be predicted
Complex with positive
real number
Oscillates around steady-state value
with increasing amplitude
Complex with negative
real number
Oscillates around steady-state value
with decreasing amplitude
Imaginary Oscillates around steady-state value
with constant amplitude
Table 5.1: Stability of ODE systems [66]
Alternatively, the stability can be assessed by the determinant and trace
of the Jacobian matrix (cf. Fig 5.2). The equilibrium point is unstable if
the trace is positive and/or the determinant is negative. Otherwise, the
equilibrium point is stable.
The system of two ordinary differential equations (Eq. 5.16 and Eq. 5.17)
has two equilibrium points. The one in the positive parameter region is of
interest:
n⋆ = αq
βδ
(5.19)
C⋆ =
√
qα2K2+4β2ǫδ
q
− αK
2ǫα
(5.20)
The stability can be assessed by linearizing the equation system at the
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Figure 5.2: Determinant-trace diagram [2]
equilibrium point. The Jacobian matrix at the equilibrium point is:
A = (2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β 2αǫC⋆n⋆2 + αKn⋆2−2δǫC⋆2n⋆ − 2δKC⋆2n⋆ −2δǫC⋆n⋆2 − δKn⋆2) (5.21)
The eigenvalues at the steady state are:
λ1/2 = −P
2
±√(P
2
)2 −Q (5.22)
where
P = −2αǫC⋆2n⋆ − 2αKC⋆2n⋆ + β + 2δǫC⋆n⋆2 + δKn⋆2 (5.23)
Q = 2βδǫC⋆n⋆2 + βδKn⋆2 (5.24)
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Three qualitative different stability behaviors can be obtained what depen-
dents on the values for the input parameters. When the microbial kinetic
parameters (α, β and δ) are fixed, it is reasonable to use the rate q as con-
trol parameter. In Table 5.2 the different stability behaviors are shown by
exemplary phase portraits. The parameter q increases from bottom to top.
The critical rates qc1 and qc2 separate the different behaviors.
Stable focus/node: A stable focus or node (Table 5.2, top) arises when
the rate q is sufficiently high, i.e. the eigenvalues must have negative real
parts what means that the trace of the Jacobian matrix has to be negative
while the corresponding determinant is positive. The required conditions
for this behavior are:
2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β − 2δǫC⋆n⋆2 − δKn⋆2 < 0 (5.25)
2βδǫC⋆n⋆2 + βδKn⋆2 > 0 (5.26)
Under these conditions a perturbation is always driven back to the equilib-
rium point (blue point).
Stable limit cycle: The system undergoes a Hopf-bifurcation when the
rate is reduced to the critical value qc2 [50]. At this point the real parts
of both eigenvalues become zero, the focus becomes unstable and a stable
limit cycle occurs (Table 5.2, center). The critical rate qc2 can be obtained
from the following implicit expression:
2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β − 2δǫC⋆n⋆2 − δKn⋆2 = 0 (5.27)
The further reduction of the rate leads to a growing limit cycle. Under these
conditions a perturbation is driven away from the equilibrium point. The
solution stabilizes by traveling on an orbit (blue line) around the equilibrium
point. The concentration and microbial density are oscillating with constant
amplitude.
Unstable focus/node: At a certain rate qc1 the limit cycle disappears
sharply. Then, the system has a unstable focus or node (Table 5.2, bottom).
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stable focus/node for q = 0.3:
qc2
stable limit cycle for q = 0.2:
qc1
unstable focus/node for q = 0.15:
Table 5.2: Stability behaviors for different rates q based on an example
parameter set (α = 1, β = 1, δH2 = 1, δCO2 = 0.25,CH2,0 = 1,CCO2,0 = 1):
The bifurcation occurs at qc2 = 0.219, the limit cycle disappears when q is
reduced below qc1 = 0.195
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The critical rate qc1 was determined numerically. Under these conditions
a perturbation is again driven away from the equilibrium point but the
solution does not stabilize. The microbial density converges to zero while
the concentration continues to increase.
Fig. 5.3 and Fig. 5.4 are showing bifurcation diagrams with respect to q for
the same example parameter set. The black point represents the bifurcation
point (qc2 = 0.219). To the left side of this point the system is under limit
cycle conditions. The limit cycle disappears sharply at qc1 = 0.195. The
dotted lines represent the minimum and maximum values of the oscillations
within the limit cycle region.
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stable
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Figure 5.3: Bifurcation diagram for n vs. q based on an example parameter
set (α = 1, β = 1, δH2 = 1, δCO2 = 0.25 and CH2,0 = 1, CCO2,0 = 1)
As indicated by Eq. 5.15, CH2 and CCO2 have a proportional relation. The
phase portrait under limit cycle conditions in the three-dimensional space
(n vs. CH2 vs. CCO2) is shown in Fig. 5.5. The limit cycle is laying on a
plane having an incline in the direction of CH2 vs. CCO2.
5.3 Turing conditions
Turing instability, also referred to as diffusion-driven instability, is a pro-
cess of activation, inhibition and diffusion [128]. The mechanism includes
two types of agents (e.g. molecules or microorganisms) which interact. The
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Figure 5.4: Bifurcation diagram for C vs. q based on an example parameter
set (α = 1, β = 1, δH2 = 1, δCO2 = 0.25 and CH2,0 = 1, CCO2,0 = 1)
Figure 5.5: Limit cycle in the three-dimensional space according to equa-
tion system 5.7 to 5.9 for α = 1, β = 1, δH2 = 1, δCO2 = 0.25, CH2,0 = 1,
CCO2,0 = 1, qH2 = 0.8 and qCO2 = 0.2
activator produces more of itself and also the inhibitor is produced. Ad-
ditionally, the presence of the inhibitor reduces the amount of the activa-
tor. Both, activator and inhibitor can move by diffusion. Imagine, a small
spatially limited concentration of the activator is existing which starts to
produce more of itself and diffuses into its vicinity. However, the inhibitor is
also present, diffuses faster and stops the spreading of the activator. After
this, the activator diffuses beyond the region of high inhibitor concentration
and creates a new spot of the activator. This process repeats and a pattern
with spatial spots of high activator or high inhibitor concentration arises.
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In the case of UHS, the activators are the microorganisms whose rate of
growth is catalyzed by itself and the substrates. The inhibition is repre-
sented by the decay rate. The inhibitor is then represented by the substrate
which is not produced but injected and simultaneously consumed by the
microorganisms. The equation system was analyzed for the possibility of
this mechanism and conditions were derived for the parameter region which
result in a Turing instability.
The Turing mechanism requires a dynamic system which would have a stable
equilibrium without diffusion. For equation system 5.16 to 5.17 this was
already determined by the following two conditions which are the first two
Turing conditions:
2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β − 2δǫC⋆n⋆2 − δKn⋆2 < 0 (5.28)
2βδǫC⋆n⋆2 + βδKn⋆2 > 0 (5.29)
For the determination of the remaining conditions, diffusive transport has
to be included. The diffusion term for CO2 is simplified by the assumption
to depend on the total concentration gradient:
dn
dτ
= αǫC2n2 + αKCn2 − βn + ∂2
∂x2
n (5.30)
dC
dτ
= −δǫC2n2 − δKCn2 + q + d ∂2
∂x2
C (5.31)
The stability in the vicinity of the equilibrium point with presence of dif-
fusion can be analyzed by adding a small perturbation to the equilibrium
state:
n(x, t) = n⋆ + ζn(x, t) (5.32)
C(x, t) = C⋆ + ζC(x, t) (5.33)
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The evolution of the perturbed state can be written as:
∂
∂t
U = AU +D ∂2
∂x2
U (5.34)
where:
U = (ζn, ζC) (5.35)
A = (2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β 2αǫC⋆n⋆2 + αKn⋆2−2δǫC⋆2n⋆ − 2δKC⋆2n⋆ −2δǫC⋆n⋆2 − δKn⋆2) (5.36)
D = (1 0
0 d
) (5.37)
The following approach for the solution is assumed:
U(x, t) = U0eλtcos(kx) (5.38)
This equation is a cosine wave whose amplitude is increasing when λ is
positive or decreasing when λ is negative. The wave length is 2π/k. The
first derivative with respect to time is:
∂
∂t
U(x, t) = λU0eλtcos(kx) = λU (5.39)
The second derivative with respect to space is:
∂2
∂x2
U(x, t) = −k2U0eλtcos(kx) = −k2U (5.40)
The outcome is:
λU = (A −Dk2)U (5.41)
The stability of the reaction-diffusion equation can be assessed by investi-
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gating the eigenvalues of the matrix B:
B = A −Dk2
= (2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β − k2 2αǫC⋆n⋆2 + αKn⋆2−2δǫC⋆2n⋆ − 2δKC⋆2n⋆ −2δǫC⋆n⋆2 − δKn⋆2 − dk2) (5.42)
For a Turing instability the same equilibrium point needs to be unstable
when diffusion is present. Consequently, either the trace of matrix B has to
be positive or its determinant has to be negative:
TrB > 0 (5.43)
or:
detB < 0 (5.44)
The trace of matrix B is:
TrB = 2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β − 2δǫC⋆n⋆2 − δKn⋆2 − (1 + d)k2
= TrA − (1 + d)k2 (5.45)
Condition 5.28 defines TrA to be negative and consequently TrB cannot
be positive. Therefore, a condition needs to be found which makes the
determinant negative:
0 >detB
=dk4 − (2δǫC⋆n⋆2 + δKn⋆2 − d(2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β))k2+2βδǫC⋆n⋆2 + βδKn⋆2 (5.46)
From condition 5.28 it is known that:
2δǫC⋆n⋆2 + δKn⋆2 > 2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β (5.47)
Hence, d need to be larger than one which means that the diffusion of CO2
takes place faster than the diffusion microorganisms. From this it follows
the third Turing condition:
2δǫC⋆n⋆2 + δKn⋆2 − d(2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β) > 0 (5.48)
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Eq. 5.46 can be written as:
detB = dk4 − pk2 + q (5.49)
The condition 5.44 requires that:
dz2 − pz + q < 0 (5.50)
where z = k2. This is true if:
p2
4q
> d (5.51)
It follows the fourth Turing condition:
(2δǫC⋆n⋆2 + δKn⋆2 − d(2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β))2
> 4d (2βδǫC⋆n⋆2 + βδKn⋆2) (5.52)
Summarized the four conditions are:
2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β − 2δǫC⋆n⋆2 − δKn⋆2 < 0 (5.53)
2βδǫC⋆n⋆2 + βδKn⋆2 > 0 (5.54)
2δǫC⋆n⋆2 + δKn⋆2 − d(2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β) > 0 (5.55)
(2δǫC⋆n⋆2 + δKn⋆2 − d(2αǫC⋆2n⋆ + 2αKC⋆2n⋆ − β))2
> 4d (2βδǫC⋆n⋆2 + βδKn⋆2) (5.56)
These conditions allow to find a set of parameters which produces spatial
oscillations when the initial conditions have a perturbation. In Fig. 5.6 the
Turing parameter space (grey region) for q and d is shown for an exemplary
parameter set. The wave length can be calculated from the minimum of the
polynomal function:
zmin = k2 = p
2d
(5.57)
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Figure 5.6: Turing space for the rate q versus the ratio of diffusion coeffi-
cients d for a fixed set of parameters (α = 1, β = 1, δH2 = 1, δCO2 = 0.25,
CH2,0 = 1 and CCO2,0 = 1)
Then, the wave length λ is:
λ = 2π
k
(5.58)
5.4 Numerical simulations
Different simulation studies were performed under conditions derived from
the previous sections. The numerical model is based on DuMuX as de-
scribed in chapter 6. The model includes four components (H2, CO2, CH4,
H2O) and one microbial species (methanogenic archaea). A simplified two-
dimensional reservoir model was used which represents the top view (cf.
section 6.1.5).
Different dynamic behaviors were obtained by varying the injection/produc-
tion rate, the characteristic parameters and the initial conditions. The most
interesting scenarios are presented here.
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5.4.1 Limit cycle behavior
The initial conditions for this simulation case are homogeneous: Sg = 0.5,
cH2g = 0.4, cCO2g = 0.25, cCH4g = 0.35, n = 2. The injection/production rates
are: qH2 = 0.8, qCO2 = 0.2, qCH4 = −0.2, qH2O = −0.4. Under these conditions
the storage undergoes a limit cycle behavior. The microbial density and
the gas phase concentrations remain spatially constant but are oscillating
in time. In Fig. 5.7 the microbial density and gas phase concentrations are
plotted versus time.
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Figure 5.7: Temporal evolution of the microbial density and gas phase
concentrations in the reservoir
5.4.2 Turing instability
For the second simulation case the initial conditions are the same as in the
previous case except for a small area on the left side of the reservoir. In
this spot a perturbation to the initial microbial density is added: n = 0
(cf. Fig. 5.8a). The injection/production rates are: qH2 = 1, qCO2 = 0.25,
qCH4 = −0.25, qH2O = −0.5. The ratio between the diffusion coefficients d
is 10. Under these conditions the reservoir undergoes a Turing instability.
Starting from the perturbation on the left side oscillations in the micro-
bial density and the gas phase concentrations are spreading throughout the
reservoir. Spatial spots which have a high microbial density and high CH4
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Figure 5.8: Temporal evolution of number of microorganisms
concentration arise and move through the reservoir. In contrast the H2 con-
centration in these spots is low. The behavior of microbial density and gas
phase concentrations is shown in Fig. 5.8 to Fig. C.6 for some points in time.
Different patterns can be observed at different points in time.
5.5 Summary and conclusions
• Underground hydrogen storages could behave as a bio-reactor similar
to the observation in some former town gas storages. When both
substrates (H2 and CO2) are injected, the methanogenic metabolism
leads to a continuous transformation into CH4 and H2O.
• When the mean rates of injection and production are equal to the rates
of the bio-chemical reaction, the reservoir is in an equilibrium state.
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Figure 5.9: Temporal evolution of H2 concentration in the gas phase
Dependent on the stability of this equilibrium point the reservoir shows
different dynamic behaviors.
• It was shown that the reduced equation system can have an unstable
or stable equilibrium point. The rate q can be used as parameter to
control this behavior. In a certain range for q a stable limit cycle
appears around the equilibrium point. In the literature this behavior
is referred to as Hopf-bifurcation.
• The possibility for a Turing instability was derived on the reduced
reaction-diffusion model. The presented Turing conditions allow to
determine the range for the rate q under which a Turing instability
occurs.
• Numerical simulations using the complete model for bio-reactive two-
phase transport were performed under the derived conditions. Under
limit cycle conditions the simplified reservoir shows oscillations in time
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Figure 5.10: Temporal evolution of CH4 concentration in the gas phase
for the microbial density and gas phase concentrations. Under Turing
conditions the results show spatial oscillations in the microbial den-
sity and gas phase concentrations. Different kinds of patterns were
observed.
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Chapter 6
Numerical modeling of storage cycles
The numerical simulations performed in this thesis were implemented in the
open-source software DuMuX [43]. DuMuX was developed by the University
of Stuttgart for the simulation of flow and transport processes in porous
media. It is based on the ”Distributed and Unified Numeric Environment”
(DUNE) toolbox which provides an open-source fundament for the solution
of partial differential equations using grid based methods [10]. The open-
source license allows the user to independently advance the simulator and to
implement any kind of changes. This potential was used within this thesis to
implement the mathematical model which was developed in chapter 4. The
created numerical model was used to simulate different hydrogen storage
scenarios.
Parts of this chapter were already published in the journals Environmental
Earth Sciences [55, 42] and Computational Geosciences [56] during the work
on the thesis.
6.1 Numerical implementation
DuMuX offers several numerical models which differ in their mathematical
formulation (e.g. the physical laws, the number of phases or the num-
ber of components) or in their numerical implementation (implicitly solved
models or decoupled models, e.g. an implicit pressure explicit saturation
algorithm). In this section the general algorithmic principles of DuMuX are
introduced and subsequently the performed adaptations are explained. The
explanations concentrate on the implicit formulation which was used in this
thesis.
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6.1.1 Spatial and temporal discretization
The mathematical model (Eq. 4.34 to Eq. 4.37) can be considered as a set of
conservation laws which apply in the spatial domain and time frame of inter-
est. To solve such a problem mathematically it is required to discretize the
model in space and time. DuMuX offers two different spatial discretization
methods: A cell-centered finite volume method and a vertex-centered finite
volume (box) method. The discretization in time is done by an implicit
(backwards) Euler scheme. On the basis of discretization a non-linear equa-
tion system can be derived at each time step. Subsequently, the non-linear
equation system can be solved by an iterative method (cf. section 6.1.2).
The discretization scheme is shown here on the example of the cell-centered
finite volume method combined with an implicit euler method. The math-
ematical model can be written in the following reduced form which applies
on the domain:
∂
∂t
u +∇ ⋅ f(u) = g(u) (6.1)
where u is the vector of primary variables, f is the flux function and g is the
source function. The domain has to be subdivided into a finite number of
non-overlapping control volumes Vi (cf. Fig. 6.1) where i is the index of the
control volumes. Subsequently, control volumes for the spatial discretization
are also referred to as grid cells. In each of these grid cells the conservation
Figure 6.1: Schematic 2D grid for a cell-centered finite volume method
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law is valid in its integral form:
∂
∂t
∫
Vi
udVi +∫
∂Vi
f(u) ⋅ ndAi = ∫
Vi
g(u)dVi (6.2)
where A is the total surface area of a grid cell and n is the unit normal vector.
This means that the quantities u in a grid cell can be only changed by in-
or outflow over the boundaries of the grid cell or by creating or vanishing of
the quantities within the grid cell. In a cell-centered finite volume method
the values for the quantities u are stored at the cell centers which means
that it represents an average value over the volume:
ui = 1
Vi
∫
Vi
udVi (6.3)
The same can be applied for the source/sink term:
g(ui) = 1
Vi
∫
Vi
g(u)dVi (6.4)
As a consequence, the values of the quantities u are discontinuous at the
interfaces between two grid cells. The flux integral has to be approximated
by taking into account the values of the quantities u in the individual (i)
and the neighboring (j) grid cell:
∫
∂Vi
f(u) ⋅ ndAi = m∑
j=1
kij(ui, uj) (6.5)
wherem is the number of neighboring grid cells. Function kij has to take into
account the geometrical quantities like distance between the cell centers and
area of the interface. Additionally, an averaging of rock and fluid properties
like porosity, (relative) permeability, viscosity, density, effective diffusion
coefficients has to be included. Dividing Eq. 6.2 by the volume Vi and
inserting Eq. 6.3 and Eq. 6.4 results in:
∂
∂t
ui + 1
Vi
n∑
j=1
kij(ui, uj) = g(ui) (6.6)
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Finally, the time derivative can be replaced by using an Euler scheme:
∂
∂t
ui = ut+1i − uti
∆t
(6.7)
For an implicit Euler scheme the final equation for each grid cell can be
derived as follows:
ut+1i = uti − ∆tVi n∑j=1kij(ut+1i , ut+1j ) = g(ut+1i ) (6.8)
6.1.2 Iterative procedure
The discretization in space and time results in a non-linear equation system
at each time step. The number of equations is equal to the number of grid
cells multiplied by the number of primary variables (degrees of freedom).
The algorithmic structure to solve this equation system is shown in Fig. 6.2.
After initializing the grid, defining the initial conditions and allocating the
Figure 6.2: Structure of the fully implicit scheme in DuMuX [43]
memory, three interlaced loops are run through: For each time step, for
each newton iteration and for each grid cell. The multidimensional Newton
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method is seeking for the zero point of the equation system in the following
way:
1. The vector of residuals and the corresponding Jacobian matrix are
calculated by running through the loop over each grid cell. The partial
differentiation for assembling the Jacobian matrix is done numerically
in the following way:
r(x + ǫ) − r(x − ǫ)
2ǫ
(6.9)
where r is the residual of an equation, x is a primary variable and ǫ is
a small value.
2. The result is a linear equation system which can be solved for the
change in solution (∆X):
J(Xn)∆Xn = −R(Xn) (6.10)
where J is the Jacobian matrix, ∆X is the change in the solution
vector and R is the residual vector. An algebraic multigrid solver,
which shows a high efficiency in parallel processing, was used to solve
this equation system.
3. The new solution is calculated by:
Xn+1 =Xn +∆Xn (6.11)
4. The convergence is checked by calculating the maximum relative or
absolute error between the new solution vector and the one of the
previous iteration.
When the convergence criterion was fulfilled, the solution is written out and
a new time step is started. The simulation ends when the final simulation
time is reached.
6.1.3 Adaptation of the governing equation system
The molar balance equations (Eq. 4.24 and Eq. 4.25) were implemented by
using the already existing model “2p2c”. This model realizes the flow of
two fluid phases which consist out of two partially miscible components.
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The primary variables in this model are the pressure of one phase and the
saturation of the other phase. For the appearance and disappearance of
phases additional constraints are implemented which check on the values
of saturation and sum of concentrations if a phase is present. When only
one phase is present the primary variables are switched. In this case the
pressure and the concentration of one component in the existing phase are
used as primary variables. The “2p2c” model was extended by the addi-
tional components for the implementation of the developed mathematical
model. A “2p4c”, a “2p6c” and a “2p7c” model were developed during
this thesis. The most advanced model with seven components includes H2,
CO2, CH4, H2O, H2S, N2 and SO2−4 . The additional primary variables
are the concentrations of n − 2 (in this case 5) components. Additionally,
the numerical implementation of the transport equations was extended for
effect of mechanical dispersion in both phases. Therefore the longitudinal
and transverse dispersivity were introduced as rock parameters and a new
method was introduced which calculates the dispersion tensor based on the
Darcy velocity.
Additional balance equations were added for the implementation of the mi-
crobial population dynamics. Each microbial species appends the model
by one primary variable which is the microbial density. Growth and de-
cay of the microorganisms are introduced in the source/sink term of these
equations. The movement of microorganisms was added equivalent to the
diffusive flux of the components. The terms for the bio-chemical reactions
were accordingly added as source/sink terms to the molar balance equations.
The most advanced “2p7c2mo” model describes the flow and transport of
seven components in two phases coupled to the metabolic processes of two
microbial species: Methanogens and sulfate-reducers. The model has 9 pri-
mary variables: One pressure, one saturation, five concentrations and two
microbial densities. The C++ code which evaluates the source/sink terms
for microbial growth and decay and the bio-chemical reactions in each (sub)
control volume in listed in appendix A.1.
6.1.4 Phase equilibrium and hydrodynamic parameters
The phase composition and hydrodynamic parameters of the phases are
updated during each Newton iteration. DuMuX provides a large library of
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calculation methods for the phase properties. These methods were adapted
and extended for the consideration of the additionally introduced chemical
components. The following laws and correlations were used in the numerical
models for four, six and seven components:
• For the determination of the phase composition it is assumed that
the phases are in thermodynamic equilibrium. This means that the
fugacities for each component are equal in both phases:
fkg = fkw or ckgϕkgPg = ckwϕkwPw (6.12)
where f is the fugacity in [Pa] and ϕ is the fugacity coefficient. The
gas phase is treated as an ideal gas mixture and consequently the
fugacity coefficients are set to 1. In the water phase the coefficients of
the gaseous components are calculated by using Henry’s law:
ϕkw = HkPw (6.13)
where H is the Henry’s law constant in [Pa]. The fugacity coefficient
of H2O is calculated by using the vapor pressure:
ϕH2Ow = P
H2O
v
Pw
(6.14)
where PH2Ov is the vapor pressure of pure water in [Pa]. Additionally,
the sum of concentrations in each phase is needed:
∑
k
ckg = 1 ∑
k
ckw = 1 (6.15)
Eq. 6.12 to Eq. 6.15 are used to assemble a linear equation system of
2 ⋅ n equations. n − 2 concentrations are known because they are the
primary variables. The linear equation system can be solved to get
the remaining n + 2 concentrations.
• The gas phase density is calculated by using the ideal gas law:
ρˆg = Pg∑
4
k=1 c
k
gM
k
RT
(6.16)
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where M is the molar mass in [kg/mol], R is the gas constant in
[J/mol/K] and T is the temperature in [K]. The water phase density
is calculated dependent on the composition by [26]:
ρˆw = 4∑
k=1
ckwρˆ
H2O
Mk
MH2O
(6.17)
where the density of pure H2O is constant.
• The gas phase viscosity is calculated by the Wilke method which cor-
relates the viscosity dependent on composition and temperature [109]:
µg = 4∑
i=1
cigµ
i
g
∑4j=1 cigωij (6.18)
ωij =
(1 +√µig
µ
j
g
(M i
M j
)14)2√
8 (1 + M i
M j
) (6.19)
where µig is the viscosity of the pure gases which is correlated by using
the method of Chung et al. dependent on temperature [109]. The
water phase viscosity is constant.
6.1.5 Grid generation and rock parameters
Two different conceptional grid models were created. The first grid model
shown in Fig. 6.3 represents a vertical slice through a simplified anticline
structure. This grid model was used for simulations in dimensionless form.
The horizontal dimension is 1 and the storage formation has a thickness of
approximately 0.12. The grid has 137×14 = 1918 tetragonal cells which have
a average size of 7.3 ⋅10−3×8.6 ⋅10−3. The second grid model which is shown
in Fig. 6.4 represents the top view of a storage reservoir. The unstructured
grid has 1466 quadrangular cells.
Both grid models have been created by using the grid generator of COMSOL
Multiphysics. A Matlab script was used to transform the grid data into a
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Figure 6.3: 2D grid model representing a vertical slice through an anticline
structure
Figure 6.4: 2D grid model representing the top view of an storage reservoir
readable format for DUNE. The grid manager ”dune-alugrid” [32] was used
to read them into the simulator.
The hydraulic parameters of the storage rock are homogeneous and isotropic
(Kx = Ky). The relative permeability and the capillary pressure are corre-
lated by using the Brooks-Corey correlation [18]. The rock parameters are
summarized in Table 6.1.
A three-dimensional grid model was created from the geological model of
a real gas reservoir. The used geological model is a part of one of the
largest gas fields in Europe. However, the enormous extensions of the reser-
voir would require a very large amount of hydrogen to fill the reservoir and
provide a sufficient storage deliverability. Therefore, a much smaller pris-
matic fragment was cut out of the geological model by using Schlumberger
Petrel [5]. The created grid model shown in Fig. 6.5 represents a typical
anticline structure with the dimensions 1200 m × 800 m × 50 m. The grid
has 26 × 37 × 13 = 12506 cells. The cells which represent the sandstone
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Table 6.1: List of rock parameters (2D models)
Parameter Symbol Value
Porosity φ 0.2
Dimensionless permeability K¯ 1
Dimensionless entry capillary pressure P¯e 1 ⋅ 105/P ⋆
Pore size distribution index λ 2
Residual gas saturation Sgr 0.2
Residual water saturation Swr 0.2
Longitudinal dispersivity aL 10/L⋆
Transverse dispersivity aT 0.05/L⋆
Figure 6.5: 3D grid model
storage formation have a average size of 32 m × 31 m × 3 m. The model
has four independent highly porous and highly permeable sandstone layers
which are separated by impermeable clay layers. The sandstone layers are
defined with the original porosity and permeability values which are shown
in Fig. 6.6 and Fig 6.7.
The average porosity is 13.08 % and the average permeability is 22.40 mD.
The additional rock parameters are summarized in Table 6.2. The grid
which was generated by Petrel [5] in a ”corner-point” format was imported
for the usage with DuMuX by using the modules ”opm-parser” [4] and ”dune-
cornerpoint” [3].
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Figure 6.6: Porosity shown on a slice through the 3D grid model (vertically
stretched by a factor of 5)
Figure 6.7: Horizontal permeability shown on a slice through the 3D grid
model (vertically strechted by a factor of 5)
Table 6.2: List of rock parameters (3D model)
Parameter Symbol Value Unit
Entry capillary pressure Pe 1 ⋅ 105 Pa
Pore size distribution index λ 2
Residual gas saturation Sgr 0.1
Residual water saturation Swr 0.1
Longitudinal dispersivity aL 10 m
Transverse dispersivity aT 0.05 m
6.1.6 Adjustments for heterogeneous corner-point grids
As already mentioned DuMuX offers two different spatial discretization schemes.
The box-method was used for the 2D models which is appropriate for con-
forming grids. For the processing of geological more complex reservoir struc-
tures in the corner-point format, the more conventional cell-centered finite
volume method was used.
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Some further numerical challenges occurred during the handling of unstruc-
tured three-dimensional grids with strongly heterogeneous rock parameters.
Comprehensive geological reservoir models which are created in Petrel [5],
typically consist out of very irregular grid geometries and structures. Indi-
vidual cells can for example deviate from the cuboid cell shape by instead
having a rectangular prismatic shape which are also known as ”degenerate
cells”. These cells especially occur in those regions, where grid horizons
are merging into each other. At geological faults, where an offset between
the layers exits, it is additionally possible that the grid model becomes
non-conforming. To meet the complexity of these irregular grid structures,
some fundamental computation settings were modified. The flux between
two neighboring cells depends on the difference in pressure potential and
the transmissibility between the cells. The standard method in DuMuX for
calculating the transmissbility is accomplished by taking the face area, the
harmonic mean of the two cell permeabilities and the distance between the
cell centers. However, the deviating sizes and shapes of neighboring cells
lead to a certain inaccuracy which is resulting in numerical instability. A
better solution includes the initial calculation of the two transmissibilities
from each cell center to their common face center, referred to as ”half-block
transmissibility”. Subsequently, the total transmissibility between the cells
is calculated by taking half of the harmonic mean of these half-block trans-
missibilities. This option was implemented by the DuMuX developers and
is available since the DuMuX release 2.8. The importance for this change
can be demonstrated on the following example:
• The half-block transmissibility T in one of the six possible directions
is defined as following [28, 58]:
T = K ⋅A
L
(6.20)
where K is the permeability of the grid cell in [m2], A is the area of
the face in [m2], L is the distance between the cell center and the face
center in [m]. The total transmissibility T12 between two cells is then
calculated by taking half of the harmonic mean (a full contact between
the cells is assumed) [28, 58]:
T12 = 1
2
2
1
T1
+ 1
T2
= T1T2
T1 + T2 (6.21)
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The difference between the ”half-block transmissibility” and the stan-
dard ”permeability averaging” method becomes distinct, whenever un-
structured grid structures with heterogeneous rock properties are pro-
cessed (Fig. 6.8). In this case, the two half-block transmissibilities
L1=2·L2 L2
K1=10·K2
K2
Figure 6.8: Sketch of two cells in an unstructured grid with heterogeneous
permeability
result in:
T1 = K1 ⋅A
L1
, T2 = 1
5
K1 ⋅A
L1
(6.22)
Consequently, the total transmissibility yields in:
T12 = T1T1
T1 + T2 = 16K1 ⋅AL1 ≈ 0.17K1 ⋅AL1 (6.23)
While the ”half-block transmissibilty” method averages the permeabil-
ity and the distances between face and cell centers, the other method
averages only the permeability:
K12 = 21
K1
+ 10
K1
= 2
11
K1 (6.24)
The total transmissibility then amounts:
T12 =
2
11K1A
3
2L1
= 4
33
K1 ⋅A
L1
≈ 0.12K1 ⋅A
L1
(6.25)
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Additionally, an adjustment for the cell and face center determination within
the ”dune-cornerpoint” methods was required. While Petrel [5] exports
the grid geometry by specifying the eight corner-point coordinates of each
cell, simulation programs initially determine the grid cell and face center
points to ensure the mass/mole balance calculation between neighboring
cells. The standard setting to determine the cell and face centers is the
calculation of its centroids. In contrast, tests in DuMuX have indicated, that
the numerical accuracy and stability can be improved by determining the
face center coordinates as the arithmetic mean of its four corner points:
xfc = 1
4
4∑
i=1
xi, yfc = 1
4
4∑
i=1
yi, zfc = 1
4
4∑
i=1
zi (6.26)
The cell centers are subsequently calculated by taking the arithmetic mean
of the center points of the upper and lower faces:
xcc = 1
2
2∑
i=1
xfci, ycc = 1
2
2∑
i=1
yfci, zcc = 1
2
2∑
i=1
zfci (6.27)
This method is also suggested in Nilsen et al. [96] and is believed to be
common in commercial reservoir simulators. Depending on the shape of the
grid cell, the above introduced face and cell center determination methods
result into considerable deviating results. This adjustment especially helped
to improve the mass transfer between degenerate cells and its neighboring
cells what can also be demonstrated on an example:
• In Fig. 6.9, a simplified grid with a ”degenerate cell” in the center is
shown. The length L is significantly longer when the centroid method
is used. This results in a drastic underestimation of the transmissi-
bility (cf. Eq. 6.20) in direction to grid cell 2 and 7 while the trans-
missibility in direction to grid cell 5 is overestimated. Due to the
frequent occurrences of degenerate cells inside the processed grid, the
arithmetic mean method (Eq. 6.26 and Eq. 6.27) for the face and cell
center coordinate determination was used.
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Figure 6.9: Sketch of a ”degenerate cell”: It can be seen that L and L⋆
significantly deviate for the different cell centers
6.1.7 Storage initialization
For the initialization of storage simulations a hydrostatic equilibrium is as-
sumed. A reference pressure at the gas-water contact (GWC) and the depth
of the GWC are defined. The phase pressures and saturations were calcu-
lated based on the pressure gradients and capillary pressure to saturation
relation. The reservoir is separated into three zones as follows:
• In the water zone, which is below the GWC, the reservoir is saturated
by 100% water. Hence, only water is mobile. The pressure gradient is
related to the water pressure gradient:
Pw(z) = pGWCw − ρwg(zGWC − z) (6.28)
The gas phase pressure within the water zone is the water pressure
plus the entry capillary pressure:
Pg(z) = Pw(z) + Pc(1 − Sgr) (6.29)
• In the transition zone, which is directly above the GWC, water is
risen due to the capillary forces. Hence, both phases are mobile. The
water phase pressure is again calculated by the water pressure gradient
(Eq. 6.28) and the gas phase pressure is calculated by using the gas
pressure gradient:
Pg(z) = pGWCw + Pc(1 − Sgr) − ρgg(zGWC − z) (6.30)
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The saturation is calculated based on the capillary pressure, which is
the difference between the gas and water pressure:
Sw(z) = Sw(Pg(z) − Pw(z)) (6.31)
The inverse function of the Brooks-Corey correlation has been used to
do so (cf. Eq. 4.7).
• In the gas zone, which is above the transition zone, the water satura-
tion is equal to the irreducible water saturation. Hence, only the gas
phase is mobile and the pressure gradient is related to the gas pressure
gradient (Eq 6.32). The water pressure is the gas pressure minus the
capillary pressure at this saturation:
Pw(z) = Pg(z) − Pc(Swr) (6.32)
The initial pressure and saturation distribution is schematically plotted in
Fig. 6.10 and Fig. 6.11 where z is the vertical distance from the bottom of
the reservoir. The method which is used to set the initial values of all
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Figure 6.10: Initial pressure on the vertical axis
primary variables is listed in appendix A.2.
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Figure 6.11: Initial water saturation on the vertical axis
6.1.8 Modeling of storage wells
The injection and production of fluids through storage wells is implemented
as source/sink term. Two different types of well control mechanisms were
implemented. For both it has to be differentiated between injector and
producer.
6.1.8.1 Rate-controlled storage wells
For rate-controlled wells the (constant) rate is known. In the case of gas in-
jection also the composition of the injected gas is known. Hence, a constant
rate gas injection well can be modeled as:
Qˆk = ck,injg Qˆ (6.33)
where Qˆ is rate in [mol/s], ck,injg is the mole fraction of component k in the
injected gas. A scaling is required to transform the point or line source to
a volume source, where Vgc is the volume of the grid cell which contains the
well:
qk = Qˆk
Vgc
(6.34)
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The internal method which is used to evaluate the source/sink terms for
a (sub) control volume when H2 is injected at a constant rate is listed in
appendix A.3.
In the case of production the phase mobilities and concentrations of the
components in the grid cell which contains the well have to be considered:
Qˆk = Qˆ (λgckg + λwckw)∑ni=1 (λgcig + λwciw) (6.35)
where the mobilities λ and the concentrations c are the current values in the
grid cell. Again a scaling is required to transform the point or line source
to a volume source.
An internal method is used again to evaluate the source/sink term for a
(sub) control volume when mass is withdrawn at a constant rate (cf. ap-
pendix A.4).
6.1.8.2 Pressure-controlled storage wells
Pressure-controlled wells are realized by implementing Peaceman’s approach
[103]. In contrast of using a constant injection or production rate, Peace-
man’s well model automatically adjusts the amount of injected or extracted
mass to the reservoir response. This can for example avoid an unrealistic
high pressure in the near wellbore area by taking into account the mobilities
of the fluids [25]. Peaceman was able to find a connection between the occur-
ring grid cell pressure and the bottom-hole flowing pressure by introducing
an equivalent radius. The quantity of the equivalent radius amounts to ap-
proximately one fifth of the average grid cell length. The simplest expression
of Peaceman’s well model is shown below and is valid for a homogeneous
reservoirs and single-phase flow:
Q = 2πρKxyhz
µ (ln ( re
rw
) + s) ⋅ (Pwf − P ) (6.36)
where Q is the injection or production rate in [kg/s], ρ is the fluid density
in [kg/m3], Kxy is the horizontal permeability of the grid cell containing
the well in [m2], hz is the grid cell height in [m], µ is the fluid viscosity in
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[Pa ⋅ s], re is the equivalent radius in [m], rw is the geometrical well radius
in [m] and s is the wellbore skin factor. Besides the physical behavior of the
fluid density and viscosity, the difference of a defined bottom-hole flowing
pressure Pwf and the actual reservoir pressure P in the well grid cell adjusts
the amount of injected or extracted mass to the arising reservoir response.
The multi-compositional two-phase flow formulation of the model for UHS
requires the additional consideration of phase mobilities and concentrations
of the components. Since the model is based on the balance of moles, a
modification of the units is necessary. For injection, it is sufficient to consider
the gas phase:
Qˆk = ck,injg ρgkrg
µg
⋅ 2πKxyhz
ln ( re
rw
) + s ⋅(Pwf − Pg) (6.37)
where Qˆ is the injection or production rate in [mol/s] and ck,injg is the com-
position of the injected gas. Molar density, dynamic viscosity and rela-
tive permeability are the actual values in the well grid cell. A scaling is
again required to transform the point or line source to a volume source (cf.
Eq. 6.34).
The C++ implementation is listed in appendix A.5:
For production both phases need to be considered:
Qˆk = 2πKxyhz
ln ( re
rw
) + s ⋅ (ckgρgkrgµg (Pwf − Pg) + ckwρwkrwµw (Pwf − Pw)) (6.38)
where ckg and c
k
w in this case are also the actual values in the grid cell
containing the well.
The internal method for pressure-controlled wells is listed in appendix A.6:
6.1.9 Operation schedule and time stepping
For the implementation of the cyclic operation of underground storages with
alternating periods of injection, production and idle, it has to be switched
between the different algorithms for injection and production wells or no
well implementation. This can be done by splitting the simulation time
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into episodes. The episodes are numbered consecutively by an index and
the length of each episode can be individually defined. Based on the index
of the current episode it can be distinguished between the different well
algorithms.
DuMuX has an adaptive selection of the time step length by defining only
the initial time step. The selection of the time step length is based on a
target number of newton iterations. If the number of iterations was more
than the target number, the next time step will be shorter. If the number
of iterations was less than the target number, the next time step will be
longer. However, tests have shown that some restrictions have to be made.
At first, a maximum time step length has to be set. Dependent on the
model and the used parameters a value around two days has proved to be
suitable. Additionally, a reduction of the time step length was implemented
after each change in the storage operation. A reduction to one-tenth of the
maximum time step length was experienced to be a good choice.
6.1.10 Material balance error
The numerical simulations performed in this thesis intend to predict gas and
consequently energy losses due to the bio-chemical reactions which are in the
single digit percentage range. Consequently, the errors in the simulations
which are unavoidable in numerical approximations need to be sufficiently
small. The used numerical formulation is generally mass (or mole) conserva-
tive, however, small material balance errors might still occur. The fluid state
which includes the phase equilibrium and phase densities is updated in each
Newton iteration. After that, the new values for the primary variables are
obtained by solving the linear equation system. Hence, the saturations and
concentrations do not necessarily sum up exactly to one and an error in the
material balance might occur. The magnitude of this error can be controlled
by the convergence criterion which was selected as the maximum relative
error with a value smaller than 10−10. A larger value for the convergence
criterion would potentially result in a larger material balance error.
A calculation of the material balance error was implemented to verify that
the predicted gas losses are reliable. To do so this error (also referred to as
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residual) for H2 was calculated after each time step in the following way:
MBEH2 =∑
i
RH2 =∑
i
φCH2,tV −∑
i
φCH2,t+1V −∑
i
qH2,t+1V∆t (6.39)
where CH2 = ρgcH2g Sg + ρwcH2w Sw, ∑i is the sum over all grid cells, V is
the volume of the grid cell and q is the source/sink term which includes
injection/production and the bio-chemical consumption. In addition, the
cumulative material balance error was calculated as:
cumulative MBEH2 =∑
i
φCH2,tfinalV −∑
i
φCH2,t0V
−∑
t
∑
i
qH2,t+1V∆t
(6.40)
where ∑t is the sum over all time steps.
In Fig. 6.12 the material balance error is shown for the 3D simulation study
in section 6.2.3 (with 100mol% H2 injection and methanogenesis). It can be
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Figure 6.12: Material balance error versus time (3D study with 100 mol%
H2 injection and methanogenesis)
seen that the error oscillates randomly around zero. The maximum absolute
error during one time step with a value around 2 ⋅10−5 mol is quite low. The
cumulative material balance error with a value of 5.7 ⋅10−6 mol is even lower
because the positive and negative errors balance each other. As the gas
inventory in this simulation study is in the order of 109 mol the material
balance error is much less than acceptable.
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6.1.11 Post-processing and visualization
After each time step or at selected points in time, DuMuX writes the grid
information combined with the values of the primary variables and other
selected secondary variables into a output file using the VTK format [117].
ParaView [60] was used to visualize the results and to generate spatial plots
of the variables.
In addition to that, an algorithm was developed which evaluates general
information after each time step. Values as e.g. the injection/production
rate, the average gas phase pressure, the produced hydrogen concentration
and the total reaction rate are determined and written into separate output
files. A Matlab script was used to read these files and to generate different
time dependent plots.
6.2 Case studies
Based on the numerical model different simulation studies are performed in
the following sections. The simulation study in section 6.2.1 investigates the
process of gas-water displacement during the development process of an UHS
in an aquifer or in a depleted gas reservoir which had a strong water influx.
The second study in section 6.2.2 investigates the influence of mechanical
dispersion and the coupled bio-reactive effects when methanogenic archaea
and sulfate-reducing bacteria are present. Finally, in section 6.2.3 a storage
scenario is simulated in a realistic three-dimensional reservoir which con-
siders the coupled hydrodynamic and bio-reactive effects of methanogenic
archaea.
6.2.1 Gas-water displacement in a 2D synthetic reservoir
The simulation in this section aims to investigate the lateral spreading of
hydrogen compared to methane. The simulation study was performed in
dimensionless form. The used characteristic parameters are summarized in
Table 6.3. The parameters result in a characteristic time of:
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Table 6.3: List of characteristic parameters
Characteristic parameter Symbol Value Unit
Pressure P ⋆ 6 ⋅ 106 Pa
Density ρ¯⋆ 10 kg/m3
Viscosity µ⋆ 1 ⋅ 10−5 Pa ⋅ s
Diffusion coefficient D⋆ 1 ⋅ 10−6 m2/s
Length L 500 m
Permeability K⋆ 100 mD
Molar density ρ⋆ 5000 mol/m3
Gravity acceleration g⋆ 9.81 m/s2
t⋆ = L2µ⋆
K⋆P ⋆
≈ 48.2days (6.41)
The geometry is two dimensional and represents a vertical slice through an
anticline structure (cf. section 6.1.5). The initialization was done in hydro-
static equilibrium by defining the gas-water contact at a certain depth with
a dimensionless pressure of 1 (cf. section 6.1.7). The initial gas saturation
is shown in Fig. 6.13a. The upper and lower boundaries of the reservoir
were set by Neumann conditions with no flow across. The left and right
boundaries were defined by Dirichlet conditions using the initial values.
Two different simulation cases were set up. In the first case hydrogen was
injected into a reservoir containing an initial amount of hydrogen while in
the second case methane was injected into a reservoir containing an initial
amount of methane. The injection of pure H2 or pure CH4 takes place at
the top center of the reservoir at a constant rate. Each case was simulated
at 10 different injection rates, ranging from very low to very high.
The interpretation of the simulation results lead to the division into three
different displacement regimes which are caused by either the domination
of gravitational forces or the domination of viscous forces or their combined
action. For low injection rates the behavior is controlled by gravitational
forces. In this case the gas-water contact lowers evenly and remains hori-
zontal. In Fig. 6.13b the gas saturation is shown for the hydrogen case with
a dimensionless rate of
¯ˆ
Q = 1 ⋅10−5 after a dimensionless time of τ = 108. No
differences were detected for the injection of methane at the same rate.
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(a) Initial gas saturation
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(b) Gas saturation after injecting pure H2 with a low dimensionless rate (
¯ˆ
Q = 1 ⋅ 10−5)
at a dimensionless time of τ = 108
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(c) Gas saturation after injecting pure H2 with a medium dimensionless rate (
¯ˆ
Q =
2 ⋅ 10−4) at a dimensionless time of τ = 1.04
0.2 0.4 0.6
S_g
0 0.8
(d) Gas saturation after injecting pure CH4 with a medium dimensionless rate (
¯ˆ
Q =
2 ⋅ 10−4) at a dimensionless time of τ = 1.04
Figure 6.13: Gas injection into the top center of a synthetic two-
dimensional anticline structure
138
6.2 Case studies
0.2 0.4 0.6
S_g
0 0.8
(e) Gas saturation after injecting pure H2 with a high dimensionless rate (
¯ˆ
Q = 1 ⋅ 10−2)
at a dimensionless time of τ = 0.05
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(f) Gas saturation after injecting pure H2 with a high dimensionless rate (
¯ˆ
Q = 1 ⋅ 10−2)
at a dimensionless time of τ = 0.128
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(g) Gas saturation after injecting pure CH4 with a high dimensionless rate of (
¯ˆ
Q =
1 ⋅ 10−2) at a dimensionless time of τ = 0.128
Figure 6.12: Gas injection into the top center of a synthetic two-
dimensional anticline structure (continued)
A different regime was observed for medium injection rates (cf. Fig. 6.13c
and Fig. 6.13d). In this case gravitational and viscous forces were influ-
encing the behavior of the gas. The gas-water contact lowered only slightly
in the middle part while the gas spreads laterally below the cap rock. The
comparison of Fig. 6.13c and Fig. 6.13d indicates that the lateral spreading
of hydrogen is faster than that of methane.
For high injection rates, the viscous forces were dominant. Initially the
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gas-water contact lowered more or less evenly (cf. Fig. 6.13e). However,
the displacement took place at relatively low gas saturation (grey region).
Subsequently, the vertical displacement almost stopped and lateral fingering
started to propagate towards the left and right boundaries. Again it could
be observed that the lateral spreading of hydrogen was faster than that of
methane (cf. Fig. 6.13f and Fig. 6.13g).
6.2.2 Storage scenario in a 2D synthetic reservoir
A storage scenario was simulated in the same two-dimensional grid model.
The used numerical model, which is again formulated dimensionless, in-
cludes six components (H2, CO2, CH4, H2O, H2S, and SO2−4 ) and two mi-
crobial species (methanogenic archaea and sulfate-reducing bacteria). The
reservoir is initialized in a hydrostatic equilibrium (cf. section 6.1.7), how-
ever, the initial GWC is defined in a greater depth than before. The initial
gas saturation is shown in Fig. 6.13. The initial gas is composed of 80
Figure 6.13: Initial gas saturation (2D study)
mol% CH4 and 20 mol% CO2. Some SO2−4 is dissolved in the initial water
(0.18 mol%). The boundary conditions and the characteristic parameters
are equivalent to the previous case study. The microbial growth functions
used in this study are the double Monod model (cf. Eq. 4.28 and Eq. 4.30).
For the decay an increasing rate is used (cf. Eg. 4.20). CO2 consumption
and production as a source of carbon was neglected. The used dimensionless
microbial kinetic parameters for methanogenic archaea and sulfate-reducing
bacteria are within the range of the values from the literature search in sec-
tion 4.6. For the dimensionless formulation the maximum specific growth
rates and the decay coefficients are divided by the characteristic time. A
summary of the parameters is listed in Table 6.4.
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Table 6.4: List of dimensionless microbial kinetic parameters
Parameter Symbol Value
Methanogenic archaea
Maximum specific growth rate ψgrowthM,max 3.6 ⋅ 10−12
H2 half-velocity constant αM,1 1.1 ⋅ 10−7
CO2 half-velocity constant αM,2 3.2 ⋅ 10−6
Dimensionless coefficient δM,e 1.1 ⋅ 10−3
Decay coefficient bM 5.5 ⋅ 10−13
Sulfate-reducing bacteria
Maximum specific growth rate ψgrowthS,max 4.8 ⋅ 10−12
H2 half-velocity constant αS,1 5.0 ⋅ 10−8
SO2−4 half-velocity constant αS,2 1.8 ⋅ 10−6
Dimensionless coefficient δS,e 1.7 ⋅ 10−5
Decay coefficient bS 5.5 ⋅ 10−13
The total dimensionless simulation time is 22, during which three operation
cycles are carried out. The alternating periods of injection and production
are interrupted by idle periods. Each of these periods lasts for a dimen-
sionless time of 2. The storage is operated by one well which is located at
the top center of the anticline structure. The injected gas is composed of
100 mol% H2. The injection and production rates are constant and have a
dimensionless value of 2.8 ⋅ 10−4, respectively.
Three different cases were simulated and compared. The base case was simu-
lated without mechanical dispersion and bio-reactive influences. The second
case was simulated with mechanical dispersion and in the third case the bio-
reactive effects of methanogenic archaea and sulfate-reducing bacteria were
included.
In Fig. 6.14 the H2 concentration in the gas phase is shown for the base
case after the first injection and the first idle period. It can be seen that a
region with a high H2 concentration was created around the storage well.
The injected H2 tends to override the initial gas and predominately spreads
below the cap rock. Also during the idle period the H2 ”bubble” further
rises and spreads below the cap rock. This behavior, which was already
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(a) H2 mole fraction after τ = 2 (b) H2 mole fraction after τ = 4
Figure 6.14: H2 mole fraction for the base case after the first injection and
the first idle period
discussed in the literature review, originated from the lower density and
viscosity of H2 compared to the initial gas in this study. In Fig. 6.15 the
same plots are shown for the simulation with mechanical dispersion. A clear
(a) H2 mole fraction after τ = 2 (b) H2 mole fraction after τ = 4
Figure 6.15: H2 mole fraction for the case with mechanical dispersion after
the first injection and the first idle period
difference can be seen. In the simulation with mechanical dispersion the re-
gion around the well has a lower H2 concentration while the zone, where the
injected H2 is mixed with the initial gas, is larger. It can be concluded that
the mixing by mechanical dispersion has a strong influence at the occurring
flow velocities in this study. As a consequence, the subsequently produced
gas has a much lower H2 concentration than in the simulation without me-
chanical dispersion (cf. Fig. 6.21). In Fig. 6.16 the H2 concentrations for
the simulation with included bio-reactive effects are shown after the first
injection and the first idle period. Again a clear difference can be observed
compared to the base case. With included bio-reactive effects the region
which is highly concentrated by H2 is smaller and additionally the diffusive
H2 front is much more sharp. The behavior can be explained by observing
the microbial density. In Fig. 6.17 the microbial densities of methanogenic
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(a) H2 mole fraction after τ = 2 (b) H2 mole fraction after τ = 4
Figure 6.16: H2 mole fraction for the case with bio-reactive effects after
the first injection and the first idle period
archaea and sulfate-reducing bacteria are shown after a dimensionless time
of 0.3. Both species started to grow and have created a spot with high
(a) Dimensionless density of methanogenic archaea (b) Dimensionless density of sulfate-reducing bacte-
ria
Figure 6.17: Microbial densities after τ = 0.3
microbial densities around the storage well. Fig. 6.18 shows the microbial
densities after the first injection period whereat the region with high mi-
crobial densities has traveled like a wave away from the storage well. The
(a) Dimensionless density of methanogenic archaea
after τ = 2
(b) Dimensionless density of sulfate-reducing bacte-
ria after τ = 2
Figure 6.18: Microbial densities after the first injection period
position of these waves with high microbial densities is exactly the position
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of the H2 concentration front. At this diffusive front the microorganisms
have access to both substrates: The injected H2 and the initially present
CO2 or SO2−4 . Behind the front the electron acceptor (CO2 or SO
2−
4 ) is
quickly consumed and the microorganisms become inactive. The concentra-
tion of the products from the bio-reactions (CH4 and H2S) are plotted in
Fig. 6.19 after the first injection period. The methanogenesis results in a
(a) CH4 mole fraction after τ = 2 (b) H2S mole fraction after τ = 2
Figure 6.19: Mole fraction of the reaction products after the first injection
period
line with a high CH4 concentration (> 95 mol%) ahead the H2 front. The
sulfate-reducing bacteria create a larger region with a small H2S concen-
tration. Also the produced gas stream contains up to 0.6 mol% H2S (cf.
Fig. 6.20). The H2 losses, which occur due to the bio-chemical reactions,
Figure 6.20: H2S concentration in the produced gas stream (2D study)
can be also recognized by plotting the H2 concentration in the produced gas
stream shown in Fig. 6.21 and the hysteresis shown in Fig. 6.22. In the
coupled bio-reactive simulation the produced H2 concentration is up to 30
percentage points less than in the base case. Especially a faster decrease in
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Figure 6.21: H2 concentration in the produced gas stream (2D study)
Figure 6.22: Hysteresis plot: Gas inventory versus average gas phase pres-
sure (2D study)
the H2 concentration can be observed when bio-reactions are included. The
hysteresis plot, which shows the development of gas inventory versus the
average reservoir pressure, is in practice used to identify gas losses. For the
two purely hydrodynamic simulations the value of inventory versus pressure
travels during the three storage cycles on the same circular path around (in
Fig. 6.22 the blue line is almost hidden behind the green line). Hence, it can
be identified that no gas was lost. However, for the coupled bio-reactive sim-
ulation the value of inventory versus average pressure is always below and
additionally decreases from cycle to cycle. Hence, recognizable gas losses
can be identified. In appendix B additional spatial plots of the gas satura-
tions, gas component concentrations and microbial densities are shown after
the first injection, the first idle and the first production period.
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6.2.3 Storage scenario in a 3D realistic reservoir
Another case study was performed in the three-dimensional grid model
which represents a fragment of a real gas reservoir (cf. section 6.1.5). This
study was simulated with dimensions. The storage scenario was initialized
in hydrostatic equilibrium as explained in section 6.1.7. The GWC was
defined in a depth of 3452.3 m with a reference pressure of 170 bar. The
temperature is set to 125 ○C. The initial gas phase pressure and the initial
gas saturation are shown in Fig. 6.23 and Fig. 6.24. The initial gas is
Figure 6.23: Initial gas phase pressure in [Pa] (3D study)
Figure 6.24: Initial gas saturation (3D study)
composed of 79 mol% N2, 20 mol% CH4 and 1 mol% CO2. All boundaries
are defined with no flow across by using Neumann conditions.
The storage is operated by one storage well which is bottom-hole pressure-
controlled using Peaceman’s well model as described in section 6.1.8.2. The
well model is included in 10 grid cells which are marked in Fig. C.1a by the
black bars. The scenario was simulated for a total time of three years. The
first year is the storage development during which the storage is filled with
hydrogen or a H2/CO2 mixture. The step-wise fill-up by three injection
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periods of two months was interrupted by idle periods of two months. The
bottom-hole flowing pressure of the injection well is thereby increased in
the following way: First injection period with 200 bar, second injection
period with 230 bar, third injection period with 260 bar. Subsequently, two
years of cyclic operation were simulated. The injection periods have again
a duration of two months which are controlled by a bottom-hole flowing
pressure of 290 bar. The production periods have a duration of one month
and are controlled by a bottom-hole flowing pressure of 240 bar. Between
the changes from injection to production and vise versa idle periods of half
a month are included. Hence, a total number of six storage cycles was
simulated.
A total number of four simulations were run with different settings for the
injected gas composition and the initial number of microorganisms. The
injected gas consists two times out of 100 mol% H2 and two times out of a
mixture with 95 mol% H2 and 5 mol% CO2. Each of these scenarios was
run one time with no microorganisms and one time with a value of 9 ⋅ 1012
1/m3 for the initial microbial density of methanogens. Hence, a comparison
between the purely hydrodynamic and the coupled bio-reactive behavior
was performed for two different injected gas compositions.
The growth function which was used for these simulations is the double
Monod model (cf. Eq. 4.28). For the decay an increasing rate is used (cf.
Eg. 4.20). The used microbial kinetic parameters, which are again within the
range of the values from the literature search in section 4.6, are summarized
in Table 6.5. The CO2 consumption as a source of carbon and the related
CO2 production during decay is again neglected. In Fig. 6.25 to Fig. 6.28
Table 6.5: List of microbial kinetic parameters
Parameter Symbol Value Unit
Maximum specific growth rate ψgrowthM,max 1.5 ⋅ 10−5 1/s
H2 half-velocity constant αM,1 1.1 ⋅ 10−7 mol/mol
CO2 half-velocity constant αM,2 3.2 ⋅ 10−6 mol/mol
Yield coefficient YM,e 1.7 ⋅ 1012 1/mol
Decay coefficient bM 2.3 ⋅ 10−6 1/s
observation plots are shown to evaluate and compare the two simulations
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with 100 mol% H2 injection. In Fig. 6.25 the injection and production rates
are shown versus time. A positive value means injection while a negative
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Figure 6.25: Rate versus time: A positive rate refers to injection and a
negative rate refers to withdrawal (3D study with 100 mol% H2 injection)
value means production. The average injection rate is around 225mol/s and
the average production rate around 400 mol/s. Fig. 6.26 shows the average
reservoir pressure versus time. A stepwise increase of the pressure up to ap-
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Figure 6.26: Average gas phase pressure versus time (3D study with 100
mol% H2 injection)
proximately 280 bar can be observed during the first four injection periods.
Subsequently during the cyclic operation, the pressure varies between 260
and 280 bar. For both plots no clear deviation between the purely hydrody-
namic and the coupled bio-reactive simulation can be observed. However,
a clear difference can be observed in the hysteresis plot (Fig. 6.27) and the
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hydrogen concentration in the produced gas stream (Fig. 6.28). In the
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Figure 6.27: Hysteresis plot: Gas inventory in [mol] versus average gas
phase pressure (3D study)
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Figure 6.28: H2 concentration in the withdrawn gas stream (3D study with
100 mol% H2 injection)
hysteresis plot it can be seen that for the purely hydrodynamic simulation
the value moves up and down on the same line what means that no gas
was lost. This is obvious because all boundaries are closed and no reactions
occur. In contrast, for the coupled bio-reactive simulation the value moves
slightly to the right during each operation cycle what means that gas losses
occured. Additionally, it can be observed that the inventory, when the cyclic
operation starts, is not the same for both simulations. This is due to the
gas losses which occur in the coupled bio-reactive simulation already during
the development period. Fig. 6.28 shows the hydrogen concentration in the
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produced gas stream for the first and the final production period. During
each production period the produced H2 concentration decreases with time.
The average is around 80−85 mol%. For the coupled bio-reactive simulation
the produced H2 concentration is always a bit higher. In contrast, in the
previous two-dimensional study the produced H2 concentration was lower
in the bio-reactive simulation. However, here the initial CO2 concentration
is much lower so that the overall influence of the bio-chemical reactions is
much less. Still the mixing between the different gas components is reduced
by the microbial activity at the diffusive front what results in an increased
H2 concentration in the produced gas. Fig. 6.29 shows the total reaction
rate in terms of mol(H2)/s versus time. Two effects can be recognized from
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Figure 6.29: Total bio-chemical reaction rate versus time (3D study with
100 mol% H2 injection)
this plot. At first the rate is high at the beginning but decreases with time.
Secondly, the reaction rate is only high in periods of injection or production.
During idle periods almost no hydrogen is consumed. The total amount of
hydrogen which is consumed by the microorganisms during three years is
3.7 ⋅ 108 mol (or 8.3 million Sm3). This is an already recognizable amount
because it is around 13.4 % of the working gas volume (when 50 % of the
inventory at 280 bar is considered as working gas). However, in terms of
energy the losses are less because the consumption of hydrogen leads to a
production of methane in the ratio 4 ∶ 1. The molar energy density of H2
compared to CH4 is around 1 ∶ 3 and consequently only one sixth of the en-
ergy gets lost by this bio-chemical reaction. The summed up energy losses
are 4.1 GWh what is 2.2 % of the working gas energy content (when the
working gas consists out of 100 mol% H2). A positive effect is the increas-
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ing energy density of the storage by this reaction which results is a larger
storage capacity.
Spatial plots for the gas component concentrations and the microbial den-
sity of methanogenic archaea are shown after 2, 14 and 36 months in ap-
pendix C.1. For the purely hydrodynamic simulation it can be observed
that H2 displaces the initial gas and a circular region with a high H2 con-
centration arises around the storage well. The size of this region varies in the
different storage layers what can be explained by the different conductivities.
The zone where the injected H2 mixes with the initial gas enlarges during
time and finally involves some hundred meters around the storage well. The
difference to the coupled bio-reactive study is not very pronounced in the
spatial plots. However, it can be observed that a ring-shaped region with a
high microbial density arises around the storage well. The reason for this
behavior is the regional exposure of the microorganisms to both substrates
(H2 and CO2) and consequently the start of growth. This region of high mi-
crobial activity travels with the diffusiveH2 front. In the CH4 concentration
plots a slight increase of the concentration can be observed at the current
position of high microbial activity. The maximum CH4 concentration with
21.5 mol% is slightly higher than the initial one.
In the second comparison, where a mixture of H2 and CO2 is injected,
the influence of the bio-chemical reactions is much more pronounced. In
Fig. 6.30 it can be seen that the injection rate in the coupled bio-chemical
simulation is always a bit higher than in the purely hydrodynamic simula-
tion. In contrast, the production rate is always a bit lower in the coupled
bio-chemical simulation. This effect, which originates from the large gas
losses, can be also recognized in Fig. 6.31 where the average gas phase pres-
sure of the coupled bio-chemical simulation is always a bit less. A very
strong difference can be seen in the hysteresis plot (Fig. 6.32). The differ-
ence in the inventory, when the first storage cycle starts, is already more
than 1 ⋅ 109 mol. Further losses around 2 ⋅ 108 mol can be recognized during
each storage cycle. Also the differences in the produced H2 concentration
shown in Fig. 6.33 are stronger. At the beginning of both shown production
periods the H2 concentration is around 5 percentage points less than in the
coupled bio-reactive simulation. In Fig. 6.34 it can be seen that the total
bio-chemical reaction rate is very high during each injection period. Only a
small decrease in the total reaction rate can be observed from one injection
period to the next. The total amount of hydrogen which is consumed by
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Figure 6.30: Rate versus time: A positive rate refers to injection and a
negative rate refers to withdrawal (3D study with 95 mol% H2 and 5
mol% CO2 injection)
0 5 10 15 20 25 30 35
1.5
2
2.5
3
x 107
Months
Av
er
ag
e 
ga
s 
ph
as
e 
pr
es
su
re
, P
a
 
 
Coupled bio−reactive
Hydrodynamic
Figure 6.31: Average gas phase pressure versus time (3D study with 95
mol% H2 and 5 mol% CO2 injection)
the microorganisms is 3.1 ⋅ 109 mol (or 69 million Sm3) what is 112.7 % of
the working gas. In terms of energy losses this is around 34.7 GWh (18.8
% of the storage capacity).
The spatial plots for the gas component concentrations and the density of
methanogenic archaea are shown after 2, 14 and 36 months in appendix C.1.
The difference compared to the study with 100mol%H2 injection is an addi-
tional small spot with a high microbial density which arises in the vicinity of
the injection well. The injected CO2 is quickly almost totally consumed and
the consequent methane production leads to recognizable higher methane
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Figure 6.32: Hysteresis plot: Gas inventory in [mol] versus average gas
phase pressure (3D study with 95 mol% H2 and 5 mol% CO2 injection)
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Figure 6.33: H2 concentration in the withdrawn gas stream (3D study with
95 mol% H2 and 5 mol% CO2 injection)
concentrations in the reservoir.
6.3 Summary and conclusions
• The mathematical model from chapter 4 was numerically implemented
on the basis of DuMuX. The governing equations in DuMuX were
adapted and adjustments were conducted concerning the additional
components and the grid. Several new algorithms were implemented
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Figure 6.34: Total bio-chemical reaction rate versus time (3D study with
95 mol% H2 and 5 mol% CO2 injection)
for the storage initialization, fluid injection and production, post-
processing and so on.
• The simulation study of gas injection into a 2D synthetic reservoir
shows some significant differences depending on the injection rate.
For low injection rates, gravitational forces are dominant and the dis-
placement of water is uniform. However, for higher injection rates, the
viscous forces become dominant and the displacement becomes unsta-
ble. Lateral gas fingers start to propagate below the cap rock toward
the left and right boundaries of the reservoir. It has been shown that
hydrogen spreads laterally faster than methane.
• The simulated storage scenario in the 2D synthetic reservoir identifies
the importance of mechanical dispersion and the bio-chemical reac-
tions in such predictive simulation studies. The mixing zone between
the initial gas and the injected gas becomes much larger when me-
chanical dispersion is included. As a consequence, the predicted hy-
drogen concentration in the produced gas stream is around 15 percent-
age points less than in the simulation without mechanical dispersion.
In the coupled bio-reactive simulation, microorganisms start to grow
quickly when hydrogen is injected into the reservoir. The initially oc-
curring spot with a high microbial density around the injection point
spreads out into the reservoir like a wave. The highest microbial activ-
ity is always at the H2 concentration front where the microorganisms
have access to both substrates. The bio-chemical reactions lead to con-
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siderable productions of CH4 and H2S in the reservoir. Consequently,
the H2 concentration in the produced gas stream is much lower than
in the simulation without bio-chemical effects. Also a considerable
amount of H2S will be produced.
• A realistic storage scenario was simulated in the 3D grid model. The
simulations indicate that the behavior can be characteristically dif-
ferent dependent on the injected gas composition. When pure H2 is
injected, only at the beginning bio-chemical reactions have a strong
influence. The electron acceptor (in this case CO2) is depleted very
soon and the reaction rates become very low. The resulting summed
up energy losses during three years simulation are around 2.2 % of
the storage capacity. However, when a gas mixture out of H2 and
CO2 is injected the bio-chemical reaction rates remain high because
the reservoir is recharged with both substrates during each injection
period. In this case the summed up energy losses during three years
of simulation are around 18.8 % of the storage capacity.
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Chapter 7
Conclusions
The work in this thesis was structured in four parts: The analytical mod-
eling of gravity-driven displacement, the development of the mathematical
model for bio-reactive two-phase transport, the analysis of the stability of
the dynamic system and the numerical modeling of storage cycles. Each of
these chapters has its individual detailed conclusions in sections 3.9, 4.7, 5.5
and 6.3. Summarized the following conclusions can be drawn:
• Compared to the underground storage of natural gas, which is es-
tablished since many years, UHS shows some significant differences.
Hydrogen has a very low density and viscosity which involves a high
tendency for an instable displacement including gravity overriding and
viscous fingering when water is displaced. When a residual gas is
displaced, a strong mixing by molecular diffusion and especially by
mechanical mixing occurs between the gases with different composi-
tions. In addition to the hydrodynamic effects, hydrogen is a universal
electron donor for the metabolism of different microbial species which
are present in subsurface structures. Hence, the injection of hydrogen
stimulates their activity and problems could arise. Four different hy-
drogenotrophic species could be important for UHS: Methanogenic ar-
chaea, acetogenic archaea, sulfate-reducing bacteria, and iron-reducing
bacteria. All these processes have to be considered for the numerical
modeling of UHS operations. None of the existing simulation tools
for flow and transport processes in underground reservoirs or porous
media is able to reflect all these effects in its original version.
• An alternative storage operation method, which avoids the lateral
spreading of hydrogen, was introduced. The so called ”selective tech-
nology” implies the hydrogen injection at the bottom of a subsurface
structure with low-permeable or impermeable horizontal barriers. The
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hydrogen gas is produced back when it reaches the cap rock. The de-
lay in the gas rising plays a key role in this method. Analytical and
numerical investigations demonstrated the possibility of this operation
method. It was shown that gas accumulations arise below the barri-
ers resulting in a significant reduction of rising velocity. The exact
rising velocity can be obtained from the analytical solution. The one-
dimensional analytical solution was confirmed by a comparison to the
two-dimensional numerical solution.
• A mathematical model for the bio-reactive two-phase flow in UHS
was developed on continuum scale. The model couples the hydrody-
namic processes (advection, molecular diffusion and mechanical dis-
persion) with the microbial population dynamics and bio-chemical
reactions. Four metabolic processes are included: Methanogenesis,
sulfate-reduction, homoacetogenesis and iron-reduction. Parameters
for the microbiological effects were provided from a literature search.
• Related to the observations from a former town gas storage, the sta-
bility of the coupled mathematical model was investigated. The an-
alytical analysis indicates the possibility for temporal and spatial os-
cillations in the gas component concentrations and microbial density
when a mixture of H2 and CO2 is injected. Numerical simulations
under particular derived conditions have demonstrated this behavior.
In such a way the underground storage behaves as a bio-reactor.
• The mathematical model for bio-reactive two-phase transport in UHS
was numerically implemented on the basis of the numerical simulator
DuMuX. Several simulation studies were performed in synthetic two-
dimensional and in realistic three-dimensional geological models. It
was shown that the low density and viscosity of hydrogen make the
displacement of water more instable than in the case of methane in-
jection. The simulation of different storage scenarios has proven that
mechanical dispersion and bio-chemical reactions have an important
influence in predictive studies. Significant energy losses could occur
due to bio-chemical reactions. Especially, the energy losses are very
high when a gas mixture of H2 and CO2 is injected. Also it was
demonstrated in one of the storage scenarios that H2S is produced by
sulfate-reducing bacteria and the produced gas gets acidic.
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• It was shown that the developed numerical tool can be used for predic-
tive studies of the coupled hydrodynamic and bio-reactive behavior of
UHS. Such studies would be required by gas storage companies for the
planning and operation of underground hydrogen storages. However,
a history match should be performed to validate the model before it is
used for reliable predictive studies. In this way the uncertain param-
eters, as e.g. the microbial kinetic parameters and the dispersivities,
can be determined by comparing the simulation results to the observed
data from the field. A validation of the model could not be performed
within this thesis, because field data are not available to date.
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Appendix A
Excerpts from the source code
A.1 Evaluation of source/sink terms
The following C++ code shows how the source/sink terms for microbial
growth and decay and the bio-chemical reactions are evaluated in each (sub)
control volume. It is here shown on the example of methanogenesis:
1 void computeSource(PrimaryVariables& source, const int scvIdx)
2 {
3 this->problem_().solDependentSource(source,
4 this->element_(),
5 this->fvGeometry_(),
6 scvIdx,
7 this->curVolVars_());
8
9 const ElementVolumeVariables &elemVolVars = this->curVolVars_();
10
11 Scalar C_H2;
12 Scalar C_CO2;
13 Scalar decay;
14
15 //To replace the discontinuity in the growth function for negative H2
concentrations (improves the numerical stability)
16 if (elemVolVars[scvIdx].moleFraction(wPhaseIdx,H2Idx)<0) {
17 C_H2 = (1/alphaH2_)*elemVolVars[scvIdx].moleFraction(wPhaseIdx,H2Idx)
;
18 } else {
19 C_H2 = (elemVolVars[scvIdx].moleFraction(wPhaseIdx,H2Idx)/(
elemVolVars[scvIdx].moleFraction(wPhaseIdx,H2Idx)+alphaH2_));
20 }
21
22 //To replace the discontinuity in the growth function for negative CO2
concentrations (improves the numerical stability)
23 if (elemVolVars[scvIdx].moleFraction(wPhaseIdx,CO2Idx)<0) {
24 C_CO2 = (1/alphaCO2_)*elemVolVars[scvIdx].moleFraction(wPhaseIdx,
CO2Idx);
25 } else {
26 C_CO2 = (elemVolVars[scvIdx].moleFraction(wPhaseIdx,CO2Idx)/(
elemVolVars[scvIdx].moleFraction(wPhaseIdx,CO2Idx)+alphaCO2_));
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27 }
28
29 for (int compIdx = 0; compIdx < numTotalComponents; ++compIdx) {
30
31 //Defines gamma for each component
32 switch (compIdx) {
33 case H2OIdx : { gammaK=2; break; }
34 case H2Idx : { gammaK=-4; break; }
35 case CO2Idx : { gammaK=-1; break; }
36 case CH4Idx : { gammaK=1; break; }
37 case H2SIdx : { gammaK=0; break; }
38 case SO4Idx : { gammaK=0; break; }
39 case N2Idx : { gammaK=0; break; }
40 }
41
42 //Calculates the source/sink due to the bio-chemical reaction for
each component
43 source[conti0EqIdx + compIdx] += growthRateMax_*delta_*gammaK_/yield_
*C_H2*C_CO2*elemVolVars[scvIdx].microbes(MGIdx)*elemVolVars[
scvIdx].porosity();
44 }
45
46 //To make the decay function negative for negative numbers of
microorganisms (improves the numerical stability)
47 if (elemVolVars[scvIdx].microbes(MGIdx)<0) {
48 decay = -elemVolVars[scvIdx].microbes(MGIdx)*elemVolVars[scvIdx].
microbes(MGIdx)*decayRate_;
49 } else {
50 decay = elemVolVars[scvIdx].microbes(MGIdx)*elemVolVars[scvIdx].
microbes(MGIdx)*decayRate_;
51 }
52
53 //Calculation of the growth and decay in the balance equation of
methanogens
54 source[contiMGEqIdx] += growthRateMax_*C_H2*C_CO2*elemVolVars[scvIdx].
microbes(MGIdx)-decay;
55 }
A.2 Reservoir initialization
The method which is used to set the initial values of all primary variables
is listed as follows:
1 void initial_(PrimaryVariables &values,
2 const GlobalPosition &globalPos) const
3 {
4 const MaterialLawParams &matParams = this->spatialParams().
materialLawParamsAtPos(globalPos);
5
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6 //Declaration of locally used variables and objects
7 FluidState fs;
8 Scalar pC;
9 Scalar Sw;
10 Scalar thresholdPressure;
11 Scalar xgH2O;
12 Scalar pw;
13 Scalar pn;
14
15 fs.setTemperature(temperature_);
16
17 //Calculation of threshold pressure by using the material law (Brooks-
Corey)
18 thresholdPressure = MaterialLaw::pc(matParams,1-matParams.snr());
19
20 //Below the gas-water contact
21 if (onWaterZone_(globalPos))
22 {
23 //Calculation of the water and gas phase pressure. The water pressure
is calculated by the hydrostatic gradient of water. The gas
pressure is the water pressure plus threshold pressure.
24 pw = pressureGasWaterContact_- (waterDensity_*gravity_[dim-1]*(
gasWaterContact_-globalPos[dim-1]));
25 pn = pw+thresholdPressure;
26
27 //Defines the values to the fluid state
28 fs.setPressure(wPhaseIdx,pw);
29 fs.setPressure(nPhaseIdx,pn);
30
31 //sets the initial values for pressure and saturation
32 values[pressureIdx] = pw;
33 values[switchIdx] = 0.0;
34
35 //Above the gas water contact
36 } else {
37 // The water pressure is calculated by the hydrostatic gradient of
water. This is only true in the transition zone, otherwise it
will be overwritten. The gas pressure is calculated by the
hydrostatic gradient of gas. This is true in the transition zone
and the gas zone
38 pw = pressureGasWaterContact_-(waterDensity_*gravity_[dim-1]*(
gasWaterContact_-globalPos[dim-1]));
39 pn = pressureGasWaterContact_+thresholdPressure-(gasDensity_*gravity_
[dim-1]*(gasWaterContact_-globalPos[dim-1]));
40
41 //Defines the values to the fluid state
42 fs.setPressure(wPhaseIdx,pw);
43 fs.setPressure(nPhaseIdx,pn);
44
45 //Calculation of the water saturation dependent on the capillary
pressure by using the material law (Brooks-Corey)
46 Sw = MaterialLaw::sw(matParams, pn-pw);
47
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48 //In the gas zone
49 //For Corey-Brooks the if statement would never become true,
therefore 0.01 is added which means that the saturation is very
close to the residual water saturation
50 if (Sw <= matParams.swr()+0.01) {
51
52 Sw = matParams.swr()+0.01;
53
54 //Defines the initial value for the saturation
55 values[switchIdx] = 1-Sw;
56
57 //Calculating the water pressure by the gas pressure minus
capillary pressure
58 pC = MaterialLaw::pc(matParams, Sw);
59 pw = pn - pC;
60 fs.setPressure(wPhaseIdx,pw);
61
62 //Defines the initial value for the pressure
63 values[pressureIdx] = pw;
64
65 //In the transition zone
66 } else {
67 //Defines the initial value for pressure and saturation
68 values[pressureIdx] = pw;
69 values[switchIdx] = 1-Sw;
70 }
71 }
72
73 //Defines the additional primary variables: Concentration of the gaseous
components in the water phase and the initial number of
microorganisms
74 xgH2O = (FluidSystem::fugacityCoefficient(fs,wPhaseIdx,H2OIdx)* pw) / pn;
75 values[contiCO2EqIdx] = 0.0108*(1-xgH2O) * pn / (FluidSystem::
fugacityCoefficient(fs,wPhaseIdx,CO2Idx) * pw);
76 values[contiH2EqIdx] = 0;
77 values[contiH2SEqIdx] = 0;
78 values[contiCH4EqIdx] = 0.199*(1-xgH2O) * pn / (FluidSystem::
fugacityCoefficient(fs,wPhaseIdx,CH4Idx) * pw);
79 values[contiSO4EqIdx] = 0.0018;
80 values[contiMGEqIdx] = 1;
81 values[contiSREqIdx] = 1;
82
83 }
A.3 Rate-controlled injection well
The following internal method is used to evaluate the source/sink term for
a (sub) control volume when H2 is injected at a constant rate. The ’values’
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parameter stores the mole generation/extraction rate in [mol/m3/s] for each
conservation equation.
1 void injection_(PrimaryVariables &values,
2 const FVElementGeometry &fvGeometry,
3 const int scvIdx) const
4 {
5 //divide the H2 injection rate by the volume of the (sub) control
volume
6 values[contiH2EqIdx] = H2InjectionRate_/fvGeometry.subContVol[scvIdx
].volume;
7 }
A.4 Rate-controlled production well
The follwoing internal method is used to evaluate the source/sink term for
a (sub) control volume when mass is withdrawn at a constant rate.
1 void production_(PrimaryVariables &values,
2 const FVElementGeometry &fvGeometry,
3 const ElementVolumeVariables &elemVolVars,
4 const int scvIdx) const
5 {
6 const FluidState &fs = elemVolVars[scvIdx].fluidState();
7
8 //Calculation of the water phase mobility
9 Scalar mobilityWater = elemVolVars[scvIdx].relativePermeability(
wPhaseIdx)/fs.viscosity(wPhaseIdx)*fs.molarDensity(wPhaseIdx);
10
11 //Calculation of the gas phase mobility
12 Scalar mobilityGas = elemVolVars[scvIdx].relativePermeability(
nPhaseIdx)/fs.viscosity(nPhaseIdx)*fs.molarDensity(nPhaseIdx);
13
14 //Calculation of the mobility for each component
15 Scalar H2OMobility = mobilityWater*fs.moleFraction(wPhaseIdx,H2OIdx)+
mobilityGas*fs.moleFraction(nPhaseIdx,H2OIdx);
16 Scalar H2Mobility = mobilityWater*fs.moleFraction(wPhaseIdx,H2Idx)+
mobilityGas*fs.moleFraction(nPhaseIdx,H2Idx);
17 Scalar CO2Mobility = mobilityWater*fs.moleFraction(wPhaseIdx,CO2Idx)+
mobilityGas*fs.moleFraction(nPhaseIdx,CO2Idx);
18 Scalar CH4Mobility = mobilityWater*fs.moleFraction(wPhaseIdx,CH4Idx)+
mobilityGas*fs.moleFraction(nPhaseIdx,CH4Idx);
19 Scalar H2SMobility = mobilityWater*fs.moleFraction(wPhaseIdx,H2SIdx)+
mobilityGas*fs.moleFraction(nPhaseIdx,H2SIdx);
20
21 //Calculation of the source/sink term for each conservation equation
22 Scalar mobilitySum = H2OMobility_+H2Mobility_+CO2Mobility+
CH4Mobility_+H2SMobility_;
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23 values[conti0EqIdx+H2OIdx] = -productionRate_*H2OMobility/(
mobilitySum*fvGeometry.subContVol[scvIdx].volume);
24 values[conti0EqIdx+H2Idx] = -productionRate_*H2Mobility/(mobilitySum*
fvGeometry.subContVol[scvIdx].volume);
25 values[conti0EqIdx+CO2Idx] = -productionRate_*CO2Mobility/(
mobilitySum*fvGeometry.subContVol[scvIdx].volume);
26 values[conti0EqIdx+CH4Idx] = -productionRate_*CH4Mobility/(
mobilitySum*fvGeometry.subContVol[scvIdx].volume);
27 values[conti0EqIdx+H2SIdx] = -productionRate_*H2SMobility/(
mobilitySum*fvGeometry.subContVol[scvIdx].volume);
28 }
A.5 Pressure-controlled injection well
The C++ implementation for a pressure controlled injection well is listed
as follows:
1 void injection_(PrimaryVariables &values,
2 const ElementVolumeVariables &elemVolVars,
3 const int scvIdx,
4 const FVElementGeometry &fvGeometry,
5 Scalar InjectionPressure) const
6 {
7 const FluidState &fs = elemVolVars[scvIdx].fluidState();
8
9 //Calculation of the equivalent radius
10 Scalar equivalentRadius = 0.14*sqrt(deltaX_*deltaX_+deltaY_*deltaY_);
11
12 //Calculation of the gas phase mobility
13 Scalar mobilityGas = elemVolVars[scvIdx].relativePermeability(
nPhaseIdx)/fs.viscosity(nPhaseIdx)*fs.molarDensity(nPhaseIdx);
14
15 //Calculation of the well index
16 Scalar WellIndex = ((2*M_PI*elemVolVars[scvIdx].permX()*(fvGeometry.
subContVol[scvIdx].volume/(deltaX_*deltaY_)))/(log(
equivalentRadius/(WellRadius_))));
17
18 //Calculation of the mole generation rate in mol/mˆ3/s
19 values[contiH2EqIdx] = mobilityGas*WellIndex*(InjectionPressure-fs.
pressure(nPhaseIdx))*(1/fvGeometry.subContVol[scvIdx].volume);
20 }
A.6 Pressure-controlled production well
The internal method for a pressure-controlled well is listed as follows:
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1 void production_(PrimaryVariables &values,
2 const ElementVolumeVariables &elemVolVars,
3 const int scvIdx,
4 const FVElementGeometry &fvGeometry,
5 Scalar ProductionPressure) const
6 {
7 const FluidState &fs = elemVolVars[scvIdx].fluidState();
8
9 Scalar equivalentRadius = 0.14*sqrt(deltaX_*deltaX_+deltaY_*deltaY_);
10
11 //Calculation of the water phase mobility
12 Scalar mobilityWater = elemVolVars[scvIdx].relativePermeability(
wPhaseIdx)/fs.viscosity(wPhaseIdx)*fs.molarDensity(wPhaseIdx);
13
14 //Calculation of the gas phase mobility
15 Scalar mobilityGas = elemVolVars[scvIdx].relativePermeability(
nPhaseIdx)/fs.viscosity(nPhaseIdx)*fs.molarDensity(nPhaseIdx);
16
17 //Calculation of the well index
18 Scalar WellIndex = ((2*M_PI*elemVolVars[scvIdx].permX()*(fvGeometry.
subContVol[scvIdx].volume/(deltaX_*deltaY_)))/(log(
equivalentRadius/(WellRadius_))));
19
20 //Calculation of molar H2O extraction rate
21 values[conti0EqIdx+H2OIdx] = (mobilityWater*fs.moleFraction(wPhaseIdx
,H2OIdx)*WellIndex*(ProductionPressure-fs.pressure(wPhaseIdx)))
+(mobilityGas*fs.moleFraction(nPhaseIdx,H2OIdx)*WellIndex*(
ProductionPressure-fs.pressure(nPhaseIdx)))*(1/fvGeometry.
subContVol[scvIdx].volume);
22
23 //it has to be checked if the water phase will be produced
24 if (ProductionPressure < fs.pressure(wPhaseIdx))
25 {
26 //Calculation of molar H2 extraction rate
27 values[conti0EqIdx+H2Idx] = (mobilityGas*fs.moleFraction(
nPhaseIdx,H2Idx)*WellIndex*(ProductionPressure-fs.pressure(
nPhaseIdx)))*(1/fvGeometry.subContVol[scvIdx].volume);
28
29 //Calculation of molar CO2 extraction rate
30 values[conti0EqIdx+CO2Idx] = (mobilityGas*fs.moleFraction(
nPhaseIdx,CO2Idx)*WellIndex*(ProductionPressure_-fs.pressure
(nPhaseIdx)))*(1/fvGeometry.subContVol[scvIdx].volume);
31
32 //Calculation of molar CH4 extraction rate
33 values[conti0EqIdx+CH4Idx] = (mobilityGas*fs.moleFraction(
nPhaseIdx,CH4Idx)*WellIndex*(ProductionPressure-fs.pressure(
nPhaseIdx)))*(1/fvGeometry.subContVol[scvIdx].volume);
34
35 //Calculation of molar H2S extraction rate
36 values[conti0EqIdx+H2SIdx] = (mobilityGas*fs.moleFraction(
nPhaseIdx,H2SIdx)*WellIndex*(ProductionPressure-fs.pressure(
nPhaseIdx)))*(1/fvGeometry.subContVol[scvIdx].volume);
37
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38 //Calculation of molar N2 extraction rate
39 values[conti0EqIdx+N2Idx] = (mobilityGas*fs.moleFraction(
nPhaseIdx,N2Idx)*WellIndex*(ProductionPressure-fs.pressure(
nPhaseIdx)))*(1/fvGeometry.subContVol[scvIdx].volume);
40 }
41 else
42 {
43 //Calculation of molar H2 extraction rate
44 values[conti0EqIdx+H2Idx] = (mobilityWater*fs.moleFraction(
wPhaseIdx,H2Idx)*WellIndex*(ProductionPressure-fs.pressure(
wPhaseIdx))+mobilityGas*fs.moleFraction(nPhaseIdx,H2Idx)*
WellIndex*(ProductionPressure-fs.pressure(nPhaseIdx)))*(1/
fvGeometry.subContVol[scvIdx].volume);
45
46 //Calculation of molar CO2 extraction rate
47 values[conti0EqIdx+CO2Idx] = (mobilityWater*fs.moleFraction(
wPhaseIdx,CO2Idx)*WellIndex*(ProductionPressure_-fs.pressure
(wPhaseIdx))+mobilityGas*fs.moleFraction(nPhaseIdx,CO2Idx)*
WellIndex*(ProductionPressure_-fs.pressure(nPhaseIdx)))*(1/
fvGeometry.subContVol[scvIdx].volume);
48
49 //Calculation of molar CH4 extraction rate
50 values[conti0EqIdx+CH4Idx] = (mobilityWater*fs.moleFraction(
wPhaseIdx,CH4Idx)*WellIndex*(ProductionPressure-fs.pressure(
wPhaseIdx))+mobilityGas*fs.moleFraction(nPhaseIdx,CH4Idx)*
WellIndex*(ProductionPressure-fs.pressure(nPhaseIdx)))*(1/
fvGeometry.subContVol[scvIdx].volume);
51
52 //Calculation of molar H2S extraction rate
53 values[conti0EqIdx+H2SIdx] = (mobilityWater*fs.moleFraction(
wPhaseIdx,H2SIdx)*WellIndex*(ProductionPressure-fs.pressure(
wPhaseIdx))+mobilityGas*fs.moleFraction(nPhaseIdx,H2SIdx)*
WellIndex*(ProductionPressure-fs.pressure(nPhaseIdx)))*(1/
fvGeometry.subContVol[scvIdx].volume);
54
55 //Calculation of molar N2 extraction rate
56 values[conti0EqIdx+N2Idx] = (mobilityWater*fs.moleFraction(
wPhaseIdx,N2Idx)*WellIndex*(ProductionPressure-fs.pressure(
wPhaseIdx))+mobilityGas*fs.moleFraction(nPhaseIdx,N2Idx)*
WellIndex*(ProductionPressure-fs.pressure(nPhaseIdx)))*(1/
fvGeometry.subContVol[scvIdx].volume);
57 }
58 }
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Spatial plots from the 2D storage scenario
On the following pages spatial plots are shown from the 2D storage sce-
nario in section 6.2.2. The plots of gas component concentrations, microbial
densities and gas saturation were generated after the first injection period
(τ = 2), after the first idle period (τ = 4) and after the first production period
(τ = 6).
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B Spatial plots from the 2D storage scenario
(a) H2 mole fraction (with mechanical dispersion) (b) CH4 mole fraction (with mechanical dispersion)
(c) H2 mole fraction (base case) (d) CH4 mole fraction (base case)
(e) H2 mole fraction (with bio-chemical reactions) (f) CH4 mole fraction (with bio-chemical reactions)
Figure B.1: Spatial plots for the 2D case study after at dimensionless time
of 2 (after the first injection period)
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(a) CO2 mole fraction (with bio-chemical reactions) (b) H2S mole fraction (with bio-chemical reactions)
(c) Dimensionless density of methanogenic archaea (d) Dimensionless density of sulfate-reducing bacte-
ria
(e) Gas saturation (with mechanical dispersion) (f) Gas saturation (base case)
(g) Gas saturation (with bio-chemical reactions)
Figure B.2: Spatial plots for the 2D case study after at dimensionless time
of 2 (after the first injection period)
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B Spatial plots from the 2D storage scenario
(a) H2 mole fraction (with mechanical dispersion) (b) CH4 mole fraction (with mechanical dispersion)
(c) H2 mole fraction (base case) (d) CH4 mole fraction (base case)
(e) H2 mole fraction (with bio-chemical reactions) (f) CH4 mole fraction (with bio-chemical reactions)
Figure B.3: Spatial plots for the 2D case study after at dimensionless time
of 4 (after the first idle period)
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(a) CO2 mole fraction (with bio-chemical reactions) (b) H2S mole fraction (with bio-chemical reactions)
(c) Dimensionless density of methanogenic archaea (d) Dimensionless density of sulfate-reducing bacte-
ria
(e) Gas saturation (with mechanical dispersion) (f) Gas saturation (base case)
(g) Gas saturation (with bio-chemical reactions)
Figure B.4: Spatial plots for the 2D case study after at dimensionless time
of 4 (after the first idle period)
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B Spatial plots from the 2D storage scenario
(a) H2 mole fraction (with mechanical dispersion) (b) CH4 mole fraction (with mechanical dispersion)
(c) H2 mole fraction (base case) (d) CH4 mole fraction (base case)
(e) H2 mole fraction (with bio-chemical reactions) (f) CH4 mole fraction (with bio-chemical reactions)
Figure B.5: Spatial plots for the 2D case study after at dimensionless time
of 6 (after the first production period)
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(a) CO2 mole fraction (with bio-chemical reactions) (b) H2S mole fraction (with bio-chemical reactions)
(c) Dimensionless density of methanogenic archaea (d) Dimensionless density of sulfate-reducing bacte-
ria
(e) Gas saturation (with mechanical dispersion) (f) Gas saturation (base case)
(g) Gas saturation (with bio-chemical reactions)
Figure B.6: Spatial plots for the 2D case study after at dimensionless time
of 6 (after the first production period)
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Spatial plots from the 3D storage scenario
On the following pages spatial plots are shown from the 3D storage scenario
in section 6.2.3. In section C.1 the figures were generated for case with
100 mol% H2 injection and in section C.1 for the case with a gas mixture
injection (95 mol% H2 and 5 mol% CO2). All figures are shown at different
points in time: After 2 months, after 14 months and after 36 months. Each
of them compares the H2 and CO2 mole fractions for the case with and
without methanogenesis. For the case with methanogenesis the CO2 mole
fraction and the dimensionless microbial density are shown additionally.
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C Spatial plots from the 3D storage scenario
C.1 100 mol% H2 injection
(a) H2 mole fraction with methanogenesis (b) H2 mole fraction without methanogenesis
(c) CH4 mole fraction with methanogenesis (d) CH2 mole fraction without methanogenesis
(e) CO2 mole fraction with methanogenesis (f) Dimensionless density of methanogenic ar-
chaea
Figure C.1: Spatial plots for the case study with 100 mol% H2 injection
after two months
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C.1 100 mol% H2 injection
(a) H2 mole fraction with methanogenesis (b) H2 mole fraction without methanogenesis
(c) CH4 mole fraction with methanogenesis (d) CH4 mole fraction without methanogenesis
(e) CO2 mole fraction with methanogenesis (f) Dimensionless density of methanogenic ar-
chaea
Figure C.2: Spatial plots for the case study with 100 mol% H2 injection
after 14 months
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C Spatial plots from the 3D storage scenario
(a) H2 mole fraction with methanogenesis (b) H2 mole fraction without methanogenesis
(c) CH4 mole fraction with methanogenesis (d) CH4 mole fraction without methanogenesis
(e) CO2 mole fraction with methanogenesis (f) Dimensionless density of methanogenic ar-
chaea
Figure C.3: Spatial plots for the case study with 100 mol% H2 injection
after 36 months
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C.2 95 mol% H2 and 5 mol% CO2 injection
C.2 95 mol% H2 and 5 mol% CO2 injection
(a) H2 mole fraction with methanogenesis (b) H2 mole fraction without methanogenesis
(c) CH4 mole fraction with methanogenesis (d) CH4 mole fraction without methanogenesis
(e) CO2 mole fraction with methanogenesis (f) Dimensionless density of methanogenic ar-
chaea
Figure C.4: Spatial plots for the case study with 95 mol% H2 and 5 mol%
CO2 injection after two months
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C Spatial plots from the 3D storage scenario
(a) H2 mole fraction with methanogenesis (b) H2 mole fraction without methanogenesis
(c) CH4 mole fraction with methanogenesis (d) CH4 mol fraction without methanogenesis
(e) CO2 mole fraction with methanogenesis (f) Dimensionless density of methanogenic ar-
chaea
Figure C.5: Spatial plots for the case study with 95 mol% H2 and 5 mol%
CO2 injection after 14 months
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C.2 95 mol% H2 and 5 mol% CO2 injection
(a) H2 mole fraction with methanogenesis (b) H2 mole fraction without methanogenesis
(c) CH4 mole fraction with methanogenesis (d) CH4 mole fraction without methanogenesis
(e) CO2 mole fraction with methanogenesis (f) Dimensionless density of methanogenic ar-
chaea
Figure C.6: Spatial plots for the case study with 95 mol% H2 and 5 mol%
CO2 injection after 36 months
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Einleitung
Die Untergrundwasserstoffspeicherung ist ein vielversprechender Lo¨sungs-
vorschlag fu¨r den Ausgleich der elektrischen Energieversorgung, welcher auf-
grund der fluktuierenden Produktion aus erneuerbaren Energiequellen no¨tig
ist. Erneuerbare Energie, die prima¨r durch Wind- und Solarkraftwerke er-
zeugt wird, ist stark witterungsabha¨ngig. Zusa¨tzlich variiert die Nachfrage
nach Strom auf einer ta¨glichen und saisonalen Zeitskala. Daher ist fu¨r den
Ausgleich dieser Schwankungen eine tempora¨re Speicherung der Energie not-
wendig, wofu¨r derzeit mehrere Optionen diskutiert werden [70]. Untergrund-
wasserstoffspeicher, in denen die Energie als chemische Energie gespeichert
wird, weisen eine hohe Energiedichte auf und bieten somit die Mo¨glichkeit,
elektrische Energie langfristig oder sogar saisonal zu speichern [29]. Diese
Technologie umfasst Elektrolyseanlagen, die u¨berma¨ßig produzierte elektri-
sche Energie verwenden, umWasser in Sauerstoff und Wasserstoff zu spalten
[70]. Fu¨r die anschließende Speicherung und Nutzung von Wasserstoff stehen
verschiedene Konzepte zur Verfu¨gung [91, 45, 29]:
•
”
POWER-to-GAS“: Der erzeugte Wasserstoff wird in das bestehende
Erdgasnetz eingespeist. Untersuchungen haben gezeigt, dass Konzen-
trationen im einstelligen Prozentbereich annehmbar sind [90]. Das be-
deutet, dass auch die bestehenden unterirdischen Erdgasspeicher mit
einer niedrigen Wasserstoffkonzentration betrieben werden.
•
”
POWER-to-GAS-to-POWER“: Der Wasserstoff wird unvermischt in
Untergrundformationen, z.B. ausgefo¨rderten Erdgas- oder Erdo¨llager-
sta¨tten, Aquiferen oder Salzkavernen, gespeichert [111]. In Zeiten ei-
nes hohen Energiebedarfs wird der Wasserstoff wieder entnommen und
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kann als Brennstoff fu¨r stationa¨re Brennstoffzellen oder Motorgenera-
toren, die an das Stromnetz angeschlossen sind sowie fu¨r Brennstoff-
zellenfahrzeuge genutzt werden.
Das Konzept der Speicherung von Gasen im Untergrund ist seit fast 100
Jahren etabliert. Die Speicherung von Wasserstoff in Salzkavernen wird als
problemlos angesehen [80]. Solche Speicher gibt es derzeit in Teesside, Groß-
britannien und Texas, USA. In Porenspeichern wurden bisher nur Erfah-
rungen mit Erdgas und Gasgemischen, z.B. Stadtgas, gesammelt. In Stadt-
gasspeichern, bei denen das gespeicherte Gas eine Wasserstoffkonzentration
von bis zu 50 % hat, sind teilweise Ungewo¨hnlichkeiten aufgetreten. Reduk-
tionen des Gasvolumens und Schwankungen in der Gaszusammensetzung
wurden bei mehreren dieser Speicher festgestellt. Es wird vermutet, dass
biochemische Reaktionen fu¨r diese Effekte verantwortlich waren, da ein An-
stieg in der Anzahl der mikrobiellen Zellen im Lagersta¨ttenwasser gemessen
wurde [118, 21].
Um die Nutzung von Porenspeichern auf die Wasserstoffvertra¨glichkeit zu
testen begann die argentinische Firma Hychico S.A. im Jahr 2013 einen
Pilotversuch [114]. Sie fu¨gten Wasserstoff als Tracer dem Erdgasstrom zu
und speicherten das Gasgemisch in einem ausgefo¨rderten Gas- und O¨lfeld.
Die Ergebnisse dieses Tests sind bisher unvero¨ffentlicht. Außerdem starte-
te die RAG (Roho¨l-Aufsuchungs Aktiengesellschaft) in O¨sterreich im Jahr
2015 ebenfalls einen Pilotversuch [12]. Sie injizierten ein Gasgemisch aus
Erdgas mit 10% Wasserstoff in eine kleine ausgefo¨rderte Erdgaslagersta¨tte.
Die Wiederentnahme begann im Sommer 2016. Ergebnisse des Feldversuchs
werden 2017 erwartet.
Auch in Deutschland wurden durch den Start der
”
Fo¨rderinitiative Ener-
giespeicher“ seit 2011 einige Forschungsprojekte gestartet, die sich mit dem
Thema Wasserstoff als Energietra¨ger bescha¨ftigen. Diese Projekte befassen
sich mit den verschiedenen Bereichen in der Kette von Wasserstoffprodukti-
on u¨ber Speicherung und Transport bis hin zur Nutzung von Wasserstoff.
Literaturrecherche
Als besonders geeignete Porenspeicher zeigen sich ausgefo¨rderte Erdgasla-
gersta¨tten und Aquifere. Fu¨r Aquifere, die zu Beginn nur mit Wasser bzw.
202
Literaturrecherche
Sole gesa¨ttigt sind und ausgefo¨rderte Erdgaslagersta¨tten, die eine Rest-
gassa¨ttigung aufweisen, sind die maßgebenden Prozesse wa¨hrend der Ent-
wicklungsphase jedoch unterschiedlich.
In den Aquiferen wird wa¨hrend der Entwicklungsphase eine Gasblase gebil-
det, wofu¨r das Aquiferwasser verdra¨ngt werden muss. Die Effizienz der Ver-
dra¨ngung zwischen den zwei nahezu unmischbaren Fluiden ha¨ngt von mehre-
ren Faktoren ab. Zum einen ko¨nnen durch eine instabile Verdra¨ngungsfront
bei einem ungu¨nstigen Verha¨ltnis der Mobilita¨ten fiskose Finger entste-
hen. Fu¨r das System Wasserstoff-Wasser ergab eine Scha¨tzung ein Mobi-
lita¨tsverha¨ltnis zwischen 2 und 5, womit eine instabile Verdra¨ngung und die
Bildung von viskosen Fingern zu erwarten ist. Außerdem besteht durch die
sehr geringe Dichte von Wasserstoff die Tendenz zu einer schwerkraftgetrie-
benen Segregation. Bei diesem Effekt wird die Verdra¨ngungfront ebenfalls
instabil. Wenn bei der Injektion eine kritische Stro¨mungsgeschwindigkeit
u¨berschritten wird, u¨berstro¨mt der Wasserstoff das Wasser und breitet sich
hauptsa¨chlich im oberen Bereich der Lagersta¨tte aus. Dadurch ko¨nnen Gas-
verluste u¨ber den tiefsten Punkt der Struktur hinaus entstehen.
Ausgefo¨rderte Erdgaslagersta¨tten haben ha¨ufig eine hohe Restgassa¨ttigung.
Die Verdra¨ngung des mit Wasserstoff vollsta¨ndig mischbaren Restgases ver-
ursacht eine Vermischung an der Verdra¨ngungsfront. Diese Vermischung
wird durch Heterogenita¨ten und Anisotropien des poro¨sen Mediums und
Mobilita¨tsverha¨ltnisse, Dichteunterschiede, molekulare Diffusion und me-
chanische Dispersion zwischen den verschiedenen Gasen beeinflusst [123].
Bei den zu erwartenden Stro¨mungsgeschwindigkeiten in Gasspeichern ist die
Beru¨cksichtigung der mechanischen Dispersion wichtig, da diese einen deut-
lich gro¨ßeren Einfluss haben kann als die stro¨mungsunabha¨ngige molekulare
Diffusion.
Der Betrieb von Untergrundwasserstoffspeichern erfolgt zyklisch mit ab-
wechselnden Phasen von Injektion, Entnahme und Leerlauf. Die treibende
Kraft wa¨hrend des Betriebs ist die Kompression und Expansion der Gasbla-
se. Eine bestimmte Menge des Gases bleibt dabei immer in der Lagersta¨tte
als sogenanntes Kissengas. Wa¨hrend des Betriebs ko¨nnen Mischprozesse zwi-
schen verschiedenen Gasen weiterhin von Bedeutung sein, z.B. wenn das
Restgas nicht vollsta¨ndig verdra¨ngt wurde oder wenn ein alternatives Gas
als Kissengas verwendet wird (z.B. N2 oder CO2 [123, 107, 97]).
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Mikroorganismen sind in den meisten Untergrundstrukturen bis in eine
Teufe von u¨ber 1000 m vorhanden. Die Injektion von Wasserstoff ko¨nnte
den Stoffwechsel vorhandener mikrobieller Spezies stimulieren. Mikrobiel-
le Spezies, die Wasserstoff als Substrat verwenden ko¨nnen, werden als hy-
drogenotroph bezeichnet. Die damit verbundene Zellteilung fu¨hrt zu einem
Wachstum der mikrobiellen Populationen, die im poro¨sen Gestein als Bio-
film, verbunden mit einer Oberfla¨che oder frei schwimmend in der Was-
serphase leben. Ein Beweis fu¨r dieses Verhalten ist z.B. die Aktivita¨t me-
thanogener Archaeen, welche in einigen der ehemaligen Stadtgasspeicher
beobachtet wurde. Ebenfalls wurde die Aktivita¨t von sulfatreduzierenden
Bakterien in Stadtgas- und Erdgasspeichern beobachtet. Indikationen sind
ha¨ufig die Produktion von H2S und die daraus resultierenden Korrosions-
probleme [72]. Andere Quellen geben Hinweise, dass auch homoacetogene
Archaeen und eisenreduzierende Bakterien stimuliert werden und Wasser-
stoff fu¨r ihren Stoffwechsel nutzen ko¨nnen [27, 81].
Die Verknu¨pfung zwischen Transport von Mikroorganismen, Wachstum,
Substratverfu¨gbarkeit und biologischer Umsetzung der Substrate resultiert
in ein stark gekoppeltes dynamisches System [92]. Beteiligte physikoche-
mische Prozesse sind Advektion, Diffusion, Dispersion, Gro¨ßenausschluss,
Siebung und Filtration. Die biologischen Prozesse sind Wachstum, Zer-
fall, Stoffwechsel, Chemotaxis, physiologische Anpassung, Anhaftung und
Ablo¨sung [92]. Verschiedene mathematische Modelle, die das gekoppelte
Verhalten wiederspiegeln, sind fu¨r Grundwasser- und Gasspeicheranwendun-
gen entwickelt worden. Die Modelle sind jedoch sehr unterschiedlich was die
beru¨cksichtigten Prozesse, die La¨ngenskala und die Zeitskala betrifft.
Fu¨r die Modellierung von Transportprozessen in Untergrundwasserstoffspei-
chern steht eine große Auswahl an numerischen Werkzeugen zur Verfu¨gung.
Die Auswahl reicht von kommerziellen Softwarepaketen aus der Erdo¨lindus-
trie u¨ber kombinierte kommerzielle und wissenschaftliche Softwarepakete
bis hin zu Open-Source-Codes, die in der Regel nur fu¨r wissenschaftliche
Anwendungen angewandt werden. Jedoch ist keines dieser Tools in seiner
urspru¨nglichen Version in der Lage, alle relevanten Prozesse zu modellieren.
Folglich ist es sinnvoll, ein Werkzeug zu verwenden, fu¨r das der Quellcode
verfu¨gbar ist und Anpassungen im mathematischen Modell mo¨glich sind. Die
Auswahl fu¨r diese Doktorarbeit war DuMuX [43], das fu¨r die Implementie-
rung eines bioreaktiven Transportmodells fu¨r Untergrundwasserstoffspeicher
am geeignetsten erschien.
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Die herko¨mmliche Gasinjektion in den oberen Bereich der Lagersta¨tte ko¨nn-
te, aufgrund einer instabilen Verdra¨ngung und somit einer unkontrollierten
Ausbreitung der Gasblase u¨ber die tiefste Stelle der Struktur (
”
spill point“)
hinaus, zu Gasverlusten fu¨hren. Um dies zu vermeiden, kann das Gas in
den unteren Bereich einer Lagersta¨tte mit horizontalen Barrieren injiziert
werden. Bei dieser sogenannten
”
Selektiven Technologie“ spielt der durch
die Barrieren verzo¨gerte Aufstieg des Gases in einer wassergesa¨ttigten La-
gersta¨tte eine entscheidende Rolle. Die exakte analytische Lo¨sung des Pro-
blems der Gasinjektion fu¨r Zwei- und Dreikomponenten-Zweiphasensysteme
wurde hergeleitet. Das Modell beru¨cksichtigt die Lo¨sung chemischer Kompo-
nenten in der Gas- und Wasserphase. Die Barrieren sind niedrig permeabel
und haben unterschiedliche Permeabilita¨ten.
Im Fall von Zweikomponentengemischen (H2 und H2O oder CO2 und H2O)
bleibt die Phasenzusammensetzung konstant. Der einzige qualitative Effekt,
der diesen Fall von der nicht mischbaren Stro¨mung unterscheidet, ist der
Phasenu¨bergang (Verdampfung), der auftritt, wenn ein im Ungleichgewicht
stehendes Gas in eine wassergesa¨ttigte Lagersta¨tte injiziert wird. Die Ele-
mente der Lo¨sung sind: der Aufwa¨rtsschock der Wasserverdra¨ngung durch
die Gasphase, Abwa¨rtschocks unter jeder Barriere, die sich mit einer ho-
hen Gassa¨ttigung ausbreiten und kontinuierliche Kurven (”rarefaction wa-
ves”) innerhalb der Barrieren. Die Lo¨sung verha¨lt sich qualitativ a¨hnlich
wie bei der nicht mischbaren Stro¨mung. Jedoch ist die Geschwindigkeit von
Aufwa¨rts- und Abwa¨rtsschocks abweichend.
Im Fall der Dreikomponentenstro¨mung (H2, CO2 und H2O) ist das Verhal-
ten komplizierter und durch eine variable Phasenzusammensetzung gekenn-
zeichnet. Dies fu¨hrt zum Auftreten eines neuen Aufwa¨rtsschocks (bezeichnet
als Cα-Schock). Dieser neue Schock wird durch den Effekt der Lo¨sung verur-
sacht und entspricht einer starken Vera¨nderung der Zusammensetzung von
Gas und Flu¨ssigkeit. Hinter diesem Schock hat das Gas die injizierte Zu-
sammensetzung und die Zusammensetzung der Flu¨ssigkeit entspricht dem
Gleichgewicht mit diesem Gas. Vor diesem Schock hat die Flu¨ssigkeit je-
doch die anfa¨ngliche Zusammensetzung, wa¨hrend die Gaszusammensetzung
reinem H2 entspricht.
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Ein weiteres Pha¨nomen, das im Fall mit drei Komponenten beobachtet wur-
de, ist die Kollision des abwa¨rts gerichteten C-Schocks und des aufwa¨rts
gerichteten Cα-Schocks unterhalb der ersten Barriere. Der neue Schock, der
durch die Kollision entsteht, ist instabil und zerfa¨llt in zwei Schocks. Einer
von ihnen ist ein C-Schock und bewegt sich nach oben, wa¨hrend der andere
ein Cα-Schock ist, der sich nach unten bewegt.
Fu¨r ein periodisches Medium, bei dem die Barrieren die gleiche Permea-
bilita¨t aufweisen, tritt ein Abwa¨rtsschock bzw. eine Gasansammlung nur
unterhalb der ersten Barriere auf. Zusa¨tzliche Abwa¨rtsschocks unter den
daru¨berliegenden Barrieren erscheinen nur dann, wenn die Permeabilita¨t
der Barrieren von unten nach oben abnimmt. Die Wachstumsgeschwindig-
keit der Gasansammlung unter der ersten Barriere ist viermal ho¨her als die
unter der zweiten Barriere (siehe Abb. 3.9).
Wasserstoff steigt in periodischen Doma¨nen mehr als fu¨nfmal schneller nach
oben als CO2. Dabei erzeugt H2 signifikantere Gasansammlungen unter den
Barrieren.
Das zweidimensionale numerische Modell mit undurchla¨ssigen Barrieren zeigt
ebenfalls den Effekt eines verzo¨gerten Gasaufstiegs, wobei die Barrieren um-
stro¨mt werden mu¨ssen. Je gro¨ßer die areale Ausdehnung der Barrieren, desto
gro¨ßer ist die zeitliche Verzo¨gerung des Gasaufstiegs.
Durch einen Vergleich mit der numerischen Lo¨sung in 2D wurde gezeigt,
dass ein 1D-Modell mit niedrig permeablen Barrieren ein 2D-Modell mit
undurchla¨ssigen Barrieren ersetzen kann. Die Permeabilita¨t der niedrig per-
meablen Barrieren muss nach einem bestimmten Gesetz nach oben hin ab-
nehmen.
Es kann zusammengefasst werden, dass sowohl niedrig permeable als auch
undurchla¨ssige Barrieren den Aufstieg des Gases verlangsamen. Eine Schich-
tung mit zunehmender Heterogenita¨t nach oben bietet eine gu¨nstige Situati-
on. In jedem Fall mu¨ssen die Barrieren eine große areale Ausdehnung haben,
was zu einer stark verzo¨gerten Ankunft des Gases unterhalb des Deckge-
steins fu¨hrt.
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Es wurde ein mathematisches Modell entwickelt, welches das hydrodyna-
mische Verhalten von Untergrundwasserstoffspeichern gekoppelt mit bio-
chemischen Reaktionen und mikrobieller Populationsdynamik beschreibt.
Es beru¨cksichtigt den Stoffwechsel von vier hydrogenotrophen mikrobiellen
Spezies und umfasst den Fluss und Transport von sieben Komponenten in
zwei mobilen Phasen und zwei Gesteinskomponenten. Das mathematische
Modell besteht aus zwei Gruppen von Bilanzgleichungen. Die erste Glei-
chungsgruppe ist die Populationsdynamik fu¨r alle beteiligten mikrobiellen
Spezies:
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Die zweite Gruppe ist die molare Bilanz fu¨r alle beteiligten chemischen Kom-
ponenten:
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Biochemische Reaktionen
(D.2)
Fu¨r CO2 als Kohlenstoffquelle und die Gesteinskomponenten wurde die
Bilanzgleichung leicht abweichend formuliert. Die Kopplung beider Glei-
chungsgruppen entsteht durch den Term der biochemischen Reaktionen, wel-
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cher einen proportionalen Zusammenhang mit dem mikrobiellen Wachstum
und der Populationsgro¨ße hat.
Fu¨r die Formulierung der Populationsdynamik wurden drei substratlimi-
tierte Wachstumsmodelle und zwei Zerfallsmodelle verglichen. Keines der
Modelle zeigt die anfa¨ngliche Verzo¨gerung und die stationa¨re Phase, welche
ha¨ufig in Batchkulturversuchen im Labor beobachtet wird. Nur das Modell
von Panfilov [100] zeigt die Beschleunigungsphase.
Parameter fu¨r die mikrobielle Populationsdynamik und die biochemischen
Reaktionen wurden in der Literatur gesucht und zusammengefasst. Die Pa-
rameter sind fu¨r alle enthaltenen mikrobiellen Spezies außer fu¨r eisenredu-
zierende Bakterien verfu¨gbar. Einige der Parameter sind in einem Bereich
u¨ber bis zu zwei oder drei Gro¨ßenordnungen unsicher.
Stabilita¨t des dynamischen Systems
In Bezug auf das unerwartete Verhalten, das fu¨r den Stadtgasspeicher in
einer antiklinalen Aquiferstruktur in der Na¨he von Lobodice (Tschechische
Republik) berichtet wurde, ist die Stabilita¨t des dynamischen Systems un-
tersucht worden. Dafu¨r wurde das mathematische Modell auf ein System von
zwei gewo¨hnlichen Differentialgleichungen reduziert und anhand der Theorie
fu¨r Differentialgleichungen analysiert.
Wenn zwei Substrate (H2 und CO2) injiziert werden, fu¨hrt der methanogene
Metabolismus zu einer kontinuierlichen Umsetzung in CH4 und H2O. Wenn
die mittleren Injektions- und Produktionsraten identisch mit den Raten der
biochemischen Reaktion sind, befindet sich die Lagersta¨tte in einem Gleich-
gewichtszustand. Abha¨ngig von der Stabilita¨t des Gleichgewichtspunktes
zeigt die Lagersta¨tte unterschiedliche dynamische Verhaltensweisen.
Es wurde gezeigt, dass das reduzierte Gleichungssystem einen instabilen oder
stabilen Gleichgewichtspunkt haben kann. Die Rate q kann als Parameter
verwendet werden, um dieses Verhalten zu kontrollieren. In einem gewissen
Bereich fu¨r q erscheint ein stabiler Grenzzyklus, der den Gleichgewichts-
punkt umla¨uft. In der Literatur wird dieses Verhalten als Hopf-Bifurkation
bezeichnet.
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Die Mo¨glichkeit einer Turinginstabilita¨t wurde aus einem reduzierten Reak-
tions-Diffusions-Modell mit zwei Gleichungen abgeleitet. Anhand der herge-
leiteten Turingbedingungen kann der Wertebereich fu¨r q bestimmt werden,
der zu einer Turinginstabilita¨t fu¨hrt.
Numerische Simulationen des vollsta¨ndigen Modells fu¨r den bioreaktiven
Zweiphasentransport wurden unter den hergeleiteten Bedingungen durch-
gefu¨hrt. Unter Grenzzyklusbedingungen zeigt die vereinfachte Lagersta¨tte
zeitliche Oszillationen in der mikrobiellen Dichte und den Gasphasenkonzen-
trationen. Unter Turingbedingungen zeigen die Ergebnisse ra¨umliche Oszil-
lationen. Dabei wurden verschiedene ra¨umliche Muster mit abwechselnden
Bereichen hoher mikrobieller Dichte oder hoher Wasserstoffkonzentration
beobachtet.
Numerische Modellierung von Speicherzyklen
Das mathematische Modell ist numerisch auf der Grundlage von DuMuX
implementiert worden. Die zugrundeliegenden Gleichungen in DuMuX wur-
den adaptiert und Anpassungen hinsichtlich der zusa¨tzlichen Komponenten
und des Gitters wurden durchgefu¨hrt. Zusa¨tzlich sind mehrere neue Algo-
rithmen, z.B. fu¨r die Speicherinitialisierung, die Fluidinjektion/-produktion
und die Nachverarbeitung, implementiert worden.
Eine Simulationsstudie der Gasinjektion in eine zweidimensionale syntheti-
sche Lagersta¨tte zeigte einige signifikante Unterschiede in Abha¨ngigkeit von
der Injektionsrate. Bei niedriger Injektionrate sind die Gravitationskra¨fte
dominant und die Verdra¨ngung des Wassers ist gleichma¨ßig. Bei ho¨herer
Injektionsrate werden jedoch die viskosen Kra¨fte dominant und die Ver-
dra¨ngung des Wassers wird instabil. Laterale Gasfinger beginnen sich un-
terhalb des Deckgesteins in Richtung des linken und rechten Rands der
Lagersta¨tte auszubreiten. Es wurde gezeigt, dass sich Wasserstoff lateral
schneller ausbreitet als Methan.
Ein simuliertes Speicherszenario in einer zweidimensionalen synthetischen
Lagersta¨tte zeigte, dass in vorhersagenden Simulationsstudien die mechani-
sche Dispersion und biochemischen Reaktionen bedeutend sein ko¨nnen. Die
Mischzone zwischen dem initialen und dem injizierten Gas ist viel gro¨ßer,
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wenn die mechanische Dispersion in der Simulation beru¨cksichtigt wird. In-
folgedessen ist die vorhergesagte Wasserstoffkonzentration im produzieren
Gas um 15 Prozentpunkte geringer als in der Simulation ohne mechanische
Dispersion. In einer gekoppelten bioreaktiven Simulation beginnen mikro-
bielle Populationen zu wachsen, wenn Wasserstoff in die Lagersta¨tte inji-
ziert wird. Der anfa¨nglich auftretende Bereich mit einer hohen mikrobiellen
Dichte um den Injektionspunkt breitet sich a¨hnlich einer Welle in der La-
gersta¨tte aus. Die ho¨chste mikrobielle Aktivita¨t befindet sich immer an der
H2-Konzentrationsfront, an welcher die Mikroorganismen Zugang zu beiden
Substraten haben. Die biochemischen Reaktionen fu¨hren zu betra¨chtlichen
Produktionen von CH4 und H2S in der Lagersta¨tte. Folglich ist die H2-
Konzentration im produzierten Gas viel geringer als in der Simulation ohne
biochemische Effekte. Eine geringe Menge an H2S wird ebenfalls mitprodu-
ziert.
Ein realistisches Speicherszenario wurde in einem dreidimensionalen Gitter-
modell simuliert. Die Simulationen zeigten, dass das Verhalten in Abha¨ngig-
keit von der injizierten Gaszusammensetzung charakteristisch unterschied-
lich sein kann. Wenn reiner Wasserstoff injiziert wird, haben nur zu Beginn
biochemische Reaktionen einen starken Einfluss. Der Elektronenakzeptor (in
diesem Fall CO2) ist sehr schnell verbraucht und die Reaktionsgeschwindig-
keiten werden sehr niedrig. Die resultierenden kumulativen Energieverluste
wa¨hrend der dreija¨hrigen Simulation sind ungefa¨hr 2,2 % der Speicherka-
pazita¨t. Wenn jedoch ein Gasgemisch aus H2 und CO2 injiziert wird, blei-
ben die biochemischen Reaktionsraten hoch, da die Lagersta¨tte wa¨hrend
jeder Injektionsphase mit beiden Substraten aufgefu¨llt wird. In diesem Fall
bela¨uft sich der kumulative Energieverlust u¨ber drei Jahre auf etwa 18,8 %
der Speicherkapazita¨t.
Schlussfolgerungen
• Im Vergleich zu der Untergrundspeicherung von Erdgas, welche seit
vielen Jahren etabliert ist, zeigt die Untergrundwasserstoffspeicherung
einige signifikante Unterschiede. Wasserstoff hat eine sehr geringe Dich-
te und Viskosita¨t, wodurch der Verdra¨ngungsprozess von Wasser in-
stabil sein kann und Effekte wie z.B.
”
viscous fingering“ und
”
gravi-
ty overriding“ auftreten. Wenn hingegen ein Restgas verdra¨ngt wird,
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findet eine starke Vermischung der Gase mit verschiedenen Zusam-
mensetzungen statt. Zusa¨tzlich zu den hydrodynamischen Effekten
ist Wasserstoff ein geeigneter Elektronendonator fu¨r den Stoffwech-
sel verschiedener mikrobieller Spezies, welche sich ha¨ufig in Unter-
grundstrukturen befinden. Folglich stimuliert die Injektion von Was-
serstoff die Aktivita¨t der Mikroorganismen und Probleme ko¨nnen ent-
stehen. Vier verschiedene hydrogenotrophe Spezies ko¨nnen fu¨r Was-
serstoffspeicher von Bedeutung sein: methanogene Archaeen, homoa-
cetogene Archaeen, sulfatreduzierende Bakterien und eisenreduzieren-
de Bakterien. All diese Prozesse mu¨ssen bei der numerischen Modellie-
rung vonWasserstoffspeicheroperationen beru¨cksichtigt werden. In der
originalen Version ist jedoch keines der existierenden Modellierungs-
werkzeuge fu¨r Fluss- und Transportprozesse in Untergrundstrukturen
in der Lage alle Prozesse wiederzuspiegeln.
• Eine alternative Operationsmethode fu¨r Gasspeicher, welche die late-
rale Ausbreitung des Wasserstoffs verhindert, wurde vorgestellt. Bei
der sogenannten
”
Selektiven Technologie“ wird der Wasserstoff unten
in eine Speicherstruktur mit niedrig permeablen oder impermeablen
horizontalen Barrieren injiziert. Das Wasserstoffgas wird zuru¨ckprodu-
ziert sobald es das Deckgestein erreicht hat. Die Verzo¨gerung durch
den Aufstieg des Gases spielt eine zentrale Rolle bei dieser Methode.
Analytische und numerische Untersuchungen haben die Machbarkeit
dieser Methode demonstriert. Es wurde gezeigt, dass Gasansammlun-
gen unter den Barrieren entstehen, welche die Aufstiegsgeschwindig-
keit des Gases stark reduzieren. Die exakte Aufstieggeschwindigkeit
ist anhand der analytischen Lo¨sung bestimmt worden. Die eindimen-
sionale analytische Lo¨sung besta¨tigte sich durch einen Vergleich mit
der zweidimensionalen numerischen Lo¨sung.
• Ein mathematisches Modell fu¨r die bioreaktive Zweiphasenstro¨mung in
Untergrundwasserstoffspeichern wurde im Kontinuumsmaßstab entwi-
ckelt. Das Modell koppelt die hydrodynamischen Prozesse (Advektion,
molekulare Diffusion und mechanische Dispersion) mit der mikrobi-
ellen Populationsdynamik und biochemischen Reaktionen. Vier me-
tabolische Prozesse sind enthalten: Methanogenese, Sulfatreduktion,
Homoacetogenese und Eisenreduktion. Parameter fu¨r die mikrobiolo-
gischen Effekte wurden aus einer Literaturrecherche bereitgestellt.
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• In Bezug auf die Beobachtungen bei einem ehemaligen Stadtgasspei-
cher ist die Stabilita¨t des gekoppelten mathematischen Modells unter-
sucht worden. Die analytische Analyse zeigt die Mo¨glichkeit zeitlicher
und ra¨umlicher Schwankungen in den Gaskomponentenkonzentratio-
nen und der mikrobiellen Dichte, wenn eine Mischung aus H2 und
CO2 injiziert wird. Numerische Simulationen unter bestimmten abge-
leiteten Bedingungen haben dieses Verhalten demonstriert. Auf diese
Weise verha¨lt sich der Untergrundspeicher wie ein Bioreaktor.
• Das mathematische Modell fu¨r den bioreaktiven Zweiphasentransport
in Untergrundwasserstoffspeichern wurde numerisch auf der Grund-
lage von DuMuX implementiert. Mehrere Simulationsstudien sind in
synthetischen zweidimensionalen und in realistischen dreidimensiona-
len geologischen Modellen durchgefu¨hrt worden. Es zeigte sich, dass
die geringe Dichte und Viskosita¨t von Wasserstoff eine instabilere Ver-
dra¨ngung verursacht als bei der Methaninjektion. Die Simulation ver-
schiedener Speicherszenarien hat zusa¨tzlich bewiesen, dass mechani-
sche Dispersion und biochemische Reaktionen einen wichtigen Ein-
fluss in Vorhersagestudien haben. Signifikante Energieverluste ko¨nnen
durch biochemische Reaktionen auftreten. Insbesondere sind die Ener-
gieverluste sehr hoch, wenn ein Gasgemisch aus H2 und CO2 injiziert
wird. Ebenfalls wurde in einer der Speicherszenarien gezeigt, dass H2S
durch sulfatreduzierende Bakterien produziert wird und das entnom-
mene Gas sauer ist.
• Es ist gezeigt worden, dass das entwickelte numerische Werkzeug fu¨r
Vorhersagestudien des gekoppelten hydrodynamischen und bioreakti-
ven Verhaltens in Untergrundwasserstoffspeichern verwendet werden
kann. Es ist ratsam, dass solche Studien von Gasspeicherbetreibern
fu¨r die Planung und den Betrieb durchgefu¨hrt werden. Jedoch sollte
zuerst ein Abgleich mit gemessenen Daten durchgefu¨hrt werden, um
das Modell zu validieren, bevor es fu¨r zuverla¨ssige Vorhersagestudien
verwendet wird. Auf diese Weise ko¨nnen die unsicheren Parameter,
wie z.B. die kinetischen Parameter der Mirkoorganismen und die Dis-
persivita¨t, durch einen Vergleich der Simulationsergebnisse mit den
beobachteten Daten aus dem Feld bestimmt werden. Eine Validierung
des Modells konnte in dieser Arbeit nicht durchgefu¨hrt werden, da
Felddaten bisher nicht verfu¨gbar sind.
212
Appendix E
Re´sume´ de´taille´
Introduction
Le stockage de l’hydroge`ne souterrain est une proposition de solution pro-
metteuse pour la compensation de l’approvisionnement en e´nergie e´lectrique,
qui est indispensable en raison de la variation de la production des sources
d’e´nergie renouvelable. L’e´nergie renouvelable, qui est primairement produit
au travers des centrales e´oliennes et solaires est tre`s de´pendant des condi-
tions me´te´orologiques. En plus, la demande en courant varie a` une e´chelle
de temps journalie`re et saisonnie`re. Un stockage temporaire de l’e´nergie
pour compenser cette variation apparait donc ne´cessaire ; pour cela plusieurs
options sont actuellement en discussion [70]. Les stockages souterrains de
l’hydroe`ne, dans lesquels l’e´nergie est stocke´e sous forme d’e´nergie chimique
indiquent une haute densite´ e´nerge´tique et offrent ainsi la possibilite´ de sto-
cker l’e´nergie e´lectrique a` long terme ou de fac¸on saisonnie`re [29]. Cette
technologie englobe des installations d’e´lectrolyses, qui utilisent excessive-
ment l’e´nergie e´lectrique produit, pour de´composer l’eau en oxyge`ne et en
hydroge`ne [70]. Pour le stockage et l’utilisation ulte´rieure de l’hydroge`ne,
divers concepts sont disponibles [91, 45, 29] :
• ≪POWER-to-GAS ≫ : l’hydroge`ne produit sera inte´gre´ dans les re´seaux
de gaz naturel existant. Les recherches ont montre´es, que les concentra-
tions dans une plage de pourcentage a` un chiffre sont acceptables [90].
Ceci signifie, que meˆme les stockages souterrains de gaz naturel seront
exploite´s avec de faibles concentrations en hydroge`ne.
• ≪ POWER-to-GAS-to-POWER ≫ : l’hydroge`ne sera stocke´ pur dans
les formations souterraines a` l’instar des gisements de gaz naturel ou
pe´trolife`re exploite´s, des aquife`res ou des cavite´s salines [111]. Dans
les pe´riodes de hauts besoins en e´nergie, l’hydroge`ne sera extrait et
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pourra eˆtre utilise´ comme combustible pour des piles combustibles
stationnaires ou des ge´ne´rateurs a` moteur, qui sont relie´s aux re´seaux
e´lectriques de meˆme qu’il pourra e´tre utilise´ pour les les ve´hicules a`
piles combustibles.
Le concept de stockage des gaz souterrains est e´tabli depuis pre`s de 100
ans. Le stockage de l’hydroge`ne dans les cavite´s de sel est conside´re´ comme
facile [80]. Ce type de stockage existe actuellement en Teesside, en Grande
Bretagne et au Texas aux Etats Unis. Jusqu’ici, l’expe´rience a e´te´ faite dans
les re´servoirs poreux uniquement avec le gaz naturel et les me´langes gazeux
a` l’instar des gaz de ville. Dans les re´servoirs de gaz de ville, pour lesquels le
gaz stocke´ a une concentration en hydroge`ne de 50 %, des anomalies se sont
partiellement prouduites. Les re´ductions de volumes de gaz et les variations
dans la composition du gaz ont e´te´ observe´es dans plusieurs de ces stockages.
Il est suppose´, que les re´actions biochimiques sont responsables de cet effet,
car une augmentation du nombre de cellules microbiennes dans l’eau de
gisement a e´te´ mesure´e [118, 21].
Pour tester l’utilisation des re´servoirs poreux a` la sensibilite´ a` l’hydroge`ne,
l’entreprise Hychico S.A. d’Argentine a de´bute´ en 2013 une expe´rience pre´li-
minaire [114]. Ils ajoute`rent l’hydroge`ne comme traceur en e´coulements
de gaz et stocke`rent le me´lange gazeux dans un gisement de gaz et de
pe´trole e´puise´. Les re´sultats de cette expe´rience sont jusqu’ici ine´dits. En
outre, le RAG (Roho¨l-Aufsuchungs Aktiengesellschaft) en Autriche com-
menc¸a e´galement en 2015 un test pre´liminaire [12]. Ils injecte`rent un me´lange
gazeux obtenu de gaz naturel a` 10 % d’hydroge`ne dans un petit gisement
de gaz naturel e´puise´. Le pre´le`vement commenc¸a en e´te´ 2016. Les re´sultats
de cet essai in situ sont attendus en 2017.
En Allemagne e´galement, quelques projets de recherche ont e´te´ lance´s depuis
2011 au travers du lancement du ≪ initiative de stockage e´nerge´tique ≫. Ces
projets traitent du the`me hydroge`ne en tant que source d’e´nergie, et portent
sur diffe´rents domaines de la chaˆıne de production de l’hydroge`ne, de son
stockage et son transport jusqu’a` son utilisation.
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Les gisements de gaz naturel e´puise´s et les aquife`res se re´ve`lent eˆtre des sto-
ckages poreux approprie´s. Cependant, les processus de´terminants pendant
la phase de de´veloppement sont diffe´rents pour les aquife`res, qui sont au
de´but sature`s en eau ou en saumure, et pour les gisements de gaz naturel
e´puise´s, qui pre´sentent une saturation en gaz re´siduel.
Dans les aquife`res pendant la phase de de´veloppement, une bulle de gaz,
pour laquelle l’eau de l’aquife`re doit eˆtre de´place´e, est forme´e. L’efficacite´
du de´placement entre deux fluides immiscibles de´pend de plusieurs facteurs.
D’une part, les doigts visqueux peuvent cre´er au travers d’un front instable
de de´placement par un relation de´favorable des mobilite´s. Pour le syste`me
hydroge`ne-eau, il apparaˆıt une estimation d’une relation des mobilite´s entre
2 et 5, pour laquelle un de´placement instable et la formation des doigts
visqueux est a` attendre. En outre, il existe, en raison de la faible den-
site´ de l’hydroge`ne, une tendance a` une se´gre´gation par gravite´. Par cet
effet, le front de de´placement sera e´galement instable. Si une vitesse de
de´placement critique sera de´passe´e lors de l’injection, l’hydroge`ne inonde
l’eau et se re´pand principalement sur la partie supe´rieure du gisement. De
ce fait, les pertes de gaz peuvent se cre´er au-dela` du point le plus bas de la
structure.
Les gisements de gaz naturel e´puise´s ont tre`s souvent une haute saturation
en gaz re´siduel. Le de´placement des gaz re´siduels comple`tement miscible
avec l’hydroge`ne, cause un me´lange au niveau du front de de´placement. Ce
me´lange est influence´ au travers de l’he´te´roge´ne´ite´ et de l’anisotropie du
milieu poreux, du relation des mobilite´s, de la diffe´rence des densite´s, de
la diffusion mole´culaire et de la dispersion me´canique entre diffe´rents gaz.
Compte tenu des vitesses d’e´coulement pre´vu dans les stockages de gaz, la
prise en conside´ration de dispersion me´canique est importante, car elle peut
avoir une nette importante influence que la diffusion mole´culaire, qui est
inde´npendant de la vitesse d’e´coulement.
Les ope´rations des stockages souterrains de l’hydroge`ne se font de fac¸on
cyclique avec des phases alterne´es d’injection, d’extraction et de point mort.
La force motrice durant ces ope´rations est la compression et l’expansion de
la bulle de gaz. Une quantite´ de´termine´e de gaz demeure toujours dans
le stockage en tant que gaz coussin. Durant l’ope´ration, les processus de
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me´lange entre diffe´rents gaz peuvent e´galement eˆtre importants ; tel est par
exemple le cas lorsque le gaz re´siduel n’a pas e´te´ comple`tement de´place´ ou
lorsqu’un gaz alternatif est utilise´ comme gaz coussin (par ex. N2 ou CO2
[123, 107, 97]).
Les microorganismes sont pre´sents dans la plupart des structures souter-
raines jusqu’a` une profondeur de 1000 m. L’injection de l’hydroge`ne peut
stimuler le me´tabolisme des espe`ces microbiennes existantes. Les espe`ces
microbiennes capable d’utiliser l’hydroge`ne comme substrat, peuvent eˆtre
qualifie´s d’hydroge`notrophes ; la division cellulaire associe´e conduit a` une
croissance des populations microbiennes qui vivent dans les roches poreuses
comme biofilm relie´ a` une surface ou flottant librement dans la phase aqueuse.
Une preuve de ce comportement est par exemple l’activite´ des arche´ens
me´thanoge`nes, qui ont e´te´ observe´s dans quelques anciens stockages de gaz
de ville. L’activite´ des bacte´ries sulfato-re´ductrices a e´galement e´te´ observe´e
dans les stockages du gaz de ville et du gaz naturel. Les indications sont
fre´quemment, la production de H2S et le proble`me de corrosion qui en
re´sulte [72]. D’autres sources indiquent, que les arche´ens homoace´toge`nes et
les bacte´ries ferro-re´ductrices sont stimule´s et peuvent utiliser l’hydroge`ne
pour leur me´tabolisme [27, 81].
La combinaison entre transport des microorganismes, disponibilite´ de sub-
strat, croissance et transformation biologique de substrat aboutit a` un fort
syste`me dynamique couple´ [92]. Les processus physicochimiques participants
sont l’advection, la diffusion, la dispersion, l’exclusion de taille, le tamisage
et la filtration. Les processus biologiques sont la croissance, la de´sagre´gation,
le me´tabolisme, la chimiotaxie, l’ajustement physiologique, l’adhe´sion et le
de´tachement. Diffe´rents mode`les mathe´matiques, qui refle`tent ce comporte-
ment couple´, ont e´te´ de´veloppe´s pour des applications en eau souterraine et
en stockage du gaz. Les mode`les sont cependant tre`s diffe´rents, en ce qui
concerne les processus conside´re´s, l’e´chelle de longueur et de temps.
Pour la mode´lisation des processus de transport dans les stockages de l’hydro-
ge`ne souterrains, un large e´ventail d’outils nume´riques est disponible au
choix. Le choix s’e´tend des prologiciels commerciaux de l’industrie pe´trolie`re
en passant par les prologiciels commerciaux et acade´miques, jusqu’aux codes
open sources, qui en re`gle ge´ne´rale ne sont utilise´s que pour des applications
acade´miques. Cependant, aucun de ces outils n’est capable, dans sa version
originelle, de mode´liser tous les processus pertinents. Par conse´quent, il est
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judicieux d’utiliser un outil, pour lequel le code source est disponible et les
ajustements aux mode`les mathe´matiques sont possibles ; l’outil choisi dans
ce travail de doctorat est DuMuX [43]. Ce dernier est apparu le plus ap-
proprie´ pour l’imple´mentation d’un mode`le de transport biore´actif pour les
stockages souterrains de l’hydroge`ne.
Mode´lisation analytique de flux a` deux phases par
gravite´
La traditionnelle injection de gaz dans la re´gion supe´rieure du gisement
pourrait conduire a` des pertes de gaz, en raison d’un de´placement instable
et par conse´quent, d’une propagation incontroˆle´e de la bulle de gaz au-
dela` des lieux les plus bas de la structure (≪ spill point ≫). Pour e´viter cela`,
le gaz peut eˆtre injecte´ dans les re´gions infe´rieures du gisement avec des
barrie`res horizontales. Par cette ≪ technologie se´lective ≫, le ralentissement
de la monte´e de gaz (duˆ aux barrie`res) dans un gisement sature´ en eau a
un roˆle de´cisif. L’exacte solution analytique du proble`me de l’injection de
gaz pour des syste`mes a` deux phases et a` deux ou trois composants a e´te´
de´duite. Le mode`le conside`re la solution des composants chimiques dans la
phase gazeuse et aqueuse. Les barrie`res sont faiblement perme´ables et ont
des perme´abilite´s diffe´rentes.
Dans le cas du me´lange a` deux composants (H2 et H2O ou CO2 et H2O),
la composition des phases reste constante. L’unique effet qualitatif, qui
distingue ce cas de l’e´coulement immiscible est le changement de phase
(e´vaporation) qui se produit, lorsqu’un gaz en e´tat de de´se´quilibre est in-
jecte´ dans un gisement sature´ en eau. Les e´le´ments de cette solution sont :
le choc vers le haut du de´placement de l’eau au travers de la phase gazeuse,
le choc vers le bas sous chaque barrie`res, qui se propagent avec une haute
saturation en gaz et les coudes continuellement (≪ rarefaction waves ≫) a`
l’inte´rieure des barrie`res. Qualitativement, la solution se comporte similai-
rement a` un e´coulement immiscible. Cependant, les vitesses des chocs vers
le haut et vers le bas sont divergentes.
Dans le cas d’un e´coulement a` trois composants (H2, CO2 et H2O), le com-
portement est complique´ et est marque´ par une composition variable des
phases. Ceci conduit a` l’apparition d’un nouveau choc vers le haut (connu
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sous le nom de Cα-choc). Ce nouveau choc est cause´ par l’effet de la solution,
et correspond a` un fort changement de la composition du gaz et du fluide.
Derrie`re ce choc, le gaz a la composition injecte´e et la composition du fluide
correspond a` l’e´quilibre avec ce gaz. A` l’avant de ce choc, le fluide a cepen-
dant la composition initiale, alors que la composition du gaz correspond a`
l’hydroge`ne pur.
Un autre phe´nome`ne, qui est observe´ dans le cas de trois composants, est
la collision du C-choc oriente´ vers le bas et du Cα-choc oriente´ vers le haut
sous la premie`re barrie`re. Le nouveau choc, qui se cre´e lors de la collision est
instable et se de´compose en deux chocs ; l’un de ces derniers est un C-choc
et se de´place vers le haut, tandis que l’autre, un Cα-choc, se de´place vers le
bas.
Pour un milieu pe´riodique, pour lequel les barrie`res pre´sentes la meˆme
perme´abilite´, un choc vers le bas ou alors une accumulation du gaz se
produit uniquement sous la premie`re barrie`re. Des chocs supple´mentaires
sous les barrie`res se situant au-dessus apparaissent uniquement lorsque la
perme´abilite´ des barrie`res de´croˆıt du bas vers le haut. La vitesse de crois-
sance d’accumulation des gaz sous la premie`re barrie`re est quatre fois plus
e´leve´e que celle sous la deuxie`me barrie`re (voir Fig. 3.9).
L’hydroge`ne monte dans des domaines pe´riodiques cinq fois plus rapidement
vers le haut que le CO2. En meˆme temps, le H2 produit une plus signifiante
accumulation de gaz sous les barrie`res.
Le mode`le nume´rique a` deux dimensions et a` barrie`res imperme´able montre
e´galement l’effet d’un retard dans la monte´e du gaz, alors que les barrie`res
doivent eˆtre entoure´es. Plus l’extension de la zone des barrie`res est grande,
plus le retard temporel de la monte´e du gaz est grand.
Il a e´te´ montre´, au travers d’une comparaison avec la solution nume´rique a`
deux dimensions, qu’un mode`le unidimensionnel (1D) et a` barrie`re a` faible
perme´abilite´ peut remplacer un mode`le bidimensionnel (2D) a` barrie`re im-
perme´able. La perme´abilite´ des barrie`res faiblement perme´able doit de´croitre
vers le haut selon une certaine loi.
Il peut eˆtre re´sume´, que la monte´e du gaz est ralenti aussi bien pour les
barrie`res a` faible perme´abilite´ que pour les barrie`res imperme´able. Une stra-
tification a` he´te´roge´ne´ite´ croissante vers le haut offre une situation favorable.
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Dans tous les cas, les barrie`res ont une grande zone d’extension, ce qui
conduit a` un fort retard dans l’arrive´e des gaz sous la roche couverture.
Mode`le mathe´matique pour le transport biore´actif a`
deux phases
Un mode`le mathe´matique, qui de´crit le comportement hydrodynamique des
stockages de l’hydroge`ne souterrains couple´ aux re´actions biochimiques et a`
la dynamique des populations microbiennes, a e´te´ de´veloppe´. Il conside`re le
me´tabolisme de quatre espe`ces microbiennes hydroge`notrophes, et englobe
l’e´coulement et le transport de sept constituants dans deux phases mobiles et
deux composantes rocheuses. Le mode`le mathe´matique se compose de deux
groupes d’e´quations bilans. La premie`re e´quation bilan est la dynamique de
la population pour toutes les espe`ces microbiennes participantes :
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Le deuxie`me groupe est le bilan molaire pour tous les constituants chimiques
participants :
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Pour le CO2 (en tant que source de carbone) et les constituants rocheux,
l’e´quation bilan a e´te´ juste formule´e un peu diffe´remment. Le couplage des
deux groupes d’e´quations se fait au travers du terme des re´actions biochi-
miques, qui ont un rapport de proportionnalite´ avec la croissance micro-
bienne et la taille de la population.
Pour la formulation de la dynamique de population, trois mode`les de crois-
sance a` substrat limite´ et deux mode`les de de´sagre´gation ont e´te´ compare´s.
Aucun de ces mode`les n’a montre´ la phase du latence et la phase station-
naire, qui est fre´quemment observe´ en laboratoire dans les essais de culture
par lot. Le mode`le de Panfilov [100] est le seul a` avoir pre´sente´ une phase
d’acce´le´ration.
Les parame`tres pour la dynamique de population microbienne et les re´actions
biochimiques ont e´te´ cherche´s et re´sume´s de la litte´rature. Les parame`tres
sont disponibles pour toutes les espe`ces microbiennes contenues, sauf pour
les bacte´ries ferro-re´ductrices. Certains parame`tres sont incertains dans un
domaine au dessus de deux ou de trois ordres de grandeur.
Stabilite´ du syste`me dynamique
Par rapport au comportement inattendu, qui a e´te´ rapporte´ dans le cas d’un
stockage du gaz de ville dans une structure d’aquife`re anticlinale a` proximite´
de Lobodice (Re´publique Tche`que), la stabilite´ du syste`me dynamique a e´te´
analyse´e. Pour ce faire, le mode`le mathe´matique a e´te´ re´duit a` un syste`me
a` deux e´quations diffe´rentielles ordinaires, et analyse´ a` l’aide de la the´orie
des e´quations diffe´rentielles.
Lorsque deux substrats (H2 und CO2) sont injecte´s, le me´tabolisme du
me´thanoge`ne conduit a` une transformation continuelle en CH4 et H2O.
Lorsque les de´bits moyens d’injection et de production sont identiques aux
vitesses des re´actions biochimiques, le gisement se trouve dans un e´tat
d’e´quilibre. De´pendamment de la stabilite´ du point d’e´quilibre, le gisement
pre´sente diffe´rents comportements dynamiques.
Il a e´te´ montre´ que, le syste`me d’e´quation re´duit peut avoir un point d’e´quili-
bre stable ou instable. Le de´bit q peut eˆtre utilise´ comme parame`tre pour
controˆler ce comportement. Dans un certain domaine pour q, il apparaˆıt un
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cycle limite stable qui tourne autour du point d’e´quilibre. Dans la litte´rature,
ce comportement est de´signe´ par ≪ Hopf-Bifurcation ≫.
La possibilite´ d’une instabilite´ de Turing a e´te´ de´rive´e d’un mode`le re´action-
diffusion re´duit a` deux e´quations. A` l’aide des conditions de Turing de´rive´es,
le domaine des valeurs de q, qui conduit a` une instabilite´ de Turing, peut
eˆtre de´termine´.
Les simulations nume´riques du mode`le complet des transports biore´actifs a`
deux phases ont e´te´ effectue´es sous les conditions de´rive´es. Sous des condi-
tions cycliques limites, le gisement simplifie´ montre une oscillation tempo-
relle dans la densite´ microbienne et les concentrations dans la phase ga-
zeus. Sous les conditions de Turing, les re´sultats pre´sentent des oscillations
spatiales. Ce faisant, diverses maquettes spatiales a` domaines alterne´s, a`
haute densite´ microbienne ou a` haute concentration en hydroge`ne ont e´te´
observe´s.
Mode´lisation nume´rique des cycles de stockage
Le mode`le mathe´matique a e´te´ nume´riquement imple´mente´ sur la base
de DuMuX. Les e´quations sous-jacentes dans DuMuX ont e´te´ adapte´es et
ajustments au vue des constituants additionnels et la grille ont e´te´ intro-
duits. En plus, plusieurs nouveaux algorithmes, a` l’instar des algorithmes
pour l’initialisation du stockage, l’injection/production du fluide et le traite-
ment ulte´rieure, ont e´te´ imple´mente´s. Une e´tude de simulation de l’injection
de gaz dans un gisement synthe´tique a` deux dimensions, montre quelques
diffe´rences significatives de´pendantes du de´bit d’injection. Pour un faible
de´bit d’injection, les forces de gravite´ sont dominantes et le de´placement de
l’eau est re´gulier. Pour un haut de´bit d’injection, les forces de viscosite´ sont
dominantes et le de´placement de l’eau devient instable. Les doigts de gaz
late´raux commencent a` se re´pandre sous la roche couverture vers le bord
gauche et droite du gisement. Il a e´te´ montre´, que l’hydroge`ne se re´pand
late´ralement plus rapidement que le me´thane.
Un sce´nario de stockage simule´ dans un gisement synthe´tique a` deux dimen-
sions montre, que dans les e´tudes de simulations pre´dictives, le me´canisme
de dispersion me´canique et les re´actions biochimiques peuvent eˆtre signi-
ficatifs. La zone de me´lange entre le gaz initiale et le gaz injecte´ est plus
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grande, lorsque le me´canisme de dispersion est conside´re´ dans la simulation.
Par conse´quent, la concentration d’hydroge`ne pre´dite dans la production
du gaz est de 15 points de pourcentage plus faible que dans la simulation
sans me´canisme de dispersion. Dans une simulation biore´actif couple´e, la
population microbienne commence a` croˆıtre, lorsque l’hydroge`ne est injecte´
dans le gisement. La re´gion initiale se produisant avec une haute densite´ mi-
crobienne autour du point d’injection se re´pand comme une vague dans le
gisement. La plus haute activite´ microbienne se trouve toujours au front de
concentration de H2, auquel les microorganismes ont un acce`s aux deux sub-
strats. Les re´actions biochimiques conduisent a` une production conside´rable
de CH4 et H2S dans le gisement. Par conse´quent, la concentration de H2 du
gaz produit est tre`s faible compare´e a` la simulation sans effet biochimique.
Une faible quantite´ en H2S est e´galement extraire.
Un sce´nario de stockage re´aliste a e´te´ simule´ dans un grille a` trois di-
mensions. Les simulations montrent, que le comportement de´pendant de la
composition du gaz injecte´ peut eˆtre caracte´ristiquement diffe´rent. Lorsque
l’hydroge`ne pur est injecte´, c’est uniquement au de´but que les re´actions bio-
chimiques ont une forte influence. L’accepteur d’e´lectron (dans ce cas CO2)
est tre`s vite consomme´ et les vitesses de re´action deviennent tre`s basses.
Les pertes d’e´nergie cumulatives re´sultantes des trois anne´es de simulations,
repre´sentent environ 2,2 % de la capacite´ de stockage. Cependant, lorsque
le me´lange gazeux a` partir de H2 et CO2 est injecte´, les vitesses de re´actions
biochimiques restent hauts, puisque le gisement est rempli avec les deux sub-
strats au cours de chaque phase d’injection. Dans ce cas, la perte d’e´nergie
cumulative sur trois ans s’e´le`ve a` environ 18,8 % de la capacite´ de sto-
ckage.
Conclusions
• En comparaison avec le stockage souterrain du gaz naturel qui est
e´tabli depuis plusieurs anne´es, le stockage souterrain de l’hydroge`ne
montre des diffe´rences significatives. L’hydroge`ne a une tre`s faible den-
site´ et une faible viscosite´, a` cause desquelles le processus de de´place-
ment de l’eau peut eˆtre instable et des effets tels que ≪ viscous fin-
gering ≫ et ≪ gravity overriding ≫ se produisent. Si par contre, un gaz
re´siduel est de´place´, un fort me´lange de gaz de compositions diffe´rentes
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s’observe. En plus des effets hydrodynamiques, l’hydroge`ne est un
donneur d’e´lectron approprie´ pour le me´tabolisme d’espe`ces micro-
biennes diffe´rentes, qui se trouvent fre´quemment dans les structures
souterraines. Par conse´quent, l’injection de l’hydroge`ne simule l’acti-
vite´ des microorganismes et des proble`mes peuvent apparaitre. Quatre
espe`ces hydroge`notrophes diffe´rentes peuvent eˆtre importantes pour
le stockage de l’hydroge`ne : les arche´ens me´thanoge`nes, les arche´ens
homoacetoge`nes, les bacte´ries sulfato-re´ductrices et les bacte´ries ferro-
re´ductrices. Tous ces processus doivent eˆtre conside´re´s par la mode´lisa-
tion nume´rique des ope´rations de stockage de l’hydroge`ne. Dan leurs
versions originales, aucun des outils de mode´lisation existants (pour
les processus d’e´coulement et de transport dans les structures souter-
raines) n’est a` meˆme de refle´ter tous les processus.
• Une me´thode alternative pour le stockage du gaz, qui empeˆche l’ex-
tension late´rale de l’hydroge`ne a e´te´ pre´sente´e. Par la me´thode dite
≪ technologie se´lective ≫, l’hydroge`ne est injecte´ en bas d’une struc-
ture de stockage avec des barrie`res horizontales faible perme´abilite´
ou imperme´ables. L’hydroge`ne gazeux est reproduit de`s qu’il atteint
la roche couverture. Le retard a` la monte´e de gaz joue un roˆle cen-
tral dans cette me´thode. Les analyses analytiques et nume´riques ont
de´montre´es la faisabilite´ de cette me´thode. Il a e´te´ montre´, que les ac-
cumulations de gaz sous les barrie`res, qui re´duisent fortement la vitesse
de monte´e de gaz, apparaissent. L’exacte vitesse de monte´e de gaz a
e´te´ de´termine´e sous la base de la solution analytique. La solution ana-
lytique unidimensionnelle se confirme au travers d’une comparaison
avec la solution nume´rique bidimensionnelle.
• Un mode`le mathe´matique pour le transport biore´actif a` deux phases
dans les stockages souterrains de l’hydroge`ne a e´te´ de´veloppe´ dans
une e´chelle de continuum. Le mode`le couple les processus hydrody-
namiques (advection, diffusion mole´culaire et dispersion me´canique)
avec la dynamique de population microbienne et les re´actions bio-
chimiques. Quatre processus me´tabolitiques sont inclus : me´thanoge-
ne`se, re´duction du sulfate, homoace´togene`se et re´duction du fer. Les
parame`tres pour les effets microbiologiques ont e´te´ proviennent de la
revue de la litte´rature.
• En rapport aux observations dans des anciens stockages du gaz de
223
E Re´sume´ de´taille´
ville, la stabilite´ du mode`le mathe´matique couple´ a e´te´ e´tudie´e. L’ana-
lyse analytique montre la possibilite´ d’une oscillation temporelle et
spatiale dans la concentration des constituants des gaz et la densite´
microbienne, lorsqu’un me´lange de H2 et de CO2 est injecte´. Les si-
mulations nume´riques sous des conditions de´rive´es ont de´montre´es ce
comportement. De cette manie`re, le stockage souterrain se comporte
comme un biore´acteur.
• Le mode`le mathe´matique pour le transport biore´actif a` deux phases
dans les stockages de l’hydroge`ne souterrains a e´te´ nume´riquement
imple´mente´ sur la base de DuMuX. Plusieurs e´tudes de simulation ont
e´te´ conduites dans des mode`les synthe´tiques bidimensionnelles et dans
un mode`le ge´ologique re´aliste a` trois dimensions. Il en ressort, que la
faible densite´ et la faible viscosite´ de l’hydroge`ne cause un de´placement
plus instable, compare´ a` l’injection du me´thane. La simulation de di-
vers sce´narios de stockage indique de plus, que le me´canisme de dis-
persion me´canique et des re´actions biochimiques ont une influence im-
portante dans les e´tudes pre´dictives. Les pertes significatives d’e´nergie
sont tre`s hautes, lorsque le me´lange gazeux de H2 et de CO2 est in-
jecte´. En outre, il a e´te´ montre´ dans l’un des sce´narios de stockage,
que H2S est produit par des bacte´ries sulfato-re´ductrices et que le gaz
extrait est acide.
• L’outil nume´rique de´veloppe´ peut eˆtre utilise´ pour les e´tudes de pre´dic-
tion du comportement couple´ hydrodynamique et biore´actif dans les
stockages souterrains de l’hydroge`ne. Il est opportun, que de telles
e´tudes doivent eˆtre mene´es par des ope´rateurs de stockage de gaz
pour la planification et l’ope´ration. Cependant, une comparaison avec
les donne´es mesure´es doit tout d’abord eˆtre re´alise´e pour valider le
mode`le, avant qu’il ne soit utilise´ pour des e´tudes fiables de pre´diction.
De cette manie`re les parame`tres incertains (comme par exemple les pa-
rame`tres cine´tiques des microorganismes et la dispersion me´canique)
peuvent eˆtre de´termine´s au travers d’une comparaison des re´sultats
de simulation avec les donne´es observe´s sur le terrain. Une validation
du mode`le n’a pas pu eˆtre re´alise´e dans ce travail, car les donne´es de
terrain sont jusqu’ici indisponibles.
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