Abstract. Envisioned advanced multimedia video services include arbitrarily shaped (AS) image segments as well as regular rectangular images. Image segments of the TV weather report produced by the chromo-key technique [1] and image segments produced by video analysis and image segmentation [2] [3] [4] are typical examples of AS image segments. This paper explores efficient intraframe transform coding techniques for 9 general two-dimensional (2D) AS image segments, treating the traditional rectangular images as a special case. In particular, we focus on the transform coding of the partially defined image blocks along the boundary of the AS image segments.
Introduction
In envisioned advanced multimedia video services, displayed video objects can in general be rectangular (e.g., window graphic interface) or arbitrarily shaped (AS) (e.g., chromakeyed TV weather report) [1] . In multimedia editing systems, users can create AS video objects manually or by segmentation algorithms. Users can then manipulate each individual video object or composite multiple video objects together [ 15] . In the so-called object-oriented video coding algorithms, AS video objects are segmented, compressed, and transmitted separately [5, 6] . Separate video objects are composited together at the receiver to reconstruct the original video signal. Figure  1 shows a block diagram for the AS video object editing system that we are currently prototyping. After AS video objects are extracted, we need to encode their shape and internal pixel values, and perform anti-aliasing along the boundary to remove the "jagged" artifacts. Then we can manipulate the AS video objects in the desired fashion, such as animation and compositing.
A complete representation of AS video objects includes two parts -shape and image pixel values. The former represents the boundary information of the object; the latter represents the internal color intensity variation. Both of these components are ~equired for general manipulation of AS video objects, such as overlap, translation, and scaling [7, 8] . In this paper, we focus on designing efficient representations of the image pixel values to achieve satisfactory compression and image quality. In particular, we look at intraframe blockwise transform coding, such as the widely used DCT [9] [10] [11] [12] . Note that we assume that the shape information is encoded and transmitted separately from the pixel values. At the receiver, the shape information is needed for reconstructing or In this paper, we investigate two classes of transform coding techniques -brute force full block transform and shapeadaptive transform. The former explores innovative ways of filling the redundant data in the uncovered area of the boundary blocks and then taking the traditional full-block DCT. The latter changes the transform basis or the coefficient computation process adaptively based on the shape of the input block. The iterative approximation method proposed by Kaup and Aach [6] and the adaptive orthogonal transform proposed by Gilge et al. [5] belong to this class of techniques. We propose an efficient problem formulation -the shape-projected domain, based on which we can easily interpret existing adaptive transform techniques and derive new ones. We derive a new KLT-like transform basis to demonstrate the flexibility of the proposed formulation. Afterwards, we compare the performance of different transform coding techniques and illustrate the tradeoff relationship between the compression performance, computational complexity, and codec complexity. The contributions of this paper lie in efficient problem formulations, new transform coding techniques, and numerical tradeoff analyses.
3 Fig. 1 . An experiment system for manipulating/compositing AS video objects Fig. 2 . A complete representation of the AS image segments includes both the image pixels and the shape information, which are encoded and transmitted separately. The shape information can be used to assist in improving the transform coding of the image pixels Fig. 3 . An example of an AS image segment and the grid lines that separate the image into small blocks. The boundary blocks are not completely defined. The block structure is for demonstration only, and the scale is not accurate manipulating the AS image segments. Figure 2 shows a diagram that describes the relationship between the coding of the shape and the image pixels. We need to mask the reconstructed image pixels with the shape information received in order to reconstruct the original AS image segment. Efficient algorithms for encoding the shape information and anti-aliasing are described in [13] .
In blockwise transform coding algorithms, images are separated into small blocks with fixed sizes, say N pixels • N pixels. Figure 3 shows an example of an AS video object (Miss USA) and illustrates the concept of block structure. In internal blocks, all pixel values are defined. The traditional DCT algorithm can be used to encode these blocks efficiently. However, for the boundary blocks, the pixel values are not completely defined. One straightforward approach is to fill zero values outside the boundary and treat the image block as traditional. A drawback of this approach is the potential significant increase of the high-order transform coefficients and thus potential serious degradation of the compression performance. Once the image data, P(x, y), is extended to the full block, we can use traditional blockwise transform coding to represent the block as follows:
P ( x , Y ) = E a i . f i ( x , y ) ;
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(1) i where f~s are the basis functions defined on the full block area, R. P(x, y) is transformed to a set of coefficients a~, which can be used to reconstruct the original image completely or partially. For the purpose of compression, we would like to use as small a number of coefficients as possible to obtain an accurate reconstruction, P(x, y). The resulting error term is defined as:
error = E ( P ( x , y) -P(x, y))2 , x, y E B .
(2) x,y Note that the summation is executed over the occupied region only because error terms outside the boundary are discarded when we apply the shape information at the receiver.
If we fix the choice of basis functions, e.g.. use the N x N DCT basis functions, the objective can be interpreted as finding The problem with this definition is that the final choice usually has a few large spectrum components, that may cause overflow problems, though the spectrum "entropy" is low. Furthermore, it is difficult to find the optimal solution that minimizes the entropy term.
Mirror image extension
Despite the difficulty in quantifying the compactness of spectrum coefficients, the approach of filling the region outside the boundary with optimal redundant data provides us with the freedom to optimize the transform spectrum. The simplest method to augment a partially defined image segment into a full block image is stuffing zeros outside the image boundary. However, it is well known that this method may introduce sharp edges on the boundary and thus high-frequency components in the transform spectrum. The traditional band-limited extrapolation approach assumes that the input signal has a limited bandwidth the same size as the defined signal samples [4, 14] . However, the goal of this approach is to find remaining undefined signal samples 233 rather than to achieve good data compression. The resulting spectrum may not be compressible at all; that is, all spectrum coefficients may turn out to be nontrivial. In addition, there may be a singularity problem in solving the associated linear system if the spectrum passband is fixed.
One promising alternative is to extend each image segment with its mirror image outside the image boundary. The literature reports the use of this approach for solving the finite extent issue in the subband coding of images [16] . Figure 5 shows a partially defined block and its extension in one dimension. In general, the defined pixels may not occupy exactly one half of the block. We may need to duplicate the given pixel values several times and truncate them at the block boundary. For a 2D image segment, we can apply this 1D mirror image extension in one direction first, and then in another direction. This mirror image extension technique is simple but efficient. Its compression performance is described later.
Shape-adaptive approach
As described in Eq. 2, we are only concerned with reconstruction errors within the image boundary, i.e., errors within the covered region B. An equivalent but perhaps more efficient approach to finding the optimal representation of AS image segments is to perform optimization only in the subspace defined over region B, denoted by SB. Basically, we project the AS image segment and all basis functions into the subspace SB and find the optimal representation there. The redundant pixel values and their associated errors outside the boundary can thus be automatically ignored. However, since the subspace varies with the image shape, the optimal transform bases for different image shapes may also be different. This is the reason why this is called the shape-adaptive approach.
The shape-projected subapace
Instead of filling data outside the image boundary and applying a full block rectangular transform, we can focus on the defined image pixels only, i.e., P(x, !I) values within region B. Mathematically, let us define SR as the linear space spanned over the entire square block R, and SB as the subspace spanned over the covered region B. For example, in Fig. 6 , space SR has a dimension equal to 16, while the dimension of subspace SB is equal to 4. One possible basis for subspace SB is shown in Fig. 6b . Each basis matrix has a single nonzero element.
Every AS image segment, P(x, y), can be considered as a vector in SB. To completely represent this vector, we must find a complete set of independent vectors, say {bi}, in SB and describe P(x, y) as a linear combination of bis. The distinction between this approach and that in the previous section is that the entire problem domain now is confined only in the subspace SB. We do not have to consider the redundant data outside the image boundary, i.e., vector components outside the subspace SB. If we want to use traditional block-based 
and describe vector P(z, y) as a linear combination of fis.
In actuality, this projection simply deletes the components of fi outside subspace SB. Figure 7 illustrates an example when the dimension of SB equals two. (Another interpretation of projection is to force all those component values of fi outside SB to be zero.) The important issue that remains is the problem of finding optimal basis functions in subspace SB such that we can use the least number of coefficients to reconstruct the image segment vector with satisfactory errors. The formulation given does provide a flexible platform to derive new transform bases and evaluate their performance. We describe some existing approaches and propose a new approach in the following subsections.
Successive approximation algorithms revisited
Using the existing full block 2D DCT basis to represent AS image segments is attractive since existing decoders for rectangular images can be used without modifications. However, as described earlier, the shape-projected DCT basis functions, {di}, are generally mutually dependent and not orthogonal. There are multiple solutions for Eq. 1 if {di} are used as the basis functions. Instead of finding a fully accurate representation, Kaup and Aach [6] proposed a successive approximation method to calculate only the most significant coefficients. In this section, we first briefly review Kaup and Aach's approach based on our shape-projected subdomain formulation. Then, we apply their technique to constant rate and constant quality compression. Some subtle issues imposed by the quantization of transform coefficients are also addressed.
Perfect reconstruction versus nonperfect reconstruction
If a linear representation can reconstruct the original function without error, it is a perfect reconstruction (PR) representation. Otherwise, it is a nonperfect reconstruction (non-PR) representation. If the subspace spanned by the representation basis functions cannot contain the image segment vector, then the PR property cannot be achieved. As mentioned earlier, the shape-projected DCT basis functions {d~} form a mutually dependent but complete set of vectors in the shape-projected subspace. We should be able to choose m independent vectors from the projected DCT vectors to form a basis in the subspace and achieve the PR property, where ra is the dimension of the shape-projected subspace. The issue now is to find the basis that can produce the best energy compaction.
Kaup and Aach used a successive approximation algorithm to project the image vector iteratively to each basis function and choose the basis function with the largest projection during each iteration, i.e., Project(r(n), dopt(?z)) = Max (Vroject(r(n), di) )
where r(n + 1) is the residual error after the nth iteration, {di} are the shape-projected transform basis functions (e.g., the shape-projected DCT basis functions), and 0~opt is the optimal basis function with the largest projection in each iteration. Note that the same basis function could be chosen repetitively since {d~} are not orthogonal. However, one problem is that the number of transform coefficients may exceed m (the image segment size) without achieving the PR property. One way to achieve the PR property in this iterative algorithm is to accumulate the chosen basis functions in each iteration and project the image segment to the entire set of chosen basis functions, rather than to a single basis function only. The following operations are performed during each iteration.
Project(r0, Dopt(n))) = Max(Project(r0, Di(n))) (8)
where Oopt(n) is the entire set of optimal basis functions accumulated from iteration 1 to n, r(n + 1) is the residual error after n iterations, and r0 is the initial residual error, i.e., the original image segment. In each iteration, we keep the set of basis functions chosen from last iteration and add another basis function to minimize the residual error (i.e., maximizing the projection). The dimension of subspace spanned by the basis functions is incremented by one in each iteration. (This is true until the residual error becomes zero.) Note that in order to find the optimal basis function during each iteration, we need to project the image segment vector to every possible set of basis functions, each of which requires solving a complete system of linear equations. This computation overhead is significant. Another interpretation of this PR iterative approximation algorithm is that during each iteration we not only add a new basis function, but also make the remaining unchosen basis functions and the residual error orthogonal to the chosen basis functions by projection, i.e.,
where dopt(n) is the new basis function added to the chosen set Dop t in iteration n. Essentially, we reduce the dimension of the residual error and remaining basis functions successively. During each iteration, since all remaining unchosen vectors are orthogonal to the chosen set, Dopt, the optimal basis function is simply the one with the largest projection of the residual error. The complex process of iteratively solving a complete linear equation system in Eq. 8 is avoided.
This approximation algorithm can achieve the PR property after m steps, since only independent basis functions are chosen. Also, the residual error decreases faster than the non-PR approximation method already described with some extra computational overhead.
Constant rate versus constant quality
The successive approximation algorithm successively increases the number of coefficients and reduces the residual error. As discussed, the residual error always decreases to zero after m steps for the PR approximation, but not for the non-PR approximation. In practice, the number of coefficients used is determined by the available output transmission capacity of the encoder, the acceptable reconstructed image quality, and the affordable processing power of the hardwares. Rate control can be easily achieved by limiting the number of generated coefficients. Quality control can be performed by measuring the final residual error energy. Lastly, the computational complexity depends on the number of iterations performed. These controls are further complicated by quantization of the transform coefficients, which is discussed in the following.
Quantization
Transform coefficients are usually further quantized to increase the compression ratio. Small coefficients may be truncated to zero after quantization. Thus, after quantization, the proportionality between the recovered image quality and the number of iterations may become invalid. The reason is twofold. First, small coefficients obtained in later iterations axe truncated to zero. They will not increase the recovered image quality level. Second, existing coefficients may be changed when new coefficients are added (particularly in the PR approximation technique). These changes may cause the quantized approximation to be more distant from the perfect representation and thus increase the prediction error. Figure 8 shows the peak signal-to-noise ratio (PSNR) of a simple image segment during each iteration of successive approximation. The PSNR after quantization begins to drop after four iterations. One way to avoid this problem is to integrate the quantization into the optimization process. Namely, change Eq. 8 to the following: Project(r0, Dopt(n)) = Max(Quantz(Project(r0, Di(n))) . (14) In other words, we choose the basis function with the largest projection after quantization. This definitely increases the computational complexity, but the recovered image quality, as shown in Fig. 8 , becomes nondecreasing and generally higher than that obtained from the original approach. Another way to avoid the quality decline due to over-iteration is to end iteration when quality after quantization starts to drop or reach a preset quality goal.
Adaptive transform bases
Intuitively, the spatial statistics of an AS image segment varies with its irregular shape. Thus, it requires different optimal transform bases. For example, image pixels of a single line may prefer a 1D DCT basis while a square image block may prefer a 2D DCT basis. In this section, we describe the approach that uses adaptive transform bases based on the shape information of the input image segment. As shown in Fig. 9 , the shape information is also available at the receiver, where the correct transform basis can be used to reconstruct the original image signal.
Existing orthogonal transform bases
Finding the transform coefficients can be greatly simplified if the basis functions form an orthogonal set, in which case the coefficients can be obtained by simple projection. (If the basis functions are not orthogonal, then we must solve a complete linear system.) Also, orthogonal basis functions usually imply good energy decoupling in the transform spectrum and thus improve the compression performance.
One way to construct an orthogonal transform basis is to reshape the AS image segment into a 1D array and apply the 1D DCT basis. DCT is known to be close to the optimal KarhunenLoeve transform (KLT) if the image contents have high spatial correlation. However, except the single line images, AS image segments usually do not have exact 1D spatial correlations. Furthermore, the dimension of the 1D DCT basis changes with the image segment size. This will also make the codec design complex.
Another way to construct orthogonal basis functions in the subspace SB is to use the Gram-Schmidt algorithm, as proposed in [5] . The Gram-Schmidt algorithm can extract an orthogonal subset of functions out of a larger set of arbitrary functions. One possible initial set of functions for the GramSchmidt algorithm is the traditional 2D DCT basis. Suppose the dimension of the full block is n and the dimension of subspace SB is m (m < n). Let dis represent the original DCT basis function and dis represent their projected version in the subspace SB. It can be shown that dim(span{di}) = n, (dim(span{di}) represents the dimension of the vector space spanned by the vector set {d~}), dim(span{o~}) = m, and {o~i} are mutually dependent if m < n.
In the Gram-Schmidt algorithm, we still have a great deal of flexibility in choosing different orthogonal subset from a larger set of functions. In later simulations, we start from the DCT basis functions with the smallest zonal order. The final choice of orthogonal basis depends on the input image shape.
A new orthogonal transform -KLT-like transform
The KLT can be shown to be the best transform algorithm for the rectangular image segments-if the spatial statistics of the input images are known. The DCT can be derived from the KLT if the image assumes a first-order Markovian model with high spatial correlation [4] . We propose a new transform basis using this implication. Using the same assumption as a first-order Markovian model does, we can find the variancecovariance matrix for an AS image segment. For example, if the image segment has m pixels, then we can rearrange the image segment, P(:c, y), to a 1D array of m elements, and define a m x m variance-covariance matrix, C, with
where )~1 and ~2 are the correlation coefficients in x and y direction respectively, P(k,p) is the ith dement in the 1D array, and P(1,q) is the jth element in the 1D array. Figure 10 shows an example of a 4-pixel segment in a 4 x 4 image block. For simplicity, we assume that ~1 equals ,~2 in later simulations. Using a technique similar to that for deriving DCT from KLT, we can set the correlation coefficients A1(~2) to a value close to unity (e.g., 0.9) and find the eigenvectors of the variance-covariance matrix C. We can prove that these eigenvectors form an orthogonal basis in the subspace, SB, so long as )q and A2 are less than 1 [17] . Hopefully, these KLT-like transform bases can encode AS image segments as well as the DCT basis for the traditional rectangular image blocks. We show the compression performance of this technique in the next section.
Performance comparison
In this section, we use the irregularly shaped image segment shown in Fig. 3 (Miss USA) as the test case to simulate the performance of various transform coding schemes described in this paper. Only the partially defined boundary blocks (8 pixels • 8 pixels each) are used. As discussed earlier, it is difficult to measure the energy compactness of a transform spectrum quantitatively. Instead, here we try to evaluate the rate-distortion performance of each transform scheme. The distortion is measured by the PSNR of the recovered image. The rate is represented by the compression ratio, i.e., the number of pixels inside the image segment divided by the number of nonzero transform coefficients after quantization. The resuits are shown in Fig. 11 . We use the uniform quantizers in the simulations.
There are basically three different groups of coding schemes in Fig. 11 . Algorithms in the first group use adaptive transform bases (Sect. 3.3). They include 1D DCT, the proposed KLT-like transform basis and DCT-based orthogonal transform bases proposed by Gilge et al. [5] . These algorithms change the transform basis when the image segment shape is changed. The transform bases are orthogonal and complete in the shape-projected subspace SB. Therefore, the perfect reconstruction property is assured if transform coefficients are not quantized. At the decoders, the adaptive transform basis can be recalculated in real time or can be precalculated and stored in the memory in advance. However, for the latter case, the memory required could be quite large due to the wide variety of possible shapes.
The second group of algorithms are modified versions of the successive approximation proposed by Kaup and Aach [6] . As discussed in Sect. 3.2, the iteration process can be based on the quality or rate constraints. For example, a quality-based scheme may iterate until the PSNR reaches 50 dB; a rate-based scheme may iterate until the number of transform coefficients exceeds 25% of the number oft.he original pixels. On average, for the same performance level, the quality-based schemes need fewer iterations than the rate-based schemes. The reason is that the quality-based schemes can adapt to the local activity of individual image blocks and spend more computations on busy image blocks than on fiat ones. The overhead of this successive approximation algorithm is only in the encoders. Existing decoders can be used to reconstruct the image segment without any modifications. Note that this group of algorithms can achieve PR at the cost of extra computations, as discussed in Sect. 3.2. The PR iterative scheme usually has a slightly higher quality than the non-PR iterative schemes at the same compression rate.
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The third group of coding algorithms directly extend the image segments into full image blocks and apply the traditional 2D DCT algorithm. Two results are shown in Fig. 11 -zero stuffing and mirror image extension as proposed in Sect. 2.1. After augmentation, the image segments are treated as the regular rectangular image blocks. No overheads are introduced while perfect reconstruction is assured.
From the rate/distortion (R/D) curves shown in Fig. 11 , we can see that the adaptive basis schemes (the first group) and the iterative schemes (the second group) outperform the most straightforward scheme (i.e., zero stuffing) by a quality difference of 5-10 dB. The only exception is the 1D DCT, which suffers a lower performance (3-4 dB difference) at highcompression ratios compared to other complicated schemes. This is a reasonable result since an AS 2D image segment usually does not have the spatial correlations similar to those found in 1D image sequence.
In order to avoid severe computational overhead, we use the non-PR iterative scheme in our simulations. However, a large number of iteration (20 iterations on average) is still required for the iterative method to achieve the performance shown in Figure 11 . During each iteration, the residual vector needs to be projected to 64 possible basis vectors. The computation overhead is still quite significant.
A satisfactory performance is observed for the proposed mirror image extension method. It can achieve a 3-4 dB compression gain over the zero-stuffing method without any significant overheads. Figure 12 shows the enlarged (by pixel replication) image of the right shoulder area of the Miss USA test image shown in Fig. 3 . Its size is 72 pixels x 48 pixels and the block size is 8 pixels x 8 pixels. The original image and the reconstructed images by the representative schemes of these three different groups of transform coding methods are displayed. Note that the internal fully defined image blocks are all the same for these three reconstructed images. They all use the traditional DCT. The difference occurs in the partially defined boundary image blocks only.
From the displayed images, we can see that the advanced coding scheme, i.e., the DCT-based adaptive orthogonal transform, has the highest subjective quality, as expected from its superior objective quality (PSNR). Both the mirror image extension method and the straightforward zero-stuffing technique suffers noticeable texture distortion near the boundary. However, the mirror image extension seems to keep more accurate values for abrupt transitions on the boundary. This more or less corresponds to its moderate objective quality gain (3-4 dB) over the zero-stuffing technique described earlier. Table 1 lists some major characteristics and compression performance for these coding algorithms. This comparison should be useful for system level designs. If the processing resources are abundant, fancy algorithms with adaptive oriterative methods can be used to improve the reconstructed image quality. Otherwise, we can use simple mirror image extension technique to achieve a fairly good reconstructed image quality. In addition, both adaptive and iterative algorithms require Fig. 11 . revision of the current codec hardwares, but the mirror image extension technique is compatible with existing hardwares.
Conclusions and future work
AS image segments will become more and more popular in the future advanced video applications. In this paper, we investigate efficient transform coding schemes for AS image segments. We formulate the problem in two different domains -the straightforward full block rectangular domain and the shape-projected subdomain. In the former, we still use the traditional rectangular transform coding method but try to find optimal pixel values outside the segment boundary in order to make the transform spectrum as compact as possible. We propose a simple but efficient mirror image extension technique to augment the partially defined boundary image blocks into fully defined rectangular blocks. In the latter, we project the image segment and all basis functions into the subspace spanned over the covered region only. The problem dimension is reduced and optimization is pursued in the shape-projected subspace. Existing coding algorithms such as the adaptive orthogonal technique proposed by Gilge [5] and iterative method proposed by Kaup and Aach [6] can be easily interpreted by using this flexible formulation. We also propose a new adaptive transform basis based on the implication of the optimal KLT. The biggest distinction between these two approaches is that the latter changes the transform basis or the coefficient calculation process adaptively based on the shape information, while the former uses a fixed transform algorithm. Another focus of this paper is to analyze and compare the compression performance of different coding methods. In particular, we investigate the tradeoff between computational complexity, codec complexity, and recovered image quality for different coding methods. Using the image segment shown in Fig. 3 as a test case, we found that iterative algorithms or adaptive algorithms have a quality gain of 5-10dB compared to the zero stuffing technique at some cost of extra computations or memory. Our proposed mirror-image extension method achieves a 3--4 dB gain compared to the zero-stuffing technique without any significant overheads. These analyses of performance and tradeoffs are useful for system level designs to choose appropriate coding schemes.
As mentioned earlier, the shape information is necessary for AS image object manipulation. It needs to be encoded and transmitted separately from the image contents. We design efficient algorithms for shape coding and anti-aliasing in [13] . The compression schemes for the shape and image pixels will have strong impacts on the efficiency and flexibility of later manipulations of the AS image segments [7] . Designing compression algorithms for easy manipulation and designing efficient manipulation algorithms for given compression formats are two highly interrelated issues. Future extensions of this work include compression/manipulation algorithm codesign, and three-dimensional video objects.
