[1] In the recent past the nonlinear prediction (NLP) method, initially developed in the context of nonlinear time series analysis, has been successfully applied to river flow deterministic forecasting. In this work a probabilistic approach to the NLP method is proposed, which allows one to estimate the probability distribution of the predicted discharge values and to quantify the total uncertainty related to the forecast. An ensemble technique is also proposed in order to optimize the choice of the parameter values and to provide robustness to the model calibration. The probabilistic NLP method is applied to a river flow time series, giving results that confirm the effectiveness and reliability of the proposed approach.
Introduction
[2] In the last years there has been an increasing interest toward the probabilistic forecast of hydrologic variables. A probabilistic approach aims at quantifying the prediction reliability through a probability distribution function [Krzysztofowicz, 2001] or a prediction interval [Chatfield, 2001] for the unknown future value. The evaluation of the uncertainty associated to the forecast is seen as a fundamental information, not only to correctly assess the prediction, but also to compare forecasts from different methods and to evaluate actions and decisions conditionally on the expected values [e.g., Krzysztofowicz, 2001; Todini, 2004] .
[3] Several probabilistic approaches have been proposed in the literature, including (1) methods that use resampling techniques to assess parameter and model uncertainty, such as the Metropolis algorithm [Kuczera and Parent, 1998 ] or the Generalized Likelihood Uncertainty Estimation (GLUE) methodology [Beven and Binley, 1992] (see also Freer et al. [1996] for an application to runoff prediction), (2) methods based on processing the forecast errors of past data to produce the probability distributions of future values [e.g., Montanari and Brath, 2004] , and (3) methods that evaluate how the uncertainty propagates from the rainfall forecast to the river discharge prediction, as the Bayesian forecasting system (BFS) proposed by Krzysztofowicz [1999] (for a review, see Krzysztofowicz [2002, and references therein] ).
[4] In this paper we propose a probabilistic extension to the deterministic nonlinear prediction (NLP) method, following a novel approach with respect to those mentioned above (even if some similarities could be found with the category of methods 2 and with some other methods that take advantage of phase space modeling [e.g., Smith, 1992; Todini, 1999] ). The NLP method was developed in the context of nonlinear time series analysis Sidorowich, 1987, 1988; Yakowitz, 1987; Tsonis, 1992; Abarbanel et al., 1993; Kantz and Schreiber, 1997] . It was then applied successfully in hydrology by several authors [e.g., Kember et al., 1993; Jayawardena and Lai, 1994; Lall et al., 1996; Porporato and Ridolfi, 1997; Sivakumar, 2000] , and particularly in its multivariate form [Casdagli, 1992a] , it revealed its capability to model the rainfall-runoff process and to give good results in river flow forecasting [Porporato and Ridolfi, 2001; Laio et al., 2003] . The main qualities of the NLP method are its capability to capture the deterministic nonlinearities and its adaptability to model both the peak events and the low discharges [Porporato and Ridolfi, 2001; Laio et al., 2004] . The method is easy to implement, has a small number of calibration parameters and requires a limited computational time. Such qualities are preserved also in the probabilistic extension of the NLP method hereafter presented.
[5] Together with the probabilistic NLP, in this work we propose also an ensemble technique which aims at providing robustness to the choice of the parameters and at improving the prediction quality. We show that this technique is useful both in the deterministic NLP and in its probabilistic extension.
[6] The work is organized as follows: the next section is devoted to review the deterministic multivariate NLP method, to describe the newly developed ensemble technique for parameter calibration, and to detail the probabilistic approach to the NLP. An application to real discharge data from the Tanaro River (in the northwest of Italy) is dealt with in the third section, while in section 4 the main results are discussed and the conclusions are drawn.
Probabilistic Nonlinear Prediction Method

Deterministic Multivariate Nonlinear Prediction
[7] Consider n time series {x 1 (t i )}, {x 2 (t i )}, . . ., {x n (t i )} of variables measured at times t i (i = 1, . . ., N) with sampling time Dt. Following the multivariate formulation of the delay time method [Takens, 1981; Sauer et al., 1991] , vectors expressing the state of the dynamical system at time t are built using m v components of each vth variable (v = 1,. . ., n),
The single components are sampled from each time series at intervals t v (v = 1,. . ., n), multiples of Dt, called delay times, while the embedding dimension m = (m 1 + m 2 + . . . + m n ) represents the overall dimension of the vector space P.
In the case of river flow forecasting, {x 1 (t i )} is the discharge time series, while other variables can be atmospheric forcings (rainfall, temperature, etc.) , physical characteristics of the catchment basin (soil moisture content, vegetation type, etc.), and other discharge measures in tributaries or in upstream sections [Porporato and Ridolfi, 2001] .
[8] In the m-dimensional P space, the temporal evolution of the system can be described by a map from x(t) to x(t + T), where T is the lead time, a multiple of Dt. However, as only the first component of x(t + T) is of interest for the forecast, it is sufficient to describe the dynamics as
where x(t + T) is the real future value,x(t + T) is the value predicted with the deterministic mapF : R m ! R, and x is the global forecast error. This latter term summarizes all uncertainties which affect the prediction method and includes the observational errors, the dynamical noise (i.e., the unknown external forcing), the parametric error, arising from the P space reconstruction, and the modeling errors involved in the form of the mapF. The advantage of the multivariate prediction method, with respect to the univariate form (i.e., n = 1), lies in the introduction in the P space of variables which otherwise would act as dynamical noise. Including these driving forces into vectors (1) results in an improvement in the description of the dynamical system that regulates the evolution of x 1 (t); as a consequence, the accuracy ofF is increased, even if some caution should be posed due to the presence of a further noisy component in any newly introduced time series [Porporato and Ridolfi, 2001] .
[9] A global definition of the mapF, which describes the dynamics in the whole P space, is hindered by the presence of strong nonlinearities and by the lack of homogeneity of the dynamics in different areas of the P space. This leads to very complex forms of the global map, that can be modeled only through particular tools such as neural networks [ASCE Task Committee on Application of Artificial Neural Networks in Hydrology, 2000; Sivakumar et al., 2002; Laio et al., 2003] or radial basis functions [He and Lapedes, 1994; Jayawardena and Fernando, 2002] . An alternative to the global modeling is to separate the P space into dynamically homogeneous areas and to set a local approximating map for each subspace. This partition enables complex dynamics to be resolved with a local map as simple as a linear model, which represents a good compromise between prediction quality, method robustness, and model sensitivity to noise [Porporato and Ridolfi, 1997] . The prediction takes the form
whereâ is a vector of estimated coefficients which varies for each prediction, i.e., for each local domain. The deterministic nonlinearities in the dynamics are captured by the subdivision of the P space. The domains of the local maps are formed by those points x(t j ) (j = 1,. . ., k, with t j < t 0 ) which are closest in the P space to the ''starting point'' x(t 0 ) (i.e., the point from which the prediction is made). The points x(t j ) represent the neighborhood of x(t 0 ). The number of neighbors, k, plays an important role in the prediction method, being an ''index of locality'' of the map; in fact, the neighborhood can range from a few points very close to x(t 0 ) to all the points in P [Casdagli, 1992b] . The minimum value of k is equal to the number of the coefficients of the linear model, (m + 1), but the presence of noise in the time series demands for higher values; in this case the model is over determined and the coefficients are evaluated with the least squares method.
[10] The local linear model coefficients a are estimated on the basis of the linear system
where
Minimizing the squared sum of residuals between real and estimated future values of the neighbors, that is
the least squares method provides the following estimation of the coefficientsâ
where the prime indicates the transpose matrix and the superscript (À1) the inverse matrix. The distortion of the least square estimators due to heteroscedasticity, recurrent in the rainfall-runoff modeling, should be here limited by the locality of the linear maps. Once the coefficients have been evaluated, the prediction is obtained by setting x(t 0 ) for x(t) in equation (3).
Ensemble Prediction
[11] The deterministic multivariate NLP method requires the choice of parameters k, m v and t v (v = 1,. . ., n), and there is an extensive literature on theoretically based methods to set their values [e.g., Grassberger et al., 1991; Casdagli et al., 1991; Abarbanel et al., 1993; Kantz and Schreiber, 1997] . However, the presence of a strong noisy component interfering with the dynamics, which is typical of geophysical systems, can make these approaches misleading [Porporato and Ridolfi, 1997] . A pragmatic solution to the problem of determining the best values for k, m v and t v is a trial-and-error procedure [see also Phoon et al., 2002] . Several trial parameter values are considered and the quality of the corresponding predictions, expressed by an error function, is evaluated on a separate set of points, called calibration set. If the calibration set is representative of the behavior of the dynamical system and if the error function has a unique and well defined minimum, the corresponding optimal combination of parameters will give a good deterministic prediction of any point of the time series. However, in real cases the presence of noise and the finite length of the time series often produce prediction errors that are complex functions of the parameter values, with several local minima [Phoon et al., 2002] . In these cases (very common in hydrological applications) the choice of the optimal combination of parameters becomes arbitrary and nonrobust, as can be verified by noting that this optimal combination changes whenever the calibration set is modified. In order to avoid this problem, we propose to abandon the search for an optimal combination of parameters in favor of an ensemble prediction method [see also Regonda et al., 2005] , according to the following steps.
[12] 1. The original time series is divided into three parts: (1) the fitting set, which defines the portion of the P space wherein the neighbors of each starting point are searched for; (2) the calibration set, which is used to assess the prediction capability of the parameter sets and to determine the acceptable combinations; and (3) the testing set, where finally the forecast method is applied and tested.
[13] 2. Parameters are chosen to cover an ample range of values. The interval of interest for k extends from the minimum (i.e., m + 1) to the whole number of points in the fitting set; the values for the reconstruction parameters m v and t v (v = 1,. . ., n) are chosen between 1 and a sufficiently large value, eventually suggested by hydrological considerations (e.g., the concentration time of the river basin).
[14] 3. The deterministic NLP method is applied to predict the points of the calibration set using all combinations of the trial parameters, and the prediction quality is assessed through an error measure (as the mean absolute error or the root mean squared error).
[15] 4. Results are sorted for increasing prediction error and the first N s combinations of parameters, corresponding to the best predictions of the calibration set, are selected and used to run the NLP of the testing set. Each value of the testing set is then characterized by N s deterministic predictions that form the ensemble, and the single final forecast is assumed to be the median of these N s predictions. The median value is chosen rather than the mean for its greater robustness in estimation [e.g., Hampel, 1974] .
[16] Numerical results in section 3 show that, in addition to the robustness of the ensemble method, there is an improvement of the prediction quality, compared to the deterministic forecast obtained with the usual NLP. This result is coherent with recent works that prove how an ensemble of individual predictors usually performs better than a single predictor [e.g., Krogh and Sollich, 1997; Roulston and Smith, 2003; Wichard and Ogorzalek, 2004; Regonda et al., 2005] .
[17] The proposed ensemble technique resembles the GLUE procedure, which produces weighed ensemble predictions by combining different prediction methods and parameter combinations [Beven and Binley, 1992; Beven, 1993] . However, there is a substantial difference between the aims of the two approaches: the GLUE method pursues an uncertainty estimation, while the ensemble technique produces an optimized deterministic point prediction and is used (i) to avoid, or strongly limit, the arbitrariness in the choice of the parameters, and (ii) to improve the quality of the point forecast. As a consequence, the ensemble prediction in the form considered here has not a probabilistic meaning [Krzysztofowicz, 1999 [Krzysztofowicz, , 2001 . In this regard, our use of the ensemble technique is also different from apparently similar applications in weather forecasting, where several realizations are jointly considered to achieve a probability distribution for the prediction [e.g., Houtekamer and Derome, 1995] .
Probabilistic Forecast
[18] The ensemble NLP so far described is still a deterministic method; in order to assess the prediction reliability, a probabilistic approach is now proposed. This can be applied independently of the ensemble technique, and it is therefore initially presented as an extension of the usual deterministic NLP method described in section 2.1.
[19] According to equation (2), the deterministic forecastx(t 0 + T) is an estimate of the future value, affected by an uncertainty x(t 0 + T) (hereafter, the time dependence will be omitted for the sake of clarity). The basic idea behind the probabilistic approach is that several realizations ofx(t 0 + T), namely,x(t 0 + T) j (j = 1,. . ., k), can be obtained from the linear regression residuals, given by equation (5), added to the single deterministic prediction computed as in section 2.1. Each realization is characterized by a forecast error x j = x(t 0 + T) Àx(t 0 + T) j . Being x(t 0 + T) an observed value without uncertainty, the variance of the prediction, s 
[20] Following Kendall and Stuart [1977] , the variance of x(t 0 + T) is the sum of two terms: one represents the regression coefficient uncertainty and the other allows one to account for the propagation of uncertainty in prediction,
where s 2 [ ] is the variance of the linear regression residuals. Note that C > 1 represents a correction term whose influence increases when the starting point x(t 0 ) falls far from the center of the cloud of neighbors [Kendall and Stuart, 1977] , which typically occurs for peak events. Substituting the relationship (8) into equation (7) and using the unbiased sample estimators of the variances s 
We assume that
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[21] A sample of k realizations of the forecast error x j can then be obtained from equation (10) and used to ''dress'' the deterministic NLP value obtained from equation (3). The result is a distribution of k forecastsx(t 0 + T) j , whose average is the deterministic predictionx(t 0 + T), as both residuals and global forecast errors have null mean, and whose variance is given by equation (8). The empirical distribution ofx(t 0 + T) j (j = 1,. . ., k) represents the probabilistic forecast. The confidence limits are the (a/2) and (1 À a/2) quantiles of this distribution corresponding to the assumed significance level a. The coefficient (k À 1)/[k À (m + 1)] in equation (10) allows one to obtain coherent results also when k ' (m + 1). In these cases the regression residuals would be very small, leading to tight confidence intervals aroundx(t 0 + T) if the coefficient was not present. However, this would be a distorted result, due to overfitting of the linear model to the few available data [Kendall and Stuart, 1977] . The real uncertainty is indeed larger and it is restored when the correction coefficient is considered.
[22] When the ensemble technique is adopted, the probabilistic forecast is carried out for all of the N s parameter sets identified in calibration. The elements {x(t 0 + T) j } s (j = 1,. . ., k(s); s = 1,. . ., N s ) are merged together, in an overall empirical distribution of size P N s s¼1 k(s). In order to avoid computational overloading, a numberk k(s) (s = 1,. . ., N s ) of elements is randomly extracted from each of the samples, and the resulting overall probability distribution of x(t 0 + T) is then built with N s Ák values. The point prediction is assumed now to be the median of this distribution.
[23] This probabilistic approach to the NLP method allows one to account for the total uncertainty which affects the prediction: in fact, the probability distribution of the prediction is worked out from the residuals , which can be seen as samples of the global forecast error from points in the fitting set. Note that the coupling of a probabilistic approach with an ensemble prediction has been recently proposed also for other forecast methods [e.g., Roulston and Smith, 2003; Raftery et al., 2003 ].
Application
Data
[24] The prediction method has been applied to the discharge time series of the Tanaro River, an affluent of the Po River in the northwest of Italy. The catchment basin at the gauge station of Farigliano has an extension of 1522 km 2 , and the elevation ranges from 235 to 2651 meters above mean sea level, with a mean altitude of 938 meters a.m.s.l. The watershed is hilly and partly mountainous and the fluvial regime is mostly pluvial. The hourly discharge time series has been measured from 1997 to 2002. The mean rainfall depth over the basin is determined from the data collected by eleven rain gauges located on the basin; the available precipitation, cumulated over three hours, covers the same time interval 1997 -2002 . Both hydrometric and pluviometric data have been collected by the Regional Agency for the Protection of the Environment (ARPA-Piemonte). Following the notation of equation (1), Dt is one hour, {x 1 } is the discharge time series, and {x 2 } is the mean rainfall depth. No other time series are considered and rough data are used, as some applications with normalized data did not improve the results.
[25] Within the monitored period, twelve time intervals have been selected, including all the flood events exceeding a discharge value of 200 m 3 /s (see Figure 1) . The first eight intervals constitute the fitting set (16450 data), the 9th, 10th, Figure 1 . Sequence of the considered discharge and rainfall intervals. The dotted lines mark the end points of the 12 time intervals. and 11th intervals (864 data), the calibration set; the 12th, interval, from 14 to 29 November 2002 (384 data), is the testing set. The latter includes the second highest peak event over the 6 years, and it is then suitable to verify the reliability of the forecasting method under difficult conditions. Relevant features of the fitting, calibration and testing sets are reported in Table 1 : the first two sets are quite homogeneous, while the third (the testing set) is characterized by sensibly higher discharge values.
Results
[26] The ranges of parameter values to be covered in the ensemble prediction have been identified by some preliminary tests on the calibration set. Since very small values of k have been found to produce unacceptable results due to the presence of noise, the minimum value is fixed at 100 and trial values are taken up to 10000 (k = 100, 200, 300, 500, 1000, 2000, 5000, 10000) . The values of m 1 and m 2 are chosen between 1 and 20; both delay time values t 1 and t 2 are tested in the range [1, 5] . The prediction quality in the calibration set is assessed with the mean absolute error
, where E [Á] indicates the expected value. The N s = 100 (see section 4) combinations of parameters which best predict the calibration set are identified, and the calibration process is repeated, using the same ranges, for the lead times T of interest.
[27] The probabilistic NLP of the testing set is carried out using the best N s combinations, each of them representing an element of the ensemble prediction and contributing to the probabilistic forecast withk = 100 values. Therefore, for each point of the testing set, we obtain a sample formed by (N s Ák) = 10000 possible forecasts. In Table 2 the point predictions of the testing set (ensemble probabilistic prediction, given by the median values of each overall distribution) are compared with those obtained using the parameters which best predicts the calibration set (best deterministic prediction), and the median of the deterministic ensemble (ensemble deterministic prediction). The comparison shows that the ensemble approach is effective and performs better than the best deterministic prediction, except for T = 12 hours, while the probabilistic and deterministic ensembles are comparable in terms of quality of the point predictions. The discordant result for T = 12 hours is scarcely relevant as the differences between the error values are not significant.
[28] Figure 2 shows the probabilistic NLP and the 90% confidence bands for lead times T = 3 and 6 hours of the initial portion of 150 testing set points, including the most severe discharge peak. There is a good agreement between the measured and predicted values: apart from the sudden rise at the beginning of the flood event, the peak is well modeled in both cases. Confidence bands are wider when predicting at T = 6 hours, and their amplitude along the sequence of points naturally increases where the prediction is more difficult.
[29] Another representation of these results is given in Figure 3 , where the forecast errors of the whole testing set are reported along with the 90% confidence bands: 34 (T = 3 hours) and 32 (T = 6 hours) points out of 384 remain outside the bands, demonstrating the reliability of the probabilistic method. Only the occasional outliers occurring at the sudden rises of the flow can represent local failures of the confidence intervals. In any case, the confidence bands appear smooth and highly dependent on the discharge values: the cross-correlation coefficient between their amplitude and the flow is 0.93 (T = 3 hours) and 0.90 (T = 6 hours). The slight asymmetry of the bands and the heavy tails reveal the non-Gaussianity of the overall probability distributions [see also Montanari and Brath, 2004] . Finally, the autocorrelation of forecast errors takes significant values only for lags minor than the lead time T; for this reason no information helpful for forthcoming predictions can be inferred from the available forecast errors.
[30] The number of real values actually included in the confidence band, when compared to the confidence level (1 À a) assumed to draw the band, can be a very important indicator to judge the confidence limits accuracy. Figure 4 shows the results of this analysis for the calibration and testing sets at T = 3, 6 and 12 hours: an excellent correspondence between theoretical and real probability distributions is highlighted for almost all of the lead times. The reliability of the probabilistic forecast is due to the correct statistical modeling of the global forecast error, which includes all sources of uncertainty. The discrepancy of the curve correspondent to T = 12 hours in Figure 4b is thought to be caused by a lack of representativeness of the fitting set with respect to the testing set: this latter shows a dynamics that is not completely represented in the rest of the available time series (as also suggested by the mean and standard deviation in Table 1) ; as a consequence, the prediction quality dramatically decreases when the lead time increases, while the confidence bands remain too tight around the point prediction, resulting in percentages of included points markedly lower than (1 À a). This conjecture seems confirmed by the good results obtained for the calibration set for the same lead time ( Figure 4a) ; in fact, the dynamic behavior of this set is well represented by the fitting set and the probabilistic forecast is reliable also for T = 12 hours. Note that the data used in this application cover only six years of river flows and include a limited number of past flood events into the fitting set. The small requirements of data is a valuable point for the NLP method, but having longer time series would help in solving the representativeness problem, increasing the prediction quality and the confidence limits reliability for large lead times.
Discussion and Conclusions
[31] The results of the application and the proposed probabilistic NLP method deserve further comments. First, the parameters to be chosen by the forecaster are only five (m 1 , m 2 , t 1 , t 2 , k), and they can all be calibrated in a robust and objective way by the proposed ensemble technique. To this regard, the fact that the parameters take integer values reduces the difficulty of sampling [e.g., Hossain et al., 2004] , while their small number allows a full investigation of their influence [Freer et al., 1996] . We performed several numerical experiments that have highlighted the robustness of the predictions toward both the trial parameter values considered in calibration and the number N s of selected combinations. For example, Figure 5 shows the dependence of the testing set prediction quality on N s , when two different sets of parameter values are chosen in calibration. The second calibration set differentiates from the one considered in section 3 for the fact that some parameter values (m 1 = 3 and k = 1000), which gave good predictions, are deliberately omitted from the set of trial parameter values. The effect of ignoring these parameter values is very weak, as testified by the closeness of the shaded and solid lines in Figure 5 . Also the choice of N s is rather unimportant provided that a minimum threshold is overcome; in fact, the curves in Figure 5 are almost flat for N s ! 50 Ä 100. The same is true for different error measure, used to sort the N s predictions (not shown).
[32] A key aspect to judge a probabilistic forecast concerns with the reliability of the confidence intervals. Those obtained by the probabilistic NLP method are very reliable in terms of their capability to represent the actual probability distribution of future discharge values; moreover, their amplitude is small enough to guarantee their usefulness in practical applications. This amplitude varies in agreement with the corresponding discharge values: wider confidence band are a natural implication of the difficulty of prediction (e.g., peak events or higher lead times). In other probabilistic prediction methods [e.g., Montanari and Brath, 2004] this flexibility is obtained with preliminary transformations of the data. The excellent results obtained for the confidence intervals modeling (see Figure 4) provide an a posteriori justification of the relationship (10), which is the only subjective assumption made to obtain the confidence bands. Moreover, these results provide a proof that the probabilistic NLP accounts for the global forecast error, and not only for some components of this error as occurs for example in the GLUE procedure (see the numerical experiments by Montanari [2005] ). This is obviously very relevant for practical applications. Finally, it is worth to mention that the computer implementation of the NLP method is simple and not time demanding (the run of a probabilistic forecast requires about 28 seconds, with a CPU processing speed of 2.66 GHz), providing a simple and effective tool for real time forecasting.
[33] We conclude our analysis of the probabilistic NLP by observing that the proposed method is suitable for an interesting extension: the inclusion of the rainfall predic- Figure 5 . Mean absolute error, z, of the probabilistic prediction of the testing set at T = 3 and 6 hours, varying the number of ensemble elements, N s . Shaded lines are obtained ignoring some good parameter values (second calibration). 
