Fast repetition rate (FRR) fluorometry is an optical technique for estimating photosynthetic properties of phytoplankton from measurements of variable fluorescence yield. I determined the minimum error in such estimates contributed by inherent instrument biases, improper measurement protocols, and the type of optimization algorithm used to infer photosynthetic variability from changes in variable fluorescence. Many of these errors were nonrandom in origin and would not be reduced with repeated sampling or averaging. Characterization of a commercial FRR fluorometer (FRRF) showed undocumented hardware biases with magnitudes roughly equivalent to those addressed by the current characterization approach. Robust optimization algorithms were less likely to misidentify these biases as representing actual photosynthetic variability. In general, robust algorithms improved the accuracy, precision, and distribution of error in analyses of both simulated and actual variable fluorescence measurements. When reanalyzed with robust algorithms, in situ data from an FRRF indicated different photosynthetic behavior than did the analysis tool used originally. Methods to improve and standardize the collection and analysis of FRR variable fluorescence data are essential for evaluating the strengths and limitations of this powerful, but involved, technique. Although the error minimization procedures described were developed primarily to minimize errors and artifacts with FRR fluorometry, several are generally applicable to any fluorescence yield technique in which a physiological model is used to estimate photosynthetic parameters from variable fluorescence measurements.
The quantum yield of fluorescence is the fraction of absorbed quanta that a substance or object reemits as fluorescence. A closely related property is the fluorescence yield F, the ratio of fluorescence emission to excitation in either absolute or relative terms. In photosynthetic organisms, changes in either of these properties can reflect physiological variability in the photosynthetic light reactions, primarily in processes or structures associated with Photosystem II (PSII). Because F is comparatively easier to measure, relationships between it and specific photosynthetic properties have been extensively examined in a wide range of photosynthetic organisms, including phytoplankton. Several different F analysis techniques are routinely employed by oceanographers and limnologists to examine photosynthesis and primary productivity in aquatic systems.
One such technique is FRR fluorometry (Kolber et al. 1998) , so named because it employs a sequence of closely spaced excitation ''flashlets'' to stimulate a fluorescence yield transient F
(t). A physiological model of fluorescence is then fit to this transient to explain its kinetics in terms of
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specific photosynthetic properties associated with PSII (Table 1). FRR fluorometry has been used to assess the response of marine phytoplankton populations to specific nutrients (e.g., Behrenfeld and Kolber 1999; Boyd and Abraham 2001) , to examine their general photosynthetic behavior (e.g., Strutton et al. 2000; Suggett et al. 2001 ), and to determine their spatial-temporal distributions (e.g., Strutton et al. 1997) . It has also been used with photosynthetic marine organisms other than phytoplankton, including benthic algae, anoxic photosynthetic bacteria, and corals (Gorbunov et al. 2000 (Gorbunov et al. , 2001 Kolber et al. 2000) . In marine field studies, FRR fluorometry often augments, and in some situations supplants, the typically more labor-intensive and time-consuming traditional methods for assessing photosynthetic properties. It provides direct estimates of a larger number of physiological properties than do other popular F analysis methods, such as PAM (pulse amplitude modulation) fluorometry and ''pump-and-probe'' fluorometry. Photosynthetic properties estimated with FRR fluorometry are often used in models that predict photosynthetic rate as a function of irradiance (e.g., Kolber and Falkowski 1993; Gorbunov et al. 2000; Suggett et al. 2001) .
Unfortunately, the many advantages of this technique are somewhat offset by its complexity. Proper use of FRRFs requires the correct choice of numerous operational variables and a careful analysis of the measured F(t). Inherent instrument biases, the design of the measurement protocol, and the numerical algorithm used to fit the physiological model to the measured F(t) can all introduce error in FRRF-derived photosynthetic parameter estimates. To date, no systematic analysis of these error sources has been presented, and consequently, the accuracy and precision of these parameter estimates are unknown. It is difficult to evaluate how well FRRF-derived properties indicate physiological responses to environmental changes without knowing the typical magni- tude and distribution of these errors. Similarly, it is difficult to assess variability in deterministic photosynthetic rate models resulting from individual photosynthetic properties derived using FRR fluorometry.
The central goal of this study was to identify the fundamental sources of error in FRRF-derived photosynthetic parameter estimates, to quantify their magnitudes, and to explore procedures for minimizing their influences. Fundamental sources of error are in this study defined as those inherent to the measurement hardware or analysis software, i.e., errors that would be present under optimal laboratory conditions. Potential theoretical deficiencies in the technique or physiological model itself are not addressed nor are the many additional complications with using these instruments in the field under suboptimal conditions. As virtually all of the FRRFs currently in use are of a single commercial design, this study focused on the Fasttracka FRRF (Chelsea Marine Systems). I examined one of these instruments under controlled laboratory conditions to characterize its inherent hardware biases and measurement noise. FRR measurements of F(t) from a diatom monoculture were used to assess the effects of these biases on photosynthetic parameter estimates. I also examined how instrument noise and biases propagate through the analytic software provided by the manufacturer (FRS.EXE) using both simulated F(t) data as well as actual measurements from both cultured and natural populations. I developed two custom F(t) analysis packages with different robust optimization algorithms and evaluated their efficacy in improving the estimation of photosynthetic parameters by FRR fluorometry.
Methods
Fundamentals of FRR fluorometry-To generate interpretable F(t) measurements, FRRFs must be configured with measurement protocols that specify the number, timing, and duration of the excitation flashlets used to stimulate variable fluorescence in phytoplankton. Fasttracka protocols typically consist of two excitation sequences applied in succession: one to induce fluorescence yield saturation and a second to monitor its subsequent relaxation. Changes in F(t) during these two sequences reflect processes associated with the delivery of light into (saturation) and the draining of photochemical energy out of (relaxation) the PSII reaction centers (RCIIs), which form the functional core of each PSII. The Fasttracka has two separate sample chambers (''dark'' and ''light'') so that F(t) can be measured in phytoplankton populations shaded from and exposed to the ambient light field, respectively.
Fasttracka saturation sequences consist of up to 100 excitation flashlets delivered within ഠ100-200 s (Fig. 1a) . The user adjusts the excitation delivery rate so that the PSII population receives photons slightly faster than can be processed photochemically. As the flashlet sequence progresses, an increasing proportion of RCIIs are processing light energy. Thus, the PSII population becomes increasingly ''closed'' to additional light energy, and additional absorbed photon energy is more likely to be reemitted as fluorescence than to promote photochemistry. Fluorescence yield thus gradually rises from an initial yield F 0 to a saturated maximum F m . The physiological model of Kolber et al. (1998) describes this increase in F as a function of F 0 , F m , a mean functional cross section of the PSII population ( PSII ), and a probability p of energy transfer between individual PSIIs (Fig. 1c) . The maximum change in fluorescence yield is calculated from the initial and maximal fluorescence yields as
During the subsequent relaxation sequence, the flashlet (Fig. 1b) following kinetics dictated by the relaxation energy delivery rate and physiological processes in the acceptor side of PSII. Relaxation kinetics are generally modeled as exponential and occur on longer time scales than saturation sequences. Limitations with Fasttracka relaxation protocols allow these kinetics to be parameterized only in terms of a single relaxation time constant (Fig. 1d) , although laboratory observations indicate at least three components to this decay (Kolber et al. 1998) .
Instrument noise and biases-Measurement noise and biases in a Chelsea Marine Systems Fasttracka FRRF (serial 182014) were characterized using a measurement protocol of 100 saturation sequence and 20 relaxation sequence flashlets. Their duration was 2.3 and 1 s, and their repetition rate was 222 and 19.9 kHz, respectively. The instrument was allowed to stabilize thermally for at least 30 min before characterization. The baseline F(t) was collected with the fluorescence detector turned off to determine electronic noise and offsets. The apparent fluorescence signal from a sample of distilled water, the ''scatter'' signal, was collected at five nominal gain settings of G ϭ 1, 4, 16, 64, and 256, preset by the manufacturer. This scatter signal serves as a diagnostic for establishing signal quality and for determining the magnitude of measurement noise. Dilute concentrations of rhodamine B, an inert fluorophore (R-6626, Sigma Chemical), were empirically chosen to produce a strong but not saturating fluorescence signal within each of the different gain ranges. The apparent fluorescence transients from these dye solutions, the instrument response function (IRF), were collected at all five gain settings and at two different concentrations within three of the gains as well (G ϭ 4, 16, and 64). The characterization procedure suggested by the manufacturer measures the IRF at only a single gain setting (Chelsea Instruments 1998) . Because rhodamine dye is inert, it should show no variable fluorescence, i.e., its fluorescence yield should be constant over time. Thus, the IRF shows instrument biases that affect F(t) during excitation sequences. Although the IRF could potentially be assessed by inspection of the F(t) from distilled water alone, using a dye considerably increases the signal : noise ratio of the measured IRF. For this study, the IRF was computed simply as the ratio of emission to excitation counts for each flashlet and was not further normalized. Mean and standard deviations for the baseline, scatter, and IRF responses were calculated from 100 replicate acquisitions. Peak-to-peak noise in F(t) was taken to be Ϯ2 standard deviations of the IRF, normalized to the maximum apparent F.
F(t) analytic software and optimization algorithms-
The analytic software supplied with the Fasttracka (FRS.EXE version 1.8, ''FRS'') was compared with two custom F(t) analysis packages I developed to evaluate how robust optimization methods may improve convergence and reduce noise sensitivity in FRRF F(t) analysis. Both custom packages were written in Matlab (version 6.1, The Mathworks) using routines available in the Matlab Optimization Toolbox (version 2.1.1) to fit the Kolber et al. (1998) physiological model (hereafter, KPF) to measured FRRF F(t). Matlab and its optimization routines were selected in part to promote the evaluation of different algorithms and physiological models among researchers who may not necessarily be experienced programmers. The first package (v5) uses a constrained interior trust-interior reflective algorithm that limits (''constrains'') parameter estimates within user-defined intervals (Coleman and Li 1994, 1996) . Interior trust region methods determine the direction of parameter improvement within a small local (''trust'') region instead of solely at a single point, as methods such as Levenberg-Marquardt do. This feature reduces the potential of estimates being ''trapped'' in local minima. ''Interior reflective'' refers to a method for returning parameter estimates a distance back into their userdefined intervals when such estimates exceed or ''rail'' at parameter boundaries. This feature reduces the tendency of parameter estimates to become trapped at the user-established parameter boundaries. Because the highly robust algorithms in v5 are computationally expensive, the second custom package (v5LITE) instead uses the faster but less robust Nelder-Mead simplex algorithm (Press et al. 1992) for comparison. This algorithm does not support parameter constraints, but it can be compiled to increase fitting throughput approximately 10-fold. Typographic errors in the published KPF model equations were accounted for in developing both of these custom F(t) analysis packages.
The noise sensitivity and convergence accuracy of these three different F(t) analysis packages were first examined using simulated F(t) data. An F(t) data set was generated directly from the KPF model to reproduce the wide range of saturation sequence F(t) kinetics that would result from different combinations of KPF model parameters (Table 2) . These F(t) data included transients that would result from well-designed measurement protocols (e.g., Fig. 1c , line I, full saturation) as well those to be expected from poorly designed protocols that result in excessively rapid or incomplete saturation of F (e.g., Fig. 1c , lines II and III). The KPF model places no constraints on saturation parameter values except that F 0 be less than F m and both be positive, that PSII be positive and nonzero, and that p be a probability on the closed interval 0 Յ p Յ 1. Each simulated F(t) transient was corrupted 10 different times with uniformly distributed random noise of magnitude Ϯ15% of F m to generate ''noisy'' F(t) data for assessing noise sensitivity in the three different algorithms. This magnitude is roughly equivalent to that observed in individual Fasttracka F(t) acquisitions under optimal laboratory conditions. Because the KPF model parameters of these simulated F(t) data are known a priori, the performance of these three different fitting algorithms can Error sources in FRR fluorometry be compared absolutely. Actual FRRF F(t) measurements are not suitable for close examination of noise sensitivity or fitting convergence because real data may contain unknown instrument biases or poorly understood noise distributions, which may generate artifacts during optimization.
Both v5 and v5LITE mark convergence problems during the fitting process with error flags, directly indicating F(t) solutions that fail to converge or are otherwise unlikely to be accurate. Parameter estimates corresponding to these failed fits were removed when indicated. The FRS software does not directly identify poor fits but instead calculates a merit function for each fit, nominally called 2 , similar but not exactly identical to that defined by Press et al. (see eq. 14.3.1 in Press et al. [1992] ). Since 2 has been shown to be ill suited for evaluating quality of fit in one-hit Poisson functions similar to those on which the KPF model is based (Bonnefoix and Sotto 1994) , this merit function was not used as an index of FRS fitting performance for this study.
Errors due to instrument bias correction-The influence of baseline, scatter, and IRF biases on F(t) should be corrected for before fitting the KPF model to F(t) measurements. The approaches and utilization of instrument characterization data differ among these three F(t) analysis packages and may produce different forms of error in the final parameter estimates. Additionally, the three fitting algorithms may respond differently to any residual noise or bias left uncorrected. Actual F(t) data collected from a continuous laboratory culture were analyzed with each of the three software packages first without, and then with, correction for these instrument biases. Nitrate-limited cultures of Thalassiosira weissflogii (Bacillariophyceae) were grown under sinusoidal daily irradiance profiles of maximum intensity 80 mol quanta m Ϫ2 s Ϫ1 . Small volumes of the culture were circulated continuously through a custom flow-through cuvette inserted into the Fasttracka dark sample chamber, arriving in the FRRF sample volume within 90 s of removal from the growth irradiance in the culture vessel. The unused light sample chamber was sealed to restrict signal contamination by room light. Random noise was minimized by averaging 15 acquisitions internally within the Fasttracka to produce 1-min resolved measurements. The excitation protocol and experimental configuration used to collect these F(t) data were identical to those used for instrument characterization.
Reanalysis of field F(t) data-In situ FRRF F(t) measurements were reprocessed using the v5 software to identify improvements with using robust optimization algorithms on data from natural phytoplankton populations. Field F(t) data were collected with a Fasttracka FRRF during a North Atlantic spring cyanobacteria bloom (see sta. 2 cast 17 in Suggett et al. 2001) . The software originally used to analyze these F(t) data is a computationally similar predecessor to FRS.EXE.
Results
Algorithm performance with simulated F(t) data-Of the 20,790 noise-corrupted FRRF F(t) acquisitions simulated for the ranges of F v /F m , PSII , and p in Table 2 , v5 fitted 99.3% without reporting failure, and v5LITE fitted 96.1%. In general, the fitting algorithm in v5 was less sensitive to noise and was more accurate in convergence than that in either FRS or v5LITE. Histograms of F v /F m error in v5 and v5LITE centered on no error, whereas FRS tended to overestimate F v /F m by ഠ20% on average. With v5, these errors were generally independent of PSII and p, although they increased with p Ͼ 0.7 (Fig. 2, top row) . With v5LITE, the F v /F m error field exhibited large and sporadic errors Ͼ50% as well as specific regions where the fitting algorithm continuously failed to converge. The FRS F v /F m error field was highest in the center of this PSII Ϫ p space, varying considerably with comparatively small changes either in PSII or in p.
With estimates of PSII , both v5 and v5LITE again showed error distributions well centered around 0%, but FRS demonstrated a greater tendency toward underestimation (Fig. 2 , middle row). For all three algorithms, fields of mean PSII error in the F v /F m Ϫ p space showed the greatest error at very low F v /F m , with v5LITE exhibiting the worst. Where it did not fail to converge (i.e., when F v /F m was greater than about 0.2), v5LITE was the most accurate in estimating p. v5 found valid fits where v5LITE failed, i.e., when the noise magnitude was large compared to the measured variable fluorescence signal (Fig. 2, bottom row) , but demonstrated a tendency to underestimate p with decreasing F v /F m , independent of PSII . FRS tended to overestimate p across most of the simulated F(t). FRS estimates of p were worst with very high or low PSII , suggesting that too rapid or incomplete saturation of F(t), as would result from poorly designed excitation protocols, led to this overestimation.
Instrument noise and bias-With properly adjusted detector offsets, the measured baseline F(t) in this particular instrument was very low (approximately tens of counts per flashlet for the excitation protocol used) and thus was considered negligible. Peak-to-peak noise in F(t) was typically Ͼ20% at all gain settings (Fig. 3) . Time-dependent increases in fluorescence yield were always observed, despite the absence of any photosynthetic sample. The individual shapes of these IRF artifacts in F(t) differed among and within the various gain settings, indicating that no universal kinetic characterized this instrument's IRF. Such gain and signaldependent differences in IRF most likely reflect the impulse response of this FRRF's fluorescence detector (a photomultiplier tube) and its associated circuitry. The average value of F for the first flashlet was typically higher than those of the following few flashlets, as were both the integrated excitation and emission counts for that flashlet. This feature was not observed when measuring these signals directly with an oscilloscope.
The way in which these bias-driven artifacts in F(t) affected photosynthetic parameter estimates differed depending on the F(t) analysis software used. In all three packages, software correction rectified the ഠ20% overestimation in F v /F m that resulted from the IRF-driven increase in apparent F m (Fig. 4 , top row). With v5 and v5LITE, this correction was constant throughout an F(t) time series collected from phytoplankton under varying light conditions. With identical F(t) and char- Fig. 2 . Histograms and corresponding fields of error in F v /F m , PSII , and p, estimated by v5, v5LITE, and FRS version 1.8 (columns) from noise-corrupted simulated F(t) data. Error is as a percentage for F v /F m and PSII but is absolute for p. Error fields are plotted for each parameter within a two-dimensional space of the remaining two parameters (e.g., error in F v /F m is plotted in the PSII Ϫ p space). Red and white areas in the v5LITE results indicate errors exceeding 50% and reported failure to fit, respectively. acterization data, however, FRS exhibited variation in the magnitude of this correction, decreasing most notably when fitting F(t) from cells exposed to the highest midday irradiance intensities (arrow). Estimates of PSII from all three analysis packages showed similar diel patterns after correcting for instrument biases (Fig. 4, second row) , but FRS estimates of PSII were only half of those estimated by v5 and v5LITE despite the use of identical excitation calibration factors. FRS estimates of p were approximately twice the magnitude and half the variability of those from v5 and v5LITE (Fig. 4, third  row) . Time-dependent changes were also observed in the FRS results between ''uncorrected'' and ''corrected'' estimates of PSII and p (arrows) but not with v5 or v5LITE. Although the F(t) bias introduced by the IRF is somewhat similar visually to the F(t) kinetic expressed by the KPF model (compare Fig.  1c and Fig. 3) , they are very different mathematically. Weak optimization methods may be less capable of discerning the visually subtle but mathematically distinct difference between IRF artifacts and photosynthetic variability in F(t) consistent with the KPF model. This may explain why the v5 and v5LITE algorithms are relatively insensitive to IRF artifacts when estimating PSII and p.
Although uncorrected estimates differ only by about twofold, bias-corrected estimates of from v5 and v5LITE were approximately eightfold smaller than those from FRS (Fig.  4, bottom row) . A close examination of the fitting behavior of both v5 and FRS revealed that residuals between measured and v5-fitted relaxation phase F(t) were smaller and better distributed around zero than with FRS-fitted relaxation phase F(t). This finding was consistent with both laboratory F(t) measured in diatom cultures and field F(t) measured in a cyanobacteria bloom (Fig. 5) . Because relaxation phase F(t) data are collected for a much longer period than are saturation phase F(t), longer frequency noise components can more strongly affect relaxation phase F(t) measurements. Although the physiological model explaining relaxation phase F(t) kinetics is comparatively simple and, under optimal conditions, may not require robust optimization, such algorithms might still be necessary when analyzing FRRF F(t) contaminated by long-period instrument noise or bias.
Reanalysis of field F(t) data-Reprocessing previously published Fasttracka F(t) data with the v5 software illustrates some improvements with using robust optimization algorithms to fit actual FRRF F(t) measurements. The original analysis of these field data overestimated F v /F m by up to 20%, particularly when noise levels in F(t) increased past 10% (Fig.  6 ). Original and reprocessed estimates of PSII correlated broadly for approximately three orders of magnitude, but discrepancies of up to 50% were observed at low PSII . Original and reprocessed estimates of p were very poorly correlated in general, but reprocessing indicated a lesser degree of connectivity in general and, in many cases, virtually no connectivity. Reprocessed estimates of in these phytoplankton were about 50% greater than indicated originally. The original software demonstrated a tendency with both p and to become trapped in local minima and to rail near the high and low parameter boundary values, e.g., alignment at specific ordinate values (arrows). The interior reflective approach used in v5 avoids this particular behavior. Many of these differences can be observed when comparing these same data as a function of sampling in the instrument's light and dark chambers (right column). Light chamber F(t) data presumably had higher levels of measurement noise due to signal contamination by scattered or leaked ambient solar light.
Discussion
Oceanographic implications-FRR fluorometry has become an essential tool in modern marine ecology for examining photosynthetic variability in phytoplankton populations. Its ease of use and ability to estimate multiple photosynthetic parameters make it attractive for studies correlating environmental variability to photosynthetic responses. Unfortunately, the currently available instruments and procedures for collecting and analyzing FRRF F(t) data can, under certain conditions, produce substantial error in these photosynthetic parameter estimates. This error is sometimes comparable to the environmental variability in some of these parameters, observed in field studies (e.g., Kolber et al. 1994; Behrenfeld and Kolber 1999; Boyd and Abraham 2001) . Ultimately, confidence in interpreting FRRF field data depends on the ability to separate the photosynthetic variability in measured F(t) from the variability due to artifact, i.e., any mechanism that changes F(t) in a manner inconsistent with the KPF model of variable fluorescence. Some FRRF parameters, such as F v /F m and PSII , have been broadly examined in both laboratory and field studies with marine phytoplankton. Other parameters, such as and p, have essentially been neglected in most FRRF studies, and thus, their actual environmental variability and underlying physiological controls are more difficult to evaluate. The FRR fluorometric technique has not been extensively used with freshwater phytoplankton species and populations, and its ability to recover photosynthetic parameters in a lacustrine environment is thus not well understood. Fluorescence yield analysis techniques like FRR fluorometry are still relatively novel compared to other methods for examining marine photosynthesis and primary production such as radiocarbon incorporation or oxygen evolution. A comprehensive and critical examination of the dominant sources of error in FRR fluorometry is necessary for developing a similarly extensive knowledge of the strengths and weaknesses of this increasingly popular technique.
Improved data analysis tools and instrument characterization procedures, such as those described in this study, help users of FRR fluorometry identify situations where these different types of error might be reasonably expected. However, the quality of FRRF-estimated photosynthetic parameters is not simply a function of having high chlorophyll biomass and/or low signal : noise ratios in the measured F(t). Large errors with complicated distributions can readily result from inadequate instrument characterization and data analysis procedures, even with relatively noise-free F(t). Averaging or repeated sampling will not necessarily improve parameter estimates, as many errors are neither random nor propagated linearly through the analysis process. Improved optimization algorithms can eliminate some artifacts (e.g., Fig. 4 ) and can produce smoother and easily explained error distributions (e.g., Fig. 2) , and a careful examination of instrument behavior can identify how specific biases affect F(t) (e.g., Fig.  3 ). Although technical improvements to the currently available instruments might potentially minimize some of these errors, improved procedures and algorithms for analyzing F(t) appear to be necessary, even with simulated F(t) with ideal noise characteristics.
In electron flow models based on FRRF-estimated photosynthetic parameters, total error is dependent on the mathematical structure of the model. In some cases, this total error is linear with respect to FRRF-derived parameters, but in other cases, it may be a more complicated function (e.g., Kolber and Falkowski 1993; Suggett et al. 2001) . Oceanographic use of such electron flow models is still in the exploratory stage, and the error contributed by FRRF-estimated parameters is still unclear. Perhaps, in some cases, this error is secondary to that due to untested model assumptions or poorly constrained variables, but without firm estimates of parameter error, such comparisons are difficult to make. The error in other properties derived from FRRF parameter estimates, such as the photochemical saturation irradiance calculated from PSII and (Falkowski and Raven 1997) , will be similarly difficult to assess.
Minimizing error in F(t) collection and analysis-The procedures described in this study for identifying and minimizing these errors can serve as the basis for standardized measurement and analysis of FRRF F(t). However, these procedures alone are incomplete without careful attention to the manner in which F(t) data are generated. Inappropriate measurement excitation protocols can lead to large and unevenly distributed errors, which may be only partly ameliorated by robust optimization algorithms and thorough instrument characterization. Poorly designed F(t) excitation protocols that fail to completely saturate F contain no data at maximal saturation, leading to increased error in F m and, to a lesser extent, in PSII and p. Protocols with excessively rapid saturation have too few data characterizing the initial rise in F, leading to increased error in estimates of PSII , p, and F 0 . Relying on published or factory-programmed excitation protocols, without evaluating the F(t) kinetics they produce for any given phytoplankton sample, is strongly discouraged. In this study, adequate saturation protocols had excitation delivery rates that produced F(t) transients where no more than ഠ30% and no less than ഠ10% of the flashlets displayed saturation (e.g., Fig. 1, curve I) . Excessive tweaking of excitation protocols is probably unnecessary, and most users may find that a small number of excitation protocols, covering perhaps two orders of magnitude in excitation delivery rate, will be sufficient to ensure proper saturation for a similar range of functional cross sections. Presuming that the protocols for characterizing F(t) artifacts should be identical to those used to measure the F(t) of actual phytoplankton samples, a small number of stock protocols will also minimize the required characterization effort.
Other considerations-When used in situ, FRRFs encounter additional issues that affect measured F(t). Environmental variability in nonphytoplankton absorbers and scatterers (e.g., Cullen and Davis pers. comm.), the magnitude of solar F(t) contamination, and other factors can all modulate F(t) in a manner inconsistent with the KPF model (see Table 3 ). A comprehensive analysis of these error sources would be a valuable complement to the present study. It is also important to be mindful of some subtle considerations, such as the spectral character of the energy used to stimulate F(t). The excitation of Fasttracka FRRFs is very narrow spectrally and may not necessarily be identical to that of other instruments or techniques employed to estimate F v /F m , PSII , p, or . Consequently, direct comparison of supposedly identical parameters, estimated by different techniques, may be inappropriate. Similarly, interpreting F(t) measurements from the FRRF light chamber can be problematic because the light field proximate to the sample chamber is affected by instrument orientation, sample chamber geometry, and depth-dependent spectral changes in solar contamination. Their combined effect on estimates of F v /F m , PSII , p, or has not been well studied, despite the importance of determining photosynthetic parameters under ambient light conditions.
The techniques described in this study for minimizing er- rors in FRRF-estimated photosynthetic parameters may also be applied to other techniques that infer photosynthetic properties from variable fluorescence yields. Techniques such as that described by Koblížek et al. (2001) or the pump-duringprobe approach of Olson et al. (1996) differ from FRR fluorometry in that continuous, not repetitive, excitation flashes are used to stimulate fluorescence transients. Like FRR fluorometry, however, such measurements still contain instrument noise and biases and require that F(t) data be fit to an inherently nonlinear physiological model of variable fluorescence. Robust optimization algorithms may be useful if such techniques are ever embodied in instruments deployed in situ. Finally, the FRR fluorometric technique itself has become increasingly sophisticated during the past decade, recovering additional photosynthetic parameters through the use of more complex physiological models. Better numerical analysis and instrument characterization approaches may become even more important as this technique and the underlying physiological models further evolve.
