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1Einleitung
Motiviert von Fragestellungen aus industriellen Anwendungen, wie zum Bei-
spiel die Reduzierung der La¨rmbelastung, die durch Schallabstrahlung vibrie-
render Objekte entsteht, diskutieren wir die mathematische Beschreibung der
Ausbreitung von Schallwellen eines vorgegebenen Frequenzspektrums. Das
heißt wir interessieren uns fu¨r die numerische Lo¨sungen einer Reihe a¨ußerer
Randwertprobleme der Helmholtz-Gleichung.
Numerisch werden diese Aufgaben hauptsa¨chlich mit der Finiten Elemente
Methode (FEM) und den Randelementmethoden (BEM) gelo¨st. Das erst
genannte Verfahren verwendet fu¨r die Lo¨sungen jedoch die Diskretisierung
des gesamten Berechnungsgebietes und ist demnach fu¨r Außenraumprobleme
nur bedingt geeignet. In diesem Fall werden die Lo¨sungen in einem ku¨nstlich
berandeten Berechnungsgebiet gesucht. Die zweiten Methode transformiert
hingegen die Randwertprobleme in Fredholmsche Integralgleichungen erster
und zweiter Art u¨ber dem Rand und la¨sst eine effiziente Behandlung der Au-
ßenraumprobleme zu. Die Lo¨sungen der Randintegralgleichungen verlieren
jedoch ihre Eindeutigkeit, wenn das Quadrat der gewa¨hlte Wellenzahl ein
negativer Eigenwert des Laplace-Operators ist. Um dieses Problem der soge-
nannten irregula¨ren Wellenzahlen zu umgehen, wird der kombinierte Poten-
tialansatz von Brakhage und Werner [15] gewa¨hlt, der auf eine Fredholmsche
Integralgleichungen zweiter Art fu¨hrt und fu¨r alle Wellenzahlen eine eindeu-
tige Lo¨sung liefert.
Der Diskretisierung der Integralgleichungen stehen neben dem Nystro¨m-Ver-
fahren auch das Kollokations- und Galerkin-Verfahren zur Verfu¨gung. Fu¨r das
Galerkin-Verfahren werden die Aussagen u¨ber Stabilita¨t und Konvergenz aus
der Theorie der Finiten Elemente auf dem Rand gewonnen. In analoger Wei-
se zu der Finiten Elemente Methode wirkt sich die Wahl der Wellenzahlen
auf die Gu¨te der Lo¨sungen aus. Um die Verfahren ohne zusa¨tzliche Bedin-
2 Einleitung
gungen anwenden zu ko¨nnen, sollte demnach jede Wellenzahl einer vorgege-
benen Stabilita¨tsbedingung genu¨gen.
Die bei der BEM-Diskretisierung auftretenden linearen Gleichungssysteme
sind zwar kleiner dimensioniert als die bei der Diskretisierung der Differenti-
algleichung, die Matrizen sind hingegen vollbesetzt. Beim Aufstellen jeder
Matrix werden alle Eintra¨ge berechnet, insbesondere werden die Integra-
le numerisch ausgewertet, wobei die Integranden singula¨r sein ko¨nnen. Die
herko¨mmlichen Verfahren basieren auf der geschickten Unterteilung der In-
tegrationsbereiche und dem Einsatz angepasster Quadraturformeln, deren
Genauigkeit und Aufwand von der Wellenzahl abha¨ngen. Die Mindestkom-
plexita¨t zur Generierung der Matrizen wu¨rde demnach O(NκN
2) betragen,
wobei N die Anzahl der Freiheitsgrade und Nκ die Anzahl der uns interes-
sierenden Wellenzahlen darstellt.
Wir stellen eine neue Methode zur effizienten Auswertung der Matrizen-
eintra¨ge fu¨r alle Wellenzahlen vor. Die grundlegende Idee der sogenann-
ten Fourier-Methode basiert darin, die Fourier-Transformation bezu¨glich der
Wellenzahl geschickt auf die Singularita¨ten-Funktionen anzuwenden.
Die Anwendung der Fourier-Transformation ist bei der Untersuchung der
Wellen- und Helmholtz-Gleichung durchaus u¨blich. In den Arbeiten [9], [44]
oder [45] wird so das Galerkin-Verfahren fu¨r die Wellengleichung analysiert.
Die entsprechenden Stabilita¨ts- und Konvergenzaussagen werden aus der
Theorie der Helmholtz-Gleichung gewonnen, wobei die Parseval’sche Glei-
chung die a¨quivalente Formulierung liefert. Die Anwendung der Fourier-
Transformation und entsprechender Ru¨cktransformation zur effizienten und
teilweise auch analytischen Berechnung der Integrale wurde bisher noch nicht
eingesetzt.
Da iterative Verfahren ohne die explizite Kenntnis der Systemmatrizen aus-
kommen und einzig die Wirkung der Matrizen auf den Vektor ausnutzen,
ko¨nnen eine Reihe effizienter Verfahren mit nahezu linearer Komplexita¨t be-
trachtet werden. Die grundlegende Idee basiert darin, die auftretenden Kern-
funktionen in Bereichen, wo sie glatt sind, durch eine endliche Summe u¨ber
Produkte von Funktionen zu approximieren. In den Arbeiten von Hackbusch,
und Khoromskij [48], [50] werden geeignete Zerlegungen der Matrizen unter-
sucht, so dass die entstehenden Blo¨cke die Berechnungsgebiete repra¨sentie-
ren, auf denen der Kern glatt ist. Die wichtigsten Vertreter der sogenann-
ten schnellen Summationsverfahren sind das Panel-Clustering-Verfahren von
Hackbusch und Nowak [52] und das von Rokhlin [72] entwickelte Multipol-
Verfahren. Ein Nachteil dieser Methoden ist, dass die Effizienz entscheidend
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von der expliziten Kernentwicklung in geschlossener Form abha¨ngen.
Die Idee des von Bebendorf und Rjasanow eingefu¨hrten ACA-Verfahrens [11],
[10], [13] (Adaptive Cross Approximation) basiert hingegen auf der blockwei-
sen Niedrigrang-Approximation von Matrizen, die durch asymptotisch glatte
Kerne erzeugt werden. Ebenso wie die von Tyrtyshnikov et. al [42], [43], [85]
eingefu¨hrten Methoden werden hier algebraische Mittel, die Verwendung von
Rang-1-Matrizen, eingesetzt. Diese Verfahren kommen daher ohne die expli-
zite Kenntnis der Kernentwicklung aus, lediglich die Existenz einer solchen
wird vorausgesetzt. Den beno¨tigten Rang des Approximanten gewinnt man
dabei aus Abscha¨tzungen des Approximationsfehlers. Ein weitere Vorteil des
ACA-Verfahrens ist, dass sich der Rang des Approximanten an den laufenden
Fehler angepasst und die Approximation beim Erreichen einer gegebenen Ge-
nauigkeit angehalten wird. Wa¨hrend die oben genannten schnellen Summa-
tionsverfahren in [38], [74], [73] fu¨r die Helmholtz-Gleichung weiterentwickelt
wurden, wird hier erstmals das ACA-Verfahren auf die Kollokationsmatrizen
der Helmholtz-Gleichung formal angepasst.
Die Arbeit gliedert sich wie folgt: Das erste Kapitel dient der mathema-
tischen Modellierung akustischer Probleme. Wir betrachten das a¨ußere Rand-
wertproblem der Helmholtz-Gleichung und beschreiben, wie dieses mit Hil-
fe der Integralgleichungsmethode in eine Randintegralgleichung u¨bergefu¨hrt
werden kann. Daru¨ber hinaus stellen wir die Randelementmethoden zur Dis-
kretisierung der Integralgleichung vor und geben fu¨r eine feste Wellenzahl die
Stabilita¨ts- und Konvergenzanalyse fu¨r das Galerkin- und das Kollokations-
verfahren an.
Die effiziente Generierung der Matrizen fu¨r verschiedene Wellenzahlen behan-
delt das zweite Kapitel. Wir stellen die Fourier-Methode vor und untersuchen
die inverse Fourier-Transformierte der Matrizeneintra¨ge, wobei die auftreten-
den Integrale mit Hilfe einer geeigneten Koordinatentransformation analy-
tisch berechnet werden. Die erneute Anwendung der Fourier-Transformation
liefert Matrizen, deren Eintra¨ge dann sehr effizient ausgewertet werden ko¨n-
nen.
Im dritten Kapitel wenden wir uns der Approximation der vollbesetzten Ma-
trizen mit nahezu linearer Komplexita¨t fu¨r jede Wellenzahl zu. Nach einer ge-
eigneten Matrix-Zerlegung ko¨nnen die Eintra¨ge der entsprechenden Blo¨cken
mit verschiedenen Verfahren effizient approximiert werden. Wir beschreiben
kurz das Panel-Clustering- und das Multipol-Verfahren und stellen ausfu¨hr-
lich das ACA-Verfahren zur Niedrigrang-Approximation der Blo¨cke vor. Ins-
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besondere geben wir zwei Versionen zur Implementierung an.
In dem letzten Kapitel betrachten wir mehrere numerische Beispiele und
Tests. Wir vergleichen die Lo¨sungen der in Kapitel 2 vorgestellten Fourier-
Methode und die eines Standard-Verfahrens. Daru¨ber hinaus untersuchen
wir, wie gut die Matrizen mit dem ACA-Verfahren in Abha¨ngigkeit der Wel-
lenzahl approximiert werden.
Abschließend sei noch auf die namensgebenden Wissenschaftler Hermann
Ludwig Ferdinand Helmholtz und Jean Baptist Joseph Fourier hingewiesen,
H. Helmholtz (1821-1894) J. Fourier (1768-1830)
deren Kurzbiographien beispielsweise unter
http://www-gap.dcs.st-and.ac.uk/~history/Mathematicians/
gefunden werden ko¨nnen.
51 Mathematische Modellierung
Das Ziel dieses Kapitels ist es, die akustische Schallabstrahlung eines Objek-
tes mit Randelementmethoden zu beschreiben. Dazu stellen wir die wichtig-
sten mathematischen Grundlagen der Helmholtz-Gleichung zusammen und
fu¨hren das Randwertproblem in ein a¨quivalentes Integralgleichungsproblem
u¨ber. Mit Hilfe des Nystro¨m-, Kollokations- oder Galerkin-Verfahren kann
dann die ra¨umliche Diskretisierung der zugeho¨rigen Integralgleichung erfol-
gen. Die Gu¨te der mathematischen Modellierung ha¨ngt daru¨ber hinaus auch
von der Wellenzahl ab.
1.1 Die Helmholtz-Gleichung
Wir betrachten die Ausbreitung zeitharmonischer, akustischer Wellen in
einem homogenen, isotropen, reibungsfreien Medium mit konstanter Schall-
geschwindigkeit c.
Das abstrahlende Objekt wird durch ein beschra¨nktes, einfach zusammenha¨n-
gendes Gebiet Ω ⊂ R3 mit hinreichend glattem Rand Γ = ∂Ω dargestellt,
dessen Außenraum Ωc = R3 \ Ω¯ das zu betrachtende Ausbreitungsgebiet de-
finiert.
Mathematisch wird die Ausbreitung der oben charakterisierten Wellen durch
die Wellengleichung
1
c2
∂2
∂t2
U(y, t)−∆U(y, t) = 0 (1.1)
beschrieben (Herleitung siehe Anhang). Dabei ist U(y, t) die orts- und zeitab-
ha¨ngige physikalische Feldgro¨ße, y ∈ R3 der Ortsvektor und t > 0 die Zeit.
Der U¨bergang zu einer zeitunabha¨ngigen Darstellung wird mittels des An-
satzes
U(y, t) = Re(u(y)eiωt)
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gewonnen und liefert, dass die komplexwertige, nur noch vom Ort abha¨n-
gende Funktion u(y) der skalaren Helmholtz-Gleichung
∆ u(y) + κ2u(y) = 0 , y ∈ R3 , κ = ω
c
, (1.2)
mit der Wellenzahl κ ∈ R+ und der Frequenz ω > 0 genu¨gen muss.
Bemerkung 1.1.1 Eine in Ausbreitungsrichtung geda¨mpfte Welle kann
durch Einfu¨hrung einer komplexwertigen Wellenzahl
κ2 =
ω2
c2
+ i
ωγD
c2
beschrieben werden. Dabei bezeichnet γD > 0 den Da¨mpfungskoeffizienten.
Wir nennen u(y) eine abstrahlende Lo¨sung der Helmholtz-Gleichung, wenn
sie die Sommerfeld’sche Ausstrahlungsbedingung
lim
r→∞
r
(
∂
∂r
− iκ
)
u(y) = 0 , r = |y| , y ∈ R3 , (1.3)
gleichma¨ßig in alle Richtungen y/|y| erfu¨llt.
Bemerkung 1.1.2
1. Die Bedingung (1.3) besagt, dass sich die Welle wie eine auslaufende
Kugelwelle verha¨lt und sichert die Eindeutigkeit der Lo¨sung der Helm-
holtz-Gleichung im Unendlichen, (vgl. Lemma von Rellich).
2. Lemma von Rellich [70]:
Sei κ > 0. Die Lo¨sung u der Helmholtz-Gleichung genu¨ge der Bedin-
gung (1.3) und ∫
|y|=r
|u|2dFy = O(1) fu¨r r →∞.
Dann gilt u ≡ 0 in Ωc.
Um die Lo¨sung in (1.2) fu¨r den Außenraum Ωc eindeutig zu charakterisieren,
fordern wir auf dem Rand des abstrahlenden Objektes zusa¨tzliche Randbe-
dingungen:
Fu¨r y ∈ Γ gelte
(a) u(y) = uD(y) (Dirichlet)
(b) ∂nu(y) = uN(y) (Neumann)
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mit gegebenen Randwerten uD bzw. uN . Dabei ist ∂nu(y) = (ny, gradu(y))
die Ableitung in Richtung der a¨ußeren Normalen ny im Punkt y ∈ Γ. Gelten
uD ≡ 0 bzw. uN ≡ 0 auf dem Rand, so sprechen wir von dem homogenen
Dirichlet- bzw. Neumann-Randwertproblem.
Beispiel 1.1.3 Die Randbedingungen ergeben sich aus den physikalischen
Eigenschaften des abstrahlenden Objekts. So hat man bei der zeitharmo-
nischen, akustischen Streuung fu¨r weiche Hindernisse die Dirichlet-Randbe-
dingung und fu¨r harte die Neumann-Randbedingung.
Zusammenfassend ko¨nnen wir die folgenden a¨ußeren Randwertprobleme
(RWP) fu¨r die Helmholtz-Gleichung formulieren.
Finde u(y), so dass gilt
∆ u(y) + κ2u(y) = 0 , y ∈ Ωc ,
u(y) = uD(y) bzw. ∂nu(y) = uN(y) , y ∈ ∂Ω , (1.4)
u(y) genu¨gt der Sommerfeld’schen Ausstrahlungsbedingung.
Die Lo¨sungen der Randwertprobleme (1.4) werden wir in den Sobolev-Slobo-
detskij-Ra¨umen suchen.
Seien dazu m ∈ N0 und Ω ⊂ Rn (hier n = 3) ein Gebiet. Wir definieren den
Sobolev-Raum
H
m(Ω) = {v : Ω → C , ||v||Hm <∞} ,
||v||Hm(Ω) =
∑
|α|≤m
∫
Ω
|Dαv(x)|2dx

1
2
.
Dabei gelte wie u¨blich
α ∈ Nn0 , mit |α| = α1 + . . .+ αn und Dα = ∂α11 . . . ∂αnn . (1.5)
Fu¨r r ∈ R \ N0 mit r = m + σ, m ∈ N0 und 0 < σ < 1, bezeichnen wir den
Raum Hr(Ω) = {v ∈ Hm(Ω) , ||v||Hr(Ω) < ∞} als Sobolev-Slobodetskij-
Raum der Ordnung r und die zugeho¨rige Norm ist gegeben gema¨ß
||v||Hr(Ω) = ||v||Hm(Ω) +
∑
|α|=m
∫
Ω
∫
Ω
|Dαv(x)−Dαv(y)|2
|x− y|n+2σ dxdy

1
2
.
Die Ra¨ume Hr(Ω) sind Hilbert-Ra¨ume, und es gilt H0(Ω) = L2(Ω). Den
Sobolev-Slobodetskij-Raum H−r(Ω) fu¨hren wir als Dualraum zu Hr(Ω) ver-
sehen mit der Norm
||v||H−r(Ω) = sup
06=w∈Hr(Ω)
|(v, w)L2|
||w||Hr(Ω)
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ein. In unseren weiteren Ausfu¨hrungen beno¨tigen wir außerdem noch fu¨r
m ∈ N0 die Sobolevra¨ume
H
m
∞(Ω) = {v : Ω → C , ||v||Hm∞ =
∑
|α|≤m
ess sup
x∈Ω
|Dαw(x)| <∞} .
Fu¨r eine ausfu¨hrlichere Darstellung siehe beispielsweise [3] oder [83].
1.2 Die Randintegralmethode
Fu¨r die Randintegralmethode, auch Integralgleichungsmethode genannt, wird
das zu lo¨sende Randwertproblem
Pu = 0 in Ω (bzw. Ωc) ⊂ R3 ,
Randbedingungen fu¨r u
als a¨quivalentes Randintegralgleichungsproblem auf dem Gebietsrand Γ for-
muliert. Zentrales Hilfsmittel ist dabei die Fundamentallo¨sung G (bzw. die
zugeho¨rige Singularita¨ten-Funktion G(x, y)) des gegebenen linearen, ellip-
tischen Differential-Operators P der Ordnung 2m (m ∈ N0).
Die Fundamentallo¨sung G erfu¨llt auf dem Raum E ′(R3) der Distributionen
mit kompakten Tra¨ger, vgl. Abschnitt 2.1.1,
PGψ = ψ = GPψ , ψ ∈ E ′(R3) ,
d.h. G ist ein Pseudodifferential-Operator der Ordnung −2m mit der lokal
integrablen Singularita¨ten-Funktion G(x, y) ∈ C∞ fu¨r x 6= y und
G[f ](y) =
∫
R3
G(x, y) f(x) dx , f ∈ C∞0 (R3) ,
vgl. [79] .
Im dreidimensionalen Fall des Helmholtz-Operators P = ∆ + κ2 ergibt sich
die Singularita¨ten-Funktion zu
G(x, y) = G(x, y, κ) =
1
4pi
eiκ|x−y|
|x− y| , x, y ∈ R
3 , x 6= y . (1.6)
Die Formulierungen der Randintegralgleichungen gehen entweder von Poten-
tialansa¨tzen aus (klassische, ”indirekte” Methode) oder sie werden mit Hilfe
der ”direkten” Methode aus der Green’schen Darstellungsformel gewonnen.
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Wir stellen hier die erste Methode vor, und verweisen fu¨r eine detaillierte
Ausfu¨hrung der ”direkten” Methode auf die Arbeiten [25] oder [32].
Mittels (1.6) werden das akustische Einfachschichtpotential VS und das aku-
stische Doppelschichtpotential VD
VS(y) =
∫
Γ
G(x, y, κ) f(x) dFx , (1.7)
VD(y) =
∫
Γ
∂
∂nx
G(x, y, κ) f(x) dFx , (1.8)
fu¨r eine gegebene Dichte-Funktion f ∈ C∞(Γ) und y ∈ R3 \ Γ definiert und
die folgenden linearen Integral-Operatoren eingefu¨hrt, d.h. fu¨r y ∈ Γ seien
1. der akustische Einfachschichtpotential-Operator
Sκ[f ](y) =
∫
Γ
G(x, y, κ) f(x) dFx , (1.9)
2. der akustische Doppelschichtpotential-Operator
Dκ[f ](y) =
∫
Γ
∂
∂nx
G(x, y, κ) f(x) dFx , (1.10)
3. der adjungierte Doppelschichtpotential-Operator
D∗κ[f ](y) =
∫
Γ
∂
∂ny
G(x, y, κ) f(x) dFx (1.11)
4. und der hypersingula¨re Operator
Qκ[f ](y) = − ∂
∂ny
∫
Γ
∂
∂nx
G(x, y, κ) f(x) dFx . (1.12)
Im Folgenden betrachten wir stets ein Gebiet mit glattem Rand Γ, d.h. es
gelte Γ ∈ C∞.
Bemerkung 1.2.1 Sei κ ≥ 0. Dann gelten fu¨r die Operatoren (1.9)-(1.12)
die folgenden Eigenschaften:
1. Sκ und Dκ (D∗κ) sind schwach singula¨re Integral-Operatoren, vgl. [67].
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2. Die Operatoren sind Pseudodifferential-Operatoren ganzzahliger Ord-
nung, d.h.
Sκ , Dκ , D∗κ : Hr(Γ) → Hr+1(Γ) , (1.13)
Qκ : Hr+1(Γ) → Hr(Γ) , r ∈ R , (1.14)
sind stetig.
Aufgrund der kompakten Einbettung von Hr+1(Γ) in Hr(Γ) (siehe z.B.
[3]) sind die Operatoren Sκ,Dκ,D∗κ : Hr(Γ) → Hr(Γ) kompakt.
Die entsprechenden Abbildungseigenschaften fu¨r ein Gebiet mit Γ ∈ C2
und Lipschitz-Rand ko¨nnen in [58] bzw. [24] gefunden werden.
3. Bezu¨glich des L2-Skalarprodukts sind Sκ und Qκ selbstadjungiert und
Dκ zu D∗κ adjungiert, vgl. [63].
4. Die Operatoren S0 und Q0 sind fu¨r r = −1/2 bzw. r = 1/2 stark
elliptisch und erfu¨llen somit die G˚ardingsche Ungleichung auf Γ, die
sich fu¨r einen Pseudodifferential-Operator A : Hr(Γ) → H−r(Γ) wie
folgt formulieren la¨sst:
(Av, v)L2(Γ) ≥ γG||v||Hr(Γ) − (Kv, v)L2(Γ) ∀ v ∈ Hr(Γ) , (1.15)
wobei γG > 0, und K : Hr(Γ) → H−r(Γ) ein kompakter Pseudodifferen-
tial-Operator ist, vgl. [18].
Daru¨ber hinaus gilt [57], dass Pseudodifferential-Operatoren der Form
A = I +K : L2(Γ) → L2(Γ)
mit kompakten, schwach singula¨ren Operatoren K in L2 stark elliptisch
sind und die Ungleichung (1.15) erfu¨llen.
Wir bemerken, dass der Doppelschichtpotential-Operator Dκ nur fu¨r
hinreichend glatte Oberfla¨chen Γ die Eigenschaft besitzt, in L2 kompakt
zu sein. Weist der Rand Ecken und Kanten auf, verliert die Aussage
ihre Gu¨ltigkeit. In [54] und [55] wird gezeigt, dass durch Einfu¨hrung
eines Regularisierungsoperators M : H−1/2(Γ) → H1/2(Γ) der Operator
((I +K) ◦M) in H−1/2(Γ) stark elliptisch ist.
Mit Hilfe folgender Regularisierungseigenschaften der Potentiale VS und VD
auf dem Rand Γ sind wir schließlich in der Lage, die Integralgleichungen zu
formulieren. Die entsprechenden Beweise findet der interessierte Leser z.B.
in [18], [63].
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Satz 1.2.2 Sei f ∈ C∞(Γ). Wir definieren fu¨r ein Potential V
V ±(y) = lim
h→0
V (y ± hny) und ∂nV ±(y) = lim
h→0
∂nV (y ± hny) ,
dabei ist ny die a¨ußere Normalenableitung im Punkt y ∈ Γ.
Dann gelten:
1. VS kann stetig auf R
3 fortgesetzt werden und es gilt
V +S (y) = V
−
S (y) = Sκ[f ](y) . (1.16)
2. VD genu¨gt der Sprungrelation
V ±D (y) = ±
1
2
f(y) +Dκ[f ](y) (1.17)
und kann stetig auf Ω¯ bzw. Ω¯c fortgesetzt werden.
3. Fu¨r die Normalenableitung von VS gilt
∂nV
±
S (y) = ∓
1
2
f(y) +D∗κ[f ](y) .
4. Die Normalenableitung von VD la¨sst sich stetig fortsetzen, d.h.
∂nV
+
D (y) = ∂nV
−
D (y) = Qκ[f ](y) .
5. Die Potentiale VS und VD genu¨gen der Sommerfeld’schen Ausstrah-
lungsbedingung (1.3) und sind damit Lo¨sungen der Helmholtz-Glei-
chung in Ω und Ωc.
In 1. - 4. ist die Konvergenz fu¨r h→ 0 gleichma¨ßig bzgl. y ∈ Γ zu verstehen.
Wir betrachten im Folgenden das a¨ußere Dirichlet-Randwertproblem in (1.4).
∆ u(y) + κ2u(y) = 0 , y ∈ Ωc ,
u(y) = uD(y) , y ∈ ∂Ω , (1.18)
u genu¨gt der Sommerfeld’schen Ausstrahlungsbedingung (1.3) .
Die Darstellung der Lo¨sung als Einfachschichtpotential d.h. u(y) = VS(y) aus
(1.7), y ∈ Ωc, fu¨hrt mittels der Eigenschaft (1.16) auf die Randintegralglei-
chung erster Art
Sκ[f ](y) = uD(y) , y ∈ Γ . (1.19)
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Setzen wir hingegen u(y) = VD(y) aus (1.8), y ∈ Ωc, voraus, so haben wir
aufgrund (1.17) die Gleichung zweiter Art(
1
2
I +Dκ
)
[f ](y) = uD(y) , y ∈ Γ , (1.20)
zu lo¨sen.
In analoger Weise ko¨nnen alle anderen Fa¨lle behandelt werden. Eine Aufstel-
lung, auf welche Integralgleichungen die Ansa¨tze u = VS bzw. u = VD fu¨r die
Dirichlet- und Neumann-Randwertprobleme im Innen- (Ω) bzw. Außenraum
(Ωc) fu¨hren, ist in Tabelle 1.1 gegeben.
Im Fall einer komplexwertigen Wellenzahl κ besitzen das a¨ußere Dirichlet-
Randwertproblem und die zugeho¨rigen Randintegralgleichungen stets ein-
deutige Lo¨sungen. Fu¨r κ ∈ R+ ko¨nnen analoge Existenz- und Eindeutig-
keitsaussagen formuliert werden, vorausgesetzt −κ2 ist kein Eigenwert des
Laplace-Operators ∆.
Bemerkung 1.2.3 Mit Hilfe des Lemmas von Rellich kann gezeigt werden,
dass das a¨ußere homogene Dirichlet-Randwertproblem fu¨r alle Wellenzahlen
κ eine eindeutige Lo¨sung u besitzt und dass u ≡ 0 in Ωc gilt.
Satz 1.2.4 Das a¨ußere Dirichlet-Randwertproblem (1.18) besitzt fu¨r alle
uD ∈ Hr(Γ), r ∈ R, stets eine eindeutige Lo¨sung
u(y) =
∫
Γ
∂
∂nx
G(x, y, κ)f(x) dFx , u ∈ Hr+
1
2
loc (Ω
c) . (1.21)
In der Darstellung (1.21) bezeichnet f ∈ Hr(Γ) die Lo¨sung der Randintegral-
gleichung (1.20).
Ist −κ2 kein Eigenwert des inneren homogenen Neumann-Randwertproblems,
so ist die Gleichung (1.20) eindeutig lo¨sbar. Im Fall einer sogenannten ir-
regula¨ren Wellenzahl (−κ2 ist ein Eigenwert) wird der Kern des Integral-
Operators nichttrivial.
Sei −κ2 ein Eigenwert des inneren homogenen Neumann-Randwertproblems
∆u˜(y) = λu˜(y) , y ∈ Ω , λ = −κ2 ,
∂nu˜(y) = 0 , y ∈ Γ ,
so erhalten wir mittels der Green’schen Darstellungsformel [18] fu¨r u˜ auf dem
Rand Γ
1
2
u˜(y) =
∫
Γ
[
G(x, y, κ)∂nu˜(x)− ∂
∂nx
G(x, y, κ)u˜(x)
]
dFx
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= −
∫
Γ
∂
∂nx
G(x, y, κ)u˜(x)dFx
d.h. (
1
2
I +Dκ
)
[u˜] = 0 .
Da u˜ als (nichttriviale) Lo¨sung des homogenen Neumann-Randwertproblems
nicht gleichzeitig die homogene Dirichlet-Randbedingung erfu¨llen kann, gilt
u˜ 6≡ 0 auf dem Rand.
Satz 1.2.5 Das a¨ußere Dirichlet-Randwertproblem (1.18) ist eindeutig lo¨s-
bar
u(y) =
∫
Γ
G(x, y, κ)f(x) dFx , u ∈ Hr+
3
2
loc (Ω
c) , (1.22)
fu¨r alle uD ∈ Hr+1(Γ), r ∈ R, vorausgesetzt −κ2 ist kein Eigenwert des inne-
ren homogenen Dirichlet-Randwertproblems des Laplace-Operators. In (1.22)
stellt f ∈ Hr(Γ) die Lo¨sung der Randintegralgleichung (1.19) dar.
Ist −κ2 ein Eigenwert, so ist die Gleichung (1.19) genau dann lo¨sbar, wenn
die gegebene Funktion uD orthogonal zu dem Kern des adjungierten Einfach-
schichtpotential-Operators S∗κ = Sκ ist. In diesem Fall ist die Lo¨sung f nicht
eindeutig.
Um das Problem dieser irregula¨ren Wellenzahlen zu umgehen, wurde von
Brakhage und Werner [15], Leis [62] bzw. Panicˇ [68] ein kombinierter Poten-
tialansatz gewa¨hlt.
Satz 1.2.6 Wir definieren die Lo¨sung als folgendes Schichtpotential
u(y) =
∫
Γ
[
∂
∂nx
G(x, y, κ) + iηG(x, y, κ)
]
f(x) dFx , y ∈ Ωc , (1.23)
mit einer reellen Zahl η 6= 0.
Die zugeho¨rige Randintegralgleichung(
1
2
I +Dκ + iηSκ
)
[f ](y) = uD(y) , y ∈ Γ , (1.24)
besitzt fu¨r alle Randwerte uD ∈ Hr(Γ) eine eindeutige Lo¨sung f ∈ Hr(Γ), und
der Ausdruck (1.23) liefert die eindeutige Lo¨sung u ∈ Hr+
1
2
loc (Ω
c) des a¨ußeren
Dirichlet-Randwertproblems (1.18).
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RWP Ansatz Randintegral- EWP Lo¨sbarkeits-
gleichung λ = −κ2 bedingung
u = VS Sκ[f ] = uD (IDP0):
IDPκ
u = VD
(
−
1
2
I +Dκ
)
[f ] = uD ∆u˜ = λu˜ in Ω
∫
Γ
uD∂nu˜ dF = 0
u = VS Sκ[f ] = uD u˜ = 0 auf Γ
EDPκ
u = VD
(
1
2
I +Dκ
)
[f ] = uD (INP0):
u = VD Qκ[f ] = uN ∆u˜ = λu˜ in Ω
INPκ
u = VS
(
1
2
I +D∗
κ
)
[f ] = uN ∂nu˜ = 0 auf Γ
∫
Γ
uN u˜ dF = 0
u = VD Qκ[f ] = uN
ENPκ
u = VS
(
−
1
2
I +D∗κ
)
[f ] = uN (IDP0)
Tabelle 1.1: U¨bersicht der Randintegralgleichungen und der zugeho¨rigen
Eigenwertprobleme
Bemerkung: IDPκ, ENPκ stehen fu¨r Inneres Dirichlet-RandwertProblem
bzw. a¨ußeres (engl. Exterior) Neumann-RandwertProblem der Wellenzahl
κ, usw.
Bemerkung 1.2.7 Nach Bemerkung 1.2.1. 4. ist der Operator aus (1.24)
Aκ = 1
2
I +Kκ mit Kκ = Dκ + iηSκ (1.25)
in L2(Γ) stark elliptisch und erfu¨llt die G˚ardingsche Ungleichung.
Beweis. (Satz 1.2.6)
Wir zeigen, dass der Operator (1.25) ein Isomorphismus von Hr(Γ) → Hr(Γ)
ist.
Zuna¨chst sei bemerkt, dass Kκ : Hr(Γ) → Hr(Γ) kompakt ist (siehe Be-
merkung 1.2.1. 2.). Nach der Riesz-Theorie (speziell Satz 1.16 in [22]) folgt
dann die Isomorphie des Operators bereits aus der Injektivitia¨t. Das heißt es
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genu¨gt zu zeigen, dass
N (Aκ) = {0} .
Angenommen, f sei eine Lo¨sung der homogenen Gleichung
Aκf = 0 .
Dann lo¨st u, wie in (1.23) definiert, das a¨ußere homogene Dirichlet-Randwert-
problem und es gilt u ≡ 0 in Ωc (siehe Bemerkung 1.2.3). Auf dem Rand Γ
ergeben sich dann aus den Sprungeigenschaften (Satz 1.2.2)
u+(y)− u−(y) = −u−(y) = f(y) und −∂nu−(y) = iηf(y).
Mit Hilfe der ersten Green’schen Darstellungsformel ko¨nnen wir den Beweis
abschließen, denn wir erhalten
iη
∫
Γ
|f |2dFy =
∫
Γ
u−∂nu−dFy =
∫
Ω
(|gradu|2 − κ2|u|2) dy
und mit κ ∈ R+ und η ∈ R \ {0} folgt f ≡ 0 auf dem Rand.
Alle anderen Beweise der aufgefu¨hrten Sa¨tze sowie die entsprechenden Aussa-
gen der anderen Randwertprobleme, die in der Tabelle 1.1 zusammengefasst
sind, findet der interessierte Leser zum Beispiel in [18] oder [22].
1.3 Die Randelementmethoden
Die in Abschnitt 1.2 angegebenen Randintegralgleichungen werden nume-
risch gelo¨st, indem wir die unbekannte Funktion f auf der Oberfla¨che Γ ap-
proximieren und eines der bekannten Projektionsverfahren (Galerkin- bzw.
Kollokationsverfahren) anwenden. Abha¨ngig von der Wahl der Randintegral-
gleichung und der Diskretisierungsmethode ko¨nnen Konvergenz- und Stabi-
lita¨tsaussagen formuliert werden. vgl. [88].
1.3.1 Variationsprobleme
Wir betrachten die Hilbertra¨ume (H1 , (·, ·)1) und (H2 , (·, ·)2) mit den in-
duzierten Normen || · ||1 bzw. || · ||2. Weiter seien a : H1 × H2 → C eine
Sesquilinearform und l ∈ H ′2 gegeben. Das zugeho¨rige Variationsproblem
lautet dann:
” finde v ∈ H1 mit a(v, w) = l(w) fu¨r alle w ∈ H2 ”. (1.26)
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Definition 1.3.1 Sei a : H1 ×H2 → C eine Sesquilinearform.
1. a(·, ·) heißt stetig, wenn eine Konstante cs existiert mit
|a(v, w)| ≤ cs||v||1||w||2 fu¨r alle v ∈ H1 , w ∈ H2 .
2. a(·, ·) erfu¨llt auf H1 × H2 die Babusˇka-Bedingungen, wenn zwei Kon-
stanten cb, c
∗
b existieren, so dass
inf
v∈H1
||v||1=1
sup
w∈H2
||w||2=1
|a(v, w)| ≥ cb > 0 (1.27)
inf
w∈H2
||w||2=1
sup
v∈H1
||v||1=1
|a(v, w)| ≥ c∗b > 0
Mit Hilfe des Riesz’schen Darstellungssatzes kann einer stetigen Sesquiline-
arform a(·, ·) auf H1×H2 ein eindeutig bestimmter Operator A ∈ L(H1, H2)
mit ||A|| ≤ cs zugeordnet werden, so dass
a(v, w) = (Av, w)2 fu¨r alle v ∈ H1 , w ∈ H2 (1.28)
erfu¨llt ist.
Satz 1.3.2 (Existenz und Eindeutigkeit)
Sei a : H1 ×H2 → C eine stetige Sesquilinearform. Dann sind a¨quivalent:
1. a(·, ·) erfu¨llt die Babusˇka-Bedingungen.
2. A−1 ∈ L(H2, H1) existiert.
Gilt eine der beiden Aussagen, so besitzt das Variationsproblem (1.26) eine
eindeutige Lo¨sung v ∈ H1.
Fu¨r diese gilt ||v||1 ≤ c−1b ||l|| mit cb = c∗b = ||A−1||−1.
Der Beweis kann zum Beispiel in [7] oder [46] nachgelesen werden.
Das kontinuierliche Problem (1.26) wird in eine endlichdimensionale Aufgabe
u¨bergefu¨hrt, indem wir zu H1 und H2 bezu¨glich des Diskretisierungsparame-
ters h ∈ R zwei Folgen endlichdimensionierter Ra¨ume Vh und Wh definieren,
fu¨r die gelten:
1. Vh ⊂ H1, Wh ⊂ H2 und dim(Vh) = dim(Wh) = N ∈ N.
2. Es existieren vh ∈ Vh, so dass
lim
h→0
inf
vh∈Vh
||v − vh||1 = 0 fu¨r alle v ∈ H1 .
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Damit ergibt sich folgende Variationsaufgabe (Galerkin-Petrov-Gleichung):
” finde vh ∈ Vh mit a(vh, wh) = l(wh) fu¨r alle wh ∈ Wh ”. (1.29)
Die Lo¨sung vh wird als Galerkin-Approximation an die Lo¨sung v des Pro-
blems (1.26) bezeichnet.
Grundlegend fu¨r die Konvergenzabscha¨tzungen ist das erste Lemma von
Strang (als Verallgemeinerung des Lemmas von Ce´a). Wir setzen voraus,
dass das (gesto¨rte) Problem
” finde v˜h ∈ Vh mit a˜(v˜h, wh) = l˜(wh) fu¨r alle wh ∈ Wh ” (1.30)
fu¨r alle 0 < h < h0 eindeutig lo¨sbar sei, d.h. die stetige Sesquilinearform
a˜(·, ·) erfu¨lle auf Vh ×Wh die Babusˇka-Bedingungen.
Satz 1.3.3 (Lemma von Strang) Es seien v und v˜h die Lo¨sungen der Pro-
bleme (1.26) beziehungsweise (1.30). Dann gilt
||v − v˜h||1≤ inf
vh∈Vh
([
1 +
cs
cb
]
||v − vh||1 + sup
wh∈Wh
c−1b
|a(vh, wh)− a˜(vh, wh)|
||wh||2
)
+ sup
wh∈Wh
c−1b
|l(wh)− l˜(wh)|
||wh||2 .
Fu¨r den Fall (a˜ = a und l˜ = l) erhalten wir das Lemma von Ce´a.
Beweis. Seien 0 6= vh ∈ Vh und 0 6= wh ∈ Wh gegeben. Weiter gelten nach
Voraussetzung
a(v, wh) = l(wh) fu¨r v ∈ H1 und a˜(v˜h, wh) = l˜(wh) fu¨r v˜h ∈ Vh .
Damit erhalten wir zuna¨chst folgende Relation
a˜(vh − v˜h, wh) = l(wh)− l˜(wh)− a(v − vh, wh) + a˜(vh, wh)− a(vh, wh) .
Da a˜(·, ·) die Babusˇka-Bedingung erfu¨llt, erhalten wir mit der zu (1.27) a¨qui-
valenten Form
cb||vh − v˜h||1 ≤ sup
wh∈Wh
|a˜(vh − v˜h, wh)|
||wh||2
≤ sup
wh∈Wh
(
|a(v − vh, wh)|
||wh||2 +
|l(wh)− l˜(wh)|
||wh||2 +
|a(vh, wh)− a˜(vh, wh)|
||wh||2
)
≤ cs||v − vh||1 + sup
wh∈Wh
(
|l(wh)− l˜(wh)|
||wh||2 +
|a(vh, wh)− a˜(vh, wh)|
||wh||2
)
.
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Die letzte Ungleichung ergibt sich aus der Stetigkeit der Sesquilinearform
a(·, ·). Wenden wir noch die Dreiecksungleichung
||v − v˜h||1 ≤ ||v − vh||1 + ||vh − v˜h||1
an, so folgt die Behauptung.
Im Folgenden seien {ϕ1, . . . , ϕN}mit ϕj ∈ Vh und {ψ1, . . . , ψN}mit ψj ∈ Wh,
j = 1, . . . , N , Basissysteme der Ra¨ume Vh und Wh, die entsprechend als
Ansatz- und Testraum bezeichnet werden und der Projektionsoperator
Ph : CN → Vh gema¨ß
Phν = vh =
N∑
j=1
νjϕj , νj ∈ C , (1.31)
definiert. Aufgrund der Eindeutigkeit der Basisdarstellung ist dieser inver-
tierbar und die Galerkin-Petrov-Gleichung (1.29) kann in ein lineares Glei-
chungssystem u¨bergefu¨hrt werden. Das heißt zu der Galerkin-Lo¨sung vh ∈ Vh
ergibt sich mit ν = P−1h vh folgendes lineares Gleichungssystem
(Avh, ψi)2 =
N∑
j=1
νj(Aϕj, ψi)2 = l(ψi) , i = 1, . . . , N ,
bzw.
Aν = b , A ∈ CN×N , b ∈ CN ,
mit den Eintra¨gen aij = (Aϕj, ψi)2, bi = l(ψi) , i, j = 1, . . . , N und
ν = (ν1, . . . , νN )
T .
Bemerkung 1.3.4
1. Im Fall Vh = Wh erhalten wir das klassische Galerkin-Bubnov-Verfah-
ren bzw. Galerkin-Verfahren und nennen es stabil, wenn fu¨r den Ope-
rator A−1 ∈ L(Vh, Vh) gilt und er gleichma¨ßig beschra¨nkt ist.
2. Die Kollokationsmethode kann als ein verallgemeinertes Galerkin-
Petrov-Verfahren mit Dirac δ-Distributionen als Basis des Testraumes
Wh betrachtet werden.
3. Sei Vh ⊂ Hr(Γ), r ∈ R. Wir nehmen an, dass die unita¨re Norm des
CN zur L2-Norm a¨quivalent ist, d.h. fu¨r ν ∈ C gilt
cu||Phν||L2(Γ) ≤ h||ν||2 ≤ co||Phν||L2(Γ) . (1.32)
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Dabei sind cu, co > 0 zwei von h unabha¨ngige Konstanten.
In analoger Weise ergibt sich die A¨quivalenz der Maximum-Norm des
CN zur H0∞-Norm (Vh ⊂ C(Γ)):
c¯u||Phν||H0∞(Γ) ≤ ||ν||∞ ≤ c¯o||Phν||H0∞(Γ) (1.33)
fu¨r alle ν ∈ C und c¯u, c¯o > 0 zwei von h unabha¨ngige Konstanten.
Fu¨r das klassische Galerkin-Verfahren ko¨nnen wir das in [18] gezeigte Lemma
angeben.
Seien dazu H1 = H2 = H, H
′ der zugeho¨rige Dualraum und Vh = Wh.
Lemma 1.3.5 Sei A : H → H ′ ein Isomorphismus und erfu¨lle die G˚ard-
ingsche Ungleichung, d.h. (Av, v)H′×H ≥ γG||v||H − (Kv, v)H′×H ∀ v ∈ H,
mit einem kompakten Operator K : H → H ′. Dann existiert ein h0 > 0,
so dass die zugeho¨rige Sesquilinearform a(·, ·) auf Vh × Vh, 0 < h < h0, die
Babusˇka-Bedingungen erfu¨llt.
1.3.2 Ansatzra¨ume
Um die Ansatzra¨ume zu konstruieren, nehmen wir an, dass die Oberfla¨che
Γ in endlich viele abgeschlossene Fla¨chenstu¨cke Γ1, . . . ,Γp zerfalle, die sich
u¨ber polygonal berandeten Teilmengen Γ˜i ⊂ R2, i = 1, . . . , p, parametrisieren
lassen.
Oder anders ausgedru¨ckt, es existieren injektive Abbildungen Xi ∈ Ct(Γ˜i),
t ≥ 2, mit
Γi = Xi(Γ˜i) und Γ =
p⋃
i=1
Γi .
Sei T˜i eine Triangulierung des Parametergebietes Γ˜i mit bis auf den Rand
paarweise disjunkter nichtleerer Dreiecke T˜ . Eine Triangulierung Ti der Fla¨-
chenstu¨cke Γi ist dann gema¨ß Ti = {T = Xi(T˜ ) , T˜ ∈ T˜i} gegeben und
T =
p⋃
i=1
Ti
ist wiederum eine Triangulierung der Oberfla¨che Γ.
U¨ber das Maß fu¨r die Feinheit der Triangulierung T
h = max
T∈T
diam(T ) mit diam(T ) = sup{|x− y| , x, y ∈ T}
wird fu¨r h→ 0 eine Familie {Th , 0 < h < 1} von Triangulierungen definiert.
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Bemerkung und Definition 1.3.6 Sei {Th , 0 < h < 1} eine Familie von
Triangulierungen.
1. Eine Triangulierung heißt zula¨ssig, wenn fu¨r T1, T2 ∈ Th gilt:
Jede Seite von T1 ist auch eine Seite von genau einem T2, wenn T1 6= T2.
2. Existieren von h unabha¨ngige Konstanten Cq, cq > 0 mit
Cqh ≥ diam(T ) ≥ 1
cq
h fu¨r alle T ∈ Th ,
dann ist die Triangulierung quasi-uniform.
3. Eine Familie von Triangulierung nennen wir regula¨r, wenn
µ(T ) ≥ cr diam2(T ) fu¨r alle T ∈
⋃
h
Th
mit µ(T ) =
∫
T
dFx gilt.
Dabei ist cr > 0 eine von h unabha¨ngige Konstante.
Im Folgenden betrachten wir eine regula¨re Familie zula¨ssiger Triangulier-
ungen und definieren fu¨r jedes Th Spline-Ra¨ume u¨ber dem Rand Γ
Sm,0h = {g ∈ L2(Γ) ; g ◦XT ∈ Pm−1(T˜ ) fu¨r alle T ∈ Th} ,
Sm,dh = {g ∈ Cd−1(Γ) ; g ◦XT ∈ Pm−1(T˜ ) fu¨r alle T ∈ Th} , d > 0 .
P
m−1(Ω) bezeichnet hierbei den Raum der Polynome von Grad m− 1 u¨ber
dem Gebiet Ω und es gilt d < m ∈ N.
Die Spline-Ra¨ume besitzen die folgenden Eigenschaften, die in [7] bewiesen
werden:
Satz 1.3.7 Es gelten:
1. Sm,dh (Γ) ⊂ Hd(Γ).
2. Approximationseigenschaft:
Seien τ ≤ d, τ ≤ s ≤ m und v ∈ Hs(Γ). Fu¨r jedes h > 0 existiert ein
vh ∈ Sm,dh (Γ), so dass
||v − vh||Hτ (Γ) ≤ cahs−τ ||v||Hs(Γ)
gilt, wobei die Konstante ca von v und h unabha¨ngig ist.
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3. Inverse Ungleichung:
Sei Th eine quasi-uniforme Triangulierung. Fu¨r τ ≤ s ≤ d existiert eine
von v und h unabha¨ngige Konstante ci, so dass fu¨r alle vh ∈ Sm,dh (Γ)
gilt
||vh||Hs(Γ) ≤ cihτ−s||vh||Hτ (Γ) .
Ha¨ufig kann die Oberfla¨che Γ nicht explizit angeben werden und es ergibt
sich die Notwendigkeit, Γ mittels Interpolation durch eine stetige stu¨ckweise
glatte Ersatzoberfla¨che Γ4 zu ersetzen. Dazu wa¨hlen wir ein Lagrange-Sys-
tem stetiger finiter Elemente Sk+1,1h , k ≥ 1, in Bezug auf geeignete unisolvente
Punkt-Mengen von Gitterpunkten {xi = xi,T}, so dass in jedem T ∈ Th
eindeutig interpoliert wird,
XT4(xi) = XT (xi) mit XT4 ∈ Sk+1,1h .
Die Ersatzoberfla¨che Γ4 ist dann analog zu oben u¨ber Xi4 definiert, siehe
Abbildung 1.1. Fu¨r die zugeho¨rigen Ansatzra¨ume Sm,dh erhalten wir in diesem
Fall die Bedingungen d ≤ m− 1 ≤ k und 0 ≤ d ≤ 1.
T
X
X
T
T∆
~
i
∆i
Abbildung 1.1: Parametrisierung von T und T4 u¨ber einem Dreieck T˜
Der Fehler, der durch die geometrische Approximation entsteht, ist ausfu¨hr-
lich in [66], [40] oder [39] behandelt. Insbesondere werden dort der Jacobian,
die Normalen und die Absta¨nde auf Γ und Γ4 untersucht.
Bemerkung 1.3.8 Fu¨r k = 1 ist Γ4 eine Polygonfla¨che. Wir betrachten
speziell den Fall, dass Γ4 als eine Vereinigung ebener Dreieckselemente T∆i,
i = 1, . . . , Nel, dargestellt wird, deren Eckpunkte xi, i = 1, . . . , Nno, auf der
Oberfla¨che Γ liegen.
Weiter sei {ϕ1, . . . , ϕN} eine Basis von Sm,dh (Γ4). In Fall m = 1 und d = 0
sind die Funktionen ϕi stu¨ckweise konstant und die Zahl der Unbekannten
N = dimS1,0h ist gleich der Anzahl der Dreieckselemente Nel. Wa¨hlen wir
stu¨ckweise lineare ϕi, d.h. m = 2 und d = 0, dann gilt N = Nno.
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1.3.3 Stabilita¨t und Konvergenz
Wir betrachten im Folgenden die Randintegralgleichung aus (1.24) fu¨r ein
festes κ ∈ R+,
Aκ[f ](y) ≡
(
1
2
I +Dκ + iηSκ
)
[f ](y) = uD(y) , y ∈ Γ , (1.34)
und wenden auf das a¨quivalente Variationsproblem die vorangestellten Aus-
sagen an. Daru¨ber hinaus zeigen wir allgemein die Konvergenz und Stabilita¨t
des resultierenden Galerkin-Verfahrens und gehen auf Konvergenzaussagen
fu¨r das Kollokationsverfahren ein. Die allgemeine Formulierung ermo¨glicht
es uns, die Aussagen auf die anderen, in Tabelle 1.1 dargestellten Randinte-
gralgleichungen zu u¨bertragen.
Zur Formulierung des Galerkin-Verfahrens betrachten wir das Variationspro-
blem
” finde f ∈ Hr(Γ) mit
a(f, w) = (Aκf, w)L2(Γ) = (uD, w)L2(Γ) = l(w) (1.35)
fu¨r alle w ∈ Hr(Γ) ”
und bemerken, dass die durch den Operator Aκ definierte Sesquilinearform
a(·, ·) stetig ist.
Wa¨hlen wir die Ansatz- und Testra¨ume gema¨ß Vh = Wh = S
m,d
h (Γ) ⊂ Hr(Γ)
mit r ≤ d, so ergeben sich die Galerkin-Gleichungen zu
” finde fh ∈ Sm,dh (Γ) mit
(Aκfh, wh)L2(Γ) = (uD, wh)L2(Γ) (1.36)
fu¨r alle wh ∈ Sm,dh (Γ) ”.
Sei {ϕ1, . . . , ϕN} eine Basis von Sm,dh (Γ). Mit fh = Phν aus (1.31) erhalten
wir
Aκν = b , Aκ ∈ CN×N , b ∈ CN , (1.37)
mit den Eintra¨gen aij(κ) = (Aκϕj, ϕi)L2(Γ), bi = (uD, ϕi)L2(Γ) , i, j = 1, . . . , N
und ν = (ν1, . . . , νN )
T ∈ CN .
Da der Operator Aκ nach Satz 1.2.6 und Bemerkung 1.2.7 in L2(Γ) die Vor-
aussetzungen des Lemmas 1.3.5 erfu¨llt, ko¨nnen wir die folgende (allgemeine)
Konvergenzaussage formulieren:
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Satz 1.3.9 Sei f ∈ Hs(Γ) die Lo¨sung von (1.35). Weiter erfu¨lle die ste-
tige Sesquilinearform a(·, ·) auf Sm,dh (Γ)×Sm,dh (Γ) die Babusˇka-Bedingungen.
Dann gilt fu¨r die eindeutig bestimmte Lo¨sung fh ∈ Sm,dh (Γ) von (1.36)
||f − fh||Hr(Γ) ≤ chs−r||f ||Hs(Γ) , r ≤ s ≤ m .
Beweis. Wir wenden das Lemma von Strang 1.3.3 (Lemma von Ce´a) mit
H1 = H2 = H
r(Γ) und Vh = Wh = S
m,d
h (Γ) ⊂ Hr(Γ) und die Approximati-
onseigenschaft (Satz 1.3.7) mit r ≤ s ≤ m an und erhalten mit
c = ca
[
1 +
cs
cb
]
die Behauptung.
Mit dem Aubin-Nitsch Trick ko¨nnen diese Fehlerabscha¨tzung auch in nie-
drigeren Normen beweisen werden, vgl. [57].
Satz 1.3.10
1. Sei f ∈ Hs(Γ) die Lo¨sung von (1.35). Weiter erfu¨lle die stetige Ses-
quilinearform a(·, ·) auf Sm,dh (Γ) × Sm,dh (Γ) die Babusˇka-Bedingungen.
Dann gilt fu¨r die eindeutig bestimmte Lo¨sung vh ∈ Sm,dh (Γ) von (1.36)
||f − fh||Hτ (Γ) ≤ chs−τ ||f ||Hs(Γ) ,
wobei 2r −m ≤ τ ≤ r ≤ s ≤ m.
2. Gilt zusa¨tzlich noch die inverse Ungleichung, so kann die Aussage fu¨r
2r −m ≤ τ ≤ s ≤ m und τ ≤ d erweitert werden.
Wir gehen noch auf den Fall ein, dass ein gesto¨rtes lineares Gleichungssystem
A˜κν = b˜ (1.38)
vorliegt. ”Gesto¨rte” oder fehlerbehaftete Eintra¨ge der Matrix A˜κ und der
rechten Seite ergeben sich unter anderem aus der zusa¨tzlichen Approximati-
on des Randes Γ durch Γ4, vgl. Abschnitt 1.3.2, und/oder der Notwendigkeit,
die Integrale numerisch zu berechnen. Daru¨ber hinaus werden bei der An-
wendung schneller Verfahren die Eintra¨ge approximiert und daher ungenau
berechnet, vgl. Kapitel 3.
Seien fh, wh ∈ Sm,dh (Γ), wobei fh = Phν und wh = Phω mit ν, ω ∈ CN .
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Die zu (1.38) geho¨rige Sesquilinearform a˜(·, ·) und das lineare Funktional l˜(·)
ergeben sich dann zu
a˜(fh, wh) = ν
∗A˜κω bzw. l˜(wh) = ω∗b˜ . (1.39)
Analog zu Satz 1.3.9 erhalten wir fu¨r das gesto¨rte Galerkin-Verfahren die
Konvergenzaussage:
Satz 1.3.11 Sei f ∈ Hs(Γ) die Lo¨sung von (1.35) und die stetige Sesquiline-
arform a(·, ·) erfu¨lle auf Sm,dh (Γ)×Sm,dh (Γ) die Babusˇka-Bedingungen. Weiter
gelten in der Spektral-Norm bzw. der unita¨ren Norm die Abscha¨tzungen
||Aκ − A˜κ||2 ≤ γhh2|r|||Aκ||2 und ||b− b˜||2 ≤ εhh|r|||b||2 .
Dann besitzt das gesto¨rte Galerkin-Verfahren (1.39) eine eindeutig bestimmte
Lo¨sung f˜h ∈ Sm,dh (Γ) und es gilt
||f − f˜h||Hr(Γ) ≤
(
c1h
s−r + c2γh
) ||f ||Hs(Γ) + c3εh||uD||Hs(Γ)
mit r ≤ s ≤ m.
Fu¨r den Beweis des Satzes geben wir das folgende Lemma an.
Lemma 1.3.12 Es gelte die inverse Ungleichung und die stetige Sesquiline-
arform a(·, ·) erfu¨lle auf Sm,dh (Γ)× Sm,dh (Γ) die Babusˇka-Bedingungen. Dann
gelten
1. fu¨r r < 0:
cb
c2oc
2
i
h2−2r ≤ ||Aκ||2 ≤ cs
c2u
h2 und ||b||2 ≤ h
cu
||uD||H|r|(Γ) .
2. fu¨r r ≥ 0:
cb
c2o
h2 ≤ ||Aκ||2 ≤ csc
2
i
c2u
h2−2r und ||b||2 ≤ ci
cu
h1−r||uD||Hr(Γ) .
Dabei bezeichnet || · ||2 die Spektral-Norm der zugeho¨rigen Galerkin-Matrix
Aκ bzw. die unita¨re Norm der rechten Seite b aus (1.37).
Beweis. Es seien ν, ω ∈ CN mit ω 6= 0. Wir bemerken
||Aκν||2 = sup
ω
|(ω∗Aκν)|
||ω||2 = supω
|a(Phν,Phω)|
||ω||2
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und analog
||b||2 = sup
ω
|l(Phω)|
||ω||2 .
Sei r < 0. Zuna¨chst ergibt sich mit der A¨quivalenz der Normen (1.32) und
der inversen Ungleichung
||ω||2 ≤ coh−1||Phω||L2(Γ) ≤ cocihr−1||Phω||Hr(Γ) .
Da a(·, ·) die Babusˇka-Bedingungen erfu¨llt, folgt
||Aκν||2 ≥ h
1−r
coci
sup
ω
|a(Phν,Phω)|
||Phω||Hr(Γ)
≥ cb
coci
h1−r||Phν||Hr(Γ)≥ cb
c2oc
2
i
h2−2r||ν||2 .
Die letzte Abscha¨tzung ergibt sich analog zu oben.
Wegen der Stetigkeit der Sesquilinearform gilt
||Aκν||2 ≤ cs||Phν||Hr(Γ) sup
ω
||Phω||Hr(Γ)
||ω||2
≤ cs||Phν||L2(Γ) sup
ω
||Phω||L2(Γ)
||ω||2
(1.32)
≤ cs
c2u
h2||ν||2 .
Fu¨r die rechte Seite erhalten wir mit der gleichen Argumentation
||b||2 ≤ h
cu
sup
ω
|(uD,Phω)L2(Γ)|
||Phω||Hr(Γ) ≤
h
cu
||uD||H|r|(Γ) .
In analoger Weise erhalten wir die Abscha¨tzungen im Fall r ≥ 0.
Beweis. (Satz 1.3.11)
Seien fh, wh ∈ Sm,dh (Γ) wie oben gegeben. Wir bemerken
|a(fh, wh)− a˜(fh, wh)| = |ν∗(Aκ − A˜κ)ω|
≤ ||Aκ − A˜κ||2||ν||2||ω||2
≤ γhh2|r|||Aκ||2||ν||2||ω||2 .
Wir scha¨tzen ||Aκ||2 mit Lemma 1.3.12 ab und erhalten aus der A¨quivalenz
der Normen (1.32) und ggf. der Anwendung der inversen Ungleichung fu¨r alle
r die Beziehung
|a(fh, wh)− a˜(fh, wh)| ≤ γhcscˆ2||fh||Hr(Γ)||wh||Hr(Γ) ,
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wobei cˆ = cico/cu.
Fu¨r die rechte Seite beachten wir
|l(wh)− l˜(wh)| = |ω∗(b− b˜)| ≤ ||b− b˜||2||ω||2
und mit der gleichen Argumentation wie oben ergibt sich die Abscha¨tzung
|l(wh)− l˜(wh)| ≤ εhcˆ||uD||Hr(Γ)||wh||Hr(Γ) .
Seien f ∈ Hs(Γ) und f˜h ∈ Sm,dh (Γ) die eindeutig bestimmten Lo¨sungen der
Probleme (1.35) und (1.39). Wir wenden das Lemma von Strang 1.3.3 mit
H1 = H2 = H
r(Γ) und Vh = Wh = S
m,d
h (Γ) ⊂ Hr(Γ) an und erhalten mit
c = (1 + cs/cb)
||f − f˜h||Hr(Γ) ≤ inf
fh∈Sm,dh (Γ)
(
c||f − fh||Hr(Γ) + cs
cb
cˆ2γh||fh||Hr(Γ)
)
+
cˆ
cb
εh||uD||Hr(Γ)
≤ ca
(
c˜
cb
+ c
)
hs−r||f ||Hs(Γ) + cs
cb
cˆ2γh||f ||Hs(Γ)
+
cˆ
cb
εh||uD||Hs(Γ) ,
wobei γhcscˆ
2 < c˜.
Fu¨r die letzte Abscha¨tzung wurden die Dreiecksungleichung
||fh||Hr(Γ) < ||f − fh||Hr(Γ) + ||f ||Hr(Γ)
und die Approximationseigenschaft mit r ≤ s ≤ m ausgenutzt.
Mit c1 = ca (c˜/cb + c), c2 = cˆ
2cs/cb und c3 = cˆ/cb folgt die Behauptung.
Satz 1.3.13 Die stetige Sesquilinearform a(·, ·) erfu¨lle auf Sm,dh (Γ)×Sm,dh (Γ)
die Babusˇka-Bedingungen und es gelte die inverse Ungleichung. Dann ergibt
sich fu¨r die Konditionszahl der zugeho¨rigen Galerkin-Matrix Aκ
cond2(Aκ) ≤ ch−2|r| mit c = cs
cb
(
ci
co
cu
)2
.
Beweis. Die Behauptung erhalten wir, indem wir Lemma 1.3.12 anwenden,
cond2(Aκ) = ||Aκ||2||A−1κ ||2.
Bemerkung 1.3.14 Im Fall L2(Γ), d.h. r = 0, ha¨ngt die Konditionszahl
nicht mehr explizit von h ab, d.h. die Matrix Aκ aus (1.37) ist asymptotisch
gut konditioniert.
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Im Falle des Kollokationsverfahrens lautet das Problem
” finde fh ∈ Sm,dh (Γ) mit
Aκfh(yi) = uD(yi) , i = 1, . . . , N , (1.40)
in den sogenannten Kollokationspunkten yi ∈ Γ ”,
vgl. Bemerkung 1.3.4. 2. Das zugeho¨rige Gleichungssystem ergibt sich zu
Aκν = b , Aκ ∈ CN×N , b ∈ CN , (1.41)
wobei nun
aij(κ) = (Aκϕj)(yi) , bi = uD(yi) , i, j = 1, . . . , N ,
und ν = (ν1, . . . , νN)
T ∈ CN aus (1.31) gelten.
Fu¨r das in der Praxis ha¨ufig benutzte Kollokationsverfahren liegen im Ge-
gensatz zum Galerkin-Verfahren keine allgemeinen Konvergenzaussagen vor.
Wa¨hrend im zweidimensionalen Fall Aussagen fu¨r bestapproximierende Spli-
nes ungerader und gerader Ordnung in [6], [77] oder [88] gezeigt werden,
sind zur Zeit im dreidimensionalen Fall befriedigende Ergebnisse nur fu¨r die
spezielle Klasse Fredholmscher Integralgleichungen zweiter Art mit schwach
singula¨rem Kern bekannt.
Die zu lo¨sende Gleichung (1.34) besitzt diese Eigenschaft, d.h.(
1
2
I +Kκ
)
[f ](y) = uD(y) , y ∈ Γ , (1.42)
und Kκ = Dκ + iηSκ ist ein schwach singula¨rer, kompakter Operator, vgl.
Bemerkung 1.2.1.
Wir bemerken, dass im Fall eines nicht-glatten Randes der Doppelschichtpo-
tenial-Operator Dκ durch Dκ = D(1)κ + D(2)κ dargestellt werden kann, wobei
D(1)κ ein kompakter Operator ist und der Operator D(2)κ die Kontraktionsei-
genschaft ||D(2)κ || ≤ q < 1 besitzt.
Wir zeigen im Folgenden einige wichtige Resultate und verweisen fu¨r eine
ausfu¨hrliche Behandlung auf die Arbeiten [87] oder [86].
Sei Ih : C(Γ) → Sm,dh (Γ) der zu Y = {y1, . . . , yN , yi ist Kollokationspunkt}
zugeordnete Interpolationsoperator gema¨ß
Ihv(yi) = v(yi) , i = 1, . . . , N , (1.43)
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mit der Approximationseigenschaft:
Seien 0 ≤ τ ≤ s ≤ m, τ ≤ d ≤ m− 1. Dann gilt fu¨r v ∈ Cs(Γ)
||Ihv − v||Hτ∞(Γ) ≤ c¯ahs−τ ||v||Hs∞(Γ) , (1.44)
wobei die Konstante c¯a unabha¨ngig von h und v ist.
Damit ergibt sich fu¨r (1.34) die Kollokationsgleichung
” finde fh ∈ Sm,dh (Γ) mit
1
2
fh +Kκhfh = uDh , Kκh = IhKκ und uDh = IhuD . ” (1.45)
Bemerkung 1.3.15 Aufgrund der Definition des Interpolationsoperators Ih
(1.43) ist die Gleichung (1.45) zu (1.40) mit Aκ = 1
2
I +Kκ a¨quivalent.
Mit Hilfe des folgenden Lemmas, welches unter anderem in [87] gezeigt ist,
ko¨nnen wir Konvergenzaussagen fu¨r das Kollokationsverfahren formulieren.
Lemma 1.3.16 Es gelten folgende Voraussetzungen:
1. X0 = C(Γ) und X = H0∞(Γ) fu¨r d = 0 bzw. X0 = X = C(Γ) fu¨r d ≥ 1
zusammen mit der H0∞(Γ)-Norm,
2. Kκ : X → X0 ist ein kompakter, linearer Operator,
3. ||IhKκv||H0∞(Γ) ≤ c¯c||v||H0∞(Γ) und limh→0 ||(IhKκ − Kκ)v||H0∞(Γ) = 0 fu¨r
alle v ∈ X0,
4. die Menge
⋃
h>0
{
(IhKκ −Kκ)v , v ∈ X und ||v||H0∞(Γ) ≤ 1
}
ist relativ
kompakt in X0.
Weiter sei f ∈ X0 die eindeutig bestimmte Lo¨sung von (1.42) mit uD ∈ X0.
Dann existiert h0 > 0, so dass die Gleichung
1
2
fh +Kκhfh = uD , Kκh = IhKκ , (1.46)
fu¨r 0 < h < h0 eindeutig lo¨sbar ist und die Lo¨sung fh ∈ Sm,dh (Γ) genu¨gt den
folgenden Abscha¨tzungen
||fh||H0∞(Γ) ≤ c¯k||f ||H0∞(Γ) ≤ ck||uD||H0∞(Γ) (1.47)
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und
||f − fh||H0∞(Γ) ≤ ck||(Kκh −Kκ)f ||H0∞(Γ) . (1.48)
Dabei sind c¯k, ck > 0 zwei von h unabha¨ngige Konstanten.
Satz 1.3.17 Sei h0 > 0. Die Gleichung (1.42) mit uD ∈ Cr(Γ) sei eindeutig
lo¨sbar und f ∈ Cr(Γ), 0 ≤ r ≤ m. Dann gilt fu¨r die eindeutig bestimmte
Lo¨sung fh ∈ Sm,dh (Γ) von (1.45)
||f − fh||H0∞(Γ) ≤ c¯hr
(
1
2
||f ||Hr∞(Γ) + ||uD||Hr∞(Γ)
)
(1.49)
fu¨r alle 0 < h < h0.
Beweis. Wir bemerken zuna¨chst,
(Ih − I)Kκf = (Ih − I)
(
uD − 1
2
f
)
.
Fu¨r die Abscha¨tzung (1.48) ergibt sich mittels der Dreiecksungleichung
||f − fh||H0∞(Γ) ≤ ck
(
||IhuD − uD||H0∞(Γ) +
1
2
||Ihf − f ||H0∞(Γ)
)
(1.44)
≤ ckc¯ahr
(
1
2
||f ||Hr∞(Γ) + ||uD||Hr∞(Γ)
)
Die Behauptung folgt mit c¯ = ckc¯a.
Wir betrachten abschließend das gesto¨rte lineare Gleichungssystem
1
2
ν˜ + K˜κν˜ = b , bi = uDh(yi) , i = 1, . . . , N ,
und bezeichnen mit K˜κh = IhK˜κ : Sm,dh (Γ) → Sm,dh (Γ) den zugeho¨renden
linearen kompakten Operator.
Satz 1.3.18 Seien f ∈ Cr(Γ) und fh ∈ Sm,dh (Γ) die eindeutig bestimmten
Lo¨sungen von (1.42) mit uD ∈ Cr(Γ) bzw. von (1.45) mit uDh ∈ Sm,dh (Γ).
Weiter sei in der Maximum-Norm die Abscha¨tzung
||Kκ − K˜κ||∞ ≤ δh||Kκ||∞ (1.50)
gegeben. Dann lo¨st f˜h ∈ Sm,dh (Γ) (f˜h = Phν˜ mit ν˜ ∈ CN) das gesto¨rte Kollo-
kationsverfahren
1
2
f˜h + K˜κh f˜h = uDh (1.51)
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eindeutig und es gilt
||f − f˜h||H0∞(Γ) ≤ c¯hr
(
1
2
||f ||Hr∞(Γ) + ||uD||Hr∞(Γ)
)
+ c¯gδh||uD||H0∞(Γ) .
Beweis. Es gelte die A¨quivalenz der Normen (1.33) fu¨r v = Phν ∈ Sm,dh (Γ)
und ν ∈ CN .
Zuna¨chst scha¨tzen wir die Norm ||Kκ||∞ mit Hilfe des Lemmas 1.3.16 ab
||Kκν||∞ ≤ 1
c¯u
||Kκhv||H0∞(Γ) ≤
c¯c
c¯u
||v||H0∞(Γ) ≤
c¯o
c¯u
c¯c||ν||∞ . (1.52)
Es seien fh, f˜h ∈ Sm,dh (Γ) mit fh = Phν, f˜h = Phν˜ und ν, ν˜ ∈ CN . Aus (1.45)
und (1.51) erhalten wir die Gleichung
1
2
(
fh − f˜h
)
+ K˜κh
(
fh − f˜h
)
= (K˜κh −Kκh)fh = gh .
Die Abscha¨tzung (1.48) ergibt sich mit der A¨quivalenz der Normen (1.33) zu
||fh − f˜h||H0∞(Γ) ≤ ck||gh||H0∞(Γ) ≤ ckc¯o||(K˜κ −Kκ)ν||∞
≤ ckc¯o||K˜κ −Kκ||∞||ν||∞
≤ ck c¯o
c¯u
||K˜κ −Kκ||∞||fh||H0∞(Γ) .
Wir wenden die Eigenschaft (1.50) an und scha¨tzen ab, vgl. (1.52),
||fh − f˜h||H0∞(Γ) ≤ ckc¯c
c¯2o
c¯2u
δh||fh||H0∞(Γ)
(1.47)
≤ c¯gδh||uD||H0∞(Γ) , c¯g = c¯c
(
ck
c¯o
c¯u
)2
.
Die Behauptung folgt mittels der Dreiecksungleichung
||f − f˜h||H0∞(Γ) ≤ ||f − fh||H0∞(Γ) + ||fh − f˜h||H0∞(Γ)
und der Konvergenzabscha¨tzung (1.49).
Satz 1.3.19 Es gelten die Aussagen des Lemmas 1.3.16. Dann ergibt sich
fu¨r die Konditionszahl der Kollokationsmatrix Aκ ∈ CN×N aus (1.41)
cond∞(Aκ) ≤ c¯ mit c¯ = ck c¯
2
o
c¯2u
(1 + c¯c) .
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Beweis. Wir betrachten die Kollokationsgleichung
1
2
fh +Kκhfh = uD , Kκh = IhKκ ,
mit fh = Phν ∈ Sm,dh (Γ) und ν ∈ CN .
Weiter gelte die A¨quivalenz der Normen (1.33). Mit der Abscha¨tzung (1.52)
des letzten Beweises und der Dreiecksungleichung ergibt sich
||Aκν||∞ ≤ 1
2
||ν||∞ + ||Kκν||∞ ≤ c¯o
c¯u
(1 + c¯c)||ν||∞ .
Andererseits erhalten wir mit der Abscha¨tzung (1.47)
||Aκν||∞ ≥ 1
c¯o
||1
2
fh +Kκhfh||H0∞(Γ) ≥
1
c¯ock
||fh||H0∞(Γ) ≥
c¯u
c¯ock
||ν||∞ .
Damit ergibt sich
cond∞(Aκ) = ||Aκ||∞||A−1κ ||∞ ≤ ck
c¯2o
c¯2u
(1 + c¯c)
und somit die Behauptung.
Daru¨ber hinaus kann die Gleichung (1.34) mit dem Nystro¨mverfahren gelo¨st
werden, vgl. [47]. Das Verfahren basiert im Wesentlichen darauf, das auf-
tretende Integral durch eine geeignete Quadraturformel QΓ mit Gewichten
wj > 0 und Punkten xj ∈ Γ, j = 1, . . . , N , zu ersetzen,∫
Γ
(
∂
∂nx
G(x, y, κ) + iηG(x, y, κ)
)
f(x) dFx
≈ QΓ =
N∑
j=1
wj
(
∂
∂nx
G(xj, y, κ) + iηG(xj, y, κ)
)
f(xj) , y ∈ Γ ,
und dann das Kollokationsverfahren anzuwenden. Wir erhalten somit das
lineare Gleichungssystem
1
2
f(yi) +
N∑
j=1
wj
(
∂
∂nx
G(xj, yi, κ) + iηG(xj, yi, κ)
)
f(xj) = uD(yi) ,
i = 1, . . . , N . Die zugeho¨rige Systemmatrix Aκ mit
aij(κ) =

(∂nxG(xj, yi, κ) + iηG(xj, yi, κ)) f(xj) i 6= j
1
2
i = j
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wird auch als Punktauswertungsmatrix bezeichnet.
A¨hnlich wie beim Kollokationsverfahren ergeben sich auch hier Schwierig-
keiten, allgemeine Aussagen u¨ber Konvergenz und Stabilita¨t im dreidimen-
sionalen Fall zu formulieren.
1.4 Der Einfluss der Wellenzahl
Bei unseren bisherigen Betrachtungen und Konvergenzuntersuchungen haben
wir stets angenommen, dass die Wellenzahl κ ∈ R+ fest gewa¨hlt ist und sie
nicht na¨her beru¨cksichtigt. Es ist jedoch bekannt [8], dass die Beziehung
zwischen der Wellenzahl und der Feinheit der Diskretisierung h eine wichtige
Rolle spielt. Neben der in der Ingenieurswissenschaft ha¨ufig angewendeten
Faustregel
κh ≤ pi/5 fu¨r κ > 1 , (1.53)
bestimmt die Bedingung κ2h < 1 wesentlich die Stabilita¨t der Verfahren,
vgl. [33]. Anhand eines eindimensionalen Modellproblems fu¨r die Helmholtz-
Gleichung wird in [59] gezeigt, dass bei der Finiten Elemente Methode der
Fehlerterm κ3h2 auftritt, der zu der obigen Beziehung fu¨hrt. A¨hnliche Resul-
tate fu¨r zwei- und dreidimensionale Modellprobleme sind unter anderen in
[30] oder [8] zu finden.
Daru¨ber hinaus untersucht Giebermann [38] den Einfluss der Wellenzahl auf
den Kopplungsparameter η = η(κ) aus (1.24) und zeigt, dass bei Anwen-
dung des Galerkin-Verfahrens auf die Randintegralgleichung von Brakhage
und Werner auf der Einheitsspha¨re und der Wahl η = −κ/2, κ > 1, eine
Konstante C unabha¨ngig von κ existiert, so dass der Galerkin-Operator Aκ
aus (1.36) fu¨r h < Cκ−1 stetig invertierbar ist.
In Abschnitt 1.3.3 haben wir gesehen, dass fu¨r den Operator aus (1.34) die
zugeho¨rige Galerkin-Gleichung asymptotisch gut konditioniert ist. Im Allge-
meinen gilt jedoch cond2(Aκ) = O(N) und damit cond2(Aκ) = O(κ
2). Diese
Beziehung ergibt sich aus den obigen U¨berlegungen, wenn wir das Verhalten
N = O(κ2) beachten. Es empfiehlt sich bei der iterativen Lo¨sung eine pas-
sende Vorkonditionierung zu verwenden, vgl. dazu unter anderen [69], [81]
und speziell fu¨r die Helmholtz-Gleichung [20] oder [34].
Neben dem angesprochenen ”mittleren” Spektrum gilt es, auf die beiden
Grenzfa¨lle κ→∞ und κ→ 0 hinzuweisen.
Unter anderen wird in [14], [60] der Fall κ→∞ fu¨r die zeitharmonische Wel-
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lenausbreitung im inhomogenen Medium mit Hilfe der geometrischen Optik
untersucht. Die Modifizierung der Ansatzra¨ume, um ein stabiles Verfahren
fu¨r hohe Wellenzahlen zu erhalten, steht in [1] im Vordergrund.
Im Fall kleiner Wellenzahlen verweisen wir auf die Arbeiten [4], [27] oder [58].
Der Grenzwert κ = 0 entspricht gerade dem Laplace-Problem,
G(x, y, 0) =
1
4pi
1
|x− y| , x, y ∈ R
3 , x 6= y ,
welches in der Literatur sehr eingehend behandelt ist.
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2 Fourier-Methode
In diesem Kapitel steht die Auswertung der Matrizen aus Abschnitt 1.3.3
in Abha¨ngigkeit der Wellenzahl im Mittelpunkt unseres Interesses. Das heißt
wir geben ein Spektrum aus Nκ Wellenzahlen vor und interessieren uns fu¨r die
Lo¨sungen der a¨ußeren Dirichlet-Randwertprobleme (1.18) mit 0 ≤ κ ≤ κmax,
wobei die obere Schranke κmax der Stabilita¨tsbedingung (1.53) genu¨gt.
Insbesondere betrachten wir die Kollokationsmatrizen Aκ und beachten, dass
die Singularita¨ten-Funktion G(x, y, κ) aus (1.6) explizit von der Wellenzahl
κ abha¨ngt.
Aκν ≡
(
1
2
I +Dκ + iηSκ
)
ν = b , (2.1)
wobei die Eintra¨ge der Matrizen Dκ , Sκ ∈ CN×N durch
dij(κ) =
1
4pi
∫
Γ
∂
∂nx
eiκ|x−yi|
|x− yi|ϕj(x)dFx (2.2)
beziehungsweise
sij(κ) =
1
4pi
∫
Γ
eiκ|x−yi|
|x− yi|ϕj(x)dFx (2.3)
mit yi ∈ Y und i, j = 1, . . . , N gegeben sind.
Im Allgemeinen ko¨nnen die auftretenden Integrale nicht analytisch angege-
ben werden und es bedarf dem Einsatz geeigneter Quadraturformeln, deren
Genauigkeit und numerischer Aufwand von κ abha¨ngen. Daru¨ber hinaus be-
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sitzen die Integrale an der Stelle x = yi eine Singularita¨t, so dass u¨blicher-
weise die Singularita¨ten-Funktion G(x, y, κ) gema¨ß
G(x, y, κ) =
1
4pi
eiκ|x−y| − 1
|x− y| +
1
4pi
1
|x− y| = G1(x, y, κ) +G2(x, y, κ)
aufgespalten und getrennt untersucht wird. Dabei ist zu bemerken, dass die
Funktionen G1(x, y, κ) und ∂nG1(x, y, κ) stetig und beschra¨nkt sind und die
Integration der Funktion G2(x, y, κ) = G(x, y, 0) in der Literatur eingehend
behandelt wurde, vgl. [38]. Einen anderen Ansatz, der darauf beruht, die In-
tegrale mittels einer geeigneten Transformation u¨ber dem Parametergebiet
auszuwerten, findet der interessierte Leser in [17].
Mit den herko¨mmlichen Verfahren mu¨ssen die Matrizen Dκ und Sκ demnach
fu¨r jede Wellenzahl neu berechnet werden.
Um fu¨r alle Wellenzahlen die Eintra¨ge effizient und unter gewissen Voraus-
setzungen auch analytisch auszuwerten, stellen wir hier eine neue Methode
vor. Die grundlegende Idee der sogenannten Fourier-Methode besteht darin,
die Fourier-Transformation bezu¨glich der Wellenzahl κ geeignet anzuwenden:
Die Matrizen C(κ) ∈ CN×N mit C(κ) = Dκ oder C(κ) = Sκ sind durch
C(κ) = Fξ,κ
[F−1κ,ξ [C(κ) ](ξ)]︸ ︷︷ ︸
= Cˇ(ξ)
(κ)
eindeutig bestimmt.
Wir bemerken, dass die inverse Fourier-Transformierte Cˇ(ξ) mit ξ = ct als
Randelementmatrix der Wellengleichung (1.1) aufgefasst werden kann.
Die Randwertprobleme der Wellengleichung ko¨nnen analog zu den in Kapitel
1 dargestellten U¨berlegungen mit den Randelementmethoden gelo¨st werden.
Einige Stabilita¨ts- und Konvergenzaussagen findet der interessierte Leser un-
ter anderen in [29], [28] oder [36]. Daru¨ber hinaus sind die Abbildungseigen-
schaften der zugeho¨rigen Integral-Operatoren in [21] zusammengestellt.
Wa¨hrend in [84] die Randelementmethoden fu¨r die Helmholtz- und Wel-
lengleichung unabha¨ngig voneinander untersucht werden, liegt das Ziel der
Arbeiten [9] oder [44] darin, die vorhandenen Stabilita¨ts- und Konvergenz-
resultate der Helmholtz-Gleichung mit einer komplexwertigen Wellenzahl
κ = κr + iκi ∈ C, κi > 0, zur Untersuchung der Wellengleichung auszunut-
zen. Die a¨quivalente analytische Behandlung der Gleichungen basiert dabei
auf der formalen Fourier-Transformation fˆ(κ) = F(e−κiξf)(κr) und der Par-
seval’sche Gleichung. In [45] werden diese Ausfu¨hrungen zugrunde gelegt, um
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das Galerkin-Verfahren fu¨r die Wellengleichung zu formulieren.
In unserem Fall stellen die Fourier-Transformationen (κ → ξ) und (ξ → κ)
die zentralen Hilfsmittel zur numerischen Auswertung der auftretenden Ma-
trizen dar. In den angefu¨hrten Arbeiten werden hingegen die Matrizenein-
tra¨ge stets mit den gewo¨hnlichen Standard-Verfahren der Helmholtz- und
Wellengleichung berechnet.
Daru¨ber hinaus wird in der Arbeit [31] (und in den dort angegebenen Refe-
renzen) eine Fourier-Methode bezu¨glich der Ortskoordinate x bzw. y ∈ R3
vorgestellt. Alternativ wird das Galerkin-Verfahren mit den transformierten
Gro¨ßen der Singularita¨ten- und den Ansatzfunktionen formuliert, deren Exi-
stenz und Eindeutigkeit wieder durch die Parseval’sche Gleichung gesichert
ist. Im Anhang geben wir speziell die ra¨umliche Fourier-Transformierten von
G(x, y, κ) an.
Nach der Bereitstellung einiger grundlegender Definitionen und Eigenschaf-
ten der Dirac δ-Distribution und der Fourier-Transformation untersuchen
wir die inverse Fourier-Transformierte (κ → ξ) der Matrizen. Mittels der
eingefu¨hrten Koordinatentransformation werden die auftretenden Integrale
analytisch ausgewertet und auf die so gewonnenen Matrizen die Fourier-
Transformation (ξ → κ) angewandt.
2.1 Grundlagen
Fu¨r unsere weiteren Ausfu¨hrungen genu¨gt es, die Aussagen im eindimensio-
nalen Fall zu diskutieren. Der mehrdimensionale Fall la¨sst sich ganz analog
dazu behandeln. Fu¨r eine detaillierte Ausfu¨hrung verweisen wir den interes-
sierten Leser auf [18], [37] oder [56].
2.1.1 Dirac δ- Distribution
Der Schwartz-Raum S der schnell abklingenden glatten Test-Funktionen ist
wie folgt definiert:
S = S(R) = {v ∈ C∞(R) ; |〈x〉mDnv(x)| < Cm,n}
fu¨r m,n ∈ N0, x ∈ R und einer gegebenen positiven Konstante Cm,n. Dabei
gilt 〈x〉 = (1+|x|2)1/2 undDn aus (1.5). Den zugeho¨rige Dualraum S ′ = S ′(R)
nennen wir den Raum der temperierten Distributionen.
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Beispiel 2.1.1 Sei ψ : R → C eine stetige Funktion, fu¨r die
ψ(x) = O(〈x〉r) , |x| → ∞
mit r ∈ R gilt. Dann definiert ψ eine temperierte Distribution u¨ber S gema¨ß
〈ψ, v〉 ≡
∫
R
ψ(x)v(x)dx ∀ v ∈ S . (2.4)
Bemerkung 2.1.2 Wir werden die Notation (2.4) auch fu¨r die die Dirac δ-
Distribution
〈δ, v〉 = v(0) ∀ v ∈ S
anwenden.
Weiter betrachten wir E(R) = C∞0 (R) und seinen Dualraum E ′(R), den Raum
der Distributionen mit kompakten Tra¨ger. Fu¨r S bzw. S ′ gelten dann folgende
Inklusionen
E ⊂ S und S ′ ⊂ E ′ .
Die Ableitung einer Distribution ψ ∈ E ′ ist definiert als
〈ψ′, v〉 = −〈ψ, v′〉 ∀ v ∈ E .
Beispiel 2.1.3 Die Heaviside-Funktion
H(x) =
{
1 , x ≥ 0
0 , x < 0
definiert gema¨ß (2.4) eine Distribution, die wir auch mit H(x) bezeichnen.
Dann ergibt sich fu¨r die distributionelle Ableitung
〈H ′, v〉 = −〈H, v′〉 = −
∞∫
0
v′(x)dx = −[v(∞)− v(0)] = v(0) ∀ v ∈ E
und mit Bemerkung 2.1.2 erhalten wir gerade H ′(x) = δ(x).
Wenn wir zusa¨tzlich annehmen, dass v(x) = g(x)w(x), wobei g(x) ∈ C∞(R)
und v, w ∈ E , dann erhalten wir mit Hilfe der Produktregel
〈ψ′, v〉 = −〈ψ, g′w〉 − 〈ψ, gw′〉 . (2.5)
In unseren weiteren Ausfu¨hrungen beno¨tigen wir die Darstellungsformel der
Distribution δ(g(x)),
〈δ(g(x)), v〉 =
n∑
k=1
v(xk)
1
|g′(xk)| ∀ v ∈ S , (2.6)
wobei g(x) eine differenzierbare Funktion ist, die n einfache Nullstellen xk,
k = 1, . . . , n, besitzt, vgl. [37].
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2.1.2 Fourier-Transformation
Fu¨r eine Funktion v : R → C ist die eindimensionale Fourier-Transformierte
durch
vˆ(x) ≡ Fξ,x[v(ξ)](x) =
∫
R
v(ξ)eixξdξ (2.7)
definiert und existiert, wenn v ∈ L1(R). Mit der zugeho¨rigen Inversionsformel
(inverse Fourier-Transformierte)
v(ξ) = F−1x,ξ [vˆ(x)](ξ) =
1
2pi
∫
R
vˆ(x)e−ixξdx (2.8)
erhalten wir die Beziehungen
vˇ(ξ) ≡ F−1x,ξ [v](ξ) =
1
2pi
vˆ(−ξ) bzw. Fξ,x[vˆ](x) = 2piv(−x) . (2.9)
Um die Fourier-Transformation fu¨r v ∈ S ′(R) anzugeben, bemerken wir
zuna¨chst, dass die Darstellungen (2.7) und (2.8) die Fourier-Transformierte
und ihre Inverse fu¨r jede Test-Funktion v ∈ S definieren und die linearen
Abbildungen
F±1 : S → S
stetig und surjektiv sind, vgl. [18].
Wir fassen einige grundlegende Eigenschaften zusammen.
Satz 2.1.4 Seien v, w ∈ S und g ∈ Pm, m ∈ N0. Dann gelten
1. Fx,ξ [Dnv(x)](ξ) = (−iξ)(n)vˆ(ξ)
Fx,ξ
[
g(
d
dx
)v(x)
]
(ξ) = g(−iξ)vˆ(ξ)
Fx,ξ[xnv(x)](ξ) = (−i)nDnvˆ(ξ)
(2.10)
2. Fx,ξ[v ∗ w](ξ) = vˆ(ξ) · wˆ(ξ)
Fx,ξ[v · w](ξ) = 1
2pi
(vˆ(ξ) ∗ wˆ(ξ))
Dabei ist (v ∗ w)(x) =
∫
R
v(x− z)w(z)dz.
40 2. Fourier-Methode
3. (Parseval’sche Gleichung)
〈v, w〉 = 1
2pi
〈vˆ, wˆ〉 .
In analoger Weise erha¨lt man die Aussagen auch fu¨r F−1.
Beweis. Wir zeigen stellvertretend die dritte Aussage. Es gilt mit (2.4)∫
R
v(x)w(x)dx =
1
2pi
∫
R
w(x)
∫
R
vˆ(ξ)e−ixξdξdx
=
1
2pi
∫
R
vˆ(ξ)
∫
R
w(x)eixξdxdξ
=
1
2pi
∫
R
vˆ(ξ)wˆ(ξ)dξ .
Die anderen Beziehungen kann man analog durch Nachrechnen zeigen.
Die folgenden Aussagen sind unter anderem in [89] gezeigt.
Satz und Definition 2.1.5 Sei ψ ∈ S ′ eine temperierte Distribution. Dann
ist die Fourier-Transformierte ψˆ wohldefiniert
〈ψˆ, v〉 = 〈ψ, vˆ〉 ∀ v ∈ S (2.11)
und die Abbildungen
F±1 : S ′ → S ′
sind linear, stetig und surjektiv.
Beispiel 2.1.6 Nach (2.11) gilt fu¨r die Dirac δ-Distribution
〈δˆ, v〉 = 〈δ, vˆ〉 =
∫
R
δ(x)
∫
R
v(ξ)eixξdξdx =
∫
R
v(ξ)dξ = 〈1, v〉
fu¨r alle v ∈ S, d.h. δˆ = 1 und ganz analog δˇ = 1
2pi
.
Mit den Beziehungen (2.9) erhalten wir zudem
F [1](x) = ˆˆδ(x) = 2piδ(−x) und F−1[1](x) = δ(x) ∀x ∈ R . (2.12)
Eine Aufstellung der Fourier-Transformation verschiedener Funktionen und
temperierter Distributionen kann in [37] gefunden werden.
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Bemerkung 2.1.7 Fu¨r unsere weiteren Ausfu¨hrungen sind relevant:
1. Sei g(x) ∈ Pm, m ∈ N0, ein Polynom. Mit der Beziehung (2.10) ergibt
sich
Fx,ξ[g(x)](ξ) = 2pig(−i d
dξ
)δ(ξ) . (2.13)
2. Die Fourier-Transformierte der Indikator-Funktion 1l[ x1, x2 ](x) mit
x1, x2 ∈ R kann durch
E(x1, x2, ξ) =
x2∫
x1
eixξdx = 2hxe
iξ(x1+hx)sinc(ξhx) , (2.14)
wobei hx =
x2 − x1
2
, angegeben werden.
2.2 Die Kollokationsmatrizen
Wir betrachten die Eintra¨ge der Matrix Dκ aus (2.2)
dij(κ) =
1
4pi
∫
Γ
eiκr
r3
(iκr − 1) (nx, x− yi)ϕj(x)dFx
mit r = |x− yi|. Die obige Darstellung ergibt sich gerade aus der Beziehung
∂
∂nx
eiκ|x−yi|
|x− yi| =
eiκ|x−yi|
|x− yi|3 (iκ|x− yi| − 1) (nx, x− yi) .
Fu¨r die zugeho¨rige inverse Fourier-Transformierte beachten wir
F−1κ,ξ [eiκr (iκr − 1)](ξ) =
1
2pi
Fκ,z[iκr − 1](z)|z=r−ξ
und wenden die Beziehung (2.13) fu¨r g(κ) = irκ− 1 an. Damit erhalten wir
die Matrix Dˇξ ∈ RN×N , deren Eintra¨ge durch
dˇij(ξ) =
1
4pi
∫
Γ
1
r3
(
r
d
dz
− 1
)
δ(z)
∣∣∣
z=r−ξ
(nx, x− yi)ϕj(x)dFx (2.15)
fu¨r i, j = 1, . . . , N gegeben sind.
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In analoger Weise la¨sst sich die inverse Fourier-Transformierte der Matrix Sκ
aus (2.3) als Sˇξ ∈ RN×N darstellen mit
sˇij(ξ) =
1
4pi
∫
Γ
δ(ξ − |x− yi|)
|x− yi| ϕj(x)dFx , i, j = 1, . . . , N . (2.16)
In diesem Fall nutzen wir die Beziehungen
F−1κ,ξ [eiκ|x−yi|](ξ) = F−1κ,ξ [1](ξ − |x− yi|)
und (2.12) aus.
Bemerkung 2.2.1 Die Distribution δ(z) mit z = |x − yi| − ξ ist auf der
Oberfla¨che einer Kugel B(yi, ξ) mit Radius ξ und Mittelpunkt yi konzentriert.
Daher kann die zweidimensionale Integration u¨ber suppϕj = {x, ϕj(x) 6= 0}
auf das eindimensionale Kurvenintegral B(yi, ξ) ∩ suppϕj reduziert werden.
Im Fall suppϕj ≡ T4j (ebenes Dreieckselement) erhalten wir die in Abbil-
dung 2.1 dargestellte Situation.
yi
T∆
B(y ,ξ )i
j
Abbildung 2.1: Integration u¨ber B(yi, ξ) ∩ T4j
Daru¨ber hinaus kann ξ auf dem Intervall [ 0, diam Γ ] eingeschra¨nkt werden.
2.2.1 Die Koordinatentransformation
Wir nehmen die in Bemerkung 1.3.8 dargestellte Situation an, d.h. wir er-
setzen die Oberfla¨che Γ durch die Ersatzoberfla¨che Γ4 und stellen fest, dass
die Kollokationspunkte durch die Schwerpunkte der ebenen Dreieckselemente
(Dreiecke) T4i
yi =
1
3
(
x
(1)
i + x
(2)
i + x
(3)
i
)
, i = 1, . . . , N , (2.17)
gegeben sind. In (2.17) bezeichnen die x
(·)
i ∈ Γ die Eckpunkte des Dreiecks-
elements. Weiter wa¨hlen wir stu¨ckweise konstante Ansatzfunktionen mit den
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Tra¨gerbereichen suppϕj ≡ T4j, das heißt
ϕj(x) =
 1 , x ∈ T4j0 , sonst , j = 1, . . . , N = Nel .
In diesem Fall liegt der Berechnung der Integrale∫
T4j
kˇ(x, yi, ξ)dFx , yi ∈ Γ , (2.18)
mit den Kernfunktionen
kˇ(x, y, ξ) = F−1[∂nxG(x, y, κ)](ξ) bzw. kˇ(x, y, ξ) = Gˇ(x, y, ξ) (2.19)
im Wesentlichen eine geeignete Koordinatentransformation zugrunde.
Sei y′i = yi − d · nx der Projektionspunkt des Kollokationspunktes yi in die
Ebene E(T4j), die durch das Dreieck T4j definiert ist. d bezeichnet den
Abstand des Kollokationspunktes zur Ebene. Wir betrachten zuna¨chst die
in Abbildung 2.2 dargestellte Situation. Das heißt wir nehmen an, dass der
Projektionspunkt mit einem Eckpunkt des Dreiecks zusammenfa¨llt. Ohne
Beschra¨nkung der Allgemeinheit (OBdA.) gelte y′i = x
(1)
j .
ρ
r
φ
e3
e2
x′
e1
T∆j
yi
d
h
y′i
x
(2)
j
x
(3)
j
Abbildung 2.2: Koordinatentransformation
Mittels der affinen Abbildung
Ta : R
3 → R3 ; x→ x′ = Q(x− y′i) , Q ∈ R3×3 ,
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wobei Q die zugeho¨rige Rotationsmatrix mit QT = (e1; e2; e3) bezeichnet,
erhalten wir ein Koordinatensystem, dessen Nullpunkt mit dem Projektions-
punkt y′i u¨bereinstimmt und die e3-Achse entlang der Normalen nx der Ebene
E(T4j) gerichtet ist. OBdA. wa¨hlen wir
e1 =
x
(2)
j − x(1)j
|x(2)j − x(1)j |
,
und folglich ist e2 = nx × e1. Die daraus resultierenden Beziehungen
Q(yi − y′i) = (0, 0, d)T und Q(x− y′i) = (x′1, x′2, 0) fu¨r alle x ∈ T4j
ermo¨glichen die Auswertung der Integrale (2.18) in den reduzierten Koordina-
ten x′ = (x′1, x
′
2) bzw. in ebenen Polarkoordinaten (ρ, φ) mit ρ ∈ [0, ρmax(φ)]
und φ ∈ [0,Φmax]. Dabei bezeichnet ρmax(φ) den maximalen Abstand des
Dreiecks T4j zum Nullpunkt in Abha¨ngigkeit des Winkels φ, und Φmax ist
der maximale Winkel zwischen dem Dreieck und der e1-Achse.
Dann ko¨nnen wir (2.18) unter Verwendung der Relationen
r(φ) =
√
ρ(φ)2 + d2 und dFx = ρdρdφ = rdrdφ darstellen als
Φmax∫
0
rmax(φ)∫
|d|
kˇ(x′(r, φ), y′i, ξ)rdrdφ . (2.20)
Fu¨r ρmax(φ) erhalten wir
ρmax(φ) =
h
cos(φ− φ0) , wobei φ0 = arccos
h
|x(2)′j |
. (2.21)
Die Ho¨he h des Dreiecks T4j ist aus der Abbildung 2.2 ersichtlich.
Im Fall F−1[∂nxG] la¨sst sich das auftretende Skalarprodukt (nx, x−yi) gema¨ß
(nx, x− yi) = (nx, x− y′i − d nx) = −d fu¨r alle x ∈ T4j (2.22)
angeben.
Es sei noch bemerkt, dass alle geometrischen Gro¨ßen explizit von der Wahl
des Kollokationspunktes yi und des Dreiecks T4j abha¨ngen. Auf eine Indi-
zierung ij wird aus Gru¨nden der U¨bersichtlichkeit verzichtet.
Fu¨r den dargestellten Spezialfall lassen sich leicht analytische Ausdru¨cke fu¨r
die inversen Fourier-Transformierten der Kollokationsmatrizen Dˇξ und Sˇξ an-
geben, die wir in Abschnitt 2.2.2 ausfu¨hrlich behandeln.
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Im Allgemeinen ist die gegenseitige Lage des Projektionspunktes y ′i zu dem
Dreieckselement T4j beliebig. Dass unser Vorgehen dennoch sinnvoll ist, zeigt
das folgende Beispiel.
Beispiel 2.2.2 Fu¨r das Integral u¨ber dem Dreieck T4j gilt
x
(1)
j
x
(2)
j
x
(3)
j
y′
i
yi
T∆j
∫
T4j
=
∫
41
+
∫
42
−
∫
43
(2.23)
mit 41 = 4y′ix(1)j x(3)j , 42 = 4y′ix(3)j x(2)j
und 43 = 4y′ix(1)j x(2)j ,
wobei jedes Integral auf der rechten Seite der Gleichung (2.23) in der Form
(2.20) dargestellt werden kann.
Analog ko¨nnen alle anderen mo¨glichen Fa¨lle behandelt werden.
Bemerkung 2.2.3 Da sich die eine allgemeine Situation beschreibenden In-
tegrale stets in 3 Integrale des zuvor beschriebenen Typus aufspalten lassen,
ist es mo¨glich, alle Integrale (2.18) analytisch zu berechnen.
Es sei noch bemerkt, dass wir die beim Galerkin-Verfahren auftretenden In-
tegrale ∫
T4j
∫
T4i
kˇ(x, y, ξ) dFxdFy
mit kˇ aus (2.19), nur teilweise analytisch auswerten ko¨nnen. Wird das a¨ußere
Integral mittels einer (optimalen) Gauß-Quadratur-Formel angena¨hert,
≈
∑
l
wl
∫
T4i
kˇ(x, yl, ξ) dFx ,
so lassen sich die resultierenden Integrale analog zu oben transformieren.
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2.2.2 Analytische Darstellung der Matrizen Dˇξ und Sˇξ
Wir setzen im Folgenden fu¨r (yi, T4j), i, j = 1, . . . , N , die in Abschnitt 2.2.1
eingefu¨hrte Koordinatentransformation voraus und nehmen den in Abbil-
dung 2.2 dargestellten Spezialfall an.
Um die Integrale (2.20) analytisch anzugeben, definieren wir
ξ0 =
√
d2 + h2 ,
ξ2min = d
2 +
(
min(|x(2)′j |, |x(3)
′
j |)
)2
,
ξ2max = d
2 +
(
max(|x(2)′j |, |x(3)
′
j |)
)2
,
und die Funktion 1lξ gema¨ß
1lξ = 2 · 1l[ ξ0, ξmin ](ξ) + 1l( ξmin, ξmax ](ξ) . (2.24)
Dabei bezeichnen die Gro¨ßen x
(·)′
j die Eckpunkte des Dreiecks T4j in den
reduzierten Koordinaten.
Satz 2.2.4 Mit den oben eingefu¨hrten Notationen erhalten wir
1. fu¨r die Matrix Dˇξ:
IDˇξ =
1
4pi
(
d
ξ
δ(ξ − |d|)Φmax − β(ξ)1lξ
)
(2.25)
mit
β(ξ) =
d
ξ2 − d2
h√
ξ2 − ξ20
, (2.26)
2. fu¨r die Matrix Sˇξ:
ISˇξ =
1
4pi
( Φ(ξ)− α(ξ)1lξ ) , (2.27)
wobei
α(ξ) = arccos
h√
ξ2 − d2 (2.28)
und
Φ(ξ) = Φmax1l[|d|, ξmax ](ξ)− α(ξmin)1l( ξmin, ξmax ](ξ). (2.29)
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Beweis. (Herleitung der analytischen Ausdru¨cke)
Wir zeigen ausfu¨hrlich die Herleitung von Dˇξ und gehen auf Sˇξ nur kurz ein.
Dieses Vorgehen ist sinnvoll, da die Berechnungen sehr analog zu fu¨hren sind,
wir aber im ersten Fall auf einige wichtige Eigenschaften zu achten haben.
Wir betrachten die Kernfunktion der inversen Fourier-Transformierte Dˇξ aus
(2.15)
kˇ(x, yi, ξ) =
1
4pi
1
r3
(
r
d
dz
− 1
)
δ(z)
∣∣∣
z=r−ξ
(nx, x− yi) , r = |x− yi| .
Mit den Beziehungen (nx, x − yi) = −d, r = z + ξ und dr = dz ergibt sich
das Integral (2.20) zu
IDˇξ = −
d
4pi
Φmax∫
0
zmax(φ)∫
zmin(φ)
(
δ ′(z)
(z + ξ)
− δ(z)
(z + ξ)2
)
dzdφ
=
1
4pi
d
ξ
Φmax∫
0
1l ′[ zmin(φ), zmax(φ) ](z)
∣∣∣
z=0
dφ .
Dabei wurde die Produktregel (2.5) fu¨r g(z) = (z + ξ)−1 angewendet und
die Definition der Dirac δ-Distribution ausgenutzt. Beachten wir außerdem
1l[ zmin, zmax ](z) = H(z − zmin) − H(z − zmax) und H ′(x) = δ(x), so erhalten
wir
IDˇξ =
1
4pi
d
ξ
Φmax∫
0
δ(−zmin(φ))− δ(−zmax(φ))dφ
=
1
4pi
d
ξ
Φmax δ(ξ − |d|)− 1
4pi
d
ξ
2∑
k=1
1l[ 0,Φmax ](φk)
|(−z′max(φ))|φ=φk|
.
Die letzte Umformung folgt aus (2.6) fu¨r zmax(φ) = rmax(φ) − ξ, wobei
φk ∈ [ 0, Φmax ] die k-te einfache Nullstelle von zmax(φ) bezeichnet, und der
Tatsache, dass die untere Grenze zmin(φ) = |d| − ξ unabha¨ngig vom Winkel
φ ist. Insbesondere erhalten wir die Nullstellen
φ1 = φ0 − arccos h
ρmax
und φ2 = φ0 + arccos
h
ρmax
, (2.30)
indem wir ρmax(φk) =
√
ξ2 − d2 und (2.21) beachten.
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Die Abbleitung z′max(φ) = r
′
max(φ) ergibt sich unter Anwendung der Ketten-
regel und (2.21) zu
z′max(φ) =
1
rmax(φ)
ρ2max(φ)
1
cot(φ− φ0) .
Wegen arccos(x) = arccot
x√
1− x2 gilt die Darstellung
|(−z′max(φ))|φ=φk| =
ξ2 − d2
ξ
√
ξ2 − d2 − h2
h
und somit die Behauptung.
Das Integral (2.20) wird im Fall der inversen Fourier-Transformierte der Ma-
trix Sκ (2.16) zu
ISˇξ =
1
4pi
Φmax∫
0
rmax∫
|d|
δ(r − ξ)drdφ
=
1
4pi
Φmax(ξ)− 1
4pi
(φ2(ξ)− φ1(ξ)) .
Die letzte Umformung ist eine einfache Konsequenz der Bemerkung 2.1.2.
Mittels der Darstellungen (2.30) fu¨r φ(·)(ξ) und einer kurzen Nebenrechnung
erhalten wir die Behauptung.
Folgerung 2.2.5 Nach Bemerkung 2.2.3 ko¨nnen alle Eintra¨ge dˇij(ξ) der
Matrix Dˇξ beziehungsweise sˇij(ξ) der Matrix Sˇξ mit Satz 2.2.4 analytisch
angegeben werden.
Die Darstellungen (2.25) und (2.27) implizieren, dass die so gewa¨hlten Ele-
mente auf einem lokalen Tra¨gerbereich, die in [ |d|, ξmax ] liegen, konzentriert
sind. Daher la¨sst sich leicht folgern, dass die Matrizen Dˇξ und Sˇξ fu¨r ein fest
gewa¨hltes ξ schwachbesetzt sind, vgl. auch Bemerkung 2.2.1.
2.2.3 Die transformierten Matrizen
Wir geben die Fourier-Transformation (ξ → κ) der Darstellungen aus Satz
2.2.4 an.
Lemma 2.2.6 Es sei g eine auf Iξ = [ ξ0, ξmax ] (uneigentlich) integrierbare
Funktion mit Stammfunktion G.
2.2. Die Kollokationsmatrizen 49
Fu¨r die Fourier-Transformierte F [g(ξ)1l[ ξ1, ξ2 ](ξ)](κ) mit ξ1, ξ2 ∈ Iξ gilt dann
ξ2∫
ξ1
g(ξ)eiκξdξ = eiκξ0G(ξ)
∣∣∣ξ2
ξ1
+
ξ2∫
ξ1
g(ξ)
(
eiκξ − eiκξ0) dξ .
Das zweite Integral der rechten Seite kann wegen g(ξ) · (eiκξ − eiκξ0) ∈ L1(Iξ)
mittels der gewo¨hnlichen Gauß-Legendre-Quadratur approximiert werden
Qm(g, ξ0, ξ1, ξ2, κ) = iκe
iκξ0hξ
m∑
k=1
wkg¯(ξk)sinc(κξk)e
iκξk ,
wobei g¯(ξ) = ξ g(2ξ + ξ0). Die relevanten Parameter der Quadratur-Formel
Qm sind durch
ξk = ξ¯ + hξxk , hξ =
ξ1 − ξ2
4
und ξ¯ =
ξ2 + ξ1 − 2ξ0
4
gegeben, xk bezeichnen die Nullstellen der Legendre-Polynome Pm der Ord-
nung m und wk sind die zugeho¨rigen Gewichte, vgl. [2].
Beweis. Die Quadraturformel ergibt sich durch einfache Rechnungen mit
der Substitution ξ → 2ξ + ξ0.
Es sei ξ ∈ [ ξ0, ξmax ] beliebig. Fu¨r die Funktion β(ξ) aus (2.26) stellen wir
fest:
1. β(ξ) besitzt an der Stelle ξ = ξ0 eine Singularita¨t und ist auf [ ξ0, ξmax ]
uneigentlich integrierbar mit der Stammfunktion
γ(ξ) =

1
2
(
arctan
(
ξ20 + d ξ
h
√
ξ2 − ξ20
)
− arctan
(
ξ20 − d ξ
h
√
ξ2 − ξ20
))
0 fu¨r ξ = ξ0 .
(2.31)
2. Aufgrund
lim
ξ→ξ0
eiκξ − eiκξ0
ξ − ξ0 = iκe
iκξ0 gilt lim
ξ→ξ0
β(ξ)
(
eiκξ − eiκξ0) = 0 ,
d.h. β(ξ) · (eiκξ − eiκξ0) ∈ L1([ ξ0, ξmax ]).
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Damit erfu¨llt die Funktion β(ξ) insbesondere fu¨r das Intervall 1lξ aus (2.24)
die Voraussetzungen von Lemma 2.2.6. Zusammen mit der Definition der Di-
rac δ-Distribution δ(ξ − |d|) ergibt sich die Fourier-Transformierte der Dar-
stellung (2.25) zu
IDκ =
1
4pi
(
sgn(d)Φmax e
iκ|d| − (γ(ξmax) + γ(ξmin)) eiκξ0−
2Qm(β, ξ0, ξ0, ξmin, κ)−Qm(β, ξ0, ξmin, ξmax, κ)
)
. (2.32)
In analoger Weise wenden wir das Lemma 2.2.6 auf die Funktion α(ξ) aus
(2.28) an. Dabei ist fu¨r ξ ∈ [ ξ0, ξmax ] die zugeho¨rige Stammfunktion durch
σ(ξ) = ξα(ξ)− h log
(
ξ +
√
ξ2 − ξ20
)
− d γ(ξ)
mit γ(ξ) aus (2.31) gegeben.
Da sich die Fourier-Transformierte jedes Summanden der Funktion Φ(ξ) aus
(2.29) mit Hilfe der Beziehung (2.14), F [1l[ ξ1, ξ2 ](ξ)](κ) = E(ξ1, ξ2, κ), dar-
stellen la¨sst, erhalten wir
Φˆ(κ) = ΦmaxE(|d|, ξmax, κ)− α(ξmin)E(ξmin, ξmax, κ)
und somit ergibt sich fu¨r die Fourier-Transformierte der Funktion ISˇξ aus
(2.27)
ISκ =
1
4pi
(
Φˆ(κ)− (σ(ξmax) + σ(ξmin)− 2σ(ξ0)) eiκξ0−
2Qm(α, ξ0, ξ0, ξmin, κ)−Qm(α, ξ0, ξmin, ξmax, κ)
)
. (2.33)
Bemerkung 2.2.7
1. Die Funktionen β und γ aus (2.32) beziehungsweise α und σ aus (2.33)
sind unabha¨ngig von der Wellenzahl κ. Daher genu¨gt es, sie einmal zu
berechnen und einen Datensatz zu erstellen. Fu¨r die Generierung der
Funktionen IDκ und ISκ zu den verschiedenen Wellenzahlen κ ≤ κmax
kann dann stets auf diese vorhandenen Daten zuru¨ckgegriffen werden.
2. Aus den Darstellungen (2.32) und (2.33) lassen sich leicht analytische
Ausdru¨cke fu¨r den Fall κ = 0 ableiten.
Zusammenfassend erhalten wir fu¨r das Gleichungssystem (2.1) den folgenden
Satz
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Satz 2.2.8 Wenden wir auf das Gleichungssystem
Aκν ≡
(
1
2
I +Dκ + iηSκ
)
ν = b (2.34)
die Fourier-Methode an, so ko¨nnen die Eintra¨ge der Kollokationsmatrizen
Dκ , Sκ ∈ CN×N gema¨ß der Bemerkung 2.2.3 als Kombination der Darstel-
lung (2.32) fu¨r dij(κ) beziehungsweise (2.33) fu¨r sij(κ), i, j = 1, . . . , N , an-
gegeben werden. Insbesondere gilt dii(κ) = 0.
In [61] ist die Fourier-Methode fu¨r die Matrix Sκ ausfu¨hrlich behandelt. Im
Gegensatz zu den obigen Ausfu¨hrungen wird dort die Fourier-Transformierte
Fξ,κ[sˇij(ξ)1lsupp sˇij ](κ) mittels einer Summe stu¨ckweiser konstanter Splines ap-
proximiert. Die Gu¨te dieses Verfahrens ha¨ngt jedoch entscheidend von der
geeigneten Wahl der Stu¨tzstellen und der Anzahl der Splines ab. Dadurch
werden gegebenenfalls fu¨r komplexe Geometrien einzelne Eintra¨ge schlecht
approximiert. Wa¨hrend sich dieser Effekt bei der vollsta¨ndigen Matrixgene-
rierung nicht auf die Gu¨te der Lo¨sungen auswirkt, eignet sich diese Methode
nicht in Verbindung mit den im na¨chsten Kapitel vorgestellten Approxima-
tionsmethoden. Daru¨ber hinaus kann der Fall κ = 0 nicht exakt dargestellt
werden.
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3 Approximationsmethoden
Das Ziel dieses Kapitels ist es, die vorgestellten linearen Gleichungssysteme
aus Abschnitt 1.3.3 effizient zu lo¨sen. Es ist bekannt, dass die zugeho¨rigen
Matrizen fu¨r jede Wellenzahl 0 ≤ κ ≤ κmax in den auftretenden Gleichungs-
systemen vollbesetzt und unstrukturiert sind.
Interessieren wir uns fu¨r Nκ verschiedene Wellenzahlen, so wu¨rden direk-
te Lo¨sungsverfahren wie die LR-Zerlegung O(NκN
3) Operationen beno¨ti-
gen, wobei N die Anzahl der Freiheitsgrade bezeichnet. Daher werden zur
Lo¨sung großdimensionierter Probleme u¨blicherweise iterative Verfahren wie
das CG-, QMR- oder GMRES-Verfahren verwendet, bei denen die System-
matrix bzw. die Adjungierte nur in die Matrix-Vektor-Multiplikation einge-
hen. Eine U¨bersicht u¨ber diese Verfahren findet der interessierte Leser in
[64] oder [75] (speziell GMRES in [76]). Eine naive Herangehensweise, d.h.
jeder Eintrag der Matrix wird berechnet und die gewo¨hnliche Matrix-Vektor-
Multiplikation verwendet, erfordert jedoch wiederum einen Aufwand fu¨r das
Aufstellen der Matrix und fu¨r die Multiplikation von je O(N 2) Einheiten fu¨r
jede Wellenzahl.
In den letzten zwanzig Jahren wurden mehrere Approximationsmethoden
vollbesetzter Matrizen sowie entsprechende Realisierungen der Matrix-Vek-
tor-Multiplikation mit nahezu linearer Komplexita¨t entwickelt.
Nach der Bereitstellung der notwendigen Grundlagen und Erzeugung einer
hierarchischen Zerlegung der Matrix geben wir einen kurzen U¨berblick der
heute relevanten schnellen (Summations-)Verfahren. Wa¨hrend das Multipol-
und das Panel-Clustering-Verfahren speziell fu¨r die Helmholtz-Gleichung wei-
terentwickelt wurden, passen wir hier erstmals die von Rjasanow und Beben-
dorf eingefu¨hrte Methode [10], [13] zur blockweisen Niedrigrang-Approxima-
tion von Matrizen, die durch asymptotisch glatte Kerne erzeugt werden, for-
mal auf die Kollokationsmatrizen Aκ aus Abschnitt 2.2 an.
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Wir betrachten im Folgenden eine Matrix A ∈ Cm×n, die durch einen Kern
k : Γ× Γ → C (bzw. k : Γ4 × Γ4 → C) der Form
k(x, y) = µ1G(x, y, κ) + µ2
∂
∂nx
G(x, y, κ) (3.1)
mit µ1, µ2 ∈ C erzeugt wird, d.h.
aij =
∫
Γ
k(x, yi)ϕj(x)dFx , 1 ≤ i ≤ m , 1 ≤ j ≤ n.
Beispiel 3.1 Im Fall n = m = N , µ1 = iη und µ2 = 1, η ∈ R, entspricht
die Matrix A gerade der Kollokationsmatrix Aκ aus (2.34). Wir bemerken
aii =
1
2
+ iη
∫
Γ
G(x, yi, κ)ϕi(x)dFx .
3.1 Grundlegende Definitionen
Die grundlegende Idee aller Approximationsverfahren basiert darin, die
Kernfunktion k(x, y) durch degenerierte Kerne zu approximieren.
Definition 3.1.1 Seien die Funktionen fl , gl : R
3 → C fu¨r l = 1, . . . , p und
p ∈ N gegeben. Ein Kern k : R3 × R3 → C heißt degeneriert, wenn er sich
als eine endliche Summe von sogenannten Funktional-Skeletonen fl(x)gl(y)
schreiben la¨sst,
kp(x, y) =
p∑
l=1
fl(x)gl(y) .
Die Darstellungen der Funktional-Skeletone ko¨nnen auf unterschiedliche Wei-
se gefunden werden.
Eine explizite Kernapproximation fu¨r G(x, y, κ) mit κ > 0 aus (1.6) kann mit
Hilfe des folgenden Satzes, der in [23] bewiesen ist, angeben werden.
Satz 3.1.2 Seien x, y ∈ R3 mit xˆ = x/|x| und yˆ = y/|y|. Fu¨r |x| > |y| gilt
G(x, y, κ) =
iκ
4pi
∞∑
l=0
(2l + 1)Pl(xˆ · yˆ)h(1)l (κ|x|)jl(κ|y|) (3.2)
= iκ
∞∑
l=0
l∑
m=−l
Y ml (xˆ)Y
m
l (yˆ)h
(1)
l (κ|x|)jl(κ|y|) . (3.3)
Die Reihe und die der termweisen ersten Ableitungen bezu¨glich x und y kon-
vergieren absolut und gleichma¨ßig auf allen Teilmengen mit |x| > |y|.
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In den Darstellungen (3.2) und (3.3) bezeichnen Y ml die Kugelfla¨chenfunkti-
onen mitm = −l, . . . , l, jl die spha¨rische Besselfunktionen, h(1)l die spha¨rische
Hankelfunktionen 1. Art und Pl die Legendre-Polynome der Ordnung l ∈ N0.
Eine Zusammenfassung der wichtigsten Definitionen und Eigenschaften die-
ser speziellen Funktionen ist im Anhang zu finden.
Wir approximieren die Kernfunktion durch die ersten p ∈ N Terme der Dar-
stellung (3.3) und erhalten die folgende Fehlerabscha¨tzung.
Satz 3.1.3 Seien x, y ∈ R3 mit ν = |y|/|x| ≤ ν0 < 1. Dann gilt
|G(x, y, κ)−Gp(x, y, κ)| ≤ c e
κ|x|
|x| p
3/2νp ,
wobei
Gp(x, y, κ) =
iκ
4pi
p−1∑
l=0
(2l + 1)Pl(xˆ · yˆ)h(1)l (κ|x|)jl(κ|y|)
und die Konstante c nur von ν0 abha¨ngt.
Beweis. Sei p ∈ N. Es gilt
|G(x, y, κ)−Gp(x, y, κ)| = κ
4pi
∣∣∣∣∣
∞∑
l=p
(2l + 1)Pl(xˆ · yˆ)h(1)l (κ|x|)jl(κ|y|)
∣∣∣∣∣
≤ κ
4pi
∞∑
l=p
|γl|
mit
γl = (2l + 1)h
(1)
l (r)jl(z) , r = κ|x|, z = κ|y| .
Hier wurde |Pl(t)| ≤ 1 fu¨r |t| ≤ 1 ausgenutzt. Um γl abzuscha¨tzen, bemerken
wir zuna¨chst
jl(z) =
√
pi
2z
Jl+1/2(z) =
(z
2
)l 1
Γ(l + 1)
1∫
0
(1− t2)l cos zt dt .
Mit | cos zt| ≤ 1 und der Beziehung
1∫
0
(1− t2)ldt = 1
2
Γ(1/2)Γ(l + 1)
Γ(l + 3/2)
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ergibt sich
|jl(z)| ≤
(z
2
)l √pi
(2l + 1)
1
Γ(l + 1/2)
.
Diese Darstellung spiegelt das asymptotische Verhalten fu¨r große Indizes l
wider.
In analoger Weise gilt
h
(1)
l (r) =
√
pi
2r
H
(1)
l+1/2(r) =
1
r
ei(r+lpi/2)
Γ(l + 1)
∞∫
0
e−ttl
(
1 +
it
2r
)l
dt .
Nutzen wir die Beziehungen∣∣∣∣∣
(
1 +
it
2r
)l∣∣∣∣∣ ≤
(
1 +
t
2r
)l
=
l∑
k=0
(
l
k
)
tk
(2r)k
und
∞∫
0
e−ttl+kdt = Γ(l + k + 1) aus, so erhalten wir die Abscha¨tzung
|h(1)l (r)| ≤
1
r
gl(
1
2r
) mit gn(x) =
n∑
k=0
(
n
k
)
Γ(n+ k + 1)
Γ(n+ 1)
xk , n ∈ N0 .
In [41] ist gezeigt, daß fu¨r alle x > 0 gilt
|gn(x)| ≤ c(4x)nΓ(n+ 1)ne 12x , wobei c > 0 . (3.4)
Zum besseren Versta¨ndnis wiederholen wir die wichtigsten Ergebnisse des
Beweises von (3.4).
Dazu bemerken wir, dass fu¨r gn(x) die Rekursion g0(x) = 1, g1(x) = 1 + 2x
und gn(x) = 2x(2n− 1)gn−1(x) + gn−2(x), n ≥ 2, gu¨ltig ist.
Wir betrachten im Folgenden die Potenzreihe
Q(x, w) =
∞∑
n=0
gn(x)
wn
n!
,
die fu¨r |w| < ε absolut konvergiert. Insbesondere gilt fu¨r die Ableitungen von
Q bzgl. w
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Q′(x, w) =
∞∑
n=1
gn(x)
w(n−1)
(n− 1)! und Q
′′(x, w) =
∞∑
n=2
gn(x)
w(n−2)
(n− 2)! .
Ersetzen wir in der zweiten Ableitung die Funktion gn mittels der Rekursi-
onsformel, so erhalten wir die Differentialgleichung
vQ′′ − 6xQ′ −Q = 0 , v = 1− 4xw .
Mit Q(x, 0) = g0(x) = 1 und Q
′(x, 0) = g1(x) = 1+2x ko¨nnen wir die Lo¨sung
explizit angeben
Q =
1√
v
e
1−√v
2x =
∞∑
n=0
pin
(v − 1)n
n!
.
Andererseits betrachten wir fu¨r Q die Potenzreihe, die fu¨r |v−1| ≤ |4x|ε = δ
absolut konvergiert. In [41] wird gezeigt, dass sich die Koeffizienten einer
konvergenten Reihe wie folgt abscha¨tzen lassen,
|pin| ≤ n!
(
1
v − 1
)n
1√
v
e
1−√v
2x , |v − 1| ≤ δ .
Nutzen wir die Idenita¨t der Koeffizienten aus, d.h. mit v − 1 = −4xw gilt
gn(x) = (−4x)npin, dann erhalten wir mit der Wahl v = 1/n2 fu¨r n > 1 die
Abscha¨tzung |(v − 1)−ne√v| < c, und somit (3.4).
Um den Beweis des Satzes 3.1.3 abzuschließen, beachten wir noch das Ver-
halten √
pi
2
Γ(l + 1)
Γ(l + 1/2)
<
√
l , l ≥ 1 .
So ergibt sich
|γl| ≤ c l
√
l
er
r
zl
rl
.
und die Behauptung folgt mit z < r.
Folgerung 3.1.4 Fu¨r die ersten Ableitungen der Kernfunktion G(x, y, κ)
bezu¨glich x und y gelten
|gradxG(x, y, κ)− gradxGp(x, y, κ)| ≤ c1
eκ|x|
|x|2 p
5/2νp
∣∣gradyG(x, y, κ)− gradyGp(x, y, κ)∣∣ ≤ c2 eκ|y||y|2 p5/2νp
wobei die Konstanten c1, c2 jeweils nur von ν0 abha¨ngen.
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Beweis. Der Beweis la¨uft analog zu dem des Satzes 3.1.3.
Wir bemerken noch fu¨r ql = h
(1)
l bzw. ql = jl (vgl. Anhang und [2])
gradx (ql(κ|x|)Pl(xˆ · yˆ)) = κxˆq′l(κ|x|)Pl(xˆ · yˆ) + κ
ql(κ|x|)
κ|x| P
(1)
l (xˆ · yˆ)
und q′l(z) =
l
z
ql(z)− ql+1(z) , z = κ|x| .
Weiter gilt |P (1)l (t)| ≤ pi(l + 1) fu¨r |t| ≤ 1.
Im Fall κ = 0 erhalten wir ein analoges Ergebnis, d.h. fu¨r x, y ∈ R3 mit
|x| > |y| gilt ∣∣∣∣ 14pi 1|x− y| −Gp(x, y, 0)
∣∣∣∣ ≤ 1|x| νp1− νp
mit Gp(x, y, 0) =
1
|x|
p−1∑
l=0
|x|l
|y|lPl(xˆ · yˆ).
Eine wichtige Eigenschaft der oben charakterisierten Kerne k besteht da-
rin, dass sich die Approximierbarkeit auf die der von k erzeugten Matrizen
u¨bertra¨gt. Wir werden die Matrizen durch sogenannte Niedrigrang-Matrizen
approximieren, weil diese eine kompakte Speicherung sowie eine effiziente
Matrix-Vektor-Multiplikation zulassen.
Jede Matrix A ∈ Cm×n mit Rang p kann in der Form
A = UV ∗ , U ∈ Cm×p , V ∈ Cn×p , (3.5)
dargestellt werden. In dieser Darstellung sind zur Speicherung der Eintra¨ge
statt der u¨blichen mn nur p(m+n) Speichereinheiten notwendig und fu¨r die
Matrix-Vektor-Multiplikation w = Av mit v ∈ Cn werden nur O(p(m + n))
Operationen beno¨tigt,
Op(z = V ∗v) = O(pn) und Op(w = Uz) = O(pm) .
Daher ist die Verwendung der Zerlegung fu¨r p(m + n) < mn sinnvoll und
reduziert fu¨r ein von n und m unabha¨ngiges p eine Komplexita¨tsordnung.
Satz 3.1.5 Seien G1, G2 zwei Untermengen von R
3, so dass yi ∈ G2 und
Φj = suppϕj ⊂ G1 fu¨r i = 1, . . . , m und j = 1, . . . n gilt. Weiter sei
k : R3 × R3 → C ein auf G1 × G2 beschra¨nkter Integrationskern, der die
Matrix A ∈ Cm×n mit
aij =
∫
G1
k(x, yi)ϕj(x)dFx , 1 ≤ i ≤ m , 1 ≤ j ≤ n,
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erzeugt. Fu¨r diesen existiere ein degenerierter Kern kp, so dass
|k(x, y)− kp(x, y)| ≤ εp|k(x, y)| fu¨r x ∈ G1 , y ∈ G2 ,
gilt.
Dann ist die durch kp erzeugte Matrix A˜ ∈ Cm×n mit
a˜ij =
∫
G1
kp(x, yi)ϕj(x)dFx , 1 ≤ i ≤ m , 1 ≤ j ≤ n
ho¨chstens von Rang p und es gilt
||A− A˜||F ≤ εp
√
m sup
x∈G1
sup
y∈G2
|k(x, y)|
(
n∑
j=1
µ2(Φj)
)1/2
, c > 0 .
Beweis. Seien fl, gl, l = 1, . . . , p, die Funktional-Skeletone des Kerns kp.
Wir bemerken
a˜ij =
p∑
l=1
∫
G1
fl(x)gl(yi)ϕj(x)dFx =
p∑
l=1
gl(yi)
∫
G1
fl(x)ϕj(x)dFx .
Mit
uil = gl(yi) , i = 1, . . . , m,
vjl =
∫
G1
fl(x)ϕj(x)dFx , j = 1, . . . , n, l = 1 . . . , p,
la¨sst sich die Matrix A˜ als A˜ = UV ∗ mit U ∈ Cm×p und V ∈ Cn×p darstellen,
d.h. rank A˜ ≤ p.
Weiter erhalten wir mit Φj = suppϕj
|aij − a˜ij| = |
∫
Φj
(k(x, yi)− kp(x, yi))dFx|
≤
∫
Φj
|k(x, yi)− kp(x, yi)|dFx
≤ εp
∫
Φj
|k(x, yi)|dFx
≤ εp sup
x∈G1
sup
y∈G2
|k(x, y)|µ(Φj) .
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Die Behauptung ergibt sich mit der Frobenius-Norm
||A||F =
(
m∑
i=1
n∑
j=1
|aij|2
)1/2
.
Die Kernfunktion aus (3.1) besitzt nur fu¨r x = y eine Singularita¨t und ist
auf geeigneten Mengen G1 ×G2 beschra¨nkt. Eine Bedingung, die wir an die
Mengen stellen, ist die sogenannte η∗-Zula¨ssigkeit.
Definition 3.1.6 Seien G1, G2 ⊂ R3 zwei beschra¨nkte Mengen. Dann heißt
das Paar (G1, G2) η
∗-zula¨ssig, wenn gilt
max(diam(G1), diam(G2)) ≤ η∗ dist(G1, G2) , 0 < η∗ < 1 . (3.6)
diam(G1)
diam(G2)
dist(G1, G2)
Abbildung 3.1: η∗-Zula¨ssigkeit
Dabei ist wie u¨blich dist(X, Y ) = inf{|x− y| , x ∈ X , y ∈ Y }.
Wir betrachten nun noch eine bestimmte Klasse von Kernfunktionen, die ein
gewisses Abklingverhalten fu¨r große Absta¨nde |x− y| besitzen.
Definition 3.1.7 Eine Kernfunktion k : R3 × R3 → C heißt asymptotisch
glatt bezu¨glich y, wenn sie fu¨r y 6= x bzgl. y unendlich oft differenzierbar ist
und fu¨r jeden Multiindex α ∈ N0 gilt
|Dαy k(x, y)| ≤ cp|x− y|q−p , p = |α| .
Dabei ha¨ngt cp nur von p ab und D
α aus (1.5), vgl. [16].
Diese Voraussetzung wird so oder in a¨hnlicher Form in vielen Approxima-
tionsverfahren, wie fu¨r die H-Matrizen [48] oder das ACA-Verfahren [10],
getroffen. Daru¨ber hinaus ko¨nnen asymptotisch glatte Kerne durch degene-
rierte Kerne approximiert werden. Der folgende Satz ist in [11] gezeigt.
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Satz 3.1.8 Sei k ein auf dem η∗-zula¨ssiges Paar (G1, G2) ∈ R3 × R3 mit
einer konvexen Menge G2 asymptotisch glatter Kern. Dann existiert zu k
und q < p ∈ N ein degenerierter Kern knp, so dass fu¨r x ∈ G1 und y ∈ G2
gilt
|k(x, y)− knp(x, y)| ≤
cp
p!
(η∗)pdistq(G1, G2) . (3.7)
Dabei ist np = (p + 1)(p + 2)/2 die Dimension des Raums der Polynome
P
p−1(R3).
In diesem Zusammenhang bemerken wir fu¨r die Kernfunktionen G(x, y, κ)
bzw. ∂nG(x, y, κ) mit κ ≥ 0 folgendes:
Bemerkung 3.1.9
1. Im Fall κ > 0 gilt die Umkehrung des Satzes 3.1.8 nicht.
Denn G(x, y, κ) und ∂nG(x, y, κ) sind nicht asymptotisch glatt, lassen
sich aber nach Satz 3.1.3 durch degenerierte Kerne approximieren.
2. In [85] wird gezeigt, dass der Kern G(x, y, κ) fu¨r κ = 0 asymptotisch
glatt ist. Es gilt
|DαyG(x, y, 0)| ≤
1
4pi
4pp!
|x− y|p+1 , p = |α| .
Um die angefu¨hrten U¨berlegungen auf die Matrizen aus Abschnitt 1.3.3 an-
zuwenden, fassen wir die Mengen G1, G2 ⊂ R3 als Vereinigung sich u¨berlap-
pender Mengen Φl, l ∈ J1 bzw. l ∈ J2 auf,
G1 =
⋃
j∈J1
Φj und G2 =
⋃
i∈J2
Φi ,
wobei J1, J2 ⊆ J = {1, . . . , N} Indexmengen und Φj, j = 1, . . . , N , die
Tra¨germengen der Ansatzfunktionen ϕj sind. Im Fall des Kollokationsver-
fahrens ist yi der Kollokationspunkt zur Tra¨germenge Φi, i = 1, . . . , N . Be-
trachten wir den Kern aus (3.1) und wa¨hlen ein η∗-zula¨ssiges Paar (G1, G2),
dann kann nach den Sa¨tzen 3.1.3 und 3.1.5 der Block, der durch die Permu-
tation der Zeilen J2 und Spalten J1 entsteht, durch Niedrigrang-Matrizen
approximiert werden.
Da das Paar (Γ,Γ) bzw. (Γ4,Γ4) offensichtlich die η∗-Zula¨ssigkeit nicht
erfu¨llt, ko¨nnen wir die Approximierbarkeit der gesamten Systemmatrix durch
Niedrigrang-Matrizen nicht erwarten. Mittels einer geeigneten Zerlegung des
Berechnungsgebietes in η∗-zula¨ssige Paare von Mengen ko¨nnen jedoch die
entsprechenden Untermatrizen (Blo¨cke) gema¨ß dieser Zerlegung partitioniert
und approximiert werden.
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3.2 Die Matrix-Partitionierung
Wir betrachten das Berechnungsgebiet Γ4 × Γ4 aus Bemerkung 1.3.8 und
ordnen jeder Tra¨germenge Φi den entsprechenden Kollokationspunkt yi als
charakteristischen Punkt zu. Die Mengen
Gt =
⋃
i∈t
Φi
werden auch als Cluster und die Indexmengen t ⊆ J mit J = {1, . . . , N} als
Index-Cluster bezeichnet. Fu¨r jedes Cluster definieren wir ein sogenanntes
Cluster-Zentrum zt, welches sich im Fall suppϕi ≡ T4i zu
zt =
1
wt
∑
i∈t
wiyi , wt =
∑
i∈t
wi und wi = µ(T4i)
ergibt, und einen Cluster-Radius rt, so dass B(zt, rt) die kleinste Kugel ist,
die das Cluster Gt entha¨lt.
Definition 3.2.1 Ein Index-Cluster-Paar (t1, t2) mit t1, t2 ⊆ J heißt η∗-
zula¨ssig, wenn min(#t1,#t2) > 1 und das Paar (Gt1 , Gt2) η
∗-zula¨ssig gema¨ß
Definition 3.1.6 ist.
Dabei bezeichnet #X die Anzahl der Elemente der Menge X.
Im Folgenden verallgemeinern wir die in Abschnitt 3.1 dargestellte Situation,
einen aus den Zeilen t2 und Spalten t1 bestehenden Block der Matrix A durch
Niedrigrang-Matrizen zu approximieren, indem wir die Index-Menge J × J
in paarweise disjunkte Mengen Z ′ = {(t1, t2) , t1, t2 ∈ J } so zerlegen,
J × J =
⋃
(t1,t2)∈Z′
t1 × t2 ,
dass fu¨r jedes Index-Cluster-Paar (t1, t2) ∈ Z ′ entweder min(#t1,#t2) = 1
gilt oder es η∗-zula¨ssig ist.
Die Konstruktion einer solchen Zerlegung wird hierarchisch durch die Erzeu-
gung eines Index-Cluster-Baumes und die Bestimmung der zula¨ssigen Index-
Cluster-Paare erfolgen.
In der folgenden Definition (siehe [48], [50]) eines Index-Cluster-Baumes ver-
wenden wir fu¨r die Menge der So¨hne S(t) eines Knoten t ∈ TCL die Bezeich-
nung
S(t) = {s ∈ TCL , s ⊂ t , s 6= t (d.h. s ist Sohn von t)}
3.2. Die Matrix-Partitionierung 63
und fu¨r die Menge der Bla¨tter L(TCL) des Baums TCL
L(TCL) = {t ∈ TCL , S(t) = ∅} .
Definition 3.2.2 Sei J eine endliche Indexmenge.
Ein Baum TCL = TCL(J ) heißt Index-Cluster-Baum, falls gelten
1. J ∈ TCL
2. fu¨r einen Knoten t ∈ TCL mit S(t) 6= ∅ entha¨lt S(t) paarweise disjunkte
Untermengen s ∈ S mit
t =
⋃
s∈S(t)
s
3. #S(t) 6= 1 fu¨r t ∈ TCL.
t
1
2
J
t
2
1
t
2
2
t
2
4
t
2
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t
3
1
t
1
1
t
3
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3
Abbildung 3.2: Cluster-Baum
Bemerkung und Definition 3.2.3 Sei τ = 0, . . . , τmax.
Unter der Tiefe τ eines Index-Clusters im Baum TCL verstehen wir seinen
Abstand zur Wurzel J , wobei τmax die maximale Tiefe angibt. Wir bezeichnen
mit tτ alle Index-Cluster t ∈ TCL der Tiefe τ und fassen Z(τ) = {tτ} als
Zerlegung der Tiefe τ auf.
Ist die Abbildung S gegeben, die jeder Indexmenge t ⊆ J die Menge S(t)
zuordnet, dass #S(t) 6= 1 und t = ⋃s∈S(t) s gelten, so ko¨nnen wir ausgehend
von J einen Index-Cluster-Baum generieren. Wir nehmen an, dass die Aus-
wertung von S(t) von der Gro¨ßenordnung O(#t) sei. In [11] sind mo¨gliche
Abbildungen explizit angegeben.
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Algorithmus 3.2.4 (Generierung des Index-Cluster-Baumes)
Setze TCL = ∅ und rufe Baum(J , TCL) auf, wobei Baum(t, TCL) fu¨r t ∈ J
die folgende rekursive Routine ist.
Routine Baum(t, TCL)
1. TCL := TCL ∪ {t}
2. Falls #t > 1
Rufe fu¨r alle s ∈ S(t) die Routine Baum(s, TCL) auf.
Nehmen wir #t/#s > R > 1 mit #t =
∑
s∈S #s an, dann ist die maxi-
male Tiefe des Index-Cluster-Baumes τmax von der Ordnung logRN . In [11]
wird gezeigt, dass der Algorithmus O(N logRN) Operationen zur Generie-
rung von TCL beno¨tigt. Daru¨ber hinaus kann durch geschickte Permutation
der Speicherbedarf fu¨r den Index-Cluster-Baum auf O(N) reduziert werden.
Dazu werden die Kollokationspunkte und damit die Mengen Φi so umnumme-
riert, dass jeder Index-Cluster einem zusammenha¨ngenden Block der Matrix
entspricht.
Das heißt fu¨r t ∈ TCL existieren zwei Zahlen tmin und tmax mit
t = {i ∈ J , tmin ≤ i ≤ tmax }
und es genu¨gt, fu¨r jeden Index-Cluster nur die entsprechenden Anfangs- und
Endindizes abzuspeichern. Da die Permutationen sich in einem Vektor der
La¨nge N abspeichern lassen, verha¨lt sich der Speicheraufwand von TCL wie
#TCL = O(N). Wird hingegen jeder Index-Cluster vollsta¨ndig abgespeichert,
so ist der Speicherbedarf von der Ordnung N logRN .
Mit Hilfe des Index-Cluster-Baums TCL definieren wir einen Baum, der dazu
dient, eine hierarchische Zerlegung Z ′ der Index-Menge J ×J zur Verfu¨gung
zu stellen. Diese Zerlegung entspricht einer Partitionierung der Matrix in
Blo¨cke, die mit (t1, t2) ∈ Z ′ korrespondieren, siehe Abbildung 3.3.
Definition 3.2.5 Sei J eine endliche Indexmenge. Ein Index-Cluster-Paar-
Baum T ′CL ist ein Index-Cluster-Baum zur Menge J × J .
Um den Algorithmus 3.2.4 zur Generierung des Baums T ′CL anwenden zu
ko¨nnen, mu¨ssen wir die Abbildung S geeignet auf TCL × TCL erweitern, vgl.
[50]. Das heißt wir definieren fu¨r ein Index-Cluster-Paar (t1, t2) ∈ TCL × TCL
S ′(t1, t2) =
{{(s1, s2), s1 ∈ S(t1) , s2 ∈ S(t2)}, S(t1) , S(t2) 6= ∅
∅ , S(t1) = ∅ ∨ S(t2) = ∅
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Abbildung 3.3: Hierarchische Partitionierung einer Matrix
und bemerken, dass #S ′(t1, t2) > 1 und
t1 × t2 =
⋃
(s1,s2)∈S′(t1 ,t2)
s1 × s2
fu¨r min(#t1,#t2) > 1 gilt. Ansonsten ist S
′(t1, t2) = ∅.
Die Abbildung S ′ erfu¨llt damit die Voraussetzungen des Algorithmus 3.2.4
und T ′CL = TCL(J ×J ) kann analog zu oben mit Baum(J ×J , T ′CL) erzeugt
werden.
Lemma 3.2.6 Fu¨r den Index-Cluster-Paar-Baum T ′CL gelten
1. T ′CL = {(t1, t2) , t1, t2 ∈ TCL haben die gleiche Tiefen } und die Tiefe
jedes Paares (t1, t2) ∈ T ′CL ist die von t1 und t2 in TCL.
2. L(T ′CL) = {(t1, t2) ∈ T ′CL , t1 ∈ L(TCL) oder t2 ∈ L(TCL)}.
Beweis. Folgt sofort aus der Definition der Abbildung S ′.
Abschließend geben wir einen Algorithmus an, der eine zula¨ssige Zerlegung
Z ′ von J × J liefert.
Definition 3.2.7 Eine Zerlegung Z ′ von J ×J heißt η∗-zula¨ssig, wenn jedes
Index-Cluster-Paar (t1, t2) ∈ Z ′ \ L(T ′CL) η∗-zula¨ssig ist.
Algorithmus 3.2.8 (Generierung einer zula¨ssigen Zerlegung)
Setze Z ′ := ∅ und rufe Zerl(J × J , Z ′) auf, wobei Zerl(J × J , Z ′) fu¨r
(t1, t2) ∈ J × J die folgende rekursive Routine ist.
66 3. Approximationsmethoden
Routine Zerl((t1, t2), Z
′)
Falls (t1, t2) ∈ L(T ′CL) oder (t1, t2) η∗-zula¨ssig ist
Setze Z ′ := Z ′ ∪ {(t1, t2)}
Sonst
Rufe fu¨r alle (s1, s2) ∈ S ′(t1, t2) die Routine Zerl((s1, s2), Z ′)
auf.
Offensichtlich ist die so konstruierte Zerlegung η∗-zula¨ssig und die Tiefe jedes
Paares (t1, t2) von Z
′ in T ′CL und damit #Z
′ sind minimal. Daru¨ber hinaus
wird in [11] gezeigt, dass der Algorithmus O((η∗)−4N1+ζ), ∀ ζ > 0, Opera-
tionen und Speichereinheiten beno¨tigt.
Wir bemerken noch, dass eine vollsta¨ndige Generierung des Index-Cluster-
Paar-Baumes einen Aufwand der Ordnung N 2 bewirken wu¨rde. Da jedoch die
Kenntnis der Mengen S(t1) und S(t2) genu¨gt, um S
′(t1, t2) auzuwerten, ist
es sinnvoll, den Index-Cluster-Baum TCL vollsta¨ndig zu generieren und dann
den Algorithmus 3.2.8 ohne die explizite Berechnung von T ′CL auszufu¨hren.
3.3 Schnelle Summationsverfahren
Ausgehend von einer solchen hierarchischen Zerlegung definieren wir das
Nah- und Fernfeld bezu¨glich der Zerlegung Z ′ durch
N (Z ′) = L(T ′CL) bzw. F(Z ′) = Z ′ \ N (Z ′) .
Fu¨r die Matrix A ∈ CN×N ergibt sich die Darstellung
A = (AF + AN ) mit
(A)ij =
∑
(t1,t2)∈F(Z′)
aij +
∑
(t1,t2)∈N (Z′)
aij ,
wobei AF den Fern- und AN den Nahfeldanteil bezeichnen und
aij =
∫
Γ
k(x, yi)ϕj(x)dFx , yi ∈ Gt2 , Φj ⊆ Gt1 fu¨r i ∈ t2 , j ∈ t1 .
Wa¨hrend die O((η∗)−2N) Eintra¨ge des Nahfeldanteils direkt mit der vor-
gestellten Fourier-Methode ausgewertet werden, ko¨nnen wir die Blo¨cke im
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Fernfeldanteil der Matrix durch entsprechende Niedrigrang-Matrizen appro-
ximieren. Die so erzeugten Matrizen werden auch als H-Matrizen [48] be-
zeichnet.
Wir stellen im Folgenden das Panel-Clustering- und das Multipol-Verfahren
vor. Diese nutzen fu¨r (t1, t2) ∈ F(Z ′) die Beziehung
aFij =
∫
Γ
k(x, yi)ϕj(x)dFx
≈
∫
Γ
kp(x, y)ϕj(x)dFx , y = yi ∈ Gt2 ,Φj ⊆ Gt1 (3.8)
fu¨r i ∈ t2, j ∈ t1 aus, um den Fernfeldanteil AF effizient auszuwerten.
Daru¨ber hinaus bietet die Technik der multiskalenbasierten Matrixkompressi-
on die Mo¨glichkeit, den numerischen Aufwand zu reduzieren. Eine U¨bersicht
u¨ber die Anwendung von Wavelets zur Approximation von Integraloperato-
ren findet der interessierte Leser unter anderen in [80], [78] oder speziell fu¨r
die Helmholtz-Gleichung in [26].
3.3.1 Das Panel-Clustering-Verfahren
Das Panel-Clustering-Verfahren wurde von Hackbusch und Nowak [52] fu¨r
das Kollokationsverfahren eingefu¨hrt und fu¨r das Galerkin-Verfahren weiter-
entwickelt [53], [51]. Die urspru¨ngliche Version basiert auf der polynomiellen
Kernentwicklung des Laplace-Operators, d.h. G(x, y, κ) mit κ = 0. Da sich
diese Entwicklung nur bedingt fu¨r κ > 0 eignet, wurde in [38] eine modifi-
zierte Version vorgestellt, die auf der Grundlage des Satzes 3.1.2 basiert.
Wir skizzieren im Folgenden die Grundidee, vgl. [49]. Fu¨r (t1, t2) ∈ F(Z ′) mit
x ∈ Gt1 und y ∈ Gt2 wird mittels geeigneter Skeletonen flgl ein degenerierter
Kern erzeugt,
kp(x, y) =
∑
l∈Jp
fl(x, zt1)gl(y, zt1) , #Jp = O(p3) , (3.9)
so dass
|k(x, y)− kp(x, y)| ≤ cp(η∗)p|k(x, y)| fu¨r |x− zt1 | ≤ η∗|y − zt1 |
gilt. Wir bemerken, dass in der urspru¨nglichen Version die Funktionen gl
unabha¨ngig von dem Entwicklungszentrum zt1 sind.
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Mit der Beziehung (3.9) ergeben sich die Eintra¨ge des Fernfeldanteils (3.8)
zu
aFij =
∑
l∈Jp
gl(yi, zt1)F
t1
l (ϕj) ,
wobei
F t1l (ϕj) =
∫
Γ
fl(x, zt1)ϕj(x)dFx , Φj ⊆ Gt1 , j ∈ t1 .
Da die Koeffizienten F tl (ϕ) unabha¨ngig von y sind, werden sie vorab berech-
net. Werten wir die Funktionen gl fu¨r jedes p ∈ Jp mit O(p) Operationen aus,
so sind fu¨r die Auswertung des Fernfeldanteils AF O(p#Jp#F(Z ′)) Opera-
tionen notwendig. In [52] ist gezeigt, dass #F∗(Z ′) = O((η∗)−2N logN).
Wir gehen auf die Komplexita¨t der Auswertung von F tl (ϕ) ein und bemer-
ken, dass diese fu¨r jeden Index-Cluster t ∈ TCL berechnet werden mu¨ssen.
Sind gl jedoch unabha¨ngig von dem Entwicklungszentrum zt, so kann jeder
Koeffizient F tl (ϕ) durch die rekursive Struktur des Cluster-Baums TCL gema¨ß
F tl (ϕ) =
∑
s∈S(t)
F sl (ϕ) (3.10)
bestimmt werden.
Wa¨hlen wir p = O(logN) und η∗ passend, so erhalten wir, dass fu¨r die Be-
rechnung der Koeffizienten O(N log5N) (bzw. O(N log4N) im Fall (3.10))
Operationen notwendig sind. Da insgesamt #Jp#TCL Einheiten zur Speiche-
rung der F tl (ϕ) beno¨tigt werden, betra¨gt der Speicheraufwand O(N log
3N).
Sind die Koeffizienten F tl (ϕ) berechnet, so besitzt das Panel-Clustering-Ver-
fahren insgesamt einen numerischen Aufwand von O(N log5N).
3.3.2 Das Multipol-Verfahren
Der grundlegende Artikel u¨ber Multipol-Verfahren [72] behandelt die schnel-
le Lo¨sung von Randintegralgleichungen in 2D mit Hilfe des Nystro¨m-Ver-
fahrens. Daru¨ber hinaus stellte Rokhlin die Anwendung der Multipol-Me-
thode auf Streuprobleme fu¨r 2D [74] und 3D [73] vor. Die dort angewandte
Technik der sogenannten Diagonalformen des Translationsoperators wurde
in [35], [19] weiterentwickelt.
Wir erla¨utern anhand den Ausfu¨hrungen [38] die Grundidee dieser Metho-
de. Die Kernapproximation erfolgt in diesem Fall indirekt, d.h. die Lo¨sungen
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der Helmholtz-Gleichung werden durch Fernfeld- und Nahfeldrepra¨sentanten
beschrieben.
Sei dazu u eine abstrahlende Lo¨sung der Helmholtz-Gleichung in Bc(z1, r1),
d.h. sie genu¨gt der Sommerfeld’schen Ausstrahlungsbedingung (1.3), in der
Darstellung
u(y) =
∞∑
l=0
αl(wˆ)h
(1)
l (κ|y − z1|) , wˆ =
y − z1
|y − z1| .
In [23] wird gezeigt, dass sich u(y) wie eine Kugelwelle h
(1)
0 (κ|y − z1|)Ψ(wˆ)
verha¨lt, d.h. es gilt
lim
r→∞
u(z1 + rzˆ)iκre
−iκr = Ψ(zˆ) , Ψ(zˆ) =
∞∑
l=0
(−i)lαl(zˆ) ,
gleichma¨ßig fu¨r zˆ ∈ S2 = {z ∈ R3 , |z| = 1}. Dabei bezeichnet Ψ den Fern-
feldrepra¨sentanten von u .
Analog la¨sst sich eine Lo¨sung u in B(z2, r2) in der Form
u(y) =
∞∑
l=0
βl(wˆ)jl(κ|y − z2|) , wˆ = y − z2|y − z2| ,
mittels des Nahfeldrepra¨sentanten Υ darstellen,
u(y) =
1
4pi
∫
S2
Υ(zˆ)eiκ(y−z2)zˆdFzˆ , Υ(zˆ) =
∞∑
l=0
(−i)lβl(zˆ) .
In den obigen Darstellungen sind αl, βl Kugelfunktionen vom Grad l.
Satz 3.3.1 Sei u eine abstrahlende Lo¨sung in Bc(z1, r1) und Ψ der zugeho¨ri-
ge Fernfeldrepra¨sentant. In B(z2, r2) mit |z1−z2| > r1+r2 erhalten wir durch
Υ(p)(zˆ) = λp(z2 − z1, zˆ)Ψ(zˆ), λp(x, yˆ) =
p∑
l=0
il(2l + 1)h
(1)
l (κ|x|)Pl(xˆ · yˆ) ,
die Funktion
up(y) =
1
4pi
∫
S2
Υ(p)(zˆ)e
iκ(y−z2)zˆdFzˆ . (3.11)
Dann konvergiert up gleichma¨ßig fu¨r alle y ∈ B(z2, r2) gegen u fu¨r p→∞.
Der Beweis des Satzes findet der interessierte Leser unter anderen in [38].
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Mit den Notationen des letzten Satzes definiert
N (τ)(Z ′) = {t1, t2 ∈ Z(τ) , (rt1 + rt2) > η∗|zt1 − zt2 |} , 0 < η∗ < 1,
das Nah- und F (τ)(Z ′) = (Z(τ) × Z(τ)) \ N (τ)(Z ′) das Fernfeld bezu¨glich der
Tiefe τ , τ = 0, . . . , τmax.
Nach der Formulierung der notwendigen Begriffe und der Mo¨glichkeit, die
Informationen des Fernfeldes in einen lokalen Nahfeldrepra¨sentanten umzu-
wandeln, gehen wir auf einen Algorithmus zur Berechnung des Fernfeldanteils
AF ein.
Zuna¨chst werden auf der maximalsten Tiefe τ = τmax fu¨r alle Index-Cluster
t ∈ Z(τ) die Fernfeldrepra¨sentanten Ψt,τmax von∫
Γ
k(x, s)ϕ(x)dFx , s ∈ S2 ,
mit ϕ = ϕj, j = 1, . . . , t und suppϕ ⊆ Gt, berechnet.
Durch rekursives Aufsteigen in der Baumstruktur werden dann alle Ψt,τ
bezu¨glich ihrer Clusterzentren bestimmt. Um Ψt,τ−1 fu¨r jeden Index-Cluster
t ∈ Z(τ) zu erzeugen, werden die Fernfeldrepra¨sentanten seiner So¨hne in das
Clusterzentrum zt verschoben und addiert.
Ausgehend von der Wurzel werden die Nahfeldrepra¨sentanten rekursiv ab-
steigend in der Baumstruktur bezu¨glich ihrer Clusterzentren berechnet. Da-
zu werden fu¨r alle Index-Cluster-Paare (t, t′) ∈ F (τ)(Z ′) einer Tiefe τ die
Fernfeldrepra¨sentanten Ψt′,τ in Nahfeldrepra¨sentanten konvertiert und zu den
sogenannten Nahfeld-Initialisierungen Υ˜t,τ, (p) addiert,
Υt,τ, (p)(s) =
∑
(t,t′)∈F(τ)(Z′)
Υ˜t,τ, (p)(s) + λp(zt − zt′ , s)Ψt′,τ (s) .
Die Nahfeld-Initialisierung Υ˜t,τ+1, (p) fu¨r jeden Index-Cluster der Tiefe (τ+1)
ergibt sich aus dem Nahfeldrepra¨sentanten Υt,τ, (p), der in die entsprechenden
Clusterzentren der So¨hne verschoben wird. Weiter gilt Υ˜t,0, (p) = 0.
Abschließend wird das Integral (3.11) fu¨r die maximalste Tiefe τ = τmax
bestimmt. Die Auswertung erfolgt mittels einer geeigneten Gauß-Legendre-
Quadraturformel QS2 und wir erhalten den Fernfeldanteil der Matrix A
aFij =
1
4pi
∑
t∈Z(τmax)
yi∈Gt
∑
s∈Q
S2
ωsΥt,τmax, (p)(s)e
iκ(yi−zt)s , i, j = 1, . . . , t .
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Wir bemerken, dass wir die Fern- und Nahfeldrepra¨sentanten nur in den
Quadraturpunkten s ∈ QS2 beno¨tigen.
Insgesamt beno¨tigt das Verfahren O(N log2N) Operationen.
Bemerkung 3.3.2 Werten wir den Algorithmus nur auf einer festen Tiefe
τ aus, so betra¨gt der numerische Aufwand O(N 3/2), vgl. [73].
3.4 Die Adaptive Cross Approximation
Alle Verfahren des vorangegangenen Abschnitts sowie die Approximation
mittels H-Matrizen [48], [50] basieren auf der expliziten Kenntnis einer ge-
eigneten Kernentwicklung. Im Gegensatz dazu verwenden die sogenannten
algebraischen Methoden die Niedrigrang-Matrizen, insbesondere Rang-1-Ma-
trizen, zur Approximation der Blo¨cke. Daher ist die explizite Kenntnis einer
Kernentwicklung nicht notwendig, lediglich die Existenz eines degenerierten
Kerns wird gefordert.
Wir definieren den approximierenden Rang einer Matrix.
Definition 3.4.1 Sei ε > 0. Der ε-Rang einer Matrix A ∈ Cm×n bezu¨glich
der Matrixnorm || · || ist als
rank εA = min{rank A˜ : ||A− A˜|| < ε||A||F}
definiert.
Sei A ∈ Cm×n ein gema¨ß Abschnitt 3.2 η∗-zula¨ssiger Block. Der beste Appro-
ximant A˜mit vorgegebenem Rang p kann mit Hilfe der Singula¨rwertzerlegung
gefunden werden
A˜ =
p∑
l=1
σlulv
∗
l
wobei (σl, ul, vl), l = 1, . . . , p, die p gro¨ßten Singula¨ren Tripel sind. Insbeson-
dere gibt die Frobenius-Norm eine untere Schranke des Fehlers an,
min{||A− A˜||2F ; rank A˜ ≤ p} =
n∑
l=p+1
σ2l ,
vgl. [65]. Die Singula¨rwertzerlegung beno¨tigt jedoch O(m3+n3) Operationen,
so dass sie fu¨r die Praxis nicht relevant ist.
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Wa¨hrend die bisherigen Verfahren [42], [43] stets eine vollsta¨ndige Blockbe-
rechnung erfordern, kann bei dem ACA-Verfahren [10], [13](Adaptive Cross
Approximation) darauf verzichtet werden.
Ein weiterer Vorteil dieses Verfahrens besteht darin, dass sich der Rang des
Approximanten an den Approximationsfehler anpasst. Wa¨hrend sich das zu-
geho¨rige Abbruchkriterium an dem laufenden Fehler orientiert, wird bei den
oben erwa¨hnten Methoden (auch die aus dem vorangegangenen Abschnitt)
der beno¨tigte Rang der Approximation stets a priori aus der Abscha¨tzung
des theoretischen Approximationsfehlers gewonnen.
Wir beschreiben nun das ACA-Verfahren fu¨r komplexwertige Aufgabenstel-
lungen. Dazu betrachten wir zuna¨chst ein eindimensionales analytisches Pro-
blem und zeigen dann konkret zwei Versionen zur Implementierung auf.
3.4.1 Das analytische Problem
Sei im Folgenden (t1, t2) ein η
∗-zula¨ssiges Index-Cluster-Paar. Um die Kern-
funktion k(x, y) fu¨r x ∈ Gt1 und y ∈ Gt2 zu approximieren, konstruieren wir
zwei Funktionenfolgen rl, bl : R
3×R3 → C. Dabei bezeichnet rl das jeweilige
Residuum zur Approximation bl. Wir setzen
b0(x, y) = 0 und r0(x, y) = k(x, y)
und betrachten fu¨r jedes l = 1, 2, . . . die Punkte xjl ∈ Gt1 , yil ∈ Gt2 mit
%l = (rl−1(xjl, yil))
−1 6= 0. Damit ergeben sich
bl(x, y) = bl−1(x, y) + %lrl−1(xjl, y)rl−1(x, yil) (3.12)
=
l∑
s=1
%srs−1(xjs, y)rs−1(x, yis) (3.13)
rl(x, y) = rl−1(x, y)− %lrl−1(xjl, y)rl−1(x, yil) . (3.14)
In [10] werden die folgenden Eigenschaften der Darstellungen (3.12) und
(3.14) durch vollsta¨ndige Induktion nach l bewiesen.
Fu¨r alle l = 0, 1, . . . und x ∈ Gt1 , y ∈ Gt2 gelten
1. k(x, y) = bl(x, y) + rl(x, y) (3.15)
2. rl(x, yiq) = 0 und rl(xjq , y) = 0 fu¨r alle 1 ≤ q ≤ l (3.16)
3. rl(x, y) = k(x, y)−
l∑
ν=1
%(l)ν (y)k(x, yiν) , (3.17)
mit Funktionen %
(l)
ν : R3 → C fu¨r ν = 1, . . . , l.
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Wir stellen fest, dass die Approximationen bl(x, y) die Kernfunktion in den
Stu¨tzstellen xjs und yiν interpolieren, denn es gilt mit (3.16) und (3.15)
bl(xjs , y) = k(xjs , y) gleichma¨ßig bzgl. y , (3.18)
bl(x, yiν ) = k(x, yiν ) gleichma¨ßig bzgl. x , (3.19)
fu¨r s, ν = 1, . . . , l. Um die Folgen bl(x, y) und rl(x, y) na¨her zu analysieren,
betrachten wir die Matrizen Cl ∈ Cl×l, l = 1, 2, . . ., mit
Cl =
 k(xj1 , yi1) · · · k(xjl, yi1)... ...
k(xj1 , yil) · · · k(xjl , yil)
 ,
sowie die Matrizen C
(sp)
l (q, x) und C
(z)
l (q, y), die aus Cl dadurch entstehen,
dass wir im ersten Fall die q-te Spalte durch den Vektor (k(x, yis))s=1,l und
im zweiten Fall entsprechend die q-te Zeile durch den Vektor (k(xjs, y))s=1,l
ersetzen. Insbesondere gilt C
(sp)
l (q, xjq) = C
(z)
l (q, yiq) = Cl.
Fu¨r die Determinante der Matrizen C
(sp)
l (q, x) formulieren wir die folgen-
den Rekursionsformeln und sehen, dass die Matrizen Cl invertierbar sind.
Entsprechende Aussagen gelten fu¨r die Determinante von C
(z)
l (q, y).
Lemma 3.4.2 Fu¨r 1 ≤ q ≤ l und l = 1, 2, . . . gelten
detC
(sp)
l (q, x) = %
−1
l detC
(sp)
l−1 (q, x) + (−1)q+lrl−1(x, yil) detC(sp)l−1 (q, xjl)
und
detC
(sp)
1 (1, x) = r0(x, yi1)
detC
(sp)
l (l, x) = rl−1(x, yil) detCl−1 fu¨r l > 1 .
Insbesondere gilt
detCl = %
−1
l detCl−1 =
l∏
s=1
%−1s 6= 0 .
Beweis. Sei 1 ≤ q ≤ l. Wir subtrahieren von der letzten Zeile der Matrix
C
(sp)
l (q, x) eine Linearkombination der u¨brigen Zeilen mit den Koeffizien-
ten %
(l−1)
ν (yil), ν = 1, . . . , l. Fu¨r die so konstruierte Matrix C˜
(sp)
l (q, x) gilt
det C˜
(sp)
l (q, x) = detC
(sp)
l (q, x).
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Mit der Darstellung (3.17) ergibt sich fu¨r s ∈ {1, . . . , l} \ {q}
(C˜
(sp)
l (q, x))l,s = k(xjs, yil)−
l−1∑
ν=1
%(l−1)ν (yil)k(xjs , yiν) = rl−1(xjs, yil) .
Insbesondere sind wegen (3.16) die Eintra¨ge (C˜
(sp)
l (q, x))l,s = 0 fu¨r alle
s ∈ {1, . . . , l − 1} \ {q}.
Das heißt, dass die letzte Zeile der Matrix C˜
(sp)
l (q, x) maximal zwei von Null
verschiedene Eintra¨ge besitzt,
(C˜
(sp)
l (q, x))l,q = rl−1(x, yil) und (C˜
(sp)
l (q, x))l,l = rl−1(xjl, yil) = %
−1
l .
Die Behauptung folgt mit Hilfe des Laplace’schen Entwicklungssatzes.
Daru¨ber hinaus stellen wir die Approximationen bl(x, y) aus (3.13) mit Hilfe
der Matrizen Cl dar.
Wir bemerken, dass bl(x, y) = z
∗Mlw mit Ml ∈ Cl×l und z, w ∈ Cl gilt. Fu¨r
(z)s = k(xjs, y) und (w)s = k(x, yis) , s = 1, . . . , l ,
ergibt sich mit der Eigenschaft (3.16) die Beziehung Cl = ClMlCl und damit
Ml = C
−1
l , d.h.
bl(x, y) = (k(xjs, y))
T
s=1,lC
−1
l (k(x, yis))s=1,l , l = 1, 2, . . . . (3.20)
Insbesondere gilt mit der Cramer’schen Regel
bl(x, y) =
l∑
s=1
detC
(z)
l (s, y)
detCl
k(x, yis) . (3.21)
Die letzte Darstellung zeigt, dass die Approximationen bl(x, y) die Kernfunk-
tion in den Stellen yis interpoliert, vgl. (3.19).
Sei
kp(x, y) = bp(x, y)
fu¨r ein p ∈ N0 die Approximation der gegebenen Kernfunktion k(x, y).
Wir stellen zur Abscha¨tzung des zugeho¨rigen Residuums
rp(x, y) = k(x, y) − kp(x, y) eine Verbindung mit der Interpolation durch
Lagrange-Polynome her.
Dazu betrachten wir ein System aus Lagrange-Polynomen
Ll(y) =
detC
(z)
p (l, y)
detCp
, l = 1, . . . , p ,
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mit Ll(yis) = δls, l, s = 1, . . . , p, wobei δ in diesem Fall das Kroneckersymbol
bezeichnet. Mit der Darstellung (3.21) ergibt sich das zugeho¨rige Residuum
zu
Ep(x, y) = k(x, y)− (Ll(y))Tl=1,p(k(x, yil))l=1,p . (3.22)
Satz 3.4.3 Fu¨r x ∈ Gt1 und y ∈ Gt2 sei rp(x, y) das durch die Approxima-
tion kp(x, y) induzierte Residuum. Dann gilt
rp(x, y) = Ep(x, y)−
p∑
ν=1
detC
(sp)
p (ν, x)
detCp
Ep(xjν , y) .
Beweis. Wir bemerken mit den Eigenschaften (3.15) und (3.20),
rp(x, y) = k(x, y)− bp(x, y)
= k(x, y)− (k(xjl , y))Tl=1,pC−1p (k(x, yil))l=1,p
(3.22)
= Ep(x, y)−
[
(k(xjl, y))
T
l=1,p − (Ll(y))Tl=1,pCp
]
C−1p (k(x, yil))l=1,p.
Da
(k(xjν , y))
T
ν=1,p − (Lν(y))Tν=1,pCp =
(
k(xjν , y))−
p∑
s=1
Ls(y)k(xjν , yis)
)
ν=1,p
= (Ep(xjν , y))ν=1,p ,
folgt
rp(x, y) = Ep(x, y)−
p∑
ν=1
Ep(xjν , y)(C
−1
p (k(x, yil))l=1,p)ν .
Mit der Cramer’schen Regel ergibt sich
(C−1p (k(x, yil))l=1,p)ν =
detC
(sp)
p (ν, x)
detCp
und damit die Behauptung.
Abschließend geben wir noch ein Kriterium zur Auswahl der Interpolations-
punkte xjl und yil an.
Folgerung 3.4.4 Angenommen fu¨r l = 1, . . . , p seien die Punkte xjl ∈ Gt1
und yil ∈ Gt2 so gewa¨hlt, dass
|rl−1(xjl, yil)| ≥ |rl−1(x, yil)|
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fu¨r alle x ∈ Gt1 erfu¨llt ist. Dann gilt fu¨r q = 1, . . . , l
sup
x∈Gt1
detC
(sp)
l (q, x) ≤ 2l−q detCl
und folglich fu¨r y ∈ Gt2
|rp(x, y)| ≤ (1 + 2p) sup
x∈Gt1
|Ep(x, y)| . (3.23)
Beweis. Man wende Lemma 3.4.2 an.
3.4.2 Numerische Aspekte
Das beschriebene analytische Problem fu¨hren wir auf die Niedrigrang-Appro-
ximation der Matrizen aus Abschnitt 2.2 u¨ber, indem wir fu¨r einen η∗-zula¨s-
sigen Block A ∈ Cm×n
A = Bl +Rl , l = 0, . . . , p ,
setzen. Dabei gilt
(Rl)ij =
∫
Γ
rl(x, yi)ϕj(x)dFx , 1 ≤ i ≤ m , 1 ≤ j ≤ n ,
und wir bemerken, dass die Matrix Bl vom Rang l die Gestalt
Bl =
l∑
ν=1
uνv
∗
ν
besitzt.
Die erste Version nennen wir ACA mit vollsta¨ndiger Pivotisierung, da in
jedem Schritt die vollsta¨ndige Fehlermatrix Rl generiert wird, um den ma-
ximalen Eintrag zu finden. Daher kann der Fehler ||Rl||F exakt bestimmt
werden. Dieser Algorithmus eignet sich jedoch nur bedingt fu¨r großdimensio-
nierte Probleme, da zur Berechnung des Approximanten A˜ = Bp vom Rang
p O(pnm) Operationen und O(nm) Speichereinheiten notwendig sind.
Algorithmus 3.4.5 (ACA mit vollsta¨ndiger Pivotisierung)
Sei A ∈ Cm×n und ε > 0 gegeben. Setze den Anfangsfehler R0 := A und die
Anfangsna¨herung B0 := 0.
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Fu¨r l = 0, 1, 2, . . . berechne
1. l := l + 1
2. Finde (il, jl) mit (Rl−1)il,jl = maxi,j
|(Rl−1)ij|
3. Setze %l =
1
(Rl−1)il,jl
, ul = Rl−1ejl und vl = R
∗
l−1eil
4. Rl = Rl−1 − %lulv∗l
5. Bl = Bl−1 + %lulv∗l
bis ||Rl||F ≤ ε||A||F (3.24)
Setze den Rang p = l und den Approximanten A˜ = Bp.
Die Vektoren ei sind dabei die i−ten kanonischen Vektoren im jeweiligen
Raum.
In der Praxis werden die Eintra¨ge der Matrix R0 mittels der Fourier-Methode
aus Abschnitt 2.2 berechnet und die Pivot-Elemente (Rl−1)il,jl werden jeweils
bei der Berechnung von ||Rl||F bestimmt.
Die Version ACA mit einer partiellen Pivotisierung erlaubt hingegen die Be-
rechnung des Niedrigrang-Approximanten A˜ = Bp ohne die vollsta¨ndige In-
formation des urspru¨nglichen Blockes. In diesem Fall werden nur O(p(n+m))
Speichereinheiten und O(p2(n+m)) numerische Operationen zur Berechnung
des Approximanten beno¨tigt. Da die Matrix nicht vollsta¨ndig berechnet wird,
kann der Fehler ||Rl||F nun nicht mehr exakt angeben werden. Wir scha¨tzen
dafu¨r die Norm des Approximanten ab, die sich rekursiv durch
||Bl||2F = ||Bl−1||2F + 2
l−1∑
ν=1
u∗l uνv
∗
νvl + ||ul||2F ||vl||2F
angeben la¨sst.
Algorithmus 3.4.6 (ACA mit einer partiellen Pivotisierung)
Sei A ∈ Cm×n und ε > 0 gegeben. Setze die Anfangsna¨herung B0 := 0 und
den Abfangsfehler R0 := A. JR bezeichne die Indexmenge der abgearbeiteten
Zeilen von Rl, l ≥ 0. Setze JR := ∅ und i1 := 1.
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Fu¨r l = 0, 1, . . . berechne
1. l := l + 1
2. ? Ist il > m, so endet der Algorithmus. Ansonsten
1. Setze JR := JR ∪ {il} und v˜l = A∗eil −
l−1∑
ν=1
(uν)ilvν
2. Finde jl mit (v˜l)jl = maxj
|(vl)j|
3. Falls (v˜l)jl = 0
Setze il := il + 1 und gehe zu ?
4. Setze vl = (v˜l)
−1
jl
v˜l und ul = Aejl −
l−1∑
ν=1
(vν)jluν
5. Bl = Bl−1 + ulv∗l
6. Finde il+1 mit (ul)il+1 = max
i/∈JR
|(ul)i|
bis ||ul||F ||vl||F ≤ ε||Bl||F (3.25)
Setze den Rang p = l und den Approximanten A˜ = Bp.
Die Eintra¨ge der jeweiligen jl-ten Spalte und il-ten Zeile von A bzw. A
∗
werden dabei analog zu oben mit der beschriebenen Fourier-Methode ausge-
wertet.
Das na¨chste Lemma zeigt, dass beide Algorithmen stets terminieren.
Lemma 3.4.7 Sei A ∈ Cm×n mit rankA = p. Dann gilt Bp = A.
Beweis. Wir zeigen die Behauptung durch die Induktion nach p.
Fu¨r p = 1 gilt offensichtlich R1 = 0 und B1 = A.
Fu¨r p > 1 betrachten wir den l-ten Iterationsschritt des Algorithmus 3.4.5
oder 3.4.6, l < p beliebig. Wir setzen (Rl)ij = rij und oBdA. sei il = jl = 1,
d.h. r11 6= 0 gibt das Pivot-Element %l an (ansonsten vertausche geeignet
Spalten und Zeilen von Rl). Dann gilt
Rl+1 = Rl − %l(Rle1)(R∗l e1)∗ =
 0 . . . 0... R˜l
0

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und damit rankRl+1 = rank R˜l, wobei
R˜l =

r22 − r21r12
r11
· · · r2n − r21r1n
r11
...
...
rm2 − rm1r12
r11
· · · rmn − rm1r1n
r11
 .
Andererseits gilt
1
−r21
r11
1
... · · ·
−rm1
r11
· · · · · · 1
Rl =

r11 r12 · · · r1n
0
... R˜l
0
 ,
d.h. rank R˜l = rankRl − 1. Aber diese Relationen entsprechen gerade einer
Reduktion des Ranges um Eins im l-ten Iterationsschritt.
Zusammenfassend stellen wir fest, dass fu¨r die Matrizen Aκ ∈ CN×N aus
Beispiel 3.1 eine blockweise Niedrigrang-Approximation bestimmt werden
kann, vgl. Bemerkung 3.1.9. Dazu erzeugen wir zuna¨chst gema¨ß Abschnitt
3.2 einen Cluster-Baum (Algorithmus 3.2.4) fu¨r alle Kollokationspunkte und
geben eine zula¨ssige Zerlegung Z ′ (Algorithmus 3.2.8) an. Nach einer geeig-
neten Permutation besteht Aκ aus approximierbaren Blo¨cken verschiedener
Gro¨ße.
Sei At1,t2κ ∈ Cm1×m2 mit m1 = #t1 und m2 = #t2 der dem Index-Cluster-Paar
(t1, t2) ∈ Z ′ entsprechende Block mit den Eintra¨gen
aij =
∫
Γ
k(x, yi)ϕj(x)dFx , yi ∈ Gt2 , Φj ⊆ Gt1 fu¨r i ∈ t2 , j ∈ t1 .
Wa¨hrend fu¨r min(#t1,#t2) = 1 die Eintra¨ge aij mittels der in Abschnitt 2.2
beschriebenen Fourier-Methode berechnet werden, wenden wir zur Niedrig-
rang-Approximation von At1,t2κ den Algorithmus 3.4.6 an. Den zugeho¨rigen
Approximanten bezeichnen wir mit A˜t1,t2κ .
Fu¨r die Matrix-Vektor-Multiplikation Av = w ergibt sich dann der folgende
Algorithmus
Algorithmus 3.4.8 (Matrix-Vektor-Multiplikation)
Sei Aκ ∈ CN×N mit der oben beschriebenen Blockstruktur A˜t1,t2κ gegeben. Setze
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den Ergebnisvektor w := 0.
Fu¨r (t1, t2) ∈ Z ′ berechne
1. Falls
(
rank A˜t1,t2κ · (m1 +m2)
)
< (m1m2):
Berechne A˜t1,t2κ vt1 mittels der Darstellung (3.5).
Sonst
Berechne A˜t1,t2κ vt1 mittels der gewo¨hnliche Matrix-Vektor-
Multiplikation.
2. wt2 := wt2 + A˜
t1,t2
κ vt1
Fu¨r den Fall κ = 0 ko¨nnen wir Aussagen u¨ber den numerischen Aufwand
der Generierung der Approximanten A˜0 und der zugeho¨rigen Matrix-Vektor-
Multiplikation machen.
Zuna¨chst formulieren wir den folgenden Satz, der in [13] ausgehend von der
Fehlerabscha¨tzung (3.23) bewiesen wird.
Satz 3.4.9 Sei k ein auf dem η∗-zula¨ssiges Paar (Gt1 , Gt2) ∈ R3×R3 asym-
ptotisch glatter Kern und Φj ⊆ Gt1 fu¨r j ∈ t1. Fu¨r den Approximationsfehler
Rnp = A
t1,t2
0 − A˜t1,t20 nach np Iterationen des Algorithmus 3.4.6 gilt
||Rnp||F ≤
√
#t2
cp
p!
(η∗)pdistq(Gt1 , Gt2)
(∑
j∈t1
µ2(Φj)
)1/2
,
wobei q < p ∈ N und cp eine Konstante ist.
Beweis. Wir bemerken, dass nach ho¨chstens np Iterationen die Bedingung
(3.7) aus Satz 3.1.8 gelte. Die Behauptung erfolgt dann analog zu dem Beweis
des Satzes 3.1.5.
Wir geben in Abha¨ngigkeit der Gro¨ße η∗ den numerischen Aufwand an, der
fu¨r eine gegebene Genauigkeit ε > 0 den Approximationsfehler liefert:
||A0 − A˜0||F ≤ ε.
Dazu betrachten wir mit der Definition 3.1.6 der η∗-Zula¨ssigkeit und der
Annahme, dass eine quasi-uniforme Triangulierung (Bemerkung 1.3.6) der
Oberfla¨che Γ4 vorliegt, die Beziehung
distq(Gt1 , Gt2) ≤ cN−q/2 ∀ (t1, t2) ∈ Z ′
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wobei c > 0 eine geeignete Konstante ist, vgl. [11]. Fu¨r den Approximations-
fehler der gesamten Kollokationsmatrix A0 ∈ CN×N erhalten wir
||A0 − A˜0||2F =
∑
(t1 ,t2)∈Z′
||At1,t20 − A˜t1 ,t20 ||2F
≤
∑
(t1 ,t2)∈Z′
#t1#t2C
2
p(η
∗)2pdist2q(Gt1 , Gt2)
und damit
||A0 − A˜0||F ≤ c CpN1−q/2(η∗)p , Cp = µ(Γ4)cp
p!
.
Wir wa¨hlen η∗ > 0 so, dass
(η∗)p =
ε
cCpN1−q/2
. (3.26)
Aber dies garantiert ||A0 − A˜0||F ≤ ε. Fu¨r sinnvolle Werte N und ε ko¨nnen
wir annehmen, dass 0 < η∗ < 1 ist.
Sei α > 0. Mit der Beziehung (3.26) und
p ≥ 2 2− q
α− ζ , 0 < ζ < α ,
ergibt sich dann die Komplexita¨t des Algorithmus 3.2.8, die in Abschnitt 3.2
mit O((η∗)−4N1+ζ) angeben war, zu jeweils O(ε−αN1+α) Operationen und
Speichereinheiten, ∀α > 0 beliebig klein. Offensichtlich ist der numerische
Aufwand des Algorithmus 3.4.8 von der gleichen Gro¨ßenordnung.
Wir bemerken, dass sich die theoretischen Aussagen nur fu¨r asymptotisch
glatte Kerne zeigen lassen. Die vorgestellten Algorithmen 3.4.5 und 3.4.6
liefern jedoch auch fu¨r nicht asymptotisch glatte Kerne, die sich durch de-
generierte Kerne approximieren lassen, gute numerische Ergebnisse, vgl. die
numerischen Beispiele des folgenden Kapitels oder [12].
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4 Numerische Beispiele
In diesem Kapitel stellen wir einige numerische Ergebnisse der vorgestellten
effizienten Verfahren zusammen. Insbesondere untersuchen wir in Abschnitt
4.1 die Gu¨te der Fourier-Methode und wenden in Abschnitt 4.2 zur Appro-
ximation der Matrizen das ACA-Verfahren an.
Als erstes Beispiel (Bsp. I) betrachten wir die zeitharmonische, akustische
Streuung einer ebenen einfallenden Welle uI = eiκ(y·z) aus der Richtung
zT = (1, 0, 0) an einer schallweichen Kugel Ω = {y ∈ R3 , |y| < 1}.
Die gestreute Welle uS erfu¨llt das Randwertproblem
∆ uS(y) + κ2uS(y) = 0 , y ∈ Ωc ,
uS(yˆ) = −uI(yˆ) , yˆ ∈ S2 = ∂Ω ,
uS genu¨gt der Sommerfeld’schen Ausstrahlungsbedingung (1.3)
und besitzt die Form [23]
uS(y) = −
∞∑
l=0
il(2l + 1)
jl(κ)
hl(κ)
h
(1)
l (κ|y|)Pl(yˆ · z) .
Daru¨ber hinaus la¨sst sich die eindeutige Lo¨sung f der Randintegralgleichung(
1
2
I +Dκ + iηSκ
)
[f ](yˆ) = −eiκ(yˆ·z) , η 6= 0 , (4.1)
explizit angeben,
f(yˆ) =
∞∑
l=0
i(l+1)(2l + 1)
jl(κ)
κ(κj ′l(κ) + iηjl(κ))h
(1)
l (κ)
Pl(yˆ · z) .
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Fu¨r die folgenden Beispiele betrachten wir das a¨ußere Dirichlet-Randwert-
problem
∆ u(y) + κ2u(y) = 0 , y ∈ Ωc ,
u(y) = G(x0, y, κ) aus (1.6) mit x0 ∈ Ω , y ∈ Γ ,
u genu¨gt der Sommerfeld’schen Ausstrahlungsbedingung (1.3)
und wa¨hlen zur Formulierung der zugeho¨rigen Randintegralgleichung die ”di-
rekte” Methode, d.h. mittels der Green’schen Darstellungsformel erhalten wir
Sκ[∂nu](y) = g(y) =
(
−1
2
I +Dκ
)
[u](y) , y ∈ Γ . (4.2)
Durch die spezielle Wahl der Randbedingung ko¨nnen wir die Lo¨sung von
(4.2) explizit durch f = ∂nG(x0, y, κ)|y∈Γ angeben.
Wir wa¨hlen fu¨r den Rand Γ zum einen (Bsp. II) die parametrisierte Ober-
fla¨che
ΓZ =
x =
 R(z) cos(2pit)R(z) sin(2pit)(2− 3
2
sin(2pit))
z
 , 0 ≤ z ≤ 1, 0 ≤ t < 1
 ,
wobei R(z) =
√
z(1− z),
und zum anderen die dritte Beispieloberfla¨che ΓR aus Abbildung 4.1 (Bsp.
III).
Wa¨hrend die ersten beiden Beispieloberfla¨chen akademischer Natur sind und
fu¨r den Diskretisierungsparameter stets h ≤ 1 gilt, handelt es sich bei der
Oberfla¨che ΓR um ein Gitter, das uns freundlicherweise von der Firma Ro-
bert BOSCH GmbH zur Verfu¨gung gestellt wurde. Betrachten wir die Schall-
abstrahlung in Luft (Dichte ρ = 1.225 kg/m3 und Schallgeschwindigkeit
c = 340m/s), so besitzen die Wellenzahl und die Lo¨sungen f(·) die Dimen-
sionen m−1 bzw. m−2 .
Wir bemerken, dass alle Berechnungen auf einem AMD Athlon 1200 System
durchgefu¨hrt und LAPACK-Routinen [5] als algebraische Bibliothek verwen-
det wurden.
Weitere numerische Experimente bezu¨glich der Fourier-Methode und der
Kombination mit dem ACA-Verfahren findet der interessierte Leser in [61],
[82] oder [71].
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(I) Einheitsspha¨re: S2
(II) Testrand 2: ΓZ
(III) Testrand 3: ΓR mit diam(ΓR) = 0.8m
Abbildung 4.1: Die Beispieloberfla¨chen
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4.1 Der Vergleich der Lo¨sungen
Um das neue Verfahren zu validieren, betrachten wir neben der in Abschnitt
2.2 beschriebenen Fourier-Methode ein Standard-Verfahren. Dazu werden die
aus dem Kollokationsverfahren mit stu¨ckweise konstanten Ansatzfunktionen
resultierenden Matrizeneintra¨ge mittels der 7-Punkt Gauß-Formel fu¨r ebene
Dreiecke mit der Genauigkeit O(h6) numerisch berechnet, vgl. [2].
Die vorgestellten Beispiele liefern folgende Ergebnisse:
In den Abbildungen 4.2 (a) - 4.4 (a) sind die relativen Fehler der Fourier-
Lo¨sung fFT (schwarz) und der Standard-Lo¨sung fST (punktiert) in der dis-
kreten L2-Norm in Abha¨ngigkeit der Wellenzahl κ dargestellt, d.h.
erel(f(·)) =
||f − f(·)||L2(Γ)
||f ||L2(Γ)
.
Der Anstieg des Fehlers des Standard-Verfahrens mit wachsender Wellen-
zahl ist auf die verwendete Integrationsroutine mit konstantem numerischem
Aufwand zuru¨ckzufu¨hren. Die Ergebnisse ko¨nnten durch Einsatz einer ge-
naueren Quadraturformel verbessert werden, der numerische Aufwand wa¨re
jedoch ho¨her. Im Fall der Fourier-Methode erhalten wir Matrizeneintra¨ge mit
einer Genauigkeit, die im Wesentlichen unabha¨ngig von der Wellenzahl ist,
vgl. Bemerkung 2.2.7. Diese Eigenschaft spiegelt sich in dem nahezu kon-
stanten Fehlerverhalten fu¨r κmaxh < 1 wider. Daru¨ber hinaus beno¨tigt die
analytische Berechnung der Integrale, die nur von den geometrischen Daten
abha¨ngt, stets den gleichen numerischen Aufwand.
Um die gute U¨bereinstimmung der numerischen Ergebnisse fFT mit den ana-
lytischen Werten zu verdeutlichen, sind in den Abbildungen 4.2 (b) - 4.4 (b)
jeweils eine Komponente der Lo¨sungsvektoren (d.h. Realteil und Imagina¨r-
teil) gegen die Wellenzahl aufgetragen. Die Lo¨sungen fFT und fST sind
schwarz bzw. punktiert dargestellt, die gestrichelte Linie entspricht dem Ver-
lauf der analytischen Lo¨sung f .
Wir weisen noch auf eine Eigenart der Lo¨sung fFT hin, welche im dritten
Beispiel besonders deutlich wird. Ab κ = 45 ist die Kurve nicht mehr glatt,
sondern weist fu¨r gewisse Wellenzahlen Zacken auf. Dieser Effekt resultiert
aus der Tatsache, dass fu¨r die Randintegralgleichung (4.2) irregula¨re Wellen-
zahlen auftreten ko¨nnen, vgl. Tabelle 1.1 und die entsprechenden Lo¨sungen
nicht mehr eindeutig sind.
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(a) Relativer L2-Fehler der Lo¨sungen fFT und fST in Abha¨ngigkeit von κ
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Abbildung 4.2: Ergebnisse fu¨r Beispiel I
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(a) Relativer L2-Fehler der Lo¨sungen fFT und fST in Abha¨ngigkeit von κ
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Abbildung 4.3: Ergebnisse fu¨r Beispiel II
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(a) Relativer L2-Fehler der Lo¨sungen fFT und fST in Abha¨ngigkeit von κ
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Abbildung 4.4: Ergebnisse fu¨r Beispiel III
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Daru¨ber hinaus stellt die Fourier-Methode ein sehr effektives Verfahren dar.
Dazu werden fu¨r Nκ = 100 Wellenzahl die Gesamtzeiten zur Lo¨sung des
Gleichungsystems, LS, und die Zeiten zur Generierung der Kollokationsma-
trizen C = Aκ, Sκ, Dκ der beiden Verfahren verglichen. Die CPU-Zeiten in
den Tabellen 4.1 sind in Sek. angegeben. Im Fall der Fourier-Methode be-
zeichnet Ψ die einmalige Berechnungszeit der von κ unabha¨ngigen Daten β,
γ, α, σ aus Bemerkung 2.2.7. Wir bemerken, dass die Zeiten zur Generierung
der Kollokationsmatrizen den gro¨ßten Anteil in der Gesamtberechnungszei-
ten darstellen.
Bsp. I
Standard Fourier
N A
κ
LS A
κ
LS Ψ
80 17 17 12 12 0.11
320 225 233 122 131 1.17
1280 3540 4020 1810 2290 18.1
Bsp. II
Bsp. III
Standard Fourier
N D
κ
S
κ
LS D
κ
S
κ
LS Ψ
64 7 4 12 4 3 7 0.09
256 71 71 147 31 48 84 0.75
1024 1090 1140 2700 420 750 1620 11.5
1356 1970 2030 4570 760 1340 2660 21
Tabelle 4.1: Vergleich der Berechnungszeiten
4.2 Die Anwendung des ACA-Verfahrens
Wir approximieren die in Gleichungssystemen (4.1) und (4.2) auftretenden
Matrizen, indem gema¨ß Abschnitt 3.2 ein Clusterbaum erzeugt und die Ma-
trizen entsprechend partitioniert werden. Auf jeden η∗-zula¨ssigen Block wird
das vorgestellte komplexwertige ACA-Verfahren angewendet und dabei die
Matrixeintra¨ge mit der Fourier-Methode ausgewertet.
Insbesondere untersuchen wir die Effizienz des ACA-Verfahrens mit einer
partiellen Pivotisierung und wenden den Algorithmus 3.4.6 auf eine Ober-
fla¨chen-Sequenz an.
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Dabei verstehen wir im Fall der Einheitsspha¨re, dass jedes Dreieck geviertelt
und die neuen Dreiecke auf S2 projiziert werden. Im Fall der parametrisierten
Oberfla¨che ergibt sich eine Sequenz aus dem geschickten Hochsetzen der Dis-
kretisierungsgro¨ßen Nt, Nz mit N = 2Nt(Nz − 1). Fu¨r den dritten Testrand
werden analog zu oben die Dreieckselemente geviertelt.
Speziell werden η∗ = 0.8, der Approximationsfehler ε aus (3.25) mit 10−4 und
10−6 fu¨r den relativen Fehler des nicht vorkonditionierten GMRES gewa¨hlt.
Anhand der Beispiele I - III untersuchen wir das Verhalten des sogenannten
Kompressionsfaktors,
CF (A) =
Mem(A˜)
Mem(A)
(%) ,
in Abha¨ngigkeit der Wellenzahl.
Der monotone Anstieg der Kompressionsfaktoren der Matrizen, Aκ (schwarz)
bzw. Sκ (schwarz) und Dκ (gestrichelt), bei wachsender Wellenzahl in Abha¨n-
gigkeit der Dimension N ist in den Abbildungen 4.5 dargestellt. Dabei ent-
sprechen die Kurven jeweils von oben nach unten den Fa¨llen
S
2 : N = 80 , N = 320 , N = 1280 , N = 5120 ,
ΓZ : N = 64 , N = 256 , N = 1024 , N = 4096 ,
ΓR : N = 1356 , N = 5424 , N = 21696 .
In Tabelle 4.2 sind die Kompressionsfaktoren und die Fehler der Fourier-
Lo¨sung fFT im sogenannten pra¨-asymptotischen Bereich, d.h. e(fFT ) und
erel(fFT ) fu¨r konstante κ · h, dargestellt. Wir ko¨nnen fu¨r alle Experimente
feststellen, dass das ACA-Verfahren kombiniert mit der Fourier-Methode sta-
bile Werte liefert.
Abschließend untersuchen wir die Konvergenz der Fourier-Lo¨sung im asymp-
totischen Bereich, d.h. der Diskretisierungsparameter h strebt fu¨r eine fest
gewa¨hlte Wellenzahl κ gegen Null. Die Tabelle 4.3 zeigt, dass wir fu¨r das
Streuproblem (Bsp. I) ein Konvergenzverhalten von etwa O(h2) erhalten.
Zusammenfassend bemerken wir, dass in beiden Bereichen das ACA-Ver-
fahren ein fast lineares Verhalten aufweist.
Wa¨hrend sich die asymptotisch schlechte Konditionierung der Gleichungs-
systeme (4.2) in den Beispielen II und III in dem Anstieg der GMRES-
Iterationen widerspiegelt, kann ebenso deutlich die von h unabha¨ngige Kon-
ditionszahl cond2(Aκ) mit Aκ aus (4.1) abgelesen werden.
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Abbildung 4.5: Verhalten von CF in Abha¨ngigkeit von κ
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N κ CF (Aκ) e(fFT ) erel(fFT ) #It.
80 0.62 100 2.7E-01 3.74E-02 4
320 1.20 92 1.05E-01 1.54E-02 5
1280 2.28 49 2.65E-02 4.25E-03 5
5120 4.60 22 1.16E-02 2.24E-03 6
20480 9.24 8 1.93E-02 3.87E-03 9
Bsp. I: κ · h ≈ 0.36
N κ CF (Sκ) CF (Dκ) e(fFT ) erel(fFT ) #It.
64 0.60 100 100 7.24E-02 1.16E-01 11
256 0.92 77 88 4.37E-02 7.48E-02 17
1024 1.76 43 59 2.09E-02 3.05E-02 22
4096 3.44 19 26 2.67E-02 2.59E-02 32
16384 6.68 7 9 5.78E-02 3.16E-03 59
Bsp. II: κ · h ≈ 0.25
N κ CF (Sκ) CF (Dκ) e(fFT ) erel(fFT ) #It.
1356 11 50 64 6.52E-02 1.08E-01 38
5424 23 23 28 9.34E-02 1.15E-01 66
21696 46 9 10 3.18E-01 2.27E-01 150
Bsp. III: κ · h ≈ 0.5
Tabelle 4.2: Verhalten fu¨r verschiedene κ
N κh CF (Aκ) e(fFT ) erel(fFT ) #It.
80 0.97 100 3.91E-01 6.14E-02 5
320 0.5 93 1.07E-01 1.62E-02 5
1280 0.25 46 2.75E-02 4.09E-03 5
5120 0.125 18 6.96E-03 1.03E-03 5
20480 0.065 6 1.93E-03 2.86E-04 4
Tabelle 4.3: Verhalten fu¨r κ = pi/2 (Bsp. I)
94 4. Numerische Beispiele
95
A Anmerkungen zur
Helmholtz-Gleichung
A.1 Der zweidimensionale Fall
Wir betrachten die a¨ußeren Randwertprobleme der zweidimensionalen Helm-
holtz-Gleichung, d.h. finde u(y), so dass gilt
∆ u(y) + κ2u(y) = 0 , y ∈ Ωc ⊂ R2,
u(y) = uD(y) bzw. ∂nu(y) = uN(y) , y ∈ ∂Ω ⊂ R ,
und u(y) genu¨gt der Sommerfeld’schen Ausstrahlungsbedingung
lim
r→∞
√
r
(
∂
∂r
− iκ
)
u(y) = 0 , r = |y| , y ∈ R2,
gleichma¨ßig in alle Richtungen y/|y|.
Mit der Singularita¨ten-Funktion
G(x, y, κ) =
i
4
H
(1)
0 (κ|x− y|) , x 6= y ,
lassen sich die Randintegralgleichungen analog zu denen aus Abschnitt 1.2
formulieren und entsprechend mit Randelementmethoden lo¨sen.
Im Fall κ = 0 ergibt sich das Laplace-Problem mit
G(x, y, 0) = − 1
2pi
ln(|x− y|) , x 6= y .
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A.2 Die Herleitung der Wellengleichung
Wir betrachten die Ausbreitung akustischer Wellen in einem isotropen, ho-
mogenen, reibungsfreien Fluid im R3. Die Herleitung der Wellengleichung
orientiert sich an den Ausfu¨hrungen in [23].
Seien dazu v = v(y, t) das Geschwindigkeitsfeld, p = p(y, t) der Druck und
ρ = ρ(y, t) die Dichte des Mediums. Fassen wir diese Gro¨ßen als kleine Ab-
weichungen des stationa¨ren Zustandes, v0 = 0, p0 = const. und ρ0 = const.,
auf, so wird die Bewegung innerhalb des Mediums mittels der linearisierten
Eulergleichung
ρ0
∂
∂t
v +∇p = 0 , (A.1)
der Kontinuita¨tsgleichung
∂
∂t
ρ + ρ0 divv = 0
und der (angena¨herten) Zustandsgleichung p = c2ρ beschrieben.
Die linearisierte Eulergleichung (A.1) garantiert die Existenz eines Potentials
U(y, t) mit
v =
1
ρ0
∇U und p = − ∂
∂t
U .
Setzen wir die Darstellungen von v und p in die obigen Gleichungen ein, so
erhalten wir die Wellengleichung fu¨r das Potential U
1
c2
∂2
∂t2
U(y, t)−∆U(y, t) = 0 .
Wir bemerken, dass die Schallgeschwindigkeit c in einem idealen Gases gema¨ß
c =
√
χ
p0
ρ0
definiert ist. Dabei bezeichnet χ den Adiabatenexponenten, insbesondere gilt
fu¨r Luft χ = 1.4.
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A.3 Die ra¨umliche Fourier-Transformation
Wir zeigen zwei Mo¨glichkeiten auf, die ra¨umliche Fourier-Transformierten
der Singularita¨ten-Funktion G(x, y, κ) zu bestimmen.
Da aus der Darstellung (1.6) die Beziehung G(x, y, κ) = G(x − y, 0, κ) gilt,
ko¨nnen wir die Fourier-Transformierten der Funktion G(x − y, κ) bezu¨glich
z = x− y ∈ R3 u¨ber
Gˆ(ζ, κ) =
∫
R3
G(z, κ)ei(ζ,z)dz , ζ ∈ R3,
(2pi)3Gˇ(ζ∗, κ) =
∫
R3
G(z, κ)e−i(ζ
∗,z)dz , ζ∗ ∈ R3,
direkt auswerten.
Eine andere Mo¨glichkeit besteht darin, die Singularita¨ten-Funktion als Lo¨-
sung der Gleichung(
∆ + κ2
)
G(x− y, κ) = −δ(x− y)
zu betrachten. Sei zuna¨chst κ = κr+iκi ∈ C mit κr, κi > 0. Mit dem Differen-
tiationssatz der Fourier-Transformation (vgl. Satz 2.1.4) und der Bemerkung
2.1.6 ergibt sich(−|ζ|2 + κ2) Gˆ(ζ, κ) = −1 bzw. (−|ζ∗|2 + κ2) Gˇ(ζ∗, κ) = − 1
(2pi)3
und damit
Gˆ(ζ, κ) =
1
|ζ|2 − κ2 bzw. Gˇ(ζ
∗, κ) =
1
(2pi)3
1
|ζ∗|2 − κ2 .
Wir bemerken, dass die Funktionen in der Halbebene κi > 0 analytisch sind.
Um Gˆ und Gˇ auf die reelle Achse (κi = 0) fortzusetzen, betrachten wir den
Grenzwert limκi→0(r
2 − κ2)−1 und beachten, dass fu¨r kleine κi gilt
1
r2 − κ2r + κ2i − 2iκrκi
=
r2 − κ2r + κ2i
(r2 − κ2r)2 + 4κ2rκ2i
+ i
2κrκi
(r2 − κ2r)2 + 4κ2rκ2i
.
Nutzen wir fu¨r den zweiten Summanden die der Beziehung [37]
lim
y→0
y
x2 + y2
= piδ(x)
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aus, so ergibt sich
lim
κi→0
1
r2 − κ2 =
1
r2 − κ2r
+ ipiδ(r2 − κ2r)
=
1
r2 − κ2r
+ i
pi
2κr
δ(r − κr) .
Bei der letzten Umformung benutzen wir die Beziehung (2.6) fu¨r g = r2−κ2r
und κr > 0.
Die Funktionen Gˆ und Gˇ besitzen also die folgenden Fortsetzungen fu¨r κi = 0
Gˆ(ζ, κ) = pv
1
|ζ|2 − κ2 + i
pi
2κ
δ(|ζ| − κ)
Gˇ(ζ∗, κ) =
1
(2pi)3
(
pv
1
|ζ∗|2 − κ2 + i
pi
2κ
δ(|ζ∗| − κ)
)
.
Dabei bezeichnet pv den Cauchy-Hauptwert (principle value).
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B Spezielle Funktionen
Wir stellen einige Definitionen und Eigenschaften der Legendre- und Kugel-
fla¨chenfunktionen sowie der spha¨rischen Funktionen zusammen. Eine aus-
fu¨hrliche Darstellung findet der interessierte Leser z.B. in [2] oder [67].
B.1 Legendre- und Kugelfla¨chenfunktionen
Wir betrachten xˆ = x/|x| ∈ S2, d.h. xˆ = (sin θ cosφ, sin θ sinφ, cos θ)T mit
φ ∈ [0, 2pi) und θ ∈ [0, pi] und geben fu¨r n ∈ N0, |m| ≤ n und t = cosφ
1. die Legendre-Polynome der Ordnung n
Pn(t) =
1
2nn!
dn
dtn
(1− t2)n , (B.1)
2. die zugeordneten Legendre-Polynome
P |m|n (t) = (1− t2)|m|/2
d|m|
dt|m|
Pn(t) , (B.2)
3. die Kugelfla¨chenfunktionen Y mn (xˆ) = Y
m
n (θ, φ) mit
Y mn (θ, φ) =
√
2n+ 1
4pi
(n− |m|)!
(n+ |m|)!P
|m|
n (cosφ)e
imθ (B.3)
an.
Die Legendre-Polynome, die auch rekursiv gema¨ß
P0(t) = 1
P1(t) = t
Pn+1(t) = (2n+ 1)Pn(t)− nPn−1(t) , n ≥ 2,
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gewonnen werden, bilden ein vollsta¨ndiges Orthogonalsystem in L2([−1, 1])
und es gilt die Orthogonalita¨tsbeziehung
1∫
−1
Pn(t)Pm(t) =
2
2n + 1
δnm , n,m ∈ N0 .
Dabei bezeichnet δ wie u¨blich das Kroneckersymbol.
Daru¨ber hinaus gelten die Abscha¨tzungen
|Pn(t)| ≤ 1, |P ′n(t)| ≤
1
2
n(n + 1) sowie |P (1)n (t)| ≤ pi(n+ 1) ,
vgl. [38].
Der folgende Satz ist unter anderen in [23] gezeigt.
Satz B.1.1 Seien xˆ, yˆ ∈ S2. Fu¨r die Kugelfla¨chenfunktionen Y mn , n ∈ N0
und |m| ≤ n, die ein vollsta¨ndiges Orthogonalsystem in L2(S2) bilden, gilt
das Additionstheorem
m∑
n=−m
Y mn (xˆ)Y
m
n (yˆ) =
2n+ 1
4pi
Pn(xˆ · yˆ) .
B.2 Spha¨rische Funktionen
Sei n ∈ N0. Wir betrachten
1. die spha¨rischen Besselfunktionen
jn(x) =
∞∑
k=0
(−1)kxn+2k
2kk!1 · 3 · · · (2n+ 2k + 1) ,
2. die spha¨rischen Neumannfunktionen
yn(x) = −(2n)!
2nn!
∞∑
k=0
(−1)kx2k−n−1
2kk!(−2n + 1)(−2n+ 3) · · · (−2n + 2k − 1) ,
3. die spha¨rischen Hankelfunktionen erster bzw. zweiter Art
h(1,2)n (x) = jn(x)± iyn(x) .
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und bemerken, dass die Funktionen jn fu¨r x ∈ R und yn fu¨r x ∈ (0,∞)
analytisch sind.
Die Funktionen qn mit qn = jn, qn = yn bzw. qn = h
(·)
n genu¨gen der Rekursi-
onsformel
qn+1(x) + qn−1(x) =
2n+ 1
x
qn(x) , n ≥ 1 ,
und fu¨r ihre Ableitungen ergeben sich die Beziehungen
q′n(x) =
n
2n+ 1
qn−1(x)− n + 1
2n+ 1
qn+1(x)
= qn−1(x)− n+ 1
x
qn(x)
=
n
x
qn(x)− qn+1(x)
In unseren Ausfu¨hrungen benutzen wir außerdem die Relationen
qn(x) =
√
pi
2x
Qn+1/2(x) ,
wobei Qn = Jn, Yn, H
(1,2)
n die Bessel-, Neumann- und Hankelfunktionen erster
und zweiter Art bezeichnen.
Die spha¨rischen Funktionen lassen sich durch trigonometrische Funktionen
ausdru¨cken
jn(x) = x
n
(
−x d
dx
)n
sin x
x
und yn(x) = −xn
(
−x d
dx
)n
cos x
x
.
Insbesondere gilt
h
(1,2)
0 (x) =
e±ix
±ix .
Abschließend geben wir das asymptotische Verhalten fu¨r n→∞ an, d.h. es
gilt
jn(x) =
xn
1 · 3 · · · (2n+ 1)
(
1 +O
(
1
n
))
h(1)n (x) =
1 · 3 · · · (2n− 1)
ixn+1
(
1 +O
(
1
n
))
gleichma¨ßig auf kompakten Teilmengen von R bzw. (0,∞).
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Zusammenfassung
In dieser Arbeit wurde die Lo¨sung der a¨ußeren Randwertprobleme der Helm-
holtz-Gleichung mit schnellen Randelementmethoden diskutiert. Insbeson-
dere standen die Generierung der Kollokationsmatrizen und die blockweise
Niedrigrang-Approximation dieser im Mittelpunkt unseres Interesses.
Zuna¨chst stellten wir die sogenannte Fourier-Methode zur Auswertung der
Matrizeneintra¨ge fu¨r ein Spektrum aus Wellenzahlen vor. Das auf der Fourier-
Transformation bezu¨glich der Wellenzahl basierende Verfahren wurde auf
die Einfach- und Doppelschichtpotentialmatrizen angewendet und anhand
einiger numerischer Experimente validiert. Wir zeigten, dass die geschickte
Anwendung der Fourier-Transformation und die Ru¨cktransformation auf die
Singularita¨ten-Funktionen ein sehr effizientes und stabiles Verfahren zur teil-
weisen analytischen Berechnung der auftretenden Integrale darstellt.
In analoger Weise ko¨nnen auch Ausdru¨cke fu¨r die anderen Randintegral-
operatoren bzw. die entsprechenden Kollokationsmatrizen gefunden werden.
Detaillierte Untersuchungen dieser sowie der Galerkin-Matrizen stehen je-
doch noch aus.
Daru¨ber hinaus entwickelten wir das ACA-Verfahren (Adaptive Cross Appro-
ximation) zur blockweisen Niedrigrang-Approximation von Matrizen weiter.
Nach der Erzeugung einer zula¨ssigen hierarchischen Zerlegung der Matrix
wurde der Algorithmus formal auf die komplexwertigen Kollokationsmatri-
zen der Helmholtz-Gleichung angepasst.
Numerische Tests zeigten, dass dieses Verfahren fu¨r nicht asymptotisch glatte
Kerne, die sich durch degenerierte Kerne approximieren lassen, gute Ergeb-
nisse liefert.
Zur Zeit ko¨nnen theoretische Aussagen u¨ber die Konvergenz und Komple-
xita¨t der Methode jedoch nur fu¨r asymptotisch glatte Kerne gezeigt werden.
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