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ABSTRACT
Approximate Nearest Neighbor Search (ANNS) in high di-
mensional space is essential in database and information re-
trieval. Recently, there has been a surge of interests in ex-
ploring efficient graph-based indices for the ANNS problem.
Among them, the NSG has resurrected the theory of Mono-
tonic Search Networks (MSNET) and achieved the state-of-
the-art performance. However, the performance of the NSG
deviates from a potentially optimal position due to the high
sparsity of the graph. Specifically, though the average degree
of the graph is small, their search algorithm travels a longer
way to reach the query. Integrating both factors, the total
search complexity (i.e., the number of distance calculations)
is not minimized as their wish. In addition, NSG suffers
from a high indexing time complexity, which limits the effi-
ciency and the scalability of their method. In this paper, we
aim to further mine the potential of the MSNETs. Inspired
by the message transfer mechanism of the communication
satellite system, we find a new family of MSNETs, namely
the Satellite System Graphs (SSG). In particular, while in-
heriting the superior ANNS properties from the MSNET,
we try to ensure the angles between the edges to be no
smaller than a given value. Consequently, each node in the
graph builds effective connections to its neighborhood om-
nidirectionally, which ensures an efficient search-routing on
the graph like the message transfer among the satellites. We
also propose an approximation of the SSG, Navigating SSG,
to increase the efficiency of indexing. Both theoretical and
extensive experimental analysis are provided to demonstrate
the strengths of the proposed approach over the existing
state-of-the-art algorithms. Our code has been released on
GitHub.
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Figure 1: An illustration of how sparsity influences
the search complexity of different MSNETs. (a),
(b), and (c) are three MSNETs on a toy dataset
with different sparsity. In particular, (a) is built
according to MRNG’s scheme [15]. The sparsity of
the graph decreases from (a) to (c). Take the blue
node as the start-search position and the red point
as the query. In (a) we need one hop via a neighbor
of the blue node to the red one, while in (b) and (c)
we only need to check the blue node’s neighbors. As
a result, we need 7, 5, and 8 distance calculations to
complete the search on (a), (b), and (c) respectively.
The most sparse MSNET may not present the best
search performance.
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1. INTRODUCTION
Approximate Nearest Neighbor Search (ANNS) has been
a fundamental problem over decades and supports many
applications in database, information retrieval, data min-
ing, and machine learning [5, 12, 9, 35, 30, 40, 1]. When
deep learning techniques are applied to more and more tra-
ditional large-scale applications, indexing and searching on
dense-real-vector databases becomes a significant challenge.
Due to the intrinsic difficulty of the exact nearest neigh-
bor search, various solutions have been proposed aiming at
the ANNS problem. For example, the tree-based methods
[7, 16, 36, 23, 13], the hashing-based methods [19, 37, 21,
31], the quantization-based methods [24, 18, 39, 26] and the
graph-based methods [2, 20, 32, 34, 6, 15]. Among them, the
graph-based methods have shown promising search perfor-
mance on several widely used public datasets [20, 34, 6, 15]
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and been in the leading position. Especially, in the current
state-of-the-art work [15], Fu et al. resurrects the theory
of Monotonic Search Networks (MSNET) [10] and brings it
into practice. The MSNET guarantees the search algorithm
(the commonly used modified-A*-search algorithm in Alg.
1) to always reduce the distance to the query at each iter-
ation, i.e., the ”monotonicity” of the search. Based on the
MSNET, Fu et al. proposed the Monotonic Relative Neigh-
borhood Graph (MRNG) which is of very low search time
complexity (about O(n
1
d logn), where n is the data size and
d is the dimension of the data points). They also proposed
a practical approximation of the MRNG, namely the Navi-
gating Spreading-out Graph (NSG), with a smaller indexing
complexity, which can scale to large-scale problems and is
probably the most efficient graph-based ANNS algorithm to
the best of our knowledge.
Despite the success of their work, there are mainly two
limitations with it (please see Sec. 2 for more details):
1) Their indexing scheme produces an over-sparse MSNET,
thus leads to an inferior search performance. The search
complexity of a graph-based ANNS method is mainly deter-
mined by the out-degree and the search path length of the
graph (how far Alg. 1 travels to reach the answer). Fig.
1 shows three different MSNETs on a toy dataset, among
which (a) is an MRNG built with the edge-selection strat-
egy in the NSG paper [15]. Using Alg. 1, we can reach
the query (red node) from the start-search node (blue node)
with only one hop on (b) and (c), but two hops on (a). In
total, we need 7, 5, 8 distance calculations for (a), (b), (c)
respectively to complete the search. Deviated from the un-
derstanding of a few previous works [6, 15], the out-degree
of the graph is not the smaller the better. There probably
exists an ”optimal sparsity” for efficient graph-based ANNS.
2) The indexing complexity of NSG is still high for large-
scale applications (about O(n1.16 + n logn)).
In this paper, we aim to address the above two problems
and proceed towards the efficiency up-boundary of graph-
based ANNS methods, especially for the MSNET family.
From our perspective, the search process on a graph index
is very similar to the message transferring in a Communi-
cation Satellite System. In such a system, the neighbors
of each satellite are distributed uniformly around. Conse-
quently, the information propagation is very efficient in any
direction. Inspired by this observation, we design a sim-
ple but effective edge-selection strategy to inherit the supe-
rior ANNS properties from the MSNET family and main-
tain a uniformly distributed neighborhood simultaneously
(by enforcing a minimal-angle-constraint between any two
out-edges of each node). Please see Sec. 3 for more details.
The main contributions of our proposal can be summa-
rized as follows:
1. We propose a novel edge-selection strategy and thereby
define a new family of MSNETs, the Satellite System
Graphs.
2. We provide theoretical analysis for the proposed SSG
on its further-developed ANNS properties.
3. We propose a practical variant NSSG to reduce the
indexing complexity of the SSG.
4. We perform extensive experiments to demonstrate the
significant advantages of the NSSG in both the per-
formance and the scalability. Especially, we test the
Algorithm 1 Search-on-Graph(G, p, q, l)
Require: graph G, start node p, query point q, candidate pool
size l
Ensure: k nearest neighbors of q
1: i=0, candidate pool S = ∅
2: S.add(p)
3: while i < l do
4: i =the index of the first unchecked node in S
5: mark pi as checked
6: for all neighbor n of pi in G do
7: if n has not been compared then
8: S.add(n)
9: end if
10: end for
11: sort S in ascending order of the distance to q
12: if S.size() > l then
13: S.resize(l)
14: end if
15: end while
16: return the first k nodes in S
NSSG on a 100-million-point dataset on a single CPU
to show its advantages on very large datasets.
2. BACKGROUND
2.1 From NNS to ANNS
Nearest Neighbor Search (NNS) is a fundamental problem
in database, data mining, and information retrieval commu-
nity. It also supports various applications of machine learn-
ing. Nearest neighbor search algorithms return the nearest
data points of a given query point in a certain metric space.
Exact nearest neighbor search is impractical in large-scale
applications due to its high time cost. Thus, people turn
to ANNS techniques. The ANNS methods all try to in-
dex the datasets and perform non-exhausted search based
on such indices. The non-exhausted search algorithms only
scan a part of points in the database and get the answers
with a little accuracy loss efficiently, i.e., sacrificing accu-
racy for efficiency. In real-world applications, the approxi-
mate K nearest neighbor search (AKNNS, sub-problem of
the ANNS problem) is more commonly used. Please refer
to [15] for formal definitions.
2.2 Non-Graph Based Methods
For the past decades, various methods are proposed to
solve the AKNNS problem efficiently, including the hashing-
based, the tree-based, the quantization-based, and the graph-
based methods. The hash- ing-based methods try to split
the space with hyper-surfaces and organize the dataset with
hashing tables, typical methods include Locality Sensitive
Hashing (LSH) [19] and Spectral Hashing [37]. The tree-
based methods try to partition the space into sub-regions
and index them into tree-structures. Representative meth-
ods include Randomized KD-Tree [36] and R-Tree [4]. The
quantization-based methods try to solve the AKNNS prob-
lem through reducing the complexity of distance calcula-
tions. Specifically, the algorithm quantizes the original data
points and represents them as binary codes, which serve as
the references to the codebook (quantizers). The complex-
ity of the distance computation can be reduced significantly
by computing the approximate distance with the pre-built
codebook (quantizers). Product Quantization (PQ) [24] and
Composite Quantization[39] are two typical methods. There
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are some recent works focusing on improving the perfor-
mance of these three types methods in the methodology or
engineering level such as [22, 1, 17].
2.3 Graph-Based Methods.
Recently, the graph-based methods have attracted wide
interests and shown exciting results. Although various graph
indices have been developed, they all use the same search al-
gorithm (shown in Alg.1). The main idea of this A*-search-
like algorithm is to iteratively discover the nodes which are
closer to the query, among the neighbors of the current node.
”Neighbors of neighbors are also likely to be neighbors”.
Thus, no matter how complex the graph is, the search time
complexity of them can be computed in the decomposition ol
[15], where o is the out-degree of the graph and l is the num-
ber of iterations of Alg.1 (or the length of the ”search path”).
From this perspective, the development of the graph indices
can be summarized as two aspects: sparsify the graph and
reduce the search path lengths.
There are several early graph models with excellent the-
oretical guarantees (e.g., the Delaunay Graphs [3, 28] and
the MSNET [10]) or empirical conclusions ([27, 8]) on the
search path length. However, these graphs suffer from high
indexing complexity or are not well-designed models for the
ANNS problem. Recent works are mostly optimized ap-
proximations of above structures. Specifically, KNN graph
based methods (GNNS [20], IEH [25], Efanna [14]) stem
from the Delaunay Graph. They are designed to reduce
the out-degree of the Delaunay Graph in the high dimen-
sions and maintain a considerably short search path; Nav-
igating Small World Graph (NSW) [32] approximates the
Navigating Small World Network [27] and is modified to
adapt to high dimensions. Hierarchical Navigating Small
World Graph (HNSW) [34] further improves the NSW by
stacking multiple NSWs of different scopes, which intuitively
shortens the search paths via different short-cuts on differ-
ent graph layers; FANNG [6] and HNSW [34] all use sim-
ilar edge-selection strategies as the Relative Neighborhood
Graph (RNG) to sparsify the graphs; Based on the MSNET
[10], Fu et al. develop the MRNG [15] with a good out-degree
upper bound and a short search path guarantee. Further,
they propose the NSG to approximate the MRNG to re-
duce the indexing complexity. In the extensive experimental
study of several graph-based papers [20, 25, 14, 33, 34, 6,
15], the graph-based approaches outperform the non-graph
based ones significantly on several frequently-used public
datasets. Among them, NSG [15] is in the leading position
to the best of our knowledge.
2.4 Closely Related Works
MSNET and MRNG. MSNET [10] is proved to guar-
antee that the search algorithm (Alg.1) will always find a
better node from the neighbors of the current node. The
”better node” is some node which must be closer to the
query node than the current node. This property is called
the monotonicity. Fu et al. [15] prove that the search com-
plexity on an MSNET is O(n
1
d logn/4r), where 4r can be
treated as a constant in practice. They further propose the
MRNG, which inherits the MSNET’s properties with a low
out-degree.
It is important to note that MSNETs cover a large family
of different graphs. Although the search time complexity
of different MSNETs grows with n in the same speed, the
(a) (b)
Figure 2: An illustration of the difference between
searching for an in-database query and a not-in-
database query. The black node denotes the search-
start node, and the red nodes denotes the query
nodes. (a) describes the search for an in-database
query, while (b) describes that for a not-in-database
query. The distance to the query determines the
choice of the first step. Therefore, though they ar-
rive at the same location finally, the routes are com-
pletely different (red lines).
constant factors vary with different graph structures. For
example, the Delaunay Graph is an MSNET. Though the
search paths on a Delaunay Graph are usually very short,
but the out-degree of the graph is too high in a high di-
mensional space [10, 6]. Searching on an exact Delaunay
Graph may be as slow as the exhausted search. On the
contrary, the principle of the MRNG [15] is to prune the
graph as much as possible, as long as it is still an MSNET.
In an MRNG, the longest edge in a triangle must be re-
moved, thus, the average angle between edges will be much
larger than 60◦, which leads to a high sparsity. The fact is
that, as shown in Fig.1, a sparser graph does not lead to a
better search performance. Removing an edge can reduce
the degree, whereas there is also a probability to corrupt a
short path, and consequently the search algorithm needs to
find a longer alternative way. Based on our experimental
study, we believe there exists an optimal average out-degree
(sparsity) for the MSNET-based search. From this perspec-
tive, the disadvantage of the MRNG is that their indexing
algorithm cannot adjust its degree flexibly.
DPG. Similar to our work, the Diversified Proximity Graph
(DPG) [29] uses angles between out-edges to filter neighbors
for each node. However, there are three differences between
the DPG and our work SSG: 1) SSGs belong to the MSNET
family, while the DPG is not; 2) We enforce the angles be-
tween out-edges to be no smaller than a fixed value, while
the DPG presets the number of reserved out-edges and pre-
serves those edges which maximize the average angle be-
tween the edges. 3) An SSG is a directed graph, while the
DPG is undirected.
IN- and NOT-IN-DataBase queries. In real applica-
tions, we usually deal with two different types of queries. For
example, sometimes we are required to retrieve the clothes
in a certain online shop (in-database query). Sometimes we
are required to find some similar clothes according to the de-
scriptions from the customer (not-in-database query). When
searching for in-database queries, we can retrieve both the
queries themselves and their neighbors from the database
ideally. When searching for not-in-database queries, we are
only required to return the nearest neighbors of the queries.
The intrinsic dynamics of the graph-based methods is the
3
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Figure 3: An illustration of selecting edges for one
point in a toy 2D setting. The red directed edges are
the selected edges in the toy SSG for the black point.
The edges are selected in the order of edge length,
and the green numbers are the order in which they
are selected. For example, according to the SSG
definition,
−→
pq ∈ SSG because Cone(−→pq , α) ∩ S = ∅.
−→
ps ∈ SSG because r ∈ S ∩ Cone(−→ps , α) but −→pr /∈ SSG
greedy routing, which differentiates the search of in-database
queries from the not-in-database queries significantly. Fig.
2 shows the differences for different queries. For the in-
database and not-in-database queries, the ground-truth is
the same node (the rightmost node). However, Alg. 1 will
choose completely different paths to reach it. Intuitively,
searching for not-in-database queries needs more steps than
for in-database queries. This phenomenon has never been
discussed in previous works. The theoretical analysis in Fu
et al.’s work [15] only focuses on in-database queries.
In the coming section, we will present theoretical analysis
of the SSGs in terms of both aspects.
3. SATELLITE SYSTEM GRAPH
As we discussed in Section 1 and 2, the current state-of-
the-art graph-based approach NSG [15] has the following
two problems: 1) the graph is over-sparse, which damages
the search efficiency; 2) the high indexing complexity limits
its scalability and efficiency; Problem 1) is related to the
graph’s theoretical definition while problem 2) is related to
the indexing algorithm design.
For problem 1), we will introduce a new family of MSNETs
with better theoretical properties in Sec. 3.2, namely the
SSGs. All SSGs belong to the MSNET family, and we can
use a parameter (describing the minimal angle between out-
edges) to control the sparsity of the graph, which enables
us to explore the optimal out-degree. For problem 2), we
design a novel indexing algorithm to approximate the SSG
(building exact SSGs is time-consuming) in Sec. 4. The re-
sulting indexing algorithm is of low time complexity, which
benefits large applications.
3.1 SSG and Naive Indexing
Preliminaries. Given a node set S, a graph G is typically
defined as a set of edges linking the nodes in S. Let n denote
the number of nodes in S, and d denotes the dimension of
the corresponding data space. The graph-based ANNS is to
reach the query q from a start-search node p with Alg. 1.
Further, a graph is ”monotonic” if in each iteration of the
 
Figure 4: An comparison between the MRNG and
the SSG. (a) is a toy MRNG, (b) is a toy SSG. In
the MRNG, the longest edges in a triangle must be
removed. Thus, there will be vacant areas without
out-going edges like the dotted lines in (a). In the
SSG, we filter the out-going edges by the angles be-
tween them, which is more flexible and can reduce
the vacant areas with a proper angle chosed.
search process, Alg. 1 goes to a position which is closer and
closer to q. All monotonic graphs belong to the MSNET
family [10]. For the convenience of analysis, we formally
define the Satellite System Graphs as follows.
Definition 1 (SSG). In Euclidean space, for an edge
−→
pq ,
Cone(
−→
pq , α) is defined as the circular cone centered at
−→
pq
whose angular diameter is 2α. An SSG is defined as the set
of directed edges satisfying the property: for any edge
−→
pq ,
−→
pq ∈ SSG if and only if Cone(−→pq , α)∩B(p, δ(p, q))∩S = ∅
or ∀r ∈ Cone(−→pq , α) ∩ B(p, δ(p, q)) ∩ S,−→pr /∈ SSG, where
B(p, δ(p, q)) is defined as the open sphere centered at p with
radius δ(p, q), and δ(p, q) is the distance between p and q.
α ≤ 60◦.
Naive SSG Indexing Routine. Building an SSG is
quite simple. Given a finite node set S, we perform the
following steps for each point p ∈ S to obtain an SSG (Figure
3 is an illustration of these steps on a toy dataset):
1. For each point q ∈ S −{p}, calculate the length of pq.
2. Sort the set q ∈ S − {p} in the ascending order of the
length
−→
pq , which forms the list C.
3. For each edge in
−→
pq ∈ C, check whether −→pq can be
added to SSG in order according to the SSG definition.
3.2 ANNS Properties of SSG
In this paper, we go beyond the previous researches and
for the first time analyze the ANNS properties of the SSG
theoretically in two scenarios: in-database-query and not-
in-database-query.
3.2.1 In-Database Search.
SSGs belong to the MSNET family, thus, they share the
same properties for the in-database queries with other MSNETs:
Theorem 1. SSG is monotonic and strongly connected.
Theorem 2. For a finite point set S randomly distributed
in the Euclidean Space Ed and any query q ∈ S, the search
complexity from a random starting point is O(Dn1/d log(n1/d)/4r),
where D is the degree upper-bound of SSG, n is the size of
the dataset, and 4r is the lower-bound of length differences
of edges in any non-isosceles triangles.
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Algorithm 2 SSGIndexing(D, l, r, s, α)
Require: dataset D, candidate set size l, maximum out-
degree r, number of navigating points s, minimum angle
α.
Ensure: an SSG G.
1: Build an approximate kNN graph Gknn.
2: G = ∅.
3: for all node i in Gknn do
4: P = ∅.
5: for all neighbor n of node i do
6: P .add(n).
7: for all neighbor n′ of node n do
8: P .add(n′).
9: end for
10: remove the redundant nodes in P .
11: if P .size() ≥ l then
12: break.
13: end if
14: end for
15: sort P in the ascending order of the distance to i.
16: select neighbors from P according to the definition
of SSG.
17: end for
18: Random select s points from the datasets as N .
19: for all point n in N do
20: Strengthen the connectivity of the graph with
21: DFS-expanding from s.
22: end for
23: return G.
Please see the proofs in the Appendix.
The search complexity of the MRNG [15] and the SSG
seems the same, but the constant factors (e.g., the degree
D) will influence the actual value, which is difficult to calcu-
late. We conduct experimental study on the MRNG and the
SSGs (shown in the experiment section later). The results
show that the average out-degree of the MRNG is lower than
the SSG, whereas the search path lengths of the SSG are
shorter than the MRNG. This agrees with our expectation.
The reason is straightforward. Considering the structure of
the satellite system, the key to efficient message transfer is to
fill the neighborhood of each satellite with evenly distributed
neighbors. As shown in Fig. 4, candidate neighbors of the
central node are highly mutually excluded in an MRNG. As
a result, many ”vacant” areas in the neighborhood are cre-
ated, which causes high sparsity and the ”detouring search”
in Fig. 1. These ”vacant areas” can be filled with effective
edges when a proper α is chosen in the SSG. Though the
search path may be shortened, the out-degree of the graph
may be enlarged accordingly. Intuitively, smaller α will al-
low more edges to be added into the graph.
To approach the up-boundary of the graph-based search,
we should carefully select effective edges to fill up the ”va-
cant areas”. This is our main motivation to design the SSG.
With the angle constraint α, we can adjust the graph to
adapt to different data distribution and find a trade-off of
the search path length and the out-degree. Whereas in the
NSG paper [15], the MRNG is defined to be deterministic.
In other words, given a fixed node set, only one MRNG can
be built out of it. The MRNG cannot enrich itself with more
effective edges flexibly.
3.2.2 Not-In-Database Search.
Theorem 3. For a finite point set S randomly distributed in
the Euclidean Space Ed and any query q /∈ S, the probability
that each step on the search path is monotonic to both r and
q is 0.5 + , 0 <  ≤ 0.5, under the condition that for any
neighbor s of the node p in the current search step, δ(p, s) <
δ(p, q). Further,  = 1 when we set α ≤ 30◦ for the SSG.
Please see the proof in the Appendix.
We can see that another advantage of the SSG over the
MRNG is related to the property for not-in-database queries,
which comes out of the angle constraint of the SSGs as ana-
lyzed in the proof. For queries not in the database (q /∈ S),
different graphs in the SSG family behave differently. For
the SSG with α = 60◦, there is a probability of less than
0.5 for the search algorithm to violate the monotonicity at
each step, whereas for the SSG with α ≤ 30◦, the graph
is guaranteed to be monotonic for both in-database and
not-in-database queries. Meanwhile, we should notice that
SSG(α = 60◦) is much more sparse than SSG(α ≤ 30◦).
For not-in-database queries, there is a trade-off between
the monotonicity and the out-degree of the graph. The
best α should also be determined by the data distribution.
MRNG does not have angle-constraints on the graph, thus,
the above property is not tenable on the MRNG, nor the
other previous works.
In summary, SSGs define a family of MSNETs with a tun-
able parameter to control the sparsity. One can explore the
best graph structure among them for different data distri-
butions. Meanwhile, SSGs have better theoretical general-
izability than the MRNG on not-in-database queries.
4. A PRACTICAL VARIANT : NSSG
Although SSG has very good properties for ANNS prob-
lems, it is impractical to build an SSG for large-scale datasets.
Because it is easy to verify that the time complexity of the
naive SSG construction algorithm in Sec 3 is O(n2 logn).
In this section, we propose an approximation of SSG to
reduce the indexing time complexity and maintain the ex-
cellent ANNS properties approximately, which is named as
the Navigating SSG (NSSG). The main idea is 1) select-
ing neighbors from a small effective candidate set instead
of from all the nodes; 2) applying the SSG’s edge-selection
strategy on the candidates; 3) maintain the connectivity of
the graph (making sure each node is reachable).
Retrench the candidates. In our experimental study
(shown in latter section), a small local neighborhood cov-
ers enough effective neighbors for each node in terms of
search routing (like the satellite system, in which each satel-
lite does not have connections with those very distant satel-
lites). Adding long edges provides limited contributions in
terms of shortening the search paths. The edges in the SSG
are selected from all edges in the complete graph on S, which
is time- and space-consuming. To reduce the indexing com-
plexity, we just collect a small set of effective neighbors for
each node, i.e., we focus on each node’s close neighborhood
to select neighbors. To achieve this objective, we first build
a KNN graph with a small k, k  n. Then we expand the
candidate set by collecting the neighbors of the current node
and its neighbors’ neighbors, which is much faster than the
search-and-collect approach of the NSG [15].
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Effective edge selection. Because effective edges crowd
in a small neighborhood, the key to approximate the SSG is
to inherit the structures in the local neighborhood of each
node. Therefore, we require a high precision of the KNN
graph (usually above 90% in practice) and just apply the
SSG edge-selection strategy on the candidate set collected
in the above way, to copy the local structures of the SSG
approximately. We also set a max-degree limitation for the
final graph to avoid the ”degree explosion” for few points.
Maintain the connectivity. Follow the idea of the NSG
[15], we guarantee the connectivity of the graph by fixing the
start-search node. It is difficult to make the whole approx-
imate graph strongly-connected with minimal edges added,
but it is easy to ensure the connectivity from one node to
all the others. Fu et al.[15] propose a DFS-expanding al-
gorithm to add a small number of edges to the graph to
ensure this single-direction connectivity. The main idea of
the DFS-expanding algorithm is to generate a DFS tree from
a selected node and try to connect all the other nodes to the
tree (please refer to [15] for more details). This selected
node is called the navigating node, from which we initiate
the search algorithm. Instead of selecting the central node
as the only navigating node (what NSG does), we random
select m navigating nodes (m  n, e.g., we use m = 10
in our experiments) and strengthen the connectivity upon
all of them with the DFS-expanding algorithm. Due to the
random selection, these navigating nodes are expected to be
distributed in the dataset uniformly. Compared with the
NSG (starting all the search from the ”central-hub”), the
NSSG can deal with data with different shapes or distribu-
tions better.
Although there is an constraint on α on the SSGs (0◦ <
α ≤ 60◦), we are actually free to choose all α in the range
0◦ < α ≤ 90◦. For the NSSGs with 60◦ < α < 90◦, they are
no longer the approximations of the SSGs. Such NSSGs can
also be used for the ANNS problem, but the performance
is much worse (shown in the experiment section later). The
indexing pseudo-codes of the NSSG is given in Algorithm 2.
As for the search algorithm on the NSSG, we use Alg.
1, the same as all the other graph-based methods. A little
modification is that we first compare all the navigating nodes
to the query and start the search from the one which is
the nearest to the query. Our code has been released on
GitHub1.
4.1 Complexity Analysis
The indexing process of the NSSG contains three parts:
1) collecting candidates, 2) selecting edges, and 3) strength-
ening the connectivity.
For part 1), we build an approximate KNN graph with
a small K using the nn-descent algorithm [11] and expand
the neighborhood by retrieving the neighbors of neighbors.
The complexity of building the approximate KNN graph
is n1.16 [11]. For neighbor expansion on the KNN graph,
the expansion only needs the table-look-up operation. The
complexity is O(nK2). Thus, the total complexity of Part
1) in Algorithm 2 is O(nK2 + n1.16).
The complexity of edge selection is O(n(l log l + r2)d),
where l is the size of the candidate set, r is the max-degree,
and d is the dimension.
1https://github.com/ZJULearning/SSG
Table 1: Information of experimental datasets. We
list the dimension (D), the local intrinsic dimension
(LID), the number of base vectors, and the number
of query vectors.
Dataset D LID No. of base No. of query
SIFT10K 128 9.9 10,000 100
SIFT1M 128 12.9 1,000,000 10,000
GIST1M 960 29.1 1,000,000 1,000
Crawl 300 15.7 1,989,995 10,000
GloVe 100 20.9 1,183,514 10,000
Deep100M 96 10.2 100,000,000 10,000
The complexity of Part 3) is quite small and grows linearly
with n according to [15].
The search complexity of NSSG is hard to calculate be-
cause we do not know when the iteration ends. Our empiri-
cal study shows that the search complexity on the NSSG is
close to O(logn) and is lower than the NSG’s.
5. EXPERIMENTS AND ANALYSIS
In this section, we will present the experimental results
and detailed analysis to demonstrate the effectiveness of our
method.
5.1 Datasets
We use the sift10K2 dataset to evaluate the MRNG and
the SSG. We use five different public real-world datasets
to evaluate the performance of different algorithms, includ-
ing four million-scale datasets, e.g., SIFT1M3, GIST1M4,
Crawl5, and GloVe6, and one large-scale dataset, Deep100M.
The Deep100M is sampled from the Deep1B dataset7. The
datasets come from different media (i.e., text and image).
The intrinsic dimensions of these datasets are quite different.
We list the details of these datasets in Table 1.
For those algorithms that cannot scale to the dataset with
100 million points, such as HNSW, KGraph, Annoy, and
FLANN, we just run them on the medium-size datasets with
single thread. For NSSG, NSG, and Faiss, we evaluate them
on both medium-scale and large-scale datasets. Meanwhile,
we evaluate the inner-query parallelism of NSSG, NSG, and
Faiss on Deep100M with 16 threads.
5.2 SSG v.s. MRNG
Due to the high indexing complexity, we only evaluate
the performance of the SSGs and MRNG on the SIFT10K
dataset. For the SSG family, we select two typical graphs,
the SSG60◦ and the SSG30◦ . The SSG60◦ is the most sparse
graph in the SSG family according to the definition (0◦ <
α ≤ 60◦). As proved above, the MRNG and the SSGs with
30◦ < α ≤ 60◦ are only monotonic for the in-database
queries. The SSGs with 0 < α ≤ 30◦ are monotonic on
both in-database and not-in-database queries. Among them,
SSG30◦ is the most sparse one.
2http://corpus-texmex.irisa.fr/
3http://corpus-texmex.irisa.fr/
4http://corpus-texmex.irisa.fr/
5http://commoncrawl.org/
6https://nlp.stanford.edu/projects/glove/
7https://github.com/facebookresearch/faiss/tree/master/
benchs#getting-deep1b
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Table 2: The results of the SSGs and the MRNG
on SIFT10K. AOD denotes the average out-degree
of the graph, MOD denotes the max-out-degree of
the graph, Lin−DB denotes the average search path
length for in-database queries, and Lnot−in−DB de-
notes the average search path length for not-in-
database queries.
Graph AOD MOD Lin−DB Lnot−in−DB
MRNG 18 66 2.76 4.98
SSG60◦ 40 111 2.18 3.91
SSG30◦ 121 746 1.80 1.79
ᤒ໒ 1
dist MRNG SSG60 SSG30
0-2 0.509 0.6006 0.7934
2-4 0.8234 1.3664 2.7654
4-6 1.6016 3.2834 7.8858
6-8 3.8484 8.0748 19.0022
8-10 5.6398 12.1484 34.3138
10-12 4.1806 9.3998 32.323
12-14 1.6688 4.0124 16.3374
14-16 0.4816 1.2568 5.8168
16-18 0.1202 0.3042 1.394
>18 0.046 0.1004 0.3916
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Figure 5: The edge-length distributions of the exact
MRNG, SSG60◦ , and SSG30◦ .
From Table 2, the statistics meet our expectation. 1)
The MRNG is much more sparse than the SSGs, especially
more sparse than the most sparse SSG (SSG60◦). 2) The
average lengths of the search paths for in-database queries
are consistently shorter than not-in-database queries. 3)
The average lengths of the search paths on SSGs are shorter
than on the MRNG. The denser the graph is, the shorter
the paths are.
It is important to notice that SSGs have no advantages
on the out-degree of the graph, though the search paths are
shorter. To dig deeper into the graph structure, we show the
length distribution of all these graphs in Fig. 5. We can see
that the major part of edges in the MRNG are shorter than
120000, which indicates that a sphere of radius 120000 is an
effective neighborhood coverage for search routing. From
SSG60◦ to SSG30◦ , a large number of edges are added in the
range 60000− 160000. From the MRNG to the SSG60◦ , the
edges are more than doubled, but the average length of the
search paths is not reduced by a half. From the SSG60◦ to
the SSG30◦ , the edges are doubled again, but the contribu-
tion in shortening the search paths is even less.
In summary, the edge-selection strategy of SSG can lo-
cate effective edges for shortening the search path. The side
effect is that it also brings in a large number of ineffective
long edges. This finding is why we only focus in the small
neighborhood of each node and set a max-degree limitation
while building the NSSG (discussed in Sec. 4).
5.3 NSSG v.s. SOTA methods
Table 3: Information of the graph-based indices in-
volved in all of our experiments. The Size means
the memory occupation of the index. AOD means
the Average Out-Degree. MOD means the Maxi-
mum Out-Degree. Because HNSW contains multi-
ple graphs, we only report the AOD and MOD of
its bottom-layer graph here.
Dataset Algorithms Size (MB) AOD MOD
SIFT1M
NSSG 153 39 50
NSG 153 25.9 50
HNSW 451 32.1 50
KGraph 374 200 200
DPG 632 165.1 1260
GIST1M
NSSG 267 34 70
NSG 267 26.3 70
HNSW 667 23.9 70
KGraph 1526 400 400
DPG 741 194.3 20899
Crawl
NSSG 303 22 40
NSG 303 11 40
HNSW 759 12.1 40
KGraph 3036 400 400
DPG 1465 193 97189
GloVe
NSSG 225 21 50
NSG 225 13 50
HNSW 564 12 50
KGraph 1805 400 400
DPG 787 174 50336
Table 4: The indexing time of all the graph-based
methods. The indexing times of NSSG and NSG
are recorded in the form t1 + t2, where t1 is the time
to build the approximate KNN graph, and t2 is the
time of edge-selection and connectivity strengthen-
ing.
Dataset NSSG NSG HNSW KGraph DPG
SIFT1M 62+13 62+45 149 62 1120
GIST1M 620+144 620+735 1376 620 6700
Crawl 790+82 790+567 1083 790 9169
GloVe 650+18 650+102 930 650 3139
5.3.1 Evaluation.
We evaluate the search performance of the compared al-
gorithms by queries-per-second v.s. precision, i.e., we record
how much queries an algorithm can process per second at
given precision. The precision is formally defined as:
precision(R) =
|R ∩G|
|G| (1)
where R is the answer set returned by the algorithm, and G
is the ground-truth set of the given query [15].
In practical scenario, we are always concerned more about
the search time in high-precision area. Because with differ-
ent hyper-parameters each algorithm will perform very dif-
ferently in different precision area, we will try to present the
best performance of all the algorithms in the high-precision
region via parameter-tuning. In order not to lose general-
ity, we divide each dataset into training set, validation set,
and test set. We tune the parameters on the validation set
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Figure 6: ANNS performance of graph-based algorithms with their optimal indices in high-precision region
on the four datasets (top right is better). The x-axis is not meaningful for Serial-Scan because the results
are accurate.
to get the best-performing index of each algorithm at high-
precision region.
Moreover, we record the indexing time, memory usage
of the indices, and other useful index information for the
graph-based algorithms.
5.3.2 Compared Algorithms.
We select seven state-of-the-art algorithms from different
types. We do not compare with the hashing-based methods
because they are generally too slow at high-precision region
(much slower than the serial-scan). All the algorithms are
run on a machine with an Intel i9-7980XE CPU and 128
GB memory. The indices are built with all 36 threads but
the search is evaluated on a single thread. Specifically, the
selected algorithms are listed as follows:
1. FLANN8 is a well-known ANNS library based on
8https://github.com/mariusmuja/flann
many tree-based algorithms, including randomized KD-
trees, Kmeans trees, and so on. We use its auto-tune
composite tree algorithm for comparison.
2. Annoy9 is a K-means tree algorithm with K = 2. The
algorithm is specially optimized for K = 2.
3. Faiss10 is a quantization-based algorithm recently re-
leased by Facebook. We use its IVF-PQ implementa-
tion for comparison. Specifically, the index contains
two parts: the inverted file (IVF) and the product
quantization code and the codebook. The search on
the IVFPQ is a two-stage process: use the IVF to lo-
cate a small number of candidate answers and then use
the quantized distance to rank them.
9https://github.com/spotify/annoy
10https://github.com/facebookresearch/faiss
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Figure 7: The results of using different angles on GIST1M datasets. The performance with 60◦ is much better
than the other angles.
4. KGraph11 is a graph-based method which use a KNN
graph as the index. It is a well-implemented version
of the GNNS [20] algorithm. It also contains a well-
implemented nn-descent algorithm [11] to build the
KNN graph.
5. DPG12 is a graph-based method which also uses the
angles between the edges to select edges [29]. The dif-
ferences between the DPG and the SSG are discussed
in Sec. 2.
6. HNSW13 is a well-known graph-based algorithm based
on a structure named as Hierarchical NSW Graph [34].
7. NSG14 is the current state-of-the-art graph-based al-
gorithm which is the approximation of the MRNG [15].
8. Serial-Scan. We perform serial-scan on the test sets
to demonstrate the speed-up of different algorithms.
Note that the x-coordinate in Figure 6 is meaningless
to Serial-Scan, since the Serial-Scan always returns the
ground truth.
9. NSSG uses Algorithm 2 to build the NSSG. The KNN
graph construction algorithm we use here is the nn-
descent algorithm [11].
6. RESULTS AND ANALYSIS
6.1 Experiments on Medium Datasets
We first present the results on the four medium-size datasets
as follows.
11https://github.com/aaalgo/kgraph
12https://github.com/DBWangGroupUNSW/nns benchmark
13https://github.com/searchivarius/nmslib
14https://github.com/ZJULearning/nsg
6.1.1 Search Performance.
The search performance on the four medium-scale datasets
are shown in Figure 6. We can see that:
1. Our approach outperforms the others significantly. Es-
pecially on datasets with higher intrinsic dimension
(GIST1M, Crawl, and GloVe), the gap between our
method and the others becomes wider and wider. This
indicates our method is insensitive to the increase of
the dimension compared with the others.
2. Graph-based methods are much better than non-graph-
based ones on these datasets, which is consistent with
the results in the experimental report of other works[20,
25, 6, 15, 34].
3. Both using the angle as the edge filter, the DPG per-
forms far worse than the NSSG, especially on higher
dimensions. The main reason is that the DPG is not
an MSNET. Thus, there is no theoretical guarantee for
the performance. In addition, the DPG is too dense
(Table 3). There are too much ineffective edges in the
DPG.
4. The performance of the NSSG is much better than the
NSG and the HNSW, even though the NSSG is denser
than them. This is because the edge-selection strategy
of the NSSG brings in effective edges for search rout-
ing, and searching on the NSSG needs much less hops
to reach the desired answers. Meanwhile, we limit the
out-degree of the NSSG to a moderate level. Overall
the search complexity of the NSSG is smaller.
6.1.2 Indexing Performance.
We lists the details of indices of various algorithms in Ta-
ble 3 and 4. The index size of the graph is determined by
the max-degree of the graph, because all the graph-based
methods align the neighbor adjacent list to the same size
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Figure 8: The results of the indexing time complexity and searching time complexity experiments on the
GIST1M dataset.
for continuous memory access. This operation is not suit-
able for the DPG because its max-out-degree is too large. In
order to fit in the memory, the DPG has to use the unaligned
vectors. We can see that:
1. NSSG and NSG’s indices are the smallest among all
the graph-based methods because their optimal indices
have a small max-degree. Though the max-degree of
the HNSW is the same with the NSSG and the NSG,
the index size of the HNSW is large because it contains
multiple layers of graphs in its index.
2. The indexing time of the NSSG is the second fastest
among all the graph-based methods. The KGraph is
faster than NSSG because the KGraph (the nn-descent
algorithm) is the first step of the NSSG indexing algo-
rithm (Alg. 2). However, NSSG is much more efficient
than the KGraph in the search performance.
3. We notice that the KNN graph construction part is the
most time-consuming part in Alg. 2. In practice, this
part can be easily replaced with other more efficient
algorithm or implemented on other platforms such as
GPU to extend the scalability.
6.1.3 Parameters
To build the NSSG index, there are several parameters
tunable: the size of the candidate-neighbor-pool l, the max-
out-degree of the graph r, the number of navigating nodes
m, the minimal angle between edges α.
We test multiple different angles on different datasets, in-
terestingly, we find 60◦ is the best on all these four datasets.
Thus, we set α = 60◦ for all these datasets. Although the
NSSGs with α > 60◦ are not the approximations of the SSGs
as discussed in Sec. 4, we still show their performance here
to demonstrate the trend. Due to the limitation of the space,
we only put the angle-test results of SIFT1M and GIST1M
here (Figure 7).
For the remaining indexing parameters of NSSG and the
indexing parameters of other algorithms, we search for the
optimal parameters by scanning the enumerations of their
parameters on the validation set (the validation set is a 1%
subset random sampled from the corresponding base set).
We list the optimal values of important parameters for dif-
ferent algorithms and datasets in the Appendix. As for the
meaning of the parameters of the other algorithms, please
refer to their codes on GitHub.
6.1.4 Complexity
We split the medium-scale datasets into several subsets
with different sizes, build the NSSG indices on these datasets,
and record the searching and indexing performance statis-
tics. To evaluate the indexing complexity, we use the same
parameters to construct indices on all the subsets and record
the time. It is important to note that the indexing time we
report is only the time after the KNN graph is built. We do
not include the KNN graph construction part in this index-
ing complexity experiments because the complexity of that
part is not related to our work.
To evaluate the searching complexity, we use the indices
built above to conduct search on each subset and share the
same query set. We record the search time for the results
whose precision is about 99.75%. Due to the space limi-
tation, we only show the search and indexing complexity
experiments on the GIST1M dataset in Figure 8. The be-
haviors of the NSSG on other datasets follow similar pat-
terns.
The indexing complexity of the NSSG contains three parts:
the KNN graph construction (we do not discuss here), the
candidate generation and the edge-selection. For the can-
didate generation and edge selection part, it is linear and
much lower than the NSG as shown in Fig. 8, which agrees
with our analysis in previous section.
Due to the space limitation, we only show the search com-
plexity results on GIST1M here. The search complexity of
our approach is about O(n
1
18 logn
1
18 ), where 18 is close to
the intrinsic dimension of GIST1M. The curve is also very
close to O(logn). On the other datasets, NSSG behaves in
a similar pattern. Therefore, our estimation of the search
10
Figure 9: The results on Deep100M.
complexity of NSSG is O(n
1
d logn
1
d ), where d is the intrinsic
dimension. The behaviors of the NSSG on other datasets
follow similar patterns. This agrees with our theoretical
analysis. The search complexity of the NSSG scales with n
in the similar speed as the NSG does. But we can see it is
lower than the NSG’s due to the constant factors. We can
conclude that searching on NSSG is more efficient than with
the NSG.
6.2 Performance on Deep100M
We only evaluate the performance of the NSSG, NSG, and
Faiss on the Deep100M datasets, because only these three
algorithms can scale to such a big dataset. We use Faiss
to build the KNN graph for the NSSG on the Deep100M
dataset as the NSG does. It is because nn-descent does not
work on our machine with such a large dataset. We test
the inner-query parallel search performance on this dataset.
The inner-query parallel search means conducting ANNS for
one query with multiple threads. The NSG breaks the graph
into 16 subsets randomly, builds 16 graphs on each subset,
and searches for the results on these graphs in parallel [15].
Afterwards, the results from different working threads are
merged to produce the final results. We follow the same
routine to test the NSSG. The results are shown in Figure
9. “16core” means we test the algorithms with 16 threads
for the inner-query parallel search. “1core” means we test
the algorithm with only one thread, i.e., we build a single
index on the whole dataset.
We can see that the NSSG outperforms the NSG and Faiss
on all settings. The improvement of the NSSG over the NSG
is 5% to 15%. The NSSG can even outperform the Faiss-
GPU version significantly. Moreover, the indexing time of
the NSSG is much less the NSG’s. In [15], they take 3.53
hours to build the NSG-16core index, whereas we spend only
2.6 hours to build the NSSG-16core index. It takes us 11
hours to build the NSSG-1core index, 5 hours less than the
NSG-1core’s. This result further proves that the indexing
complexity of the NSSG is much lower than the NSG’s. We
further optimize Alg. 2 for large datasets. Specifically, we do
not need to keep the KNN graph in memory. We calculate
the K nearest neighbors for each node on-the-fly instead.
Therefore, we only use 56 GB memory at most, which is
37 GB less than the NSG. However, the NSG must keep
the KNN graph in the memory because the key part of the
NSG indexing is to search on the KNN graph and collect
candidate neighbors for each node [15]. From the experi-
ment results above, we can conclude that the NSSG is more
scalable than the NSG in large applications.
7. CONCLUSION
In this paper, we propose a novel graph structure named
as Satellite System Graph, which has superior properties for
the ANNS problem. We provide detailed theoretical analysis
for the SSG family and propose a practical variant, the Navi-
gating SSG, for large-scale problems. Extensive experiments
on medium and large-scale datasets have demonstrated the
significant advantages of the NSSG over the other state-of-
the-art approaches and also verified our theoretical analysis.
Compared with the recent best-performing algorithm NSG,
the NSSG has lower searching complexity, lower indexing
complexity. In summary, the NSSG have better scalability
than the NSG. Our code has been released on GitHub15.
APPENDIX
A. THEORETICAL ANALYSIS
A.1 Proof For Theorem 1
Proof. According to the Lemma 1 in the NSG paper [15], in
an Euclidean space Ed, a graph G defined on a finite point
set S is monotonic if and only if for any two unconnected
points p, q ∈ S, there is at least one edge −→pr such that
r ∈ B(q, δ(p, q)). B(q, δ(p, q)) is defined as the open sphere
centered at q with radius δ(p, q).
For any two node p, q ∈ S, there are only two kinds of
relationships between them according to the definition of
SSG.
1) p, q is connected. If p, q is connected, the path between
p, q contains only one edge, which is monotonic.
2) p, q is not connected. If p, q is not connected, there must
be at least one edge
−→
pr ∈ SSG such that −→pr ∈ Cone(−→pq , α)
and δ(p, r) < δ(p, q). Because ∠rpq < α ≤ 60◦, rq is not the
longest edge in 4pqr, and we have δ(r, q) < δ(p, q). Thus it
is monotonic towards q when going from p to r. This process
can be repeated iteratively until we have a monotonic search
path from p to q. Finally, we have SSG is monotonic.
Since SSG is monotonic, according to the definition of
Monotonic Search Network [15], SSG is strongly connected.
A.2 Proof For Theorem 2
First we need to prove that the upper-bound of SSG’s
degree is a constant.
Lemma 1. In an Euclidean space Ed, for any 0 < α < pi,
there are finite edges sharing a common end node such that
the angle between any two of them is β and β ≥ α. The
supremum of the number of such edges is a function of α
and d.
Proof. Yao[38] prove that, for any 0 < α < pi, one can cover
the space Ed with finite convex cones such that sup{Θ(Ci)|Ci ∈
C} = ϕ. Let C = {C1, C2, ..., Ck} be a set of convex cones
constructed by the algorithm proposed by Yao and with
15https://github.com/ZJULearning/SSG
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Figure 10: An illustration of the proof for the par-
tially monotone path towards the query which is not
in the database. Note that p, q, r, s may not be in the
same hyper-plane.
ϕ = 1
2
α−ε, where ε is a very small value and ε > 0. Let u be
the center node and uv, uw be any two edges. We define two
convex cones Ci, Cj to be adjacent if ∃ua, ua ∈ (Ci ∩ Cj).
We will first prove that the closest two edges (two edges
forming the smallest angle) must be inside the same cone or
two adjacent cones. Let ∠abc be the angle between ba and
bc. If uv and uw are in two cones, Ci and Cj , that are not
adjacent, i.e., Ci ∩ Cj = ∅, then inf{∠vuw|uv ∈ Ci, uw ∈
Cj} = γ > 0. If uv and uw are in two adjacent cones, it’s
obvious that inf{∠vuw} = 0. Thus, the closest two edges
must appear in the same cone or two adjacent cones.
If uv and uw are inside of the same cone, then ∠vuw ≤
ϕ < α because sup{Θ(Ci)|Ci ∈ C} = ϕ. Suppose uv and
uw are inside of any two adjacent convex cones. Let uz be
an edge, uz ∈ (Ci ∩ Cj). Because ∠vuz ≤ ϕ and ∠wuz ≤
ϕ, uv and uw is inside the circular cone C˜(ϕ, uz ), and
sup{∠vuw} = 2ϕ = α − 2ε < α. Suppose we select any
k edges sharing a common end node and place them in C,.
Given that |C| = k, if there exists one empty cone, there
must be two edges within the same cone. If we place one
edge in each cone, the angle between any two edges is smaller
than α. Therefore, there are at most m edges sharing a
common end node such that the angle between any two of
them is β, where β ≥ α and m < k. m is a function of d
and α, because they are the only variables involved.
Lemma 1 indicates that when dimension and angle are
fixed, the degree will be upper-bounded by a constant. Then
we can get the search complexity on SSG for in-database
queries.
Proof. According to the Theorem 2 in [15], the length of the
search paths for in-database queries isO(n1/d log(n1/d)/4r),
where D is the degree upper-bound of SSG, n is the size of
the dataset, and4r is the lower-bound of lengths of edges in
any non-isosceles triangles. Suppose D is the upper-bound
of the degree of SSG, we can get the search complexity for
in-database queries, O(Dn1/d log(n1/d)/4r), according to
the Theorem 1 in [15].
A.3 Proof For Theorem 3
Proof. Figure 10 is an illustration of this proof. At the initial
stage of search, the search-starting point is far from the
query and its nearest neighbor. Suppose q is the query which
is not in the database, and r is q’s nearest neighbor which
is within the database. According to the definition of SSG,
we have at least one edge
−→
ps such that
−→
ps ∈ Cone(−→pr , α)∩
B(p, δ(p, r)) ∩ S. Suppose plane Φ is the normal plane of
the hyper-plane determined by point q, p, r and pr ∈ Φ. We
can get plane Φ divide Cone(
−→
pr , α) into two parts evenly.
Because the data are distributed randomly in the space, the
probability of s to be within each half of the cone is 0.5.
1) If s is within the same half as q (like the position of s′),
we can have ∠ps′q < α ≤ 60◦, and sq is not the longest edge
in 4pqs′. Because ∀
−→
ps′ ∈ SSG, δ(p, s′) < δ(p, q), we have
pq is the longest edge in 4pqs′, δ(p, q) > δ(s′q). According
to the definition of monotonicity [15], the search process is
monotonic towards q. Because s′ is also on the monotonic
path to r according to the property of SSG, the search pro-
cess is monotonic towards both q and r.
2) If s is within the other half, the search process is mono-
tonic towards both q and r if ∠spq < 60◦, i.e., ∠spr+∠qpr <
60◦. The probability of such an event is , 0 <  ≤ 0.5. So
the total probability that the search process is monotonic
towards both q and r is 0.5 + . It is easy for one to verify
that if α < 30◦, ∠spq < 60◦ definitely, and  = 1.
B. PARAMETERS
In our experiments, we gird-search the optimal parameters
of the compared algorithms and NSSG. Below we list the
values of some main parameters, which have big influences
on the performance.
1. SIFT1M. We use l = 100, r = 50, α = 60◦,m = 10 for
NSSG, l = 40, r = 50 for NSG,M = 25, efconstruction =
600 for HNSW, K = 400, L = 200, S = 10, R =
100, I = 20 for KGraph, L1 = 500, S = 20,K =
400, L2 = 200 for DPG, nlists = 4096 for Faiss, ntrees =
400 for Annoy and autotuned algorithm for FLANN.
2. GIST1M. We use l = 500, r = 70, α = 60◦,m = 10
for NSSG, l = 60, r = 70 for NSG,M = 35, efconstruction =
800 for HNSW, K = 400, L = 400, R = 100, S =
15, I = 12 for KGraph, L1 = 500, S = 20,K = 400, L2 =
200 for DPG, nlists = 4096 for Faiss, ntrees = 400 for
Annoy and autotuned algorithm for FLANN.
3. Crawl. We use l = 500, r = 40, α = 60◦,m = 10 for
NSSG, l = 500, r = 40 for NSG,M = 20, efconstruction =
1000 for HNSW, K = 400, L = 420, S = 15, R =
100, I = 12 for KGraph, L1 = 500, S = 20,K =
400, L2 = 200 for DPG, nlists = 4096 for Faiss, ntrees =
400 for Annoy and autotuned algorithm for FLANN.
4. GloVe. We use l = 500, r = 50, α = 60◦,m = 10 for
NSSG, l = 150, r = 50 for NSG,M = 25, efconstruction =
2500 for HNSW, K = 400, R = 420, S = 20, R =
200, I = 12 for KGraph, L1 = 500, S = 20,K =
400, L2 = 200 for DPG, nlists = 4096 for Faiss, ntrees =
500 for Annoy and autotuned algorithm for FLANN.
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