Chaos and L\'evy Flights in the Three-Body Problem by Manwadkar, Viraj et al.
MNRAS 000, 1–20 (2020) Preprint 22 June 2020 Compiled using MNRAS LATEX style file v3.0
Chaos and Le´vy Flights in the Three-Body Problem
Viraj Manwadkar1,3, Alessandro A. Trani2, Nathan W. C. Leigh3,4
1Department of Astronomy and Astrophysics, University of Chicago, 5640 S. Ellis Ave., Chicago, IL 60637
2Department of Astronomy, Graduate School of Science, The University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo, 113-0033, Japan
3Departamento de Astronomı´a, Facultad de Ciencias F´ısicas y Matema´ticas, Universidad de Concepcio´n, Chile
4Department of Astrophysics, American Museum of Natural History, Central Park West and 79th Street, New York, NY 10024
Accepted 2020 June 17
ABSTRACT
We study chaos and Le´vy flights in the general gravitational three-body problem.
We introduce new metrics to characterize the time evolution and final lifetime distri-
butions, namely Scramble Density S and the LF index L, that are derived from the
Agekyan-Anosova maps and homology radius RH. Based on these metrics, we develop
detailed procedures to isolate the ergodic interactions and Le´vy flight interactions. This
enables us to study the three-body lifetime distribution in more detail by decomposing
it into the individual distributions from the different kinds of interactions. We observe
that ergodic interactions follow an exponential decay distribution similar to that of
radioactive decay. Meanwhile, Le´vy flight interactions follow a power-law distribution.
Le´vy flights in fact dominate the tail of the general three-body lifetime distribution,
providing conclusive evidence for the speculated connection between power-law tails
and Le´vy flight interactions. We propose a new physically-motivated model for the
lifetime distribution of three-body systems and discuss how it can be used to extract
information about the underlying ergodic and Le´vy flight interactions. We discuss
ejection probabilities in three-body systems in the ergodic limit and compare it to
previous ergodic formalisms. We introduce a novel mechanism for a three-body relax-
ation process and discuss its relevance in general three-body systems.
Key words: chaos, gravitation, celestial mechanics, planets and satellites: dynamical
evolution and stability
1 INTRODUCTION
The three-body problem is one of the longest standing prob-
lems in physics, dating back to Newton. Newton provided a
closed, analytical solution for the two-body problem. How-
ever, the three-body problem has withstood analytical solu-
tions, despite great strides in related areas of physics, mathe-
matics and especially computing (see Valtonen & Karttunen
(2006) for more details). The reason being that the three-
body problem is a complex one to understand due to its
chaotic quasi-stable nature, as first pointed out by Poincare
(1892). However, with current computational capabilities,
we have been able to provide statistical descriptions of the
end states of the general three-body problem (for exam-
ple see Monaghan (1976a), Monaghan (1976b),Leigh et al.
(2016a), and Stone & Leigh (2019)).
There are mainly 2 different states in which the three-
body system can exist during its evolution: a hierarchical
state where there is a close binary pair and a temporary sin-
gle; or a chaotic state where the 3 masses are in approximate
energy equipartition, rapidly and chaotically exchanging en-
ergy and angular momentum (e.g. Anosova & Orlov 1985;
Valtonen & Mikkola 1991). The lifetime of the system, also
known as the disruption time denoted by τD, is defined as
the time until one of the masses is ejected, that is, has net
positive energy. Leigh et al. (2016a) has shown that we can
fit the cumulative lifetime distributions of three-body and
higher-N systems with a half-life formalism. This is analo-
gous to radioactive decay (Ibragimov et al. 2018), where the
half-life is defined as the time when the probability that 50%
of a sample of interacting three-body systems are still gravi-
tationally bound. In the point-particle limit, every individual
three-body interaction ends with the ejection of one particle
to spatial infinity because, in the point-particle limit, we do
not consider collisions.
This curious connection between these macro self-
gravitating systems and micro nuclear systems might prove
to be insightful in understanding the underlying physics giv-
ing rise to different macroscopic outcome states. For exam-
ple, one cannot directly observe the time evolution of nuclear
systems at the particle-level. However, we can do this for
self-gravitating N-body systems as they evolve in time (e.g.
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2Leigh & Wegsman 2018). Our understanding of the binding
energy of the nucleons in the nucleus and the phenomena
of neutron capture is analogous to the capture of bodies
in the N-body problem. Fundamentally, the time evolution
of the gravitational three-body system is a thermodynamic
problem; one studies the diffusion of energy and angular
momentum between interacting particles in the system, and
how this imprints itself onto the macroscopic parameters
of the end-states (see the discussion in Leigh & Wegsman
(2018) for more details), such as the final distribution of in-
teraction lifetimes, the velocities of the ejected particles, the
properties of the left-over binary and even which objects will
comprise the ejected single and the left-over binary.
Recently, Shevchenko (2010), Orlov et al. (2010) and
Leigh et al. (2016a) showed that the tails of the lifetime dis-
tributions of three-body systems are algebraic and not expo-
nential like the initial part of the distribution. The algebraic
nature of the distribution tails is because of the existence
of Le´vy flights as discussed in Shevchenko (2010) and Orlov
et al. (2010). However, the precise physical origins and the
nature of these Le´vy flights is still not well understood (see
the discussions in Leigh et al. (2016a) and Ibragimov et al.
(2018) for more details).
The key idea behind this paper is to develop and test a
new quantitative parameter to describe the degree of chaos
developed in a self-gravitating system of point particles. Fur-
thermore, we continue the study of the algebraic tails of the
lifetime distributions and take a closer look at the physical
origins of these Le´vy flights (Leigh et al. 2016a; Ibragimov
et al. 2018). We also aim to study the half-lives and ejection
probabilities of three-body systems in the ergodic limit.
In Section 2 we present and discuss the metrics, namely
Scramble Density and LF Index, to quantify chaos and the
Le´vy flight nature respectively. In Section 3 we present our
numerical scattering experiments, and describe our fitting
procedure for obtaining characteristic half-lives and power-
law indices for the cumulative lifetime distributions. We
present our results in Section 4, and discuss their significance
for chaos, Le´vy flights and general lifetime distributions in
three-body systems in Section 5. We summarize our main
conclusions in Section 6.
2 QUANTIFYING CHAOS
In Section 2.1, we introduce the Agekyan-Anosova mapping
system which is useful for analyzing three-body interactions
and their various types. In Section 2.3, we discuss the Le´vy
flight nature of the three-body interactions and introduce
a new metric to quantify this Le´vy flight behavior. In Sec-
tion 2.4, we introduce a new metric for chaos called ’Scram-
ble Density’. We apply each of these metrics to study the
lifetime distribution statistics and general three-body sys-
tem properties in Section 4.
Throughout the paper, we denote the disruption
time/lifetime of a system by τD where τD is in units of
crossing-times τ cr where τ cr =
GM5/2
(2E0)
3/2 where M is the total
mass of the system and E0 is the total energy of the system.
(Valtonen & Karttunen (2006), Leigh et al. (2016a)). For
reference, Table 1 contains the τ cr in years for the 3 sys-
tems under consideration. As a result, the lifetimes of the
Table 1. τcr in years for the 3 three-body systems under consid-
eration.
Masses(M) τcr (yrs)
15,15,15 48.379
12.5,15,17.5 40.675
10,15,20 35.010
Figure 1. The Agekyan-Anosova homology map. Left and right-
hand panels display the evolution of two distinct coplanar, equal-
mass simulations with the setup described in the Section 3.1. The
color-code represents the evolution in time. Left-hand panel: long-
lived triple (τD = 4.98). Right-hand panel: prompt-interaction
(τD = 0.537). For details about the construction of the AA map,
see Heina¨ma¨ki et al. (1998).
system that are reported throughout this paper are unit-less
quantities.
2.1 Agekyan-Anosova Maps
Agekyan & Anosova (1967) developed a mapping system
known as the Agekyan-Anosova map (or AA map) for ana-
lyzing the geometrical properties of a co-planar three-body
system over the course of its time evolution. The location of
a dot on the AA map represents the shape of the triangle
formed by the three masses in space at a given instant of
time. The AA map is constructed on the Cartesian plane by
fixing the most distant two particles at (0.5, 0) and (−0.5, 0),
so that a dot indicates the location of the third body in
this re-scaled reference frame. The location of the dot does
not depend on any other parameters like mass or velocity.
All possible spatial configurations of the three-body prob-
lem are contained in the region between (0, 0), (0.5, 0) and
(0,
√
3/2), which is also called as the D region. The AA map
is well-defined for co-planar three-body interactions while
for general 3D three-body interactions, the AA map is not
well-defined.
As Heina¨ma¨ki et al. (1998) discussed, the D region in
the AA map can be split into 4 characteristic areas. The
MNRAS 000, 1–20 (2020)
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region in the top corner is called the Lagrangian (L) area,
referring to the well-known family of solutions of the three-
body problem forming equilateral triangles. The region in
the bottom right corner is called the Hierarchical (H) area
and represents systems with a hierarchical structure, that is,
a distinct binary pair and single mass configuration exists.
The region in the bottom is called the Alignment (A) area
and represents triangles for which the 3 masses are roughly
in a linear configuration. The remaining area is simply called
the Middle (M) area.
The relative positions of the three masses can be in-
ferred based on the location of the dot in the AA map.
For example, if we have a hierarchical triple composed of
a compact inner binary pair and a single on a wide orbit, we
will have a dot in the H region. Therefore, the most stable
three-body systems lie in the H region. Furthermore, during
chaotic interactions, the position of the dot in the AA map
will change rapidly in an unpredictable manner.
In Figure 1 we show the evolution of two simulations of
three-body interactions in the AA map. A long-lived chaotic
interaction is show in the left-hand panel, while a short lived
one is shown on the right-hand panel. Both simulations begin
and end in the H region, which indicates that the system is
forming a hierarchical triple at the end of the interaction. In
the long-lived interaction, the triple undergoes several demo-
cratic interactions (located in the L region) and excursions.
Excursions are defined as temporary hierarchical configura-
tions (located in the H region) of the three-body system.
The short-lived simulation passes by the L region only once
before breaking up, indicating that the system undergoes a
single strong interaction.
2.2 Intermittency and the Homology Radius
Intermittency is the phenomenon where stable or periodic
motion in a system is abruptly disrupted by random bursts
of chaos. One can study intermittency in three-body dy-
namics by studying the homology mapping of three-body
systems in the AA map. The term “homology mapping” and
“homology radius” was first introduced in Heina¨ma¨ki et al.
(1998). This mapping system was developed to study the
“homological” properties, that is, the geometrical properties
of the triangle formed by the three bodies in the system,
hence the name ‘homology mapping’. We present a revised
version of the homology radius here. We define the homology
radius, denoted by RH, as the distance between (0.5, 0) and
the dot in the D region of the AA map in Figure 1. Now,
as said in Section 2.1, the AA map is only well-defined for
co-planar three-body interactions. However, the homology
radius can work for any configuration in 3D space. There-
fore, a more general definition of homology radius RH is
the normalized shortest distance between any 2 bodies in
the three-body system. 1 Note that the homology radius is
not a quantity associated with each body in the three-body
system; the homology radius describes the entire system.
Defining the homology radius this way is ideal for study-
1 By normalized distance, we mean that distances scaled in a
manner such that the longest distance between any 2 bodies in
three-body system at a given instant of time is unit length.
ing chaos; when RH > 0.33, the dot has moved outside the
stable H-region.
Figure 2 contains the homology radius (RH) as a func-
tion of time for different kinds of three-body interactions in
the 10,15,20M system. We will call such plots as homol-
ogy radius profiles. Along with the homology radius profiles,
the normalized potential energies between the 3 masses are
also shown to emphasize the physical similarities between
RH and physical state of the system. Looking at the ho-
mology radius profiles in Figure 2, one observes mainly 2
features. When the system is in a hierarchical state, that
is when RH < 0.33, the radius is undergoing constant pe-
riod, small amplitude oscillations. In fact the period of the
homology radius oscillations in this stable state corresponds
to the period of the binary pair. On the other hand, when
the system is undergoing a chaotic interplay, that is the sys-
tem is no longer hierarchical, we see violent, rapid, large
amplitude oscillations in the homology radius. In terms of
the AA map, this corresponds to the dot moving rapidly in
a chaotic manner throughout the D region. Therefore, when
the single comes back from its excursion, the dot moves out-
side the H-region; that is, the homology radius is more than
0.33, and a chaotic interplay often starts. For all the interac-
tions in our case, we are initially starting with a hierarchical
structure, therefore, our homology radius starts out small.
As elucidated above, the homology radius profile of a
three-body interaction gives a lot of information about the
nature of the interaction. It can be used to understand,
quantify and characterize the specifics of the internal evolu-
tion of the system as it unfolds. For example, in Figure 2a,
after the initial drop of the single, we see a short spike in
RH and the immediate ejection of one of the masses. These
spikes in the homology radius correspond to when the single
drops into the binary pair resulting in a state of no hierar-
chical structure. This is when the chaotic interplay occurs,
and all three particles are in a state of approximate energy
equipartition. We define these spikes as ‘scrambles’ and will
discuss them in more detail in Section 2.4.
In Figure 2c and Figure 2b, we see a predominantly
chaotic interaction because the evolution of the system is
dominated by these chaotic spikes. However, in Figure 2c,
we see islands of stability interspersed within the chaos in the
evolution. One can identify these islands of stability by the
constant period and constant amplitude oscillations in the
homology radius. In Figure 2d, we observe long excursions
that dominate the entire evolution of the system. These long
flights are called as Le´vy flight which we will discuss more
in the following section.
2.3 Le´vy Flights
Le´vy flights are a type of random walk motion that have
a heavy tailed distribution. In case of Le´vy flights in the
three-body system, the random walks are just one-sided in-
crements in the orbital period of the body. Therefore, they
lead to a heavy-tailed lifetime distribution of three-body sys-
tems.
Shevchenko (2010) studied Le´vy flights in the hierarchi-
cal restricted three-body problem. In this specialized case of
the three-body problem, the mass of the tertiary is insignifi-
cant compared to the other 2 masses in the system. It is also
assumed in his study that the orbital size of the tertiary is
MNRAS 000, 1–20 (2020)
4(a) Prompt Three-Body Interaction (b) Chaotic Three-Body Interaction
(c) Intermittent Three-Body behavior (d) LF2-type interaction
Figure 2. Homology Radius profiles for different kinds of three-body interactions
much larger than the orbital size of the binary. That is, only
weak perturbations of the binary center of mass by the ter-
tiary are considered as the impact parameter is always large.
Such systems are described by the Kepler map which was
developed by Petrosky (1986) and Chirikov & Vecheslavov
(1989) and is used, for example, to study the chaotic behav-
ior of comets (Shevchenko 2011). However, it is important
to remember that we are considering the general three-body
system where we do allow for strong interactions and also
there is a more democratic distribution of masses in our
three-body systems. This will lead to different physical phe-
nomena and kinds of interactions. None the less, the study
of Shevchenko (2010) will give us insight into the Le´vy flight
nature of the general three-body problem, so we consider it
here.
In the hierarchical restricted three-body system,
Shevchenko (2010) identifies 2 different kinds of Hamilto-
nian intermittency and corresponding kinds of Le´vy flights.
The first kind of Hamiltonian intermittency occurs when the
trajectory is “stochastized” by encounters with the separatix
in the Kepler map, where the separatix is a boundary sep-
arating bound motion from unbound motion. The second
kind of intermittency takes place when a trajectory sticks
to the “chaos-order” boundary present in phase space. The
three-body phase space is what is called a “divided phase
space”; that is, the phase space is divided into regions of
ordered and chaotic motion separated by highly intricate
borders (Chirikov 1983). During these sticking events, one
observes series of excursions that are interrupted by demo-
cratic states in which all three particles have comparable
energies and are confined to a small volume. Le´vy flights
occurring due to the first kind of Hamiltonian intermittency
are called Le´vy flights of the first kind (LF1-type). LF1-type
interactions appear as sudden jumps in orbital size and pe-
riod; that is, a sudden long excursion that dominates the
time evolution of the interaction. On the other hand, Le´vy
flights occurring due to the second kind of Hamiltonian in-
termittency are called Le´vy flights of the second kind (LF2-
type). LF2-type interactions appear as a series of excursions
of similar orbital size and eccentricity. For more informa-
tion about these 2 kinds of Le´vy flights, refer to Shevchenko
(2010). We consider these 2 kinds of Le´vy flights with a word
of caution in our problem even though there are connections
that are insightful.
MNRAS 000, 1–20 (2020)
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A key property of Le´vy flights in general is that they
are characterized by substantial time intervals (excursions)
where the system has hierarchical structure. Similar behav-
ior is also observed in the homology radius profiles of our
system (see, for instance, Figure 2d). We will discuss in more
detail in Section 5.3 the relevance of these 2 kinds of Le´vy
flights to the general three-body problem.
The goal now is to establish some quantitative mea-
sures to identify Le´vy flight interactions. Inspired from the
features of these kinds of motion that one can see in the
homology radius profile in Figure 2d, we introduce a new
parameter called the LF index. We define it as
L = τH
τD
(1)
where τD is the lifetime of the system and τH is the
total duration the system spends in the hierarchical regime.
As mentioned earlier, all units of time are in units of cross-
ing time τ cr. τH is essentially the sum of the duration of all
the excursions during the evolution. The value of L ranges
between 0 and 1 where it is close to 1 for Le´vy flight interac-
tions. Note that the L is a unit-less parameter. This index,
though simple in construction, will be crucial in understand-
ing the power-law tail of the cumulative lifetime distribution
and the Le´vy flight nature of the three-body problem.
2.4 Scramble Density
As discussed in Leigh et al. (2016b), Leigh & Wegsman
(2018) and Stone & Leigh (2019), a “scramble” in a three-
body system is when no pairwise binaries exist; that is, no
hierarchical structure is present. Formally, a scramble occurs
every time the homology radius peaks above RH = 0.33. Ac-
cording to Stone & Leigh (2019), scrambles are the key dy-
namical state that ergodicizes a three-body system. Stone &
Leigh (2019) used the number of scrambles NT to define the
point at which individual simulations of the chaotic three-
body problem enter the ergodic regime (i.e., the system has
”forgotten”all memory of its initial conditions, except for the
particle masses, total energy and total momentum). Specifi-
cally, for a given total encounter energy and momentum, the
authors found that the three-body systems they considered
had predominantly entered the ergodic regime when NT >
2. Therefore, based on this, we introduce a new quantita-
tive index called the ‘Scramble Density‘ to measure chaos in
three-body systems.
The Scramble Density (denoted by S) is defined as
S = NT
τD
(2)
where NT is the total number of scrambles in the life-
time of the system and τD is the disruption time of the sys-
tem in crossing units τcr. This parameter is designed such
that the value of S is high for ergodic interactions and low for
non-ergodic interactions. The exact quantification of what
is high and low will be shown in Section 4.2. Note that the
Scramble Density is a unit-less parameter.
The reason why S is high for ergodic interactions is
that the larger the number of scrambles over the course of
the lifetime of a given three-body interaction, the more op-
portunity it has to entire the ergodic regime. One could ask:
why not just define the index as being equal to the number of
scrambles? The reason is that this index helps differentiate
between ergodic interactions and Le´vy flight interactions. It
is possible for both of these interactions to have, for example,
50 scrambles, but they have a drastically different evolution
and τD. S helps to differentiate between these two types
of interactions by giving a low value of S for a Le´vy flight
interaction, and a higher value for the ergodic interactions.
We will discuss in Section 4 regarding how to isolate
these ergodic interactions, which we call EC-type interac-
tions. “EC-type” stands for ‘exponential cumulative type’.
This name derives from a distinctive feature of ergodic in-
teractions that their cumulative lifetime distribution follows
an exponential distribution. We will show that this subset of
the total lifetime distribution corresponds to the initial ex-
ponential drop in the cumulative lifetime distributions. This
will be discussed in detail in Section 4.
3 METHODS
In Section 3.1, we present the numerical scattering experi-
ments used in this paper to address the over-arching ques-
tions identified in Section 1. In Section 3.2, we present and
discuss our methodology in Section for fitting the cumula-
tive lifetime distributions, and for extracting corresponding
half-lives or power-law indices.
3.1 Numerical scattering experiments
We use the TSUNAMI N-body code to integrate the time
evolution of a series of single-binary encounters. TSUNAMI
is an implementation of Mikkola’s algorithmic regulariza-
tion. The TSUNAMI code uses a combination of numerical
techniques to improve the accuracy of the integration, which
makes it particularly suitable to simulate strong dynamical
interactions with high mass ratios and hierarchical architec-
tures. The core of the TSUNAMI code is constituted by a
Bulirsch-Stoer extrapolation scheme (Stoer et al. (1980)) on
top of a second-order Leapfrog algorithm, derived from a
time transformed Hamiltonian (Mikkola & Tanikawa 1999a,
Mikkola & Tanikawa 1999b). We also implement optional
higher order symplectic schemes (Yoshida 1990) without the
Bulirsch-Stoer. Additionally, TSUNAMI includes velocity-
dependent forces, namely the post-Newtonian terms 1PN,
2PN and 2.5PN from Blanchet (2014), the tidal drag-force
from Samsing et al. (2018) and the equilibrium tide from Hut
(1981). However, in the present work, we do not consider any
additional forces besides the purely Newtonian ones. We also
neglect collisions between the particles. More details on the
code will be presented in a following work (Trani et. al, in
preparation).
To determine the state of the three-body system, we im-
plement a simple classification scheme based on energy and
stability criteria. The hierarchy state of the triple is checked
at every timestep: we consider the most bound pair as a
binary, and check if the third body is bound to the binary
centre-of-mass. If the third body is unbound, we check if
the binary-single pair is converging or diverging on a hyper-
bolic orbit: if diverging, we record the breakup time tbreak
and stop the simulation when the single is 10 times the bi-
nary semi-major axis away from the binary centre of mass;
if converging, we estimate the time of closest approach and
continue the simulation. If the binary-single forms a bound
MNRAS 000, 1–20 (2020)
6Table 2. Table of all the three-body simulation sets we perform with their respective initial parameters.
Label No. of
Simula-
tions
Binary
Pair
(M)
Single
(M)
Semi-
major
axis
(AU)
Eccentricity Binary
Phase
Inclination
A 106 15,15 15 5 0 [0,2pi] [0,pi]
B 106 15,17.5 12.5 5 0 [0,2pi] [0,pi]
C 106 15,20 10 5 0 [0,2pi] [0,pi]
pair, we check its stability using the criterion of Mardling
(2001): if unstable, we estimate the next pericenter approach
and continue the simulation; if instead the system forms a
stable hierarchical triple, we wait for 10 orbits of the outer
binary and then stop the simulation. If no bound pairs exist,
we check if each particle is bound to the centre of mass. If no
particle is bound to the centre of mass, we classify the end
state as a triple breakup. Note that both a triple breakup
and the formation of a stable triple are forbidden with the
initial conditions considered in this work (?).
In this present work, we consider 3 sets with dif-
ferent particle masses; each set comprises 106 realiza-
tions. The mass distribution we choose are the equal mass
case 15, 15, 15M (set A), 12.5, 15, 17M (set B) and
10, 15, 20M (set C). In all sets, the initial binary has ai =
5 AU, and eccentricity ei = 0. The initial distance of the
single from the binary is 100 AU. The impact parameter for
all simulations is fixed at b = 0. The centre of mass of the
binary and the single are initially at rest. In each of these
sets, the binary is composed of the heavier 2 masses with the
single being the smallest mass. In each realization, the true
anomaly of the binary is drawn uniformly between 0 and
2pi, while the inclination against the line joining the binary
centre of mass and the single is uniform between 0 and pi.
We also incorporate the calculation of the total number
of scrambles in the TSUNAMI code. Based on our earlier
discussion, we know that a scramble is defined as a peak
above RH = 0.33. Therefore, the TSUNAMI code calculates
the total number of scrambles by calculating the total num-
ber of peaks above RH = 0.33 in the homology radius data
that is calculated from the position (x,y,z) data for the 3
masses at each time-step. Furthermore, we consider an ex-
cursion only if its duration lasts longer than 3τcr. We verified
that our results converge at the excursion length 3τcr and
choosing smaller excursion lengths does not influence the
results.
3.2 Power-Law and Exponential Curve Fitting
A reverse accumulation distribution f(x) is a distribution
where f(x) is the fraction of values that exceed x. A gen-
eral power-law reverse accumulation distribution is a two-
parameter function given by,
f(τD) = c · τ−αD (3)
It is easier to obtain the power-law index α by performing a
linear fit in log-log space. Therefore, in this paper, to obtain
α, we perform a two-parametric linear fit to the cumulative
lifetime distribution using the function,
log10 f(τD) = −α · log10 τD + log10 c (4)
It is important to note that we are using reverse ac-
cumulation distribution instead of power-law integral dis-
tributions, where the general function is given by f(x) =
1−c ·x−α. This is because f(x) = c ·x−α (reverse accumula-
tion) is linear in log-log space unlike the power-law integral
distribution which is not linear in log-log space. However, in
both cases, the power-law index α is the same.
For the exponential distribution fitting, we also perform
a two-parametric fitting using the function (e.g. Valtonen &
Karttunen 2006; Leigh et al. 2016a; Ibragimov et al. 2018):
f(τD) = c · e−τD/τ0 (5)
where τ0 is the decay parameter. The relation between the
decay parameter τ0 and the half-life τ1/2 is given by
τ1/2 = τ0 ln 2 (6)
Furthermore, in Section 5.5, we propose a model for the
general three-body lifetime distribution. To perform all the
model fittings to the lifetime distributions, we use Bayesian
Markov Chain Monte Carlo (MCMC) method using the em-
cee package (Foreman-Mackey et al. 2013). We assume flat
priors and Gaussian errors in constructing the likelihood
function. We report the median parameter values as the best
fit parameter along with the estimated 1σ uncertainties. To
judge the goodness of our respective fits, we use the reduced
chi square statistic (χ2ν). A reduced chi square χ
2
ν close to 1
is indicative of a good fit.
In Section 5.5, we compare different models for the gen-
eral three-body lifetime distribution. Though, the reduced
chi-square χ2ν is indicative of whether we have a good fit or
not, to compare which model fits better, the Akaike Infor-
mation Criterion (AIC) is a robust statistical criterion to
judge how good a model is. This model was pioneered by
Akaike (1974) and is used extensively in many fields, includ-
ing astrophysics, for model selection. The AIC is defined as
AIC = −2 lnLmax + 2k (7)
where Lmax is the maximum likelihood achievable by the
model under consideration and k is the number of parame-
ters in the model (Akaike 1974). The model which minimizes
the value of AIC is the best model. More details about AIC
can be found in Akaike (1974), Liddle (2007) and Takeuchi
(2000).
4 RESULTS
In this section, we apply our new metrics, namely the Scram-
ble Density and LF index, to our simulations to study the
phase space, half-lives and lifetime distribution tails of our
three-body systems. In Section 4.1 and Section 4.2, we will
apply the LF index and Scramble Density respectively to our
MNRAS 000, 1–20 (2020)
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Figure 3. Phase map color coded according to lifetime τD for the three-body system with masses 15,15 and 15 M. The white dots in
the plot are just because of the discrete nature of the inclination and binary phase values of our ensemble and have no physical meaning.
Table 3. Half-lives τ1/2 in units of τcr and corresponding χ
2
ν
values for lifetime distribution for ergodic interactions
Masses(M) τ1/2 χ2ν
15,15,15 2.580 ±0.011 1.006
12.5,15,17.5 2.767 ±0.014 1.001
10,15,20 2.261 ±0.011 1.004
sets of simulations and study their efficacy. In Section 4.3,
using the set of ergodic interactions we isolate using Scram-
ble Density, we discuss three-body lifetime distributions in
the ergodic limit and fit exponential models to obtain respec-
tive half-lives τ1/2. Furthermore, in Section 4.4, we study the
power-law tails of the cumulative three-body lifetime distri-
bution.
Before proceeding, it will be useful to give a brief prior
on phase spaces in three-body systems. A phase space is a
space that represents all the possible states of the system.
In this case, we are considering the initial conditions phase
space map. Therefore, each point in phase space represents a
unique initial state of the system. Similar phase space maps
in the context of three-body interactions were also proposed
by Hut (1983).
In our three-body simulations, each unique system is
defined by a unique combination of inclination and binary
phase for the initial configuration. These two parameters
range between [0, pi] and [0, 2pi] respectively. Color coding
the phase map according to a number of different parame-
ters, including the disruption time (τD) or the LF- and/or
Scramble Density metrics, is insightful in understanding the
fractal structures present in the phase space of the three-
body system. For example, Figure 3 is the phase space map
for the 15,15,15M system color-coded according to the dis-
ruption time τD in units of τ cr. Based on the coloring, one
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8(a) Phase map color coded according to Scramble Density S for
the 15,15,15 M system.
(b) Phase space map color-coded according to the value of LF
index L in the 15,15,15M system.
Figure 4. Three-body phase space maps color coded according to Scramble Density S and LF index L.
Figure 5. Cumulative Lifetime Distributions (reverse accumula-
tion) for the three systems in the ergodic limit. The red-dashed
lines denote the exponential distribution fits with characteristic
half-lives τ1/2 tabulated in Table 3
can see the black-colored islands of prompt interactions in-
terspersed in the sea of chaos in phase space. We refer to
the interactions in these regular islands of prompt interac-
tions as “ordered” interactions (as opposed to chaotic). The
smaller ordered islands can be seen in zoomed in versions
of this phase space map, as in Figure 8a or Figure 8b. We
will discuss more relevant features of the phase space in the
following sections, as they come up.
4.1 Efficacy of the LF Index
In Figure 3, one observes how the boundary of the ordered is-
lands are populated by long lived interactions (yellow/white
rims according to color-map). As we know that the lifetime
Table 4. Half-lives τ1/2 in units of τcr and corresponding χ
2
ν
values for the subset of lifetime distributions corresponding to
ergodic interactions in which the same particle mass is ejected.
In the Ejection Mass column, for the equal mass system, 15(0)
denotes the mass that was initially a single particle, whereas 15(1)
and 15(2) denote the particles that initially composed the binary
.
Masses(M) Ejection Mass(M) τ1/2 χ2ν
15 (0) 2.585± 0.018 1.007
15,15,15 15 (1) 2.572± 0.010 1.006
15 (2) 2.578± 0.013 0.996
12.5 2.764± 0.015 1.006
12.5,15,17.5 15 2.771± 0.015 1.001
17.5 2.743± 0.011 0.999
10 2.267± 0.013 1.004
10,15,20 15 2.291± 0.014 1.004
20 2.206± 0.014 0.994
distribution tail is composed mainly of Le´vy flights, we pre-
dict that these long-lived interactions on the “chaos-order”
border are Le´vy flight interactions. Using the LF index, we
can verify whether these border interactions correspond to
the Le´vy flights. Figure 4b shows the same phase space map
color-coded according to the LF index value. One indeed
observes that the interactions corresponding to a high LF
index value (close to 1) populate the “chaos-order” border
in phase space, implying that they are indeed Le´vy flight
interactions.
4.2 Scramble Density
The dark-colored islands in Figure 3 that represent the
prompt interactions are the ordered interactions. The rest
of the interactions in phase space that do not conglomerate
into any sort of structure should represent the ergodic in-
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Table 5. Scramble Density S cutoffs for the ergodic subset for
different systems.
Masses(M) S
15,15,15 10.64
12.5,15,17.5 8.94
10,15,20 7.70
teractions. This is also evident from the very definition of
ergodicity; that is, sensitivity to initial conditions and the
ability to forget initial conditions over the course of the in-
teraction. Of particular interest to us is the first feature,
that is, sensitivity to initial conditions. In the ordered re-
gions, we should observe that slight differences in the initial
conditions should not lead to drastically different outcomes.
This is exactly what we see in the dark-colored islands. How-
ever, in the rest of the phase space, we see that even when
we change the initial conditions slightly, the disruption time
changes drastically in a random fashion as denoted by the
color. This change in disruption time directly translates to a
completely different interaction outcome signifying the sen-
sitivity to initial conditions. Therefore, if the Scramble Den-
sity S is representative of the ergodicity of the system, then
we should be able to identify those ergodic areas of the phase
space by values of the S as discussed in Section 2.4.
In Figure 4a for the equal mass system, we observe2 that
interactions with S > 10.64 occupy the regions of chaos we
earlier highlighted in the phase space map. There is no for-
mal method in which we obtained this number. We observed
a range of cutoff values and the corresponding regions in the
phase space map and reported the value most accurately de-
scribing the ergodic regions. Though the similar plots for the
other mass ratios are not shown here, we have tabulated the
values of the Scramble Density cutoff for the ergodic subset
in Table 5. It is interesting to note is that when using τD
in units of years while calculating the Scramble Density (in-
stead of units of τcr), the same cutoff value of 0.22 yr
−1 is
observed for all the 3 systems under consideration.
4.3 Cumulative Lifetime Distributions in the
Ergodic limit
As discussed in the previous section, we observe that in-
teractions with Scramble Density S above the cutoff values
shown in Table 5 occupy the ergodic regions of phase space.
We will refer to these ergodic interactions as ‘EC-type in-
teractions’. The lifetimes of EC-type interactions follow an
exponential curve distribution like radioactive decay as seen
in Figure 5.
Therefore, in the ergodic limit, the three-body lifetime
distribution follows an exponential model analogous to the
radioactive decay model. Fitting exponential distribution
models to these cumulative lifetime distributions, we ob-
tain the half-lives τ1/2 as shown in Table 3. Therefore, even
though Valtonen (1988) supposed that the lifetime distribu-
tion of three-body is an exponential distribution like radioac-
tive decay or Mikkola & Tanikawa (2007) fit exponential
models to lifetime distributions of equal mass systems, the
2 The color scales have been adjusted such that it is easier to see
this effect.
Table 6. Power law indices α for reverse accumulation lifetime
distribution tails (τD > 100) of all interactions with the corre-
sponding χ2ν values for the fit.
Masses(M) α χ2ν
15,15,15 0.783 ±0.005 1.013
12.5,15,17.5 0.764 ±0.008 1.019
10,15,20 0.790 ±0.006 1.034
Figure 6. A comparison plot showing the reverse accumulation
distributions plots for all interactions, Le´vy flight and EC-type
interactions respectively for 15,15,15M system
exponential distribution is only fully realized in the ergodic
limit. Considering it to be exponential in the non-ergodic
limit is incorrect due to the Le´vy flight interactions that fol-
low a power-law/algebraic distribution. We will discuss this
in more detail in Section 4.4.
Another interesting observation is that the lifetime dis-
tributions for different ejection types in the ergodic limit
also follow exponential distributions. The ejection type un-
der discussion here is based on which of the 3 masses in
the system is being ejected. Therefore, there are 3 ejection
types for each system. Table 4 contains the half-lives τ1/2
in τ cr for the 3 ejection types for each three-body system
under consideration. One observes that in the ergodic limit,
the half-lives τ1/2 for different ejection types in system are
within 1, 2σ of each other as one can see in Table 4, except
for the ejection of 20M in the 10,15,20M system even
though they are qualitatively very similar. This is indica-
tive of the question of the validity of Scramble Density and
ergodic assumptions in the unequal mass limit, which will
be discussed in more depth in Section 5.2 and Section 5.6.
In any case, we do observe that the ratio of the half-lives
τ1/2 between different ejection types in the ergodic limit is
essentially 1:1:1.
4.4 Power-Law analysis of Cumulative Lifetime
Distribution Tails
As discussed in Orlov et al. (2010) and Shevchenko (2010),
the lifetime distribution tail of three-body interactions has a
heavy-tail distribution with the initial part of the distribu-
tion being exponential. This phenomena is because of Le´vy
flight interactions as discussed earlier in Section 2.3. We have
already see one part, that is the exponential decay distribu-
tion of the EC-type interactions, unfold in Section 4.3. Now,
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Figure 7. A comparison plot showing the reverse accumulation
distributions plots for all interactions, Le´vy flight and EC-type
interactions respectively for 15,15,15M system in log-log scale.
we will study the later part of the distribution, namely the
tail, that is composed Le´vy flight interactions.
Unlike, EC-type interactions that follow an exponen-
tial distribution, Le´vy flights follow pure power-law distri-
butions. As mentioned earlier in Section 3.2, we perform the
power-law fitting in log-log scale as we obtain a linear re-
lation which is easier to fit. We perform the tail power law
fitting over the range 102 < τD < 10
5. Attempting to fit the
end of the distribution tail (τD > 10
5) isn’t a reliable ap-
proach because there aren’t enough interactions to populate
the distribution properly.
Figure 7 shows the lifetime distributions for all interac-
tions, LF-type and EC-type interactions respectively for the
15,15,15M system in log-log space. We indeed see that the
distribution tails are described very well by a power-laws
as they appear linear in log-log space. Table 6 shows the
fitted power-law indices for the cumulative lifetime distribu-
tion tails. What this power-law index implies in the context
of Le´vy flights will be discussed in detail in Section 5.3.
What is interesting to observe is that in the distribution
for all the interactions in log-log space, it is hard to make out
the initial small bump due to EC-type interactions. However,
once the Le´vy flight interactions are removed, the under-
lying EC-type interaction distributions become prominent.
This also highlights the dominant behavior of Le´vy flights in
the three-body system. We observe that removing LF-type
interactions removes a major part of the distribution tail,
providing evidence for the fact that Le´vy flights contribute
non-negligibly to the heavy-tailed nature of the lifetime dis-
tribution. We have therefore shown conclusive evidence for
the fact that Le´vy flights indeed occupy the tail of the life-
time distribution and are indeed responsible for the heavy-
tailed nature of the three-body problem.
5 DISCUSSION
In this section, we discuss the significance of our results for
chaos in the general three-body problem and the lifetime
distributions. In Section 5.1, we discuss the relation between
Scramble Density and LF index. In Section 5.2, we discuss
the validity of Scramble Density as parameter for ergodic-
ity in the unequal mass limit. In Section 5.3, we discuss the
types of Le´vy flights in the general three-body problem in
context of the analysis presented in Shevchenko (2010). In
Section 5.4, we study the physical origin of the Le´vy flights
and introduce the three-body relaxation mechanism. In Sec-
tion 5.5, we propose a new model to study general three-
body distributions to extract information about the EC-type
and Le´vy flight interactions from the distribution. In Sec-
tion 5.6, we study the ratio of half-lives and the ejection
probabilities in the ergodic limit.
5.1 The Scramble Density (S) - LF index (L)
relation
Based on the definitions of Scramble Density and LF index,
the relation between the two metrics is essentially the rela-
tion between NT , the total number of scrambles, and τH , the
total amount of time spent in the hierarchical state. There-
fore, one expects that the number of scrambles should be
inversely proportional to the amount of time spent in the
hierarchical state by the interaction. This is because scram-
bles can only occur when there is no hierarchical structure
present, as discussed in Section 2.4. This inverse propor-
tionality relation is exactly what we observe in Figure 9a,
in the zoomed-in version in Figure 9b. These figures show a
scatter plot of the Scramble Density and LF index values for
the EC-type and Le´vy flight interactions for the 12.5,15,17.5
M system. Similar plots (not shown here) are observed for
the 15,15,15 M and 10,15,20 M systems. The horizontal
red-dashed line in Figure 9a is the Scramble Density ergodic
cutoff value for the 12.5,15,17.5 M case. We will call the
region below this line in the S vs. L space as the “Le´vy
flight regime” and the region above this line as the “ergodic
regime”.
There are a number of interesting features that we ob-
serve. First, we observe a dominant negative linear relation
between the 2 metrics, which is expected. There is a certain
width/thickness to this relation due to the intrinsic scatter in
it. This intrinsic scatter in the interactions populating the S
vs. L space is reflective of chaos in three-body processes. The
linear relation is more pronounced in the Le´vy flight regime,
as seen in Figure 9b. We see a number of linear relations with
each line corresponding to the number of excursions in the
Le´vy flight. This linear relation becomes less prominent as
the number of excursions in the Le´vy flight increases. We do
not yet know the physical origins of these relations, however,
we hypothesize that these relations in the Le´vy flight regime
have to do with the intricate fractal substructure present at
the “chaos-order”, as described by Chirikov (1983). In the
ergodic regime, these linear relations no longer exist.
Second, the steepness of the linear relationship between
Scramble Density and LF index increases as the number of
excursions in an interaction increases as seen in both the fig-
ures. Therefore, interactions with the same LF index have a
higher Scramble Density if they have more excursions over
the course of their evolution. Physically, this makes sense be-
cause even though different interactions can spend the same
duration in the hierarchical regime, more excursions imply
that the single mass has returned more times to the binary
pair, resulting in a higher number of scrambles and hence a
higher Scramble Density. Therefore, interactions with larger
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(a) Zoomed-in phase space region for 12.5,15,17.5 M system
color-coded according to τD.
(b) Zoomed-in phase space region for 15,15 and 15M system
color-coded according to τD.
(c) Phase space map for 10,15 and 20M system color-coded ac-
cording to τD.
(d) Phase space map for 12.5,15 and 17.5M system color-coded
according to τD.
Figure 8. Three-body phase space maps color-coded according to disruption time τD for 12.5,15,17.5M and 10,15,20M system.
numbers of excursions have a steeper relation in Scramble
Density vs. LF index space.
Third, in the Le´vy flight regime shown in Figure 9a, we
observe 2 kinds of interactions. The first kind is indicated
by the conglomerates along the linear relation discussed ear-
lier. This is where a majority of the Le´vy flight interactions
lie. However, there is another small ensemble of Le´vy flight
interactions that originate on the opposite spectrum of the
LF index and seem to be positively correlated with Scram-
ble Density, unlike the dominant kind. This could provide
a natural framework to distinguish between the 2 kinds of
Le´vy flights in a general three-body system. We will discuss
this in more detail in Section 5.3.
5.2 Ergodic Cutoff in the Unequal Mass limit
The value of the Scramble Density index gives an indication
of the total number of scrambles in an interaction. We hy-
pothesize that in the unequal mass limit, the scramble den-
sity becomes a poorer proxy for chaos. This is because in
systems with very unequal distributions of masses, it is dif-
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(a) All three-body interactions (except ordered) in S vs. L space
for 12.5,15,17.5 M system, color-coded according to the num-
ber of excursions Ne. The horizontal red-dashed line denotes the
ergodic cutoff value for the Scramble Density S.
(b) Zoomed-in version of S vs. L space for all three-body inter-
actions (except ordered) for the 12.5,15,17.5 M system, color-
coded according to the number of excursions Ne.
Figure 9. Three-body interactions for 12.5,15,17.5M in S vs. L space.
Figure 10. Normalized histogram distributions for the number of excursions Ne in Le´vy flights in the 3 mass combinations considered
here.
Table 7. Average number of scrambles in an interaction.
Masses(M) NT
15,15,15 37.8
12.5,15,17.5 36.6
10,15,20 35.1
ficult for the lightest mass to disrupt the two heavier masses
from being a pairwise binary. Only weak perturbations of
the binary pair will occur and hence no scrambles. An ex-
ample of this is the Sun-Jupiter-comet three-body system.
Therefore, as the distribution of masses gets more unequal,
one would expect the number of scrambles to decrease as
well. We see this effect to some extent in Table 7 where we
see that the average number of scrambles in an interaction
decreases as we go towards the unequal mass systems.
This suggests that different heuristic measures for chaos
will be necessary in systems that are far from the equal-mass
limit. Further investigation that is beyond the scope of the
current paper will be needed to fully test the efficacy and
robustness of the Scramble Density parameter in the unequal
mass limit.
5.3 Le´vy flights in the general three-body
problem
As discussed in Section 5.1, we observed 2 kinds of interac-
tions in the Le´vy flight regime. Could these 2 kinds of inter-
actions be the kinds of Le´vy flights we were looking for in the
general three-body system? Can the second, less-dominant
kind of interaction even be considered as a Le´vy flight? Can
we extrapolate Shevchenko (2010)'s LF1-type and LF2-type
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Le´vy flight types in Keplerian map dynamics to the general
three-body scenario?
To begin answering these questions, let us reconsider
the LF1-type and LF2-type interactions (discussed earlier in
Section 2.3). Figure 10 shows the distribution for the num-
ber of excursions, Ne, in Le´vy flights in the 3 systems under
consideration. We observe that a dominant portion of Le´vy
flights have very few excursions (≈ 1 - 3) during their life-
time, consequently corresponding to LF1-type interactions.
Therefore, LF1-type interactions that exist in Keplerian map
dynamics also exist in the general three-body scenario. How-
ever, unlike LF1-type, we do not observe LF2-type interac-
tions. To get a physical sense of what LF2-type interactions
look like in a Kepler map, we refer to Figure 1 in Shevchenko
(2010). Their Figure 1 shows a system with both LF1-type
and LF2-type interactions. The LF2-type motion appears
as a series of ≈300 excursions of similar orbital size and pe-
riod. In the general three-body system in our scenario, we
do not see as many excursions in our interactions, as seen in
Figure 10, let alone in consecutive order. Therefore, we can
extrapolate LF1-type interactions to the general three-body
problem, but not LF2-type interactions. Subsequent excur-
sions tend to be more separated in orbital size and period
for systems with particles of comparable mass (assuming no
strong hierarchies are imposed).
It also physically makes sense why LF2-type interac-
tions cannot be found in general three-body systems like
ours. As discussed earlier in Section 5.2, in the unequal
mass limit, only weak perturbations in the heavier mass bi-
nary pair are possible by the lighter mass and hence there is
an increasing tendency for excursions instead of scrambles.
Therefore, in such a limit, one will observe a large number
of excursions instead of scrambles, which would have oth-
erwise disrupted the series of excursions. When there is a
more democratic distribution of masses, as in the 3 systems
considered in this paper, it is possible to have strong per-
turbations in the binary pair by the single mass and the
masses are closer to equipartition, resulting in more scram-
bles. Therefore, in place of LF2-type behavior, one observes
either scrambles or a three-body relaxation process (described
in more detail in Section 5.4).
What do the power-law indices of our lifetime distribu-
tions tell us? Based on Table 6, we have a power-law index
in the range ≈ 0.76 − 0.79 3 for our systems. Shevchenko
(2010) predicted that the power-law tails in LF1-dominated
systems is ≈ 2/3. In our systems, we do indeed see a power-
law index close to 2/3. Power-law indices similar to 2/3 were
also observed in other similar studies regarding tails of life-
time distributions in the general three-body problem. For
instance, in Orlov et al. (2010), equal mass three-body sys-
tems with randomized conditions were considered with vary-
ing values of virial coefficients k. Orlov et al. (2010) obtained
a power-law index of 0.7073± 0.0016 for the lifetime distri-
bution of systems with k = 0, which is the same as the
initial condition we adopt in our three-body interactions.
Therefore, it appears that Shevchenko (2010)'s analysis of
LF1-type Le´vy flights and the resulting heavy tailed distri-
bution of these flights is indeed general in the sense that they
3 The distribution has a negative power-law index but, as we are
defining the index as x−α, we report positive values of α
Figure 11. Fractional change in velocity δv/v per pericenter pas-
sage as a function of orbital energy and total interaction angular
momentum in the temporary single.
are applicable in both the unequal mass limit, like chaotic
cometary systems, and also in systems close to the equal
mass limit. This suggests that LF1-type flights are a funda-
mental property of three-body interactions, unlike LF2-type
flights. This is likely due to the fact that LF1-type flight
arise from the separatrix between bound and unbound or-
bits, which is always present in the general three-body re-
gardless of the mass ratio.
Is there a candidate for a different kind of Le´vy flights
in the general three-body system in place of LF2-type? As
discussed earlier in Section 5.1, we do observe 2 different
kinds of interactions in the Le´vy regime in the S vs. L space.
However, we hypothesize that the second kind originating
from low LF indices are not Le´vy processes. This is because
they go against the idea of Le´vy flights as excursions, where
the system has a hierarchical structure. Further investigation
will be needed to understand these interactions.
5.4 What is the physical origin of the long-lived
power-law tail in the cumulative lifetime
distributions?
Based on our earlier discussion regarding Le´vy flights and
our results regarding the tails of the cumulative lifetime dis-
tributions, we know that Le´vy flights are responsible for the
long-lived algebraic tail. Based on the homology radius maps
for Le´vy flight interactions, we now have a more concrete
understanding of the nature of these Le´vy flights as long
excursions or as a series of long excursions. But is it the
compounded number of long excursions or a single very long
excursion that is governing the long-lived tail at very long
interaction times? What underlying physical mechanism is
at play in producing the power-law tails?
To gain physical insight into the answer to this question,
consider drawing a parallel between the concept of two-body
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(a) Plot of log of average excursion length (log10 τ˜e) versus num-
ber of excursions (Ne) for Le´vy flight interactions (LF-type) for
15,15 and 15M system.
(b) Plot of log of average excursion length (log10 τ˜e) versus num-
ber of excursions (Ne) for EC-type interactions for 15,15 and
15M system.
(c) Plot of log of average excursion length (log10 τ˜e) versus num-
ber of excursions (Ne) for all interactions color coded according
to lifetime τd for 15,15 and 15M system.
(d) Zoomed in plot (lower bound) of average excursion length
(τ˜e) versus number of excursions (Ne) for all interactions color
coded according to lifetime τd for 15,15 and 15M system.
Figure 12. Relation between duration of excursion τe and number of excursions Ne for 15,15,15M system.
relaxation in large-N self-gravitating systems and prolonged
excursions in the three-body problem. The former is roughly
defined as the time for deflections δv in a particle’s velocity
v to compound sufficiently to change its original velocity by
of order itself, or δv/v ∼ 1. (e.g. Binney & Tremaine 1987).
Now, consider a temporary hierarchy in a chaotically in-
teracting three-body system in which one of the particles is
on a prolonged, wide orbit with orbital separation as and ec-
centricity es (relative to the center of mass of the binary, and
as  aB). To compute the change in velocity δv at closest
approach or pericenter, we compute the impulse by taking
the product of the (instantaneous) acceleration induced on
the particle and the typical time spent at this point (ap-
proximating the binary as a point particle in this simple
calculation):
δv =
(GmB
b2
)(2αb
vp
)
, (8)
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where α is a free scaling parameter of order unity, mB is
the binary mass, b is the distance at closest approach (i.e.,
pericenter) or b = rp = as(1 − es) and vp is the velocity at
pericenter:
vp =
(GmB(1 + es)
as(1− es)
)1/2
=
(2EB(1 + es)
ms(1− es)
)1/2
. (9)
Plugging the above into Equation 8 and re-arranging,
we obtain:
δv
vp
=
2α
1 + (1− L2sEs/(L20E0))
, (10)
where Es = |Es| and Ls = | ~Ls|, and also E0 and
L0 denote, respectively, the total energy and angular mo-
mentum of the interaction. Since we adopt zero impact
parameter, a relative velocity at infinity of zero and an
initially circular orbit for the binary, these reduce sim-
ply to E0 = GmsmB/(2a0) and L0 = µ
√
GMa0, where
µ = msmB/(ms +mB) is the reduced mass, M = ms +mB
is the total system mass and a0 is the initial binary orbital
separation.
Figure 11 shows the fractional change in the single star
velocity δv (divided by the initial pericenter velocity) per
pericenter passage as a function of the orbital energy of
the temporary single (normalized by the total encounter en-
ergy). The different line thicknesses correspond to different
assumptions for the fraction of the total interaction angu-
lar momentum in the temporary single star orbit. We set
α = 1 for illustrative purposes, but caution that the scale
on the y-axis should be scaled by some unknown factor (due
to the poor approximation in Equation 8) brought about
by assuming that the velocity deflection is induced instanta-
neously at pericenter). In Figure 11, we clearly see that more
loosely bound temporary singles experience weaker interac-
tions at pericenter, requiring additional such interactions to
induce a significant change to the outer orbit of the triple.
Only in the low angular momentum regime can the exchange
be strong (since the pericenter distance is smaller). Quali-
tatively, this suggests that long or prolonged excursions of
a loosely bound temporary single particle are most likely to
be followed by additional (albeit slightly reduced) prolonged
excursions, relative to initially shorter excursions. This could
help to explain the power-law tail observed in the cumula-
tive lifetime distributions of disintegrating three-body sys-
tems (e.g. Leigh et al. 2016a; Leigh & Wegsman 2018) and
the very nature of Le´vy flights.
This is precisely what we see in Figure 12a. These fig-
ures plot the total number of excursions (Ne) in the evolu-
tion of a three-body system against the average duration of
an excursion (τ˜e) in units of τ cr. The average duration of
an excursion in a system is defined as the total amount of
time spent in the hierarchical state divided by the number
of excursions Ne. Looking at these figures, we mainly see 2
patterns at the lower and upper bounds of the distribution
of data points. At the lower-bound of these plots, which is
shown in more detail in Figure 12d, as the average length
of the excursion increases, the number of excursions also
increases, which is in line with our predictions and reason-
ing discussed earlier in this section. Interestingly, this lower
bound behavior is found not only in Le´vy flights but also in
EC-type interactions as seen in Figure 12a and Figure 12b
respectively. This is indicative of a deeper significance, that
is, a result fundamental to the nature of the time evolu-
tion of three-body systems, namely a three-body relaxation
mechanism.
However, there is a small caveat: at the upper bounds of
these figures, the opposite behavior occurring. As the num-
ber of excursions increases, the average duration of the ex-
cursions is going down. The reason for this ’opposite’ behav-
ior is due to the finite lifetimes of our three-body systems,
since they eventually eject a particle resulting in a termi-
nation of the interaction. As seen in Figure 12c, the upper
edges of this relation are occupied by longer lifetime τD in-
teractions. Based on the lifetime distributions seen earlier,
we know that the fraction of systems with a total interac-
tion lifetime of length τD decreases as τD increases. There-
fore, we are lacking simulations of three-body interactions in
the top-right regions of these relations, since the top-right
region corresponds to interactions with longer lifetimes. To
summarize, we have 2 competing effects in these figures: (i)
the three-body relaxation mechanism where longer initial
excursions are naturally accompanied by a larger number of
excursions, which dominates the lower bounds of these rela-
tions, and (ii) a low probability of very long-lived systems,
which contributes to under-populating the upper bounds of
these relations for large numbers of excursions.
Therefore, to understand the relation between the
length of excursions and the number of excursions identified
in Figure 12a, we need only to focus on the lower bounds of
these relations. This confirms our earlier hypothesis, namely
that as the duration of the initial excursion increases, the to-
tal number of excursions also increases.
5.5 Understanding General Three-body Lifetime
Distributions
In Section 4, we discussed the different kinds of three-body
interactions, namely EC-type and Le´vy flight interactions.
We also discuss in great detail the power-law and exponen-
tial models governing the lifetime distributions of these in-
teractions. We find that EC-type interactions, that is in-
teractions in the ergodic limit, follow an exponential decay
in the lifetime distribution similar to what has been found
in radioactive decay (Leigh et al. 2016a; Ibragimov et al.
2018). On the other hand, the Le´vy flight interactions, as
identified in this paper, follow power-law/algebraic lifetime
distributions that correspond to the tail of the three-body
system lifetime distribution. However, we were able to study
these different interactions and distributions by developing
metrics, the Scramble Density S and the LF index L, and
then separating the different interactions through methods
we developed in Section 4. In order to quantify and charac-
terize the lifetime distributions more directly, we introduce
a new physically-motivated model for the three-body prob-
lem. We first describe two previous models for the lifetime
of the general three-body problem.
Ibragimov et al. (2018) used the model
f(log(τD)) =
1
C
exp
{
−1
2
(
log(τD/tk,0)
σ/τ0
)2
}
(11)
where C =
√
2pi · σ
τ0
. The parameter τ0 denotes the right-
ward shift of the Gaussian curve, σ denotes the widths of the
distributions and τk,1/2 denotes the half-lives. As discussed
in Ibragimov et al. (2018), the motivation behind this model
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is that the lifetime distributions resemble Gaussian curves on
logarithmic time scales, or log10 τD. However, understanding
the distribution can become more complicated when dealing
with and trying to fit super-posed Gaussian curves.
On the other hand, Leigh et al. (2016a) used the model
f(τ) = αe(τ−τ0,a)/τ1/2,a + coth ((τ − τ0,b)/τ1/2,b) + β
(12)
where α, τ0,a, τ1/2,a, τ0,b, τ1/2,b and β are free parameters.
This model is better than the previous model in the sense
that it specifically identifies the initial exponential decay in
the lifetime distribution corresponding to the EC-type inter-
actions. Furthermore, as discussed in Leigh et al. (2016a),
the β term denotes the Le´vy flights with the coth term
serving as a smooth transition between these two extreme
regimes in the full cumulative lifetime distributions. How-
ever, based on our discussion of Le´vy flights, we know that
Le´vy flights that populate the tail follow a power-law dis-
tribution on their own. Hence, we adopt a slightly modified
model, as described below.
It is easy to think of the general lifetime distribution as a
superposition of the underlying exponential decay from the
EC-type interactions and the power-law distribution from
the Le´vy flights. Therefore, it is natural to try to describe
the general model as
f(τD) = Ae
−τD/τ0 +Bτ−αD (13)
where A,B,τ0 and α are all free parameters. A and B are
general constants that do not necessarily have any physical
meaning but help normalize the total distribution f(τD),
since they facilitate integrating over suitable limits to nor-
malize it to unity. τ0 is the decay parameter corresponding
to the characteristic half-life τ1/2 of the EC-type interac-
tions. α is the power-law index of the distribution tail that
is composed of Le´vy flights.
If our hypothesized distribution function shown in
Equation 13 is able to properly characterize the entire life-
time distribution, we should be able to extract information
about the underlying contributions from EC-type and Le´vy
flight interactions through the fitted values of τ0 and the
power-law index α. We can then check to see if these best-fit
parameters are similar to the parameter values we obtained
through our analysis in Section 4.
We perform MCMC fitting (Foreman-Mackey et al.
(2013)) using the proposed model in Equation 13 and the
model provided in Leigh et al. (2016a) to fit our lifetime dis-
tributions. The median parameter values along with their 1σ
uncertainties are shown in Table 9 and Table 8, respectively.
We observe that the AIC values for the new model, namely
Equation 13, are consistently smaller for all the three-body
systems under consideration here, when compared to the
Leigh et al. (2016a) model. Therefore, our new model is a
better fit to the general three-body lifetime distribution. Ta-
ble 10 shows the comparison of the values we obtain for the
half-life τ1/2 and power-law index α in Table 9 to the val-
ues we obtain in Table 6 and Table 3 based on our earlier
analysis.
For instance, we find that the power-law index α for the
15,15,15 and 12.5,15,17.5 systems obtained from our model
are within 2σ of the values obtained from our earlier analysis.
The results are similar for the half-life τ1/2 in the 10,15,20
system. However, in the other cases, we observe substan-
Figure 13. Lifetime distributions for all interactions. The small
peak at the start of the distributions contains all the ordered
interactions that occupy the dark islands as seen in the phase
maps in Figure 3, for example. A smaller range of τD is shown on
the x-axis to be able to clearly see this peak.
Figure 14. Comparison between the new model and the Leigh
et al. (2016a) model to the lifetime distribution of the 15,15,15M
system.
tial discrepancies, especially in the half-lives τ1/2. A higher
degree of discrepancy is expected in τ1/2. This is because,
during the fitting, the value of the decay parameter τ0 ob-
tained by fitting is quite sensitive to the chosen number of
histogram bins in the lifetime distribution and the range of
τD over which the fitting is being done. This is because, as
seen in Section 4.4, the exponential part of the three-body
lifetime distribution occupies a very small part of the en-
tire distribution. Therefore, considering very large ranges of
τD or small numbers of histogram bins in the initial part
increases the fitting sensitivity in τ0. The answer converges
adopting the range 0 < τD < 10
4 and 200 bins with varying
size (smaller bins in the initial part and bigger bins in the
tail).
Even though this model describes the entire three-body
lifetime distribution, there is a small caveat. Throughout
our analysis, we have been essentially ignoring the set of or-
dered interactions; that is, those interactions that terminate
quickly due to prompt ejections. These interactions occupy
the dark colored islands in the initial condition phase space
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Table 8. Median parameter values with 1σ uncertainties for Leigh et al. (2016a) model fitted to three-body lifetime distribution.
Masses (M) α τ0,a τ1/2,a τ0,b τ1/2,b β χ2ν AIC
15,15,15 −0.938± 0.151 −5546± 5561 37337± 4565 −4.327± 0.239 14.93± 0.401 0.119± 0.060 1.056 14.80
12.5,15,17.5 −1.004± 0.148 −2307± 4524 34797± 4080 −4.221± 0.250 15.66± 0.43 0.106± 0.067 1.104 19.78
10,15,20 −1.047± 0.101 −1531± 3797 46138± 6893 −1.894± 0.229 13.37± 0.41 0.110± 0.066 1.441 45.86
Table 9. Median parameter values with 1σ uncertainties for our proposed model fitted to three-body lifetime distribution.
Masses (M) A τ0 B α χ2ν AIC
15,15,15 0.669± 0.007 4.391± 0.027 1.375± 0.010 0.797± 0.001 0.992 -9.19
12.5,15,17.5 0.792± 0.005 4.312± 0.028 1.446± 0.005 0.799± 0.001 0.987 2.93
10,15,20 1.644± 0.019 3.275± 0.037 1.276± 0.009 0.799± 0.001 1.007 5.85
Table 10. Comparison of half-life τ1/2 = τ0 ln 2 and power-law
index α values with 1σ uncertainties calculated from the model
proposed in this paper (i.e., New Model) to the earlier obtained
values during Power-law tail and Scramble Density Analysis (i.e.
Earlier Analysis)
Masses(M) Parameter New Model Earlier Analysis
15,15,15 α 0.797± 0.001 0.783± 0.005
15,15,15 τ1/2 3.043± 0.027 2.580± 0.011
12.5,15,17.5 α 0.799± 0.001 0.764± 0.008
12.5,15,17.5 τ1/2 2.988 ±0.020 2.767± 0.014
10,15,20 α 0.799± 0.001 0.790± 0.006
10,15,20 τ1/2 2.270± 0.025 2.261± 0.011
maps, such as can be seen in Figure 3. Even though these
interactions occupy a major fraction of the phase space, they
occupy a very tiny fraction in the time domain. This can be
seen in Figure 13 where the small, delta-like function peaks
in the lifetime distributions. As these peaks occupy a very
insignificant fraction of the entire lifetime distribution, they
do not significantly influence the exponential decay of the
EC-type interactions or the power-law tails. Therefore, in
our calculations and analysis, we are largely able to ignore
these ordered interactions. They can be very easily isolated
via a simple lifetime cut. That is, by only considering long-
lived interactions with a total lifetime above some critical
value τD. Describing this delta-function-like peak of the or-
dered interactions as part of the model is not trivial and
will need further investigation in the ordered nature of the
three-body problem.
Therefore, we now have a model presented in Equa-
tion 13 that describes general three-body lifetime distribu-
tions. As we have shown, fitting it to our lifetime distribu-
tions helps us to extract information about the nature and
properties of not only the power-law tails, but also the ex-
ponential nature of the EC-type decay interactions.
5.6 Ratios of Half-Lives and Ejection
Probabilities as a Proxy for the Accessible
Phase Space Volume
In Section 4.3, we consider three-body interactions in the
ergodic limit and find that they follow an exponential life-
time distribution analogous to radioactive decay. We then fit
exponential models to the distributions to obtain the half-
lives τ1/2 of the different kinds of interactions, as seen in
Table 4. In this section, we compare our computed half-
lives and ejection probabilities for different particle masses
to different theoretical predictions, namely a naive expec-
tation from energy equipartition-based arguments and the
predictions of Stone & Leigh (2019) and Kol (2020).
We begin by considering the half-lives for different ejec-
tion events in a system. In the ergodic limit, regardless of the
ejection type in a particular three-body system, the half-lives
τ1/2 are approximately in the ratio 1:1:1. Note that that this
ratio 1:1:1 of half-lives in the ergodic limit is independent of
particle masses; that is, this statement is not only true for
systems with equal masses, but is also true for systems with
unequal masses like 10,15,20M. Considering this observa-
tion, it is interesting to think of half-lives as more than just a
metric for the time scale on which the probability of particle
ejection becomes 50%. Could the particle properties, in par-
ticular their masses, act as proxies for quantifying or identi-
fying trends in the ratios of accessible phase space volumes
for different ejection events? Could there be an underlying
physical mechanism in which some of the particle properties
decide the probabilities for different ejection types or scenar-
ios to occur? What is the explanation for the equal half-lives
for different ejection types in the ergodic limit even in un-
equal mass systems? Below, we consider the half-lives for
specific ejection events independently, i.e. we consider the
time when 50% of the systems have been disrupted for each
of the three possible ejection outcomes.
The inspiration behind this idea comes from Liouville’s
Theorem (Liouville 1838). The theorem implies that the to-
tal available phase space volume remains constant for self-
gravitating systems of point particles, independent of their
time evolution. Hence the probability density for accessing
any uniform swath of this phase space should also be con-
served. In our case, the probability of interest corresponds
to observing a specific particle ejection event, or outcome.
We naively expect the total phase volume accessible to each
particle to be (inversely) proportional to its mass, with less
total phase space accessible to more massive particles. This
stems from the assumption of approximate equipartition of
energies in the final distribution of ejection velocities for the
escaping star, and the fact that the local escape speed scales
linearly with the mean velocity dispersion of the interacting
system. This is at least the case for large-N systems of self-
gravitating point particles (e.g. Binney & Tremaine 1987),
and it has also been shown to be true for smaller-N systems,
at least in a time-averaged sense (see Valtonen & Karttunen
2006, Leigh et al. 2016a, and Leigh & Wegsman 2018 and
Leigh et al. 2018 for more details). Nevertheless, this energy
equipartition-based hypothesis has not yet been rigorously
tested in the small-N limit.
In the following, we confront the validity of the above
MNRAS 000, 1–20 (2020)
18
energy equipartition-based hypothesis using our simulations,
by comparing the half-lives of the cumulative lifetime distri-
butions corresponding to different ejection events (i.e., which
of the three masses is ejected). If the naive hypothesis pre-
sented above is correct, our expectation for the ratio of half-
lives should be m
1/2
1 :m
1/2
2 :m
1/2
3 .
In Table 11, we show the half-lives for the general three-
body lifetime distributions for all interactions (including the
prompt, ordered interactions as well) by finding the time τD
when 50% of the interactions are terminated; that is, when
the distribution takes a value of 0.5. Based on Table 11, we
observe the opposite of what we expect from our hypothesis.
That is, we observe that the half-lives of lighter mass bodies
are longer than the half-lives of heavier mass bodies. This
is because our half-lives are biased by the prompt, ordered
interactions. The ejection probability of a lower mass body is
higher. Therefore, a higher ejection probability corresponds
to a longer half-life. This implies our naive understanding of
half-lives is incomplete, and will need further investigation
to understand their physical origins.
We also wish to study the ejection probabilities of
masses in the purely ergodic limit, not including the subset
of ordered interactions. Kol (2020) discuss the probability
distributions of outcomes in the ergodic approximation. The
marginalized distributions of energy, average binary energy,
angular momentum, eccentricity and escaper probability can
also be found.
For notation purposes, ma,mb are the masses in the
binary that is leftover after ejection of the escaper mass
ms. According to Kol (2020), the phase space volume (non-
normalized probability) for an escaper mass ms in three-
body systems with zero total angular momentum, is given
by
σs =
1
3L
(
ks
−2E
)3/2
(14)
where E is the total energy of the system, L is the total
angular momentum of the system, and ks is a dimensionless
parameter given by
ks = µBα
2 (15)
=
mamb
ma +mb
G2m2am
2
b (16)
=
G2(mamb)
3
ma +mb
(17)
For more details about this result and its parameters, we
refer the reader to Kol (2020). As we are only concerned
with the normalized probabilities, we should only concern
ourselves with proportionality relations, since the constants
cancel. Therefore,
σs ∝ (ks)3/2 (18)
∝ (mamb)
9/2
(ma +mb)3/2
(19)
Running over s = 1,2,3 we can obtain the non-normalized
probabilities for the ejection of a mass ms in the ergodic
approximation according to Kol (2020).
We calculate the ejection probability in the ergodic
limit by first isolating all the ergodic interactions using the
method we developed in Section 4.2. We then calculate the
fraction of the total ergodic interactions that result in a par-
ticular ejection event, giving us the normalized probability of
the ejections based on our simulations. Therefore, the ejec-
tion probability P s,erg of mass s in the ergodic limit is given
by
P s,erg =
N s,erg
Nerg
(20)
whereNerg is the total number of ergodic interactions among
the ensemble of 106 interactions considered and N s,erg is
the total number of these interactions that eject mass s.
Assuming Poisson statistics, the uncertainties in our ejection
probabilities (Leigh & Geller (2015)) are given by
∆P s,erg =
√
N s,erg
Nerg
(21)
In Table 12, we compare our ejection probabilities in
the ergodic limit based on our simulations to the theoretical
predictions for the ejection probabilities by Stone & Leigh
(2019) and Kol (2020). We observe that the theoretical pre-
dictions for the equal mass system for both formalisms are
within 1σ of the calculated ejection probabilities. In the un-
equal mass systems, we observe that the calculated ejection
probabilities are within ∼ 1% of the theoretical predictions
for Kol (2020). This is highly suggestive of our ergodic as-
sumption being consistent with theoretical formalisms of er-
godicity as described in Kol (2020).However, Kol (2020) pre-
dictions are not within 3σ of our calculated probabilities in
the unequal mass systems. This suggests that our ergodic
subset obtained through a Scramble Density cutoff as de-
scribed in Section 4.2 will need more refinement, especially
in the unequal mass limit.
Our ejection probabilities are not in good agreement
with the the predictions by Stone & Leigh (2019). There
are a number of possible reasons for the discrepancy. One of
the main reasons is that the ergodic assumption in Stone &
Leigh (2019), though similar in nature, is different from our
study. The reason why we consider EC-type interactions as
ergodic interactions is because these interactions populate
the ergodic regions as identified in the initial phase space
earlier. Stone & Leigh (2019) consider interactions as er-
godic if they undergo 2 or more scrambles where a scramble
according to Stone & Leigh (2019) is periods of time when
no pairwise binary exists. However, Le´vy flight interactions
could also be considered as ergodic interactions by Stone
& Leigh (2019) since they undergo scrambles as well. This
difference points to the underlying tension in what truly is
the ergodic limit in three-body system given the existence of
ordered as well as Le´vy flight interactions, especially in the
unequal mass limit. Further investigation will be needed to
understand the ergodic approximations and corresponding
comparisons in the unequal mass limit.
6 SUMMARY
In this paper, we introduce a new, robust approach to study-
ing the general gravitational three-body problem. Our goal is
to better understand the underlying interactions and phys-
ical mechanisms responsible for the observed properties of
the three-body lifetime distribution. To this end, we re-visit
the concept of a homology radius in relation to Agekyan-
Anosova maps. We introduce two new metrics, namely the
Scramble Density S and LF index L. We demonstrate the
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Table 11. Half-lives τ1/2 in units of τcr for general lifetime distributions. In this context, τ1/2 is when 50% of the simulations have
terminated. Note that this is for all simulation and not just for the ergodic subset. For the equal mass case, Type 0 and 1 correspond to
the two 15M particles in the initial binary pair, while Type 2 represents the initial single.
Masses(M) Ejection Mass(M) τ1/2 Half-life Ratios Predicted Ratios (m
1/2
1 :m
1/2
2 :m
1/2
3 )
15 (0) 3.963
15,15,15 15 (1) 0.853 1 : 0.215 : 0.200 1:1:1
15 (2) 0.793
12.5 4.395
12.5,15,17.5 15 2.374 1 : 0.540 : 0.234 1 : 1.095 : 1.183
17.5 1.031
10 3.455
10,15,20 15 2.659 1 : 0.769 : 0.668 1 : 1.224 : 1.414
20 2.310
Table 12. The ejection probability in the ergodic limit compared to the theoretical values predicted by Kol (2020) and Stone & Leigh
(2019). The total number of ergodic realizations (Nrealizations) are also shown. The total number of simulations in each set is 10
6.
Masses(M) Ejection Mass(M) Nrealizations Ejection Probability Kol (2020) Probability Stone & Leigh (2019) Probability
15 (0) 49476 0.331± 0.002 0.333 0.333
15,15,15 15 (1) 49862 0.334± 0.002 0.333 0.333
15 (2) 50031 0.335± 0.002 0.333 0.333
12.5 120839 0.575± 0.002 0.563 0.639
12.5,15,17.5 15 56882 0.271± 0.001 0.279 0.247
17.5 32434 0.154± 0.001 0.158 0.114
10 301661 0.770± 0.001 0.783 0.872
10,15,20 15 65389 0.167± 0.001 0.159 0.103
20 24876 0.063± 0.001 0.058 0.025
utility of these metrics in isolating the different kinds of
interactions, namely the ergodic interactions and the Le´vy
flight interactions, and their contributions to the lifetime
distributions.
The ergodic interactions that follow an exponential life-
time distribution are called EC-type interactions. Meanwhile
the Le´vy flights follow a pure power-law/algebraic distri-
bution. We show conclusive evidence for the fact that the
heavy-tailed nature of the three-body lifetime distribution
is due to Le´vy flights and the initial exponential drop is due
to EC-type interactions. Based on this, we propose a model
(Equation 13) to fit the lifetime distributions of a general
three-body and demonstrate its utility.
Due to the divided phase space nature of the three-
body problem, we find both ordered as well as chaotic in-
teractions. The ordered interactions are prompt interactions
that lead to the immediate ejection of one of the particles.
Le´vy flights occupy the “chaos-order” border in phase space,
giving a halo-like appearance to the islands of ordered inter-
actions in the initial-conditions phase space (see Figure 3).
We further compare the Le´vy flight behaviours in the general
three-body problem identified here to the Le´vy flight types,
namely LF1-type and LF2-type, established in Shevchenko
(2010) (see Section 2.3 for a more detailed discussion on
this). We show that LF1-type interactions, which are Le´vy
flights that appear as sudden jumps in orbital size and pe-
riod, are the dominant kind of Le´vy flights in a general three-
body system.
In relation to the physical origins of Le´vy flights, we in-
troduce a novel mechanism for a three-body relaxation pro-
cess. We also discuss ejection probabilities of the different
masses in the ergodic limit and compare our results to theo-
retical predictions by Stone & Leigh (2019) and Kol (2020).
We observe that our calculated ejection probabilities are in
good agreement with the probabilities predicted by the er-
godic formalism of Kol (2020). Finally, we illustrate the sim-
ilarity of the exponential decay distribution of the ergodic
EC-type interactions to the radioactive decay observed in
nuclear systems. This enables us to further bridge the gap
between macro self-gravitating systems and micro nuclear
systems: the time evolution can be studied in detail in the
former, whereas only the final outcome statistics can be
studied in the latter.
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