This paper deals with the adaptive control of the tubular chemical reactor as a typical member of nonlinear system with continuously distributed parameters. Although this system has negative control properties, proposed adaptive controller which uses external linear model and recursive identification provides good control results. This controller is designed with the use of polynomial approach which satisfies basic control requirements. The main benefit of the counter-current cooling compared with co the co-current can be found in the cooling effectiveness which is better from the control point of view too. The controller could be tuned via position of the closed-loop root.
INTRODUCTION
The role and usage of the simulation increases every day with the rapidly growing computer power and slumping costs of today's computers. Mathematical description is in this case very important and helps us with the constructing of the so called mathematical model (Luyben 1989) . The computer simulation of systems described by the mathematical model then usually consist of static and dynamic analyses which describe the behaviour of the system in the steady-state and after the step change of the input variable. These analyses usually results in the optimal working point where the production is the highest or the costs are the lowest. Tubular chemical reactor is tool frequently used in chemical industry for production of the several chemicals. This type of reactor belongs to the class of systems with distributed parameters because state variables here depend not only on the time variable but on the space variable too (Ingham et al. 2000) . Configuration with one main pipe with several pipes inside used in this work offers cooling in the remaining space of the main pipe with the same or opposite direction to the flow direction of the reactant. This is in this paper called co-and counter-current cooling. Controlling of such processes with conventional methods such as Ziegler-Nichols etc. could be problem mainly in the cases where the working point changes. This inconvenience should be overcome with the use of some of "new" control strategies such as adaptive control, predictive control etc. This work show process of the designing of the adaptive controller (Bobál et al. 2005 ). The adaptation is process known from the animals and plants which adapts their behaviour to the environment. This process means the loss of the energy collects information and experiences about the system. Adaptive approach here is based on the choice of the External Linear Model (ELM) of originally nonlinear system, parameters of which are estimate recursively and parameters of the controller are recomputed in each step according these identified ones. The delta models (Mukhopadhyay et al. 1992) were used in ELM. Although these models belongs to the class of discrete-time models, parameters of such models approaches to the continuous-time ones for small sampling period (Stericker and Sinha 1993) . The polynomial approach together with the poleplacement method (Kučera 1993) which are used for the designing of the controller satisfy basic control requirements such as stability, disturbance attenuation or reference signal tracking. All simulations were done in the mathematical simulation software Matlab, version 6.5.
MATHEMATICAL MODEL OF THE PLANT
As it is written above, this work compares two types of tubular chemical reactors varying in the direction of the cooling in the jacket. The mathematical model of this system comes from material and heat balances inside the reactor. We consider ideal plug-flow tubular chemical reaction with a simple exothermic consecutive reaction A B C in the liquid phase (Dostál et al. 1996) . Mathematical description of such process is very complex and so we introduce some simplifications. We neglect heat losses and conduction along the metal wall of the pipes, but heat transfer through the wall is consequential for a dynamic study. Furthermore, we expect that all densities, heat capacities and heat transfer coefficients are constant. The graphical representation of the tubular chemical reactor can be found in Figure 1 .
The mathematical model is in this case described by the set of five PDE derived from the balances inside the reactor:
These four PDE are common for both co-and countercurrent cooling. The difference can be found in the last PDE which comes from the heat balance of the cooling liquid. This equation has for co-current cooling form:
and for counter-current cooling:
where T is the temperature, d represents diameters, ρ are densities, cp means specific heat capacities, U stands for the heat transfer coefficients, n1 is a number of tubes and L represents the length of the reactor. Index (•)r means the reaction compound, (•)w is for the metal wall of the pipes and (•)c for the cooling liquid. Variables vr and vc are fluid velocities of the reactant and cooling liquid, respectively, as
where q are flow rates and f are constants
The reaction velocities, ki, in equations (1) - (2) and equations are nonlinear functions of the temperature computed via the Arrhenius law:
where k0j represents pre-exponential factors, E means activation energies and R is a gas constant. Qr in the equation (3) is reaction heat computed as Q r =h 1 ⋅k 1 ⋅c A h 2 ⋅k 2 ⋅c B (10) and hj is used for reaction enthalpies. The mathematical model shows that this plant is a nonlinear system with continuously distributed parameters (Ingham et al. 2000) . Strong nonlinearity can be found in Equation (3), and the system is with distributed parameters because of the presence of the PDE where the state variable is related not only to the time variable, t, but the space variable, z, too. In this case the initial conditions are cA(
for the co-current cooling and Tc(L,t) = TcL(t) for the countercurrent cooling. Fixed parameters of the reactor (Dostál et al. 1996) are shown in the following table: 
STEADY-STATE AND DYNAMIC ANALYSES
The steady-state and dynamic analyses are important parts in the design of the controller especially in the simulation cases. Results of these analyses gives us overview of the system's static and dynamic behaviour. From the mathematical point of view, the static analysis means solving of the set of PDE (1) - (6) for the time t → ∞, which means that all derivatives with respect to time are equal to zero. But there are still derivatives with respect to axial variable. These derivatives can be replaced from the mathematical point of view by the first back (co-current cooling) and forward (counter-current cooling)
where x is a general variable, hz is an optional size of the step in axial direction. The defined input boundary conditions, x0, for i = 1 are equal to boundary conditions . If the reactor is divided into Nz equivalent parts, the discretization step is
where L denotes the length of the reactor and Nz = 100. The steady-state analysis was performed for the different volumetric flow rate of the cooling qc s = <0.1; 0.35> [m 3 .s -1 ] in the jacket and the results for both coand counter-current cooling are shown in Figure 3 and Figure 4 . It can be clearly seen that counter-current cooling results in high nonlinearity whereas in cocurrent cooling the variables are close to linear course.
The steady-state analysis results in the working point which is in this case defined by the volumetric flow rate of the reactant qr s = 0.150 m 3 .s -1 and the volumetric flow rate of the coolant qc s = 0.275 m 3 .s -1 . These variables are later used for dynamic analysis and simulation of the control. The dynamic analysis is the next step after the steadystate analysis. It examines the behaviour after the step change of one of the input variables. Because the set of PDE (1) - (6) has derivatives with the respect to axial variable z, the discretization described by equations (11) must be used. The output responses for both cooling techniques displayed in Figure 5 and Figure 6 shows that this output should be expressed by second order transfer function with relative order one for the case of nonminimum phase behaviour:
The last graphs in Figure 7 and Figure 8 compares dynamic behaviour for co-and counter-current cooling. The result is obvious -cooling capability of the counter-current cooling is at least twice bigger than for the co-current cooling with the same input step change. This feature was proofed and developed in deep detail in (Vojtěšek et al. 2006 ). 
ADAPTIVE CONTROL
As it is written above, results from the dynamic analysis helps with the choice of the External Linear Model (ELM) (14). The adaptive approach here is based on the recursive parameter identification of the ELM and parameters of the controller are recomputed according to the estimated parameters in every step too (Bobál et al. 2005) . The adaptive controller is designed via polynomial synthesis (Kučera 1993 ) which fulfills basic control requirements and it can be used for systems with negative control properties. The basic control configuration with one degree-offreedom displayed in Figure 9 was used.
Block Q in Figure 9 represents the transfer function of the controller, G denotes the transfer function of the plant, w is the reference signal, e is used for the control error, v is the disturbance at the input to the system, u determines the input variable, and finally y is the output variable. (14) deg (17) which means that the transfer function of the controller in Equation (15) could be rewritten to form 
Polynomials a(s) and b(s) in (14) and (18) are known from the recursive identification. The delta models were used for the estimation model. Although the delta models belong to the class of discrete-time models, parameters of such model approach to the continuous-time model for small sampling period (Stericker and Sinha 1993) . The transfer function G(s) in (14) could be rewritten to the form of differential equation:
which is in the vector form
and the vector of the parameters, θδ, and the data vector, φδ, are then 
The goal of the identification is to estimate vector of parameters θδ in ARX model (22) from the previous values of the input and output variables in the time intervals remote by sampling period Tv. The recursive least-squares method with exponential forgetting was used for identification in this work (Fikar and Mikleš 1999) .
SIMULATION RESULTS
The input and output variables, initial values and settings in the simulation experiments are the same as in the dynamic analysis described by the Equation (13). The simulation time is Tf = 10 000 seconds and 5 different step changes were done during this time.
The sampling time for counter-current cooling was Tv = 1.5 s and simulations were done for three values of the parameter α = 0.007, 0.01 and 0.02. The results are shown in Figure 10 and 11.
It can easily seen from the figures that increasing value of parameter α results mainly in quicker output response. On the other hand, low value of α produces smoother course of the input variable u(t) which is better from the practical point of view. The input variable is in our case represented by the volumetric flow rate of the coolant which could be reduced by the valve and shocking twists of the valve could demage or destroy it. w(t) co-current counter-current
The control analysis for co-current cooling was performed for the same settings as for counter-current cooling for the reason of comparability but the results for sampling period were unacceptable and it was decreased to its half value, i.e. Tv = 0.75 s. The results presented in Figure 12 and 13 shows the same effect of the value as for counter-current cooling. Figures 14, 15 , 16 and 17 clearly shows the main benefits of the counter-current cooling. This type of cooling has better effectiveness which reflects mainly in the course of the input variable u(t) which is smoother and its value is lower than for co-current cooling. The output variable y(t) has smoother and quicker course too.
Because we wanted to have some mathematical tool to compare obtained results, the control quality criteria Su and Sy were introduced:
Values of these criterions clearly shows benefits of the counter-current cooling in the jacket which are lower than for co-current cooling in more cases. The values for both types of cooling are displayed in Table 2 
CONCLUSIONS
The goal of this contribution was mainly to show simulation results of the adaptive control used for the controlling of the reactant's temperature via volumetric flow rate of the coolant in the jacket. Used adaptive approach which estimates parameters of the ELM produces good control results although the system has negative control properties such as nonlinearity, time delay etc. The controller could be tuned by the choice of the parameter α which is position of the root. The increasing value of α results in quicker output response but bigger overshoots. The comparison of co-current and counter-current cooling in the jacket clearly shows that cooling with opposite direction to the flow of the reactant has better effectiveness than cooling which flows with the same direction as the reactant. Another advantage could be found in sampling period which is twice bigger for the counter-current cooling than for cocurrent with comparably good results.
