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We combine stochastic thermodynamics, large deviation theory, and information theory to derive
fundamental limits on the accuracy with which single cell receptors can detect external concen-
trations. We show that if estimation is performed by an ideal observer of the entire trajectory of
receptor states, then no energy consuming non-equilibrium receptor that can be divided into sig-
naling and non-signaling states can outperform an equilibrium two-state receptor. Moreover, we
derive an energy accuracy tradeoff for such general non-equilibrium receptors when the estimation
is performed by a simple observer of the duration the receptor is in signaling states. This tradeoff
reveals that the simple observer can only attain the performance of the ideal observer in the limit
of large receptor energy consumption and size. Our results generalize the classic 1977 Berg-Purcell
limit on cellular sensing along multiple dimensions, and yield a novel thermodynamic uncertainty
relation for the time a physical system spends in a pool of states.
Single celled organisms possess extremely
sensitive mechanisms for detecting external
chemical concentrations through the binding
of individual molecules to cell-surface receptors
(fig. 1 (a)) [1, 2]. This remarkable capacity may
require the consumption of energy, and raises
important questions about fundamental limits
on the statistical accuracy of cellular chemosen-
sation, both as a function of the energy con-
sumed by arbitrarily complex nonequilibrium
receptors, and the computational sophistication
of downstream observers of these dynamics.
A seminal line of work initiated by Berg and
Purcell in 1977 [3–5] addressed this issue for the
simple case of equilibrium receptors comprising
two states, bound and unbound, in which the
binding transition rate is proportional to exter-
nal concentration c (fig. 1 (b)). Berg and Purcell
studied the accuracy of a concentration estimate
cˆ computed by a simple observer (SO) that only
has access to the fraction of time the receptor
is bound over a time T , finding a fundamental
lower bound on the error of this estimate, in
terms of the fractional uncertainty:
2cˆ ≡ ⟨(δcˆ)2⟩c2 ≥ 2N . (1)
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Here ⟨(δcˆ)2⟩ is the variance of the estimate cˆ,
and N is the mean number of binding events in
time T .
For over 30 years eq. (1) was thought to con-
stitute a fundamental physical limit to the ac-
curacy of cellular chemosensation. However, re-
cent work focusing on highly specific receptor
models [6–9] revealed this bound could be cir-
cumvented in two qualitatively distinct ways.
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FIG. 1. Single receptors as continuous-time Markov
processes. (a) Cartoon of a single receptor. (b) Sin-
gle receptor modeled as a two-state continuous-time
Markov process. (c-d) Generalizing to many-state
processes. (c) An ideal observer which uses full
Markov process trajectory to form an estimate cˆ of
the signal c, which modulates the receptor’s tran-
sition rates. (d) A simple observer which only has
access to the fraction of time the receptor spends
in a subset of states (‘signaling states’) to form an
estimate of the concentration cˆ.
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2First, in the simple case of a two-state recep-
tor, an ideal observer (IO) that has access to
the entire receptor trajectory of binding and
unbinding events, could outperform the SO
by performing maximum-likelihood estimation
(MLE), obtaining a fractional error 2cˆ = 1N [7].
The IO in this case outperforms the SO by a
factor of two, by simply employing the mean
duration of unbound intervals, and ignoring the
duration of bound intervals as these simply con-
tribute spurious noise because the transition
rate out of the bound state is independent of
c. Second, even when the estimate is performed
by a SO, the Berg-Purcell limit can be overcome
by energy-consuming non-equilibrium receptors
with more than two states (fig. 1 (d)), reflect-
ing different receptor conformations or phos-
phorylation states [6, 7, 9]. Notably, [9] numer-
ically observed a tradeoff between estimation
fractional error and energy consumption for a
very specific class of receptor models with states
arranged in a ring topology.
While these more recent works demonstrate
circumventions of the Berg-Purcell limit in
highly specific models, they leave open several
foundational theoretical questions about the
general interplay between cellular sensing accu-
racy and energy consumption across the large
space of all possible complex non-equilibrium
receptors. For example, could adding more
states and consuming energy in a cell-surface
receptor reduce the fractional error of an IO
to less than 2cˆ = 1N ? Moreover, for such com-
plex non-equilibrium receptors, what function
of the receptor trajectory would the IO have
to compute? Returning to the SO, which may
be implemented in a more biologically plausible
manner, can we derive a general analytic re-
lationship between energy and accuracy appli-
cable to large classes of non-equilibrium recep-
tors? Moreover, can we derive exact formulae
for accuracy in this general setting?
In this letter, we answer all of these ques-
tions, by combining and extending the meth-
ods of stochastic thermodynamics [10–15] and
large deviation theory of Markov chains [16–22].
Along the way we derive a novel thermodynamic
uncertainty relation governing fluctuations in
the time a stochastic process occupies a sub-
set of states, and the energy spent by that pro-
cess. This uncertainty relation itself is of inde-
pendent interest to the field of non-equilibrium
statistical mechanics [21–24] and could have ap-
plications not only to cellular chemosensation,
as discussed here, but also to understanding re-
lations between energy and accuracy in other
biological processes, like cellular motors and bi-
ological clocks [25–27].
a. Overall framework. A general non-
equilibrium receptor can be modeled as a
continuous-time Markov process [9, 28], with n
different conformational or signaling states in-
dexed by i = 0, . . . , n − 1. The transition rate
from state i to j is Qij ≥ 0, and we assume
some subset of these rates are proportional to
concentration c. Over an observation time T ,
the receptor then moves stochastically through
a sequence of states {x0, x1, . . . , xm} with tran-
sitions out of each state xk ∈ {0, . . . , n − 1} oc-
curring at random times 0 ≤ tk ≤ T , yielding
a random trajectory x(t) with x(t) = xk for
tk−1 ≤ t < tk. An IO that has access to the
entire trajectory x(t) (fig. 1 (c)) can compute
an optimal estimate cˆ of the concentration c via
MLE:
cˆ = argmaxc logP[x(t)∣c] , (2)
where P[x(t)∣c] denotes the probability distri-
bution over receptor state trajectories at a given
concentration c. However, this MLE computa-
tion of the IO may be difficult to implement
in a biologically plausible manner. Therefore
we also consider receptor models in which the
states can be divided into two sets: unbound,
nonsignaling states, N , and bound, signaling
states, S, with only the transition rates from
nonsignaling to signaling states proportional to
the external concentration, c (fig. 1 (d)). We as-
sume that a SO can easily access the fraction of
time the receptor spends in the signaling states
by counting the number of downstream signal-
ing molecules generated while the receptor is in
those states, and we will compute the perfor-
mance of the SO below. We note these gen-
eral assumptions are consistent with previous
work [7, 9], though they do exclude receptors
3with intermediate states that are bound but not
signaling [29].
b. Receptor energy consumption and the
ideal observer. Due to the properties of
Markov processes [30, §B.II], the log probability
of an entire trajectory x(t) reduces to
logP[x(t)∣c] = −T∑
i≠j [pTi Qij − φTij logQij] , (3)
where pTi ≡ 1T ∫ T0 dt δx(t) i is the empirical den-
sity, or fraction of time the trajectory x(t)
spends in state i, and φTij is the empirical flux, or
the number of transitions from state i to state j
divided by T . Maximizing eq. (3) w.r.t. c yields
the IO estimate cˆ in eq. (2). When only transi-
tion rates from N to S are proportional to c as
in fig. 1 (d),
cˆ = RT
Rp∣c=1, (4)
where RT ≡ ∑i∈N ,j∈S φTij is the receptor’s em-
pirical binding rate along trajectory x(t), and
Rp ≡ ∑i∈N ,j∈S pTi Qij , the expected binding rate
conditioned on the empirical density pTi . For
the two state case, eq. (4) is simply proportional
to the inverse of the total duration of unbound
intervals, agreeing with [7]. However, this result
goes beyond [7] to reveal what function of the
receptor trajectory x(t) an optimal IO of arbi-
trarily complex receptors, as in fig. 1 (d), must
compute to estimate concentration.
The fractional error, 2cˆ , of the IO can be lower
bounded by the Fisher information Jc that the
receptor trajectory x(t) contains about the ex-
ternal concentration c through the Crame´r-Rao
bound [31]. A simple calculation [30, §II.A]
yields
Jc = J0c + T∑
i≠j piiQij [∂c logQij]2. (5)
Here pii is the steady state probability of state i,
and J0c = ∑i pii(∂c logpii)2 is the Fisher informa-
tion that the initial state observation contains
about c. The second term grows with T and in-
dicates additional information obtainable from
observing the entire trajectory. Note only tran-
sition rates Qij modulated by c contribute in-
formation. This expression holds for arbitrary
receptors as in fig. 1 (c), but simplifies to
Jc = J0c + Tc2Rpi. (6)
for receptors of the form shown in fig. 1 (d).
Here Rpi = ∑i∈N ,j∈S piiQij is the expected
steady-state binding rate. Then, employing the
Crame´r-Rao bound, we find for large T ,
2c ≡ ⟨(δcˆ)2⟩c2 ≥ 1Jc c2 = 1T Rpi = 1N . (7)
Here N = RpiT is the expected number of bind-
ing events. Moreover, we directly calculate the
variance of the IO concentration estimate in
eq. (4) and demonstrate its fractional error does
indeed saturate the bound in eq. (7) [30]. This
result thus generalizes [7] from simple equilib-
rium two state receptors to arbitrarily com-
plex nonequilibrium receptors of the form in
fig. 1 (d). Remarkably, our result reveals that
any energy consuming non-equilibrium receptor
that can be divided into two pools of bound sig-
naling and unbound non-signaling states cannot
outperform a simple equilibrium two-state re-
ceptor, as long as a downstream ideal observer
is used to estimate concentration.
c. Fluctuations and gain determine simple
observer performance. The IO concentration
estimate in eq. (4) requires computing a rather
complex function of the receptor trajectory
x(t), which may not be biologically plausible in
general. We therefore turn our attention to the
SO, which must estimate concentration using
only the fraction of time the receptor is bound,
which we denote by qT = ∑i∈S pTi . Due to ran-
domness in the trajectory x(t), the observable
qT fluctuates about its mean qpi = ∑i∈S pii, where
the steady state probabilities pii and therefore
qpi depend on the true concentration c. Given
the observable qT , one can then estimate cˆ by
solving qpi(cˆ) = qT . The standard rules for error
propagation then yield
2cˆ = ⟨(δcˆ)2⟩c2 = [c dqpidc ]−2⟨(δqT )2⟩ . (8)
4Thus a larger variance ⟨(δqT )2⟩ in the time
spent bound increases the error 2cˆ , while a
larger gain ∣dqpi
dc
∣ in the mean time spent bound
decreases the error. We next compute and
bound this variance and gain.
d. A thermodynamic uncertainty relation
for signaling density. We first derive a lower
bound on the variance ⟨(δqT )2⟩ using ideas from
stochastic thermodynamics and the large devia-
tion theory [16] of Markov processes. Indeed, a
random trajectory x(t) of duration T in a gen-
eral Markov process will yield an empirical den-
sity pTi and an empirical current j
T
ij = φTij − φTji,
which corresponds to the net number of transi-
tions from i to j divided by T . As T →∞, these
random variables will converge to their mean
values, corresponding to the steady state prob-
abilities pii = limT→∞ pTi and steady state cur-
rents jpiij ≡ piiQij−pijQji = limT→∞ jTij . However,
at large but finite T , pT and jT fluctuate about
their means, and their joint distribution takes
the form P(pT = p, jT = j) ∼ e−TI(p,j) [20, 30].
Here I(p, j) is a large deviation rate function
that achieves its minimum at p = pi and j = jpi,
and describes how fluctuations in pT and jT
away from these means are suppressed. This
rate function is [17–20]
I(p, j) = ∑
i< j jij(arcsinh jijaij −arcsinh j
p
ij
aij
)
−(√a2ij + j2ij−√a2ij + jp2ij ), (9)
where aij ≡ 2√pipjQijQji and jpij ≡ piQij −
pjQji.
Similarly, at large but finite T , the distribu-
tion of the fraction of time time spent bound,
namely qT = ∑i∈S pi, takes the form P(qT = q) =
e−TI(q). Here the large deviation rate function
I(q) achieves its minimum at the mean value
qpi ≡ ∑i∈S pii, and describes how deviations in
qT from its mean are suppressed. Indeed the
variance of qT is given by 1/(TI ′′(qpi)) [16], so
any upper bound on I ′′(qpi) will yield a lower
bound on the variance of qT .
I(q) can be obtained from the more gen-
eral rate function I(p, j) through the contrac-
tion principle [16], which states that I(q) =
infp,j I(p, j), subject to the constraints ∑j jij =
0∀ i, ∑i pi = 1 and ∑i∈S pi = q. Instead of calcu-
lating this directly, the infimum can be bounded
by evaluating I(p, j) for any choice of j = j∗(q)
that satisfies current conservation, ∑j j∗ij = 0∀ i,
and p = p∗(q), such that ∑i∈S p∗i = q. Hence,
I(q) ≤ I(p∗, j∗) (10)
As we show in [30, §III], we can choose a
p∗(q) and a j∗(q) that satisfies j∗ij(qpi) = jpiij
and p∗i (qpi) = pii, ensuring that the inequal-
ity eq. (10) is saturated at the minimum, q = qpi.
Using eq. (9) and our choice of p∗, j∗, we can
find an explicit upper bound on I ′′(qpi) in terms
of the total energy consumption rate and the
total binding rate. Defining
Σpi =∑
i<j jpiij log
φpiij
φpiji
(11)
as the steady state energy consumption rate of
the receptor (in units of kBT ) [10], we therefore
find a lower bound on the variance of q [30, §III],
⟨(δq)2⟩ [TΣpi + 4N] ≥ 8 [qpi(1 − qpi)]2 . (12)
Equation (12) can be thought of as a new, gen-
eral thermodynamic uncertainty relation which
implies that the more energy TΣpi a system
consumes, the more reliably it can achieve a
given time spent in a pool of states. This can
be compared to another thermodynamic uncer-
tainty relation connecting increased energy con-
sumption to a reduction in current fluctuations
in general stochastic processes [22]. Thus by
extending the class of observables (i.e. from
currents to pooled state occupancies) for which
thermodynamic uncertainty relations can be
generally proven, our result in eq. (12) may be
of independent interest in nonequilibrium ther-
modynamics.
e. An energy accuracy tradeoff for the sim-
ple observer. Now the gain c dq
pi
dc
in eq. (8)
can be calculated for arbitrary nonequilibrium
processes using the theory of first passage
times [30]. Our formulae in [30, §IV] simplify to
c dq
pi
dc
= qpi(1 − qpi) for arbitrary nonequilibrium
receptors of the form in fig. 1 (d) with only one
5nonsignaling state. Combining this result for
gain with the thermodynamic uncertainty rela-
tion in eq. (12) for variance, and inserting both
into eq. (8), we obtain a general lower bound
on fractional error in terms of energy consump-
tion TΣpi and the expected number of binding
events N :
2cˆ ≥ 8
TΣpi + 4N . (13)
Clearly, eq. (13) recovers the Berg-Purcell
limit eq. (1) at zero energy consumption. But
overall, eq. (13) can be thought of as a gen-
eralization of the Berg-Purcell limit to general
energy consuming non-equilibrium receptors of
the form in fig. 1 (d), with one nonsignaling
state, but an arbitrary network of signaling
states.
f. Exact estimation error for the simple ob-
server. Equation (13) only provides a lower
bound on the fractional error because our choice
of p∗, j∗ in eq. (10) does not achieve the infimum
of the true contraction. When the true contrac-
tion is expanded as a Taylor series in (q − qpi),
one can compute the leading terms exactly [30,
§V.C]. Under the same assumption of only one
nonsignaling state, we find
2cˆ = 2
N
Tunbind
Thold
, (14)
where Tunbind is the mean time until the
next unbinding event given that the re-
ceptor is currently in a signaling state,∑i∈S TiNP(x(t) = i∣x(t) in S), Thold is the
mean duration of a full journey through
the signaling states (starting right when the
receptor first enters the signaling states),∑i∈S TiN P(x(t) = i∣x(t) just entered S), and
TiN is the mean first passage time from state
i to the single nonsignaling state. In [30,
§V.C] we have numerically verified this formula
by comparing it with Monte-Carlo simulations.
Moreover, in a two state system Tunbind = Thold
because the unbinding process is memoryless,
and so eq. (14) reduces to the Berg-Purcell re-
sult in eq. (1). Thus eq. (14) can be thought of
as another generalization of Berg-Purcell to gen-
eral energy consuming non-equilibrium recep-
tors of the form in fig. 1 (d), with one nonsignal-
ing state, but an arbitrary network of signaling
states. While eq. (14) gives an exact formula for
the fractional error, our lower bound in eq. (13)
makes manifest a connection between accuracy
and energy.
g. Numerical verification. Figure 2 (a)
compares the theoretical fractional error bounds
in eqs. (7) and (13) to results of numerical op-
timization of eq. (14) and Monte Carlo sim-
ulations of random receptors with 5 states.
Our lower bounds are respected by all mod-
els studied (to within error bars for the sim-
ulations). Receptors with five states can sat-
urate the bound at low, but not high energy
consumption. Figure 2 (i–iii) depicts the opti-
mal receptors obtained at three different levels
of energy consumption, and are representative
of the three qualitative forms that the optimal
receptors move through as the energy consump-
tion is increased (see supplementary video). At
low energy consumption the optimal receptor
is equivalent to a two-state receptor with all
the signaling states behaving like one coarse-
grained state (see [30, §VI A 1]). At interme-
diate energy consumption the optimal receptor
behaves roughly like a three state system, with
‘inner’ states of S being highly short-lived. At
high energy consumption, the optimal receptor
is a uniform ring that becomes more asymmet-
ric at higher energies.
Figure 2 (b) provides a comparison of the
performance of numerically optimized receptors
of various sizes and unconstrained connectivity.
As the number of states n in the receptor is
increased, the performance at high energy con-
sumption becomes closer to the bound.
h. Example: the uniform ring receptor.
We can understand this last observation by not-
ing from fig. 2 (a) that a uniform ring receptor
becomes optimal at large energy consumption
rate Σpi. We therefore analytically compute all
mean first passage times, Tunbind, Thold, and 
2
cˆ
as a function of n, Σpi and N [30, §V.D] for the
uniform ring. We find as Σpi →∞, 2cˆ → 1N 11−1/n ,
indicating that an SO observing an energy con-
suming ring receptor can indeed approach the
estimation of performance in eq. (7) of an IO
6FIG. 2. (a) Numerical results for 5-state receptors. Solid black curve shows the upper envelope of the
theoretical bounds eqs. (7) and (13). Gray shaded regions are forbidden by our bounds. Solid blue circles
show the fractional error achieved by optimal 5-state receptors, obtained by numerically minimizing eq. (14)
(see [30, §V]) subject to an energy consumption constraint. Dotted blue line shows the performance of a ring
receptor with uniform transition rates in each direction. Open blue circles show the performance of 5-state
receptors with randomly chosen transition rates (subject to an energy consumption constraint), obtained
by Monte-Carlo simulation. (i-iii) Three optimal receptors found at three given energy consumption level
indicated by the three magenta vertical lines. Magenta (gray) nodes in the diagrams represent signaling
(nonsignaling) states. Node radii are proportional to the steady state probabilities pii and edge widths
are proportional to the steady state fluxes between nodes. (b) Fractional error of optimal receptors with
different numbers of states n, obtained by numerically minimizing eq. (14) subject to an energy consumption
constraint.
observing any receptor, as the number of states
n becomes large. However, a large uniform
ring can be highly suboptimal under a SO if
it does not consume energy: as Σpi → 0 we find
2cˆ → 2N n(n+1)6(n−1) . This reproduces Berg-Purcell in
eq. (1) for n = 2,3, but is strictly worse when
n > 3. Thus to take advantage of a larger num-
ber of states n, a ring receptor must consume
more energy.
i. Discussion. In summary, we have de-
rived several general results (eqs. (4), (5), (7),
(13) and (14)) delineating fundamental perfor-
mance limits of cellular chemosensation using
arbitrarily complex energy consuming nonequi-
librium cell-surface receptors, as a joint function
of observation time, energy consumption rate,
and the computational complexity of the down-
stream observer. Along the way we have also
derived a general thermodynamic uncertainty
relation (eq. (12)) for signaling density, which
reveals one must pay a universal energetic cost
for reliable occupation time in any physical pro-
cess. We hope these analytic relations between
time, energy and accuracy will find further ap-
plications in myriad biological and physical pro-
cesses [26, 32–38].
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I. OVERVIEW
In this supplement we provide complete derivations of several results presented in
the main text, as well as background material on Markov processes and large deviation
theory for a general physics audience.
In §II below we derive eq. (4) and eq. (5) of the main text. Equation (4) reveals the
the computation the ideal observer (IO) must make to construct an optimal estimate
of the concentration from knowledge of the entire trajectory of receptor states over
a given time interval. Correspondingly, eq. (5) describes the Fisher information that
the entire receptor state trajectory contains about the external concentration. The
reciprocal of this Fisher information bounds the error of the IO estimate through the
Crame´r-Rao bound.
In sections III and IV we derive the main text’s eqs. (12) and (13). Equation (12)
describes a thermodynamic uncertainty relation revealing that energy must be spent
to reduce fluctuations in the time a physical process spends in a subset of states.
Equation (13) describes how this thermodynamic uncertainty relation, when com-
bined with a computation of the receptor gain, yields a lower bound on estimation
error in terms of energy consumption.
In §V we use large deviation theory to derive exact formulae for the fractional error
for the ideal observer (IO) and the simple observer (SO), including the special case
of a uniform ring receptor. The second formula (main text eq. (14)) was used for the
numerical optimization of SO performance over the space of receptors in fig. 2 of the
main text.
In §VI we provide details for the numerical computations in the main text fig. 2.
Finally, to make this supplement self contained, we provide appendices A and B
with brief reviews of the theory of continuous-time Markov processes and the large
deviation theory for empirical density, flux and current.
II. INFORMATION AND ESTIMATION ACCURACY FOR THE IDEAL OBSERVER
A. Fisher information in a Markovian trajectory
In this section we derive the Fisher information from an extended observation of
a system with Markovian dynamics, eq. (5) in the main text. We first consider a
discrete time Markov process, and will later take the limit as the size of the discrete
time steps ∆t become vanishingly small.
The discrete-time transition matrix is given by M , where Mij is the probability of
transition from state i to state j if the system is in state i at a particular time step.
For a set of states labeled by i, we define pii as the steady state distribution, which
satisfies piM = pi and has elements which sum to 1. The matrix M can be expanded
in terms of the continuous time transition rate matrix Q, which has elements Qij and
obeys ∑jQij = 0 (see eq. (82) in §A.I).
M = eQ∆t = I +Q∆t + . . . (15)
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We would like to consider the general probability of a Markovian trajectory from
a state x0 at t = 0 to state xn at t = n∆t.1 Assuming that the system begins in the
steady state distribution, the probability of this trajectory in discrete time is given by
P (x0, . . . , xn) = pix0Mx0x1Mx1x2 . . .Mxn−1xn . We can now directly calculate the Fisher
information matrix for this distribution with respect to the parameter λµ, using the
notation ∂µ ≡ ∂∂λµ :
Jµν =∑
x0,...,xn
pix0Mx0x1 . . .Mxn−1xn[∂µ log(pix0Mx0x1 . . .Mxn−1xn)]
×[∂ν log(pix0Mx1x2 . . .Mxn−1xn)]. (16)
We now recognize that the Fisher information matrix eq. (16) can be rewritten as
(using the fact ∑kMjk = 1 and ∑j pijMjk = pik)
Jµν =∑
x0
pix0∂µ logpix0∂ν logpix0
+∑
x0...xn
pix0Mx0x1Mx1x2 . . . Mxn−1xn[∂µ( logMx0x1 +⋯ + logMxn−1xn)]
×[∂ν( logMx0x1 +⋯ + logMxn−1xn)].
(17)
or,
Jµν = J0µν +∑
x0...xn
pix0Mx0x1Mx1x2⋯Mxn−1xn[∂µ n−1∑
k=0 logMxkxk+1][∂ν n−1∑j=0 logMxjxj+1] (18)
where J0µν is the Fisher information matrix for a random variable representing a single
observation of the system state, and the indices k and j index the time steps in the
measurement interval. The expression eq. (18) simplifies if we write the sums inside
the brackets on the right hand side out term-by-term. For k = 0, j = 0, the second
term on the right hand side simplifies to
∑
x0...xn
pix0Mx0x1 . . .Mxn−1xn[∂µ logMx0x1][∂ν logMx0x1]
=∑
x0,x1
pix0Mx0x1[∂µ logMx0x1][∂ν logMx0x1]. (19)
1 In the main text we described a trajectory by the sequence of states visited, {x0, . . . , xm} and
the transition times {t0, . . . , tm}. For this section only, we find it more convenient to describe
the trajectory by the identity of the state occupied at each of a discrete set of time steps, xk =
x(k∆t), k = 0, . . . , n. In the continuum limit, ∆t → 0, n → ∞, the two descriptions contain the
same information.
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Similarly, for k = 0, j = 1, we have
∑
x0...xn
pix0Mx0x1 . . .Mxn−1xn[∂µ logMx0x1][∂ν logMx1x2]
=∑
x0,x1,x2
pix0Mx0x1Mx1x2[∂µ logMx0x1][∂ν logMx1x2]
=∑
x0,x1,x2
pix0∂µMx0x1∂νMx1x2 = 0.
(20)
In the same fashion, all k = j terms in eq. (18) give an expression similar to eq. (19)
and all k ≠ j terms vanish as in eq. (20). Our expression for the Fisher information
matrix then becomes:
Jµν = J0µν + n−1∑
k=1 ∑xk,xk+1pixkMxk,xk+1 ∂µ logMxk,xk+1 ∂ν logMxk,xk+1 . (21)
Given that M is not changing in time, after relabeling xk → i and xk+1 → j all terms
in the sum over k are identical. We therefore find:
Jµν = J0µν + n∑
i,j
piiMij ∂µ logMij ∂ν logMij. (22)
Lastly, we take the continuous time limit by sending ∆t → 0. For infinitesimal ∆t,
Mij = Qij∆t for i ≠ j and Mii = 1 +Qii∆t. We can then rewrite eq. (22) as
Jµν = J0µν + n∑
i≠j piiQij∆t ∂µ log(Qij∆t)∂ν log(Qij∆t)+ n∑
i=j pii(1 +Qii∆t) ∂µ log(1 +Qii∆t)∂ν log (1 +Qii∆t). (23)
In the limit ∆t → 0, ∆t log ∆t → 0, and log (1 +Qii∆t) ≈ Qii∆t. Defining T ≡ n∆t,
we therefore find
Jµν = J0µν + T∑
i≠j piiQij ∂µ(logQij)∂ν(logQij), (24)
where we have recognized that the i = j terms from eq. (23) all vanish in the limit
∆t→ 0.
We then assume that the signal to be estimated is a scalar denoted by c, which
could represent an external concentration of some ligand. For a scalar parameter, the
Fisher information of the entire trajectory then becomes:
Jc = J0c + T∑
i≠j piiQij [∂c logQij]2 , (25)
which is eq. (5) in the main text.
If we specialize to the models of receptors studied in the main text, the only off-
diagonal transition rates that depend on c are those along the edges in the set B⃗: the
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edges that start in the set N and end in S. As those transition rates are proportional
to c, eq. (25) reduces to:
Jc = J0c + T ∑
ij∈B⃗
piiQij
c2
= J0c + TRpic2 . (26)
This is eq. (6) in the main text. This leads to a lower bound on the uncertainty of
any unbiased estimate of c, via the Crame´r-Rao bound [1, 2].
B. Maximum likelihood estimation for the ideal observer
In the previous section we computed the Fisher information for the ideal observer,
which leads to a lower bound on the uncertainty of any estimate of c. In general,
the maximum likelihood estimator saturates the Crame´r-Rao bound asymptotically,
in the limit of a large number of independent observations [3]. We compute this
estimator in this section. We will postpone calculating its variance to §V.A.
In §B.II we see that, when the duration of observation is large, the likelihood of any
single trajectory collapses to a function of certain summary statistics: the empirical
density, pTi , the fraction of time spent in state i, and the empirical flux, φ
T
ij, the rate at
which transitions from state i to j occur (see §B.I for precise definitions). In eq. (105)
we see that the likelihood is:
logP(x(t)∣c) = −T∑
i≠j [pTi Qij − φTij logQij] , (27)
where Qij is the source of dependence on c.
If we use the notation φpij = pTi Qij, the maximum of this function must satisfy
∂ logP(x(t)∣c)
∂c
= T∑
i≠j (φTij − φpij) ∂ logQij∂c = 0. (28)
Now we can specialize to the models of receptors studied in the main text, where the
only off-diagonal transition rates that depend on c are those along the edges in the
set B⃗. As those transition rates are proportional to c, eq. (25) reduces to:
∂ logP(x(t)∣c)
∂c
= T
c
(RT −Rp) = 0. (29)
Because Rp is proportional to c, the maximum likelihood estimator is
cˆ = RT
Rp∣c=1. (30)
We will compute the variance of this estimator for large T in §V.A.
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III. A THERMODYNAMIC UNCERTAINTY PRINCIPLE FOR DENSITY
Here we present a derivation of eq. (12) in the main text, which constitutes a
thermodynamic uncertainty relation connecting fluctuations in the fraction of time
a physical process spends in a pool of states to the energy consumption rate of that
process. This uncertainty relation reveals that one cannot reduce fluctuations in total
occupation time without paying an energy cost.
We make use of a known result that the empirical density and currents for
continuous-time Markov processes obey a large deviation principle with a known joint
rate function. The large deviation rate function I(p, j) describes both fluctuations in
the empirical quantities p and j around their steady states and highly unlikely large
deviations [16]. This rate function is known to take the following form [21] (see also
§B.IV):
I(p, j) =∑
i< jΨ(jij, jpij, apij) (31)
with (dropping the state indices i, j for notational simplicity)
Ψ(j, jp, ap) = j(arcsinh j
ap
− arcsinh jp
ap
) − (√ap2 + j2 −√ap2 + jp2) (32)
where apij ≡ 2√pipjQijQji and jpij ≡ piQij −pjQji. We also require that the probability
current is conserved, ∑j jij = 0 for all nodes indexed by i.
For the purposes of this sensing problem, we are interested in the rate function of
the density in a subset of states we call the signaling states, q = ∑i∈S pi. In the main
text, we argued that we can bound this rate function by repeated application of the
contraction principle, such that
I(q) ≤ Ib(q) =∑
i< jΨ(j∗ij, jp∗ij , ap∗ij ). (33)
is given by where j∗ and p∗ are arbitrary choices for j and p in place of evaluating
the infimum.
As discussed in the main text, we are interested in the variance of the signaling
density q, which is given by 1/(TI ′′(qpi)) [16]. Therefore, we are interested in bounding
the quantity I ′′(qpi),
I ′′(qpi) ≤ I ′′b (qpi) =∑
i< j
d2Ψ(j∗ij, jp∗ij , ap∗ij )
dq2
RRRRRRRRRRRRq=qpi . (34)
For any choice of j∗ij(q) and p∗i (q) that satisfy j∗ij(qpi) = jpiij and p∗i (qpi) = pii,2 the
second derivative of the rate function is given by
I ′′b (qpi) =∑
i<j
1
φpiij + φpiji [ ddq (j∗ij − jp∗ij )]
2
q=qpi . (35)
2 This ensures that the inequality (33) is saturated at the minimum when q = qpi. Otherwise the
second derivative of the bound would not necessarily be a bound on the second derivative.
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This sum can be split into the following three contributions:
I ′′(qpi) ≤ I ′′
b,S⃗(qpi) + I ′′b,N⃗ (qpi) + I ′′b,B⃗(qpi), (36)
where S⃗ is the set of transitions between signaling states, N⃗ the transitions between
non-signaling states, and B⃗ the transitions from non-signaling to signaling states.
Our choice of j∗ must satisfy the condition ∑j j∗ij = 0, and our choice of p∗ must
satisfy the conditions ∑i p∗i = 1 and ∑i∈S p∗i = q. We also require j∗ij(qpi) = jpiij and
p∗i (qpi) = pii. With the benefit of hindsight, we can then choose:
j∗ij(q) = [q(1 − q) + qpi(1 − qpi)2qpi(1 − qpi) ] jpiij,
p∗i (q) = ⎧⎪⎪⎨⎪⎪⎩
q
qpipii i ∈ S,
1−q
1−qpipii i ∈ N .
(37)
Defining
ΣpiX ≡∑
i<j(i,j)∈X
σpiij =∑
i<j(i,j)∈X
jpiij log
φpiij
φpiji
(38)
as the steady state energy consumption rate (in units of kBT ) due to transitions along
edges in the sets X = {S⃗, N⃗ , B⃗}, and
Rpi ≡ ∑
i∈S
j∈N
φpiij = ∑
i∈S
j∈N
φpiji (39)
as the flux due to transitions from the signaling states to the non-signaling states, we
find
I ′′
b,S⃗(qpi) =∑
i<j
φpiij − φpiji
4 [qpi(1 − qpi)]2 tanh [12 log φpiijφpiji ], (40)
where we made use of the identity
φpiij−φpiji
φpiij+φpiji = tanh [12 log φpiijφpiji ]. In general the inequality
tanh [12 log φpiijφpiji ] ≤ 12 log φpiijφpiji holds, becoming an approximate equality for receptors near
equilibrium.3 Applying this inequality to eq. (40) and using eq. (38), we find,
I ′′
b,S⃗(qpi) ≤ ΣpiS⃗8 [qpi(1 − qpi)]2 . (41)
By the same arguments, we also find that
I ′′
b,N⃗ (qpi) ≤ ΣpiN⃗8 [qpi(1 − qpi)]2 . (42)
3 When φpiij < φpiji the inequality is reversed, but the factor of φpiij −φpiji in eq. (40) is negative in such
cases.
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For the term contributed by transitions between the signaling and non-signaling
states, we find that
I ′′
b,B⃗(qpi) = ∑
i∈S
j∈N
φpiij + φpiji
4 [qpi(1 − qpi)]2 = Rpi2 [qpi(1 − qpi)]2 . (43)
Plugging eqs. (41) to (43) into eq. (36), we arrive at our final bound for the second
derivative of the rate function of q evaluated at qpi:
I ′′(qpi) ≤ ΣpiS⃗ +ΣpiN⃗ + 4Rpi
8 [qpi(1 − qpi)]2 , (44)
which implies that
I ′′(qpi) ≤ Σpitot + 4Rpi
8 [qpi(1 − qpi)]2 . (45)
Where Σpitot ≡ ΣpiS⃗ +ΣpiN⃗ +ΣpiB⃗. Therefore, we find that the uncertainty in q is bounded
by the energy consumption and flux:
var(q) ≥ 8 [qpi(1 − qpi)]2
T [Σpitot + 4Rpi] . (46)
This is eq. (12) in the main text.
IV. COMPUTING THE RECEPTOR GAIN
Equation (8) from the main text shows that we need an expression for dq
pi
dc , the rate
of change of the signaling density, q, with respect to the concentration estimate, cˆ.
Here we present the derivation of the expression used in the main text for systems
with only one non-signaling state. As discussed in the main text, this receptor gain
plays a role in the estimation error of the simple observer (SO), with larger gain
leading to smaller error.
Given an empirical observation of the signaling density, we can estimate the con-
centration by asking the question: “For what value of c would this value of q be
typical?”. For any value of c, the typical q is the one determined by the steady-state
distribution: qpi(c) = ∑i∈S pii(c), with pii varying with c via the transition rates Qij ∝ c
for i ∈ N , j ∈ S. Thus, the concentration estimate, cˆ(q) is the solution to the equation
qpi(cˆ) = q, and therefore dqdcˆ = dqpidc ∣c=cˆ.
Using the result from [6] (see eq. (93), §A.IV) the effect of a perturbation to the
rate matrix, Q, on the steady-state distribution pi is related to the mean first-passage
times, T, as follows:
dpik
dc
=∑
i≠j pii
dQij
dc
(T ik − T jk)pik, (47)
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where T ij is the mean first passage time from state i to state j for i ≠ j and 0 for i = j
(see §A.III).
We are interested in the gradient of qpi = ∑k∈S pik. Furthermore, the only off-diagonal
transition rates that depend on c are Qij ∝ c for i ∈ N and j ∈ S. Therefore:
dqpi
dc
= 1
c
∑
i∈N ∑j,k∈S piiQij (T ik − T jk)pik. (48)
From [7] (see eq. (90), §A.III), we note that ∑jQijT jk = δik/pii−1. Then we can write
c
dqpi
dc
= ∑
i∈N∑j ∑k∈S piiQij (T ik − T jk)pik − ∑i,j∈N∑k∈S piiQij (T ik − T jk)pik= ∑
i∈N∑k∈S piipik − ∑i,j∈N∑k∈S piiQij (T ik − T jk)pik≡ qpi (1 − qpi) −A,
(49)
where A is defined by this equation.
When detailed balance is satisfied, piiQij is symmetric in i, j, whereas (T ik − T jk)
is antisymmetric, so A = 0. Similarly, when there is only one non-signalling state, the
sum over i and j consists of one term with i = j, which gives zero. More generally,
A = 0 if there are no transitions between non-signaling states with nonzero rates and
unbalanced fluxes. Therefore, all detailed balanced systems and all systems with only
one non-signalling state have
cˆ
dq
dcˆ
= cdqpi
dc
= qpi(1 − qpi) Ô⇒ qpi(c) = 1
1 + (Kd/c) Ô⇒ cˆ(q) = qKd1 − q ,
(50)
where Kd is the dissociation constant, the concentration at which qpi = 12 .
V. EXACT ERROR FORMULAE FOR THE IDEAL AND SIMPLE OBSERVERS
In this section we compute the fractional error, for the ideal observer and show that
it saturates the Crame´r-Rao bound (eq. (7) in the main text). We will then derive
the expression for the simple observer’s fractional error that we used in numerical
optimization (eq. (14) and fig. 2 in the main text).
A. Error in estimating concentration: the ideal observer
In §II.B we saw that the maximum likelihood estimator could be written in terms
of the empirical densities and fluxes as
cˆ = RT
Rp∣c=1.
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In §B.III we see that the empirical densities and fluxes obey a large deviation principle.
Therefore, the concentration estimate also obeys a large deviation principle described
by the contraction:
Icˆ(cˆ) = inf
p,φ
I(p,φ) subject to ∑
i
pi = 1, ∑(ij)∈B⃗φij = cˆ∑(ij)∈B⃗piQijc , ∑j≠i φij =∑j≠i φji ∀i,
pi ≥ 0 ∀i, φij ≥ 0 ∀i ≠ j.
We have a constrained optimization problem for each possible value of cˆ, so we have
a Lagrangian for each value of cˆ:
L(cˆ) = I(p, φ) + α(cˆ) [∑
i
pi − 1] + β(cˆ)∑(ij)∈B⃗ [φij − cˆc piQij] +∑i≠j γi(cˆ) (φij − φji)−∑
i
µi(cˆ)pi −∑
i≠j νij(cˆ)φij.
(51)
where α,β, γi are Lagrange multipliers and µi, νij are Karush-Kuhn-Tucker multipli-
ers, satisfying µi ≥ 0, and µi∂L/∂µi = 0, the allowed region being ∂L/∂µi ≤ 0, and
similar for the νij. The Lagrange/KKT multipliers will take different values for each
cˆ as well.
The conditions for the infimum are
∂L
∂pi
= ∂I
∂pi
+ α(cˆ) − β(cˆ)cˆ
c
eNi [QeS]i − µi(cˆ) = 0,
∂L
∂φij
= ∂I
∂φij
+ β(cˆ)eNi eSj + γi(cˆ) − γj(cˆ) − νij(cˆ) = 0, (52)
where eS is a vector of ones for states in S and zero elsewhere, and eN is the reverse.4
To calculate the variance of cˆ for large observation time, T , we only need the second
derivative of the rate function at cˆ = c. So we Taylor expand the minimizers of eq. (51)
in (cˆ − c) as
pi = pii+p′i(cˆ−c)+ p′′i2 (cˆ−c)2+O(cˆ − c)3, φij = φpiij+φ′ij(cˆ−c)+ φ′′ij2 (cˆ−c)2+O(cˆ − c)2.
Because the zeroth order parts of p are nonzero, and we are only considering infinites-
imal fluctuations, the inequality constraints will be loose and we can set the µi to
zero. Some of the φpiij could be zero, but as we shall see below, those components do
not receive any corrections and we can set the νij to zero as well.
The Taylor series expansion of I(p, φ) begins at second order:
I(p, φ) =∑
i≠j
(φ′ij − p′iQij)2
2φpiij
(cˆ − c)2 +O(cˆ − c)3. (53)
4 In general, given a vector v and set of states X , the vector vX has components vXi =⎧⎪⎪⎨⎪⎪⎩vi if i ∈ X ,0 otherwise. .
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Therefore, expanding eq. (52) to zeroth order gives
α(c) − β(c)eNi [QeS]i = 0, β(c)eNi eSj + γi(c) − γj(c) = 0.
If we multiply the second equation by Qij, sum over j ≠ i, and add the result to the
first equation, we find Qγ = αe. The only solutions are α(c) = 0 and γi(c) =constant.
The original equations then imply that β(c) = 0.
Then the Taylor series expansion of eq. (51) is
L = ⎡⎢⎢⎢⎢⎣∑i≠j
(φ′ij − p′iQij)2
2φpiij
+ α′∑
i
p′i + β′∑(ij)∈B⃗(φ′ij − p′iQij − φ
pi
ij
c
) +∑
i≠j γ′i (φ′ij − φ′ji)
⎤⎥⎥⎥⎥⎦(cˆ − c)2+O(cˆ − c)3.
(54)
If we minimize this expression with respect to p′i and φ′ij, we find
∑
j≠i
(p′iQij − φ′ij)Qij
φpiij
+ α′ − β′eNi [QeS]i = 0, φ′ij − p′iQijφpiij + β′eNi eSj + γ′i − γ′j = 0.
We can see that α′ = 0 and γ′i =constant with the same method used for the zeroth
order parts. This leaves us with φ′ij − p′iQij = β′eNi φpiijeSj . To determine β′ we can look
at the β′ constraint in eq. (54). It shows that, to first order in (cˆ − c), we require
R′ −Rp′ = Rpic and therefore β′ = 1c .
We can substitute these results into eq. (54) to find
I ′′ˆc (c) = Rpic2 Ô⇒ ⟨δc2⟩c2 = 1N . (55)
This saturates the Crame´r-Rao bound, eq. (7) in the main text.
B. Exact variance of the signaling density
First we compute the variance of the signaling density q, which is the fraction of
time the receptor is bound and signalling along a single trajectory, by solving the
contraction to leading order in (q − qpi). The contraction of the rate function from
empirical density, p, and current, j, to empirical signalling density, q is
Iq(q) = inf
p,j
I(p, j) subject to ∑
i
pi = 1, ∑
i∈S pi = q, ∑j jij = 0, pi ≥ 0.
We can find the infimum by minimizing the following Lagrangian:
L = I(p, j) + α(q) [∑
i
pi − 1] + β(q) [∑
i∈S pi − q] +∑ij γi(q)jij −∑i µi(q)pi.
where α,β, γi are Lagrange multipliers and µi are Karush-Kuhn-Tucker multipliers.
As we have an optimization problem for each possible q, there will be different values of
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the Lagrange/KKT multipliers for each q as well. The contraction is then determined
by
∂I
∂pi
= −α(q) − β(q)eSi + µi(q), ∂I∂jij = γj(q) − γi(q), (56)
where eS is a vector of ones for states in S and zero elsewhere.
We assume that at q = qpi, we have pi = pii and jij = jpiij = piiQij −pijQji (see eq. (34)).
We also assume that the solution lies in the interior of the allowed region where pi > 0
and µi = 0 (for an ergodic process, all pii are nonzero, and for infinitesimal (q−qpi) the
same will be true of pi). From the series expansion of Iq(q) about q = qpi and eq. (35)
we can see that
Iq(q) = (q − qpi)2
2
∑
i<j
1
φpiij + φpiji [ ddq (jij − jpij)]
2
q=qpi +O(q − qpi)3. (57)
Therefore, we only need the expansion of the optimal p, j to first order in (q − qpi),
whose coefficients we denote by p′, j′.5 Then we can expand eq. (56) to first order to
find
∑
j≠i
Qij(j′ij − jp′ij )
φpiij + φpiji = α′ + β′eSi , j
′
ij − jp′ij
φpiij + φpiji = γ′j − γ′i. (58)
Where similarly, α′, β′, and γ′ are the first order coefficients of the Lagrange multi-
pliers. The constraints on p and j (pe = 1, peS = q, je = 0) imply that
p′e = 0, p′eS = 1, j′e = 0. (59)
We can solve these equations with some tools from §A. First, we can solve for j′ij − jp′ij
in the second equation of (58) and insert the result into the first equation of (58):
j′ij − jp′ij = (φpiij + φpiji)(γ′j − γ′i) Ô⇒ ∑
j≠iQij(γ′j − γ′i) = α′ + β′eSi . (60)
The γ′i term supplies the missing j = i term from the sum. So we can rewrite the
second part of eq. (60) as
Qγ′ = α′e + β′eS . (61)
If we premultiply by pi, we find that α′ = −qpiβ′. If we premultiply by the Drazin
pseudoinverse, QD (see eq. (86), §A.II), we find that (I − epi)γ′ = β′QDeS . Looking
at eq. (58), we only care about differences of the γ′i, so we can shift γ′i by an arbitrary
constant and choose to set piγ′ = 0. Then
γ′ = β′QDeS = β′(I − epi)TΠeS , (62)
5 The choice made in §III, eq. (37) would give p′ = piS
qpi
− piN
1−qpi and j′ = jpi2 ( 1qpi − 11−qpi ).
21
where Πij = piiδij and T ij is the mean first-passage-time from state i to j (see eq. (91),
§A.III).
Now we go back to the first part of eq. (60) and sum over j:∑
j
p′jQji =∑
j
(piiQijγ′j + pijγ′jQji),
or, using the natural definition of the adjoint (see eq. (95), §A.V):
p′Q = (Qγ′)† + γ′†Q = γ′†(Q +Q†).
Substituting in eq. (62) and postmultiplying by QD:
p′ = β′piSQD†(Q +Q†)QD = β′piS(QD +QD†) = γ′† + γ¯′†, or: p′i = pii(γ′i + γ¯′i)
(63)
where we defined γ¯′ = β′QD†eS , i.e. the quantity γ′ but computed for the time-
reversed process. We can then determine the Lagrange multiplier β′ using the nor-
malization constraints, eq. (59):
p′eS = 1 Ô⇒ piSγ′ = piS γ¯′ = 1
2Ô⇒ β′ = 1
2piSQDeS = 12∑ij [(1 − qpi)piSi − qpipiNi ]T ijpiSj .
(64)
Now we can determine j′ using the first part of eq. (60),
j′ij = (γ¯′i + γ′j)φpiij − (γ′i + γ¯′j)φpiji,
although we do not actually need this quantity.
Instead, we note that eq. (57) depends only on j′ij − jp′ij . By eq. (60), this can be
rewritten in terms of the φpiij and γ
′
i. We can then substitute eqs. (62) and (64) into
eq. (57), to find:
I ′′q (qpi) =∑
i<j(φpiij + φpiji) (γ′i − γ′j)2 =∑ij φpiij (γ′i − γ′j)2= −2∑
ij
φpiijγ
′
iγ
′
j = −2β′2piSQDeS = −β′. (65)
In going from the first to second line, we made use of the fact that ∑i φpiij = ∑j φpiij = 0
when we include the diagonal terms.
The variance in the signaling density q is given by 1/(TI ′′(qpi)) [16], where T is the
total observation time, so from eq. (64) we have
⟨(δq)2⟩ = 2∑ij [qpipiNi − (1 − qpi)piSi ]T ijpiSj
T
. (66)
We can rewrite this in terms of set-to-point mean first-passage times
TX j = ∑i∈X piiT ij∑i∈X pii , (67)
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where each term is weighted by the conditional probability of being in state i condi-
tional on being in the set X , P(x(t) = i∣x(t) ∈ X ) for any nonspecific time t.
Then eq. (66) reads as
⟨(δq)2⟩ = 2qpi(1 − qpi)
T
∑
j∈S (TN j − T Sj)pij = 2qpi(1 − qpi)T ∑j∈N (T Sj − TN j)pij, (68)
where we used eq. (92), §A.III, which implies that ∑j∈N TX jpij + ∑j∈S TX jpij = η, a
constant independent of the initial set X .
This expression simplifies dramatically when there is only one non-signalling state,
so that the sum collapses to a single term
⟨(δq)2⟩ = 2qpi(1 − qpi)2T S0
T
.
We can interpret this result physically if we rewrite it as follows:
⟨(δq)2⟩ = 2 [qpi(1 − qpi)]2
NThold/Tunbind , where: Thold = qpiTN , Tunbind = T S0. (69)
Here Thold is holding time, the mean time spent in bound states during one bound
interval. Also, when there is only one non-signaling state, the set-to-set mean first-
passage time T SN = T S0 so Tunbind is the mean time until the next unbinding event
given that the receptor is currently bound.
Note that the quantity Tunbind is not the same as Thold. In the case of Thold, we would
condition on the receptor having entered the bound state at the particular time, t0,
from which we measure the holding time. The states would then be weighted by
P(x(t0) = i∣bound at t0), the probability that the binding transition was to state i.
Thold =∑
i∈S T i0 P(x(t0) = i∣bound at t0) ,
Tunbind =∑
i∈S T i0 P(x(t) = i∣x(t) ∈ S) . (70)
In eq. (67), by using the steady-state distribution we effectively average over the length
of time since the last binding event, whereas if we were to calculate the holding time
we would condition on it being zero. It is always the case that qpiT = NThold, and
therefore:
⟨(δq)2⟩ = 2 [qpi(1 − qpi)]2
N
Tunbind
Thold
. (71)
When looking at the definitions of Tunbind and Thold, one might think that Thold ≥
Tunbind. This is not the case, due to the difference in the probability distribution of
the initial state. We will look at an illustrative example in §V.D.
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C. Exact error for the simple observer
To find the fractional error of cˆ, we note that at the minimum of the large deviation
rate function:
⟨(δcˆ)2⟩ = (T d2I
dcˆ2
)−1 = (T d2I
dq2
[dq
dcˆ
]2)−1 = ⟨(δq)2⟩[dq
dcˆ
]2 .
With only one non-signaling state, we can use eq. (50) for the jacobian between c
and q. Thus:
⟨(δcˆ)2⟩
c2
= 2
N
Tunbind
Thold
. (72)
This is eq. (14) in the main text. In the case of a two-state process (or one that is
lumpable to a two-state process, see [8]), Tunbind and Thold have the same distribution.
When the holding time has an exponential distribution, the time until the next un-
binding is independent of the time since the last binding. For such receptors, eq. (69)
reduces to the Berg-Purcell result [3],
⟨(δcˆ)2⟩
c2 = 2N .
In general, we expect the fractional error to grow with the mixing time of the
receptor, as the effective number of independent observations of the receptor scales ∝
T /Tmix due to autocorrelation. We would expect that, in most cases, a long unbinding
time implies a long mixing time.
When there is more than one non-signaling state, using eq. (66) and the jacobian
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FIG. 3. Monte Carlo validation of eq. (73). A. Comparison of the analytic expression for fractional error with
Monte Carlo simulations for models with numerically optimized CV at fixed E (see fig. 2 of the main text)
and n = 5 states, one of which is non-signaling. B. Comparison of the analytic expression for fractional error,
eq. (73), with Monte Carlo simulations for numerically optimized models from A. and randomly generated
models. Simulations were performed with T = 4000 in units of each model’s typical holding time, and 1600
repeats. Error bars indicate 95% confidence intervals from 100 bootstrap resamples.
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from eq. (48), the long time limit of the fractional error is:
N
⟨(δcˆ)2⟩
c2
= 2Rpi [∑ijk piNi piSj piSk (T ik − T jk)][∑ijk φNSij piSk (T ik − T jk)]2 , (73)
where N = RpiT and φNSij is φpiij for i ∈ N , j ∈ S and zero otherwise. This is the formula
that we used in numerical optimization for fig. 2 in the main text.
We can validate eq. (73) with Monte Carlo simulations, as shown in fig. 3.
D. Exact first passage times and error in a uniform ring receptor
In this section we apply eq. (73), the fractional error for a general receptor, to
the case of a uniform ring receptor. We consider receptors of the type depicted in
fig. 4 A, but with only one non-signaling state labeled as state 0. The transition rates
are given by
Qij = Q+ (δi+1,j − δij) +Q− (δi−1j − δij) , (74)
where the indices are to be interpreted modulo n, the total number of states. It will
be convenient to parameterize these models with the energy consumed in one full
circuit of the ring (in units of kBT ): σ = n ln [Q+/Q−].
We can determine the mean first-passage-times to the nonsignaling state using the
recursion relation eq. (90)
QT = Π−1 −eeT, or Q+(T i+10 −T i0)+Q−(T i−10 −T i0) = {−1, i ≠ 0,
qpi/(1 − qpi), i = 0, (75)
whose solution is
T i0 = 1
Q+ −Q− [n(1 − e−iσ/n1 − e−σ ) − i] .
Furthermore, the conditional probabilities in eq. (70) are
P(x(t0) = i∣bound at t0) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1 + e−σ/n)−1, i = 1,(1 + eσ/n)−1, i = n − 1,
0, otherwise,
P(x(t) = i∣x(t) ∈ S) = 1
n − 1 , i = 1, . . . , n − 1.
If we substitute these equations into eq. (70), we find
Thold = n − 1
Q+ +Q− , Tunbind = n (n coth [
σ
2
] − coth [ σ2n])
2(n − 1)(Q+ −Q−) , (76)
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FIG. 4. Ring receptors. A. An receptorwith a ring topology. B. Comparison of the analytic expression for
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Substituting these expressions into eq. (72), we find
N
⟨⟨(δcˆ)2⟩⟩
c2
= n coth [ σ2n] (n coth [σ2 ] − coth [ σ2n])(n − 1)2 . (77)
As σ → ±∞, this expression asymptotes to nn−1 . As σ → 0, it becomes 2 + (n−3)(n−2)3(n−1) .
With the same parametrization, the energy consumption per binding is given by
Σpi
Rpi
= σ tanh [ σ
2n
] . (78)
In fig. 4 B. we have verified eq. (77) with Monte-Carlo simulations.
Looking at eq. (76) we see that for large σ, Thold > Tunbind. For small σ this is
reversed, Thold < Tunbind. We can understand how this happen by looking at the mean
first-passage-times, as in fig. 5. In each case, Tunbind is the arithmetic mean of the
first-passage-times in fig. 5 A.
When σ is large, the ring is approximately uni-directional. The probability dis-
tribution of the state immediately after binding is concentrated at state 1. This is
where the first-passage-time T i0 is largest, as it must go through all of the other states
before reaching 0. Therefore Thold is above-average and Thold > Tunbind.
When σ is small, the ring is symmetric between both directions. The probability
distribution of the state immediately after binding is equally concentrated in states 1
and n−1. This is where the first-passage-time T i0 is smallest, as it has a 50% chance
of going straight back to 0. Therefore Thold is below-average and Thold < Tunbind.
VI. NUMERICAL METHODS
Here we explain in detail how we obtained the results of Figure 2 in the main paper,
which contains numerical results falling into two categories: results for optimized
networks, and results of directly simulating randomly generated networks.
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A. Numerical optimization of receptors
In order to validate our theoretical bounds (eq. (7) and eq. (13) in the main paper),
we numerically generate networks that minimize the the exact formula (73) subject
to an energy consumption constraint. The optimization problem is then:
minimize N
⟨δc2⟩
c2
= 2Rpi [∑ijk piNi piSj piSk (T ik − T jk)][∑ijk φNSij piSk (T ik − T jk)]2 ,
subject to
Σpi
Rpi
= constant (79)
Receptors of a given number of states and division between signaling and nonsignal-
ing states were optimized using the MATLAB built-in nonlinear optimizing function
fmincon [10]. The interior-point algorithm was used to minimize the objective func-
tion in (79) starting from randomly initialized transition rates in a complete graph. At
each energy consumption constraint, the data point presented in fig. 2 is the network
found that gives the minimum error out of 400 optimizations starting from different
random initializations.
1. Lumpability of optimized networks
Lumpability [8] is a property of certain continuous-time Markov chains which in-
dicates that the size of the state space can be reduced by ‘lumping’ together states
according to a certain partitioning. A lumped state, which represents some subset
of original states, will obey the same exponentially distributed holding time as the
original subset. Let a continuous-time Markov chain with states V have a partitioning
of states into n disjoint subsets {A1,A2, ...,An}. The Markov chain is lumpable with
respect to the partitioning if the transition rates Qij from state i to state j obey the
following:
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∑
j∈A`Qij = ∑j∈A`Qkj, ∀i, k ∈ Am (80)
for any pairs of subsets in the partitioning (values of ` and m). Under this condi-
tion, due to the memoryless nature of the exponential distribution, the probability
of transition out of a subset Am is independent of the microscopic details of which
state in Am the system occupies. The lumped chain formed by the partitioning is
then also a Markov chain with transition rate between Am and A` given by ∑j∈A`Qij
for i ∈ Am.
It is potentially interesting to consider whether the optimal networks for concen-
tration estimation are lumpable to two state processes, along the partitioning into
nonsignaling and signaling states. To measure the lumpability, we calculate the vari-
ance over the mean squared (uncertainty or CV) of the unbinding rates Qi0, where 0
indicates the one nonsignaling state. If the process is perfectly lumpable, this uncer-
tainty will be 0. For an n-state uni-directional cyclic process with uniform transition
rates, the CV will be n− 2. Figure fig. 6 shows the CV of unbinding rates for n-state
Markov processes found to be optimal for concentration estimation (as in fig. 2 of the
main text), as a function of energy dissipation per binding event. All processes are
approximately lumpable to a two-state system until a critical dissipation level, where
they separate, eventually saturating at n− 2 as the optimal processes are all uniform
rings.
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FIG. 6. CV of the unbinding rates for n-state optimized networks as a function of energy dissipation per
binding event. Networks that are lumpable to a two-state system would have CV = 0.
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B. Direct Monte-Carlo simulations of random receptors
To independently validate our calculations, we also performed direct simulations of
processes found by the optimization procedure described in section VI.A, as well as
randomly generated networks. We find that the error associated with direct simula-
tions of networks found during the optimization procedure agree with the analytical
formula (73), and the randomly generated networks lie above our derived theoretical
bounds.
A given network is defined by a set of transition rates (matrix Q) and the nonsignal-
ing/signaling state assignment. To randomly generate networks that comply with a
energy consumption constraint (as in figure 2 in the main text), we use the same
nonlinear optimization procedure described in the previous section, but replace the
objective function N ⟨δc2⟩c2 with a constant. Starting from a random initialization, the
algorithm will then generate a matrix Q which complies with the nonlinear constraint
Σpi
Rpi = constant but without minimizing the fractional error.
Whether the transition rate matrices are randomly generated or the result of an
optimization procedure, we can simulate the Markov process that it represents by
generating sample trajectories of the process over some time interval T ≫ Thold. The
ith empirical trajectory spends time tiS in the signaling states, and therefore produces
an empirical density in the signaling states, qiemp = tiST and number of binding transi-
tions, N i. Each qiemp can be converted to a concentration estimate cˆ using a numerical
Jacobian look-up table. This look-up table is generated by scaling the binding tran-
sition rates in the matrix Q by concentrations c, while keeping all other transition
rates fixed. We can then calculate the stationary distribution in the signaling states
for that scaled Q matrix. The pairs of concentrations and resultant signaling state
densities (c, qpi) populate a look-up table describing the Jacobian between the con-
centration and the signaling state density. Given an empirically observed qiemp, we
can then interpolate the corresponding cˆ from the look-up table. Therefore, given
a particular matrix of transition rates Q, we generate a distribution of cˆ observed
during the simulations. From this distribution and the set of N i we can calculate
N ⟨δc2⟩c2 as desired.
The error bars for the direct simulation data presented in figure 2 are generated by
resampling the joint distribution of (qemp,N). The upper and lower error bars then
represent the 95th and 5th percentiles respectively of the distribution of the errors
generated by resampling.
Appendix A PRIMER ON CONTINUOUS-TIME MARKOV PROCESSES
In this appendix we provide a quick summary of those aspects of the theory of
Markov processes in continuous time that are used in this supplement.
In the following sections we describe the transition rate matrix, its Drazin pseu-
doinverse, its relation to mean first-passage times, the relation between first passage
times and perturbations of the steady-state distribution, and the natural definition
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of the inner product and adjoint for vectors on the Markov chain state-space.
I Master equation and the transition rate matrix
We consider a Markov process on a discrete set of n states indexed by i = 1, . . . , n.
We describe this process by a set of transition rates Qij denoting the probability per
unit time that the system jumps to state j given that it is currently in state i. The
probability that the system is in state i at time t, pi(t), evolves according to the
master equation:
dpi
dt
=∑
j≠i [pj(t)Qji − pi(t)Qij] . (81)
The master equation can be written in matrix form if we let pi be the components of
a row vector p(t) and we define the diagonal elements of the transition rate matrix
as
Qii = −∑
j≠iQij ≡ −λi, dp(t)dt = p(t)Q. (82)
The quantity λi is the probability per unit time that the system jumps to any other
state given that it is currently in state i. The holding time, or amount of time spent
in any individual visit to state i, follows an exponential distribution with mean 1/λi.
The probability that the next state visited by the Markov process is state j, given
that it is currently in state i, is given by Pij = Qijλi .
The definition of the diagonal elements in eq. (82) imply that the sum of matrix
elements across any row of Q is zero. If we define e to be a column vector of ones,
we can express the row sums as Qe = 0.
The steady-state distribution pi is the solution of dpdt = 0, and thus obeys:
piQ = 0, pie = 1. (83)
For an ergodic process pi is uniquely defined by eq. (83) and is strictly positive in
every state.
For future use, it will be helpful to define diagonal matrices, Λ and Π, with
Λij = λiδij, Πij = piiδij. (84)
Then the matrix of next-state probabilities, Pij, can be written as:
Pij = P(xr+1 = j∣xr = i) = ⎧⎪⎪⎨⎪⎪⎩0, i = j,Qij∑kQik , otherwise, or P = I +Λ−1Q. (85)
II Drazin pseudoinverse
The transition rate matrix Q of an ergodic Markov process has a one dimensional
null-space (because piQ and Qe are both zero). Therefore the rate matrix is not
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invertible. However there are several ways of defining a pseudoinverse [11]. The most
useful one for our purposes is the Drazin pseudoinverse of Q, defined by
QD = τepi − (epi
τ
−Q)−1 , QDQ = QQD = I − epi, (86)
where τ is an arbitrary timescale. The Drazin pseudoinverse, QD, has the same left
and right eigenvectors and null spaces as Q, but with nonzero eigenvalues inverted.
In particular, QDe = 0 and piQD = 0.
III Mean first-passage times
We define the mean first-passage time, Tij, as the mean time it takes the process
to reach state j for the first time, starting from state i. The diagonal elements, Tii,
are defined to be the mean time it takes the process to leave and then return to state
i. It will be convenient to additively decompose the mean first-passage-time matrix
into its diagonal and off-diagonal parts: T = Tdg +T.
To compute the mean first passage times, consider the first time the process leaves
state i. On average, this will take time λ−1i . With probability Pij, it will go directly to
j, so the conditional mean time would be λ−1i . On the other hand, if it goes to some
other state, k, with probability Pik, the conditional mean time would be λ−1i + Tkj.
Combining these, we get the recursion relation
Tij =∑
k≠jPik(λ−1i + Tkj) + Pijλ−1i=∑
k≠jPikTkj +∑k Pikλ−1i=∑
k
PikT kj + λ−1i , or T = PT +Λ−1eeT,
(87)
where eeT is the matrix of all ones. Remembering eq. (85) (that P = I +Λ−1Q), we
can write eq. (87) as
ΛTdg = QT + eeT. (88)
The recurrence times are given by
T dgii = 1piiλi . (89)
This can be proved by pre-multiplying eq. (88) by pi and employing piQ = 0 and
pie = 1
We can substitute eq. (89) into eq. (88) to get a recursion relation for the off diagonal
part (see [7]):
QT = Π−1 − eeT. (90)
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Because we require that T is zero on the diagonal, and the only null vector of Q is
nonzero everywhere, eq. (90) has a unique solution given by
T ij = QDij −QDjj
pij
. (91)
This equation can also be written as QD = (I − epi)TΠ.
This expression for T leads to Kemeney’s constant η given by [8]:
η =∑
j
T ijpij. (92)
That η is indeed a constant reflects the remarkable fact that the quantity ∑j T ijpij is
actually independent of the initial state i. If we substitute eq. (91) in, we find that
η = −TrQD.
IV Perturbations of the steady state distribution
Suppose the transition rate matrix Q is a function of some parameter α. By eq. (83),
pi will also be a function of α. If α is changed by a small amount, pi will also change.
This change can be expressed in terms of first-passage-times, as shown in [6]
dpik
dα
=∑
i≠j pii
dQij
dα
(T ik − T jk) . (93)
This result can be proved by expanding ddα (piQ) = 0, postmultiplying by QD and
using the identities from appendices A.II and A.III. Note that the summand vanishes
for i = j, so we could drop the restriction i ≠ j from the range of the sum.
V Inner products and adjoints
It is useful to define a natural inner product and associated norm on the space of
functions over Markov chain states. To motivate this, it is useful to first consider
inner products of functions over infinite or continuous state spaces. The constant
function, corresponding in the discrete case to the vector of all ones, e, plays such a
fundamental role that it is important that its norm, ∥e∥, be finite. In order to achieve
any such finite norm for a constant function over an infinite space, one requires a
distribution against which to integrate the function, or compute inner products.
Returning from continuous state-spaces to discrete state-spaces, functions over con-
tinuous space correspond to column vectors over discrete states and distributions over
continuous spaces correspond to row vectors over discrete states. In the context of
Markov processes, a natural such distribution is the steady-state distribution corre-
sponding to the row vector pi. We thus define the inner product ⟨u,v⟩ over a pair of
column vectors u and v using the natural distribution pi:⟨u,v⟩ =∑
i
piiu
∗
i vi = (u∗)TΠv, (94)
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where u∗i is the complex conjugate of ui and Π = diag(pi). This inner product defines
an associated norm ∥v∥ = √⟨v,v⟩ and under this norm the constant function e has
norm ∥e∥ = 1.
The adjoints (⋅)† of column vectors u, row vectors ξ and operators M are defined
by
u†v = ⟨u,v⟩ ∀v, ⟨ξ†,u⟩ = ξu ∀u, ⟨M†u,v⟩ = ⟨u,Mv⟩ ∀u,v
(u†)i = piiu∗i , (ξ†)i = ξ∗ipii , (M†)ij = pijM∗jipii . (95)
Note that e† = pi,pi† = e and the adjoint of a transition matrix is its time-reversal,
which we next explain. In discrete time, Bayes rule states that the probability of the
previous state given the current state is
P(xr∣xr+1) = P(xr+1∣xr)P (xr)P (xr+1) .
For a system in its steady state P (xr+1 = i) = P (xr = i) = pii. If the transition prob-
abilities are given by P(xr+1 = j∣xr = i) =Mij, the time-reversed process obtained via
Bayes rule then has transition probabilities M †ji, defined in eq. (95).
The equivalent statement in continuous time follows from exp(Qt)† = exp(Q†t).
This can be seen by noticing that this adjoint obeys the usual product rule (AB)† =
B†A†, implying that (An)† = (A†)n, and computing the matrix exponential from its
Taylor series.
One can then show that a reversible process (one that satisfies detailed balance
and has zero net currents in its steady-state) has a transition matrix that is self-
adjoint under eq. (95), and therefore has real eigenvalues with eigenvectors that are
orthogonal under the inner product in eq. (94).
Appendix B PRIMER ON LARGE DEVIATION THEORY FOR MARKOV PROCESSES
Here, for the convenience of the general physicist reader, we outline the derivation
of the level 2.5 rate function that is used as a starting point in the main text and
§III of the supplement, at a physical level of rigor. Much more elaborate proofs
can be found in more mathematical works [14, 17, 19, 21], which take great care in
dealing with subtle issues regarding the existence, uniqueness and convexity of large
deviation rate functions. In our exposition below, we simply present the essential
steps and physical intuition, without delving into these mathematical subtleties. We
hope this provides a straightforward introduction to the large deviation theory of
Markov processes for the general physicist. Below, we first derive the large deviation
rate function for empirical densities and fluxes in §B.III. Then in §B.IV we use the
contraction principle to find the rate function for empirical densities and currents.
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I Empirical densities, fluxes, and currents
Given a continuous time ergodic Markov process with transition rates Qij and
unique stationary distribution pii, we can imagine observing a particular realization
of a trajectory x(t) through a sequence of states x0, x1, . . . , xm with corresponding
transition times t0, t1, . . . , tm. Each xr ∈ {1, . . . , n} denotes one of n possible occupied
states of the Markov process. We can also describe the trajectory in terms of the
sequence of states and the holding time in each state, τr = tr+1 − tr. This collection
of states and holding times {x, τ} defines a trajectory, or path x(t) of the Markov
process. The empirical density for state i that we would observe over the course of
this path is defined (as in the main text) as
pTi ≡ 1T ∫ T0 dt δx(t) i = ∑r δxri τrT , (96)
where T is the duration of the trajectory. Thus pTi is simply the fraction of time spent
in state i along the trajectory x(t). Similarly, the empirical flux φTij is defined as the
empirically measured rate at which transitions from state i to state j occur over the
duration T of the trajectory x(t), which we can write as
φTij = 1T ∫ T0 dt δx(t−)i δx(t+)j,= ∑r δxri δxr+1jT , (97)
where x(t−) and x(t+) are the states before and after a transition. The empirical
current from state i to j is defined as
jTij = φTij − φTji, (98)
i.e. the net empirical rate of transitions from i to j minus j to i.
All of these observables pTi , φ
T
ij, and j
T
ij can be measured along a single trajectory
of the Markov process, and will approach stationary values as the trajectory duration
T →∞. The empirical density will converge to the stationary distribution, pTi → pii,
the empirical flux will converge to the steady state flux, φTij → φpiij, where φpiij = piiQij,
and the empirical current will converge to the steady state current, jTij → jpiij, where
jpiij = piiQij − pijQji.
We would now like to find the joint distribution P (pT , φT ) over empirical densities
pT and empirical fluxes φT , from which we can find the joint distribution P (pT , jT )
over empirical densities pT and empirical currents jT . This will enable us to study
the fluctuations and large deviations of these observables around their most likely
values of pi, φpi, and jpi in the large T limit. In this limit, these joint distributions are
well characterized by a large deviation rate functions I(pT , φT ) and I(pT , jT ), defined
implicitly by the relations
P (pT , φT ) ∼ e−TI(pT ,φT ), P (pT , jT ) ∼ e−TI(pT ,jT ). (99)
For an ergodic process Q, I(pT , φT ) is expected to be a non-negative convex function
of pT and φT that achieves a global minimum value of 0 at the unique point pTi = pii
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and φTij = φpiij = piiQij [17]. Similarly, I(pT , jT ) is expected to be a non-negative convex
function of pT and jT that achieves a global minimum value of 0 at the unique point
pTi = pii and jTij = jpiij = piiQij −pijQjj [19, 21]. Thus eq. (99) implies that the probability
of any large deviation in the empirical density pTi , empirical flux φ
T
ij, and empirical
current jTij, from their respective, typical stationary values pii, piiQij, and piiQij−pijQji,
is exponentially suppressed in the duration T of the trajectory. We present these rate
functions in eqs. (109) and (111) below. Readers who are simply interested in the
form of this function, but not the ideas underlying its derivation, can safely skip the
remainder of this appendix.
To derive the rate functions in eq. (99), we follow the approach of [17]. The essential
idea is to use a common tilting method from large deviation theory. This method
involves comparing the probability of a particular path under our given true Markov
process with the probability of that same path under a perturbed Markov process in
which transition rates are tilted to make a particular large deviation more likely. In
particular, we compare the probability of the observed trajectory x(t) under the given
Markov process with transition rates Qij, with the probability of the same trajectory
under a fictitious process with tilted transition rates Q̂ij. This fictitious process is the
one that would produce the observed trajectory x(t) as a ‘typical’ realization. That
is, it is a Markov process with stationary distribution p̂ii = pTi and transition rates
Q̂ij = φTij/p̂ii. In essence, empirically densities pTi and fluxes φTij that might be rarely
observed under Qij are typical under Q̂ij.
II Trajectory probabilities
Now, the probability of a particular trajectory x(t) under the original Markov
process Qij is
P [x(t)] = P ({x, τ}) = P(τm ≥ T − m−1∑
r=0 τr∣xm)[m−1∏r=0 P(xr+1∣xr)P(τr∣xr)]P (x0) , (100)
with
P(xr+1∣xr) = Qxrxr+1∑jQxrj (101)
and
P(τr∣xr) = λxre−λxr τr , (102)
where λxr = ∑j≠xr Qxrj (see eq. (84) in §A.I). Equation (101) is equivalent to eq. (85)
which follows from the definition of the transition rates of a continuous time Markov
process, and eq. (102) is the exponential distribution with parameter λxr describing
the holding time in each state.
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For large T the boundary effects at t = 0, T will be negligible. We will neglect those
factors in eq. (100) from here on. The joint probability for the trajectory x(t) is then
given by
P ({x, τ}) =∏
r
P(xr+1∣xr)P(τr∣xr) = ∏
r
e−λxr τr Qxr xr+1
= exp(− m∑
r=0λxrτr + m−1∑r=0 logQxrxr+1) . (103)
We can now split up the sums over states and transitions indexed by r into two
contributions. For the first term in the sum in eq. (103), we will perform an inner sum
over all instances in the trajectory in which the Markov process is in state i, which
corresponds to summing over r such that xr = i, and then we will perform an outer
sum over all of states i of the Markov process. Similarly, we will break the second
term in eq. (103) into an inner sum over all of the transitions from state i to state j
in a trajectory (i.e. transitions in which xr = i, xr+1 = j), and then an outer sum over
all pairs of states i and j in the Markov process. These groupings of sums yield
P ({x, τ}) = exp⎛⎜⎜⎝−∑i ∑r∶xr=iλxrτr +∑i≠j ∑r∶xr=ixr+1=j logQxrxr+1
⎞⎟⎟⎠ . (104)
We can now simplify this expression, recognizing that the sum of the occupancy times
of state i during this trajectory is ∑r∶xr=i τr = TpTi , and the total number of transitions
from state i to j is ∑r∶xr=i
xr+1=j 1 = TφTij:
P ({x, τ}) = exp⎛⎜⎜⎝−∑i λi ∑r∶xr=i τr +∑i≠j logQij ∑r∶xr=ixr+1=j 1
⎞⎟⎟⎠
= exp(−∑
i
λi Tp
T
i +∑
i≠j TφTij logQij)
= exp(−T∑
i≠j [pTi Qij − φTij logQij]) .
(105)
Thus the probability density assigned to any individual trajectory x(t) of duration
T depends on that trajectory only through two types of observables: the empirical
densities pTi and empirical fluxes φ
T
ij. This dramatic simplification of the distribution
over trajectories singles out empirical densities and fluxes as uniquely important order
parameters in Markovian non-equilibrium processes.
III Rate function for densities and fluxes
Next, to go from a probability distribution over trajectories x(t) to a joint distri-
bution over empirical densities and fluxes (pT , φT ), we would need to integrate over
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all possible trajectories x(t) that produce any given empirical density and flux pair(pT , φT ). This direct integration would result in adding a difficult to compute en-
tropic contribution to eq. (105). Instead, we compute the ratio of probabilities for
the same path under two different processes, Q and the fictitious process with tilted
rates Q̂:
P ({x, τ})
P̂ ({x, τ}) = exp(−T∑i≠j [pTi [Qij − Q̂ij] + φTij log(Q̂ijQij )]) . (106)
Noting that this ratio depends on the trajectory x(t) only though the observables(pT , φT ), we can find a computable relation between the distribution P (pT , φT ) of
these observables under the process Q, and the distribution P̂ (pT , φT ) of these ob-
servables under the tilted process Q̂:
P (pT , φT ) = ∫{x,τ}→(pT ,φT ){dx,dτ} P ({x, τ}) = ∫{x,τ}→(pT ,φT ){dx,dτ} P̂ ({x, τ})
P ({x, τ})
P̂ ({x, τ})
= P ({x, τ})
P̂ ({x, τ}) ∫{x,τ}→(pT ,φT ){dx,dτ} P̂ ({x, τ}) =
P ({x, τ})
P̂ ({x, τ}) P̂ (pT , φT ) ,
(107)
where x(t)→ (pT , φT ) indicates integration over the set of trajectories that lead to a
given empirical density and flux.
For large T , the distributions P (pT , φT ) and P̂ (pT , φT ) are both characterized
by their large deviation rate functions I(pT , φT ) and Î(pT , φT ), respectively. Thus
eqs. (106) and (107) yield a relation between these two rate functions:
I(pT , φT ) = Î(pT , φT ) +∑
i≠j [pTi [Qij − Q̂ij] + φTij log(Q̂ijQij )] . (108)
So, if we knew the rate function for the fictitious process Q̂, we could find the rate
function for Q.
Now we note that we have constructed the fictitious process Q̂ specifically so that
its rate function evaluated at (pT , φT ) is exceedingly simple. Indeed we have chosen
the transition rates
Q̂ij = φTij
pTi
in order to make the empirically observed densities and fluxes (pT , φT ) typical. Thus,
because the observed (pT , φT ) are typical under Q̂, we must have Î(pT , φT ) = 0, so
that the probability of these observed values is not exponentially suppressed in T
for large T under Q̂. This implies that eq. (108) simplifies to yield the sought after
expression for the large deviation rate function for joint densities and fluxes under
the true process Q,
I(pT , φT ) =∑
i≠j [φpij − φTij + φTij log(φ
T
ij
φpij
)] , (109)
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where we have written φpij = pTi Qij.
We note that our notation singles out three types of fluxes: (a) a completely em-
pirical flux φTij computed via eq. (97) along a single trajectory of duration T under
the process Q; (b) a mixed empirical/true flux φpij = pTi Qij computed via the empir-
ical density pTi along a trajectory via eq. (96), but multiplied by the true transition
rates Qij; (c) the true stationary fluxes of the process Q which can be written as
φpiij = piiQij. As expected, the large deviation rate function in eq. (109) is 0 if and only
if the empirically observed density pTi equals the equilibrium distribution pii of Q for
all states i, and the empirically observed fluxes φTij equal the stationary fluxes piiQij
for all pairs of transitions from i to j. In this situation, all three fluxes are the same:
φTij = φpij = φpiij = piiQij. However, according to eq. (99) and eq. (109), the probability
of any discrepancy between any pair of these three fluxes is exponential suppressed
in time T , for large T .
IV Rate function for densities and currents
The empirical current from state i to j is defined as jTij = φTij − φTji, i.e. the net
empirical rate of transitions from i to j minus j to i. To find the joint large deviation
rate function for empirical density pTi and current j
T
ij, we can apply the contraction
principle [16] to the joint rate function for the density and flux in eq. (109):
I(pT , jT ) = inf
φT
I(pT , φT ) subject to: φTij − φTji = jTij and φTij ≥ 0. (110)
The infimum can be found by writing φTij and φ
T
ji in terms of j
T
ij and f
T
ij , where we
define fTij ≡ φTij + φTji. We can then minimize with respect to fTij subject only to
fTij ≥ ∣jTij ∣. The infimum is achieved at fTij = √(jTij)2 + (apij)2, where apij = 2√φpijφpji. If
we substitute the flux back into eq. (109) we find
I(pT , jT ) =∑
i<j
⎡⎢⎢⎢⎢⎣
jTij
2
log
⎛⎝[fTij + jTij] [f
p
ij − jpij][fTij − jTij] [fpij + jpij]⎞⎠ − (fTij − fpij)
⎤⎥⎥⎥⎥⎦=∑
i<j [jTij (arcsinh jTijapij − arcsinh jpijapij ) − (
√
jT 2ij + ap2ij −√jp2ij + ap2ij )] . (111)
This is the rate function for large deviations of the empirical density and current,
eq. (9) in the main text (where we have omitted the superscripts T for notational
convenience).
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