Abstract. In this paper we continue our study of local rigidity for maps of CR submanifolds of the complex space. We provide a linear sufficient condition for local rigidity of finitely nondegenerate maps between minimal CR manifolds. Furthermore, we show higher order infinitesimal conditions can be used to give a characterization of local rigidity.
Introduction
Let M ⊂ C N and M ′ ⊂ C N ′ be real submanifolds, and consider the set H(M, A particularly interesting question about this action is under which conditions the image of a map H : M → M ′ in the quotient space is isolated; in this case we say that the map H is locally rigid. The same setup applies in the local setting to germs of manifolds (M, p) ⊂ (C N , p), (M ′ , p ′ ) ⊂ (C N ′ , p ′ ), and their automorphism groups Aut(M, p) and Aut(M ′ , p ′ ), respectively. A typical example of maps which are totally rigid are maps of hyperquadrics of positive signature, as in the "super-rigidity" encountered by Baouendi, Ebenfelt and Huang [2] ; while typical examples of maps which are not totally rigid are maps of spheres with big codimension, such as the so-called "D'Angelo family" (see the survey of Huang-Ji [28] ) connecting the flat and the Whitney map S 3 → S 7 , given by (z, w) → (z, sin(θ)w, cos(θ)zw, cos(θ)w 2 ) for θ ∈ [0, π/2].
We have started an investigation of H((M, p), (M ′ , p ′ )) for general germs (M, p) and (M ′ , p ′ ) in previous articles [18, 19] . Local rigidity, both in the global and local CR settings, is again going to be the focus of this paper; our inspiration here draws mainly from the analogous notion of stability of smooth maps of smooth manifolds as introduced by J. Mather in a series of papers starting with [37, 38] in the framework of singularity theory. Mather concluded that stability is equivalent to its linearized notion, called infinitesimal stability. In our previous work we have given linear obstructions to local rigidity similar to those of Mather. However, we also showed that the notions of infinitesimal rigidity and local rigidity are not equivalent (see [19] ) in the local CR setting. In order to overcome this problem, the present paper introduces higher order infinitesimal deformations (for more details see Section 2.4 below), which will be shown to encode necessary and sufficient infinitesimal conditions for local rigidity. In addition to this, we improve the sufficient conditions given in [18, 19] . Namely, our new approach (exploiting the analytic structure in a deeper way) allows us to avoid studying the topological properties of the group action of automorphisms and thus to prove our results under more general conditions.
One of the main technical tools dealing with maps of real-analytic CR manifolds and infinitesimal deformations is provided by jet parametrization results. Such results were obtained for many classes of manifolds and maps in the literature ( [4, 5, 8, 29-31, 33, 34, 45] ) and can be of a very technical nature. In our work we will define the notion of a class of maps which satisfy the jet parametrization property, which we will take for granted in many results, and also provide an example of an interesting large class of mappings for which it is satisfied (for more details see Section 3).
Our first main result is a sufficient condition for local rigidity in terms of infinitesimal deformations. Given H ∈ H(M, M ′ ) a holomorphic vector field V of the form
is called an infinitesimal deformation of H if Re V is tangent to M ′ along H(M ), i.e. if for any point p ∈ M and any real valued real-analytic function ̺(Z ′ ,Z ′ ) defined near H(p) ∈ M ′ and vanishing on M ′ satisfies (Re V ̺)(Z) :=
for some open neighbourhood U of p. We denote the collection of all infinitesimal deformations of H by hol(H). For the special case that we are dealing with the identity map in C N or C N ′ , respectively, we use the classical notation hol(M ) := hol(id M ) and hol(M ′ ) := hol(id M ′ ). It turns out that if Aut(M ) and Aut(M ′ ) are Lie groups, then hol(M ) and hol(M ′ ) are their respective Lie algebras. We also define aut(H) = H * (hol(M ))+hol(M ′ )| H to be the subspace of hol(H) of trivial infinitesimal deformations of H; it can be identified with the Lie algebra of the orbit G · H.
Assume G is a Lie group and let F ⊂ H(M, M ′ ) be a class of holomorphic mappings satisfying the jet parametrization property. If
The analogous statement for germs of maps is also true, with the same proof, and therefore improves the results in [18] . The proof is carried out through a careful analysis of an analytic set A, contained in an appropriate finite dimensional jet space, which parametrizes the maps in F.
Comparing with [18, Theorem 2] we have relaxed the assumptions on M and M ′ considerably. The stronger assumptions in our earlier paper allowed us to prove that the action of G on the set of maps is free and proper, which was needed in the proof given in [18] , while in the approach of the present paper we are able to avoid the reliance on the topological properties of G.
Also remark that Theorem 1 provides a counterpart of [38, Theorem 1] in the setting of CR manifolds. However, the infinitesimal stability is in fact a necessary and sufficient condition for stability (see [39, Theorem 4 .1]), while we stress again that the infinitesimal condition given in Theorem 1 is only sufficient, but not necessary for local rigidity.
Our second main result adresses this problem and provides a characterization of local rigidity in terms of higher order infinitesimal deformations of H. An infinitesimal deformation of order k of H is represented by a curve of maps in H(M, C N ′ ), which is tangent to H(M, M ′ ) up to order k at H, or equivalently by holomorphic maps F 1 , . . . , F k ∈ H(M, C N ′ ) with the property that for any real-valued real-analytic function ̺ defined in a neighborhood of a point in M ′ and vanishing on M ′ we have that
The set of infinitesimal deformations of order k of H is denoted by hol k (H). The projection of hol k (H) on the first j components we denote by hol k j (H). The subset of hol k (H) of the trivial k-th order infinitesimal deformations is denoted by aut k (H) (for more details see Section 2.4).
Theorem 2. Let M, M ′ and F be as in Theorem 1. Suppose that G is a Lie group with finitely many connected components. Then for each H 0 ∈ F there exists a neighbourhood U H 0 and a function j → ℓ(j) such that H ∈ U H 0 is locally rigid if and only if aut j (H) =
The proof is achieved by extending the jet parametrization results to higher order infinitesimal deformations and making use of tools from real-analytic geometry. In particular, it relies heavily on Artin's approximation theorem, especially in the strong approximation form first given by Wavrik. Approximation theorems and their uses in CR geometry are an interesting topic in itself; for a very good survey on the state-of-the-art in this area, we refer the reader to Mir's survey [40] .
The paper is organized as follows. In Section 2 we establish some of the main notation and recall some basic facts about maps of CR manifolds and the action of CR automorphisms. In Section 3 we discuss one of the main technical tools of the paper, that is, a jet parametrization result for certain classes of maps of CR manifolds. Such results are well established in the literature, so we only give more detailed proofs for less standard aspects of our formulation of the results. Section 4 is devoted to the proof of the main results. Finally, in Section 6 we show how to apply the results in the paper to some concrete examples.
Preliminaries
Let M ⊂ C N , M ′ ⊂ C N ′ be closed generic real submanifolds of class C ω (see Section 2.5 below).
2.1. Spaces of maps and local rigidity. We will be interested in studying the set of real analytic CR maps from M to M ′ , which will be denoted as H(M, M ′ ). Furthermore we denote by H(M, C N ′ ) the set of real analytic CR maps M → C N ′ . Each element of H = H(M, C N ′ ) extends holomorphically to a neighborhood U (depending on H) of M in C N . In general, given a neighborhood U of M in C N , we denote by H(U, C N ′ ) the space of holomorphic maps from U to C N ′ . Thus, choosing a fundamental system of neighborhoods
we usually endow H(M, C N ′ ) with the natural inductive limit topology. If M is compact, the resulting space is a (DFS) space.
We will denote by Aut(M ) (respectively Aut(M ′ )) the group of CR automorphisms of M (M ′ ); furthermore we define G = Aut(M )×Aut(M ′ ). In the paper we will assume that G is a Lie group (in particular, that it has finitely many connected components). The group G acts on H(M, M ′ ) as follows:
The set H(M, M ′ ) and the action of G on it have been studied in several papers by many authors ( [7, 10, 11, 13, 14, 16, 17, 21-23, 26, 27, 35, 42, 44] ), most notably in the case when M and M ′ are spheres. We recall from [18, 19] the property of local rigidity, which roughly states that all the maps close enough to a given H ∈ H(M, M ′ ) are equivalent to H under the action of G. More precisely, the definition is as follows: 
2.2. Jet spaces. In order to work in finite dimensional spaces, we will use jet parametrization results to identify maps with the collection of their derivatives at some point. To that aim it will be convenient to set up the appropriate notation.
We define
where m = (Z 1 , . . . , Z N ) is the maximal ideal, the space of the k-jets at 0 of holomorphic maps C N → C N ′ , with the natural projection j k 0 . Given p ∈ C N it is straightforward to give an analogous definition for the space J k p of jets at p. For a given k, we will denote by Λ the coordinates in J k 0 .
As in [19] it is possible in this setting to define an induced Aut p (M )× Aut(M ′ )-action on the jet space J k p , where Aut p (M ) is the subgroup of elements of Aut(M ) which fix p ∈ M (i.e. Aut p (M ) is the stabilizer of p ∈ M ).
To define an induced G-action on J k p is decidedly more involved, and we will need to make use of the jet parametrization property; we thus will only do this later in Definition 22.
2.3. Spaces of curves of maps. Our main strategy for studying the set H(M, M ′ ) (and the action of G on it) is to use appropriate parametrization results, which allow us to regard H(M, M ′ ) -or a particular subset of it -as a real-analytic subset A of a finite dimensional space. The reduction to an analytic setting in turn leads us to the study of analytic curves on A, or tangent to it to high enough order, and allows to make use of the tools of real-analytic geometry. We will start by introducing convenient notation for curves of maps.
For technical reasons we also need to introduce the following objects:
and F a suitable space of maps (or jets) we define F H {t} as the space of convergent power series in t with coefficients in F with constant term H. Furthermore we denote by
) the space of polynomials in t (resp. polynomials in t of degree less or equal to ℓ) with constant term H and coefficients belonging to the space F. Note that
Moreover we define the tautological map τ ℓ :
If the identification of F ℓ and F ℓ H [t] is evident from the context we avoid the application of τ ℓ notationally.
We denote the set of such parametrized curves by P r (or P r H if we need to emphasize that H = H(0)).
2.4.
Infinitesimal deformations of higher order. Assume that M ⊂ C N and M ′ ⊂ C N ′ are closed generic real-analytic submanifolds, and that
) the space of real-analytic CR sections of the pull back bundle of CT (C N ′ ) with respect to H. Let V ∈ Γ H , that is an expression of the kind
where each V j (Z) are real-analytic CR functions on M .
Definition 6. We say that V is an infinitesimal deformation of H if the real part of V is tangent to M ′ along H(M ), that is if for every p ∈ M and every real-analytic function ρ ′ defined in a neighbourhood of H(p) and vanishing on M ′ we have
for some open neighbourhood U of p. We denote this subspace of
(cf. [12, 19] )
If M is assumed to be connected, it is enough to assume that V is an infinitesimal deformation for (M, p) for some p ∈ M , by the real-analyticity of the equation defining an infinitesimal deformation and standard connectivity arguments using the identity principle for real-analytic functions.
respectively. The space of infinitesimal deformations is biholomorphically invariant in the sense that if
there is an isomorphism between hol(H) and hol( H). More precisely, one has the following transformation rule for infinitesimal deformations under biholomorphisms:
In particular if H and H have spaces of infinitesimal deformations of different dimensions, then one map cannot be contained in the G-orbit of the other.
, where we use the same symbol as in Definition 4 by an abuse of notation, as
and we put hol
Similarly to Definition 6, if M is assumed to be connected, we can equivalently ask for Definition 9 to be satisfied only near a single point p ∈ M . This is going to be clear after we introduce defining equations for hol k (H), which are very suitable for applications.
Remark 10. There are universal polynomials P k depending on (V 1 , . . . , V k−1 ) and their complex conjugates as well as the derivatives of ρ ′ w.r.t. Z ′ andZ ′ of order at most k (evaluated along the map H), whose coefficients are combinatorial constants determined by the Faa-di-Bruno formula, such that
We will use these polynomials in order to facilitate defining equations for the space of infinitesimal deformations of order k. To this end we drop the dependence on the derivatives of the defining function notationally.
For example, in the case k = 1 we have P 1 = 0 and for k = 2 we have:
Using the polynomials defined in Remark 10 we can reformulate Definition 9 as follows:
H is an infinitesimal deformation of H of order k if and only if V satisfies the following system of equations:
for any real-analytic function ρ ′ defined near H(p), vanishing on M ′ . The function ρ ′ and its derivatives are computed along H, and U is some neighborhood of (some) p ∈ M . Proof. Given H ∈ H(M, M ′ ) and k ∈ N, let X be as in Definition 9, fix p ∈ M , and a real-analytic function ρ ′ as in the statement of the Lemma. Define H(t) = τ k (X) and assume that H(t) ∈ P k , that is
for all Z ∈ M close to p, where we have written H(t, Z) = H(t)(Z). Differentiating with respect to t up to order k and using Remark 10 we can write
k (H(t)) satisfies (2) and thus X = τ −1
k (H(t)) satisfies our system of equations. On the other hand let X satisfy the system of equations and put H(t) = τ k (X), then c ℓ = 0 for 1 ≤ ℓ ≤ k. Thus X satisfies Definition 9.
We will call aut k (H) the set of trivial infinitesimal deformations of H of order k. In particular if k = 1 a small computation shows that aut 1 
Remark 13. For later reference, we list here some simple facts regarding the spaces defined above. For all k 1 , k 2 , j ∈ N with j ≤ k 1 < k 2 we have
Note that the inclusion hol
The following lemma shows that the set hol k 1 (H) is invariant under the linear action of the subspace aut(H).
, and write h(t, Z) = h(t)(Z) (with similar notation for all of the families appearing). By Definition 9 and Definition 5 we have that for any realanalytic function r defined near H(p) for some p ∈ M and vanishing on M ′ that, for some neighborhood
The above equations translates into the fact that for any parametrization Z(s) of M with Z(0) = p and any r as above we have that
Fix any such p and real-analytic function r(Z ′ ,Z ′ ) vanishing along M ′ near H(p), and denote by
Since φ(t) ∈ Aut(M ′ ), there exists a family of d×d-matrices A(t) such that r(φ(t, Z ′ ), φ(t, Z ′ )) = A(t)ρ ′ (Z ′ ,Z ′ ) and since ψ(t) ∈ Aut(M ) there exists a mapping θ : , s) ). Then the left-hand side of (5) becomes
using (4) for r = ρ ′ j , for j = 1, . . . , d ′ , and writingβ for the corresponding vector of β's.
Since p and r were arbitrary, (5) 
, which establishes the claim. ThusV 1 ∈ hol k 1 (H) and if we writeṼ =φ(0) − DHψ(0) we havê
which proves the lemma.
2.5. CR geometry. In this subsection we recall some standard notation from CR geometry, for more details we refer the interested reader to e.g. [6] . For a generic real-analytic CR submanifold M ⊂ C N we denote its CR dimension by n and its real codimension by d such that N = n + d. In this case it is well-known (cf. [6] ) that one can choose normal
for a suitable germ of a holomorphic map Q :
A basis of CR and anti-CR vector fields, which are tangent to M, we denote by L j and L j , respectively, where j = 1, . . . , n.
We also recall the definition of the Segre maps. For any j ∈ N let (x 1 , . . . , x j ) be coordinates of C nj , where x ℓ ∈ C n for ℓ = 1, . . . , j. For better readability we will use the notation x [j;k] := (x j , . . . , x k ). The Segre map of order q ∈ N is the map S q 0 : C nq → C N defined as follows:
, where S q−1 0 is the power series whose coefficients are conjugate to the ones of S q−1 0
and Q is a map satisfying the properties from above. The q-th Segre set S q 0 ⊂ C N is defined as the image of the map S q 0 . A CR submanifold M ⊂ C N is called minimal at p ∈ M if there is no germ of a CR submanifold M M of C N through p with the same CR dimension as M at p. The minimality criterion of Baouendi-Ebenfelt-Rothschild [3] states that if M is minimal at 0, then S q 0 is generically of full rank for sufficiently large q.
The generalized jet parametrization property
In this section we introduce the generalized jet parametrization property which allows us to prove our local rigidity results. The following definition is inspired by [34] .
Definition 15. Let M, M ′ be submanifolds of C N and C N ′ respectively, and let F ⊂ H(M, M ′ ) be an open subset. We say that F satisfies the generalized jet parametrization property of order t 0 ∈ N if the following holds.
forming an open cover of M and U k = {q k = 0}, and holomorphic maps Φ k : U k → C N ′ , which are of the form
such that for every curve H(t) ∈ P r satisfying H(t) ∈ N for all t the following holds:
In particular, there exist neighborhoods
Furthermore for any H(t) ∈ P r satisfying H(t) ∈ N for all t, with Λ(t) = j t 0
Remark 16. We shall say that an open subset F ⊂ H(M, M ′ ) satisfies the generalized jet parametrization property if for each H ∈ F there exists a neighbourhood U H of H in F and an integer t H such that U H satisfies the GJPP of order t H .
Remark 17. Applying the GJPP for t = 0, we obtain the familiar reproducing property
(with no error term): in other words, the GJPP also holds for r = +∞.
Remark 18. Let M ⊂ C N , M ′ ⊂ C N ′ and F be as in Definition 15. For any t 1 , ℓ ∈ N, if F satisfies the GJPP of order t 1 , then it also satisfies the jet parametrization property of order t 1 for ℓ-th order infinitesimal deformations, which the reader can check by expanding in terms of powers of t:
For all H ∈ F, there exists a finite collection of points q 1 , . . . , q m ∈ M , a neighborhood
. . , r ℓ k,i ) with r j k,i ( H, Λ, Λ) weighted homogeneous of degree j polynomial in (Λ 1 , . . . , Λ j ), and continuous maps
where the j-th component of K k ( H, Λ, Z) depends on Λ 1 , . . . , Λ j and is a weighted homogeneous polynomial in these variables, satisfying the following statement. For any given H ∈ Ω 1 , there exists a solution V = (V 1 , . . . , V ℓ ) ∈ Γ ℓ H to (2) whose t 1 -jet at q k is Λ for all 1 ≤ k ≤ m if and only if
In this case, for all 1 ≤ k ≤ m the (unique) solution V is given by
Remark 20. Clearly, the statements in Definition 15 and Remark 18 remain true if one adds more points to the p k (resp. the q k ). In particular we can take the union of the p k and the q k , so that both statements are satisfied at the same time: we will still denote the union by {p 1 , . . . , p m }.
We next state a couple of remarks and some simplifications to the preceding notation.
Remark 21. It is convenient to elaborate further on the GJPP. To simplify the statements, we use the following notation:
With this new notation the GJPP (cf. also Remark 19) can be summarized in the following diagram. Fixed ℓ ∈ N,
For better readability we have made Φ defined on all of (J t 0 p ) H {t} instead of U . The diagram above is commutative if we remove the dashed arrows. Furthermore, the restriction of
. Next we provide the definition of the induced group action in the jet space.
Definition 22. Suppose that F satisfies the jet parametrization property from Definition 15 and let H ∈ F. Consider p 1 , . . . , p m ∈ M according to Definition 15.
contains a neighborhood of the identity in G. We define an action of G ′ p k in V k as follows:
Note that we are using the fact that elements of Aut(M ) and Aut(M ′ ) extend holomorphically to small neighborhoods of M and M ′ respectively, and Φ k (Λ) maps the neighborhood in M into the other neighborhood in M ′ if Λ is close enough to Λ k . We define G ′ p as the intersection of the sets G ′
still contains a neighborhood of the identity in the group G.
We will need the following result concerning the structure of the G ′ p -orbit of Λ close to Λ.
Lemma 23. Let G 1 , . . . , G ℓ be the connected components of G, with G 1 being the connected component of the identity.
Since a neighborhood of the identity in G acts on U it makes sense to define an infinitesimal action α : g → T U . Let n 0 = dim G and e 1 , . . . , e n 0 be a set of generators of g. Then each f j := α(e j ) ∈ T U for 1 ≤ j ≤ n 0 is a real-analytic vector field over U . By Sussman's and Nagano's theorem, the local orbit W 1 (in the sense of [6, §3.3] ) of {f j : 1 ≤ j ≤ n 0 } through Λ is a real-analytic submanifold of U such that T Λ W 1 = α Λ (g). Then any connected component of G ′ p,1 · Λ is contained in a local orbit; in particular there is only one such connected component containing Λ, namely W 1 . To conclude the proof of the Lemma, we repeat the same argument by considering the pushforward of W 1 and g by any choice of elements g 2 , . . . , g ℓ which belong to the intersection of the stabilizer of Λ with G ′ p,2 , . . . , G ′ p,ℓ respectively. The general strategy in proving local rigidity results will be to work with jets of maps rather than actual maps, by using the parametrization properties given in Definition 15 and Remark 18. What makes the arguments work is the fact that the jet parametrization commutes with the action of the group G on the space of maps and on the space of jets, as was remarked in [19, Lemma 19] (note that the second part in the proof of the lemma can be applied in this situation as long as it makes sense to apply automorphisms to elements in the jet space; the definition of G ′ p was given in such a way that the same proof works.) An important consequence of the equivariance under the G-action is the following Lemma 24. Let M ⊂ C N and M ′ ⊂ C N ′ be real-analytic submanifolds for which F ⊂ H(M, M ′ ) satisfies the GJPP. Let us fix H ∈ F. For F ∈ F we have that 
Proof. By assumption there exists
g ∈ G ′ p such that j t 0 p F = g · j t 0 p H.F (Z) = Φ(Z, j t 0 p F ) = Φ(Z, g · j t 0 p H) = g · Φ(Z, j t 0 p H) = g · H(Z), for all Z ∈ U .
Necessary and sufficient infinitesimal conditions for local rigidity
The higher order infinitesimal deformations introduced in Definition 9 can be used to provide a characterization of local rigidity. More precisely we can state the following result:
Theorem 25. Let M ⊂ C N and M ′ ⊂ C N ′ be real-analytic submanifolds for which F ⊂ H(M, M ′ ) satisfies the GJPP, and let H 0 ∈ F. Then there exists a neighbourhood U H 0 and a function j → ℓ(j) such that for H ∈ U H 0 the following hold:
j (H) for all j ∈ N; (b) Assume in addition that G is a Lie group with finitely many connected components.
Then H is locally rigid if and only if aut j (H) = hol ℓ(j) j (H) for all j ∈ N. In the following theorem we will prove at the same time Theorem 25 (a) and the necessary condition for local rigidity in Theorem 25 (b):
Theorem 26. Let M ⊂ C N and M ′ ⊂ C N ′ be real-analytic submanifolds for which F ⊂ H(M, M ′ ) satisfies the GJPP. Let H 0 ∈ F. Then there exists a neighbourhood U H 0 and a function j → ℓ(j) such that for H ∈ U H 0 Then for each H 0 ∈ F there exists a neighbourhood U H 0 and a function j → ℓ(j) such that H ∈ U H 0 we have k≥j hol
Furthermore, if H is locally rigid then for all j ∈ N we have aut j (H) = hol ℓ(j) j (H). Proof. Let j 0 ∈ N, and let ℓ = ℓ(j 0 ) be the integer given by Wavrik's Theorem (see [43] ) applied to the system of equations {c s i = 0} appearing in (7). Let X ′ ∈ hol
by Definition 9 we have that the curve of maps H(t) = H + X 1 t + . . . + X ℓ t ℓ belongs to P ℓ . Write now
note that π ℓ (Λ(t)) = j t 0 p X and (j t 0 p • r V )( H(t)) = Λ(t). Furthermore, write Λ ′ (t) = j t 0 p H + Λ 1 t + . . . + Λ j 0 t j 0 . From Definition 15 and (8) we have that Λ(t) satisfies the system of analytic equations {c s i = 0} up to order ℓ in t. Applying now Wavrik's theorem and Artin's Approximation Theorem (see [1] ), we obtain an analytic curve Λ(t) ⊂ J t 0 p which satisfies the system {c s i = 0} -that is, Λ(t) ∈ A for all t -and coincides with Λ ′ (t) up to order j 0 in t.
Define H(·, t) = Φ(·, Λ(t)). By Definition 15, H(t) ∈ F for all t and H(0) = H. Let X ′′ = π j 0 ( H(t)) ∈ hol j 0 (H). We claim that X ′′ = X ′ . Indeed, by using the commutativity of the diagram below, we have that
On the other hand, as observed in Remark 21, the restriction of j t 0 p • r V • τ j 0 to hol j 0 (H) is injective by Remark 18. It follows that X ′ = X ′′ as claimed. Thus we have
. This shows that X ′ ∈ k≥j 0 hol k j 0 (H), and since X ′ is an arbitrary element of hol
Since the other inclusion is trivial, it follows that hol
We turn now to the second statement in the theorem. Suppose that there exists j 0 ∈ N such that aut j 0 (H) = hol ℓ(j 0 ) j 0 (H), and let X ′ ∈ hol ℓ(j 0 ) j 0 (H) with X ′ ∈ aut j 0 (H). Let H(t) be the curve of maps obtained by applying the argument above to X ′ . Since X ′ ∈ aut j 0 (H) and π j 0 H(t) = X ′ , we deduce that the curve of maps H(t) does not come from the action of G (cf. Definition 12). Thus, H is not locally rigid, contradicting the assumptions.
The statement about the sufficiency of the condition for local rigidity in Theorem 25 (b) can be actually slightly refined:
Theorem 27. Let M ⊂ C N and M ′ ⊂ C N ′ be real-analytic submanifolds for which F ⊂ H(M, M ′ ) satisfies the GJPP. Let H 0 ∈ F and suppose that G is a Lie group with finitely many connected components. Let U H 0 and ℓ(j) be given in Theorem 26, and let H ∈ U H 0 . If there exists j 0 ∈ N such that for all j ≥ j 0 it holds that aut j (H) = hol
Remark 28. In particular if there exists j 0 ∈ N such that hol j (H) = aut j (H) for all j ≥ j 0 then the sufficient condition of Theorem 27 is satisfied.
The following fact we need in the proof of Theorem 27.
Lemma 29. Let A B ⊂ R n be real analytic sets, and let p ∈ A be such that p ∈ B \ A. Then there exists a real analytic curve γ :
Proof. By Hironaka's resolution of singularities [25] , there exists a regular, real analytic manifold B and an analytic surjection π : B → B. In particular we have that A = π −1 (A)
B is an analytic subset of B. Let q ∈ A such that π(q) = p; choosing a chart B ⊃ U → V ⊂ R m for B around q, since A is a proper analytic subset of U we can consider it as a proper analytic subset of V ⊂ R m . Let γ : [−1, 1] → V be the parametrization of a straight segment such that γ(0) = q and γ ⊂ A (such a straight segment must exist since A V ). Then γ = π • γ satisfies the conditions of the Lemma.
Proof of Theorem 27. We show that if H is not locally rigid then for all j 0 ∈ N there exists j ≥ j 0 such that hol j (H) = aut j (H). In the following we will refer to the notation of Definition 15. What we are assuming amounts to the fact that there exists a neighborhood Definition 22) . Therefore by Lemma 29 there exists an analytic curve γ : [−1, 1] → V such that γ(0) = Λ and the image of γ is contained in A but is not contained in G ′ p · Λ. Consider the map Γ :
Because of the analyticity of Φ, the map Γ is also analytic and we can write Γ(Z, t) = ℓ≥0 Γ ℓ (Z)t ℓ . Note that, since π ℓ(j) (Γ(Z, t)) ∈ hol ℓ(j) (H), it holds that
Now, we have that dim(aut(H)) = ℓ 0 , because the dimension of the G-stabilizer is constant along orbits and thus the rank of β H is equal to the rank of βH . Hence the rank of αΛ is equal to ℓ 0 , which shows that dim(G ′ p · Λ 0 ) = ℓ 0 .
We recall some notions from real-analytic geometry. Given a semi-analytic set S ⊂ R m , the regular set S reg of S is given by the collection of all p ∈ S for which there exists a neighborhood U ⊂ R m of p, such that S ∩U is a real-analytic submanifold of U of dimension k(p) ∈ N. The dimension d = dim S of S is the maximum of all k(p) for p ∈ S reg . We denote by S d reg the set of all points q ∈ S reg such that k(q) = d and define S sing = S \ S d reg as the singular set of S. By [36, section 17] and [9, section 7] S sing is a semi-analytic subset of S of dimension strictly less than d. Consequently we deduce the following observation:
Proof of Theorem 30. Let H ∈ F and denote Λ 0 = j t 0 p (r V (H)). Since Φ is a G-equivariant homeomorphism by Lemma 24, H is locally rigid if and only if there exists aΛ ∈ G ′ p · Λ 0 and a neighborhood V ofΛ in
is a submanifold of dimension ℓ 0 . We claim A is an analytic subset of dimension ℓ 0 . Indeed, by Lemma 31 we have that dim A ≤ ℓ 0 , and since C ⊆ A it follows that ℓ 0 = dim C ≤ dim A ≤ ℓ 0 . Thus by Remark 33 C ∩ A ℓ 0 reg = ∅. LetΛ ∈ C ∩ A ℓ 0 reg . SinceΛ belongs to A ℓ 0 reg there is a neighborhood W such that W ∩ A is a submanifold of dimension ℓ 0 . On the other hand by shrinking W we can assume that W ∩ C is a submanifold of dimension ℓ 0 . Moreover since 
, which is what we needed to prove.
Remark 34. In particular the proof of Theorem 30 shows that for any map H satisfying hol(H) = aut(H) its orbit is a (locally closed) embedded submanifold of F.
A class of maps satisfying the GJPP
We now turn to the definition of an important class of maps which satisfies Definition 15.
Definition 35. Let M ′ be a generic real-analytic submanifold. Given a holomorphic map 
We define the open set F k (p) ⊂ H(M, M ′ ) as the set of maps H for which there exists such a sequence of multiindices ι = (ι 1 , . . . , ι N ′ ) satisfying k = max 1≤m≤N ′ |ι m | and N ′ -tuple of integers ℓ = (ℓ 1 , . . . , ℓ N ′ ) as above such that s ι,ℓ H (p) = 0. We define J k 0 as the set of all pairs (ι, ℓ), where ι = (ι 1 , . . . , ι N ′ ) is a sequence of multiindices with k 0 = max 1≤m≤N ′ |ι m | and ℓ = (ℓ 1 , . . . , ℓ N ′ ) is as above. We will say that H with
} is a finite number, and that H is k 0 -nondegenerate if k 0 = max{k 0 (p) : p ∈ M } is a finite number. We write
Theorem 36. Let M ⊂ C N , M ′ ⊂ C N ′ be generic real-analytic submanifolds with M compact and minimal. Fix k 0 ∈ N and let t be the minimum integer, such that the Segre map S t p of order t associated to M is generically of full rank for all p ∈ M . Then F k 0 satisfies Definition 15 with t 0 = 2tk 0 .
In the next results, we will fix j ∈ J k 0 and take p = 0, so that all the functions and neighborhoods involved will implicitly depend on these choices.
The following proposition is a version of the implicit function theorem in our setting.
Suppose there is (x 0 , y 0 ) ∈ R n × R m such that F (x 0 , y 0 ) = 0 and F y (x 0 , y 0 ) is invertible. Let U be a sufficiently small neighborhood of x 0 in R n and g : U → R m be a function such that F (x, g(x)) = 0 for all x ∈ U . Denote by (x(t), y(t)) ∈ R n × R m a curve with (x(0), y(0)) = (x 0 , y 0 ) which satisfies F (x(t), y(t)) = O(t r ). Then y(t) − g(x(t)) = O(t r ).
Proof. We write h(t) := g(x(t)), denote z(t) := y(t) − g(x(t)) and f (t) := F (x(t), y(t)) − F (x(t), h(t)). Note that f (t) = F (x(t), y(t)) = O(t r ). Taking the first derivative at t = 0 we get 0 = f ′ (0) = F y (x 0 , y 0 )z ′ (0), hence z ′ (0) = 0. Inductively for k < r we obtain
where the dots . . . represent a suitable polynomial in the derivatives of F and x of order ≤ k and derivatives of y of order strictly less than k, minus the same polynomial with h in place of y. Putting t = 0 we obtain that
where all other terms vanish by the induction assumption, thus z (k) (0) = 0.
The following results follow from Proposition 25 and Corollary 26 from [32] using Proposition 37 instead of the implicit function theorem in [32] ; note that the proof of those results does not depend on the assumption that H sends 0 to a fixed point (cf. [18] ).
Lemma 38. For all ℓ ∈ N there exists a holomorphic mapping Ψ ℓ : C N ×C N ×C K(k 0 +ℓ)N ′ → C N ′ such that for every H(t) ∈ P r we have (11) for (Z, ζ) in a neighborhood of 0 in M, where ∂ ℓ denotes the collection of all derivatives up to order ℓ. Furthermore there exist polynomials P ℓ α,β , Q ℓ and integers e ℓ α,β such that
Next, we need as usual to evaluate the reflection identity along the Segre sets. The proof of the following corollary is very standard: it uses Lemma 38 (instead of the version with t = 0) and we refer to [5, 29] .
Corollary 39. For fixed q ∈ N with q even there exists a holomorphic mapping ϕ q :
Furthermore there exist (holomorphic) polynomials R q γ , S q and integers m q γ such that
Proof of Theorem 36. By the choice of t ≤ d + 1, the Segre map S t p is generically of maximal rank at any point p ∈ M . Fix any p ∈ M and choose coordinates such that p ∼ = 0. By Lemma 4.1.3 in [5] , the Segre map S 2t 0 is of maximal rank at 0. Using the constant rank theorem, there exists a neighborhood V of S 2t 0 in (C{x [1;2t] }) N and a map T : V → (C{Z}) 2tn such that A • T (A) = Id for all A ∈ V.
We now define the holomorphic map φ : V × (C{x Thus we have that φ(A, h • A) = h(A(T (A))) = h for all A ∈ V for all h ∈ (C{Z}) N ′ . We define Φ(·, Λ) = φ(S 2t 0 , ϕ 2t (·, Λ)). Now, if we apply φ(S 2t 0 , ·) to both sides of equation (13) with q = 2t we get (16) H(t) = φ(S H(t)))+O(t r+1 ).
Recall now that Corollary 39 is based on a fixed choice of j ∈ J and p ∈ M , p ∼ = 0. In what follows, instead, we write explicitly the dependence of the objects on j and p. By setting q j,p (Λ,Λ) = S 2t,j,p (Λ), where S 2t,j,p is given in (14) , a direct computation using (14) and (15) allows to derive the expansion in (6) . Let U j,p be a neighborhood of {0} × U j,p in C N such that Φ j,p is convergent on U j,p . 
where a, b, c, d ∈ C. We would like to refer to the example given in [19, section 8] in the case of germs at 0 of the corresponding hypersurfaces and maps in normal coordinates, which also lists 8 infinitesimal deformations which do not originate from trivial infinitesimal deformations and were found with a different approach. To find all elements in hol(H) given in (17) we proceed as follows: An infinitesimal deformation X = (X 1 , X 2 , X 3 ) ∈ hol(H) has to satisfy the following equation:
Re(X(z, w) ·H(z,w)) = 0, (z, w) ∈ S 2 .
We use the techniques developed in [14, section II] and [15, section 5.1.4, Theorem 4] for studying mappings of spheres. Consider the homogeneous expansion of X = k≥0 X k , where X k = (X k 1 , X k 2 , X k 3 ) and each X k j is a homogeneous polynomial of order k. Putting this into (18) and introducing (z, w) → e iθ (z, w) for θ ∈ R one obtains for (z, w) ∈ S 2 : k≥0 (X k (z, w) ·H(z,w))e i(k−2)θ + ℓ≥0 (X ℓ (z,w) · H(z, w))e i(2−ℓ)θ = 0. (19) It follows that the coefficients of e imθ for m ∈ Z of the left-hand side of the above equation have to vanish. By the reality of (19) one needs to consider m ≥ 0. For m ≥ 3 one has X m+2 (z, w) ·H(z,w) = 0, (20) for (z, w) ∈ S 2 . Since the expression on the left-hand side of (20) is homogeneous, (20) also holds for (z, w) ∈ C 2 , which implies that X m+2 ≡ 0 for m ≥ 3. Next, consider m ∈ {0, 1, 2} to obtain the following equations for (z, w) ∈ S 2 : X 4−m (z, w) ·H(z,w) +X m (z,w) · H(z, w) = 0.
Homogenizing these equations by multiplying each of its second expression with (|z| 2 + |w| 2 ) 2−m the above equations become: X 4−m (z, w) ·H(z,w) +X m (z,w) · H(z, w)(|z| 2 + |w| 2 ) 2−m = 0, (21) for all (z, w) ∈ C 2 . Solving the system (21) by comparing coefficients of (z,w) and (z, w) one obtains all infinitesimal deformations of H; the nontrivial ones are as in (17) .
With a similar approach one can compute infinitesimal deformations in the following cases: Example 2. Let H : S 2 → S 3 be given by H(z, w) = (z 3 , √ 3zw, w 3 ) which is 3-nondegenerate in S 2 . Then hol(H) = aut(H) and the infinitesimal stabilizer of H is given by S 3 ∈ hol(S 2 ).
Example 3. Let M = {(z, w) ∈ C 2 : |z| 4 + |z| 2 |w| 4 + |w| 2 = 1} and H : M → S 3 be given by H(z, w) = (z 2 , zw 2 , w) which is 3-nondegenerate in M . Then hol(H) = aut(H) and the infinitesimal stabilizer of H agrees with hol(M ) = {S 3 }. 
