Ultrasound images present major challanges to just about any segmentation algorithm, including active contour techniques, due to increased specularity, non-uniform edges along the boundaries of interest, incomplete and misleading visual support. Active contours that depend on a vector of parameters (e.g. B-splines), have been proposed in the literature, and have the advantage over traditional snakes and level-set snakes, that smoothness is built-in, which is a sine qua non requirement in border detection in medical images. We propose in this paper the use of interpolation splines as active contours for border detection in ultrasound images, which we term interpolation snakes. We argue that interpolation snakes are better suited for ultrasound than other snakes, because of the fact that the control points (parameters which control the shape of the snake) are on the curve. This allows for an initial arclength parameterization of the snake. In conjunction with interpolation snakes we define a new energy (measure of fit) which incorporates a term supposed to maintain arclength parameterization of the snake throughout the minimization process. A shape prior can also be introduced naturally, as a distribution on the control points.
INTRODUCTION
Active contours have been used extensively in many computer vision problems, particularly in boundary detection and motion tracking, with relative success, especially in medical imaging. Almost two decades after the introduction of the concept by Kass, Witkin and Terzopoulos (Kass et al., 1988 ), a great variety of different "species" of snakes have been developed. One can distinguish two major categories: variational models, and geometric models.
Chronologically, the variational models occured first (Kass et al., 1988) , and are based on the observation that if we want a curve γ to be aligned along the edges in an image, then γ must accumulate the most amount of gradient. In other words, γ must minimize an image energy defined as:
If smooth minima are sought, then an extra energy term must be added into the equation, to penalize for the formation of discontinuities:
The original Kass, Witkin and Terzopoulos active contour model includes a third energy term -the external energy E ext , which can incorporate e.g. prior knowledge about the location or the shape of the boundaries of interest. One then seeks minima of an energy functional of the form
Minimization of the energy (3) is done through variational principles and so local minima are found. Consequently, initialization near the boundaries of interest is required. This model underwent major improvements (themselves variational models) e.g. in (Cohen, 1991; Amini et al., 1990; Williams and Shah, 1992; Xu and Prince, 1997; McInerney and Terzopoulos, 2000) , only to quote a few.
The geometric models were introduced independently in (Caselles et al., 1993) and (Malladi et al., 1995) based on front propagation theory (Osher and Sethian, 1988; Osher and Sethian, 1990) and were a revolutionary way of viewing active contours. These authors proposed a non-variational approach, namely mean curvature motion along the normal direction. By viewing the active contour as the zero level-set of a surface φ = φ(x, y, t), the motion of the snake along its own normal direction can be cast into a HamiltonJacobi (H-J) evolution equation φ t = H(∇φ). The existence of solutions of H-J equations, their properties, as well as numerical schemes for finding them, are highly non-trivial mathematical subjects. Thanks to the deep results of (Crandall and Lions, 1984; Osher and Shu, 1991; Sethian, 2001) , there are known numerically stable schemes that can be used to solve H-J equations. Efficient algorithms such as the fast marching method (Sethian, 1996) and the narrow band method (Adalsteinsson and Sethian, 1995) have also been found, and make the level-set snakes suitable for real-time applications. A milestone in the theory of active contours was the introduction of geodesic active contours by Caselles, Kimmel and Sapiro (Caselles et al., 1997) , which provide a unifying view of the variational and non-variational models, and are arguably the state-of-the-art in active contours. Specifically, it is shown in this work that the minima of a gradient-based energy derived from (3) can be obtained through motion in the normal direction, and hence, implemented using level sets, these snakes can change topology during evolution.
There are, important domains, such as ultrasound, which provide very irregular visual support for the boundaries of the object of interest, while the true boundaries are known a priori to be smooth. See Figure 1 . Ultrasound is one of the toughest domains in computer vision, and still presents great challanges to just about any segmentation or border detection algorithm, due to the noisy, specular nature of the ultrasound images and incomplete data, with misleading visual support. The edges in such images are usually weak, spurious, and have non-uniform magnitude.
Under these extreme conditions, variational models usually follow the data too closely, and the detected boundaries do not meet the smoothness requirement. Geometric models pose additional problems. Their signature feature -the ability to seamlessly change topology -is detrimental in ultrasound, because the snake can and will detect artifacts, muscles or other visually salient structures which are not in fact part of the object of interest. Another problem with geometric snakes -perhaps the most stringent under the conditions of non-uniform boundaries -is the stopping criterion: the snake may stop prematurely in some regions, while leaking through the boundaries in other places. These problems are illustrated in Figure 1 (b) 1 . The snake stops around the inner structure 1 Using the ITK (Kitware, 2005) implementation of the geodesic active contour model.
(papillary muscle) while it leaks through the valve, and near the apex. More often than not, a single set of parameters, regardless of their values, simply cannot accomodate both strong and very weak boundaries along the same contour.
What can be done, however, if smooth boundaries are required in noisy images, is to search for minima of the energy (3) in a (finite dimensional) subspace of the space of all curves. One way to do this is to choose a finite set of functions (with certain desirable properties), and consider only snakes which are linear combinations of those basis functions:
The search space is now reduced to span < B i >≈ R 2l , and the restriction to this space of any snake energy function is now simply a function of 2l variables. The shape of any γ = γ C is controlled by the vector C = (c 1 , . . . c l ) ∈ R 2l of free parameters. Several varieties of snakes fall in this framework. Staib and Duncan (Staib and Duncan, 1992 ) express a closed curve in the form of a trigonometric series, and then, to reduce the number of degrees of freedom, they truncate the series to the first n harmonics, where n is a finite, user-defined integer. Along the same lines, Jain et al. (Jain et al., 96) use products of the form sin nt · cos mt as basis functions. BSplines (de Boor, 2001 ) were used as active contours (B-Snakes) for border detection and tracking (Bascle and Deriche, 1992; Brigger et al., 2000; Rueckert, 1997) , and for stereo problem (Menet et al., 1990 ). Cootes and Taylor (Cootes et al., 1995) learn the modes of variation of the outline of an object of interest and express the snake as a linear combination of the most significant modes. Regarding the selection of the number of free parameters that define the snake, Figueredo (Figueredo et al., 2000) proposes a very powerful, fully automatic way of determining this number, using a minimum description length (MDL) criterion.
Parametric snakes are best suited for problems where smoothness is a must. In addition to that, they preserve topology, which, in medical images, is often known a priori. Furthermore, prior knowledge about the shape of the snake can be introduced in a more natural way, as prior probability on the coefficients, and can be done so in a way invariant to translations, rotations and scale (Cremers et al., 2003) (although very recently, shape prior has been introduced in level sets too by Leventon et al. in (Leventon et al., 2000) , and Cremers et al. in (Cremers et al., 2004) ). Last, but not least, from a practical standpoint, minimization of an energy like (3) is a much more tractable problem in the case of parametric snakes: such an energy is simply a function of 2l variables, and can be minimized by any of a number of well tested, already existing minimization algorithms. No special provisions must be made to ensure the numerical stability of the evolution problem.
INTERPOLATION SNAKES
We have argued that parametric snakes are likely to work better in difficult environments, such as ultrasound. Of these snakes, we shall single out one particular type, most suitable for imposing spatial hard constraints.
There are situations where certain points or regions along the boundary of interest have particular significance for the problem at hand, and so, they have to be very accurately located. Such is the case, for instance, with the two valve points and the apex of the left ventricle, in echocardiograms (See Figure 1 (a) ). However, when these spots happen to lie along weak edges or incomplete data, or simply in a region that does not differ qualitatively from other regions along the border, they are nearly impossible to detect by a "simple-minded" data fitting snake.
Short of implementing special purpose modules dedicated to the sole detection of these special points, a compromise solution might be to allow an expert user to mark these points as fixed at initialization time. These fixed points are hard constraints for an evolving active contour and we argue that among the various types of smooth snakes, interpolation snakes are the most amenable to imposing hard constraints.
Following (de Boor, 2001) , an interpolation spline is defined in 2D by the following elements:
• a strictly increasing set of real numbers ξ 0 < ξ 1 · · · < ξ l (the break points),
• a set (with the same number of elements) of data vectors: y 0 , . . . y l ∈ R 2 (the control points).
• a positive integer k (the degree of the spline). Given this data, the interpolation spline of degree k, is defined as a curve γ : [ξ 0 , ξ l ] → R 2 , with the following properties:
• componentwise, γ is a degree-k polynomial on each interval [ξ i , ξ i+1 ) • the pieces fit smoothly at the break points: γ is of class C k−1 , i.e. it has k − 1 continuous derivatives.
By fixing the break points and the degree, the free parameters that define the spline are the control points, and these are points on the spline, by definition. This distinguishes the interpolation splines from other types of parametric snakes, where the parameters do not have an intuitive geometric significance, and makes interpolation splines suitable for imposing spatial hard constraints. Indeed, with other types of parametric snakes, it is not obvious what conditions should be imposed on what coefficients, in order e.g. to force the snake to go through a fixed point.
Of particular importance are the cubic interpolation splines (k = 3), due to the following property (de Boor, 2001 ): among all smooth curves (polynomial or otherwise) that pass through the given control points at the respective break points, cubic interpolation splines have the smallest total second derivative, i.e. they are minima of
to the constraints γ(ξ i ) = y i for all i. Note that one minimizes the total second derivative (as opposed to other derivatives), because of its geometric significance: under the canonical parametrization, the second derivative represents the curvature of γ, and so, it measures the amount of bending at each point on the curve. The snake energy is a function of the control points: E = E(y 0 , . . . y l ), and we fit an interpolation snake to an image, by varying the control points. Obviously, if any of these points must remain fixed during the minimization, we simply consider the energy as a function of the remaining control points (but the spline is still computed through the entire set of controls).
Computation of a cubic interpolation spline is based on the following lemma. See e.g. "Recipes in C" (Press et al., 1993) :
where
If we take a, b to be consecutive breakpoints, say, a = ξ i and b = ξ i+1 , then, since γ(ξ i ) = y i and γ(ξ i+1 ) = y i+1 are control points (hence given), we can compute γ(t) for all t ∈ [ξ i , ξ i+1 ], provided we know the second derivatives γ at the break points.
The second major point is, therefore, the computation of γ (ξ j ) := γ j , for j = 0, . . . l − 1. This can be done by taking the derivative in (5) and requiring that the first derivatives of γ be continuous at the break points. In the case of a closed spline, this condition makes sense at all l break points, if we identify naturally y l = y 0 , y −1 = y l−1 and ξ l = ξ l−1 + |γ l−1 γ 0 |. We get then a linear l × l system in the unknowns γ j (one system in each dimension of γ) whose matrix has the form
Proof: The proof is straightforward once we guess the right form of L and U :
In the case of an open spline, the continuity of the first derivative only makes sense at the l − 2 interior break points, and we set γ (ξ 0 ) = γ (ξ l−1 ) = 0 for two extra conditions. The resulting system is in this case genuinely tridiagonal. Thus, in either case, the second derivatives can be computed in O(l) time. If the curve is sampled at n points, then computation of the interpolation spline has complexity O(l + n) = O(n), as l < n.
THE ENERGY FUNCTIONAL
Obviously, since smoothness is built into γ C , we can drop the internal energy term E int from the energy (3). Our only concerns now are (a) to make the snake converge to boundaries, (b) keep the points equidistant during the evolution and, eventually, (c) impose a prior on the overall shape of the snake, e.g. in the form of a density function on the control vector C, or using kernel methods as in (Cremers et al., 2003) . Under these requirements, we model the snake evolution by the following energy:
Here, < , > denotes the dot product, C = (y 0 , . . . y l−1 ) ∈ R 2l is again the vector of control points of the spline, L = length(γ), and w(s) is a user-defined weight function along γ. The image energy E img measures the fit to data. In the simplest case, w ≡ 1, in which case, if we fix an orientation along γ, the spline will align itself along edges with dark to its right, and light to its left. The reason for this is that < ∇I ⊥ , γ |γ | > is minimum, when ∇I ⊥ is coliniar with γ and points in the opposite direction. This means that the gradient itself points from right to left as we walk along γ in the direction of the chosen orientation.
An illustrative example of the general case is shown in Figure 3 . The green curves represent the initial (a) and final (b) interpolation snake. A blue circle represents a control point with w = 0 and will be kept fixed during the minimization. The variable points are marked in red, either with a plus sign (w = +1) or with a minus sign (w = −1). The energy (6) is a function of the red control points only. The weights at any other point on the spline (green points) are computed by interpolation of the known weights. In this example, the orientation of the spline is from top to bottom. Although initialized on an edge, the snake moves away from it, picking the edges with the polarity dictated by the weights: as we walk downward along the final snake (b), the w < 0 points are attracted by a dark → light edge, whereas points with w > 0 are attracted by a light → dark edge. This edge polarity selection by the snake is due to the fact that unlike the image energy E img in (3) which only depends on the magnitude of the gradient, the E img in (6) depends on the magnitude of the gradient and on the angle between the gradient ∇I and the (unit) tangent to γ. We have found that this latter image energy performs better than the original magnitude-only image energy. A final detail about E img is the computation of the image gradient ∇I. Instead of the usual gaussian smoothing, or the more sophisticated anisotropic smoothing methods, we compute the directional derivatives at each pixel as I x = average(I) right − average(I) lef t and I y = average(I) bottom − average(I) top , where each average intensity is calculated on a small rectangle in constant time (only 4 lookup operations, regardless of the size of the rectangle), using a pre-computed integral map of the image I (Viola and Jones, 2004) . Obviously, if a different amount of smoothing is deemed necessary, the integral map need not be computed again.
The arclength energy E arc is designed to keep the points of the snake equidistant throughout the minimization process, by penalizing non-arclength parameterizations. Since under the canonical parameter s, the speed along the curve is 1 (i.e. |γ (s)| = 1), then the amount |γ (τ )| − 1 is indicative to which extent τ fails to be the canonical parameter. The necessity of the arclength term is due to the following argument. Without exception, a curve γ is discretized by sampling it at equally spaced grid points t i = i·∆t. However, the points γ i = γ(t i ) need not be equidistant, so this procedure does not correspond to the arclength parameterization. Of course, if a non-uniform distribution of the points along the snake is allowed, then the image energy will indicate a misleading measure of fit, if e.g. a densely populated segment along the snake happens to fall into an energy pit. It is therefore crucial to start out with, and maintain equally spaced points on the snake.
Somewhat surprisingly, the problem of preserving arclength parametrization along the snake during the evolution, although noticeable both theoretically and practically, has been silently overseen. Different active contours implementations deal with this problem in an ad-hoc manner, e.g. by removing points from regions along the snake where the points have come too close together, and inserting points in regions where the snake has become too sparse. The first authors to address this problem were, to our knowledge, Williams and Shah (Williams and Shah, 1992) , who replace the first order term in the internal energy E int (2), by a term which penalizes for deviations from the mean distanced = |γ i+1 − γ i |/n along the contour, namely (|γ i+1 − γ i | −d|).
In the discrete setting, we take an equidistant subdivision of the interval [0, L], namely τ i = i · L/n, and let γ i = γ C (τ i ). We approximate the derivative at τ i as γ (τ i ) ≈ (γ i+1 − γ i )/∆τ , and approximate the arclength energy E arc by a Riemann sum:
If L is chosen to approximate the length of the (initial) contour, and if this length remains roughly the same during the evolution, then
so ∆τ is the mean of all distances between consecutive points along the snake. We arrive this way at the elastic energy proposed by Williams and Shah.
The initial snake is also constructed so that the sampling at uniform time intervals corresponds to (an approximate) arclength parameterization. We achieve this by a judicious choice of the break points ξ i . If y i are the user-defined control points, then we choose ξ 0 = 0, and ξ i − ξ i−1 = |y i y i−1 | for i > 0, so that the length along the curve between two consecutive control points y i−1 and y i is approximated 2 by ∆ξ = ξ i − ξ i−1 . By choosing the breaks this way, the usual (uniform) parameter t along the real axis, becomes -approximately -the arclength parameter along the resulting spline γ = γ(t). Note that this choice of the breakpoints, which seamlessly produces a curve parametrized approximately by arclength, is not possible with other parametric snakes; it is only possible with interpolation snakes, because of the particular significance of the snake parameters, as points on the snake. . Red: control points. Black: break points. The spline on the left has equidistant breaks, and is not parametrized by arclength (the density is higher near points of high curvature). The spline on the right is built on the same control points as the one on the left. Choosing the breaks ξi by ξi = ξi−1 + |yi−1yi| produces an arclength parameterized spline.
The shape energy E shape represents the shape prior knowledge and can be imposed e.g. as a distribution on the vector of coefficients. Any of a number of techniques for distribution estimation can be used, such as e.g. Principal Component Analysis (PCA) on a number of training contours, Parzen windows, or more general kernel methods (Cremers et al., 2003; Cremers et al., 2004) . In this paper we use the simplest method: we simply assume a Gaussian distribution on the control points, estimated using the full covariance matrix and the mean of manually annotated training contours. Since the number of control points is small (e.g. 15 control points), we need not reduce the dimension through PCA. We assume known correspondences on the control points of the training samples. During the minimization, we factor out the scale, translation and the rotation of the active contour, by registering it to the mean of the training samples.
We minimize the energy (6) using Powell's conjugate directions gradient descent algorithm (Press et al., 1993) .
RESULTS
A systematic comparison of various active contour algorithms on a significant database of (medical) images is beyond the scope of this paper, and will be the subject of another study. For now we shall confine ourselves to three examples. We only compare our interpolation snakes against the geodesic snakes (Caselles et al., 1997) .
Example 1. For this example refer to Figure 3 . A synthetic binary image is used as ground truth (Figure 3 (a) ). We we simulate a noisy boundary by randomly swapping pixels. Figures 3 (b) and (c) show the initial and the final interpolation snake. As before, the red points are variable, and the blue circles are fixed points. A single interpolation spline, cannot make sharp turns, by construction. However, since we allow for open interpolation snakes, nothing prevents us from defining a chain of independent snakes (2 in this example), such that each snake starts precisely where the previous one ended. Obviously, at the joints (blue circles) the aggregate snake has no smoothness (other than continuity), being able this way to simulate sharp corners. Figure 3 shows in red the geodesic active contour. Since it is impossible to keep fixed points during the evolution of the geodesic snake, the lower wedge is missed. Example 2. This example shows the performance of an interpolation snake vs. a geodesic active contour in a cardiac ultrasound image. Refer to Example 3. Certainly, our interpolation snake is not fail proof. It was designed to detect smooth edges, but, like any other snake, without any further constraints it does not have control upon which edges to detect (other than the polarity of the edges, as explained in the example in Section 3). For this last example refer to Figure 5 . Here we incorporate prior knowledge about the shape of the target object (ellipse). For training we generate 30 interpolation splines z i , 12 control points each, from a gaussian distribution, whose mean z approximates an ellipse. We assume known correspondences between the control points of any two training samples. If W is the working snake, then we take E shape (W ) = − log N (z, 25)(w) where N (·, ·) is the normal distribution and w is obtained from W by registering the latter to the mean z by a scaling transformation, using the control points of W and z. As expected, using the shape prior, the snake no longer detects arbitrary edges (as in Figure 5 (b) ), but only the ellipse ( Figure 5 (d) ). 
CONCLUSION
We have introduced in this paper a new type of active contour -the interpolation snake -designed to detect smooth boundaries in very noisy images, with nonuniform gradient along edges, such as ultrasound. This type of snake is in the same category as BSnakes. The lack of the compact support property
