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A generalized Bethe tree is a rooted unweighted tree in which ver-
tices at the same level have the samedegree. LetG be any connected
graph. Let G{B} be the graph obtained from G by attaching a gener-
alized Bethe tree B, by its root, to each vertex of G. We characterize
completely the eigenvalues of the signless Laplacian, Laplacian and
adjacencymatricesof thegraphG{B} including resultson theeigen-
valuemultiplicities. Finally, for the Laplacian and signless Laplacian
matrices, we recall a procedure to compute a tight upper bound
on the algebraic connectivity of G{B} as well as on the smallest
eigenvalue of the signless Laplacian matrix of G{B} whenever G is
a non-bipartite graph.
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1. Preliminaries
Let G =(V , E) be a simple graph on n vertices. The Laplacianmatrix of G is the n × nmatrix L(G) =
D(G) − A(G) where A(G) is the adjacency matrix and D(G) is the diagonal matrix of vertex degrees.
It is well known that L(G) is a positive semi-deﬁnite matrix and that (0, e) is an eigenpair of L(G)
where e is the all ones vector. Fiedler [5] proved that G is a connected graph if and only if the second
smallest eigenvalue of L(G) is positive. This eigenvalue is called the algebraic connectivity of G. There

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are many papers concerning the Laplacian matrix and still is studied extensively. The matrix S(G) =
D(G) + A(G), called the signless Laplacian matrix of G, has recently attracted the attention of some
researchers. Two recent papers on this matrix are [2,1].
A bipartite graph is a graph whose vertices can be divided into two disjoint sets U and V such that
every edge of the graph connects a vertex in U to one in V .
We recall some basic results on the signless Laplacian matrix.
Lemma 1 [2]. The signless Laplacian is a positive semi-deﬁnite matrix.
Lemma 2 [2, Proposition 2.1]. The smallest signless Laplacian eigenvalue of a connected graph is equal to
0 if and only if the graph is bipartite. In this case 0 is a simple eigenvalue.
Lemma 3 [2, Proposition 2.3]. If G is a bipartite graph then S(G) and L(G) have the same characteristic
polynomial.
Lemma 4 [3, Proposition 1.6.1]. A graph is bipartite if and only if it contains no odd cycle.
Therefore, in searching for the eigenvalues of S(G), we assume that G is a non-bipartite graph.
A tree is a connected acyclic graph. In a tree, any vertex can be chosen as the root vertex. The level
of a vertex on a tree is one more than its distance from the root vertex.
A generalized Bethe tree is a rooted tree in which vertices at the same level have the same degree.
Throughout this paper B denotes a generalized Bethe tree of k levels (k > 1). Let dk−j+1 and nk−j+1
be the degree of the vertices and the number of them, respectively, at the level j (1 j k). Thus, dk
is the degree of the root, d1 = 1 is the degree of the pendant vertices, nk = 1 and n1 is the number of
pendant vertices. We have
nk−1 = dk and nk−j = (dk−j+1 − 1) nk−j+1 (1)
for 2 j k − 1.
Moreover,we assume throughout this paper thatG is any connected graphof r vertices v1, v2, . . . , vr
with degrees d(v1), d(v2), . . . , d(vr). Let G{B} be the graph obtained from G and r copies of B by
identifying the root of the ith copy of B with the vertex vi.
Example 1.
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Here G is a graph of 4 vertices with degrees d(v1) = 3, d(v2) = 2, d(v3) = 3 and d(v4) = 2; and, B is
a generalized Bethe tree of 4 levels in which, from the pendants vertices to the root, the vertex degrees
are 1, 2, 3 and 3. The degrees of v1, v2, v3 and v4 as vertices of G{B} are 6, 5, 6 and 5, respectively.
We may consider G{B} as a graph of k levels. We agree that v1, v2, . . . , vr , as vertices of G{B}, are
at the level 1 and that the pendant vertices are at the level k. The vertices v1, v2, . . . , vr , as vertices of
G{B}, have degrees
dk + d (v1) , dk + d (v2) , . . . , dk + d (vr) ,
respectively, and the vertices at the level j (2 j k) have degree dk−j+1. The number of vertices of
G{B} at the level j (1 j k − 1) is rnj and the total number of vertices is
n = r (n1 + n2 + . . . + nk−1 + 1) .
In [7], we characterize completely the eigenvalues of the Laplacian and adjacency matrices of the
graph G{B}when G is the cycle Cr of r vertices. Moreover, we give results on the eigenvaluemultiplici-
ties, on the spectral radii and on the algebraic connectivity. In [4], these results are extended to the case
inwhich G is a transitive graph, that is, to a graph such that for every pair u and v of vertices graph there
exists an element of its automorphism group that maps u to v. It is known that any transitive graph
is a regular graph. The graph G in Example 1 is non-regular and therefore non-transitive. Moreover,
applying Lemma 4, this graph is non-bipartite. In this paper, we characterize completely the spectra of
the signless Laplacian, Laplacian and adjacency matrices of the graph G{B} when G is any connected
graph. In addition, we obtain results concerning the eigenvalue multiplicities and the spectral radii.
Finally, for the Laplacian and signless Laplacian matrices, we recall a procedure to compute a tight
upper bound on the algebraic connectivity of G{B} as well as on the smallest eigenvalue of the signless
Laplacian matrix of G{B} which, by Lemma 2, is positive for any connected non-bipartite graph G.
We introduce the following additional notation:
0 is the all zeros matrix of the appropriate order,
Im is the identity matrix of orderm,
mj = njnj+1 for j = 1, 2, . . . ., k − 1,
em is the all ones column vector of dimensionm, and±bi,j for all i /= j means +bi,j for all i /= j or −bi,j for all i /= j.
Let
Ω = {j : 1 j k − 1, nj > nj+1} .
For instance, for the graph in Example 1, Ω = {2, 3}.
Let
A (G) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 ε1,2 ε1,3 · · · ε1,r
ε1,2 0 ε2,3 · · · ε2,r
ε1,3 ε2,3
. . .
. . .
...
...
...
. . . 0 εr−1,r
ε1,r ε2,r · · · εr−1,r 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
be the adjacency matrix of G, that is, εi,j = 1 if vi and vj are adjacent vertices and εi,j = 0 otherwise.
Labelling the vertices of G{B} from the pendants vertices to the vertices v1, v2, . . . , vr and, in each
level, in a counterclockwise sense, the signless Laplacian, Laplacian and adjacency matrices of G{B}
become
S (G {B}) (2)
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=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Irn1 C1
CT1 d2Irn2 C2
CT2 d3Irn3
. . .
. . .
. . .
. . .
. . . dk−1Irnk−1 Ck−1
CTk−1 dkIr + S (G)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
L (G {B})) (3)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Irn1 −C1−CT1 d2Irn2 −C2
−CT2 d3Irn3
. . .
. . .
. . .
. . .
. . . dk−1Irnk−1 −Ck−1−CTk−1 dkIr + L (G)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
A (G {B}) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 C1
CT1 0 C2
CT2 0
. . .
. . .
. . .
. . .
. . . 0 Ck−1
CTk−1 A (G)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4)
where Cj (1 j k − 1) is the block diagonal matrix
Cj =
⎡
⎢⎢⎢⎢⎣
emj
emj
. . .
emj
⎤
⎥⎥⎥⎥⎦
with rnj+1 diagonal blocks.
Lemma 5. Let
X =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1Irn1 ±C1±CT1 α2Irn2 ±C2
±CT2 α3Irn3
. . .
. . .
. . .
. . .
. . . αk−1Irnk−1 ±Ck−1±CTk−1 Xr
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where
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Xr =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
γ1 ±ε1,2 ±ε1,3 · · · ±ε1,r±ε1,2 γ2 ±ε2,3 · · · ±ε2,r
±ε1,3 ε2,3 . . . · · ·
...
...
...
... γr−1 ±εr−1,r±ε1,r ±ε2,r · · · ±εr−1,r γr
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Let
β1 = α1,
βj = αj − nj−1
nj
1
βj−1
, j = 2, 3, . . . , k − 1
and
δi = γi − nk−1 1
βk−1
, i = 1, 2, . . . , r.
If βj /= 0 for j = 1, 2, . . . , k − 1 then
det X =
⎛
⎝k−1∏
j=1
β
rnj
j
⎞
⎠ det Yr , (5)
where
Yr =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
δ1 ±ε1,2 ±ε1,3 · · · ±ε1,r±ε1,2 δ2 ±ε2,3 · · · ±ε2,r
±ε1,3 ε2,3 . . . · · ·
...
...
...
... δr−1 ±εr−1,r±ε1,r ±ε2,r · · · ±εr−1,r δr
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (6)
Proof. Suppose βj /= 0 for all j = 1, 2, . . . ., k − 1. After some steps of the Gaussian elimination pro-
cedure, without row interchanges, we reduce X to the matrix⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
β1Irn1 ±C1
β2Irn2 ±C2
±CT2 α3Irn3
. . .
. . .
. . .
. . .
. . . αk−1Irnk−1 ±Ck−1±CTk−1 Xr
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We continue the Gaussian elimination procedure to ﬁnally obtain the block upper triangular matrix⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
β1Irn1 ±C1
β2Irn2 ±C2
β3Irn3
. . .
. . .
. . .
. . .
. . . βk−1Irnk−1 ±Ck−1
Yr
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where Yr is as in (6). Thus (5) is proved. 
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2. The signless Laplacian and Laplacian eigenvalues of G{B}
Deﬁnition 1. Let
t0 (λ) = 1, t1 (λ) = λ − 1
and, for j = 2, 3, . . . , k − 1, let
tj (λ) = (λ − dj) tj−1 (λ) − nj−1
nj
tj−2 (λ) . (7)
Moreover, for i = 1, 3, . . . , r, let
ui (λ) = (λ − dk − d (vi)) tk−1 (λ) − nk−1tk−2 (λ) . (8)
For brevity, we write sometimes f instead of f (λ).
Theorem 1. (a)
det (λI − S (G {B})) = s (λ) ∏
j∈Ω
t
r(nj−nj+1)
j (λ) , (9)
where
s (λ)
= det
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
u1 (λ) −ε1,2tk−1 (λ) · · · · · · −ε1,r tk−1 (λ)−ε1,2tk−1 (λ) u2 (λ) · · · · · · −ε2,r tk−1 (λ)
...
...
. . . · · · · · ·
...
... · · · . . . −εr−1,r tk−1 (λ)−ε1,r tk−1 (λ) −ε2,r tk−1 (λ) · · · −εr−1,r tk−1 (λ) ur (λ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
(b)
det(λI − L (G {B})) = t (λ) ∏
j∈Ω
t
r(nj−nj+1)
j (λ) ,
where
t (λ)
= det
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
u1 (λ) ε1,2tk−1 (λ) · · · · · · ε1,r tk−1 (λ)
ε1,2tk−1 (λ) u2 (λ) · · · · · · ε2,r tk−1 (λ)
...
...
. . . · · · · · ·
...
... · · · . . . εr−1,r tk−1 (λ)
ε1,r tk−1 (λ) ε2,r tk−1 (λ) · · · εr−1,r tk−1 (λ) ur (λ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
(c) The spectra of S(G{B}) and L(G{B}) are
σ (S (G {B})) = (∪j∈Ω {λ : tj (λ) = 0}) ∪ {λ : s (λ) = 0}
and
σ (L (G {B})) = (∪j∈Ω {λ : tj (λ) = 0}) ∪ {λ : t (λ) = 0} .
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Proof. (a) The signless Laplacian matrix of G{B} is given by (2). We apply Lemma 5 to X = λI −
S(G{B}). For this matrix
α1 = λ − 1,
αj = λ − dj (2 j k − 1) ,
γi = λ − dk − d (vi) (1 i r) .
Let βj , δi be as in Lemma 5. Suppose that λ ∈ R is such that tj(λ) /= 0 for all j = 1, 2, . . . , k − 1. We
have
β1 = α1 = λ − 1 = t1
t0
/= 0,
β2 = (λ − d2) − n1
n2
1
β1
= (λ − d2) − n1
n2
t0
t1
= (λ − d2) t1 −
n1
n2
t0
t1
= t2
t1
/= 0,
...
βk−1 = (λ − dk−1) − nk−2
nk−1
1
βk−2
= (λ − dk−1) − nk−2
nk−1
tk−3
tk−2
= (λ − dk−1) tk−2 −
nk−2
nk−1 tk−3
tk−2
= tk−1
tk−2
/= 0.
Moreover, for i = 1, . . . , r,
δi = λ − dk − d (vi) − nk−1 1
βk−1
= λ − dk − d (vi) − nk−1 tk−2
tk−1
= (λ − dk − d (vi)) tk−1 − nk−1tk−2
tk−1
= ui
tk−1
.
From (5)
det (λI − S (G {B})) =
⎛
⎝k−1∏
j=1
β
rnj
j
⎞
⎠ det Cr
=
(
t
rn1
1
t
rn1
0
t
rn2
2
t
rn2
1
t
rn3
3
t
rn3
2
· · · t
rnk−2
k−2
t
rnk−2
k−3
t
rnk−1
k−1
t
rnk−1
k−2
)
det Cr
=
(
t
r(n1−n2)
1 t
r(n2−n3)
2 · · · tr(nk−2−nk−1)k−2 trnk−1k−1
)
det Cr ,
where
det Cr = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u1
tk−1 −ε1,2 −ε1,3 · · · −ε1,r−ε1,2 u2tk−1 −ε2,3 · · · −ε2,r
−ε1,3 −ε2,3 . . . · · ·
...
...
...
...
ur−1
tk−1 −εr−1,r−ε1,r −ε2,r · · · −εr−1,r urtk−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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= 1
trk−1
det
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
u1 −ε1,2tk−1 · · · · · · −ε1,r tk−1−ε1,2tk−1 u2 · · · · · · −ε2,r tk−1
...
...
. . . · · · ...
...
...
...
. . . εr−1,r tk−1−ε1,r tk−1 −ε2,r tk−1 · · · −εr−1,r tk−1 ur
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Hence
det (λI − S (G {B})) =
(
t
r(n1−n2)
1 t
r(n2−n3)
2 · · · tr(nk−2−nk−1)k−2 tr(nk−1−nk)k−1
)
s
= s (λ) ∏
j∈Ω
t
r(nj−nj+1)
j (λ) .
Thus (9) is proved for allλ ∈ R such that tj(λ) /= 0, for all j = 1, 2, . . . ., k − 1. Suppose there isλ0 ∈ R
such that tl(λ0) = 0 for some l, 1 l k − 1. The zeros of any nonzero polynomial are isolated. Then
there exists a neighborhood N(λ0) of λ0 such that tj(λ) /= 0 for all λ ∈ N(λ0) − {λ0} and for all
j = 1, 2, . . . ., k − 1. Hence
det (λI − S (G {B})) = s (λ) ∏
j∈Ω
t
r(nj−nj+1)
j (λ)
for all λ ∈ N(λ0) − {λ0}. By continuity, taking the limit as λ tends to λ0, we obtain
det (λ0I − S (G {B})) = s (λ0)
∏
j∈Ω
t
r(nj−nj+1)
j (λ0) .
Therefore (9) holds for all λ ∈ R.
(b) The Laplacianmatrix ofG{B} is given by (3).We apply Lemma5 to thematrixX = λI − L(G{B}).
The rest of the proof is totally similar to the proof of part (a).
(c) It is an immediate consequence of (a) and (b). 
Deﬁnition 2. For i = 1, 2, . . . , r, let
Ui =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk + d (vi)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
of order k. Moreover, for j = 1, 2, 3, . . . , k − 1, let
Tj =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dj − 1√
dj − 1 dj
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
of order j.
Observe that Tj is the j × j leading principal submatrix of any Ui.
Lemma 6. For j = 1, 2, . . . , k − 1, we have
det
(
λI − Tj) = tj (λ) . (10)
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Moreover, for i = 1, 2, . . . , r,
det (λI − Ui) = ui (λ) . (11)
Proof. It is well known [9, p. 229] that the characteristic polynomials, Qj , of the j × j leading principal
submatrix of the s × s symmetric tridiagonal matrix⎡
⎢⎢⎢⎢⎢⎢⎢⎣
c1 b1
b1 c2 b2
. . .
. . .
. . .
. . . cs−1 bs−1
bs−1 cs
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
satisfy the three-term recursion formula
Qj (λ) = (λ − cj)Qj−1 (λ) − b2j−1Qj−2 (λ) (12)
with
Q0 (λ) = 1 and Q1 (λ) = λ − c1.
Let 1 j k − 1. We recall that tj(λ) is deﬁned by (7). For the matrix Tj , we have
c1 = 1, c2 = d2, . . . , cj = dj
b1 =
√
d2 − 1, b2 =
√
d3 − 1, . . . , bj−1 =
√
dj − 1.
From(1),b1 = √d2 − 1 = n1n2 , b2 =
√
d3 − 1 = n2n3 , . . . , bj−1 =
√
dj − 1 =
√
nj−1
nj
.Replacing in (12),
we get the polynomial tj(λ). Thus (10) is proved. Let 1 i r. The polynomial ui(λ) is deﬁned by (8).
For the matrix Ui, we have
c1 = 1, cj = dj (2 j k − 1) , ck = dk + d (vi) ,
bj =
√
dj+1 − 1 =
√
nj
nj+1
(1 j k − 2) , bk−1 =
√
dk = √nk−1.
Replacing in (12), we obtain (11). 
Theorem 2. (a)
σ (S (G {B})) = (∪j∈Ωσ (Tj)) ∪ (∪ri=1σ (Si)) ,
where
Si =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk + λi (S (G))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
λ1 (S (G)) λ2 (S (G)) · · · λr−1 (S (G)) λr (S (G)) > 0
are the signless Laplacian eigenvalues of the connected non-bipartite graph G.
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(b)
σ (L (G {B})) = (∪j∈Ωσ (Tj)) ∪ (∪ri=1σ (Li)) ,
where
Li =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk + λi (L (G))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
λ1 (L (G)) λ2 (L (G)) · · · λr−1 (L (G)) > λr (L (G)) = 0
are the Laplacian eigenvalues of the connected graph G.
Proof. We recall that
nk−1 = dk
and
tk−2 (λ) = det (λI − Tk−2) .
(a) From Theorem 1 and Lemma 6, we have
σ (S (G {B})) = (∪j∈Ωσ (Tj)) ∪ {λ : s (λ) = 0} .
It remains to prove {λ : s(λ) = 0} = ∪ri=1σ(Si). We have s(λ) = detM(λ) where
M (λ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
u1 (λ) −ε1,2tk−1 (λ) · · · · · · −ε1,r tk−1 (λ)−ε1,2tk−1 (λ) u2 (λ) · · · · · · −ε2,r tk−1 (λ)
...
...
. . . · · · · · ·
...
... · · · . . . −εr−1,r tk−1 (λ)−ε1,r tk−1 (λ) −ε2,r tk−1 (λ) · · · −εr−1,r tk−1 (λ) ur (λ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Moreover, from (8),
ui (λ) = (λ − dk − d (vi)) tk−1 (λ) − nk−1tk−2 (λ)
= (λ − dk − d (vi)) tk−1 (λ) − dktk−2 (λ)
for i = 1, 2, . . . , r. Then
M (λ) = tk−1 (λ) ((λ − dk) Ir − D (G) − A (G)) − dktk−2 (λ) Ir
= tk−1 (λ) ((λ − dk) Ir − S (G)) − dktk−2 (λ) Ir .
We can see that the eigenvalues ofM(λ) are
μi (λ) = tk−1 (λ) (λ − dk − λi (S (G))) − dktk−2 (λ)
for i = 1, 2, . . . , r. We use the recursion formula (12) to obtain
μi (λ) = det (λIr − Si) , i = 1, 2, . . . , r.
Hence
s (λ) = detM (λ) =
r∏
i=1
det (λIr − Si) .
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This proves that {λ : s(λ) = 0} = ∪ri=1σ(Si).
(b) Here it remains to prove that {λ : t(λ) = 0} = ∪ri=1σ(Li). We have t(λ) = det N(λ) where
N (λ) = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
u1 (λ) ε1,2tk−1 (λ) · · · · · · ε1,r tk−1 (λ)
ε1,2tk−1 (λ) u2 (λ) · · · · · · ε2,r tk−1 (λ)
...
...
. . . · · · · · ·
...
... · · · . . . εr−1,r tk−1 (λ)
ε1,r tk−1 (λ) ε2,r tk−1 (λ) · · · εr−1,r tk−1 (λ) ur (λ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
As before, we use
ui (λ) = (λ − dk − d (vi)) tk−1 (λ) − dktk−2 (λ)
for i = 1, 2, . . . , r, to get
N (λ) = tk−1 (λ) ((λ − dk) Ir − D (G) + A (G)) − dktk−2 (λ) Ir
= tk−1 (λ) ((λ − dk) Ir − L (G)) − dktk−2 (λ) Ir .
Then the eigenvalues of N(λ) are
υi (λ) = tk−1 (λ) (λ − dk−λi (L (G))) − dktk−2 (λ) .
From the recursion formula (12),
υi (λ) = det (λIr − Li) , i = 1, 2, . . . , r.
Hence {λ : t(λ) = 0} = ∪ri=1σ(Li). The proof is complete. 
Corollary 1. (a) For j ∈ Ω , the multiplicity of each eigenvalue of Sj, as eigenvalue of S(G{B}), is at least
r(nj − nj+1).
(b) det Si = λi(S(G)).
(c) The spectral radius of L(S{B}) is the largest eigenvalue of S1.
(d) If G is a connected non-bipartite graph then the smallest eigenvalue of S(G{B}) is positive and it is
the smallest eigenvalue of Sr .
Proof. (a) Since tj = det Tj for j = 1, 2, . . . , k − 1, the result is an immediate from (9). (b) It follows
easily applying the Gaussian elimination procedure. (c) The eigenvalues of S(G{B}) are those of the
matrices Tj for j ∈ Ω together with the eigenvalues of the matrices Si. The eigenvalues of each Tj
interlace the eigenvalues of any Si. Then the spectral radius of S(G{B}) is the largest of the spectral
radii of the matrices Si. We use the fact that the spectral radius of an irreducible nonnegative matrix
increases when any of its entries increases [10], to conclude part (c). (d) Since G is a connected graph,
G{B} is a connected graph. Assume that G is a non-bipartite graph. From Lemma 4, it follows that G{B}
is a non-bipartite graph. Thus, from Lemmas 1 and 2, the smallest signless Laplacian eigenvalue is
positive. We have
Si = Sr +
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · · · · 0
0
. . .
...
...
. . .
. . .
. . .
...
...
. . . 0 0
0 · · · · · · 0 λi (S (G)) − λr (S (G))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We use the fact that the eigenvalues of a Hermitian matrix do not decrease if a positive semi-deﬁnite
matrix is added to it, to get that the smallest signless Laplacian eigenvalue is the smallest eigenvalue
of Sr . 
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Corollary 2. (a) For j ∈ Ω , the multiplicity of each eigenvalue of Tj, as eigenvalue of L(G{B}), is at least
r(nj − nj+1).
(b) det Li = λi(L(G)). In particular, Lr is a singular matrix.
(c) The spectral radius of L(G{B}) is the largest eigenvalue of L1.
(d) The algebraic connectivity of L(G{B}) is the smallest eigenvalue of Lr−1.
Proof. The proofs of (a), (b) and (c) as in Corollary 1. The eigenvalues of L(G{B}) are those of the
matrices Tj for j ∈ Ω together with the eigenvalues of the matrices Li. The eigenvalues of each Tj
interlace the eigenvalues of any Li. Then the algebraic connectivity of G(B) is theminimum eigenvalue
in ∪r−1i=1σ(Li). For i = 1, 2, . . . , r − 1,
Li = Lr−1 +
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · · · · 0
0
. . .
...
...
. . .
. . .
. . .
...
...
. . . 0 0
0 · · · · · · 0 λi (L (G)) − λr−1 (L (G))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We use again the fact that the eigenvalues of a Hermitian matrix do not decrease if a positive semi-
deﬁnite matrix is added to it [6], to conclude part (d). 
Example 2. For the graph in Example 1, we have
r = 4, d (v1) = 3, d (v2) = 2, d (v3) = 3, d (v4) = 2,
n1 = 6, n2 = 6, n3 = 3, n4 = 1,
d1 = 1, d2 = 2, d3 = 4, d4 = 3,
Ω = {2, 3} .
The eigenvalues of the signless Laplacian and Laplacian matrices of G, to four decimal places, are
S (G) : 5.2361 2 2 0.7639
L (G) : 4 4 2 0 .
From Theorem 2, part (a), the eigenvalues of S(G{B}) are the eigenvalues of
T2 =
[
1 1
1 2
]
, T3 =
⎡
⎢⎣
1 1
1 2
√
3√
3 4
⎤
⎥⎦ ,
S1 =
⎡
⎢⎢⎢⎣
1 1
1 2
√
3√
3 4
√
3√
3 8.2361
⎤
⎥⎥⎥⎦ , S2 =
⎡
⎢⎢⎢⎣
1 1
1 2
√
3√
3 4
√
3√
3 5
⎤
⎥⎥⎥⎦ = S3,
S4 =
⎡
⎢⎢⎢⎣
1 1
1 2
√
3√
3 4
√
3√
3 3.7639
⎤
⎥⎥⎥⎦ .
From Theorem 2, part (b), the eigenvalues of L(G{B}) are the eigenvalues of T2, T3 and
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L1 =
⎡
⎢⎢⎢⎣
1 1
1 2
√
3√
3 4
√
3√
3 7
⎤
⎥⎥⎥⎦ = L2,
L3 =
⎡
⎢⎢⎢⎣
1 1
1 2
√
3√
3 4
√
3√
3 5
⎤
⎥⎥⎥⎦ , L4 =
⎡
⎢⎢⎢⎣
1 1
1 2
√
3√
3 4
√
3√
3 3
⎤
⎥⎥⎥⎦ .
Next, we consider some particular graphs for which the eigenvalues of L(G) and S(G) are known.
In the following examples, these eigenvalues are not ordered as before.
Example 3. Let G = Cr . We have
λi (L (Cr)) = 2 − 2 cos 2π i
r
and
λi (S (Cr)) = 2 + 2 cos 2π i
r
for i = 1, 2, . . . , r. Then the eigenvalues of L(Cr{B}) and S(Cr{B}) are the eigenvalues of Tj for j ∈ Ω ,
the eigenvalues of Li (1 i r),
Li =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk + 2 − 2 cos 2π ir
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and the eigenvalues of Si (1 i r),
Si =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk + 2 + 2 cos 2π ir
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
respectively.
Example 4. Let G = Pr the path on r vertices. Since Pr is a bipartite graph, L(Pr) and S(Pr) have the
same eigenvalues. They are
λi (L (Pr)) = 2 + 2 cos π i
r
for i = 1, 2, . . . , r. Hence L(Pr{B}) and S(Pr{B}) have the same eigenvalues. These eigenvalues are
those of Tj for j ∈ Ω together with eigenvalues of Li (1 i r),
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Li =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk + 2 + 2 cos π ir
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
3. The eigenvalues of the adjacency matrix of G{B}
Deﬁnition 3. Let
p0 (λ) = 1, p1 (λ) = λ
and, for j = 2, 3, . . . ., k, let
pj (λ) = λpj−1 (λ) − nj−1
nj
pj−2 (λ) .
Theorem 3. We have
(a)
det (λI − A (G {B})) = p (λ) ∏
j∈Ω
p
r(nj−nj+1)
j (λ) , (13)
where
p (λ)
=det
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
pk (λ) −ε1,2pk−1 (λ) · · · · · · −ε1,rpk−1 (λ)−ε1,2pk−1 (λ) pk (λ) · · · · · · −ε2,rpk−1 (λ)
...
...
. . . · · · · · ·
...
... · · · . . . −εr−1,rpk−1 (λ)−ε1,rpk−1 (λ) −ε2,rpk−1 (λ) · · · −εr−1,rpk−1 (λ) pk (λ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
(b) The set of eigenvalues of A(G{B}) is
σ (A (G {B})) = (∪j∈Ω {λ : pj (λ) = 0}) ∪ {λ : p (λ) = 0} .
Proof. (a) The adjacency matrix of G{B} is given by (4). We apply Lemma 5 to X = λI − A(G{B}). For
this matrix
α1 = λ,
αj = λ (2 j k − 1) ,
γi = λ (1 i r) .
Let βj , δi be as in Lemma 5. As in proof of Theorem 1, if pj(λ) /= 0 for j = 1, 2, . . . , k − 1, we obtain
β1 = λ = p1 (λ)
βj =
λpj−1 (λ) − nj−1nj pj−2 (λ)
pj−1 (λ)
= pj (λ)
pj−1 (λ)
, j = 1, 2, . . . , k − 1.
Moreover, for i = 1, . . . , r,
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δi = λ − nk−1 1
βk−1
= λ − nk−1 pk−2
pk−1
= λpk−1 − nk−1pk−2
pk−1
= pk
pk−1
.
From (5)
det (λI − A (G (B))) =
⎛
⎝k−1∏
j=1
β
rnj
j
⎞
⎠ det Cr
=
(
p
rn1
1
p
rn1
0
p
rn2
2
p
rn2
1
p
rn3
3
p
rn3
2
· · · p
rnk−2
k−2
p
rnk−2
k−3
p
rnk−1
k−1
p
rnk−1
k−2
)
det Cr
=
(
p
r(n1−n2)
1 p
r(n2−n3)
2 · · · pr(nk−2−nk−1)k−2 prnk−1k−1
)
det Cr ,
where
det Cr = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
pk
pk−1 −ε1,2 −ε1,3 · · · −ε1,r−ε1,2 pkpk−1 −ε2,3 · · · −ε2,r
−ε1,3 −ε2,3 . . . · · ·
...
...
...
... pk
pk−1 −εr−1,r−ε1,r −ε2,r · · · −εr−1,r pkpk−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 1
prk−1
det
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
pk −ε1,2pk−1 · · · · · · −ε1,rpk−1−ε1,2pk−1 pk · · · · · · −ε2,rpk−1
...
...
. . . · · · ...
...
...
...
. . . −εr−1,r tk−1−ε1,rpk−1 −ε2,rpk−1 · · · −εr−1,rpk−1 pk
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Hence
det (λI − L (G (B))) =
(
p
r(n1−n2)
1 p
r(n2−n3)
2 · · · pr(nk−2−nk−1)k−2 pr(nk−1−nk)k−1
)
p
= p (λ) ∏
j∈Ω
p
r(nj−nj+1)
j (λ) .
Finally, as in the proof of Theorem 1, by continuity it follows that (13) holds for all λ ∈ R.
(b) It is an immediate consequence of part (a). 
Deﬁnition 4. For j = 1, 2, 3, . . . , k − 1, let
Pj =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0
√
d2 − 1√
d2 − 1 0 . . .
. . .
. . .
√
dj − 1√
dj − 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
of order j.
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Lemma 7. For j = 1, 2, . . . , k − 1, we have
det
(
λI − Pj) = pj (λ) .
Proof. Similar to the proof of Lemma 6. 
Theorem 4.
σ (A (G {B})) = (∪j∈Ωσ (Pj)) ∪ (∪ri=1σ (Ai)) ,
where
Ai =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
√
d2 − 1√
d2 − 1 0 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 0 √dk√
dk λi (A (G))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
λ1 (A (G)) λ2 (A (G)) · · · λr−1 (A (G)) λr (A (G))
are the eigenvalues of A(G).
Proof. From Theorem 3 and Lemma 7, we have
σ (A (G {B})) = (∪j∈Ωσ (Pj)) ∪ {λ : p (λ) = 0} .
It remains to prove {λ : p(λ) = 0} = ∪ri=1σ(Ai). By deﬁnition, p(λ) = detM(λ) where
M (λ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
pk (λ) −ε1,2pk−1 (λ) · · · · · · −ε1,rpk−1 (λ)−ε1,2pk−1 (λ) pk (λ) · · · · · · −ε2,rpk−1 (λ)
...
...
. . . · · · · · ·
...
... · · · . . . −εr−1,r tk−1 (λ)−ε1,rpk−1 (λ) −ε2,rpk−1 (λ) · · · −εr−1,rpk−1 (λ) pk (λ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Moreover
pk (λ) = λpk−1 (λ) − nk−1pk−2 (λ)
= λpk−1 (λ) − dkpk−2 (λ) .
Then
M (λ) = pk−1 (λ) (λIr − A (G)) − dkpk−2 (λ) Ir .
Hence, the eigenvalues ofM(λ) are
μi (λ) = pk−1 (λ) (λ − λi (A (G))) − dkpk−2 (λ) , i = 1, 2, . . . , r.
By the recursion formula (12), we obtain
μi (λ) = det (λIr − Ai) , i = 1, 2, . . . , r.
Hence
p (λ) = detM (λ) =
r∏
i=1
det (λIr − Ai) .
This proves that {λ : p(λ) = 0} = ∪ri=1σ(Ai). The proof is complete. 
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Corollary 3. (a) For j ∈ Ω , the multiplicity of each eigenvalue of Pj , as an eigenvalue of A(G{B}), is at least
r(nj − nj+1).
(b) The spectral radius of A(G{B}) is the largest eigenvalue of A1.
Proof. Similar to the proof of Corollary 2. 
Example 5. For the graph in Example 1, we have
r = 4, d (v1) = 3, d (v2) = 2, d (v3) = 3, d (v4) = 2,
n1 = 6, n2 = 6, n3 = 3, n4 = 1,
d1 = 1, d2 = 2, d3 = 4, d4 = 3,
Ω = {2, 3} .
The eigenvalues of the adjacency matrix of G, to four decimal places, are
A (G) : 2.5616 0 −1 −1.5616
From Theorem 4 the eigenvalues of A(G{B}) are the eigenvalues of
P2 =
[
0 1
1 0
]
, P3 =
⎡
⎢⎣
0 1
1 0
√
3√
3 0
⎤
⎥⎦ ,
A1 =
⎡
⎢⎢⎢⎣
0 1
1 0
√
3√
3 0
√
3√
3 2.5616
⎤
⎥⎥⎥⎦ , A2 =
⎡
⎢⎢⎢⎣
0 1
1 0
√
3√
3 0
√
3√
3 0
⎤
⎥⎥⎥⎦ ,
A3 =
⎡
⎢⎢⎢⎣
0 1
1 0
√
3√
3 0
√
3√
3 −1
⎤
⎥⎥⎥⎦ , A4 =
⎡
⎢⎢⎢⎣
0 1
1 0
√
3√
3 0
√
3√
3 −1.5616
⎤
⎥⎥⎥⎦ .
In the following examples, the eigenvalues are not ordered as above.
Example 6. Let G = Cr . We have
λi (A (Cr)) = 2 cos 2π i
r
, i = 1, 2, . . . , r.
Then the eigenvalues of A(Cr{B}) are the eigenvalues of Pj for j ∈ Ω and the eigenvalues of
Ai =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
√
d2 − 1√
d2 − 1 0 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 0 √dk√
dk 2 cos
2π i
r
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
for i = 1, 2, . . . , r.
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Example 7. Let G = Pr the path on r vertices. The eigenvalues of A(Pr) are
λi (A (Pr)) = 2 cos π i
r + 1 , i = 1, 2, . . . , r.
Hence the eigenvalues of A(Pr{B}) are those of Tj for j ∈ Ω together with the eigenvalues of
Ai =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
√
d2 − 1√
d2 − 1 0 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 0 √dk√
dk 2 cos
π i
r+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
for i = 1, 2, . . . , r.
4. Computing tight upper bounds
In this Section, for the signless Laplacian and Laplacian matrices, we recall a procedure to compute
tight upper bounds on the smallest eigenvalue of the signless Laplacian matrix of G(B) and on the
algebraic connectivity of G(B).
Let
A (a,r,α) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
a2 − 1√
a2 − 1 a2 √a3 − 1
√
a3 − 1 a3 . . .
. . .
. . .
√
am − 1√
am − 1 am + α
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(14)
of orderm, with aj > 1 for j = 2, 3, . . . ,m and α > −1.
In [8], we have derived the following procedure to compute a tight upper bound on the smallest
eigenvalue of A(a,m,α).
Algorithm 1. 1. For j = 1, 2, 3, . . . .,m − 2, compute
τm−j = am−jτm−j+1 − (am−j+1 − 1) τm−j+2
with τm+1 = 1, τm = am + α.
2. Compute
t1 = 1
1 + α
⎛
⎝1 + m∑
j=2
τj
⎞
⎠ .
3. For j = 3, 4, . . . ,m − 1, compute
σj = ajσj−1 − (aj − 1) σj−2
with σ1 = 1, σ2 = a2, and
σm = (am + α) σm−1 − (am − 1) σm−2.
4. Compute
t2 = 1
σm
m−1∑
j=1
σjτj+2.
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5. Compute the upper bound
1
t1 − t2 .
From Corollary 1, the smallest eigenvalue of S(G(B)) is the smallest eigenvalue of
Sr =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk + λr (S (G))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We know that this smallest eigenvalue is positive when G is connected and non-bipartite.
From Corollary 2, the algebraic connectivity of G(B) is the smallest eigenvalue of
Lr−1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk + λr−1 (L (G))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where λr−1(L(G)) is the algebraic connectivity of L(G).
The matrices Sr and Lr−1 are of the form given in (14). In fact, we have
m = k, aj = dj (1 j k − 1) , ak = dk + 1,
α = −1 + λr (S (G)) > −1 for the matrix Sr , and
α = −1 + λr−1 (L (G)) > −1 for the matrix Lr−1.
Therefore, we can apply Algorithm 1 to compute an upper bound on the smallest eigenvalues of Sr
and Lr−1.
Example 8. For the graph in Example 1, we have
S4 =
⎡
⎢⎢⎢⎣
1 1
1 2
√
3√
3 4
√
3√
3 3.7639
⎤
⎥⎥⎥⎦
and
L3 =
⎡
⎢⎢⎢⎣
1 1
1 2
√
3√
3 4
√
3√
3 5
⎤
⎥⎥⎥⎦ .
The following tablegives, to fourdecimal, the smallest eigenvalueof S4 and L3 and thecorresponding
upper bounds obtained by Algorithm 1:
Smallest eigenvalue Upper bound
S4 : 0.0266 0.0271
L3 : 0.0501 0.0518
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