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The purpose of this paper is to discuss the estimation of eigenvalues
and the smallest singular value of matrices. Firstly, we prove that
all the eigenvalues of arbitrarily complex matrix are located in one
closed disk around trM
n
of radius
√√√√ n − 1
n
(
‖M‖2F −
|trM|2
n
− max
1 k n−1
(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F )2
)
.
Secondly, we present a lower bound for the smallest singular value
of matrices. Finally, we give some numerical examples which will
show the effectiveness of our results.
Crown copyright © 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let Mn(C) be the set of all complex matrices of order n. Let A = (aij) ∈ Mn(C) and A∗ = (aji) ∈
Mn(C). Denote by λ(A) the class of all eigenvalues of A. Let λi = ai + bi√−1(i = 1, . . . , n) be an
eigenvalue of A, where ai and bi are real part and imaginary part of λi, respectively. Denote
‖A‖F = (trAA∗) 12 , Ri(A) =
n∑
j=1
j /=i
|aij|, Ci(A) =
n∑
j=1
j /=i
|aji|, [A, B] = AB − BA.

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The estimation and location of eigenvalues are always hot topics of matrix analysis. It plays an
important role in many ﬁelds of applied science. In 1909, the following well-known estimation of∑n
i=1 |λi|2 was presented by Schur [1,2]
n∑
i=1
|λi|2  ‖A‖2F . (1)
For non-normalmatrices, there is an improvement for the upper bound of
∑n
i=1 |λi|2, it was shown
by Kress et al. [3] as follows:
n∑
i=1
|λi|2 
{
‖A‖4F −
1
2
‖[A, A∗]‖2F
} 1
2
. (2)
LetM ∈ Mn(C) be an n × n complex matrix partitioned as
M =
(
Ak×k Bk×(n−k)
C(n−k)×k D(n−k)×(n−k)
)
,
where Ak×k is a k × k principal submatrix of M, 1 k n − 1. In 1982, the following estimation of∑n
i=1 |λi|2 was obtained
n∑
i=1
|λi|2  ‖M‖2F − max
1 k n−1
(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F )2 . (3)
This is also an elegant result on eigenvalues due to Tu [4].
In the paper of Gu [5], it is proved that all the eigenvalues of any complex matrix A are located in
the following disk:⎧⎨
⎩z ∈ C :
∣∣∣∣z − trA
n
∣∣∣∣
√√√√n − 1
n
(
‖A‖2F −
|trA|2
n
)⎫⎬
⎭ . (4)
By (2) in a certain way, the another result was obtained, and it was shown by Liang [6] that
λ(A) ⊂
⎧⎪⎨
⎪⎩z ∈ C :
∣∣∣∣z − trA
n
∣∣∣∣
√
n − 1
2n − 1 ·
√√√√n − 1
n
q +
√
q2 − 2n − 1
n2
A
⎫⎪⎬
⎪⎭ , (5)
where q =
(
‖A‖2F − |trA|
2
n
)
, A = 1
2
‖[A, A∗]‖2F .
2. Estimation of the eigenvalues of matrices
In this section, a sharper estimation of the eigenvalues is presented. In order to obtain our result,
we need the following lemma.
Lemma 2.1. Let M ∈ Mn(C) be an n × n complex matrix partitioned as
M =
(
Ak×k Bk×(n−k)
C(n−k)×k D(n−k)×(n−k)
)
,
where Ak×k is a k × k principal submatrix of M, 1 k n − 1. Then
|trM|2  rankM ·
{
‖M‖2F − max
1 k n−1
(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F )2
}
.
Proof. It is easy to know that if an n × n complexmatrixM has s non-zero eigenvalues, then rankM  s.
Now we assume, without loss of generality, that λ1, . . . , λs are non-zero. Then
L. Zou, Y. Jiang / Linear Algebra and its Applications 433 (2010) 1203–1211 1205
|trM|2 =
∣∣∣∣∣∣
s∑
i=1
λi
∣∣∣∣∣∣
2
 s
s∑
i=1
|λi|2  rankM
s∑
i=1
|λi|2. (6)
By (3) and (6), we obtain the Lemma 2.1. 
We now focus on the location of the eigenvalues of complex matrices.
Theorem 2.1. Let M ∈ Mn(C) be an n × n complex matrix partitioned as
M =
(
Ak×k Bk×(n−k)
C(n−k)×k D(n−k)×(n−k)
)
,
where Ak×k is a k × k principal submatrix of M, 1 k n − 1.Then all the eigenvalues of M are located in
the following disk:⎧⎨
⎩z ∈ C :
∣∣∣∣z − trM
n
∣∣∣∣
√√√√n − 1
n
(
‖M‖2F −
|trM|2
n
− max
1 k n−1
(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F )2
)⎫⎬
⎭.
Proof. Let λ be an eigenvalue ofM, and suppose H = λI − M. Then
rankH = rank(λI − M) n − 1.
By Lemma 2.1, we have
|trH|2  rankH ·
{
‖H‖2F − max
1 k n−1
(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F )2
}
,
that is
|tr(λI − M)|2 (n − 1) ·
{
‖λI − M‖2F − max
1 k n−1
(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F )2
}
. (7)
Since
|tr(λI − M)|2 = tr(λI − M) · tr(λI − M)
= n2|λ|2 − λntrM − λ¯ntrM + |trM|2,
‖λI − M‖2F = tr((λI − M) · (λI − M)∗)
= n|λ|2 − λtrM∗ − λ¯trM + trMM∗
= n|λ|2 − λtrM∗ − λ¯trM + ‖M‖2F .
Then let
ω = n|λ|2 − λtrM − λ¯trM.
Therefore, we have
|tr(λI − M)|2 = nω + |trM|2, (8)
‖λI − M‖2F = ω + ‖M‖2F . (9)
Taking the four fundamental operations of arithmetic of (8) and (9) permits us to eliminate the
unknown ω and obtain
‖λI − M‖2F =
1
n
(|tr(λI − M)|2 − |trM|2) + ‖M‖2F .
Let
x =
∣∣∣∣λ − trM
n
∣∣∣∣
2
.
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Thus
‖λI − M‖2F = nx +
(
‖M‖2F −
|trM|2
n
)
. (10)
It follows from (7) and (10) that
n2x(n − 1)
{
nx + ‖M‖2F −
|trM|2
n
− max
1 k n−1
(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F )2
}
.
Then, we have
x
(n − 1)
n
{
‖M‖2F −
|trM|2
n
− max
1 k n−1
(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F )2
}
,
i.e.,
∣∣∣∣λ − trM
n
∣∣∣∣
√√√√n − 1
n
{
‖M‖2F −
|trM|2
n
− max
1 k n−1(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F)
2
}
.
Thus, all the eigenvalues of A are located in one closed disk around trM
n
of radius√√√√n − 1
n
(
‖M‖2F −
|trM|2
n
− max
1 k n−1(‖Bk×(n−k)‖F−‖C(n−k)×k‖F )
2
)
. 
Example 2.1 ([7]). Let
M =
⎛
⎝ 2 3 210 3 4
3 6 1
⎞
⎠ .
The eigenvalues of M are λ1 = 11.0000, λ2 = −2.0000, and λ3 = −3.0000. It is easy to verify
that
max
1 k n−1(‖Bk×(n−k)‖F − ‖C(n−k)×k‖F)
2 =
(√
109 − √13
)2
.
By Theorem 2.1, we obtain that all the eigenvalues ofM are located in the following disk:
{z ∈ C : |z − 2| 9.2839},
i.e.,
ρ(A) 11.2839.
By the famous Gerschgorin’s disk theorem, we can obtain that all the eigenvalues ofM are located
in the union of three disks
{z ∈ C : |z − 2| 5.0000} ∪ {z ∈ C : |z − 3| 14.0000} ∪ {z ∈ C : |z − 1| 9.0000}.
If one uses the estimates of (4), (5), and bound (13) of [9], one can get the following estimations.
By (4), λ(M) ⊂ {z ∈ C : |z − 2| 10.8321}.
By (5), λ(M) ⊂ {z ∈ C : |z − 2| 10.5562}.
By (13) of [9], ρ(A) 11.4983.
3. Estimation of the smallest singular value of matrices
In theory and practice, it is also important to estimate the singular values, especially the smallest
singular value [1,2,8,17,18]. For example, if one needs an upper bound for condition number of a linear
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system in spectral norm,weneed toﬁnd a lower bound for the smallest singular value of a non-singular
matrix.
We denote the smallest singular value of A by σn(A). For any strictly diagonally dominant matrix,
the following famous bound was presented by Varah [10]
σn(A)
√(
min
1 i n
(|aii| − Ri(A))
)(
min
1 i n
(|aii| − Ci(A))
)
. (11)
For matrices which satisfy
|aii| > 1
2
Ri(H(A)), 1 i n,
where H(A) = 1
2
(A + A∗), by Gerschgorin’s disk theorem in a certain way, it was shown by Johnson
[11] that
σn(A) min
1 i n
(
|aii| − 1
2
Ri(H(A))
)
. (12)
In Johnson and Szulc’s paper [12], the following further bounds for σn(A) are obtained
σn(A) min
1 i n
1
2
(√
4|aii|2 + [Ri(A) − Ci(A)]2 − [Ri(A) + Ci(A)]
)
, (13)
σn(A) min
1 i,j n
i /=j
1
2
(
Reaii + Reajj −
√(
Reaii − Reajj)2 + Ri(A + A∗)Rj(A + A∗)
)
. (14)
Bounds for the singular values related to [11,12] were considered in Kolotilina’s paper [13], which
presented new upper and lower bounds for the singular values of rectangular matrices explicitly
involving the matrix sparsity pattern.
In 1997, Yu and Gu [14] gave a lower bound for σn(A) of a non-singular matrix as
σn(A)
(
n − 1
‖A‖2F
)(n−1)/2
· | det A|. (15)
For a weakly diagonally dominant matrix, Huang obtains an elegant lower bound for σn(A)in [15].
In this section, a new lower bound for the smallest singular value is presented. The result obtained is
suited to any invertible matrices. We will take some numerical examples to show the effectiveness of
our new result.
Lemma 3.1 ([1,2]). Let A = (aij) ∈ Mn(C). Then
| det A|
n∏
i=1
⎛
⎝ n∑
j=1
|aij|2
⎞
⎠
1
2
and
| det A|
n∏
j=1
⎛
⎝ n∑
i=1
|aij|2
⎞
⎠
1
2
.
That is
| det A|min
⎛
⎜⎝ n∏
j=1
⎛
⎝ n∑
i=1
|aij|2
⎞
⎠
1
2
,
n∏
i=1
⎛
⎝ n∑
j=1
|aij|2
⎞
⎠
1
2
⎞
⎟⎠ .
Let
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A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a11 · · · a1j · · · a1n
...
...
...
ai1 · · · aij · · · ain
...
...
...
an1 · · · anj · · · ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
and suppose
Aij =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 · · · a1,j−1 a1,j+1 · · · a1n
...
...
...
...
ai−1,1 · · · ai−1,j−1 ai−1,j+1 · · · ai−1,n
ai+1,1 · · · ai+1,j−1 ai+1,j+1 · · · ai+1,n
...
...
...
...
an1 · · · an,j−1 an,j+1 · · · ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ Mn−1(C),
bij = (−1)i+j det Aij.
Then, by Lemma 3.1, we have
|bij| = | det Aij|min
⎛
⎜⎜⎜⎝
n∏
l=1
l /=j
⎛
⎜⎝ n∑
k=1
k /=i
|akl|2
⎞
⎟⎠
1
2
,
n∏
k=1
k /=i
⎛
⎜⎜⎝
n∑
l=1
l /=j
|akl|2
⎞
⎟⎟⎠
1
2
⎞
⎟⎟⎟⎠ .
As is well known, if A is non-singular, then
A−1 = 1
det A
adjA,
where
adjA =
⎛
⎜⎜⎜⎝
b11 b21 · · · bn1
b12 b22 · · · bn2
...
...
...
b1n b2n · · · bnn
⎞
⎟⎟⎟⎠ .
Theorem 3.1. Let A = (aij) ∈ Mn(C) be non-singular. Then
σn(A) 1
/√√√√ a2
| det A|2 − (n − 1)/‖A‖
2
F ,
where
a = min
⎛
⎜⎜⎜⎜⎜⎜⎝
√√√√√√√√
n∑
i=1
n∑
j=1
⎛
⎜⎜⎝
n∏
l=1
l /=j
⎛
⎜⎝ n∑
k=1
k /=i
|akl|2
⎞
⎟⎠
1
2
⎞
⎟⎟⎠
2
,
√√√√√√√√√
n∑
i=1
n∑
j=1
⎛
⎜⎜⎜⎝
n∏
k=1
l /=i
⎛
⎜⎜⎝
n∑
l=1
l /=j
|akl|2
⎞
⎟⎟⎠
1
2
⎞
⎟⎟⎟⎠
2
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Proof. From the above we have
A−1 = 1
det A
adjA.
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Then, by Lemma 3.1, we obtain
‖A−1‖F = ‖adjA‖F| det A| =
√√√√√ n∑
i=1
n∑
j=1
|bij|2
/
| det A| a| det A| . (16)
Since
σ−1n (A) = σ1(A−1) =
⎛
⎝‖A−1‖2F − ∑
i 2
σ 2i (A
−1)
⎞
⎠
1
2

(
‖A−1‖2F − (n − 1)/σ 21 (A)
) 1
2
,
then
σn(A)
(
‖A−1‖2F − (n − 1)/σ 21 (A)
)− 1
2 
(
‖A−1‖2F − (n − 1)/‖A‖2F
)− 1
2 . (17)
It follows from (16) and (17) that
σn(A) 1
/√√√√ a2
| det A|2 − (n − 1)/‖A‖
2
F
and the proof is complete. 
Corollary 3.1. Let A = (aij) ∈ Mn(C) be non-singular and M = max
1 i,j n
{|aij|}. Then
σn(A) 1
/√
n2 · (n − 1)n−1 · M2n−2/| det A|2 − (n − 1)/‖A‖2F .
Example 3.1 ([15]). Let
A =
⎛
⎝10 1 22 20 3
20 1 10
⎞
⎠ .
It is not difﬁcult to calculate that the determinant of A is 1214. We calculate that the true value of
the smallest singular value is σ3(A) = 2.4909. By Theorem 3.1, σ3(A) 2.0694. By Theorem 2 of [15],
σ3(A) 0.6227.
Example 3.2 ([15]). Let
A =
⎛
⎝0.75 0.5 0.40.5 1 0.6
0 0.5 1
⎞
⎠ .
Obviously, A is an upper Hessenberg matrix. It is not difﬁcult to calculate that the determinant
of A is 0.3750. We calculate that the true value of the smallest singular value is σ3(A) = 0.2977.
By Theorem 3.1, σ3(A) 0.1547. By Corollary 3.1, σ3(A) 0.0626. By Theorem 2 of [15], σ3(A)
0.056.
Generally, the determinant of a matrix is not easy to obtain. However, for some special matrices,
one can calculate the determinant lightly. Then we have the following results.
Corollary 3.2. Let A =
(
a b
c d
)
be non-singular. Then
σ2(A)
1√
|a|2 + |b|2 + |c|2 + |d|2/|ad − bc|2 − 1/|a|2 + |b|2 + |c|2 + |d|2
.
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Proof. Since A =
(
a b
c d
)
, then we have
a = min
⎛
⎜⎜⎜⎜⎜⎜⎝
√√√√√√√√
2∑
i=1
2∑
j=1
⎛
⎜⎜⎝
2∏
l=1
l /=j
⎛
⎜⎝ 2∑
k=1
k /=i
|akl|2
⎞
⎟⎠
1
2
⎞
⎟⎟⎠
2
,
√√√√√√√√√
2∑
i=1
2∑
j=1
⎛
⎜⎜⎜⎝
2∏
k=1
l /=i
⎛
⎜⎜⎝
2∑
l=1
l /=j
|akl|2
⎞
⎟⎟⎠
1
2
⎞
⎟⎟⎟⎠
2
⎞
⎟⎟⎟⎟⎟⎟⎠
=
√
|a|2 + |b|2 + |c|2 + |d|2.
Thus, we obtain Corollary 3.2 by Theorem 3.1. 
Remark 3.1. The bound in Corollary 3.2 for σ2(A) is sharper than the bound (15).
Example 3.3 ([15]). Let
A =
(
10 2
−2 2
)
.
We calculate that the true value of the smallest singular value is σ2(A) = 2.3246. By Corollary 3.2,
σ2(A) 2.3217. It is not difﬁcult to verify that A is not a diagonally dominant matrix, so (11) cannot be
used. By (12), σ2(A) 2. By (13), σ2(A) 0. By (14), σ2(A) 2. By Theorem 2 of [15], σ2(A) 2.
Example 3.4 ([10]). Let
A =
(
2 −1
0 3
)
.
We calculate that the true value of the smallest singular value is σ2(A) = 1.8424. By Corollary 3.2,
σ2(A) 1.7749. By (11), σ2(A) 1.0000. By Corollary 2 of [16], σ2(A) 1.5000.
Corollary 3.3. Let A = (aij) ∈ Mn(C) be a non-singular triangular matrix. Then
σn(A) 1/
√√√√√√
⎛
⎜⎝a2/
∣∣∣∣∣∣
n∏
i=1
aii
∣∣∣∣∣∣
2
− (n − 1)/‖A‖2F
⎞
⎟⎠,
where
a = min
⎛
⎜⎜⎜⎜⎜⎜⎝
√√√√√√√√
n∑
i=1
n∑
j=1
⎛
⎜⎜⎝
n∏
l=1
l /=j
⎛
⎜⎝ n∑
k=1
k /=i
|akl|2
⎞
⎟⎠
1
2
⎞
⎟⎟⎠
2
,
√√√√√√√√√
n∑
i=1
n∑
j=1
⎛
⎜⎜⎜⎝
n∏
k=1
l /=i
⎛
⎜⎜⎝
n∑
l=1
l /=j
|akl|2
⎞
⎟⎟⎠
1
2
⎞
⎟⎟⎟⎠
2
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Example 3.5 ([15]). Let
A =
⎛
⎝10 0 04 2 0
1 1 6
⎞
⎠ .
It is not difﬁcult to calculate that the determinant of A is 120. We calculate that the true value of
the smallest singular value is σ3(A) = 1.8285. By Corollary 3.3, σ3(A) 1.7087. By Theorem 2 of [15],
σ3(A) 0.26. By (15), σ3(A) 1.5190.
By Schur’s theorem, any matrix A ∈ Mn(C) is unitarily equivalent to a triangular matrix, that is, it
may be written in the form
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A = UTU∗,
where T is an upper triangular matrix and U is a unitary matrix.
It is easy to know that A and Thave the same singular values. So we can obtain the estimation of
the smallest singular value of A by T .
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