Recent work has shown that the algebraic question of determining the eigenvalues, or singular values, of a matrix can be answered by solving certain continuous-time gradient flows on matrix manifolds, To obtain computational methods based on this theory, it is reasonable to develop algorithms that iteratively approximate the continuous-time flows. In this paper the authors propose two algorithms, based on a double Lie-bracket equation recently studied by Brockett, that appear to be suitable for implementation in parallel processing environments. The algorithms presented achieve, respectively, the eigenvalue decomposition of a symmetric matrix and the singular value decomposition of an arbitrary matrix. The algorithms have the same equilibria as the continuoustime flows on wh~ch they are based and inherit the exponential convergence of the continuous-time solutions.
Introduction.
A traditional algebraic approach to determining the eigenvalue and eigenvector structure of an arbitrary matrix is the QR-algorithm.
In the early 1980s it was observed that the QR-algorithm is closely related to a continuoustime differential equation that has become known through study of the Toda lattice. Symes [13] and Deift, Nanda, and Tomei [6] showed that for tridiagonal real symmetric matrices, the QR-algorithm is a discrete-time sampling of the solution to a continuous-time differential equation. This result was generalised to full complex matrices by Chu [3] , and Watkins and Elsner [14] provided further insight in the late 1980s.
Brockett [2] studied dynamic matrix flows generated by the double Lie-bracket equation Similar matrix differential equations in the area of Physics were known and studied prior to the references given above. An example, is the Landau-Lifschitz-Gilbert equation of micromagnetics to traditional linear algebra problems, however, has only recently been studied and discretisations of such flows have not been investigated. The double-bracket equation is not known to be a continuous-time version of any previously existing linear algebra algorithm; however, it exhibits exponential convergence to an equilibrium point on the manifold of self-equivalent symmetric matrices [2] , [5] , [9] . Brockett [2] was able to show that this flow could be used to diagonalise real symmetric matrices, and thus, to find their eigenvalues, sort lists, and even to solve linear programming problems. Part of the flexibility and theoretical appeal of the double-bracket equation follows from its dependence on the arbitrary matrix parameter N, which can be varied to cent rol the transient behaviour of the differential equation.
In independent work by Driessel [7] , Chu and Driessel [5] , Smith [12] and Helmke and Ivfoore [8] , a similar gradient flow approach is developed for the task of computing the singular values of a general nonsymmetric, nonsquare matrix. The differential equation obtained in these approaches is almost identical to the double-bracket equation. In [8] , it is shown that these flows can also be derived as special cases of the double-bracket equation for a nonsymmetric matrix, suitably augmented to be symmetric.
With the theoretical aspects of these differential equations becoming known, and with applications in the area of balanced realizations [10] , [11] aiong with the more traditional matrix eigenvalue problems, there remains the question of efficiently computing their solutions. No explicit solutions to the differential equations have been obtained and a direct numerical estimate of their integral solutions seems unlikely to be an efficient computational algorithm. Iterative algorithms that approximate the cent inuous-t ime flows, however, seem more likely to yield useful numerical methods. Furthermore, discretisations of such isospectral matrix flows are of general theoretical interest in the field of numerical linear algebra. For example, the algorithms proposed in this paper involve adjustable parameters, such as step-size selection schemes and a matrix parameter N, which are not present in traditional algorithms such as the QR-algorithm or the Jacobi method.
In this paper, we propose a new algorithm termed the Lie-bracket algorithm, for computing the eigenvalues of an arbitrary symmetric matrix For suitably small ak, termed time-steps, the algorithm is an approximation of the solution to the continuous time double-bracket equation. Thus, the algorithm represents an approach to developing new recursive algorithms based on approximating suitable continuous-time flows. We show that for suitable choices of time-steps, the Lie-bracket algorithm inherits the same equilibria as the double-bracket flow. Furthermore, exponential convergence of the algorithm is shown. This paper presents only theoretical results on the Lie-bracket algorithm and does not attempt to compare its performance to that of existing methods for calculating the eigenvalues of a matrix.
Continuous-time gradient flows that compute the singular values of arbitrary nonsymmet ric mat rices, such as those covered in [5] , [8] , [9] , [12] , have a similar form to the double-bracket equation on which the Lie-bracket algorithm was based. We use this similarity to generate a new scheme for computing the singular values of a general matrix termed the singular value algorithm. The natural equivalence between the Lie-bracket algorithm and the singular value algorithm is demonstrated and exponential convergence results follow almost directly.
Associated with the main algorithms presented for the computation of the eigenvalues or singular values of matrices are algorithms that compute the full eigenspace decompositions of given matrices. These algorithms are closely related to the Liebracket algorithm and also display exponential convergence.
The paper is divided into eight sections including the Introduction and an Appendix. In~2 of this paper, we consider the Lie-bracket algorithm and prove a proposition that ensures the algorithm converges to a fixed point. Section 3 deals with choosing step-size selection schemes and proposes two valid deterministic functions for defining the time-steps. Considering the particular step-size selection schemes presented in 53 we return to the question of stability in 54 and show that the Liebracket algorithm has a unique exponentially attractive fixed point, though several of the technical proofs are deferred to the Appendix. This completes the discussion for the symmetric case and $5 considers the nonsymmetric case and the singular value decomposition. Section 6 presents associated algorithms that compute the eigenspace decompositions of given initial conditions.
A number of computational issues are briefly mentioned in $7, while 58 provides a conclusion.
2. The Lie-bracket algorithm.
In this section, we begin by introducing the least squares potential that underpins the recent gradient flow results and then we describe the double Lie-bracket equation first derived by Brockett [2] . The Lie-bracket recursion is introduced and conditions are given that guarantee convergence of the algorithm.
Let N and H be real symmetric matrices and consider the potential function
where the norm used is the Frobenius norm 11X112:= tr(XTX) =~z~j, with Zij the elements of X. Note that @(H) measures the least squares difference between the elements of H and the elements of N. Let kf(Ho) be the set of orthogonally similar matrices, generated by some symmetric initial condition Ho = H; c I?n xn. Then
where O(n) denotes the group of all n x n real orthogonal matrices. 
which we call the double-bracket jlow [2] , [5] . Thus, the double-bracket flow is a gradient flow that acts to decrease or minimise the least squares potential @ on the manifold M (Ho). Note that from (1), this is equivalent to increasing or maximizing tr(NH). We refer to the matrix Ho as the initial condition and the matrix N as the target matrix.
The Lie-bTacket algorithm proposed in this paper is for arbitrary symmetric n x n matrices Ho and N and some suitably small scalars a~termed time-steps. To motivate the Lie-bracket algorithm, consider the curve lf~+l(t) = e-ti~k'~lk?~et[~"~l. Thus, Hk+l(o) = Hk and Hk+l = ffk+l(~k), the (k+ l)th iteration of (4 Itis easily seen from above that stationary points of (3) are fixed points of (4). In general, (4) may have more fixed points than just the stationary points of (3), however, Proposition 2.1 shows that this is not the case for a suitable choice of timestep~k. We use the term equilibrium point to mean a fixed point of the algorithm that is also a stationary point of (3).
To implement (4) it is necessary to specify the time-steps ok. We do this by considering functions ct~: AI(HO) -R+ and setting ok := crjv(Hk). We refer to the function ffN as the step-size selection scheme. We require that the step-size selection scheme satisfies the following condition. (3), and indeed are known to be the only stationary points of (3) [9, pg. 50]. Thus, the fixed points of (4) are equilibrium points in the sense that they are all stationary points of (3). To prove part (c) we need the following lemma. These equilibrium points are characterised by the matrices XTAZ7 where~is an n x n permutation matrix, a rearrangement of the rows of the identity matrix, and A is given by (5) .
Proo\ Note that part (b) of Proposition 2.1 characterises equilibrium points of (4) (4) is isospectral, it follows that equilibrium points are diagonal matrices that have the same eigenvalues as Ho. Such matrices are distinct and can be written in the form nTA~for~an n x n permutation matrix. A simple counting argument yields the number of matrices that satisfy this condition to be n!/~~=1 (ni !). II Consider for a fixed initial condition Ho, the sequence Hk generated by the Liebracket algorithm. Observe that condition (7) Cl Remark 2.4. In Condition 2.2 it was required that N have distinct diagonal entries. If this condition is not satisfied, the equilibrium condition [H, N] = O may no longer force H to be diagonal, and thus, though the algorithm will converge, it is unlikely to converge to a diagonal matrix.
3.
Step-size selection.
The Lie-bracket algorithm (4) requires a suitable stepsize selection scheme before it can be implemented. To generate such a scheme, we use the potential (1) as a measure of the convergence of (4) at each iteration. Thus, we aim to choose each time-step to maximise the absolute change in potential I A @l of (6), such that A@ < 0. Optimal time-steps can be determined at each step of the iteration by completing a line search to maximise the absolute change in potential as the time-step is increased. Such an approach, however, involves high computational overheads and we aim rather to obtain a step-size selection scheme in the form of a scalar equation depending on known values.
Using the Taylor expansion, we express~@(Hk, T) for a general time-step r, as a linear term plus a higher order error term. By estimating the error term we obtain a mathematically simple function A@u (Hk, T), which is an upper bound to A@(H~,~) for all T. Then, choosing a suitable time-step~k based on minimising A@u, we guarantee that the aCtUal change in pOtentia~,~@(Hk, ok) 5~$u (Hk, ok) < 0, satisfies (7) . Due to the simple nature of the function A+u, there is an explicit form for the time-step~k depending only on Hk and N. We begin by deriving an expression for the error term.
LEhlMA 3.1.
For the kth step of the recursion (4) the change in potential @(Hk, T) of (6) , for a time-step 7 2s (12) due to the transcendental nature of the error term 722(T). By considering two separate estimates of the error term, we obtain two step-size selection schemes Ok S c%pt. The first and constant step-size selection scheme follows from a loose bound of the error, whereas the second variable step-size selection scheme follows from a more sophisticated argument and results in faster convergence of (4). LEMMA 3.2 (Constant step-size selection scheme). Thus A@u (Hk, r) is an upper bound for~~(Hk, T) and has the property that for sufficiently small T, it is strictly negative; see A~u(Hk, T) in r, it is immediately clear that a: = afi(H~) = I/(411HollllNll) of (13) is the minimum of (14) . Cl
A direct norm bound of the integral error term is not likely to be a tight estimate of the error and the function Llvu is a fairly crude bound for A~. The following more sophisticated estimate results in a step-size selection scheme that causes the Lie-bracket algorithm to converge an order of magnitude faster. Thus combining this with the first line of (14) gives (15). o
LEMMA 3.3 (An improved bound for A+(Hk,~) ). Note the difference junction A$(Hk, T) can be over bounded by

It is easily verified that
A A B]]+ ;[A, [A, [A, B]]]+-eABe-A=B+
The variable step-size selection scheme is derived from this estimate of the error term in the same manner the constant step-size selection scheme was derived in Lemma 3.2.
LEMMA 3.4 (Variable step-size selection scheme). Thus, the Lie-bracket algorithm, equipped with the step-size selection scheme afi, satisfies (7) and the proof is complete. c1
4. Stability analysis. In this section we study the stability of equilibria of the Lie-bracket algorithm (4). It is shown that for generic initial conditions and any step-size selection scheme that satisfies Condition 2.1 and (7), the solution Hk of the Lie-bracket algorithm converges to the unique equilibrium point A given by (5) . Furthermore, we derive local exponential bounds on the rate of convergence.
To improve the readability of the paper the proofs of a number of the more technical results have been deferred to an appendix. We begin by showing that A is the unique locally asymptotically stable equilibrium point of (4).
LEhiMA 4.1. Let N satisfy Condition (2.2) and @N be some selection scheme that satisfies Condition 2.1 and (7). The Lie-bracket algorithm (4) has a unique locally asymptotically stable equilib~"um point A given by (5) . All other equilibrium points of (4) are unstable.
Proof It is known that A is the unique local and global minimum of the potential function @ on Ikf(~o) [9] . By assumptions on N and~N,~(~~) is monotonically decreasing. Thus the domain of attraction of A contains an open neighbourhood of A, and hence, A is a locally asymptotically stable equilibrium point of (4).
All other equilibrium points H~are either saddle points or maxima of @ [9]. Thus for any neighbourhood D of some equilibrium point Hm # A, there exists some Ho G D such that *(HO) < @(Hm ). It follows that the solution to the Liebracket algorithm, with initial condition Ho, will not converge to Hm and thus Hm is unstable. n Lemma 4.1 is sufficient to conclude that for generic initial conditions the Liebracket algorithm will converge to the unique matrix A. It is difficult to characterise the set of initial conditions for which the algorithm converges to some unstable equilibrium point Hm # A. For the continuous-time double-bracket flow, however, it is known that the unstable basins of attraction of such points are of zero measure in M(HO) [ is a differentiable map on all M(HO), and we may consider the linearisation of this map at the equilibrium point A given by (5) . The linearisation of this recursion expressed in terms of~k & TAM(HI)) (the tangent space of the equilibrium point A) is
Thus for the elements of~k, we have (7) and is also continuous on all M(HO). Let A be the locally asymptotically stable equilibrium point given by (5). Set am =~N (A) and observe that the linearisation of the Lie-bracket algorithm will be of the form (19) with d replaced by am. Recall that the a~, scheme defined in (18) is continuous with limit cz~(Hm) = 1/(41 I.HO II . IINII). Thus, A is an exponentially asymptotically stable equilibrium point for the Lie-bracket recursion equipped with the stepsize selection scheme a~.
To show that the Lie-bracket algorithm is exponentially stable at A for the a; step-size selection scheme is technically difficult due to the discontinuous nature of Q; at equilibrium points. The proof of the following proposition is given in the Appendix. PROPOSITION 4.3 
. Let N satisfy assumption (2.2) and afi be the step-size selection scheme given by Lemma 3.4. The iterative algorithm (4), has a unique exponentially attractive equilibrium point A given by (5).
IL
FIG. 2. A plot of the diagonal elements hii of each itemtion Hk of the Lie-bmcket algorithm run on a 7 x 7 initial condition Ho with eigenvalues (1, . . . . 7). The target matrix N was chosen to
bediag(l,...,7).
FIG.3. The potential ?+(Hk) = l/Hk -NI [2 for the Lie-bmcket recursion.
To give an indication of the behaviour of the Lie-bracket algorithm, two plots of a simulation have been included as Figs. 2 and 3. The simulation was run on a random 7 x 7 symmetric initial value matrix with eigenvalues 1, ..., 7. The target matrix N is chosen as diag( 1,. ... 7) and as a consequence the minimum potential is @~= 0. Fi~re 2 is a plot of the diagonal entries of the recursive estimate Hk. The off-diagonal entries converge to zero as the diagonal entries converge to the eigenvalues of Hk. Figure 3 (vi) All equilibrium points of the Lie-bracket algorithm are strictly unstable except A = diag(~l,.. ., An), which is locally exponentially asymptotically stable.
Let Ho = H: be a real symmetric n x n matrix with eigenvalues A~>-..>An. Let N G R"xn satisfy Condition 2.2 and let (2N be either the constant step-size selection (13) or the variable step-size selection (17). The Lie-bracket
Singular value computations.
In this section we consider discretisations of continuous-time flows to compute the singular values of an arbitrary matrix.
A singular value decomposition of a matrix Ho~Rmx", m > n is a matrix decomposition
where V c O(m), U E O(n) and (22) z= '(m-n))(n
Here al >02>...>0, z O are the distinct singular values of Ho occurring with multiplicities nl, . . . . n~, such that~~=1 ni = n. By convention the singular values of a matrix are chosen to be nonnegative. It should be noted that although such a decomposition always exists and X is unique, there is no unique choice of orthogonal matrices V and U. The approach we take is to define an algorithm that converges to X and thus computes the singular values of Ho without directly generating the orthogonal decomposition.
Let S(HO) be the set of all orthogonally equivalent matrices to Ho,
It is shown in [9, p. 89] that S(HO) is a smooth compact Riemannian manifold with explicit forms given for its tangent space and Riemannian metric. Following [4] , [5] , [8] , [9] , and [12] we consider the task of calculating the singular values of a matrix HO by minimizing the least squares cost function @
: S(HO) -R+, @(H) = IIH -NI 12.
It is shown in [8] and [9] that~achieves a unique local and global minimum at the point X s S(HO). hloreover, in [8] , [9] , and [12] [8] , [12] . A recursive version of this flow follows from an analogous argument to that used in the derivation of the Lie-bracket algorithm. For Ho and N constant m x n matrices, the singular value algorithm proposed is Proof Consider the iterative solution to (28) and evaluate the multiplication in the block form of (26). This gives two equivalent iterative solutions, one the transpose of the other, both of which are equivalent to the iterative solution to (27) . Cl
Remark 5.1. Note that fio and R are symmetric (m+ n) x (m+ n) matrices and that, as a result, the iteration (28) is just the Lie-bracket algorithm.
Remark 5.2. The equivalence given by Lemma 5.1 is complete in every way. In particular, H@ is an equilibrium point of (27) if and only if Hm is an equilibrium point of (28). Similarly, Hk * Hm if and only if fih -+~w as k~~.
This leads us directly to consider step-size selection schemes for the singular value algorithm induced by selection schem~that we have already considered for the Liebracket algorithm. Indeed if afi : itf(HO)~R+ is a step-size selection scheme for (4) on &f(Ho), and Hk E S(HO), then we can define a time-step CYk for the singular value algorithm by Thus, if (28) equipped with a step-size selection scheme afi satisfies Condition 2.1 and (7), then from Lemma 5.1, (27) will satisfy similar conditions. For simplicity, we deal only with the step-size selection schemes induced by the constant step-size selection (13) (
i) The singular value algorithm is a self-equivalent (singular value preserving) recursion on the manifold S(HO).
( ProoJ To prove part (i), note that the generalised Lie-bracket {X, Y} = -{X, Y}T is skew-symmetric and thus (25) shows that the sequence Hk is a solution to the Lie-bracket algorithm and thus from Proposition 2.1,~~(~k) must be monotonically decreasing for all k G N such that [~k, R] #O, which is equivalent to (30). This proves part (ii) and part (iii) follows by noting that if {H:, NT} = O and {~k, N} = O, then~k+l = Hk for 1 = 1,2, . . . . and Hk is a fixed point of (25). hloreover, since @(Hk) is strictly monotonic decreasing for all {Hk, N} # O and {H~, NT} # O, then these points can be the only fixed points. It is known that these are the only stationary points of (24) [8] , [9] , [12] .
ii) If Hk is a solution of the singular value aigorithm, then q!J(Hk) = llH~-
To prove (iv), we need the following characterisation of equilibria of the singular value algorithm. LEMMA 5.3. Let N satisfy Condition 5.1 and a~be either the constant step-size selection (13) Onx(m-n) ) x%,
or the variable step-size selection (17). The singular value algorithm (25) equipped with time-steps crk = Ofi(fik) has exactly 2nn!/~~=l(ni!) distinct equilibrium points in S(HO). Furthermore, these equilibrium points are characterised by the matrices
(~T
'wheTer is an n x n permutation matrkc and S = diag(+l, . . . . +1) a sign matrix. Proof Equilibrium points of (25) By manipulating the relationships, and using the distinct, positive nature of the Pi, it is easily shown that h~j = O for i # j. Using the fact that (25) is self equivalent, the only possible matrices of this form that have the same singular values as Ho are characterised as above. A simple counting argument shows that the number of distinct equilibrium points is 2nn!/~~=1 (n, !). 0 The proof of Theorem 5.2 part (iv) is now directly analogous to the proof of Proposition 2.1 part (c). It remains only to prove Theorem 5.2 part (v), which involves the stability analysis of the equilibrium points characterised by (30). It is not possible to directly apply the results obtained in fj4 to the Lie-bracket recursion~k, since the N does not satisfy Condition 2.2. However, for the constant step-size selection scheme induced by (13) , and using analogous arguments to those used in Lemmas 4.1 and 4.2, it follows that Z is the unique locally exponentially attractive equilibrium point of the singular value algorithm. Thus, for the constant step-size selection scheme,~is the~nique exponentially attractive equilibrium point of the Lie-bracket alg~rithm on M(HO), and now the argument from Proposition 4.3 applies directly and Z is exponentially attractive for the variable step-size selection scheme (17). This completes the proof. Cl Remark 5.3. Theorem 5.2 holds true for any time-steps a~= a~(~k) induced by a step-size selection scheme, a~, that satisfies Condition 2.1, such that Theorem 4.4 holds.
Remark 5.4. It is possible that for nongenetic initial conditions, the singular value algorithm may converge to a diagonal matrix with the singular values ordered in a different manner to Z. However, all simulations run have converged exponentially fast to the unique matrix Z, and thus it is likely that the attractive basins of the unstable equilibrium points have zero measure. Note that for the continuous-time flows, it is known that the attractive basins of the unstable equilibrium points have zero measure in S(HO) [9] . 6 . Associated orthogonal algorithms.
In the previous sections we have proposed the Lie-bracket and the singular value algorithms that calculate the eigenvalues and singular values, respectively, of given initial conditions. Associated with these recursions are orthogonal recursions that compute the eigenvectors or singular vectors of given initial conditions and provide a full spectral decomposition. To simplify the subsequent analysis we impose a genericity condition on the initial condition Ho. 
.!70 c o(n).
Note that in each case the exponents of the exponential terms are skew-symmetric and thus the recursions will remain orthogonal. [2] , [3] , [5] Let HO = H~be a real symmetric n x n matrix that satisfies Condition 6.1. Let N G R"xn satisfy Condition 2.2, and let QN be either the constant step-size selection (13) 
Proof
Part (i) follows directly from the orthogonal nature of ea' i"~~ou'~1. Note that in part (ii) the definition of @ can be expressed in terms of the map g(U) = UTHOU from O(n) to fif(llo) and the Lie-bracket potential V(H) = 1Ill -NI 12 of (l), i.e.,
fj(uk) = @(g(u,)).
Observe that g(UO) = U~Ho Uo and thus g(Uk) is the solution of the Lie-bracket algorithm with initial condition UOTHOUO.As the step-size selection scheme ON is either (13) or (17), then g(Uk) satisfies (7). This ensures that part (ii) holds.
If uk is a fixed point of the associated orthogonal Lie-bracket algorithm with initial condition U~HoUo, then g(Uk) is a fixed point of the Lie-bracket algorithm. Thus, from Proposition 2. and uk is a fixed point of the associated orthogonal Lie-bracket algorithm. From Lemma 2.2 it follows that if U is a fixed point of the algorithm then UTHOU = TTAn for some permutation matrix n. By inspection any orthogonal matrix W = SUmT, where S is a sign matrix S = diag(+l,. . . . *1), is also a fixed point of the recursion, and indeed, any two fixed points are related in this manner. A simple counting argument shows that there are exactly 2nn! distinct matrices of this form.
To prove (iv), note that since g(uk) is a solution to the Lie-bracket algorithm, it converges to a limit point H@ G M(HO), [Hm, N] To prove part (v), observe that the dimension of O(n) is the same as the dimension of M(Ho) due to genericity Condition 6.1. Thus g is locally a diffeomorphism on O(n) that forms an exact equivalence between the Lie-bracket algorithm and the associated orthogonal Lie-bracket algorithm. Restricting g to a local region, the stability structure of equilibria are preserved under the map g-l. Thus, all fixed points of the associated orthogonal Lie-bracket algorithm are locally unstable except those that map via g to the unique locally asymptotically stable equilibrium of the Liebracket recursion. Observe that due to the monotonicity of @(Uk) a locally unstable equilibrium is also globally unstable. II Proof. The proof of this theorem is analogous to the proof of Theorem 6.1. Cl
Computat ionzd considerations.
There are several issues involved in the implementation of the Lie-bracket algorithm as a numerical tool that have not been dealt with in the body of this paper. Design and implementation of efficient code has not been considered and would depend heavily on the nature of the hardware on which such a recursion would be run. As each iteration requires the calculation of a time-step, an exponential and a k + 1 estimate, it is likely that it would be best to consider applications in parallel processing environments. Certainly in a standard computational environment the exponential calculation would limit the possible areas of useful application of the algorithms proposed.
It is also possible to consider approximations of the Lie-bracket algorithm that have good computational properties. For example, consider a (1,1) Pad6 approximation to the matrix exponential Such an approach has the advantage that, as [Hk, N] is skew-symmetric, the Pade approximation will be orthogonal and will preserve the isospectral nature of the Liebracket algorithm. Similarly, an (n, n) Pad6 approximation of the exponential for any n will also be orthogonal.
There are difficulties involved in obtaining direct step-size selection schemes based on the Pad@ approximate Lie-bracket algorithms.
To guarantee that the potential~is monotonic decreasing for such schemes, direct estimates of time-step must be chosen prohibitively small. A good heuristic choice of a step-size selection scheme, however, can be made based on the selection schemes given in this paper and simulations indicate that such an approach is viable. Another approach is to take just the linear term from the Taylor expansion of
as an algorithm on ll%n xn. An algorithm such as this is similar in form to approximating the curves generated by the Lie-bracket algorithm by straight lines. The approximation will not retain the isospectral nature of the Lie-bracket recursion; however, it is computationally cheap. Furthermore, when the curvature of the manifold Ill (IYo) is small, then it can be imagined that the linear algorithm would be a good approximation to the Lie-bracket algorithm.
Conclusion.
In this paper we have proposed two algorithms which, along with their associated orthogonal algorithms, calculate respectively, the eigenvalue decomposition of a symmetric matrix and the singular value decomposition of a general matrix. Moreover, we have presented two suitable step-size selection schemes which ensure that, for generic initial conditions, the algorithms proposed will converge exponentially fast to an asymptotically attractive fixed point.
In future work we hope to improve the theoretical understanding of the step-size selection schemes necessary for the Lie-bracket algorithm as well as to investigate a number of related applications of the double-bracket flow and its discretisation.
Appendix.
The following discussion is a proof of Proposition 4.3. Proof By Lemma 4.1, A is the unique locally asymptotically stable equilibrium point and it remains to show that A is exponentially attractive. Note that direct linearisation techniques do not apply as the recursion will not necessarily be differentiable at the equilibrium A. To proceed we set c = 1/(4/] Ho I] . IIN]]), the constant time-step, and show that the Lie-bracket algorithm converges faster using the variable step-size selection scheme than it does with the constant time-step c. The proof is divided into a number of lemmas. Proo~Consider the error term~2tT(N%?2(~)) defined in Lemma 3.1 and recall the estimation argument for Lemma 3.3. Employing a similar argument for~=g ives Thus, combining this with (9) it follows that
It is well known that 2(ey-1-y)~y2 fory~O+,
where "J' indicates that two functions are asymptotically equal. This is equivalent to saying that for any e >0, there exists 6(6) >0, such that for all y, where 6(c) > y >0, then 1 -e < 2(e~-1 -y)/y2 < 1 + c. Thus, choosing c =~, it follows that for d(~) > y > 0 then 2(eY -1 -y) < 2y2. and thus from Lemma 4.2 the Lie-bracket algorithm equipped with afi =~as a step-size selection scheme is exponentially stable. Finally, note that within Ds, and due to (38),~(Hk+l (a;)) will always decrease faster than @(Hk+l (@ ), regardless of Hk. Since A is exponentially attractive for the Lie-bracket algorithm equipped with the selection scheme afi, it follows that A must also be exponentially attractive for the same recursion equipped with the selection scheme afi. II
