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The research field of Natural Language Generation offers practitioners a wide range of techniques
for producing texts from a variety of data types. These techniques find their way into various real-
world applications and help many people to automate time-consuming tasks of text production in
many areas.
At the moment, the design and evaluation of text generation approaches is largely empirical.
Many systems are being developed to solve one particular task and work on a single data type,
which makes it hard to compare the approach to any other technique and critically evaluate
its performance. Some systems employ complex machine learning algorithms to learn rich data
representations and perform joint modeling of the steps involved in the process of text generation.
Such approaches offer an attractive trade-off between the development costs and output quality,
but often lack transparency in terms of the reasoning about the behavior of the system. The number
of the proposed approaches constantly grows, but the methodology lags behind and sometimes
fails to solicit a better understanding of which approaches work, and the reasons for it.
In this thesis we present our view on the task of text production from a methodological point
of view. We analyze the existent scientific literature, examine common text generation approaches
and the established evaluation protocols. We further propose a principled view on the problem: we
break it into components, examine their interaction and develop a set of recommendations which
are envisioned to offer assistance during the design or analysis of a study. We further conduct a
range of experiments to test this framework in several text generation tasks.
First, we show that task specification analysis sometimes allows one to solve the problem
at hand with very simple techniques, without resorting to the complex machinery of advanced
statistical learning methods.
We further demonstrate the potential of the developed framework to find discrepancies in the
established evaluation protocols. We show that sometimes neither metric, nor conventional human
evaluation is sufficient to draw conclusions about system performance. We demonstrate how a
system can fit the data to achieve high automatic metric scores, while falling short in terms of
actual output quality.
Finally, we use the framework to demonstrate how one can develop effective text generation
systems without sacrificing the transparency of the inner working logic, making the developed
systems both accurate and reliable.
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Zusammenfassung
Das Forschungsgebiet der natürlichen Text-/Sprachgenerierung stellt Anwendern eine breite Palette
von Techniken zur Generieren von Texten aus Vielheit von Datenarten bereit. Diese Techniken
werden in konkreten Anwendungen benutzt und helfen vielen Menschen in vielen Bereichen bei der
Automatisierung zeitaufwändiger Textproduktion.
Im Moment ist das Enwickeln und die Auswertung von Algorithmen zur Textegenerierung weit-
gehend empirisch. Viele Systeme werden entwickelt, um eine bestimmte Aufgabe zu lösen und mit
einer einzigen Datenart zu arbeiten, was es schwierig macht, den Ansatz mit anderen Techniken zu
vergleichen und kritisch seine Leistung zu bewerten. Einige Systeme verwenden komplexe Algorith-
men des maschinellen Lernens, um umfangreiche Datendarstellungen zu lernen und gemeinsame
Modellierung der Schritte, die am Prozess der Textgenerierung beteiligt sind, auszuführen . Sol-
che Ansätze bieten einen attraktiven Kompromiss von Entwicklungskosten und Ausgabequalität,
erlauben aber häufig nicht, das Verhalten des Systems zu verstehen und zu analysieren. Die Zahl
der vorgeschlagenen Ansätze wächst ständig, aber die Methodik hinken hinterher und manchmal
tragen diese nicht zu einem besseren Verständnis bei, welche Ansätze funktionieren und warum.
In dieser Arbeit präsentieren wir unseren Standpunkt zur Aufgabe der Textproduktion von einem
methodischen Blickpunkt. Wir analysieren die existierende wissenschaftliche Literatur, untersuchen
gemeinsame Ansätze zur Texterzeugung und etablierte Bewertungsprotokolle. Wir schlagen ferner
eine grundlegende Sichtweise auf das Problem vor: Wir zerlegen es in Komponenten, untersuchen
deren Wechselwirkung und entwickeln eine Reihe von Empfehlungen, die zur Unterstützung bei
der Gestaltung oder Analyse einer Studie genutzt werden können. Wir führen eine Reihe von
Experimenten durch, um dieses Framework in mehreren Textgenerierungsaufgaben zu testen.
Zunächst zeigen wir, dass die Aufgabenspezifikationen so ist, dass es manchmal das vorlie-
gende Problem mit sehr einfachen Techniken zu lösen erlaubt, ohne Rückgriffe auf die komplexe
Maschinerie des fortgeschrittenen statistischen Lernens zu benötigen.
Wir zeigen weiter das Potenzial des entwickelten Frameworks, um Abweichungen in den exis-
tierenden Bewertungsprotokollen zu finden. Wir zeigen, dass manchmal weder metrische, noch
konventionelle menschliche Bewertung ausreichend ist, um Rückschlüsse auf die Systemleistung zu
ziehen. Wir demonstrieren, wie ein System die Daten anpassen kann, um hohe automatische me-
trische Werte zu erreichen, während sie in Bezug auf die tatsächliche Ausgangsqualität stagnieren
oder schlechter werden.
iii
Schließlich verwenden wir das Framework, um zu demonstrieren, wie man effektive Texter-
zeugungssysteme ohne Einbußen bei der Erklärbarkeit der inneren Arbeitslogik entwickeln kann,
wodurch die entwickelten Systeme genau und zuverlässig zugleich werden.
iv
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One of the major traits of modern society is its reliance on information — people constantly
produce and consume data. Instant messengers, automatic online translation between hundreds
of language pairs, language learning applications, personalized voice assistants, digital marketing
form an integral part of modern society. Information consumption grows every day, and this growth
demands faster and more scalable methods of analyzing and generating new data.
Information exists in many forms, but the most widespread one is human language text. The
research area that revolves around text production is called natural language generation (NLG).
It is part of natural language processing (NLP), a multi-disciplinary research field that deals with
processing human language data, and lies at the intersection of linguistics, computer science, and
artificial intelligence (AI). NLG has been an active area of research for decades, but the recent
advancements in statistical learning theory, pattern recognition and machine learning has made it
possible for NLG to truly widen its scope and scale up to solving complex real-world problems,
like machine reading comprehension (Cui et al., 2019; Zhu et al., 2019), open-domain question
answering (Chen et al., 2017a; Liu et al., 2019b; Sun et al., 2018), machine translation (Clinchant
et al., 2019; Chen et al., 2020a), and many others.
Recent surveys of the current state of NLG research show that the rapid growth of the practice-
oriented side of the NLG community is outpacing the theoretical work necessary to analyze the
available techniques and develop commonly accepted protocols (Van der Lee et al., 2019; Gatt
and Krahmer, 2018; Amidei et al., 2018; Gkatzia and Mahamood, 2015). Our thesis is motivated
by this research gap and is based on the three prominent research problems.
Task and data dependence of NLG systems Many of the existent NLG systems (especially
rule-based ones) are task-specific by design (Reiter, 1994; Belz and Gatt, 2008). While they
offer a unified view of the language generation process that is compatible with linguistically and
psychologically motivated theories, they are not as efficient as data-driven methods. On the other
hand, purely statistical systems are data-hungry: large amounts of high quality and diverse training
data is a prerequisite for constructing and training robust statistical models (Koehn and Knowles,
2017; Hou et al., 2018; Simpson and Gurevych, 2019). Recent studies also suggest that data-driven
1
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end-to-end systems fail to learn implicit relations between inputs, if they are not given a sufficient
amount of training data (Li et al., 2016). Domain- and task-dependence in the case of statistical
systems manifests itself as a problem of acquiring the right data. The inability of these systems
to handle situations which deviate from those seen in the training data often leads to undesirable
behaviour which is very difficult (if possible) to handle without making amendments to the corpora
and retraining the models.
Black-box behavior of the popular approaches Current trend of using complex data-driven
architectures to tackle the problem in an end-to-end fashion exemplifies the second problem: a
difficulty of reasoning about the decision-making process of an NLG system. Even if the systems
solve the task at hand, this is a big issue from both an engineering, and a scientific point of view,
since a research objective is more about understanding how things work than about getting a high
score in a competition. Moreover, unless one understands the technique, he or she cannot improve
it further.
This issue raises the question of reliability of various NLG techniques and necessitates the
development of more transparent approaches.
Uninformative evaluation Conventional evaluation methodology in the NLG community suf-
fers from several drawbacks. Widely used automatic metrics lack strong correlation with human
judgements (Scott and Moore, 2007; Reiter and Belz, 2009), but why this is the case is still an
open research question. Furthermore, the reliability of the available automatic metrics becomes
questionable as the recent studies find that very often they measure data- and system-specific
properties of different approaches (Novikova et al., 2017b). Moreover, metric-based evaluation
does not say anything about the real-world effectiveness of the system under evaluation. Rare
exceptions (Reiter et al., 2003; Belz and Gatt, 2008) make it clear that a solid assessment of an
NLG approach with respect to a certain task or downstream application is very important, but is
rarely done.
Research questions These challenges give rise to the following research questions, which we
approach in the current thesis:
(1) How to evaluate and compare NLG systems?
(2) How to develop reliable NLG systems and guarantee good average-case performance and at
least bearable worst-case performance?
1.1 Contributions
In order to answer these research questions, we perform critical analysis of the existent NLG work,
and propose a new conceptual framework to approach NLG tasks. We further use the framework
in a series of experiments to prove its efficacy and develop new state-of-the-art computational




Contributions associated with RQ1 :
• We developed a novel conceptual framework for the design and analysis of NLG studies.
• We demonstrated the efficacy of the framework in subsequent case studies.
• We showed how the framework can be applied to detect common problems in NLG experi-
ment design.
• We compared architecturally different systems and showed that evaluation depends not only
on the exact assessment methods, but also task specification aspects.
Contributions associated to RQ2 :
• We showed how exploiting the patterns in the available data allows one to design more
efficient data-driven systems.
• We developed and compared template-based approaches and neural architectures, and
demonstrated that “reliable” does not necessarily mean “complex”. We further connected
this to the principles defined in the proposed framework.
• We designed and developed several NLG approaches with strong performance guarantees
and transparent decision-making process.
1.2 Publication Record
Parts of this thesis have been published in international peer-reviewed conference proceedings from
NLG-focused venues. We list these publications below and indicate the thesis sections which build
upon them:
• Puzikov, Yevgeniy, and Gardent, Claire and Dagan, Ido and Gurevych, Iryna. (2019).
Revisiting the Binary Linearization Technique for Surface Realization. In Proceedings of
the 12th International Conference on Natural Language Generation (INLG 2019). Tokyo,
Japan. (Chapter 6)
• Puzikov, Yevgeniy, and Gurevych, Iryna. (2018a). BinLin: a Simple Method of Depen-
dency Tree Linearization. In Proceedings of the First Workshop on Multilingual Surface
Realisation (MSRW 2018). Melbourne, Australia. (Chapter 6)
• Puzikov, Yevgeniy, and Gurevych, Iryna. (2018b). E2E NLG Challenge: Neural Models
Vs. Templates. In Proceedings of the 11th International Conference on Natural Language




The remainder of this thesis is structured in seven chapters. Below we provide a brief overview of
the structure of this document and the content of each chapter:
Chapter 2: “Background ”:
To provide more context and solicit a better assessment of our contributions, we critically analyze
previous work in NLG, focusing on the task and data specifications, dominant approaches and
established evaluation practices. We point out research gaps that lead us to the development of
the proposed framework.
Chapter 3 “Sanity Polygon Framework”:
In this chapter we describe the five main components of the NLG experiments: task, data, evalu-
ation criteria, metrics and human evaluation experiment. We examine the relations between them
and explain how these relations interact under common task requirements. We further motivate
the need for a principled methodology which distills the available knowledge into a usable form.
Finally, we introduce our attempt to solve this issue: a framework which contains principles and
recommendations for guiding the design of NLG studies.
Chapter 4 “Detecting Task Specification Issues”:
In this chapter we employ the proposed framework in a case study on automatic generation of
restaurant descriptions. We describe the findings of our participation in the 2017 E2E NLG
Challenge, where we use the results of data analysis to develop two conceptually different NLG
approaches that achieve competitive performance in the task. We further show how the framework
can be used to reveal flaws in the design of the task and evaluation setup.
Chapter 5 “Detecting Evaluation Discrepancies”:
This chapter describes another case study on sentence compression, i.e. automatic generation of
sentence summaries. We show how the framework can solicit a deeper analysis than the one done
by conventional methods. We find that a higher-scoring system can produce worse-quality outputs,
and trace the issue back to the relations which hold between the task components.
Chapter 6 “Reliable NLG ”:
In this chapter we use the proposed framework to develop NLG approaches that have strong perfor-
mance guarantees and demonstrate a more reliable behaviour, compared to current state-of-the-art
NLG methods. We describe our experiments in the surface realization task and prove the effec-
tiveness of the framework with the results achieved by our approach.
Chapter 7 “Conclusion”:
Finally, we summarize the main contributions of the thesis and outline potential future research




This section provides a brief overview of the NLG task. We describe the common inputs NLG
systems expect, the dominant NLG approaches, their advantages and limitations. We also examine
how NLG systems are evaluated. As we familiarize the reader with the task, we also outline the
research gap which we attempt to fill with this thesis.
2.1 Task Decomposition
Historically, NLG has been defined as the sub-field of NLP, which is concerned with the construc-
tion of computer systems than can produce understandable texts in human languages from some
underlying representation of information (Reiter and Dale, 2000).
Language generation involves several distinct steps. In the NLG community the first decom-
position of this process was proposed by Thompson (1977) who distinguished system components
that are responsible for strategic decisions about what to say from those that are concerned with
tactical decisions about how to say it. Consequently, NLG systems developed text planning and
linguistic realization components (Dale and Mellish, 1998).
As language generation was gaining more attention in the research community, the decompo-
sition was also getting more fine-grained. In the early 90s Reiter (1994) conducted a survey of
the available NLG systems. He found that, despite the theoretical differences, the systems had a
similar architecture in terms of the modules they divided the generation process into, the compu-
tations the modules performed, and the way the modules interacted with each other. The author
called this the consensus architecture, and attempted to draw connections between the system
design decisions and the psycholinguistic knowledge about how language is generated by humans.
Subsequent work in the NLG research community followed up on that idea and added more dis-
tinct language generation steps (Reiter and Dale, 2000). The current version of this modular NLG
paradigm includes the stages described below.
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I. Content determination The purpose of this stage is to extract relevant information from
the input and produce a conceptual representation of the meaning of the output text. In many
situations the input information is not only sufficient to produce the target text, but also redundant:
• Generating a document summary entails dropping unimportant content and selecting only
relevant information nuggets.
• Creating an image caption means attending to objects of some selected categories and
ignoring the others.
• Sensor measurements might be coming from hundreds of devices, but only a few would be
needed to generate a report for a human operator.
Naturally, the system needs to select important information and ignore the irrelevant parts.
Once the important information is detected, it needs to be converted into some representation:
logic forms, a set of attribute-value pairs, knowledge base triples, etc. The representations are
usually very application-specific and depend on the communicative goal and target audience, but
often take the form of a graph-like structure with concepts denoting the relevant entities (Reiter,
1994). An excellent disposition of a popular schema-based content-determination approach is
given in (McKeown, 1985).
II. Text structuring The next step is ordering the presentation of the selected content. The
design of this module depends heavily on the application specifics. Systems that generate short,
one-sentence outputs do not require any complex text structuring. This is the case of image
captioning or factoid question answering. However, in systems which output long texts, this
module is responsible for the overall structure of the passage, including paragraph and sentence
ordering. It also deals with discourse coherence and the right temporal order of the information
presentation. For example, a system that assists in the decision-making process ideally would
generate a sequence of suggestions going from the least to the most specific advice, similar to a
decision tree (Portet et al., 2009).
To identify ordering of the output parts, early approaches used hand-crafted structuring rules
encoding common-sense reasoning and expert knowledge (McKeown, 1985; Mann and Thompson,
1988; Hovy, 1993). Later work shifted to applying machine learning methods to rank possible
orderings (Barzilay and Lee, 2004; Lapata, 2006). The benefit of the latter is that such methods
can be used to determine the optimal ordering of any units, including messages, information
nuggets, events, passages with varying difficulty (Barzilay et al., 2002).
III. Sentence planning Once it is clear what content is relevant and how to organize the
output, the next step is to build the linguistic structure of the target text. Composing sentence-
level information pieces from the information selected during the content planning stage is the task
of the sentence planning module.
Many systems designed until a decade ago would map the semantic concepts and semantic
relations extracted during the content determination step to sentences using what is called deep
syntactic forms, an abstract linguistic representation that specifies content words and grammatical
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relationships (Reiter, 1994). Early approaches relied on a dictionary of domain-specific entity ontol-
ogy and incrementally replaced concepts with content words and phrases. Finally, the propositions
would be grouped into clauses and sentences (McDonald, 1983; Meteer, 1991).
This module is rarely present in modern NLG systems, but the tasks it is responsible for are
still completed in an indirect way, as part of the lexicalization process, whereby words and phrases
are selected to communicate the information.
IV. Referring expression generation Because texts often describe entities and interactions
between them, there is a need for a module which would produce a description of an entity that
enables the hearer to identify that entity in a given context. This is the task of a referring expression
generation (REG) component (Dale and Reiter, 1995; Reiter and Dale, 2000).
As an example, consider the visual scene describing a finite domain with three distinct objects
d1, d2, d3 (Figure 2.1). The objects are characterized by a set of attributes A = {t y pe, clothi ng ,
posi t i on}, each attribute has an associated value. If d1 is the target, then a REG system would
select the relevant attributes and their values {t y pe = man,clothi ng = sui t }, and generate an
entity description the man wearing a suit.
Figure 2.1: A visual scene describing a finite domain with three distinct objects. Given the target
object (the man on the left) and a set of attributes, a REG component would select a relevant
set of attributes and generate the object’s description: the man wearing a suit. Example
from (Krahmer and van Deemter, 2012).
Sometimes REG systems are provided with the lexicalized entity mention candidates; in this
case lexical realization is not part of the problem specification (Belz et al., 2010).
REG is aimed to distinguish domain entities from each other. How the system further uses
mentions of the entities depends on many factors: whether they have already been mentioned,
if there are any entities with similar names, whether the entity is a living being or not, and so
on (Belz and Kow, 2010). A common approach is to frame the problem as a classification task,




V. Surface realization (linguistic realization) The final step of a text generation pipeline is
to combine the selected words and phrases to generate a well-formed sentence. This component’s
task is to order sentence constituents and generate the right morphological forms of the content
words. Depending on the chosen grammatical constructions, the system might also need to add
function words and punctuation marks.
Prior work explored a plethora of approaches to surface realization. When application domains
are small and variation is expected to be minimal, realization can be done with template-filling
methods (Reiter et al., 1995). The biggest advantage of such methods is strong guarantees of the
quality of the output, since generation of ungrammatical structures can be easily avoided. When
considerable linguistic variation is required, better results can be obtained by using a probabilistic
grammar learned from large corpora (White and Rajkumar, 2009) or generating sentences from
syntactic dependency structures (Filippova and Strube, 2009).
The NLG subtasks presented above constitute the classic stages of the NLG process. Prior work
explored some variation to the task decomposition we described. For example, Gatt and Krahmer
(2018) mentions the additional steps of sentence aggregation and lexicalization: the former merges
several messages into one, the latter chooses words and phrases among alternative concept-to-
word mappings. On the other hand, both can also be considered part of the sentence planning
stage. When describing the consensus architecture, Reiter (1994) also mentioned morphology and
formatting as distinct steps of the pipeline. Again, both can be viewed as steps of the surface
realization stage. Ultimately, a crisp task decomposition might not be possible; the crucial point
is to account for these steps when modeling the language generation process.
Having provided an overview of the NLG task, we move on to its input-output specification.
While it is clear that the output of an NLG system should be some text, input types vary, depending
on the application. The next section will briefly describe the variety of data that can be used as
input for NLG systems.
2.2 Input Data Types
Until recently, the most common input form was specially-formatted numerical data tables, but
modern NLG research evolved beyond systems operating on non-linguistic data. Broadly speaking,
all inputs fall into three main categories: non-textual (non-linguistic) data, syntactic or semantic
text representations, and raw text.
2.2.1 Non-textual Data
Over the years, many NLG applications have been developed to automatically generate texts
from numerical tables or knowledge bases. The main goal of such systems has been to create a
textual, human-readable description of the underlying datum which usually contains information
not intended to be read by a human.
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For example, modern weather forecasting is largely based on computer simulations of numerical
weather prediction approaches. These models predict time series with values of weather param-
eters (wind speed and direction, precipitation, etc.). Human forecasters use the time series data
generated by the models as the major source of information when writing forecast texts. Sripada
et al. (2004) proposed a data-driven approach (SUMTIME) to analyze the time series and auto-
matically generate textual weather forecasts for oil company staff supporting offshore activities in
the North Sea. The input to the system consists of several data files; for illustration purposes, we
show one of such input files and an excerpt from the corresponding weather forecast in Figure 2.2.
(a) SUMTIME input
(b) SUMTIME output
Figure 2.2: An example of input and output of a data-to-text NLG system (SUMTIME). The
input shows the predicted values for wind and wave related parameters at three hourly intervals.
The bottom figure shows an excerpt from the weather forecast based on this data. Figures taken
from (Sripada et al., 2003a).
The data used as input by NLG systems does not have to be purely numerical. Lebret et al.
(2016) proposed a neural network-based approach to generate biographical sentences from fact
tables extracted from the Wikipedia website.1 The task requires the model to select among a large
number of possible fields whose values vary from numbers to sequences of words (Figure 2.3).
In a similar vein, Wiseman et al. (2017) explored ways to create NBA basketball game sum-
maries from the corresponding score tables. Similar to WikiBio, the ROTOWIRE and SBNation




Figure 2.3: Wikipedia infobox about Frederick Parker-Rhodes. The introduction of the Wikipedia
article about him says: Frederick Parker-Rhodes (21 March 1914 – 21 November 1987)
was an English linguist, plant pathologist, computer scientist, mathematician,
mystic, and mycologist. Figure from Lebret et al. (2016).
Many applications of data-to-text generation techniques have been explored in the past. For
example, Chen and Mooney (2008) developed a commentator system that was trained to follow a
dynamic simulator state of a soccer game and generate commentaries. Iyer et al. (2016) showed
how one can automatically generate high-level summaries of programming source code. Xu et al.
(2015a) introduced an end-to-end approach to generating captions from images.
Usually numerical data assumes factual constraints on the content of the generated texts.
However, depending on the properties of the training data, one might end up with a model
exhibiting a large degree of output variation. This is dictated by the task specification: the
generated text should match factual input data, but different words can be chosen to lexicalize
the symbols.
2.2.2 Structured Representations of Text
Another large group of NLG approaches is concerned with generating texts from language meaning
encoded in some structured text representations. The latter ones are obtained by processing raw
text with semantic or syntactic parsers.
The first usages of semantic formalisms for statistical text generation go back to the days
when researchers conceived the idea of developing language analysis systems using human brain
as a model (Bateman, 1992). For example, given a sentence in language A, a human translator
would read it, attempt to understand the meaning of it and then generate a sentence in language
B. Similarly, grammar-based approaches to machine translation would parse an input first, thus
10
2.2. Input Data Types
Figure 2.4: An example data-record and document pair from the ROTOWIRE dataset. Taken
from Wiseman et al. (2017).
obtaining a semantic "footprint" of the original sentence. An output would then be generated,
based on the rules of the grammar induced from training data, a semantic bank. An example of
such a formalism is abstract meaning representation (AMR) (Knight and Luk, 1994; Banarescu
et al., 2013) which treats sentences as atomic meaning-bearing units and uses graph structures to
encode the meaning of each sentence (Figure 2.5).


















Figure 2.5: An AMR graph for the sentence: After the talks were over, the secretary
prepared the summary of the talks.
AMR graph representations are powerful enough to capture complex semantic phenomena that
are abundant in human language. They include entity identification and typing, semantic roles,
entity grounding via wikification, as well as treatments of modality and negation. The potential
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of AMR representations for generation has been explored in the SemEval-2017 Task 9 Generation
Subtask (May and Priyadarshi, 2017).
AMR and similar high-level semantic formalisms encode meaning, and abstract away from the
linguistic phenomena which do not carry much semantic information. For example, despite the
differences in surface realization, the following sentences have the same AMR structure (Banarescu
et al., 2013):
He described her as a genius.
His description of her: genius.
She was a genius, according to his description.
Unfortunately, semantic analyzers and/or training data for them are not available for many
languages and language domains. In practice, the complexity of such formalisms also results in low
annotator agreement scores, which ultimately inhibits the performance of semantic parsers trained
on the annotated semantic banks.
As a result, some researchers proposed to rely on shallow linguistic knowledge (part-of-speech
(POS) tags, syntactic trees, coreference chains) that can be automatically derived from a corpus,
and bypass the step of semantic analysis (Mani et al., 1999; Barzilay and McKeown, 2005; Wities
et al., 2017). The main motivation behind these approaches is that input sentences themselves
contain enough information to re-generate text from a compressed structure that is composed of
these lexicalized elements. Dependency grammar is, perhaps, the most wide-spread formalism that
is used as a source of shallow linguistic knowledge (Figure 2.6).2
Figure 2.6: A dependency tree for the sentence: After the talks were over, the secretary
prepared the summary of the talks. Compare with Figure 2.5.
Recently, surface realization, the task of generating texts from syntactic dependency tree
representations, gained a lot of interest in the research community. Two shared tasks were organized
to examine the potential and limitations of syntactic structures for generation (Belz et al., 2011;
Mille et al., 2018). In order to better understand the importance of various components of a
sentence structure, the organizers developed two different representations with a varying level of
abstraction. We also participated in this task and will provide more details about our experiments
in Chapter 6.
Following a similar line of work, some researchers attempted to develop other text-based rep-
resentations; examples include Open Information Extraction (OpenIE) (Etzioni et al., 2008), Open
2Visualization done using the Stanford CoreNLP tool: http://nlp.stanford.edu:8080/corenlp/
process
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Knowledge Graph (Wities et al., 2017), and others. Such formalisms are suitable for extracting
relevant information from documents without resorting to deep semantic analysis. The resulting
representations are more scalable than dependency tree annotation and more consistent than se-
mantic formalisms, since they do not require manual corpus annotation. More importantly, they
carry a lot of surface linguistic information which helps to ensure grammaticality of the output texts.
An example of a sentence with annotated dependency relations and extracted Open Information
Extraction triples (Etzioni et al., 2008) is given in Figure 2.7.
Figure 2.7: A sentence with annotated dependency relations (top left) and Open IE triples
(bottom) extracted from it. The figure is taken from Angeli et al. (2015).
2.2.3 Raw Text
Generation from any structured representation has a weakness: one needs to make sure that the
input accurately and sufficiently represents the meaning that the generated text should convey. In
practice, this is very hard to achieve for several reasons. First, none of the available NLP tools
achieves a 100 % accuracy in real-world applications. Consequently, any structured representation
contains errors which propagate further down the NLP pipeline and find their way into the NLG
system output. Second, even if the input representation would be perfect, in many tasks it is not
even possible to generate the “right” output, since human languages are ambiguous by nature.
The more abstract and underspecified the input representation is, the more freedom it permits for
a generation system, and the harder it is to evaluate the generated text.
Text-to-text generation approaches are distinguished from those operating on structured tex-
tual representations, because they take texts as input, and automatically produce new texts as
output (Gatt and Krahmer, 2018). Bypassing the need to create intermediate representations
is very appealing, but until recently there have been no machine learning approaches that could
process raw texts in a computationally efficient way. Researchers were focusing more on designing
linguistic formalisms which would be complex enough to capture the variety of language phenom-
ena, yet simple enough to allow consistent human annotations. An additional requirement for such
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formalisms was the possibility of incremental processing of text segments. Otherwise, computa-
tionally it would be prohibitively expensive to use such a formalism in an application. This was the
main reason why many NLG approaches of the past were application-specific: one often needed
to re-engineer the system to make it work with inputs that were structurally different from the
original ones.
The popularity of encoder-decoder neural approaches (Sutskever et al., 2014; Cho et al., 2014c)
has caused an interesting paradigm shift: the community moved away from text-generation ap-
proaches that are designed to satisfy one particular communicative goal. Similar to the distinction
between text-to-text and data-to-text systems, there used to be clear boundaries between NLG
and, for example, document summarization, machine translation or question answering. However,
modern encoder-decoder models can be applied to any textual data. This makes NLG methods and
approaches generally applicable across various areas of NLP. Example applications that generate
new texts from existing texts include machine translation (Sutskever et al., 2014; Bahdanau et al.,
2015), sentence compression (Filippova et al., 2015; Zhao et al., 2018), document summariza-
tion (Zhou et al., 2018; Dhingra et al., 2017; Cui et al., 2017), text simplification (Vu et al., 2018;
Wubben et al., 2012; Nisioi et al., 2017), question answering (Chen et al., 2017b; Tang et al.,
2017), etc.
So far, we introduced common NLG subtasks, and described the most common ways to represent
inputs to NLG systems. The next section will provide a brief overview of how NLG tasks are modeled
by various approaches, and discuss some of the advantages and disadvantages of the common NLG
techniques.
2.3 Dominant Approaches
2.3.1 Rule-based and Data-driven
There is no generally agreed topology of NLG systems. The first property that largely determines
the type of a system is the inference engine: according to this criterion all systems can be divided
into rule-based, statistical (or data-driven), and hybrid.
Rule-based Rule-based systems rely on a set of deterministic rules, either hand-written by
experts, or extracted from large corpora (Dale et al., 2003; Reiter et al., 2005; Green, 2006;
Galanis and Androutsopoulos, 2007). Usually, template-based systems are also categorized as
rule-based, because templates are filled with content using rules.
Data-driven Statistical approaches are based on probabilistic models which are trained using
large corpora. The latter are used as a source of valuable statistical patterns which data-driven
models “learn” by undergoing some optimization procedure. These systems solve the same sub-
tasks as rule-based approaches, but tackle them in an automatic way. Prior work explored the
potential of statistical methods for modeling each individual component of the NLG pipeline in
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isolation (Duboue and McKeown, 2002; Barzilay and Lapata, 2005, 2006), as well as simultane-
ously, by utilizing hierarchical generative models (Liang et al., 2009).
Hybrid Hybrid architectures combine rules and statistical learning. As mentioned in Section 2.1,
NLG is a complex decision-making process, some parts of which could be effectively tackled with
rules. A learning approach in some cases could be risky; constraining the possible “paths” along
which the decision-making process should evolve can be safeguarding the system from getting into
an unknown zone. Other decisions which permit a large space of possible candidates, on the other
hand, is a perfect application for statistical approaches.
One of the earliest hybrid NLG models was the overgenerate-and-select system of Langkilde
and Knight (1998): a rule-based symbolic generator produced a word lattice of possible renderings,
and a statistical extractor chose one of them as the output string. A more recent example is the
micro-planning system of Gardent and Perez-Beltrachini (2017) which jointly segments the text
into sentences, aggregates them and performs surface realization. The overall architecture is
based on a handwritten grammar which specifies grammatical structures, while subsequent steps
are handled by data-driven components.
In practice, the choice between rule-based and data-driven techniques is determined by many
factors. In restricted domains, where the set of rules is known in advance, it is generally safer to
rely on hand-written templates, because the output quality has strong guarantees. An important
advantage of templates is that they sidestep linguistic decision-making, and avoid the need for
large complex knowledge resources and processing (Langkilde and Knight, 1998). However, many
NLG systems operate under open-domain conditions; in such cases, it is practically impossible to
codify all possible situations a system might encounter.
Statistical approaches have an advantage of being more scalable. Porting a rule-based system
to another application requires significant engineering efforts, while data-driven systems can be
re-trained on domain-specific training data. In cases where the in-domain data is very scarce, one
has an option of using transfer learning techniques which leverage the data for a different task or
domain in order to boost the system performance (Bozinovski and Fulgosi, 1976; Pratt, 1993;
Pan and Yang, 2010).
However, data reliance is a double-edge sword: if training data is noisy, a data-driven algorithm
is likely to fit to the noise as well, which will cause the system to generate erroneous outputs.
Finding the source of errors is also not that easy: it could be the noisy data, deficiencies of the
algorithm, or buggy system implementation. Some of the more advanced statistical approaches
have very complex learning dynamics, which often leaves one no choice, other than to empirically
validate the suitability of the method in a particular setting.
Hybrid approaches have the advantages of both rule-based and data-driven systems. They
constrain the search space of possible candidates using rules, and allow for statistical learning with
little training data. However, currently they do not seem to be very popular in the NLG community.
One possible reason for this could be that hybrid systems require significant knowledge of both




2.3.2 Modular and Joint
The second common classification criterion is the subtask composition which defines a system
as modular or joint. This division is more interesting, because the decision of which stages to
model explicitly has long-term implications not only for the performance of the system, but also
its portability and extensibility.
Modular architectures Such approaches follow a linguistically motivated pipeline architecture
with several steps and modules incorporating different subsets of the tasks described above.
Early approaches to the task of text generation adopted a unidirectional information flow: the
system components were arranged in a linear order, with each component receiving information
from its predecessor and sending information only to its successor (Reiter, 1994). Figure 2.8
shows an example of such a system — BT-45 which generates textual summaries from numerical
and symbolic data describing the physiological condition of babies in a neonatal intensive care





















Figure 2.8: A schematic view of a modular NLG system: BT-45 (Portet et al., 2009), a system
which generates textual summaries from physiological time series. Figure adapted from (Portet
et al., 2009).
Some modular systems allow backward feedback loops or select pairs of components that are
allowed to interact, but overall the systems remain pipelines. In most cases this is a deliberate
design decision conceived to simplify the engineering effort of system development. NLP researchers
generally agree that there are linguistic phenomena that can only be properly handled by looking
at constraints from different linguistic levels (like coreference or discourse structuring). However,
addressing these phenomena in a joint fashion is often not desired due to several reasons.
First of all, modeling system component interactions is computationally hard. Allowing pairwise
interactions between the components raises the time complexity of an algorithm from linear to
quadratic. Further increase in the number of interactions results in polynomial time. Unconstrained
interaction, i.e. where all system components can influence each other, means an exponential
number of component relations, modeling of which is intractable in practice.
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Secondly, one needs to consider the need to maintain and debug an NLG system. Although joint
modeling is a proliferate topic for research discussions and academic publishing, in practice system-
building engineers often choose to use modular architectures, because they offer more transparency
in their inner-working principles (Reiter and Mellish, 1993). Marr and Brenner (1976) provided
another engineering argument in favor of modular architectures. The authors reasoned that any
large computation should be split up into smaller independent parts. Otherwise, a small change in
one place will have consequences in many other places. This, in turns, makes the process difficult
to debug or improve, because a small chance to improve one part has to be accompanied by many
simultaneous compensatory changes elsewhere.
Finally, a psychological argument in defense of the modular systems was provided by Reiter
(1994). The author suggests that there is evidence that the human brain is modularized by nature.
He cites studies of human patients with brain damage, and notes that such people tend to lose
very specific, isolated language abilities, but do not suffer overall degradation that applies equally
to all abilities. Brain damage sometimes results in losing the ability to organize utterances into
coherent story, while not impacting the ability to produce syntactically correct utterances. Some
patients exhibit the so-called “telegraphic speech”: they utter a stream of content words, but leave
out function words with grammatical significance.
The original modular pipeline systems were largely rule- or template-based (Inui et al., 1992;
Reiter, 1994; Sripada et al., 2003b). Later, they adopted methods of data-driven machine learning.
The current trend, at least in academic research, is to use end-to-end joint models which we briefly
discuss next.
Joint models These approaches take a unified view of the NLG process and rely heavily on
statistical inference that often cuts across task divisions, resulting in more integrated approaches
to the NLG problem.
Data-driven systems often perform joint modeling implicitly, by learning the necessary informa-
tion from input-output alignments. For example, Konstas and Lapata (2013) propose to induce a
probabilistic context-free grammar (PCFG) from texts paired with meaning representations. Their
system solves the tasks of document planning, content selection and surface realization jointly
and at inference time incrementally generates textual descriptions of the input data. In a similar
vein, Mairesse and Young (2014) describe a joint data-driven generation method that uses fac-
tored language models to search for the most likely sequence of semantic concepts and realization
phrases.
Joint models do not have to be purely data-driven. But intersecting rules and templates that
solve NLG subtasks is much harder than learning similar rules from corpora statistics automati-
cally. An illustrative example is the development of planning-based NLG systems which view text
generation as an execution of planned behaviour to achieve a communicative goal. This approach
models NLG as a sequence of states, each of which corresponds to the change of physical or
situated context, user’s beliefs or actions, discourse history, etc. Deep reasoning about desires or
intentions requires highly expressive formalisms which are not yet available, and researchers tried to
approximate them with manually-crafted grammars (Hovy, 1988; Moore and Paris, 1993). These
approaches started the line of work in planning-based NLG, but have lost their popularity, since it
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became apparent that deterministic mapping between an action and its consequences is unrealis-
tic, as new states are subject to uncertainty in operation conditions or user behaviour (Rieser and
Lemon, 2009).
Another line of work tried to alleviate this limitation by using reinforcement learning (RL)
techniques for modeling hierarchical relationships between sub-problems and performing their joint
optimization (Lemon, 2008; Rieser and Lemon, 2011). This approach views NLG as a Markov
decision process where states are associated with possible actions and each (state, action) pair is
associated with a probability of moving from one state to another. Such architectures propose a
less modular design, yet follow a general NLG subtask division and solve the subtasks jointly.
Other prominent approaches to joint data-driven NLG include framing the task as language
modeling (Ratnaparkhi, 2000), using constrained optimization methods together with multi-step
classification (Marciniak and Strube, 2005), inducing grammars which incorporate joint rules cov-
ering different subtasks (Belz, 2008; Wong and Mooney, 2007; Konstas and Lapata, 2012).
2.3.3 Deep Learning Approaches
The paramount of modern data-driven approaches are artificial neural networks. An exhaustive
review of them goes beyond the scope of this thesis. We would like to refer the reader for further
details to an excellent survey of various deep learning NLG approaches by Narayan and Gardent
(2020). However, the importance of deep learning techniques for state-of-the-art NLP warrants a
more detailed overview of the most prominent neural NLG approaches. Note that the architectures
described below are general-purpose, and, broadly speaking, work for many text processing tasks,
including, but not limited to, text generation.
Encoder-decoder architecture Most neural text generation approaches adopt the encoder-
decoder approach pioneered by Sutskever et al. (2014) and Cho et al. (2014c). The general idea
is to use an encoder neural network to encode the input data into a continuous representation,
and then use a second network, a decoder, to incrementally generate an output sequence from it
(Figure 2.9).
Figure 2.9: A schematic view of the encoder-decoder architecture. The model reads an input
sequence ABC and produces WXYZ as the output sentence. Figure taken from Sutskever et al.
(2014).
The architecture emerged to perform text-to-text generation in the context of machine trans-
lation, which is why this class of models is also called sequence-to-sequence (seq2seq). Such
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models often use recurrent neural network (RNN) (Rumelhart et al., 1986) as an encoder and
decoder, because RNN works well on arbitrarily long input sequences. An encoder processes an
input sequence and compresses the information into a context vector of a fixed length, meant to
be a summary of the meaning of the source sequence. A decoder operates as a language model
conditioned on the encoded input sequence and the previously generated tokens.
To build input representations, early encoders used one-layer unidirectional RNNs to process
the input sequence in a left-to-right fashion. Later approaches followed the work of Schuster and
Paliwal (1997) and used bidirectional RNNs which permit creating input representations that take
into account information from the whole input sequence, not just the preceding words. Stack-
ing multiple RNN layers has also been found to improve system performance (Sutskever et al.,
2014). While early work used vanilla RNN models, later research employed long short-term mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997) and gated recurrent unit (GRU) (Cho et al.,
2014b) units which stabilize model training.
Such models quickly became a default method for text production, going beyond the machine
translation community: Zhang and Lapata (2014) described a character-level RNN system to
generate Chinese poetry; Rush et al. (2015) and Nallapati et al. (2016) pioneered the use of the
encoder-decoder architecture in the task of abstractive text summarization; Hermann et al. (2015)
and Hill et al. (2016) applied it to the task of machine reading comprehension, etc.
encoder-decoder models sidestep the necessity to align inputs and outputs in the training data,
which makes them easy to use with any input data types. For this reason, and perhaps due to
the absence of a unified way to treat structurally more complex inputs, seq2seq models have been
used even for inputs that are not sequences. For example, previous work framed graph-to-text
generation as a seq2seq task, where the input graph is “flattened” into a sequence by applying
some heuristics, like depth-first graph traversal (Gardent et al., 2017; Castro Ferreira et al., 2017;
Konstas et al., 2017). Figure 2.10 shows an example of how a constituency parse tree can be
converted to a string of tokens using a depth-first traversal. Such input data can be further used
for training a seq2seq constituency parser (Vinyals et al., 2015).
Figure 2.10: Example constituency parsing task and input linearization. Figure taken from Vinyals
et al. (2015).
While models based on sequential encoders, like RNN, have shown good performance even
when applied to complex non-sequential inputs, they fail to make the full use of the structure of
the input data. More recent work has employed specialized encoders to generate texts from such
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data: convolutional neural network (CNN) encoders for image-to-text generation (Xu et al., 2015b),
graph convolutional network (GCN) (Kipf and Welling, 2017; Song et al., 2018; Marcheggiani and
Perez-Beltrachini, 2018) for graph-to-text generation, etc.
Attention mechanism The encoding strategy of the vanilla encoder-decoder system is to com-
press the input into a fixed-length context vector, regardless of its length, which made it hard for
the model to remember long input sequences. This has been shown to degrade model performance
as the input length increases (Bahdanau et al., 2015).
The attention mechanism proposed by Bahdanau et al. (2015) addresses this problem: it
creates a dynamic context vector by computing the similarity of the current decoder hidden state
with each of the input tokens based on the corresponding encoder hidden states (Figure 2.113).
Figure 2.11: An encoder-decoder model with the attention mechanism of Bahdanau et al. (2015).
This technique also has been found to enable the models to learn alignments between different
modalities, improving the performance of encoder-decoder systems across many NLP tasks (Mnih
et al., 2014; Xu et al., 2015b; Chorowski et al., 2015). Importantly, this stimulated further research
of other forms of attention mechanisms (Luong et al., 2015; Britz et al., 2017), leading to more
efficient and complex models.
Transformer The most impactful work on improving the attention mechanism was that of
Vaswani et al. (2017) who introduced the Transformer architecture. RNN-based systems are
sequential by nature, because they factor computation along the token positions of the input and
output sequences. This sequential nature hinders parallelization within training examples, which





modeling of dependencies without regard to their distance in the input or output sequences, but
its usage was tied to RNN-based approaches.
The Transformer removes the recurrent connections of RNN, and instead attends to the entire
input sequence simultaneously. The attention mechanism employed by the Transformer relates
different positions of a single sequence in order to compute a representation of the sequence,
which is why it is also called self-attention (Parikh et al., 2016; Lin et al., 2017).
The Transformer follows the overall encoder-decoder architecture, and uses stacked self-
attention and point-wise fully connected layers for both the encoder and decoder (Figure 2.12).
Figure 2.12: The Transformer architecture. N× denotes a stack of N layers. Figure taken from
Vaswani et al. (2017).
There are other novel architectural choices that the authors of the Transformer proposed in
order to improve the efficiency of the model. For example, instead of computing a single attention
function, the Transformer uses several parallel attention layers, or heads (multi-head attention).
These attention heads process the sequence in parallel; their outputs are then concatenated and
projected to a lower-dimensional space. Multi-head attention allows the model to jointly attend
to information from different representation subspaces at different positions. Since the model
contains no recurrence and no convolution, in order for the model to make use of the order of the
sequence, the authors proposed to use positional encodings which inject some information about
the relative or absolute position of the tokens in the sequence.
Compared to RNN-based systems, The Transformer architecture has been shown to be both
faster and more accurate across a range of tasks, and quickly became the main encoder-decoder
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architecture in NLP. The popularity of the Transformer in NLG is linked to its usage for pretraining
and fine-tuning large generative models, which we briefly describe below.
GPT and BERT When trained from scratch for a specific task, deep learning models require
large amounts of data and may need significant amount of time to train. Transfer learning in the
form of general-purpose generative pretraining of a language model, followed by task-specific fine-
tuning has become a common way of knowledge transfer between neural NLP models (Dai and Le,
2015; Peters et al., 2018; Howard and Ruder, 2018). The idea is to pretrain a language model on
a large general-domain corpus (like Wikipedia), and then continue training this pretrained model
on a smaller, in-domain, task-specific dataset (fine-tuning). This pretraining causes the model
to develop general-purpose abilities andknowledge that can then be transferred to downstream
tasks (Raffel et al., 2020).
The Transformer architecture described above has found its use as a base for transfer learn-
ing models in the OpenAI Generative Pretrained Transformer (GPT), a left-to-right, decoder-only
multi-layer text generation model (Radford et al., 2018). The authors showed how a generative
language model is able to acquire world knowledge and process long-range dependencies by pre-
training on a diverse corpus with long stretches of contiguous text. Unlike previous approaches
which required task-specific adjustments to the system architecture for fine-tuning purposes (Pe-
ters et al., 2018), GPT offered a very general NLP framework which can be easily adapted to many
NLP tasks (Figure 2.13).
Figure 2.13: GPT fine-tuning: input transformations for four different NLP tasks. Figure taken
from Radford et al. (2018).
As we mentioned, GPT is uni-directional, i.e. it processes inputs in a left-to-right fashion. Sim-
ilar to how uni-directional RNN was extended by its bi-directional variant, a bi-directional version
of the Transformer appeared as an extension of GPT. Bidirectional Encoder Representations from
Transformers (BERT) is a language representation model designed to pretrain deep bidirectional
representations by jointly conditioning on both left and right context (Devlin et al., 2019).
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BERT achieves that by using a masked language modeling (MLM) training objective: some
of the tokens are randomly masked from the input, and the objective is to predict the masked
word based on its context. Unlike left-to-right language model pretraining, the MLM objective
allows the representation to fuse the left and the right context, which allows one to pretrain a deep
bidirectional Transformer.
Many downstream NLP tasks, such as question answering and natural language inference, are
based on understanding the relationship between two text snippets, which is not directly captured
by language modeling. In order to train a model that understands sentence relationships, the
authors proposed to use an additional next sentence prediction (NSP) objective which jointly
pretrains text-pair representations.
Similar to GPT, the BERT architecture is easily adapted for fine-tuning models in many NLP
tasks (Figure 2.14).
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Figure 2.14: BERT fine-tuning: input transformations for several NLP tasks. In the figure, E
represents the input embedding, Ti represents the contextual representation of token i , CLS is the
special symbol for classification output, and SEP is the special symbol to separate non-consecutive
token sequences. Figure taken from Devlin et al. (2019).
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BERT, GPT and their derivatives, like BART (Lewis et al., 2020) or T5 (Raffel et al., 2020),
DIALOGPT (Zhang et al., 2020b) constitute the current state-of-the-art in NLP, as measured by
common NLP benchmarks, like The Stanford Question Answering Dataset (Rajpurkar et al., 2016),
the General Language Understanding Evaluation (Wang et al., 2018), or Reading Comprehension
from Examinations (Lai et al., 2017). Considerable efforts are being applied to make BERT-like
models more efficient by reducing the number of parameters (Lan et al., 2020; Sanh et al., 2019;
Chen et al., 2020a) and improving the training procedure (Yang et al., 2019; Liu et al., 2019c;
Clark et al., 2020). GPT-style models have been evaluated in experiments testing the limitations of
scaling to larger model and data sizes. The OpenAI GPT model was followed by GPT-2 (Radford
et al., 2019), a model with 10 times more parameters than the original GPT model. GPT-3 (Brown
et al., 2020) has the same architecture as GPT-2, but is an order of magnitude larger than GPT-
2. The latter two have been shown to exhibit non-trivial zero-shot transfer capabilities: GPT-
3 achieves state-of-the-art results on the language modeling, unsupervised machine translation,
question-answering and cloze tasks in a zero-shot transfer setting even without any task-specific
fine-tuning.
2.3.4 Summary
To conclude, the intersection of the two described typologies produces four system type variants
(Table 2.1).
Property JointRule ModularRule JointData ModularData
White-box + + − +/−
Controllable + + − +/−
Task-agnostic − − + +
Domain-agnostic − − + +
Scalable − +/− + +
Accurate + + data-dependent data-dependent
High output variation − − data-dependent data-dependent
Table 2.1: A high-level comparison of joint/modular and rule-based/data-driven systems in NLG.
Rule-based systems (both joint and modular) offer a holistic, principled NLG approach, but
can only be developed in restricted domains with limited variation of linguistic phenomena.
While rule-based systems allow more control over system design, the burden of rule and tem-
plate definition, coverage issues and difficulties with porting them to other problems make them
less attractive than their data-driven counterparts. The latter not only scale better, but also lift the
requirement of possessing domain knowledge from system engineers; the domain-specific aspect
becomes a property of the training data.
Pipeline data-driven approaches are typically represented as sequences of classification deci-
sions. They maintain a clean separation between tasks, but suffer from the error propagation
problems, whereby classification errors impact decisions further downstream.
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A potential solution to this issue is offered by data-driven joint approaches which view gen-
eration as an optimization problem, where the best combination of decisions is sought in an
exponentially large space of possible combinations. This can be done via constrained optimization
methods or reinforcement learning techniques.
The dominant joint data-driven approach is represented by deep neural networks. Deep learning
development produced a rich and diverse family of approaches, but in NLG tasks they usually adopt
the encoder-decoder architecture. NLG (and NLP in general) has shifted from learning task-specific
representations and designing task-specific architectures to using task-agnostic pretraining and
task-agnostic architectures, like RNN and, more recently, the Transformer. Further improvements
can be gauged by increasing the training data and computation power, by making the models
more efficient, or by improving the training procedure. The biggest disadvantage of deep learning
approaches is their black-box nature: unlike rule-based and pipeline data-driven approaches, deep
learning models are hard to analyze, due to their complexity (Hale et al., 2018; Futrell et al., 2019;
Tenney et al., 2019; Mrini et al., 2020).
Now that the reader is familiarized with the NLG task, data and common techniques, we would
like to move on to the question of system evaluation. In the next section we discuss the established
evaluation protocols in NLG research. We will describe types of evaluation that researchers often
use to assess the performance of the NLG systems, and the most common metrics that are employed
for system development and automatic quality assessment.
2.4 Evaluation
NLG system evaluation is challenging for several reasons. First of all, the variety of input types
and formats makes it hard to use benchmarks. Even when the output specification is clear,
different systems assume different levels of pre- or post-processing which often involves the usage
of standalone linguistic analyzers, giving some systems an advantage over the others. Shared tasks
and workshops organized by the NLP community are of great help in this regard, because common
rules of participation offer a fair ground for comparison of the submitted system outputs. Some
shared task organizers acknowledge the importance of pushing the scientific frontiers further and
offer unconstrained tracks which encourage the participants to use any training data and additional
NLP tools to solve the proposed tasks. Such competitions help to understand the limitations of
modern approaches and often serve as a discussion fora for the community.
Another difficulty is posed by the limitations of modern experiment design. Many data-driven
systems are biased towards certain types of evaluation setup. For example, unregularized deep
learning approaches perform poorly under a low-resource scenario, but often beat other techniques
when the training data is abundant (Koehn and Knowles, 2017; Ma et al., 2019b; Chen et al.,
2020b). Some methods can operate on very noisy inputs, while others seem to be sensitive to data
artefacts and perform much better on clean data. This makes it hard to assess the actual potential
of NLG systems in real-world applications, and ultimately calls for the development of principled
evaluation frameworks which could give an objective assessment of the available techniques and




2.4.1.1 Intrinsic and Extrinsic
Prior work proposed a few prominent approaches to categorization of evaluation methods for NLG.
The most common methodological distinction is that between intrinsic and extrinsic evaluation
methods (Jones and Galliers, 1995). The basis for this distinction can be defined as reference
to system-agnostic properties of the evaluation setup. Intrinsic evaluation assesses an approach
without reference to its effectiveness in relation to the users. Extrinsic methods measure system
performance with respect to achieving a desired goal. They estimate the system’s utility, impact
or effectiveness for a task or application.
A related categorization was proposed by Reiter and Belz (2009) who distinguished between
task-based evaluation, human ratings, and corpus comparison using automatic metrics. The au-
thors do not provide a basis for this classification, but we can probably define it as the source of
the gold standard, the reference signal. This categorization overlaps with the first one: task-based
evaluation is extrinsic, while metric- and human-based are intrinsic. For ease of exposition, we
intersect them and briefly describe below (Table 2.2).
Property IntrinsicHuman IntrinsicMetric ExtrinsicTask
Fast +/− + −
Cheap +/− + −
Expert-agnostic +/− + −
Reliable +/− − +
High utility +/− − +
Table 2.2: A high-level comparison of evaluation types in NLG.
Intrinsic, human-based In human experiments for intrinsic evaluation, the subjects are asked
to read and rate output texts according to some criteria. This evaluation focuses on getting direct
human feedback on certain aspects of text quality. The assessors are usually asked to rate generated
texts on a 5-point rating scale, or state their preference between system outputs. Examples of
the evaluation criteria which are commonly measured using human ratings include overall quality,
coherence, content, organization, writing style (Lester and Porter, 1997).
Evaluation based on human ratings is typically quicker and cheaper than task-based evaluation.
It also does not require as much support from the experts. However, human rankings tend to be
less reliable than task-based evaluation, and depend on many factors of human experiment design:
number of participants (Rus et al., 2011), type of the scales employed (Belz and Kow, 2010, 2011),
expected level of expertise (Goodman et al., 2013; Mason and Suri, 2012), etc.
Intrinsic, metric-based Intrinsic evaluation can also be done automatically, by computing the
scores of evaluation metrics and ranking the systems according to the obtained scores. The scores
are usually computed as a result of comparison between system outputs and human references,
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although there exist metrics that are reference-free. There is a great variety of metrics that are
commonly used in the NLG community; Section 2.4.2 provides a more in-depth description of the
ones that will be mentioned in this thesis.
Metric-based evaluation is more popular among some NLG subtasks than the others. For
example, it is widely used when evaluating surface realizers, because corpus-based techniques are
suited for measuring grammatical coverage (Reiter and Belz, 2009). In addition, there is little
variation in terms of content determination, microplanning and lexical choice, which is why few
references are needed to adequately reflect the solution space.
The main advantages of metric-based evaluations are their cost-efficiency and speed. They
also do not rely on domain experts as much as, for example, task-based evaluation. Consequently,
such experiments are also more repeatable and reproducible.
The biggest disadvantage of metric-based evaluation is its reliance on various metric assump-
tions that do not always hold in a particular setup. For example, some metrics assume that corpus
texts are of good quality, which is not always the case (Sripada et al., 2003a). Some common
metrics fail to adequately assess structural aspects of the output (Scott and Moore, 2007). It has
also been shown that metric optimization often leads to “gaming” the task, i.e. achieving a high
metric score, while ignoring the main objective of the task — solving the problem (Turian et al.,
2003; Sun et al., 2019).
Another disadvantage of metric-based evaluation is the need to have a corpus of human-
written reference texts (possibly with multiple references). Sometimes gold-standard texts are
hard to acquire. For example, Reiter and Belz (2009) reported that in the medical domain it can
take an experienced clinician several hours to write a corpus text from the raw data. Creating a
corpus of 100 reference texts could require 2–3 months of effort by an expert doctor. This could
be difficult, unless a very strong case could be made for the utility of the evaluation.
Extrinsic, task-based Task-based evaluation measures the impact of the generated texts on
the end users, the system effectiveness. The notion of effectiveness is task-dependent; below are
sample definitions from prior NLG work:
• number of mistakes while carrying out a task (Young, 1999)
• learning gain from adding an NLG component to an intelligent tutoring system (Di Eugenio
et al., 2002, 2005; Boyer et al., 2009)
• persuasion and behaviour change (Reiter et al., 2003; Carenini and Moore, 2006),
• purchasing decision after presentation of arguments for and against options on the housing
market based on a user model (Carenini and Moore, 2006),
• decision support in a medical setting following the generation of patient reports (Portet
et al., 2009),
• enhancing linguistic interaction among users with complex communication needs via gener-
ation of personal narratives (Black et al., 2010),




The main advantage of task-based evaluations is their utility in assessing the usefulness of a
scientific method in a real-life application. They are considered to be very persuasive when it comes
to convincing other researchers or prospective users. However, task-based evaluation is very costly
and time-consuming. In addition, careless participants may disrupt the experiment and yield the
results of the study useless. Also, task-specific performance may not correlate with other related
tasks (Carter, 1996).
How to measure the effectiveness of an approach is also an important decision to be made
when performing task-based evaluation. It can be done by asking the participants to fill out
questionnaires after task-completion, measured automatically during the study, or collected after
system deployment in the real world. Choosing one option over the other may have long-lasting
consequences on the results of the study, which is one of the main drawbacks of extrinsic methods
in general.
2.4.1.2 Other Evaluation Types
Belz (2009) mentions a division of evaluations into user-oriented and developer-oriented, based on
the evaluation purpose. The former is based on a set of user requirements, like available resources,
acceptable processing time, maintenance costs, etc. They assess how well different technological
alternatives fulfill them. Developer-oriented evaluations focus on system functionality.
Popescu-Belis (2007) add another dimension to the evaluation categorization: the role of
language in the input and output of an NLG system. The authors divide all systems into the
following groups:
• analytic systems which use linguistic units as input,
• generative systems which use language as output,
• analytic generative systems that use language both as input and as output,
• interactive analytic generative systems which interact with human users to produce a result.
According to the authors, input and output specification dictates the evaluation criteria and
measures to assess NLG systems. For example, analytic systems can be evaluated using distance-
based comparison between a reference and a system output. However, the evaluation of generative
systems is complicated by the fact that the range of possible outputs is not restricted, due to human
language variability. Also, it is close to impossible to define one shared task evaluation for all NLG
systems of the generative type, since different systems have different inputs and outputs. This
implies that one cannot use distance-based metrics for system evaluation and has to resort to other
methods (human ratings or task-based evaluation).
Finally, some researchers propose to distinguish between evaluations of NLG system compo-
nents, end-to-end systems and embedded NLG components (Hastie and Belz, 2014). While it is
rather hard to put different systems on equal grounds in this categorization framework, the princi-
ples described by the authors and the analysis of various community efforts offer valuable guidance




Human experiments and task-based evaluations are sometimes used to validate the findings of
intrinsic metric-based evaluation. In this section we briefly describe the automatic metrics most
commonly used in the NLG literature.
2.4.2.1 N-gram Matching
N-gram matching metrics compute an overlap of contiguous sequences of n tokens (n-grams)
between system outputs and references.
BLEU Proposed by Papineni et al. (2002), BLEU is a precision metric that calculates the score
of a text by measuring the number of n-grams of varying length of the system output that occur
within a set of references. Each n-gram in the reference can be matched at most once. The
number of exact matches is accumulated for all reference-candidate pairs in the corpus and divided
by the total number of n-grams in all candidate sentences. A special brevity penalty is used to
discourage very short candidates.
The metric originated in the machine translation community to evaluate the quality of system
translations. BLEU scores range from 0 to 1, where 1 is the highest one which can only be achieved
by a generated text if all its substrings can be found in one of the reference texts; higher-order
n-gram overlap is meant to capture fluency considerations.
There is a sentence-level smoothed variant of BLEU (SentBLEU), but to the best of our
knowledge, it is rarely used beyond the machine translation community (Koehn et al., 2007).
NIST NIST evaluation score (Doddington, 2002) is an adaptation of BLEU that gives more
weight to less frequent n-grams which are assumed to be more informative. In machine transla-
tion, this metric has shown a higher correlation with human judgements of adequacy, i.e. how
well the meaning conveyed by the reference translation is also conveyed by the evaluated seg-
ment (Doddington, 2002).
ROUGE ROUGE is a family of recall-oriented metrics used predominantly in document sum-
marization. It includes a vanilla n-gram overlap variant, as well as modifications which compute
non-contiguous n-grams and longest common subsequences (Lin and Hovy, 2003).
The simplest metric variant, ROUGE-N, compares a text to a set of references and computes
the highest proportion of n-grams of length N that are matched by the generated text and any of
the references. The score is averaged across leave-one-out subsets of the set of reference texts. A
text can get a score of 1 only if there is only one reference which is identical to the text candidate.
Another variant of the metric, ROUGE-SUN considers the so-called skip-bigrams in the gen-
erated text and reference texts. A skip-bigram is two words which are not necessarily adjacent,
but may be separated by up to N intermediate words. ROUGE-2 and ROUGE-SU4 are the main
metrics used in the summarization community.
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METEOR METEOR is an automatic metric from the machine translation community, which
evaluates a translation by computing a score based on explicit word-to-word matches between
the translation and a given reference translation (Banerjee and Lavie, 2005). If more than one
reference translation is available, the translation is scored against each reference independently,
and the best scoring pair is used.
METEOR has a number of advantages over other n-gram metrics. First of all, it goes be-
yond simple n-gram matching and accounts for synonyms in the outputs. Secondly, its score
includes computation of both precision and recall. Compared to purely recall-oriented (ROUGE)
or precision-oriented (BLEU, NIST) metrics, it is more robust, because a system can inflate its
recall score by outputting every word from the vocabulary, and achieve perfect precision by just
outputting one most common token, like “the” (Turian et al., 2003). Finally, METEOR by design
is a segment-level metric, which in some cases makes its scores more reliable than corpus-level
ones, like BLEU.
In machine translation, METEOR has been shown to outperform other n-gram metrics (Gra-
ham et al., 2015). However, one big disadvantage of it is that it is language-specific, since its
computation relies on using WordNet for finding the synonyms.4 METEOR also relies on external
tools (a stemmer, a synonym lexicon, and a paraphrase table), which makes its computation much
slower, compared to other metrics.
GTM General Text Matcher (GTM) (also known as F-measure) computes an n-gram overlap as
a harmonic mean of precision and recall with greater weight for contiguous matching spans (Turian
et al., 2003). Despite the encouraging results presented in the original paper, the metric does not
seem to be very popular in the NLP community.
CIDEr Consensus-based Image Description Evaluation (CIDEr) score for n-grams of length n is
computed using the average cosine similarity between the candidate sentence and the reference
sentences, which accounts for both precision and recall. The n-grams are stemmed and weighted
using term frequency–inverse document frequency (tf-idf) (Vedantam et al., 2015). CIDEr orig-
inated in the image captioning domain and is predominantly used for evaluating short textual
snippets.
Word-Mover’s Distance Word-Mover’s Distance (WMD) measures the dissimilarity between
two texts as the minimum amount of distance that the embedded words of one text need to “travel”
to reach the embedded words of another text (Kusner et al., 2015). This metric was inspired
by the success of word embedding representations learned from local co-occurrence statistics in
sentences (Mikolov et al., 2013; Luong et al., 2013; Pennington et al., 2014, inter alia).
This is a comparatively new metric, but it has already been shown to correlate well with human
judgements of image caption quality (Kilickaya et al., 2017).




Edit Distance String edit distance is measured as a number of insertions, deletions, substitutions
and transposition operations which are required to transform one string into another (Levenshtein,
1966).
The scores are often normalized to range from 0 to 1, where the latter means a perfect match
between two strings. When multiple references are used, the score for a generated text is the
average of its scores against the reference texts. The edit distance score for a set of generated
texts is the average of scores for the individual texts.
TER Translation Error Rate (TER) measures the amount of editing that a human would have
to perform to change a system output so it exactly matches a reference translation (Snover et al.,
2006).
TER has been shown to correlate well with the human evaluation of the translation ade-
quacy (Snover et al., 2006; Espinosa et al., 2010). The original version has several flaws, however.
First of all, it only considers exact matches when measuring the similarity of the hypothesis and
the reference. Secondly, it can only compute the measure of similarity against a single reference.
TER-Plus (or TERP) extends the TER metric beyond the limitation of exact matches through
the addition of three new types of edit operations: stem matches, synonym matches and phrase
substitutions (G. Snover et al., 2009).
2.4.2.3 Vector-space Metrics
Following the development of deep learning models, NLG evaluation community started exploring
the potential of pretrained language models for automatic evaluation of texts using vector-based
metrics . Contextual embeddings generated from such models have been found to be effective for
paraphrase detection and capturing distant dependencies and ordering (Devlin et al., 2019).
BERTScore BERTScore (Zhang et al., 2020a) computes the similarity of two sentences as a
sum of cosine similarities between their tokens’ contextual embeddings generated by a pretrained
BERT model. BERTScore was conceived to address such shortcomings of n-gram overlap metrics,
as failure to robustly match paraphrases (Banerjee and Lavie, 2005) and failure to capture distant
dependencies and penalize semantically-critical ordering changes (Isozaki et al., 2010). BERTScore
has been shown to outperform existent metrics in the tasks of machine translation and image
captioning (Zhang et al., 2020a).
BLEURT BLEURT (Sellam et al., 2020) is another learned evaluation metric based on BERT,
which has been shown to perform well in the machine translation and data-to-text generation tasks.
Unlike BERTScore which directly uses outputs of a pretrained BERT model, BLEURT fine-tunes
the pretrained BERT model in two steps. First, a large number of synthetic reference-candidate
pairs is generated, and BERT is fine-tuned on this data with several lexical- and semantic-level




The metrics we described above use some form of a reference as gold standard. This puts a
lot of responsibility on the reference collection step, which sometimes is not paid due attention
to. Poor-quality or insufficient references can easily sabotage the results of the correlation study.
However, this aspect seems to be under-explored in the research literature. To the best of our
knowledge, most correlation studies attempt to prove metric correlation, as opposed to finding
why established metric might not correlate. Notable exception works include (Reiter and Sripada,
2002; Reiter and Belz, 2009; Novikova et al., 2017b) which advocate for the development of
new NLG metrics. Vector-based metrics based on large-scale pretrained language models offer an
opportunity to side-step this issue: in essence, these metrics are reference-less and, therefore, can
be used even in cases where references are noisy.
2.4.3 Human Judgments
As mentioned in Section 2.4.1, intrinsic human-based evaluation is a common way to assess NLG
systems. Human judgments in NLG are usually elicited via a direct assessment of system outputs,
or their comparisons.
Direct assessment Discrete scales are considered to be the dominant method: a human assessor
is asked to rate the system output on a n-point rating scale, thus directly estimating the quality
of the system output (Figure 2.15). The most common value of n is 2, 3, 5, or 7 (Van der Lee
et al., 2019).
Figure 2.15: An example of a numerical rating scale. Figure taken from Amidei et al. (2019).
Sometimes, a Likert scale (an aggregate of graphic rating scales) is used in order to collec-
tively capture the phenomenon under analysis. Figure 2.16 shows an example of a Likert scale: the
quality of a sentence under consideration is being assessed along three axes (grammaticality, com-
prehensibility and naturalness). The collective assessment is produced by summing or averaging
the individual measurements to produce a total qualitative score.
Some works argue that a continuous scale gives human raters more control over the direct
assessment process and releases them from the distress experienced when the judgment falls be-
tween the judgment points (Belz and Kow, 2011). Continuous scales usually have a slider that
allows the participants of the study to choose any score value, typically between 0 and 100. An
example of a continuous scale is shown in Figure 2.17.
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Figure 2.16: An example of a Likert scale. Figure taken from Amidei et al. (2019).
Output comparison As Van der Lee et al. (2019) point out, Likert scale is the most popular
elicitation method in the NLG community. Perhaps, the main reason for this is the simplicity of
the task design. However, the scale is very rigid in a sense that it does not give human assessors
more fine-grained control over evaluation. It also forces a rater to commit to a scoring decision,
which in practice is not that easy to make; oftentimes, expressing a preference judgment is easier.
More recent studies show that preference-based evaluation produces more reliable and con-
sistent results. This paradigm is represented by ranking methods, whereby system outputs are
compared instead of being scored. There is growing evidence that such methods produce more
consistent and more discriminative human ratings than direct assessment methods (Callison-Burch
et al., 2007; Yannakakis and Hallam, 2011; Novikova et al., 2018). Two main disadvantages
of ranking-based methods are a comparatively large number of comparisons needed to produce
reliable estimates, and the need for a method that would aggregate them to produce system
ranking (Callison-Burch et al., 2007). Prior work in NLG has explored the utility of algorithms
developed for modeling the relative skills of players in ongoing competitions. A notable example
of such algorithms is TrueSkill™, an adaptive model of competitions, originally developed for the
online gaming community (Herbrich et al., 2006). The algorithm assumes that each player’s skill
level follows a probability distribution with a player’s mean performance and the system’s uncer-
tainty about its current estimate of this performance as parameters. These parameters are updated
after each “game” in proportion to how surprising the outcome is. This method has been adapted
to a number of research areas, including NLG where it has been shown to reliably induce system
rankings, even when few system comparisons are available (Sakaguchi et al., 2014; Novikova et al.,
2018).






Figure 2.17: An example of a discrete and continuous rating scales. Figures taken from Belz and
Kow (2011).
2.5 Chapter Summary
The purpose of this chapter was to provide sufficient background information for the reader to get
an understanding of the NLG task.
We first analyzed the structure of the language generation process, and used examples from
prior work to show that language generation activity consists of several distinct steps. We found
that the related work exhibits some variation in the exact composition and naming convention,
but overall shares the idea that NLG is a complex process involving several stages which can be
computationally modeled, in isolation or jointly.
We further described the input-output specification of the task, with examples to showcase the
variety of data types that NLG systems use:non-linguistic data, structured text representations,
and raw texts.
Each input data type has its limitations and requires the right approach to be used with.
We provided a high-level overview of the dominant methods used in the NLG field. They range
from domain-specific rule-based and template systems to end-to-end data-driven models, and are
characterized by different trade-offs one needs to consider when approaching the task at hand.
Finally, we described how NLG systems are typically evaluated. Extrinsic task-based evaluation
is the most solid and convincing option, since it directly assesses the utility of the system for a
specific task and target audience. However, it is also the most resource-consuming and, therefore,
least reproducible one. Intrinsic human-based evaluation is a cheaper alternative, but because




Controlled assessment − +
Consistent +/− +
Reliable +/− +
Simple to design + +/−
Annotation difficulty +/− +
# points to compare + −
Table 2.3: A high-level comparison of the two main strategies to elicit human judgements in
the NLG experiments: direct assessment and output comparison. The former includes rating and
Likert scales, the latter refers to ranking methods.
monitored to ensure the reliability of the results. Finally, the cheapest option is intrinsic metric-
based evaluation: it can be run automatically and does not require human subjects, which ensures
it can be easily reproduced. The biggest drawback of metric-based evaluation is the uncertainty
about the correlation between the metric values and human judgements of system output quality.
We further briefly described the most popular evaluation metrics used in the NLG community.
We provided some evidence from prior work about whether the mentioned metrics have been
found to correlate well with human judgements. The main conclusion is that the evidence is often
conflicting, which makes metric choice a hard problem.
Finally, we briefly described several most common methods of eliciting human judgements
when performing intrinsic human evaluation. It seems that we are currently witnessing a paradigm
shift: the community is moving from discrete rating and Likert scales to continuous scales and
preference-based evaluation.
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CHAPTER 3
Sanity Polygon Framework
In the previous chapter we described the NLG task specification, the dominant approaches to
automatic text production and the existent evaluation methodology.
In this chapter, we will introduce the central problem addressed in the thesis — the absence of
a principled methodological approach to NLG research. First, based on the review of related work
described in the previous chapter, we motivate the need to develop such an approach. We further
examine several critical issues posed as challenges one faces when developing an NLG system. We
describe our recommendations and formalize them as a checklist that could be used as approach
development guidelines. In the subsequent chapters we describe several studies that demonstrate
how it can be used in the NLG experiments.
3.1 Motivation
The related work overview which we presented in the previous chapter shows that NLG research is
gaining its momentum. Several decades ago NLG was limited to hand-crafted rule-based systems
mainly assisting professionals in very specific applications. Modern NLG research has crossed the
application and domain boundaries and now forms a universal text generation paradigm.
Despite the growing attention to the field, NLG research has a lot of gaps that make it hard
to develop robust NLG systems. The existent NLG surveys either provide a high-level overview
of the developed techniques (Gatt and Krahmer, 2018), or target a specific problem, like NLG
evaluation issues (Gkatzia and Mahamood, 2015; Amidei et al., 2018; Van der Lee et al., 2019).
We acknowledge the importance of such research and ourselves build our work upon it, but also
argue that one of the obstacles impeding further NLG development could be the lack of principled,
systematic methodology to approach NLG studies:
• The community has developed a deep understanding of what NLG is, which subtasks it has,
but the architectural differences and different input–output specifications of various systems
make it hard to compare them.
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• There are gaps in understanding which approaches are applicable in which task setup. NLG
literature has explored a great deal of techniques, but in practice researchers try out several
recent systems to figure out which performs best. We argue that this practice can be
improved by a deeper analysis of the task at hand and following some methodological
principles.
• NLG evaluation is still a “black-box”: research papers discussing the correlation of various
metrics keep appearing in conference proceedings, but there is hardly any consensus on what
works and what does not. This ultimately causes confusion and leads to the usage of a large
battery of non-discriminative metrics, which gives rise to contradicting conclusions.
We believe that there is an acute need for a more principled approach to performing NLG
studies, and aim at developing a methodology which could help one face the chronic under-
specification of the NLG task. The importance of this problem is confirmed by the growing number
of collaborative efforts aimed at improving the methodology of NLG research. For example, a few
of the most recent international venues devoted to the problems of NLG evaluation include the
following:
• Evaluation and Comparison of NLP Systems (Eger et al., 2020): aimed at the design of
adequate metrics, evaluation methodology and creating correct evaluation data.
• Workshop on Evaluating NLG Evaluation:5 aimed at developing methodology and linguistic
aspects of evaluation, rather than the proposal of new automatic metrics.
• Shared Task on Evaluating Accuracy (Reiter and Thomson, 2020): a shared task on method-
ologies and algorithms for evaluating the accuracy of generated texts.
However, system evaluation is only one part of the NLG process. In this chapter we present a
conceptual framework which we developed for analyzing and planning NLG experiments. It offers a
holistic view on NLG,6 and is based on several principles governing the relation between the major
components of any NLG study: the task, training data, evaluation criteria, automatic metrics for
system development and human experiment study design. We describe each of the principles and
use the identified principles in a series of studies to showcase our ideas.
3.2 Framework Overview
Research questions in NLP always have an underlying real-world problem:
• translating a document from one language to another,
• summarizing a document collection,
• finding an answer to a question,
• transforming the data representation from one modality into another (e.g. image → text),
5https://evalnlg-workshop.github.io/
6By “holistic” we mean that NLG should be approached as a coherent whole, and argue that its components
are best analyzed in relation to one another.
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• responding to a user query.
Based on the problem, a researcher defines a (1) task and first decides what the inputs and
outputs should look like, and what the system requirements are. Depending on the task specifica-
tions and requirements, they need to establish the resources available at his or her disposal. One
of the most important ones is (2) data needed to develop and evaluate the proposed solutions.
Data-driven approaches use machine learning algorithms to find statistical regularities in the avail-
able data, and usually express them in a form of a parameterized function, where the parameters
(also called weights) are learned during training. Many problems in NLP trace back to data issues;
this dependence is often described as the garbage in, garbage out empirical law which means that
noisy input data usually result in nonsense outputs.7
Evaluation specifications govern the decision of which approach one should choose. Ultimately,
a researcher is interested in a positive evaluation of the outputs produced by an envisioned system.
This means the researcher needs to understand which facet of the output quality ((3) quality
criterion) is important. If the goal is to entertain a user, variation in the outputs, metaphoricity
or humourousness might be crucial. If one needs to provide accurate description of the inputs,
faithfulness to the input’s content is important. A mistake would be to expect a system to produce
a high-quality output, without specifying which quality dimension is important.
Researchers need a way to define an evaluation procedure that drives the system development
process in the right direction. They usually rely on functions ((4) automatic metrics) that can
be computed throughout this process, to automatically assess the quality of the system at a par-
ticular step. Unfortunately, modeling certain quality criteria (like metaphoricity or humourousness)
computationally is very hard (Do Dinh and Gurevych, 2016; Simpson et al., 2019; Yu et al., 2020).
In addition, metrics might have additional constraints, e.g. they might need to be differentiable,
or rely on external resources, or be computed in relation to the outputs of other systems, etc.
Finally, while researchers sometimes rely on automatic metric results to compare systems, the
proponents of intrinsic human-based evaluation argue that metric evaluation results should be
backed up by a (5) human evaluation study. The main reason why it is not done as much as it is
desired by the community is that human evaluation studies are costly, labour- and time-consuming.
Nevertheless, automatic evaluation results are often considered unreliable, and one of the few ways
to validate them is via human experiments (Belz and Reiter, 2006).
These five elements form what we call the Sanity Polygon (Figure 3.1). These components
are necessary for any NLG experiment, and reasonable treatment of each of them contributes to
the success of the study. We do not take credit for fleshing them out; there have been attempts
to do it before (Dale and Mellish, 1998; Scott and Moore, 2007; Popescu-Belis, 2007). In fact,
these components are not even specific to NLG — any NLP study would contain them. Our
contribution lies in showing that the interaction between the components is what makes an NLG
study successful.8 Through literature analysis we have concluded that a failure in NLG experiments
7https://en.wikipedia.org/wiki/Garbage_in,_garbage_out
8Depending on the aim of the study, success means empirical evidence of a system’s superiority compared
to contenders, solid assessment of corpora quality and detection of possible data artifacts, a proof that an
automatic metric is a viable proxy of human judgements of a certain quality criterion, etc.
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in most cases can be attributed to some sort of a mismatch between any of the components. In
the following sections we examine each of the connections in more detail and provide examples of





Figure 3.1: Sanity Polygon (SP): the five key components of an NLG study, and identified
relations between them.
3.3 Task and Data
3.3.1 Data Annotation
Training data is the source of the statistical patterns that NLP systems learn, which is why it
is so important to have diverse, clean and consistent training data. The most important factors
influencing its quality include (but not limited to) the annotation source, the complexity of annota-
tion guidelines, the annotators’ motivation and the number of annotators per data point (Jurgens,
2013; Brysbaert, 2019; Van der Lee et al., 2019).
Specifics of Annotation Source Consider the specifics of your data source and the incentives
of the annotators. Most NLG annotations assume semantic intepretation of textual data, which is
very subjective. Therefore, gathering a wide range of high-quality human annotations is desirable.
Preparing expert annotations has been the dominating way of corpus creation for decades.
Expert annotations are usually costly and labour-intensive, but are considered to be of high quality
and consistency (Reiter and Sripada, 2002). By consistency we mean a high inter-annotator
agreement (IAA), which is the average pairwise probability that two annotators agree, adjusted for
chance (Cohen, 1960). In this sense, a higher-quality data annotation is the one in which multiple
humans provide the same annotation for the same examples.
However, as data-driven models were getting larger, the data size requirements were increasing
and, consequently, the cost of data annotation experiments grew significantly. Many researchers
started exploring ways of delegating annotation tasks to a large group of untrained individuals, as
opposed to a smaller selection of experts (Mairesse and Young, 2014). Crowdsourcing became a
way to scale up the data creation process at the expense of a decrease in data quality. In order
for the latter not to influence the overall system results, researchers started developing methods
to reliably aggregate the noisy data coming from many annotators (Novikova et al., 2016).
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Our literature analysis suggests that crowdsourcing is currently the dominant method of an-
notating NLG data. However, motivating crowdworkers is hard, because people who are moti-
vated by monetary rewards often differ from the users who are unpaid and motivated by other
means (Kuznetsov, 2006; Nov, 2007). Moreover, using money to motivate people is not easy
and does not always meet expectations. Mason and Watts (2009) studied financial incentives of
Amazon Mechanical Turk9 workers and found that, surprisingly, increasing the amount of compen-
sation for some tasks does not necessarily improve the the resulting quality. Another unexpected
observation was described by Callison-Burch and Dredze (2010) who found examples of an inverse
relationship between the amount of payment and the job quality of crowdworkers. Chasing after
additional income lead some of them to take on tasks for which they clearly lacked qualifications.
In such a situation, some crowdworkers resorted to cheating, which harmed the annotation quality.
Ariely (2009) found that adding a monetary incentive can diminish the initial intrinsic motivation
of the worker. Gneezy and Rustichini (2000) discovered that adding monetary compensation in a
non-monetary environment leads to decrease in work performance.
Enhancing activities by creating similar experiences to those experienced when playing games
in order to motivate and engage users (gamification) has been getting more popular in recent
years (Hamari, 2019). Crowdsourced annotations from games-with-a-purpose (also called serious
games) is an attractive alternative to paid crowdsourcing. In a serious game, the players lack
the expertise to solve the underlying task using scientific methods, but do it out of free will,
while playing the game. Compared to experts or crowdworkers, serious game players have a
much stronger incentive to do their job well (Morschheuser et al., 2016). Successful applications
of serious games in NLP include word sense labeling (Venhuizen et al., 2013),knowledge base
extension (Vannella et al., 2014), answering quizzes (Ipeirotis and Gabrilovich, 2014) and fallacy
detection (Habernal et al., 2017).
Ambiguity is Good Treat ambiguity as a point of interest: instead of getting rid of the ambigu-
ous cases in data annotations, analyze them. Oftentimes, data contains ambiguous cases which
do not assume one true answer, but allow for multiple alternatives. These cases often cause a
lot of disagreement between the annotators. The latter, in turn, has been considered a sign of
poor quality — either bad annotation guidelines (expert annotations), or unqualified crowdworkers
without sufficient training. However, IAA depends on many factors, including their aptitude for
the task, how much they are paying attention, how much guidance they are given and how much
of the guidance they are able to remember (Manning, 2011).
More importantly, there is empirical evidence that disagreement is an important signal of
ambiguity inherent to the data sample, an interesting phenomenon that demands closer investiga-
tion (Aroyo and Welty, 2015). These data points turn out to be challenging and most interesting
from a data analysis point of view. The right course of action would be not to throw the data
points out, but separate them into a group of challenging cases and report about them.
9A web platform commonly used by NLP researchers to crowdsource annotations: https://www.mturk.
com.
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Complex Guidelines are Bad Do not make the guidelines too complex or detailed. One of the
ways to improve IAA is via adding more detailed annotation guidelines. This is generally considered
as good practice, since it addresses many of the corner cases that cause annotators to disagree,
and thus potentially decrease the IAA.
However, is has also been found that too precise annotation guidelines increase the agreement
by forcing expert annotators to make choices they may not actually think are valid, and removing
the potential signal on individual examples that are vague or ambiguous (Aroyo and Welty, 2015).
Crowdsourcing tasks also do not allow long, complex annotation guidelines, which forces one to
keep instructions simple and precise. This has several benefits: it reduces the time spent on
annotation task design, allows annotators to make choices they are more comfortable with, and
reduces annotator training time.
Annotation Redundancy Assign multiple annotators for each data point and create redundant
annotations. NLP data annotation does not always assume just one perspective. Language is
ambiguous by nature, therefore in many cases there are multiple valid interpretations of a data
point. Multiple assessors’ annotations might be considered redundant, but they allow the task
designer to catch ambiguous cases and estimate the difficulty of various data points. That is why
multiple workers should be presented the same object of interpretation.
Choice of Annotators Experts are not always better than non-experts. There are studies that
showed that expert annotations are not always qualitatively better than those coming from layman
annotators. For example, Aroyo and Welty (2015) found that mistakes by the crowd are often not
surprising, while experts are far more likely to see a target relation between entities, where none
are expressed in a sentence, when they knew the relation to be true. Studies of tag-searching
behavior of crowdworkers showed that only a small fraction of the tags could be found in the
documentation created by professionals, which means that experts and professionals often search
for different things (Leason, 2009; Hildebrand et al., 2013). This, perhaps, can be explained
by an informal argument that experts often operate in a “sandbox” scientific environment, while
crowdworkers represent the real-world audience of the developed technique.
Mind Data Life-cycle Consider the presence of time-dependent phenomena in your data. If you
are using a well-established dataset for your experiments, mind two important caveats:
• over time, the community overfits to the dataset, which overestimates the generalization
abilities of the proposed approaches;
• over time, some annotated phenomena change and annotations become outdated.
To illustrate the first point, we refer to the work of Manning (2011), who was discussing the
necessity and possibility of improving the accuracy of modern POS taggers beyond 97 %.10 The
author admits that it might be important for researchers to have static versions of data for the sake
of comparable experiments. However, he also warns against the negative tendency of researchers
10Token-level accuracy of Stanford POS tagger on Penn Treebank data.
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to keep the datasets “frozen” in time. The author provides examples showing that many tagging
errors stem from the inconsistencies in the data annotation, and the way to improve further is to
either improve the taxonomy of tags to allow clearer automatic tagging, or improve the conventions
by which the tags are assigned.
A real danger of working with the data that has been around for too long is a natural tendency
of researchers to overfit to this data. Since beating the state-of-the-art results admits one to
publishing a paper in prestigious conference proceedings, many researchers chase after this ideal.
This leads to a situation when even the test set is no longer “blind”: since many perform error
analysis of system predictions on the test set, by the time the 20th researcher publishes their
score on the leaderboard, everyone is already aware of the test data challenges. Next proposed
approaches are then built to overcome these challenges and push the scores higher, which can be
considered as a type of overfitting to test data distribution.
The second mentioned issue is pertaining the semantic changes of various phenomena targeted
in NLP systems. A great example was given by Aroyo and Welty (2015):
[Osama bin Laden] used money from his own construction company to su-
port the [Muhajadeen] in Afganistan against Soviet forces.
In a task of identifying mentions of terrorists in a document, this example will have a different
treatment, depending on when the annotation takes place. In the 1990s, for example, the [Osama
bin Laden] part would have been labeled as HERO , but after 2001 — as TERRORIST . Both
entity types would be valid for the same phrase, even though they introduce conflicting roles for
the same entity. This means, that both corpora need to be adapted over time to reflect such
semantic changes. Researchers need to be aware of such phenomena and develop approaches with
this issue in mind, because this issue is one of the causes of data bias. The usage of lexis which
once was considered normal, at some point in time may be considered as offensive. If an outdated
corpus is used, these undesirable artifacts may propagate into a NLG model.
An example of temporal data shift in spoken language understanding is described by Kim et al.
(2017). The authors show that a model trained on data from 2013 cannot properly handle data
from 2014–2016, because the content of the user queries changes over time (e.g. new restaurant
or movie names may be added). Consequently, the model performance degrades over time.
3.3.2 Data Artifacts
The statistical patterns that data-driven models learn from data include noise and undesirable
biases . Informally speaking, noise is deviations from what is considered to be representative for a
phenomenon. In the case of Natural Language Processing, noise examples include spelling errors,
irregularities and idiosyncrasies in the use of punctuation, white space and capitalization, content
differences between source and target documents, non-literal translations, errors in document
alignments, etc (Clark and Tim, 2003; Khayrallah and Koehn, 2018; Khadivi and Ney, 2005).
Bias is an umbrella term denoting differences between an intended data distribution and the
distribution used or produced by the model (Shah et al., 2020).
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Noisy Data Treatment Noisy data should receive special treatment — do not leave the data
discrepancies unattended. An important facet of the task-data relationship is treatment of noise
contamination. It has been noticed long ago that data noise always finds its way into the generated
text (Scott and Moore, 2007). It is important to bear in mind though, that noise does not
necessarily mean errors propagating into the training set with imperfect annotations. It can also
be part of the true data distribution: for example, in cases where the domain assumes irregular
language usage, like colloquial speech on the web. And if the task is to generate colloquial speech,
then sanitizing the outputs might have an adverse effect.
If one’s task is to generate refined language from noisy data, they need to find ways of reducing
the influence of noise on the final model predictions. One way is to retract back to templates and
rules. But in case the complexity of a task does not permit using rules, one has the option
of employing an approach which can detect noisy instances (or noise sources) and recover true
labels (Hovy et al., 2013).
Bias Considerations Consider the possible presence of bias in your data, especially if you use
it for production-level models.
An important point of consideration is the possible existence of bias in your data. The sample
bias phenomenon, most relevant from a NLP perspective, has been in the focus of social scientists
for a long time (Berk, 1983). Until recently, NLP researchers have been predominantly occupied
with biased predictive models in the context of domain adaptation (Jiang and Zhai, 2007). The
community tried to understand why models fit on data from one domain do not perform well on
other text types, and proposed various methods to mitigate the issue.
However, democratization of machine learning made it possible to use NLP models in many
areas of everyday life. This inevitably caused many unexpected issues. The infamous Tay bot, an
AI chat robot deployed by Microsoft to Twitter, transformed into an “evil Hitler-loving, incestual
sex-promoting, ’Bush did 9/11’-proclaiming robot” in just one day of interaction with the users.11
The developers created the bot in order to improve the customer service on their voice recognition
software, but they did not expect the users to abuse the bot and teach it bad things. The bias that
users were injecting into the data while interacting with the bot, caused the model to generate
rather improper tweets, and Microsoft had to shut it down.
There are many more examples how data bias becomes the source of algorithmic discrimination:
in criminal risk assessment,12 predictive policing,13 credit eligibility estimation,14 human resource
management,15 etc.
Data bias exacerbates inequality and causes serious issues with long-lasting consequences.
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who deploy the models. Researchers have identified different bias types, and proposed various
methods to tackle them (Li et al., 2018; Elazar and Goldberg, 2018; Coavoux et al., 2018). Shah
et al. (2020) recently proposed a conceptual framework outlining and relating the different origins
of bias. According to the authors, the variety of biases indentified so far can be categorized as
follows:
• Label bias: when the distribution of the dependent variable in the data source diverges
substantially from the ideal distribution.
• Selection bias: when some members of the intended population have a lower or higher
sampling probability than others.
• Overamplification: when a trained model relies on a small difference between attributes with
respect to the objective, but amplifies this difference to be much more pronounced in the
predicted outcomes.
• Semantic bias: unintended associations and societal stereotypes picked up as a side-effect
of distributional semantics.
Note that these sources are distinct, but arise due to the same reason — the differences between
an intended distribution and the distribution produced by the trained model. These sources of bias
pose a real threat to any data-driven endeavor. The best way to deal with them is to do data
analysis, attempt to identify biases in your data and develop respective countermeasures.
As a form of summary, we construct a requirements checklist which is meant to be consulted
when analyzing the task at hand. The checklist below shows important considerations concerning




ä Is the phenomenon at hand ambiguous?
ä Are the annotation guidelines simple?
ä Are the guidelines ambiguous?
ä Do annotators have the needed expertise?
ä How many annotators are there per data point?
ä Does the data contain time-dependent phenomena?
• Data artifacts:
ä Is the data noisy?
ä Could the data be biased?
ä Is it a low-resource scenario?
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3.4 Task and Evaluation Criteria
3.4.1 Task-Criteria Match
Task-specific Criteria Evaluation criteria should be task-specific, targeting quality facets im-
portant for the task. Evaluation criteria are defined as part of the experiment design and correspond
to a specific task and type of evaluation (Section 2.4.1). For example, it makes little sense to
measure semantic correctness in the task of language modeling, since there is no one and only
target output that should be generated by a trained model.
A more common mistake is to not define criteria which should be defined prior to conducting
experiments. This issue often bubbles up in human evaluations, when the assessors are not being
asked about a quality facet that was defined as part of task specifications. For example, consider
a task of image caption generation. The variability of captions is often mentioned as a challenging
property of the task, but is rarely measured in the human experiments (Xu et al., 2015a; Kilickaya
et al., 2017).
3.4.2 Criteria Scope
Atomic criteria Evaluation criteria should be focusing on just one quality facet. Intuitively, one
wants their system to produce good outputs. Unfortunately, as of today, NLG community does
not have agreed objective criteria for comparing the goodness of texts (Dale and Mellish, 1998;
Scott and Moore, 2007). Consider possible definitions of accuracy and fluency from (Dale and
Mellish, 1998):
• Accuracy: does the text convey the information it is supposed to?
• Fluency: does the text present the information in the readable manner?
The authors mention that these are commonly used informal measures of text quality. But they
also admit that there is a “general uncertainty about what the key dimensions of measurement”
which these criteria capture. We conjecture that the debate around objectivity and subjectivity
of the evaluation criteria is connected to their scope, or assessment granularity. Subjective terms
like appropriateness or correctness that are sometimes used to give a qualitative assessment of a
system output, cannot be used to objectively evaluate NLG outputs, since these criteria depend on
the task performed and the definition of what constitutes success. Other examples of subjective
qualities include good style , coherence , readability (Dale and Mellish, 1998).
A comparative study of the evaluation methodology for NLG in interactive systems, conducted
by Hastie and Belz (2014), also concludes: when designing evaluation experiments “it does not
make sense to pair up individual evaluation measures with single abstract, higher-level quality
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• user satisfaction;
• efficiency.
Reducing the scope of a criterion is not an easy task. Sometimes this leads to a total failure
of the experiment. For example, Dale and Mellish (1998) cites the work of Carter (1996) on the
automatic generation of hypertext. The authors of the latter work chose to measure mean time
per node as an indication of how easy it was to navigate through a hypertext system. In other
words, the criterion was navigation ease and mean time was the metric: low mean time indicated
easy navigability. It turned out that certain subjects, when lost, resorted to rapid random clicking
and this unexpected phenomenon rendered the measure, as well as the collected user data, useless.
The requirements checklist for the task-criteria relation looks as follows:
Task and Evaluation Criteria
• Task-Criteria Match:
ä Do the criteria reflect the specifics of the task?
• Criteria scope:
ä Is each individual criterion focused on a single quality dimension?
3.5 Evaluation Criteria and Human Experiments
Mismatches between evaluation criteria and human evaluation often manifest themselves as incon-
clusive evaluation results or, in the case of a correlation study, low correlation coefficient values
between automatic metrics and human assessments. In most cases the problem is caused by the
failure of human evaluators to understand precisely what they need to assess.
3.5.1 Human Experiment Instructions
Explicit Definitions Evaluation criteria should have definitions explaining what the criteria
measure. Sometimes researchers use an evaluation criterion in their experiments, but leave its
definition out, perhaps assuming that for a human it is clear which quality dimension is being cap-
tured. For example, human evaluation experiments conducted by Reiter and Belz (2009) included
clarity and readability as an assessment of linguistic quality and accuracy and appropriateness as
an assessment of content quality. The authors, however, did not define any of these terms precisely
(at least the respective paper does not say anything about that). When analyzing the results, they
observed a significant correlation between the accuracy and clarity scores that the test subjects
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gave to texts. As the authors note, this could have been caused by the subjects not being able to
distinguish accuracy from clarity . We conjecture that this was largely due to the absence of the
criteria definition.
Precise Definitions Evaluation criteria should be defined as precisely as possible. Sometimes it
is not clear what a criterion means, precisely. Consider the definition of fluency which is commonly
used as one of the evaluation criteria in NLG research. We found it to be probably one of the most
overloaded terms in NLG literature. Merriam-Webster dictionary defines someone being fluent as
capable of using a language easily and accurately.16 Cambridge dictionary describes fluency as
the ability to speak or write a language easily, well, and quickly.17 The term is generally well
understood by native speakers of English, which we confirmed by an informal survey of native
speakers in our own research lab. However, none of the researchers we asked was able to give a
precise description of what it means to be fluent. Non-native speakers have more trouble defining
the term. Our understanding is that fluency is a composite characteristic of one’s language usage,
but not a single property which can be used to assess a text snippet across a specific quality
dimension.
The absence of a precise definition of an evaluation criterion leads to a divergence of its inter-
pretation. According to a recent study of 37 research papers published as part of the proceedings of
the Association for Computational Linguistics on evaluation methodologies in automatic question
generation, more than twenty different quality criteria have been used by researchers in the period



























In some studies evaluation criteria are being merged, which further complicates the analysis
of the results. For example, Nenkova et al. (2010) conducted a study on the predictive power of
structural features in measuring the linguistic quality of texts in machine translation and document
summarization. The study uses the terms readability and fluency interchangeably, which makes it
hard to understand which criterion ultimately the metrics correlate with.
This situation is thought-provoking, because evaluation of automatic question generators in-
volves assessing just two major quality components: grammatical correctness and semantic cor-
rectness, i.e. the question should adhere to the grammar of the target language and be about
the content described in the answer. Yet, the large number of criteria mentioned above means
that either researchers understood the task differently, or they were being careless in defining the
criteria, which ultimately lead to a confusion.
Whenever a human assessor encounters a generic evaluation criterion, we face the problem
that humans will not agree about subjective qualities (Dale and Mellish, 1998). One might hope
to avoid this problem by having sufficient independent judgements: in this case, disagreements
will become invisible as a result of the averaging process. But then a sufficiently large number of
judgements should be collected. However, what constitutes “sufficient” depends on the complexity
of the task at hand.
In our opinion, a viable solution to this issue could be to explicitly provide criteria definitions in
the study. Perhaps, ultimately it does not even matter what the criterion is called — one could call
it Criterion E , for example — as long as the definition is clear, documented and publicly accessible.
Criteria Independence Evaluation criteria should not overlap. Correlating or overlapping def-
initions of evaluation criteria often result in an inability of human assessors to distinguish between
the criteria used in a human experiment (Novikova et al., 2017b). Such dependence ultimately
renders human evaluation results useless.
Right Elicitation Method Choose the elicitation method during the experimental design (not
at the time of analysis). If in doubt, use preference-based methods.
When planning human evaluation, one has several methods of human judgment elicitation at
his or her disposal (Section 2.4.3). However, there is little guidance in terms of various trade-offs
different methods have.
For example, due to the simplicity of the design, discrete scales became the method of choice
in many NLG evaluations. However, Amidei et al. (2019) reviewed the use of rating and Likert
scales for NLG evaluation over the last ten years and discovered that many NLG studies confuse
Likert scales and rating scales. Often Likert scales are used for an item-by-item analysis, which
is wrong: aggregate scales, such as Likert scales, are created to estimate the overall opinion of a
responder about some phenomenon by use of aggregate items. A common mistake is to extract
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items from an aggregate scale, in order to present a more fine-grained evaluation. Amidei et al.
(2019) warn that such evaluation can lose its meaning and lead to false conclusions.
Another suggestion from Amidei et al. (2019) is to be cautious when using parametric statistics
to analyze the results obtained using scales. There are many things that could go wrong when
applying parametric statistics on data which are not interval (Liddell and Kruschke, 2018). The
general advice is to do preliminary verification of the parametric statistic assumptions, prior to
conducting such analysis.
It is important to consider task simplicity from the perspective of the human assessor. In this
regard, we favor preference-based evaluation, since in many cases it is much easier to express a
preference between two items, rather than score them both on a scale.
3.5.2 Human Experiment Difficulty
Human assessors are influenced by too many factors which sometimes cannot be controlled. When
analyzing the shortcomings of BLEU, NIST and METEOR metrics, Turian et al. (2003) pointed
out something obvious, but very important:
Automatic MT evaluation measures cannot be faulted for poor correlation with the
human judges, as the judges do not correlate well with each other.
In order to make the best of human evaluations we proposed the following recommendations.
Simplify Evaluation Tasks Design simple tasks, since they lower the cognitive load for the
assessors. It is generally recommended to consider the cognitive difficulty of the task and ways
to make it easier for the human assessors. This is usually done in order to make the experiment
results to degrade gracefully. Dale and Mellish (1998) analyze an experiment of Yeh and Mellish
(1997) who compared algorithms for the generation of anaphoric referring expressions in Chinese
by measuring the extent to which the generated references agreed with those selected by humans.
Dale and Mellish (1998) note that the humans could not always agree, and speculate whether
ranking their selections instead of indicating the best would be a measure of agreement, more
robust with respect to certain random variations. Whether this is true or not, is not clear, since
the experiment has not been reproduced with the new proposed criterion, but this is a good
example of how one might attempt to achieve better correlation results by simply reducing the
difficulty of the annotation task.
The requirements checklist for the relation between human experiments and evaluation criteria
is given below.
• Human Experiment Instructions:
ä Are evaluation criteria defined in the experiment?
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ä Are the criteria definitions precise?
ä Are the defined criteria independent?
ä Which human judgment elicitation method is used?
• Human Experiment Difficulty:
ä Is the evaluation task simple?
3.6 Evaluation Criteria and Automatic Metrics
The studies that we conducted ourselves, as well as the ones we examined as part of the literature
analysis, make us hypothesize that in many cases the low correlation between evaluation criteria
and metric scores is caused by a semantic mismatch between them. By semantic mismatch we
mean a disparity in what the metric was designed to do, and what the criterion measures.
3.6.1 Targeted Language Level
Correct Linguistic Level Choose metrics according to the evaluated linguistic level. Depending
on textual and real-world context, system outputs can differ from the source text at any linguistic
level (lexical, syntactic, semantic, discourse) and still be considered perfectly correct (Fomicheva
and Specia, 2016).
A study conducted by Novikova et al. (2017b), revealed that some important subtasks of NLG,
such as sentence planning and text structuring, are almost not taken into account by BLEU and
similar metrics. This seems to be expected, since these metrics were not designed to measure text
coherency. Nevertheless, researchers still continue to use them for the overall system evaluation.
This mainly happens when an NLG component is evaluated as part of a bigger system (e.g., text
summarizer), in which case content selection is viewed as more important than grammaticality or
overall text structuring.
Barzilay and McKeown (2005) observed that humans are very sensitive to processing ungram-
matical sentences, and when being asked about the quality of the text, often consider whether it is
grammatical or not. N-gram overlap metrics are bound to fail as proxies for such a criterion. Yet,
some researchers tried using them to evaluate grammaticality of image captions, but, as expected,
failed to find any significant correlation with human judgements of grammaticality (Elliott and
Keller, 2014).
3.6.2 Task Specificity and Metrics
Task-Metric Match Choose metrics that reflect the task specificity and the defined criteria. In
other words, one needs to find the metrics that make sense as proxies of the respective criteria.
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NLG as a field has only started to develop its own metrics. Until recently, NLG researchers
in their experiments simply reused metrics designed for other tasks. For example, BLEU, NIST
and METEOR came from the machine translation domain, ROUGE variants — from document
summarization. However, numerous human evaluation studies showed that system comparison
based on metric scores is not reliable for many NLG processes (Scott and Moore, 2007; Reiter
and Belz, 2009). We provide one plausible explanation for this below.
In contrast to machine translation, syntactic parsing or POS tagging, NLG is not a monolithic
task, which is why the practice of comparing outputs of systems which were designed to do different
things seems questionable. A metric designed for one task does not necessarily work as a drop-in
replacement in another.
Consider BLEU as an example metric. The original paper that introduced it showed that BLEU
correlated well with human judgments of translation quality. The study also showed the ability
of the metric to distinguish between human and machine translations (Papineni et al., 2002).
This correlation has been further confirmed in the annual NIST Machine Translation Evaluation
exercise. The usage of BLEU in machine translation was later criticized by Callison-Burch et al.
(2006) who have found theoretical and practical evidence that BLEU might be a wrong metric
to be used in several setups, including those where one is trying to detect improvements for
aspects of translation that are not modeled well by BLEU (e.g. grammaticality ), and monitoring
improvements that occur infrequently within a test corpus. As described in Section 2.4.2.1, BLEU
is a corpus-level metric which assesses the accuracy of translations in a multi-reference setting.
Using multiple references is supposed to provide support for variability of the translation process.
However, many NLG tasks assume a much larger valid candidate output pool. For example, in the
task of image caption generation or style transfer, one cannot hope to cover a significant portion
of the valid candidate search space for a given input with the number of references commonly used
in machine translation, which is around four (Belz and Reiter, 2006; Qin and Specia, 2015).
A study by Giménez and Màrquez (2007) showed that “n-gram overlap is neither necessary nor
sufficient for two sentences to convey the same meaning”. Consider the following example from a
recent study on evaluating image caption generation approaches using automatic metrics (Anderson
et al., 2016):
A young girl standing on top of a tennis court.
A giraffe standing on top of a green field.
These two captions describe two different images from the MS COCO dataset (Lin et al.,
2014). However, comparing the captions using any of the wildly used n-gram overlap metrics
would give a high similarity score due to the presence of the long 5-gram phrase ‘standing on top
of a’ in both captions.
The second example from this study compares two captions obtained from the same image:
A shiny metal pot filled with some diced veggies.
The pan on the stove has chopped vegetables in it.
Despite the fact that these captions convey almost the same meaning, they exhibit low n-gram
similarity as they have no words in common. Note that the reason why n-gram metrics are a bad
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choice for evaluating image caption generation systems is not because the former are inherently
flawed. The reason is that the task expects a high variation in the output space, which cannot be
captured by metrics computing n-gram overlap with references.
The requirements checklist for the relation between the evaluation criteria and automatic metrics
is as follows:
Evaluation Criteria and Metrics
• Targeted Language Level:
ä Does the metric measure the correct linguistic level?
• Task Specificity and Metrics:
ä Is the metric supposed to approximate the chosen evaluation criterion?
3.7 Data and Automatic Metrics
The goal of this section is to draw attention to metric assumptions, or conditions, that should hold
for it to work as expected.
3.7.1 Metric Assumptions
System Output Quality Some metrics have strong assumptions about the system output qual-
ity. Metric evaluation is unreliable when these assumptions are not met. Many metrics have other
assumptions which are often left unattended. For example, the ORANGE metric used to evaluate
machine translation metrics, proposed by Lin and Och (2004), has the assumption that automatic
translations are worse than their reference translations. The metric incorporates this assumption
into score computation. Given a source sentence, an n-best list of its machine translations, and its
reference translations, the average rank of the reference translations within the combined machine
and reference translation list is computed. One then ranks these translations, calculates the aver-
age rank of the references in the n-best list, and computes the ratio of the average reference rank
to the length of the n-best list; the smaller the ratio is, the better the automatic metric is. Clearly,
as the quality of the outputs improves, the assumption stops working. And while ORANGE is used
to evaluate metrics (not system outputs), the conclusion is still valid, since similar protocols are
used by automatic metrics when evaluating the quality of model predictions.
Many studies ignore the fact that, for example, the original paper which introduced BLEU
showed that it can only distinguish between very good and bad translations (Papineni et al.,
2002). Belz and Reiter (2006) also suggests that BLEU is not effective at evaluating texts which
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are as good as (or better than) the reference texts. The authors also note that this might not
have been a problem earlier, because in the early 2000s outputs of wide-coverage MT systems were
generally worse than human translations. But NLG systems (even then) were often domain-specific
and were able to generate texts that were judged better by humans than human-written texts.
The results of the experiments conducted by Babych and Hartley (2008) on machine translation
system outputs serve as an additional evidence for this point. The authors showed that proximity-
based metrics (in particular, BLEU) loose sensitivity as the systems become more accurate, but
performance-based metrics (e.g. accuracy of a named entity recognition system facilitated by
machine translation outputs) remain sensitive across the scale. The authors further attribute
the stable sensitivity of performance-based metrics to measuring the cumulative functional effect
of different language levels, while proximity-based metrics measure structural matches at a lexical
level only and therefore miss higher-level errors that are more typical for better machine translation
systems. The authors of the study also note that task-based performance better captures legitimate
variation (as opposed to spurious variation like the one we mentioned above when talking about
BLEU). This is because they do not make explicit assumptions about particular combinations of
structural features that perform external textual functions. Similar findings have been observed by
Liu et al. (2016) and Ma et al. (2019a).
Further, (Sun, 2010) found that only when the metric score difference between the systems
is greater than a certain threshold value, will the majority of human evaluators agree with the
judgement of the automatic metrics. They also found that when two automatic scores of two
translations are the same, it does not always mean there is no qualitative difference between the
translations. Finally, perhaps the most important issue with metric-based evaluation is that it
does not say anything about the real-world effectiveness of the system under evaluation. Rare
exceptions (Reiter et al., 2003; Belz and Gatt, 2008) make it clear that a solid assessment of an
NLG approach with respect to a certain task or downstream application is very important.
A recent study of Mathur et al. (2020) showed that outlier systems, i.e. those systems whose
quality is much higher or lower than the rest of the systems, can have a disproportionate effect on
the computed correlation of metrics. The resulting high values of correlation can then lead to to
false confidence in the reliability of metrics.
Correct Assessment Level Some metrics are designed to work on corpus-level; using them
on segment level does not guarantee adequate evaluation results. Another assumption that is
sometimes ignored is that of the assessment level. For example, in machine translation, comparisons
of automatic evaluation metrics are often conducted on a corpus level using correlation statistics
(Pearson’s product moment correlation coefficient or Spearman’s rank order correlation coefficient)
between human scores and automatic scores. A possible reason for this is that sentence-level lexical
overlap metrics suffer from feature sparsity issues: for example, counts of higher order n-grams
are usually rather small (Stanojević and Sima’an, 2014). While several prominent segment-level
metrics appeared (like BLEURT and BERTscore), NLG researchers often continue to use corpus-
level machine translation metrics for segment-level assessment, ignoring the fact that metrics like
BLEU or NIST were designed to work on a corpus level (Fomicheva and Specia, 2019). In such
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cases, metric results cannot be fully trusted, since the metrics operate under a non-native regime
in which their performance becomes unstable (Chaganty et al., 2018).
Cross-task Metrics Be cautious about the metrics that migrated from other fields and be
critical about correlation study analyses in other areas, even if they were done using similar quality
criteria. Metrics that migrated from one research field to another, even when being evaluated on
similar criteria, might not work, because the performance of automatic metrics in terms of human
vs. system correlation analysis is not stable across different evaluation settings (Lin and Och,
2004). In other words, if it has been found that BLEU-418 correlates well with human judgements
of fluency in machine translation, the same might not be the case for NLG. Often researchers simply
claim that BLEU does or does not correlate with human judgements — that is very inaccurate on
many accounts and should be avoided.
3.7.2 References
High Reference Quality The majority of metrics assume access to high-quality references. Au-
tomatic metrics are a proxy method for evaluating the quality of system outputs. This is why one
basic assumption of all automatic evaluation metrics is that references are of high quality and the
more an output is similar to its references the better. That is not necessarily the case: with the
proliferation of crowdsourcing, human evaluations are losing their reliability, as crowd-workers are
hard to manage, which leads to various quality control problems (Daniel et al., 2018). This causes
a situation when the gold standard data contains a lot of noise, which necessitates an additional
data curation step before the annotations can be used for system evaluation (Freitag et al., 2020).
Sufficient Number of References Make sure that the number of references is sufficient for
reliable metric evaluation. The number of references needed to make evaluation meaningful de-
pends on several factors. Studies have shown that automatic metrics by design are not equally
sensitive to the number of target references. For example, TER has been shown to give com-
petitive results to BLEU, while using only 25 % of the available references (Snover et al., 2006).
Finch et al. (2004) showed that machine translation evaluation performance usually improves with
increasing numbers of references, although with diminishing returns. For example, adding up to
sixteen references improves the correlation for BLEU. However, little improvement has been seen
from adding more than four references when scores were computed by GMT; NIST only showed
improvements with small numbers of references (1–4), and adding more references degraded its
performance (Figure 3.2).
It is not necessarily the case that the more references one has, the better. For example, Dod-
dington (2002) found that increasing the number of references yields only modest improvements
in evaluation performance in the machine translation task on the DARPA corpora.
18The version of BLEU that counts n-grams up to the fourth order.
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Figure 3.2: The effect of adding more references on automatic metric evaluation in machine
translation. Figure taken from (Finch et al., 2004).
Metric comparisons rely on human judgments of the output quality, but the judgments them-
selves are often inconsistent and very expensive to acquire (Lin and Och, 2004). This means that
a larger number of references is needed, when noise is inherent to the dataset.
The number of references in a good corpus also depends on the expected language variability
in the output texts. In tasks like caption generation, document summarization, style transfer, a
large number of variable outputs is desirable, but this also depends on the length of the references
(since longer texts naturally exhibit more variability).
The requirements checklist for the relation between data and automatic metrics is given below.
Data and Metrics
• Metric Assumptions:
ä Does the metric assume low quality of the outputs?
ä Is the metric supposed to work on corpus/segment level?
ä Has the metric migrated from another task?
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• References:
ä Is the metric sensitive to the reference quality?
ä Is the number of references sufficient?
3.8 Other Metric Considerations
This section contains various considerations pertaining the choice of automatic metrics in the
experiments. These considerations are not about a relation between the components of the Sanity
Polygon. They are about metric properties and are advised to be taken into consideration when
planning the experiments.
Approach Dependence Some metrics do not work as expected, when comparing typologically
different systems. Here, by system type we mean the employed inference engine (Section 2.3.1), i.e.
if the system is a variant of a rule-based, data-driven or hybrid type. The reliability of automatic
word-based metrics is becoming more and more questionable. Recent studies found that very
often such metrics measure data- and system-specific properties of different approaches (Novikova
et al., 2017b). In a study of the role of BLEU in machine translation research, Callison-Burch
et al. (2006) discovered an interesting discrepancy between BLEU scores of machine translation
system outputs and human judgements of their adequacy. The discrepancy manifested itself as an
outlier reaching a low BLEU score, but high human assessment judgement. The system was not
fully automatic machine translation, it was a post-edited manual selection of translated phrases.
Subsequent experiments were conducted to verify the finding. They showed that BLEU may not
be appropriate for comparing systems which employ different translation strategies. This, in turn,
opens the possibility that in order for BLEU and similar metrics to be valid, only sufficiently similar
systems should be compared with one another.
A recent study of Fomicheva and Specia (2019) compared how well common machine transla-
tion metrics correlate with human assessments when evaluating neural vs. statistical MT systems.
They found that metric evaluation achieves a higher correlation with human assessments when
evaluating the outputs of neural MT systems. Subsequent error analysis showed that neural MT
systems make more adequacy errors which are more easily detected by evaluation metrics, compared
to the ones affecting translation fluency.
Fragile Correlation Studies Be critical about correlation studies. It is important to under-
stand the connection between the instructions for human assessors, evaluation criteria and chosen
automatic metrics to draw valid conclusions about metric scores. Our literature survey showed
that NLG researchers found evidence of both the existence and absence of correlation between
automatic metrics and human judgements of some particular textual quality dimension. Obviously,
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this does not help when one needs to determine which metrics to use for the task, or how to design
a human experiment to determine the correlation.
We hypothesize that there are two main causes for the falsely low correlation between human
judgements and metric scores. The first one has already been described above — it is a situation
when the metrics do not match the evaluation criteria. For example, BLEU is bound to perform
poorly when measuring humourousness of system outputs. The second situation is when the
metric is chosen according to the evaluation criterion definition, but the definition in the human
experiment instructions does not use the same evaluation criterion when the metric was chosen.
A hypothetical example: the evaluation criterion is informativeness , ROUGE is the chosen metric,
but in the human experiment the assessors are asked to rate the quality of the summaries. Clearly,
this criterion includes many different facets. It is possible that some assessors will focus more on
grammaticality, while others will consider the summaries’ informativeness. In such a setup one
cannot hope to get a high correlation between human assessments and metric scores.
For example, Elliott and Keller (2014) conducted a study of the correlation of automatic
metrics with human judgements for the task of image caption generation. They computed cor-
relation between automatic metric scores and human judgements of semantic and grammatical
correctness of the captions. In terms of semantic correctness, the correlation varied from weak to
moderately high, depending on the metric. The authors found no significant correlation between
grammatlicality judgements and any of the automatic measures.
The authors further contrast these results with the study of Reiter and Belz (2009) who
found no significant correlations of automatic metrics with human judgements of the accuracy of
machine-generated weather forecasts. However, the latter work did find significant correlations of
automatic metrics with fluency judgements.
With these two studies at hand, one might be bewildered by the conflicting results. Note,
however, that the studies were different in several ways. The first one used sentence-level Spear-
man’s ρ coefficient to measure the correlation, while the latter used document-level Pearson’s r .
The former chose grammatical correctness as a criterion, while the latter was evaluating fluency.
The former’s task was image caption generation, while the latter designed a system to generate
weather descriptions from data tables. In the former case the data was crowdsourced, while in
the latter it was created by human experts. Given all these differences, we conclude that the two
studies were too different to put them on the same line.
To make sense of the correlation studies, one has to critically assess them and extract reliable
information from them. For example, we tend to believe the study of Elliott and Keller (2014)
in terms of the authors not being able to find correlation between the human judgements of
fluency and automatic metric scores, because string-matching metrics are a bad proxy for that. A
perplexity score computed by an in-domain language model would be a much better option. On
the other hand, choosing precision-based metrics like BLEU or TER does not make much sense for
a task like image caption generation, where a recall-based metric is more suitable, given the high
expected variation in the outputs. In this regard, it is not surprising that METEOR and ROUGE
achieved the highest correlation with human judgments of semantic correctness. Consider another
fact: METEOR is a metric that was conceived to improve correlation with human judgments of
machine translation quality at the segment level (Banerjee and Lavie, 2005). In light of these
57
CHAPTER 3. SANITY POLYGON FRAMEWORK
facts, it is not surprising that METEOR achieved the highest correlation in the study of Elliott and
Keller (2014).
Below is a short checklist which contains important considerations concerning the choice of
automatic metrics in an NLG study.
Metric Considerations
ä Are the compared approaches typologically different?
ä Is there any evidence that the metric correlates well with human judgements of the
measured quality in the task at hand?
3.9 Framework Checklist
To sum up, the aforementioned principles form a requirements checklist which we proposed to
consult when analyzing the task at hand. In the subsequent chapters we are going to use this
checklist to address the research questions outlined in Chapter 1.
Usage Notes Usually checklists are used in planning activities to mark the current progress.
Although the purpose of SPF is different, we found this form to be rather intuitive. The idea
is to go through the list and answer the questions, based on the available information. If the
respective answer is seen as problematic, i.e. violating the relation between the study components
as described in this chapter, we color it in red, like so: ä3. If the answer suggests that the relation
under consideration is not violated, we mark it like so: ä3.
Task and Data
• Data annotation:
ä Is the phenomenon at hand ambiguous?
ä Are the annotation guidelines simple?
ä Are the guidelines ambiguous?
ä Do annotators have the needed expertise?
ä How many annotators are there per data point?




ä Is the data noisy?
ä Could the data be biased?
ä Is it a low-resource scenario?
Task and Evaluation Criteria
• Task-Criteria Match:
ä Do the criteria reflect the specifics of the task?
• Criteria scope:
ä Is each individual criterion focused on a single quality dimension?
Evaluation Criteria and Human Experiments
• Human Experiment Instructions:
ä Are evaluation criteria defined in the experiment?
ä Are the criteria definitions precise?
ä Are the defined criteria independent?
ä Which human judgment elicitation method is used?
• Human Experiment Difficulty:
ä Is the evaluation task simple?
Evaluation Criteria and Metrics
• Targeted Language Level:
ä Does the metric measure the correct linguistic level?
• Task Specificity and Metrics:
ä Is the metric supposed to approximate the chosen evaluation criterion?
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Data and Metrics
• Metric Assumptions:
ä Does the metric assume low quality of the outputs?
ä Is the metric supposed to work on corpus/segment level?
ä Has the metric migrated from another task?
• References:
ä Is the metric sensitive to the reference quality?
ä Is the number of references sufficient?
Metric Considerations
ä Are the compared approaches typologically different?
ä Is there any evidence that the metric correlates well with human judgements of the
measured quality in the task at hand?
3.10 Chapter Summary
In this chapter we introduced the Sanity Polygon Framework, a conceptual framework for the
design and analysis of NLG studies. Based on the review of prior NLG research, we argued that
there is a need for further development of NLG methodology which can provide guidance during
the design and analysis of an NLG experiment.
The framework consists of a set of recommendations grouped by relations between the common
components of an NLG experiment. The described principles are not meant to exhaustively cover
all interactions between the NLG components. In fact, even the number of the components might
be revised in future — that is why we called the framework a “polygon”, without specifying the
number of the vertices in this geometrical analogy. For instance, we were considering including
approach as one of the elements. However, eventually we decided against it, because the choice
of a specific approach is almost predefined by the rest of the components.
We do believe that those principles are reasonable and supported by the analysis of the past
NLG research. To facilitate an easier usage of the framework, we summarized the principles in a
checklist form which we propose to apply for the analysis of an experiment at hand.
We believe that this framework can be applied to any NLP study, since the components are
not NLG-specific. To provide evidence for this, in the subsequent chapters we will describe a
series of NLG experiments that demonstrate the efficacy of the framework in approaching the
research questions we outlined in the introduction chapter. The case studies were conducted in
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three areas: data-to-text generation, sentence compression, and surface realization. The specific
choice of these three tasks was influenced by several factors. First of all, all three are well-
known text generation problems with established evaluation protocols, which means that our results
could be easily compared to prior work. Secondly, they aligned well with our research agenda
and the general trends in NLP: the encoder-decoder paradigm allows one to frame many NLP
problems as an NLG task, and we used two contemporary shared tasks as a test field for our
ideas. Finally, the chosen tasks exhibit a considerable application potential and are attractive from
the practical perspective. Many companies are already relying on NLG techniques (Arria NLG19,
Narrative Science20, Bloomberg21), which creates additional incentives for further development
of NLG approaches. Our sentence compression experiments were largely motivated by the latter
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CHAPTER 4
Detecting Task Specification Issues
In the previous chapter we described the SPF formalized in a checklist form. In this chapter we
approach RQ1 and show how one can use SPF to detect and address possible issues in the relations
between a task, experiment data and evaluation setup.
As an example task we are going to use the E2E NLG Challenge,22 a 2017 shared task aimed at
evaluation of state-of-the-art end-to-end data-driven NLG methods which became mainstream in
modern NLG. Such methods jointly learn the text structure and surface realization patterns from
non-aligned data. This significantly reduces the amount of human annotation effort needed for
NLG corpus creation (Wen et al., 2015; Mei et al., 2016; Dušek and Jurčíček, 2016; Lampouras
and Vlachos, 2016).
The main results from our participation in this task can be summarized as follows:
• We show how analyzing the task-data relation allows one to design more accurate end-to-end
architectures.
• We question the claim that E2E NLG Challenge task specifications (Section 4.1) necessi-
tate the use of data-driven approaches, and develop a simple template-based system which
achieves performance comparable to state-of-the-art neural systems.
• We further analyze the final results and show how SPF reveals evaluation flaws which can
cause misleading conclusions about the system performance.
In what follows we will first describe the task, the dataset and the baseline system provided by
the organizers (Section 4.1). We take a closer look at the data set and analyze our observations
in Section 4.2. Sections 4.3 and 4.4 introduce the two approaches we developed for the task.
Section 4.5 describes evaluation results and the error analysis of the systems’ predictions. Finally,
we conclude with a discussion section which summarizes the obtained results (Section 4.6).
22http://www.macs.hw.ac.uk/InteractionLab/E2E
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4.1 E2E NLG Challenge: Overview
The organizers of the E2E NLG Challenge shared a crowdsourced dataset of 50k instances in the
restaurant domain (Novikova et al., 2017a). Each data instance consists of a dialogue act-based
meaning representation (MR) and up to 16 references in natural language (Figure 4.1).





The three star coffee shop, The Eagle, gives families a mid-
priced dining experience featuring a variety of wines and
cheeses. Find The Eagle near Burger King.
(b) Human Natural Language Reference
Figure 4.1: E2E NLG Challenge data specification: a meaning representation as input, a textual
restaurant description as output.
The task was to generate an utterance from a given MR, which is both similar to human-
generated reference texts and highly rated by humans. Text similarity was assessed using standard
evaluation metrics: BLEU, NIST, METEOR, ROUGE-L, CIDEr. The final assessment was done via
human ratings obtained using a mixture of crowdsourcing and expert annotations. Unfortunately,
at the time of the competition the evaluation criteria were not defined (Section 3.6.2), so it was
not even clear which metrics one should optimize to produce the optimal results.
E2E NLG Challenge dataset was split into training, validation and testing sets in a 76.5/8.5/15
proportion; it was also ensured that MRs in different sets are distinct. Development set inputs
were paired with multiple references to facilitate more reliable model selection procedure; test data
contained only input MRs. The objective was to develop and train an NLG system and submit
restaurant description predictions for each of the test instances.
To facilitate a better assessment of the proposed approaches, the organizing team used
TGen (Dušek and Jurčíček, 2016), one of the recent end-to-end data-driven systems, as a base-
line. It is a seq2seq system with attention (Bahdanau et al., 2015). In addition to the standard
seq2seq module, TGen uses beam search for decoding, incorporates a reranker over the top k
outputs, penalizing the candidates that do not verbalize all attributes from the input MR. Some
restaurant properties (such as restaurant names or location) appear in the dataset only a couple of
times, which does not permit learning good vector representations of them. In order to circumvent
this issue, TGen includes a delexicalization module which replaces the values with placeholder
tokens when preprocessing the input data, and substitutes the placeholders with actual values as
a post-processing step.
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4.2 Data Analysis
As mentioned in Section 3.3, the relation between task and annotated data can reveal cues as to
how to approach the task at hand.
We start with the analysis of the inputs. The meaning representations comprising the E2E
NLG Challenge dataset used different modalities:
• Textual/logical MRs (Figure 4.2, left), comprise 80 % of the data: a list of comma-separated
attribute-value pairs, where attribute values are shown in square brackets after each at-
tribute. The order of attributes is randomised so that crowdworkers are not primed by the
ordering used in the MRs.
• Pictorial MRs (Figure 4.2, right), the remaining 20 % of the data: semi-automatically
generated pictures with a combination of icons corresponding to the individual attributes.
The icons are located on a background showing a map of a city, thus allowing to represent
the meaning of the attributes area and near.
Figure 4.2: Examples of logical/textual (left) and pictorial (right) meaning representations. Figure
taken from Dušek et al. (2020).
According to Dušek et al. (2020), using different modalities allowed for exploring the limits of
the semantic complexity that crowdworkers can handle when using different types of restaurant
descriptions. A pilot study conducted prior to the main annotation of the dataset concluded that
using pictorial MRs allows to produce more natural, informative and diverse human references,
but comes with two disadvantages: it is more expensive and introduces more noise (Novikova
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et al., 2016). The specific 80/20 MR split mentioned above was fixed in order to keep noise and
production costs low, while increasing diversity.
The fact that the dataset was crowdsourced and that the pictorial MRs allow producing more
spontaneous descriptions alarmed us, since that would mean a potentially large portion of noise in
the data (an issue we mentioned in Section 3.3.1). In order to better estimate the quality of the
data and check if having multiple references per training instance mitigates this issue, we randomly
sampled 100 training instances and manually checked their linguistic quality. Table 4.1 shows the
most common errors we encountered.
Error type Example %
bad grammar it’s French food falls within a high price range 15
modified content area[riverside] → city centre 12
dropped content priceRange[high] →; 10
questionable
lexicalization
Adult-only Chinese restaurant, The Waterman,
offers top-rated food in the city centre
9
punctuation errors
X is a coffee shop and also a Japanese restaurant
great for family and close to Crowne Plaza Hotel
6
Table 4.1: Data annotation error types found in 100 randomly sampled training instances.
Most mistakes come from ungrammatical constructions, e.g. incorrect phrase attachment
decisions (The price of the food is high and is located . . . ), incorrect usage of articles
(located in riverside), repetitive constructions (Cotto, an Indian coffee shop located
in . . . , is an Indian coffee shop . . . ). Some restaurant descriptions follow a tweet-style
narration pattern which is understandable, but ungrammatical (The Golden Palace Italian
riverside coffee shop price range moderate and customer rating 1 out of 5).
A considerable number of instances have restaurant descriptions which contain information
that does not entirely follow from the given input MR. These are cases in which input content
elements are modified or dropped. The organizers mentioned that the crowdworkers were allowed
to not verbalize certain fields (Novikova et al., 2017a). We suspect that this freedom could have
left an opportunity for potential abuse by some annotators, which is why we view such cases as
potentially harmful and include them as errors into the table.
A few instances (10 %) contained descriptions which we marked as questionable. They are
grammatical, but are phrased in a way which we would rather avoid due to pragmatic and/or
stylistic considerations. For example, restaurants which have familyFriendly[no] as part of the
input MR are often described by crowdworkers as adults-only establishments, which has an
undesirable connotation. Finally, it is necessary to mention that some crowdworkers followed
inconsistent spelling and punctuation rules. The most prevalent cases of the former are those of
hyphenating compound modifiers (family friendly restaurant, the restaurant is family
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friendly), capitalizing MR attributes (Riverside, Fast food) and various typos (neat instead
of near, rage instead of range). Punctuation errors were mainly restricted to missing a full stop
at the end of a restaurant description or failing to delimit sentence clauses with commas.
Task-data checklist Based on our observations, we can fill in the task-data relation checklist
as given below (see Section 3.9 for a general description of how to use the checklist).
Task and Data
• Data annotation:
ä3 Is the phenomenon at hand ambiguous? Yes: it is possible to generate several
semantically equal restaurant descriptions from the same pictorial/textual
representation.
ä3 Are the annotation guidelines simple? Yes.
ä3 Are the guidelines ambiguous? Yes.
ä3 Do annotators have the needed expertise? No.
ä3 How many annotators are there per data point? 8.27 on average.
ä3 Does the data contain time-dependent phenomena? No.
• Data artifacts:
ä3 Is the data noisy? Yes.
ä3 Could the data be biased? No.
ä3 Is it a low-resource scenario? No.
The results of data analysis clearly show that a data-driven model would struggle to bypass
the noise inherent to E2E NLG Challenge data annotations. If this is the case, one would need to
propose a different approach to solve the task at hand.
In order to corroborate this hypothesis, we developed two very different approaches for the
shared task. The first one (Model-D, standing for data-driven) fits the aim of the task to
evaluate novel data-driven methods of data-to-text generation. It is an encoder-decoder neural
system (Cho et al., 2014c; Sutskever et al., 2014) which is similar to TGen, but uses a more
efficient encoder module. The primary limitation of the baseline’s architecture that we targeted is
the sequential nature of the encoder. Given a set of MR key-value pairs, TGen linearizes it into a
sequence of tokens by concatenating keys and values. The resultant sequence is further fed to an
RNN. RNNs have an advantage of being able to process variable-sized inputs. However, due to the
auto-regressive nature of these networks, they also learn dependencies between sequence items,
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which might not be desired in some cases (e.g. when encoding sets or data structures with non-
linear structural relations). We decided to investigate ways of using the data properties in order
to deal with encoding inputs of different sizes while refraining from imposing any dependencies
between the constituting MR attributes, since each input MR is a set of items, not a sequence.
Section 4.4 introduces the second approach which is a simple template-based model (Model-
T, standing for template-based ). We viewed such a system as a necessary candidate for compari-
son, since the E2E NLG Challenge data was designed to learn models that produce more natural,
varied and less template-like system utterances (Novikova et al., 2017a). We developed the sys-
tem based on the results of the exploratory data analysis. The hypothesis was that the amount
of noise present in the dataset would cause a data-driven model to output low-quality restaurant
descriptions, while a template-based model would be resistant to the noise issues (Section 3.7.2).
4.3 Robust Encoding Strategy
Model-D was motivated by two important properties of the E2E NLG Challenge data:
• a fixed number of unique MR attributes;
• low diversity of the lexical instantiations of the MR attribute values.
Each input MR contained between three and eight unique attributes, which allowed us to
associate a positional id with each attribute and omit the corresponding attribute names (or keys)
from the encoding procedure. This shortened the encoded sequence, making the learning procedure
easier for the encoder. This also unified the lengths of input MRs and thus allowed us to use simpler
and more efficient neural networks which are not sequential and process input sequences in one
step (e.g. multi-layer perceptron (MLP)).
One might argue that using an MLP would be complicated by the fact that neither the number
of active (non-null value) input MR keys, nor the number of tokens constituting the corresponding
values is fixed. For example, an MR key price may have a one-token value of low or a more
lengthy less than £10. However, we analyzed training data realizations of the MR attribute
values and found that they exhibited low variability: six out of eight keys had less than seven
unique values, while the remaining two keys (name , near ) denoted named entities and thus were
easy to delexicalize. This allowed us to treat each value as a single token, even if it consisted of
multiple words (e.g. more than £30, fast food).
Each predicted output was a textual description of a restaurant. Figure 4.3 shows a histogram
of the distribution of the lengths of reference texts in the training data. A reference’s length
was measured as the number of tokens comprising the reference (including punctuation).23 We
used the value of 50 as a cut-off threshold, filtering out training instances with long restaurant
descriptions.
23As reported by (Novikova et al., 2017a), the average number of words per reference in the E2E dataset is
20.1.
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Figure 4.3: E2E NLG Challenge data analysis: length distribution of restaurant descriptions in
the training data.
The overall architecture of the Model-D approach is shown in Figure 4.4. The system is an
encoder-decoder model consisting of three main modules: an embedding matrix, one dense hidden
layer as an encoder and an RNN-based decoder with GRU (Cho et al., 2014a).
name[The Bakers], food[English], . . .






































Figure 4.4: Schematic view of the neural network architecture (Model-D).
Let us first describe the input specifications of the model. We will use the following MR
instance as a running example:
name[Wrestlers] customerRating[high]
familyFriendly[yes]
Considering the alphabetic ordering of the MR key names, we can assign positional ids to the
keys as shown in Table 4.2. The remaining five keys are assigned dummy PAD values.
Given an instance of a (MR, text) pair, we decompose the MR into eight components (mr j
in Figure 4.4), each corresponding to a value for a unique MR key, and add an end-of-sequence
68










Table 4.2: Input representation of the running example, using positional ids.
symbol (EOS) to denote the end of the encoded sequence. For notation purposes, let us denote
the total number of components as N = 9 (including EOS). Each component is represented as a
d -dimensional embedding vector xj ∈ Rd , j ∈ {1, . . . , N }. The embedding matrix which contains all
such vectors is denoted as E ∈Rd×|V |, where V is the vocabulary of unique tokens observed in the
training data. Each embedding vector is further mapped to a dense hidden representation via an
affine transformation followed by a ReLu function (Nair and Hinton, 2010):
h j = r elu(W x j ) (4.1)
Here W ∈Rk×d is a weight matrix and h j ∈Rk is a dense representation of the MR component







Vectors h are further used by the decoder network, which in our case is a unidirectional GRU-
based RNN with an attention module (Bahdanau et al., 2015). The decoder generates a sequence
of tokens, one token at a time, until it predicts the EOS token. At timestep t the decoder defines a
probability of generating a token yt , based on the previously predicted word yt−1, previous hidden
state of the GRU st−1 and the context vector ct :
p(yt |y1, . . . , yt−1, x) = so f tmax(g (yt−1, st ,ct )) (4.3)
Here g is a transformation function that outputs a vocabulary-sized vector. The hidden state
of the decoder is computed as follows:
st = g r u(yt−1, st−1,ct ) (4.4)




αt j h j (4.5)
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Weights αt j are computed as follows:
αt j =
exp(et j )∑N
l=1 exp(et l )
; (4.6)
et j = vTa t anh(Wa st−1 +Uah j ) (4.7)
Here va ∈ Rm , Wa ∈ Rm×k , Ua ∈ Rm×k are weight matrices storing the parameters of the
attention module. Our model employs the greedy search decoding strategy and does not use any
reranker module.
We implemented the network using the PyTorch deep learning library (Paszke et al., 2019).
We used 256-dimensional randomly initialized embedding vectors, 512-dimensional MLP layer,
and 512-dimensional uni-directional GRU decoder cells. We trained the system using stochastic
gradient descent (Bottou, 1999), minimizing cross-entropy loss per predicted token, and used
dropout of 0.1 after the embedding layer (Srivastava et al., 2014). We trained the system for 30
epochs with a learning rate of 0.1 and a batch size of 16, saving the predictions and performance
scores at each epoch. After the training procedure was finished, we chose the model with the
highest score, as measured on the development set.
The organizers proposed to evaluate the system outputs using five evaluation metrics. Note,
however, that the evaluation criteria were not defined until the end of the competition, which
hindered choosing the appropriate metric for optimization. Because it was not clear which one
better reflects text quality, we decided to use a simple average of the metrics as a model selection
criterion, which previously was found to be a sensible approach in such cases (Hastie and Belz,
2014). Before computing the average, the scores for each metric were normalized according to the
following formula:
xnor m = x −mi n(x)
max(x)−mi n(x) (4.8)
4.4 Template-based Approach
Taking into consideration the low lexical variation of the MR attribute values, one might be
interested in whether it is possible to design a deterministic NLG system to tackle the task. We
examined the ways MR attribute keys and values are verbalized in the training data and discovered
that the majority of textual descriptions follow a similar ordering of MR attribute verbalizations:
[name] is a [familyFriendly] [eatType] which serves
[food] food in the [price] price range. It has a
[customerRating] customer rating. It is located in
the [area] area , near [near].
Here [X] denotes the value of the MR key X . This pattern became a central template of
Model-T. Not all MR attribute verbalizations fit into this schema. First of all, some key-values
might be missing (as in our running example from Section 4.3). Second, depending on the value,
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this template verbalization should be adjusted. For example, if we were to use the template
above, a key-value pair customerRating[3 out of 5] would be verbalized as . . . has a 3 out of
5 customer rating, which is not the best phrasing one can come up with. A better way to
describe it is . . . has a customer rating of 3 out of 5. We incorporate such variations into
Model-T with a set of simple rules which modify the general template depending on a specific
value of an MR attribute.
As mentioned in Section 4.3, each instance’s input can have up to eight MR attributes. In
order to account for this fact, we decomposed the general template into smaller components, each
corresponding to a specific MR attribute mentioned in the input. We further developed a set of
rules which activate each component depending on whether an MR attribute is part of the input.
For example, if price is not in the set of input MR attributes, then the general template becomes:
[name] is a [familyFriendly] [eatType] which serves
[food] food. It has a [customerRating] customer rating.
It is located in the [area] area , near [near].
Finally, we also added a simple post-processing step to handle specific punctuation and article
choices.
When designing the templates, we observed that the provided data contains artifacts which
cannot be attributed to the occasional noise or annotation guideline decisions made by the orga-
nizers. For example, 33 out of 5 996 (or 0.55 %) of training instances with the input attribute
food[Japanese] had descriptions of Chinese restaurants as reference outputs. This probably was
caused by incorrect interpretation of the input MR — as we mentioned in Section 4.1, the data
originally was pictorial, so some crowdworkers might have chosen a wrong label for denoting the
Japanese cuisine.
Another example is unmotivated specification of price ranges (priceRange[cheap] → the cheap
price of £10.50) or customer ratings (customerRating[high] → a 9 on a scale of 1-10).
These cases are most likely the result of some of the annotators’ attempt to be creative, whereby
they provided a subjective opinion on what constitutes cheap or high (Section 3.4.2).
4.5 Experiments
4.5.1 Automatic Metric Evaluation
Following the setup of the competition, we analyze the performance of the proposed approaches
on the development set using five automatic metrics implemented in the provided scripts.24
All of the proposed metrics compute an n-gram overlap between the input and a set of refer-
ences. The metrics include both corpus- and segment-level metrics. It is hard to say which metric
should work best, since there is limited data on metric correlation with human judgments for the
24https://github.com/tuetschek/e2e-metrics
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task at hand. The biggest weakness of the employed metrics is that they are reference-based, and,
therefore, are sensitive to the quality of the gold standard.
Metric-related checklists Note that having several metrics for automatic evaluation makes it
hard to use the checklist to perform an aggregate analysis on them. In some cases we cannot
provide a definitive answer to a checklist question, because we have not found related information
about a metric; sometimes the answer would vary, depending on the metric.
While the metrics employed in the shared task have been shown to suit the linguistic level
being evaluated (Reiter and Belz, 2009), it is hard to say if the metrics can approximate the
chosen evaluation criteria, because evaluation criteria were not defined until the beginning of
human evaluation. This is problematic, because it makes it hard to decide how to combine the
metrics for optimization.
Evaluation Criteria and Metrics
• Targeted Language Level:
ä3 Does the metric measure the correct linguistic level? Yes: lexical and syntactic.
• Task Specificity and Metrics:
ä3 Is the metric supposed to approximate the chosen evaluation criterion? N/A:
before human evaluation started, it was not clear what the criteria are.
Data and Metrics
• Metric Assumptions:
ä3 Does the metric assume low quality of the outputs? BLEU – yes, not enough
evidence on the others.
ä3 Is the metric supposed to work on corpus/segment level? Both.
ä3 Has the metric migrated from another task? Yes: machine translation (BLEU,
NIST, METEOR), summarization (ROUGE), image captioning (CIDEr).
• References:
ä3 Is the metric sensitive to the reference quality? Yes: see Section 3.7.2.




ä3 Are the compared approaches typologically different? Yes: TGen and Model-D are
data-driven, Model-T is template-based.
ä3 Is there any evidence that the metric correlates well with human judgements of the
measured quality in the task at hand? No.
4.5.1.1 Results
The results of metric-based evaluation of the proposed approaches are shown in Table 4.3.
Metric TGEN MODEL-D MODEL-T
BLEU 0.6925 0.7128 ± 0.013 0.6051
NIST 8.4781 8.5020 ± 0.092 7.5257
CIDEr 2.3987 2.4432 ± 0.088 1.6997
ROUGE-L 0.7257 0.7378 ± 0.015 0.6890
METEOR 0.4703 0.4770 ± 0.012 0.4678
Table 4.3: Evaluation results according to automatic metrics (development set).
In our comparison, we rely on the performance of TGen reported by the organizers of the
shared task (Novikova et al., 2017a). Since we were provided with only one TGen prediction
file and a single performance score, comparing score distributions is not possible and statistical
significance tests are not meaningful due to the non-deterministic nature of the approaches based
on neural networks and randomized training procedures (Reimers and Gurevych, 2017). In order
to facilitate a fair comparison with other competing systems, we report the mean development
score of Model-D (averaged across twenty runs with different random seeds) and performance
variance for each automatic metric. The corresponding twenty predictions are available in our code
repository.25 Model-T is a deterministic system, so it is sufficient to report the results of a single
run.
The results show that Model-D outperforms TGen as measured by all five metrics, albeit
the performance variance is quite large. Model-T clearly scores below both TGen and Model-
D. This is expected, since Model-T is not data-driven, and hence the texts it generates might
be different from the reference outputs.
However, this does not yet mean that Model-D is better. First of all, we already men-
tioned that metric-based evaluation is just a proxy estimator of the quality of text candidates
(Section 2.4.2). Previous studies have shown that widely used automatic metrics (including the
ones employed in our competition) lack strong correlation with human judgments of various quality
25https://github.com/UKPLab/e2e-nlg-challenge-2017
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facets (Scott and Moore, 2007; Reiter and Belz, 2009; Novikova et al., 2017b). Without clearly
defined criteria it is hard to say if they make sense as good quality proxies (Section 3.6.1). They
assess the content overlap between a reference text and the generated output, but they do not
measure grammaticality or evaluate the discourse structure of the candidate output (Section 3.6.2).
Moreover, in cases when a model ignores parts of the input when generating text or hallucinates
content not given in the input, these metrics rely entirely on the quality of the references in their
assessment of the candidates (Section 3.7.2). But since we already found that the data is noisy,
it remains unclear whether high scores are even meaningful.
To make more solid conclusions, we performed manual error analysis of the predictions made
by the compared systems. The results of the analysis are presented in the next section.
4.5.2 Error Analysis
We randomly sampled 100 input instances from the development set and retrieved the correspond-
ing outputs from the official baseline prediction file provided by the organizers. After training
Model-D we had twenty serialized model instances and prediction files. We randomly picked
one instance and retrieved predictions for the sampled 100 inputs. Finally, we also extracted the
corresponding predictions of our template-based model.
We already mentioned that prior to human evaluation, the shared task organizers did not
define the evaluation criteria, which posed an additional challenge for system development and
error analysis. We focused on generic errors, which make sense to look out for in many NLG
scenarios. Table 4.4 shows the error types and number of mistakes found in each of the prediction
files. The error types should be self-explanatory (sample predictions are given in Appendix A.2)
Error type TGEN MODEL-D MODEL-T
dropped content 9 49 0
punctuation errors 1 12 0
modified content 4 4 0
bad grammar 4 1 0
Table 4.4: Common errors made by the compared models (100 randomly sampled development
instances).
As far as the manual analysis goes, Model-T outputs descriptions with the best linguistic
quality. Table 4.4 shows that the predictions of the template-based system contain no errors —
this is because we incorporated our notion of semantic correctness and grammaticality into the
templates’ definition, which allowed Model-T to avoid the errors found in predictions of the other
two approaches.
Note that although Model-T is able to produce grammatical restaurant descriptions, it
inevitably suffers from low output variety. Its advantage lies in the fact that we can easily adjust
it to generate more user-specific texts.
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The majority of errors made by Model-D are either wrong verbalizations of the input MR
values or punctuation mistakes. The latter ones are limited to the cases of missing a comma
between clauses or not finishing a sentence with a full stop. An easy solution to this problem is
adding a post-processing step which fixes punctuation mistakes before outputting the text. TGen
has an advantage here, since it uses a set of rules which correct punctuation errors, while Model-
D is purely data-driven (and as we show in the following section, punctuation errors are common
in the provided data).
A more interesting challenge is posed by those cases where our model drops or modifies some
MR attribute values. According to the organizers, 40 % of the data by design contain either
additional or omitted information on the output side (Novikova et al., 2017a): crowdworkers were
allowed to not lexicalize attribute values which they deemed unimportant (Section 3.5.1). Taking
this into consideration, we might conclude that Model-D outperforms TGen, since Model-D
generates texts which are more similar to the ones encountered in the training data. Unfortunately,
the exact definition of importance used for the annotation is unknown to us, which is why we could
not assess the validity of Model-D’s behaviour in specific cases.
The results of manual data analysis show that Model-D indeed generates texts that are similar
to the restaurant descriptions in the provided dataset. Unfortunately, using multiple references did
not counter the noise present in some training instances (Section 3.3.2). One way of alleviating
this problem could be reformulating the loss function to inform the system about the existence of
multiple ways of generating a good restaurant description. Given a training instance, Model-D
would generate a corresponding candidate text which could be compared to all human references.
Each comparison results in computing a certain cost; the gradients could be then computed on
the minimal cost among all comparisons. The approach could be further improved by adding a
post-processing step which fixes punctuation and/or occasional spelling errors.
4.5.3 Final Evaluation
Following the shared task requirements, we had to restrict ourselves to submitting the restaurant
descriptions produced by only one system. Even though E2E NLG Challenge was focusing more
on data-driven approaches, for the final submission we have chosen Model-T’s outputs: despite
lower metric scores, they contained more grammatical texts and kept all input information in the
generated descriptions.
Metric evaluation The results of the final automatic metric evaluation on the test data are
presented in Table 4.5. None of the participating systems outperformed the rest according to all
metrics. To put the scores obtained by Model-T into some perspective, we include the highest
reported scores among all the participants (rightmost column). These scores were obtained by
various RNN-based seq2seq approaches with attention. Note, however, that most of the top-
scoring systems relied on ensembling seq2seq systems (Gehrmann et al., 2018), augmenting training
data (Oraby et al., 2018; Tandon et al., 2018), or doing both (Juraska et al., 2018). The full
comparison of the systems can be found in (Dušek et al., 2018).
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Table 4.5: Final automatic metric evaluation results on the E2E NLG Challenge test set.
Human evaluation Once the final metric evaluation results were known, the organizers shared
the details of human evaluation as well. Those experiments relied on the following two quality
criteria:
• Quality: an overall quality of the utterance, in terms of its grammatical correctness, fluency,
adequacy and other important factors.
• Naturalness: the extent to which the utterance could have been produced by a native
speaker.
The final evaluation results were produced by the TrueSkill™ algorithm (Herbrich et al., 2006)
which has been shown to reduce the amount of collected human evaluation data without compro-
mising the final ranking results (Novikova et al., 2018).
In total, the task considered 20 primary submissions, which is a rather large number to compare
systems directly. TrueSkill™ allows to perform fewer direct comparisons between systems to estab-
lish their overall ranking. The algorithm gradually updates a Bayesian estimate of each system’s
accuracy according to the surprisal of pairwise comparisons of individual system outputs. Then it
creates a partial ordering into significance clusters established by bootstrap resampling (Sakaguchi
et al., 2014). For the shared task, the algorithm was run 200 times, which produced different
rankings each time as pairs of system outputs for comparison were randomly sampled. This was
done in order to determine the range of ranks where each system is placed 95 % of the time
or more often. Five clusters were formed of systems whose rank ranges overlap, thus producing
system rankings. Although the numerical scores produced by the algorithm are not directly inter-
pretable, the relative ranking of a system in terms of its range and cluster is important: in terms
of performance, systems within one cluster are considered to be equal.
The final human evaluation ranking results are presented in Figure 4.5. Model-T (denoted
as ♠TUDA in the figure) was assigned to the second best cluster (out of five) both in terms of
quality and naturalness, despite the much lower metric scores.
Criteria-related checklists The analysis of the human evaluation setup using SPF reveals
several points of concern. First of all, the quality criteria were not defined precisely (Section 3.5.1).
We already mentioned that using overall quality as a criterion makes human assessors conflate
various quality dimensions (Section 3.4). Secondly, the definitions of the evaluation criteria, used
in the task, make it difficult to distinguish them, because:
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Figure 4.5: Final human evaluation results: measurements of quality (left) and naturalness
(right) as computed by the TrueSkill™ algorithm. The first column denotes the significance cluster
number, followed by the TrueSkill™ value, range of ranks where the system falls in 95% of cases
or more and, finally, system name. Significance clusters are separated by a dotted line. System
architectures are colour-coded: seq2seq, other data-driven, rule-based, template-based. Figure
taken from Dušek et al. (2018).
• A native speaker is unlikely to produce a low-quality utterance.
• A high-quality text is very likely to get a high naturalness score.
In such a setup, there is a high chance that human assessments of the two dimensions would
correlate, rendering one of the criteria redundant (Novikova et al., 2017b). The reason why this
did not happen in the E2E NLG Challenge evaluation was probably because human judgements
were collected in two separate steps with a different setup: when collecting quality ratings, system
outputs were presented to crowd workers together with the corresponding meaning representation.
However, when collecting naturalness ratings, system outputs were presented to crowd workers
without the corresponding meaning representation (Dušek et al., 2018).
Finally, semantic correctness , which we would expect to be an important quality dimension
in the task of restaurant description generation, was not among the evaluation criteria. The
organizers omitted it, since the training instances of E2E NLG Challenge do not always verbalise
all MR attributes (Dušek et al., 2020). This raises further questions about the evaluation protocol,
because all the employed automatic metrics measure content overlap between references and system
outputs, i.e. they are more suited to assess the semantic correctness of the outputs, rather than
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naturalness, for example. In other words, there is a clear mismatch between the automatic metrics
and evaluation criteria used in the human evaluation experiments Section 3.4.
Based on the analysis above, we can fill in the SPF checklists as follows:
Task and Evaluation Criteria
• Task-Criteria Match:
ä3 Do the criteria reflect the specifics of the task? No: semantic correctness was
not included.
• Criteria scope:
ä3 Is each individual criterion focused on a single quality dimension? No: the criteria
are high-level and abstract.
Evaluation Criteria and Human Experiments
• Human Experiment Instructions:
ä3 Are evaluation criteria defined in the experiment? Yes.
ä3 Are the criteria definitions precise? No, especially the quality criterion.
ä3 Are the defined criteria independent? No.
ä3 Which human judgment elicitation method is used? Preference-based.
• Human Experiment Difficulty:
ä3 Is the evaluation task simple? Yes.
4.6 Discussion
The shared task allowed us to test the principles underlying the SPF. It helped us determine system
output requirements and choose the right approach for submission. There are several important
observations and conclusions we made.
4.6.1 Task Requirements and Evaluation Criteria
Metric evaluation results gave us an impression that Model-D is much better than both TGen
and Model-T. However, manual inspection revealed that both systems have their strong and
weak sides. The template-based system produces the most grammatical results, but suffers from
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low output variety. Model-D and TGen generate more variable outputs which, nevertheless,
occasionally contain grammatical errors. Both TGen and Model-T try to verbalize every input
MR value, but the organizers expected the systems to perform some content filtering. So, which
model should have been chosen to solve the task at hand?
Different NLG tasks have different requirements. For example, low diversity of the generated
candidates could be an issue for a chat-bot application, but an information retrieval system would be
oblivious to that. We viewed the task of generating restaurant descriptions as a purely information-
seeking real-world scenario. Note that in the research paper that introduced the E2E NLG Challenge
dataset (Novikova et al., 2017a), diversity of the restaurant descriptions was presented as one of
the main challenges for the data-driven approaches to tackle. Yet, it was not mentioned as one
of the desired properties of the system outputs, none of the employed metrics could be used to
capture that quality facet, and it was not one of the criteria in the human evaluation experiments
either. This made us ignore the variability criterion and follow the generic NLG requirement
of grammaticality and semantic correctness and submit Model-T’s predictions which produced
grammatical outputs while keeping all input information in the generated text. Judging from the
evaluation results, our guess was correct, since the simple template-based system achieved high
human assessment scores.
4.6.2 Development Costs vs. Quality Trade-off
This point is related to the previous one. We acknowledge the importance of developing data-driven
models for solving complex problems. However, considering the trade-off between system-building
cost and output quality, we would still choose a simple template-based model.
We spent roughly three hours designing and debugging the template model. As a result, it
gives consistent, grammatical output, which can be further easily tailored to a particular user by
adjusting the templates’ content. On the other hand, Model-D took us approximately a month
to develop and several days to train. Yet, both models generated texts of comparable linguistic
quality, but the latter approach suffered from semantic errors.
The E2E NLG Challenge focuses on end-to-end data-driven NLG methods, which is why sys-
tems like Model-T might not exactly fit into the task setup. Nevertheless, we hope that our
observations and findings facilitate a better understanding of the advantages and disadvantages
of various NLG approaches. Ultimately, a task can be approached more efficiently if its design
focuses on the properties of the targeted research problem.
4.6.3 Crowdsourcing and Business Sensitivity
How can one determine if a model makes unreasonable predictions due to the noise in the training
data it learned from, or due to some bad system design decisions? Unlike the latter, the former
is easy to spot. Substantial improvements to the output quality of a system could be gained by
addressing the issue of data noisiness.
Consider the following hypothetical prediction candidates:
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• The Bakers is a restaurant serving English food.
• The Bakers is a restaurant at the riverside, near The Wrestlers.
The two predictions are complementary in terms of their content and are equal in terms of
grammaticality . Which one is better? The first sentence mentions the type of the food served, but
omits the restaurant’s location; the second candidate does the opposite. However, both outputs
would probably be rated equally by human assessors in the current task setup, even though we do
not know which content could be dropped and which should be kept intact.
Here the problem we are concerned about is not the question whether to separate content
selection from surface realization or not. The issue is that the optimal output of an NLG system is
context-sensitive. The task at hand is generating restaurant descriptions, which implies a certain
degree of domain-specific business sensitivity which not all crowdworkers are concerned about. A
user looking for family-friendly restaurants might be interested in family-friendly restaurants only.
If a restaurant recommendation application decides to omit this information, the user will be very
unsatisfied, which has direct implications in real-world business (Levin et al., 2017).
4.7 Chapter Summary
In this chapter we were aiming to address RQ1 and RQ2 by means of applying SPF to an NLG
task and showing how one can use the framework to detect and address possible issues in the
relations between a task, experiment data and evaluation setup. We described the results of our
participation in the E2E NLG Challenge, which we viewed as a case study to provide empirical
evidence of the utility of SPF.
We first analyzed the data which the organizers provided us with. We found that the lack of
annotators’ expertise and the excessive freedom given to the annotators made the data annotations
noisy. We hypothesized that a data-driven model would struggle to bypass this issue.
Bearing this in mind, we developed two conceptually different approaches. First, we designed
a more efficient data-driven system by exploiting the patterns in the available data. Second, we
proposed a different design strategy which is based on the analysis of the task specifications, and
developed a template-based approach to the task.
We further evaluated our approaches. Using SPF to analyze metric-based evaluation was
complicated by the fact that the shared task used several of them. Nevertheless, we managed
to obtain some insights into the assessment results. The main observation was that the chosen
metrics are sensitive to the reference quality, and, given the noise in the data, should produce
misleading scores.
We followed metric evaluation with manual error analysis and showed that our data-driven
system indeed generated noisy texts that are similar to the restaurant descriptions in the provided
dataset. In this way we showed how error analysis connects prediction problems with the results
of data analysis.
For the final submission we chose the predictions from the template-based system. Human
evaluation results proved the advantage of our strategy: our simple approach was in the second
best cluster of systems (out of five).
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Lastly, we explained how questionable design decisions may lead to negative repercussions at
later evaluation stages. We also connected the task specifications to a real-world scenario and
hinted on the potential issues one might face in the case of a real-world application.
In the next chapter we will show how SPF can be used to critically analyze evaluation setups,
revealing weak spots of system assessment protocols.
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CHAPTER 5
Detecting Evaluation Discrepancies
In the previous chapter we showed how one can apply SPF to perform critical data analysis and
detect potential task-data relation issues. We further showed how the obtained results can be used
to develop an approach that closely follows task specifications and performs well in practice, despite
the pessimistic results of metric-based evaluation. In this chapter we would like to describe another
case study in which we used the SPF principles to detect evaluation discrepancies, showcasing it
in the task of sentence compression.
The study describes our attempt to improve the current state-of-the-art techniques of sen-
tence compression. As a result, we show that sometimes neither metric, nor conventional human
evaluation is sufficient to draw conclusions about system performance. We demonstrate how a
system can fit the data to achieve state-of-the-art metric scores, while falling short in terms of
actual output quality. In contrast to the results reported in previous work that showed correlation
between human judgements of the system outputs and their metric scores (Filippova et al., 2015;
Wang et al., 2017), our manual analysis of a state-of-the-art system outputs demonstrated that
high metric scores may only indicate a better fit to the data, but not necessarily better outputs,
as perceived by humans.
5.1 Sentence Compression: Task Overview
Sentence compression is an NLP task in which a system produces a concise, grammatical summary
of a given sentence, while preserving the important content of the original input sentence. Both
abstractive (Cohn and Lapata, 2008; Rush et al., 2015) and extractive (Filippova and Altun, 2013;
Filippova et al., 2015; Wang et al., 2017; Zhao et al., 2018) approaches have been proposed to
tackle this problem. Following most researchers, we focus on the extractive methods and treat
it as a deletion-based task where each compression is a subsequence of tokens from its original
sentence. An example sentence and two possible compressions are shown in Figure 5.1.
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Dickinson, who competed in triple jump at the 1936
Berlin Games, was also a bronze medalist in both the
long jump and triple jump at the 1938 Empire Games.
(a) Input sentence
Dickinson competed in triple jump at the 1936 Berlin
Games.
(b) Compression A
Dickinson was a bronze medalist in the long jump and
triple jump at the 1938 Empire Games.
(c) Compression B
Figure 5.1: Sentence compression example: an input sentence and two possible compression
candidates.
5.2 Data Analysis
In our experiments we used the most common benchmark dataset for sentence compression, the
so-called Google Dataset, which was introduced by Filippova and Altun (2013).26 Prior work has
shown that the headline and the first sentence of a news article are often semantically similar (Dorr
et al., 2003). Following this reasoning, Filippova and Altun (2013) collected a corpus of news
articles in English from the Internet, and extracted the headline (h) and the first sentence (s1)
from every article. The authors noted that headlines rarely constitute extractive compressions of
the first sentences. On top of that, headlines in general have very specific stylistic features which
sometimes violate language grammar. For example, a headline may omit certain words and appear
incomplete. This ultimately makes it hard for a supervised deletion-based system to learn useful
compression patterns.
Coal company Massey could have corporate charter re-
voked
(a) Article headline (h)
Massey Energy, the fourth largest coal company in the
country, could have its corporate charter revoked if
public interest organizations have their way.
(b) The first sentence of the article (s1)
Massey Energy, the coal company, could have its cor-
porate charter revoked.
(c) Extractive compression of the first sentence of the article (ŝ1)
Figure 5.2: The Google Dataset: an example of a headline, the first sentence of the corresponding
news article, and an extractive compression of the first sentence.
26https://bit.ly/2ZvTK9z
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The authors therefore proposed to use the original headline h and apply a set of heuristics
to it, to produce an extractive compression (ŝ1) of the first sentence s1. The suggested corpus
creation procedure thus resulted in a collection of pairs (s1, ŝ1) which correspond to the input and
expected output of a sentence compression system (Figure 5.2).
The resulting dataset contains 200 000 training and 10 000 evaluation instances; the first
1 000 data points from the latter are commonly used as a test set and the remaining 9 000 as a
development set.
Quality As mentioned above, the dataset was created automatically, hence no annotation guide-
lines were developed. Consequently, the notion of importance for keeping certain tokens and
pruning others, was not precisely defined either. On top of that, the heuristic rules used during
the corpus creation could produce erroneous outputs. For these reasons, one could expect more
inconsistent or noisy annotations than is usually observed in human-annotated data. To estimate
the quality of the corpus, Filippova and Altun (2013) randomly selected 50 sentence-compression
pairs from the dataset and conducted a human evaluation experiment.
The human raters were supposed to assess data quality in terms of readability and informa-
tiveness. Note, however, that the authors defined the former as “also known as grammaticality
and fluency”, and the latter as “also known as importance and representativeness”. We view this
decision as rather questionable, since it means conflating several evaluation criteria into one and a
potential danger of human annotators mixing various criteria during the experiment (Section 3.5.1).
Three raters were asked to rate the sentence-compression pairs on a 5-point numerical rating
scale. As compressions, the raters were given either the original news headlines, or the heuristically
created extractive compressions. Table 5.1 shows the results of the study, which were rather
reassuring, because quality-wise the extracted headlines seemed comparable with human-written
ones.
AVG read AVG info
Headline (h) 4.36 (0.75) 3.86 (0.79)
Compression (ŝ1) 4.26 (1.01) 3.70 (1.04)
Table 5.1: Results of the human experiment assessing the quality of the Google Dataset. The
scores denote average readability and informativeness, with standard deviation in brackets. Figure
adapted from Filippova and Altun (2013).
Filtering Our exploratory data analysis showed that the distribution of the corpus data is skewed
(Figure 5.3): the data contains very long sentences and tokens, while the median values are rather
small. This is not surprising though, given the nature of the data: it was automatically constructed
and could be rather noisy.
In order to remove outliers and fit the computation budget, we removed instances which
contained sentences longer than 50 tokens and compressions longer than 17 tokens. We also
































































(d) Compression ratio values
Figure 5.3: Data analysis of the Google Dataset: length distributions of sentences, ground-truth
compressions and tokens, and the distribution of compression ratio values. The numbers to the
right of each box denote median values.
website links. Finally, we excluded cases with a compression ratio of more than 0.85 — those rare
cases in most cases were too long to qualify as compressions. Evaluation on the development and
test sets was done without any data filtering.
Task-data checklist Below is the task-data relation checklist which we filled based on our
observations. Note that we can’t answer the questions pertaining data annotation, since the
corpus was constructed automatically.
At the time of writing, the Google Dataset can be considered as a rather old one (published in
2013). Given that news articles report about contemporary issues, the corpus is likely to describe
time-dependent phenomena. However, in our study, we do not expect this to affect the results of
the sentence compression system’s evaluation, because the system is evaluated on the test portion
of the same dataset, which belongs to the same time period as the training data. For this reason,
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ä3 Is the phenomenon at hand ambiguous? Yes: several compressions might be
valid, but there is only one reference.
ä3 Are the annotation guidelines simple? N/A: corpus was automatically con-
structed.
ä3 Are the guidelines ambiguous? N/A: same as above.
ä3 Do annotators have the needed expertise? N/A: same as above.
ä3 How many annotators are there per data point? N/A: same as above.
ä3 Does the data contain time-dependent phenomena? Yes.
• Data artifacts:
ä3 Is the data noisy? Yes.
ä3 Could the data be biased? Yes.
ä3 Is it a low-resource scenario? No.
5.3 BERT-based Sentence Compression
Most modern deletion-based compression systems adopt either a tree-pruning, or a sequence label-
ing approach. The former uses syntactic information to navigate over a syntactic tree of a sentence
and decide which parts of it to remove (Knight and Marcu, 2000; McDonald, 2006; Filippova and
Altun, 2013). With the advent of seq2seq models it became possible to skip the syntactic parsing
step and solve the task directly, by processing a sentence one token at a time and making binary
decisions as to whether to keep a token or delete it (Filippova et al., 2015; Wang et al., 2017;
Zhao et al., 2018; Kamigaito and Okumura, 2020). The advantages of such approaches include a
smaller chance of introducing error propagation from incorrect parsing decisions, as well as higher
training and inference speed.
For a long time, the space of seq2seq models has been dominated by different variants of
RNN. However, a more recent Transformer architecture (Vaswani et al., 2017) has shown very
promising results in many NLP tasks. Given the success of Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al., 2019), and the fact that there has been no empirical
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evaluation of its performance in sentence compression, we fill this gap and find out how well
BERT-based models can cope with the task.
BERTUNI A schematic view of the proposed architecture is given in Figure 5.4. We used pre-
trained BERT-base-uncased model weights27 provided by the HuggingFace library (Wolf et al.,
2020), and implemented a simple BertUni model which encodes the source sentence S =
{w1, w2, . . . wn} and produces a sequence of vectors V = {v1, v2, . . . vn}, vi ∈ Rh . Each vector is
fed into a feedforward neural network (FFNN) with a logistic function as a non-linear function to








Figure 5.4: Sentence compression experiments: BertUni architecture.
A simple decision rule was used to make a binary prediction:
deci si on =
1, if s ≥ 0.5,0, otherwise.
The network components were implemented in PyTorch. We followed Devlin et al. (2019) and
used the same hyperparameters for the BERT module; the additional dense layer is implemented
as a 768-dimensional feedforward neural network. We trained the system for 30 epochs with a
batch size of 128, using the Adam optimizer (Kingma and Ba, 2015) with a learning rate of 0.001,
minimizing the binary cross-entropy loss per predicted label. After the training procedure was
finished, we chose the model with the lowest loss, as measured on the development set.
5.4 Experiments
5.4.1 Automatic Metric Evaluation
For automatic evaluation of sentence compression systems, most researchers follow Filippova et al.
(2015) and use two metrics. The first one is F1-score, the harmonic mean of the precision (P)
and recall (R) in terms of tokens kept in the target (ŝ1) and the output compressions (o):
27https://huggingface.co/bert-base-uncased
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F 1(o|ŝ1) = 2 · P (o|ŝ1) ·R(o|ŝ1)
P (o|ŝ1)+R(o|ŝ1)




The second metric is compression ratio (CR) which is calculated as the length of the output
compression in tokens, divided over the length of the original sentence:
C R(o|s1) = len(o)
len(s1)
(5.2)
The first metric is supposed to show how close the model outputs are to the references. The
latter one is supposed to measure how the compression’s conciseness.
To make our results comparable to previous work, in our experiments we followed the same
convention. However, there are two important issues we would like to comment on. First, data-
driven sentence compressors are likely to produce outputs with a compression ratio most commonly
seen in the training data. In other words, CR becomes less a property of a system and more a
characteristic of the dataset. This is supported by the fact that most approaches evaluated on the
same dataset have similar compression ratios (in the case of the Google Dataset, it is in the range
of 0.38–0.43, see Table 5.2).
Secondly, it is not entirely clear how to treat compression ratio values: is a CR of 0.4 better
than a CR of 0.5? Intuitively, yes, because it means a more concise compression. However, the
compression is really better only if it retained more valuable information from the source. On
the other side, defining the notion of informativeness/importance in sentence compression (and
document summarization, in general) is an open research problem (Peyrard, 2019). This means
that the CR metric is a one-sided proxy, too crude to be used for real automatic evaluation without
balancing it with some recall-oriented metric. In other words, this metric does not entirely satisfy
the task-specificity principle of SPF (Section 3.6.2). This issue has been discussed by Napoles
et al. (2011) who advocated for comparing systems with similar compression ratios.
Another important point to note is that the corpus has only one reference compression per
sentence. This is not ideal, since there might be several valid ways to construct a compression
from a sentence. An example was given at the beginning of this chapter (Figure 5.1). Compression
A is the actual reference for the given sentence in the Google Dataset. Compression B is another
plausible compression, but with the established evaluation metrics this compression would score
very low because of the insignificant token overlap with the reference.
Metric-related checklists Taking this into consideration, we fill in the metric-related checklists
as follows:




ä3 Do the criteria reflect the specifics of the task? Yes: F1-score approximates
a measure of informativeness, while compression ratio measures the con-
ciseness of the output compression.
• Criteria scope:
ä3 Is each individual criterion focused on a single quality dimension? No: the tokens
retained in the compression are chosen based on the notion of importance
(see related work in Section 5.1). However, importance is a generic, high-
level term.
Evaluation Criteria and Metrics
• Targeted Language Level:
ä3 Does the metric measure the correct linguistic level? Yes.
• Task Specificity and Metrics:
ä3 Is the metric supposed to approximate the chosen evaluation criterion? Yes.
Data and Metrics
• Metric Assumptions:
ä3 Does the metric assume a low quality of the outputs? No (we have not found
any evidence of that in the literature).
ä3 Is the metric supposed to work on corpus/segment level? Segment.
ä3 Has the metric migrated from another task? No.
• References:
ä3 Is the metric sensitive to the reference quality? Yes: it measures word overlap
between system outputs and reference compressions.
ä3 Is the number of references sufficient? No.
Metric Considerations
ä3 Are the compared approaches typologically different? No: see Section 5.4.1.1.
ä3 Is there any evidence that the metric correlates well with human judgements of the
measured quality in the task at hand? Yes: see Napoles et al. (2011) and Filippova
et al. (2015).
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5.4.1.1 Compared Approaches
To put the evaluation of our approach into better context, we compare it with the following
systems. All systems predict a sequence of binary labels which decide which tokens to keep or
remove from the input sentence.
LSTM Filippova et al. (2015) uses a three-layer uni-directional LSTM network (Hochreiter and
Schmidhuber, 1997) and pretrained word2vec (Mikolov et al., 2013) embeddings as input rep-
resentations. For comparison, we use the results for LSTM-PAR-PRES, the best configuration
reported in (Filippova et al., 2015). This system parses the input sentence into a dependency
tree, encodes the tree structure and passes the aggregated feature representations to the decoder
LSTM. Unlike our approach, this system relies on beam search at inference time.
BiLSTM BiLSTM (Wang et al., 2017) builds upon LSTM approach, but introduces several
modifications. It employs a bi-directional LSTM encoder and enriches the feature representation
with syntactic context. In addition, it uses integer linear programming (ILP) methods to enforce
explicit constraints on the syntactic structure and sentence length of the output.
Evaluator-LM Evaluator-LM (Zhao et al., 2018) uses a bi-directional RNN to encode the
input sentence and predict a binary label for each input token. In addition to token embeddings,
the network uses vector representations of POS tags and dependency relations. The system is
trained using the REINFORCE algorithm (Williams, 1992), the reward signal comes from a
pretrained syntax-based language model (LM).
SLAHAN SLAHAN (Kamigaito and Okumura, 2020) is a modular seq2seq model that consists
of several components. The system encodes a sequence of tokens using a combination of pretrained
embeddings (Glove (Pennington et al., 2014), ELMO (Peters et al., 2018), BERT) and parses the
input into a dependency graph. Three attention modules are employed to encode the relations in
the graph, their weighted sum is passed to a selective gate. The output of the latter forms an
input to a LSTM decoder.
5.4.1.2 Results
Table 5.2 shows that, despite its simplicity, the proposed approach achieved very competitive
scores.
We mentioned previously that comparing single performance scores (and not score distribu-
tions) of neural approaches is questionable, because training neural models is non-deterministic
in many aspects and depends on random weight initialization, random shuffling of the training
data for each epoch, applying random dropout masks (Reimers and Gurevych, 2017). This makes
it hard to compare the scores reported in previous works and our approach. To facilitate a fair
comparison with future systems, we report the mean and standard deviation of the BertUni








BERTUNI 0.857 ±0.002 0.413 ±0.004
BERTUNI (dev) 0.860 ±0.001 0.418 ±0.004
Table 5.2: The performance of the BertUni model on the test portion of the Google Dataset,
compared to recent approaches. The last row shows BertUni’s performance on the development
set.
In order to understand where BertUni fails and what we could potentially improve upon, we
conducted manual error analysis of its predictions.
5.4.2 Error analysis
The purpose of error analysis is to find weak spots of a system, from the point of view of human
evaluation. In sentence compression, previous work typically analyzed system predictions of the
first 200 sentences of the test set, using a 5-point Likert scale to assess annotators’ opinions of
the compressions’ readability and informativeness (Filippova et al., 2015).
Since error analysis is used for further system improvement and test sets should be used only
for final evaluation, we perform error analysis on the development set. In order to do that, we
retrieved BertUni’s predictions on the 200 dev set sentences which received the lowest F1 scores
and manually examined them. Note that those are not random samples; the reason why we chose
worst predictions is because we know that the system performed poorly on them.
As for the quality criteria, we had to make certain adjustments. Filippova et al. (2015) mention
that readability covers the grammatical correctness, comprehensibility and fluency of the output,
while informativeness measures the amount of important content preserved in the compression.
We already mentioned that lumping several criteria into one synthetic index is a bad idea, because
annotators can’t easily decide on the exact facet of evaluation (Section 3.4.1). Given that there
already exists a problem of distinguishing fluency and grammaticality, adding both of them to
assess readability seems to be a bad design decision. The problem is aggravated by the fact that
readability as a text quality criterion is already used by NLP researchers for estimating the text
complexity from a reader’s point of view (Vajjala and Meurers, 2012; Štajner and Saggion, 2013;
Venturi et al., 2015; De Clercq and Hoste, 2016). This made us conclude that readability is another
overloaded criterion. Instead, we chose grammaticality as the first quality criterion.
We manually analyzed BertUni predictions on the 200 aforementioned samples, trying to
identify common error patterns. The results are presented below.
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Figure 5.5: Number of errors made by the evaluated approaches on the 200 development set
instances where BertUni achieved the lowest F1 scores, as well as errors found in ground-truth
compressions. Error types marked with G are grammaticality flaws; the remaining ones are errors
of informativeness.
Grammaticality Out of 200 compressions, 146 (73 %) were deemed to be grammatical. The
errors in the remaining instances have been classified into several groups (marked with G in
Figure 5.5a).
Most of them were cases where grammatical clauses miss linking words and are stitched to-
gether, making the output ungrammatical, as in the following compressions:
• I ’m said It ’s not Kitty Pryde superhero is the leader of the X-Men .
• He first Postal Vote result can be announced before 10PM .
Another large error category was finish: the compression was grammatical until the last retained
token, where the sentence ended abruptly, rendering the compression incomplete:
• Activision Blizzard has confirmed some new statistics for its games includ-
ing .
• The South Sydney star had no case to .
A few system outputs incorrectly started with a relative or demonstrative pronoun. This
happened when the system failed to retain parts of the main clause of a sentence (rd_pron):
• That shows young people rapping while flashing cash and a handgun in a public
park .
Finally, one output missed a verb which was essential for ensuring grammaticality (verb_miss ):
• People giant waves crash against the railway line and buildings at Dawlish .
Informativeness Out of 200 compressions, 105 (52.5 %) were deemed to be informative,
the errors in the remaining instances have been classified into several groups (marked with I in
Figure 5.5a). Most of these erroneous cases were compressions which missed certain information
that was needed for understanding the context (info_miss ). For example:
• Sentence: Dolly Bindra filed a case on an unknown person for having threat-
ened her at gun point today in Oshiwara, Mumbai.
92
5.4. Experiments
• System: Dolly Bindra filed a case .
• Sentence: Mount Hope officially became the third largest city in the state
which means jamboree officials are pulling out all the stops.
• System: Mount Hope became the third largest city .
A smaller, but still a large group of compressions started with unresolved personal pronouns,
which made it hard to understand the subject (p_pron):
• Sentence: Britney Spears has said she hopes her latest album Britney Jean
will inspire people and she wants to project positive energy out into the
world.
• System: She hopes her album Britney Jean will inspire people .
• Sentence: A group of lawyers from the Calcutta High Court today came out
in support of former Supreme Court judge AK Ganguly, accused of sexually
harassing a law intern, saying he should be allowed to work freely till
proven guilty.
• System: He should be allowed to work freely till proven guilty .
In some cases we noticed that omitting the context caused a change in the meaning of the
sentence (mean_change ):
• Sentence: Serbia’s First Deputy Prime Minister Aleksandar Vucic spoke in
Germany with former German chancellor Helmut Kohl about Serbia’s path to-
wards the EU and its economic recovery/ During the talks, Vucic highlighted
the important role of German investors in Serbia and voiced hope that Germany
will give even stronger support to Serbia in the realization of its European
goals.
• Reference:: Serbia’s Aleksandar Vucic spoke in Germany, Vucic highlighted
the important role of investors in Serbia.
• System: Aleksandar spoke Germany will give stronger support to Serbia .
A large number of both grammatical and informative compressions did not match references.
Interestingly enough, in some cases the system outputs were more grammatical than the references:
• Sentence: In November Newport beat Hartlepool 2-0 at Rodney Parade, we saw
their two and raised them to three as we won at the Vic and kept yet another
cleansheet in the 3-0 win as the defensive stability continued.
• Reference: We saw their two and raised to three.
• System: Newport beat Hartlepool 2 0 .
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5.5 Evaluation Discrepancy
When assessing the sentence compressions, we need to compare system outputs with references.
Manual examination revealed that many references themselves are flawed, despite the positive
human-based assessment of the dataset quality which we described in Section 5.2. This, in turns,
means that noise is inherent to the Google Dataset, and metric-based improvements on this data
are misleading. To corroborate this claim, we conducted two experiments: the first one tested the
capacity of a more accurate system to ignore the noise and output compressions of better quality.
In the second one, we verified whether the noise came from the ground-truth data and attempted
to quantify it.
5.5.1 Higher Scores, Worse Quality
At first, we decided to implement more complex models that could potentially achieve better scores.
We attempted to improve the grammatical quality of BertUni compressions by using the history
of model predictions for making more informed decisions. We implemented and tested models that
use BERT-encoded lastly-retained tokens at each prediction step as an additional input to the model
(prediction history), similar to n-gram language models. As a history, BertBi and BertTri used
one and two previously predicted tokens, respectively. BertBiSS and BertTriSS were the same
as BertBi and BertTri, but used scheduled sampling training scheme to mitigate the exposure
bias issue (Bengio et al., 2015).
According to the metric evaluation results, none of the more complex models outperformed
BertUni (Table 5.3).
Model F1↑ CR↓
BERTUNI 0.860 ±0.001 0.418 ±0.004
BERTBI 0.849 ±0.001 0.423 ±0.005
BERTBISS 0.840 ±0.003 0.370 ±0.005
BERTTRI 0.847 ±0.002 0.423 ±0.007
BERTTRISS 0.843 ±0.003 0.382 ±0.006
BERTBI-TF 0.901 0.423
Table 5.3: BERT-based model variants’ performance on the development set (mean and standard
deviation across ten random seed values). BertBi-TF was run only once, since it is a "cheating"
model that is not meant to be used in production.
We used an unrealistic scenario and artificially made it easier for the model to make correct
predictions. We trained a BertBi-TF model which builds upon BertBi, but at prediction
time for history (i.e. the last two retained tokens) instead of model predictions uses ground-
truth labels.28 The development set result of BertBi-TF was an F1 score of 0.901, a 4-point




improvement over BertUni. We retrieved this model’s predictions for the same 200 dev set
sentences used for the error analysis of BertUni outputs, and manually examined them.
We assessed BertBi-TF outputs from the same aspects of grammaticality and informative-
ness, as described in Section 5.4.2.
Grammaticality Out of 200 compressions, only 44 (22 %) were found to be grammatical; we
classified the errors in the remaining instances into groups (marked with G in Figure 5.5b). The
first and most prevalent one is the already mentioned stitch group which comprises around 80 %
of all grammatical errors:
• The program has received FBS college game 2014 season .
• Tskhinvali region with Russia .
The remaining errors are faulty compression endings (finish):
• The fine has been described as a slap on the .
• P Chidambaram sought .
Informativeness A similar situation was observed when assessing the compressions’ informa-
tiveness — only 41 (20.5 %) instances were considered as correct. The distribution of errors
(marked with I in Figure 5.5b) indicates that more than 80 % of cases miss information by omit-
ting important words:
• Dickinson was a .
• Wynalda is mixing .
A smaller fraction of errors was comprised by the cases with unresolved personal pronouns:
• He is an education .
• It would win 45 to 55 seats in Odisha .
The remaining errors were the cases where the system compressions changed the semantics of
the input:
• Sentence: 612 ABC Mornings intern Saskia Edwards hit the streets of Brisbane
to find out what frustrates you about other people.
• System: Saskia frustrates people .
We counted the cases in which predictions of BertBi-TF had better or worse quality, com-
pared to BertUni. In terms of informativeness, BertBi-TF improved 15 and worsened 78
instances; in terms of grammaticality, 115 instances were perceived as less grammatical, versus
only 13 improved cases, which makes it clear that BertBi-TF makes many more mistakes than
BertUni, despite the higher metric scores. We conjectured that this might be caused by the
noise in the ground-truth compressions, since similar issues have been reported in the literature in
the case of data-to-text generation and machine translation (Nie et al., 2019).
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5.5.2 Ground-Truth Noise
In order to verify our findings, we examined the ground-truth compressions in more detail. Only
63 (31.5 %) of these compressions were both grammatical and informative. Figure 5.5c shows a





finish Police investigating the unexplained death of a
man in Taupo say his van appears to have broken
down.
Police investigating the unex-
plained death say .
Mortgage fees are going up so where does Pa. Where does Pa .
rd_pron POLICE are looking for witnesses after a car was
hit by a van which failed to stop on Friday, Jan-
uary 7.
Which failed to stop .
In a press release, Patrick said Goldstein will be
replaced by Rachel Kaprielian, who is currently
the state’s registrar of motor vehicles.
Who is the state ’s registrar .
stitch Maggie Rose sheds her innocence in her brand
new music video for “Looking Back Now.”
Maggie Rose sheds for Looking
Back Now
Dolly Bindra filed a case on an unknown person
for having threatened her at gun point today in
Oshiwara, Mumbai.
Dolly Bindra filed for having
threatened her at gun point in
Oshiwara Mumbai .
info_miss Some parents and others in Bessemer City are
complaining about a YouTube video that shows
[...].
Some parents in Bessemer City
are complaining about a video
.
Prime Minister Kevin Rudd has missed the dead-
line for an August 24 election, with his deputy
saying “people should just chill out” about the
election date.
People should chill out about
the election date .
p_pron England fast bowler James Anderson does not
feel sorry for Australia and has said his team
wants to win the Ashes 5-0.
His team wants to win the
Ashes 5 0 .
Armaan will be taken for a medical examination
and post that he will be presented in the court
today.
He will be presented in the
court .
Table 5.4: Manual error analysis results: examples of errors in ground-truth compressions, sampled
from 200 development set instances with lowest BertUni F1 scores).
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The abundant errors related to the use of pronouns in the compressions were predominantly
caused by the fact that many instances contained ground-truth compressions with unresolved
pronouns; cleaning the data would likely result in better outputs.
The stitch, finish and info_miss errors can be attributed to the fact that many references
have missing information or artifacts remaining from the automatic procedure that was used to
create these compressions (Filippova and Altun, 2013). Resolving these issues may require more
elaborate strategies, beyond simple text substitution.
Conclusion The results of our manual analysis suggest that the compressions are noisy due to
the noise in the training data. Strangely enough, this issue has not been mentioned in prior work.
Perhaps, the main reason for this is the generally high quality of the system compressions. In
this sense, our findings are similar to the observation that BLEU metric scores do not distinguish
between high-quality translations (Babych and Hartley, 2008), or that the BLEU metric is miopic
to subtle output differences that only human experts can spot (Doddington, 2002). If that is the
case, our finding makes it clear that current evaluation protocols need further improvements.
5.6 Chapter Summary
In this chapter we presented a sentence compression case study in which we used the SPF principles
to detect an evaluation discrepancy which prior work seems to have overlooked.
In the course of the study, we designed a simple, but effective sequence labeling system based on
the Transformer neural network architecture. While the proposed approach achieved the highest
scores reported in the research literature, the main message of the experiment is not a higher
score — it is the idea that the NLP system evaluation should go beyond comparing metric scores
with human judgements.
We found that a higher-scoring system can produce worse-quality outputs. We further provided
some empirical evidence that this issue is caused by the noise in the training data. We call this
finding a discrepancy, because until now no one questioned the quality of the corpus we used
in our experiments: the research papers we analyzed described automatic and human evaluation
results that overlooked the data quality issue. Of course, it could be that the approaches proposed
in previous work produce high-quality sentence compressions, but the absence of error analyses
plants a seed of doubt into a reader. In this work, we question not the reported results, but the
evaluation approach of previous work. Interestingly, some of the issues are similar to the ones we
detected in the E2E NLG Challenge experiments (Chapter 4).
None of the prior works questioned the quality of the data, even though it is known that
the dataset was constructed automatically, and therefore should contain noisy examples (as we
previously discussed in Section 3.3.1). None of the works ever questioned the use of the com-
pression ratio which seems to be too simplistic to call it a metric that measures the compression
effectiveness. As we mentioned before, vague, all-encompassing definitions decrease the quality of
human evaluation experiments, making them hard to reproduce, because human assessors focus
on various aspects of the criterion (Section 3.5.1).
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Finally, the employed sentence compression evaluation protocols do not assume having multiple
references. The space of possible compressions in deletion-based sentence compression is bound
by sentence length. But because the definition of importance is left out, the candidate space is still
very large. The existence of only one reference brings additional requirements for evaluation metrics
to work, and commonly used n-gram overlap metrics clearly do not satisfy these requirements.
The presented results showed that the system output analysis is indispensable when assessing
the quality of NLP systems. It is a well-established fact that metric scores used for system
development do not always reflect the actual quality of a system; usually this is revealed via
human evaluation experiments. However, in our case study of automatic sentence compression we
have discovered that they might not be sufficient and should be complimented by manual error
analysis. Exploratory data analysis of the employed corpora may reveal many of the potential issues
in advance and guide the system development process.
This chapter focused on the problem of system evaluation. In the next chapter, we will show




In this chapter, we will describe a way to apply the SPF principles to design more reliable NLG
approaches. By reliable we mean approaches that have performance guarantees and transparent
decision-making principles. Interpretability of modern data-driven approaches is one of the biggest
issues concerning not only researchers, but also machine learning practitioners who use such tech-
niques in real-world applications. End-to-end neural approaches have achieved state-of-the-art
performance in many NLP tasks and have already become a default method of tackling almost
any NLG problem. However, they often lack the transparency of the underlying decision-making
process, hindering error analysis and model improvements (Samek et al., 2018; Liu et al., 2019a;
Carvalho et al., 2019; Danilevsky et al., 2020).
Researchers have proposed a range of techniques to mitigate some of the issues: for example,
the attention (Bahdanau et al., 2015), copy (Gu et al., 2016), coverage mechanisms (Tu et al.,
2016), as well as architecture modifications, like pointer-generator networks (PGN) (See et al.,
2017). These techniques significantly improved the performance of standard seq2seq models.
However, the difficulty in the interpretation of model behavior still remains.
In this chapter we argue that one possible way to approach this problem is by designing a
decision-making algorithm and letting a neural model to only make intermediate decisions: the
algorithm defines possible actions which change the state of the system; the task of the neural
model is to make a decision as to which action to take, based on the current state and the history
of previous decisions.
Using surface realization as an example task, we analyze its specifications and, based on
the relation between the task and data, develop a system that not only achieves state-of-the-art
performance, but also exhibits more interpretable behavior.
6.1 Multilingual Surface Realization: Overview
For many years, one of the research foci in the NLG community has been surface realization
(SR), the process of transforming a sentence plan into a linearly-ordered, grammatical string of
morphologically inflected words (Langkilde-Geary, 2002). However, until recently, the differences
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in the input representations and levels of input preprocessing complicated the comparison of surface
realization systems.
The first collaborative effort in unifying the task specifications started almost a decade ago,
with the first shared task on surface realization (Belz et al., 2011). It took place in 2011 and
was aimed at developing a common input representation that could be used by a variety of NLG
systems to generate realizations from. Following the division between more semantic-oriented
and text-oriented NLG systems, the task organizers developed two NLG input types, created by
post-processing the CoNLL 2008 Shared Task data (Surdeanu et al., 2008): shallow syntactic
dependencies and deep representations which were built on top of the shallow ones, but enriched
with the semantic annotations from Nombank (Meyers et al., 2004) and Propbank (Palmer et al.,
2005). The main result of the SR’11 task was standardization of the surface realization inputs at
two levels, facilitating further development of off-the-shelf NLG tools.
In 2018, the first multilingual version of the challenge was organized (Mille et al., 2018). This
time, the organizers took advantage of the availability of multilingual treebanks annotated with
Universal Dependencies (UD) (De Marneffe et al., 2014). Following the technological advances in
the machine learning community, SR’18 also adapted its agenda: the task was organized in order
to encourage the perspective participants to explore the extent to which neural network parsing
algorithms can be reversed for generation. The task also addressed questions about the suitability
and usefulness of UD for NLG.
The latest edition of the shared task took part in 2019 (Mille et al., 2019). In order to improve
the comparability of systems, the organizers focused on the closed task setting and did not allow
other annotated data than the one provided by the organizers to be used for training the systems.
We took part in the SR’18 task and therefore focus on its specifications. Following the SR’11
protocol, the organizers proposed to use two representations, depending on the track the contes-
tants participated in.
Shallow Track The participants started with unordered dependency trees consisting of lemma-
tized nodes with POS tags and morphological information as found in UD annotations (version
2.0). A graphical representation of a sample input and the corresponding output sentence are
shown in Figure 6.1a. The task in this track was to determine the correct order of lemmas and
inflect them to generate surface forms. The data was available for the following ten languages:
Arabic, Czech, Dutch, English, Finnish, French, Italian, Portuguese, Russian and Spanish.
Deep Track The inputs were similar to the Shallow Track, but had a higher level of abstraction.
For example, functional words (auxiliaries, functional prepositions and conjunctions) and surface-
oriented morphological and syntactic information were removed (Figure 6.1b). In addition to what
was required for the Shallow Track, the task in the Deep Track thus was also to reintroduce the
removed functional words and morphological features. However, the representation was available
only for three languages: English, French and Spanish.
The researchers that advocate for using more abstract input representations claim that such
inputs are closer to a realistic application context for modern NLG systems, where the text gener-
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(a) Shallow Track
(b) Deep Track
Figure 6.1: The SR’18 Shallow and Deep Track representations of a sample UD sentence: [This
killing of a respected cleric will be causing us trouble for years to come.].
ation component does not have access to syntactic or language-specific information (Mille et al.,
2018). In this sense, the SR’18 Deep Track follows a range of other data-to-text generation tasks
that took place recently: the already mentioned E2E NLG Challenge, as well as WebNLG (Gar-
dent et al., 2017) and the SemEval-2017 Task on Abstract Meaning Representation Parsing and
Generation (May and Priyadarshi, 2017).
However, such meaning representations tend to be less consistent and prone to semantic
inadequacy issues, since much of the content is left underspecified (Section 2.2.2). For example, the
SR’18 Deep Track input words are not sense-disambiguated, full prepositions and some argument
relations may be missing. This could lead to potential issues with system outputs, like hallucination
or content dropping (Section 3.3.1). For this reason, we focused on the Shallow Track, and,
therefore, our goal was to design an approach to generate sentences by ordering the lemmas and
inflecting them to the correct surface forms.
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6.2 Data Analysis
Prior to system development, we analyzed the data along the dimensions which we considered
relevant for the task. As an illustration, we show figures and numbers for English, since that
was the primary language we used in the development process. The analysis results for the other
languages can be found in (Puzikov and Gurevych, 2018a).
Data size The shared task can be considered as operating under a low-resource scenario: Ta-
ble 6.1 shows that SR’18 treebanks are rather small. This means that using popular neural seq2seq
approaches would be challenging, since they require large amounts of training data to learn useful
data representations (Koehn and Knowles, 2017; Hou et al., 2018; Simpson and Gurevych, 2019).
Language
ar cs en es fi fr it nl pt ru
Train 6 016 66 485 12 375 14 289 12 030 14 529 12 796 12 318 8 325 48 119
Dev 897 9 016 1 978 1 651 1 336 1 473 562 720 559 6 441
Test 676 9 876 2 061 1 719 1 525 416 480 685 476 6 366
Table 6.1: Number of training, development and test sentences in SR’18 datasets.
References For the input to the Shallow Track, the organizers separated the reference sentences
from the respective structures. Although the one-to-one correspondence between sentences and
dependency trees was preserved, the alignment between the lemmas in the trees and the word
forms in the sentences was lost. To circumvent this issue and ease the burden of aligning lemmas
with the corresponding surface forms, we decided to use the original UD data files for all our
experiments — they contain the same dependency trees as the shared task data, but the order of
the tokens is not scrambled and each surface form is aligned with the respective lemma.
Lemma-form statistics We examined the number of possible forms per lemma (Figure 6.2).
The majority of lemmas have only one surface form, which suggests a strong majority baseline for
the morphological inflection subtask. However, languages with rich morphology (Czech, Finnish,
Russian) pose a challenge in this regard and call for a more elaborate approach which takes into
account complex grammar inflection paradigms. The number of unique features (values in the
FEAT column of the input data) served as a rough estimate of the latter (Table 6.2).
OOV The number of out-of-vocabulary (OOV) language units can be viewed as a crude measure
of the expected difference between training and development data distributions. Table 6.2 shows
the number of OOV lemmas, surface forms and characters for each of the languages. As expected,
a large number of morphological variants in Russian and Czech result in much larger vocabulary
sizes and OOV counts. Some of the datasets included foreign names and terms which are used
in their original language forms. For example, out of 356 464 French data tokens, 419 include
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Figure 6.2: The number of possible forms per lemma (English SR’18 training set).
Language
ar cs en es fi fr it nl pt ru
Unique features 37 112 36 56 89 35 41 66 48 40
OOV lemmas 1 056 3 299 1 180 1 368 1 598 1 895 439 973 535 2 723
OOV forms 1 745 8 070 1 313 2 131 3 666 2 387 683 1 131 785 8 190
OOV chars 0 2 3 1 5 12 2 0 0 0
Table 6.2: Cross-lingual data analysis (SR’18 training set). Out-of-vocabulary (OOV) statis-
tics computed over the development set, with respect to the training data. Bold-faced numbers
correspond to the most challenging language cases.
characters that are not digits, punctuation signs or letters of the French alphabet. Since such
words are usually not conjugated, but copied verbatim, we consider them as outliers and exclude
them from the training procedure. In our initial experiments, tokens defined in the UD annotation
guidelines as multi-word expressions (MWE) and empty nodes were excluded from the training data,
because they require language-specific treatment (e.g. the French data includes 9 750 tokens which
were identified as MWE; out of 870 033 tokens in the Russian dataset, 1 092 correspond to empty
nodes). However, in a subsequent pilot study, we show that a proper treatment of these language
phenomena increases the performance of the system (Section 6.5.4).
Length distributions Another important property of the data is the length distribution of
lemmas, surface forms and sentences (Figure 6.3). We computed the training data statistics and
used the obtained estimates to establish cut-off thresholds for filtering out outlier lemmas and
forms from the training data.
Syntactic complexity When approaching the task of syntactic ordering, one needs to take into
account the complexity of the tree structures. We found the branching factor to be very informative
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Figure 6.3: Length distributions of lemmas, surface forms and sentences (SR’18 English training
set).
in this regard: for each node in each tree, we counted the number of children the node has.29
Most nodes in the dependency trees of all examined languages have from one to three children
(Figure 6.4). This solicits decomposition of the syntactic ordering procedure over subtrees, similar
to what was done in (He et al., 2009).




29In this thesis we will interchangeably use the terms dependent and child, when mentioning the end nodes
of a dependency relation. Similarly, parent , or head, nodes are those that govern the relation.
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# children: > 10
Figure 6.4: Branching factor of the dependency trees (English SR’18 training set).
ä3 Is the phenomenon at hand ambiguous? Yes: generation from a dependency
tree may result in several valid output sentences (Filippova and Strube,
2009).
ä3 Are the annotation guidelines simple? No.
ä3 Are the guidelines ambiguous? No.
ä3 Do annotators have the needed expertise? Yes.
ä3 How many annotators are there per data point? Varies: UD is a community
effort.
ä3 Does the data contain time-dependent phenomena? Varies: depends on the
treebank.
• Data artifacts:
ä3 Is the data noisy? No.
ä3 Could the data be biased? No.
ä3 Is it a low-resource scenario? Yes.
Note that surface linearization from one lemmatized dependency tree may result in several valid
output candidates (Filippova and Strube, 2009). This situation is more common for languages
with flexible word order. An illustration of this for Russian is shown in Figure 6.5: three different
sentences with the same meaning can be generated from one lemmatized dependency tree.
Conclusion UD is an open community effort with over 300 contributors producing nearly 200
treebanks in over 100 languages. While the annotations guidelines30 are rather complex and the
30https://universaldependencies.org/guidelines.html
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Figure 6.5: An illustration of output variation in surface realization (Russian): a simple lemma-
tized dependency tree (left) and three semantically equivalent sentences which can be generated
from this tree.
annotated phenomena can be ambiguous, we do not expect the treebanks to contain many errors or
inconsistencies, because the core members that develop the guidelines are NLP experts motivated
to create high-quality corpora, and the proposed annotations are actively moderated by the UD
administration.
From the data analysis perspective, the biggest challenge is presented by small treebank sizes,
large space of surface forms in the case of morphologically rich languages, and a large number of
OOV tokens (Table 6.2).
6.3 Related Work
The general approach to the Shallow Track task is to generate a sentence by ordering the lemmas
and inflecting them to the correct surface forms. Past research work proposed both joint and
pipeline solutions for the problem.
Syntactic Oordering Given a bag of input words, a syntactic ordering algorithm constructs
an output sentence. Prior work explored a range of approaches to syntactic ordering: grammar-
based methods (Elhadad and Robin, 1992; Carroll et al., 1999; White et al., 2007), generate-and-
rerank approaches (Bangalore and Rambow, 2000; Langkilde-Geary, 2002), tree linearization using
probabilistic language models (Guo et al., 2008).
Conceptually, the problem of tree linearization is simple. However, given no constraints,
the search space is exponential in the number of tokens, which makes exhaustive search in-
tractable (Zhang, 2013). This stimulated the line of research focusing on the development of
approximate search methods. Current state-of-the-art (evaluated on the Penn Treebank only) be-
longs to the system of Puduppully et al. (2016) who extended the work of Liu et al. (2015) on
developing a transition-based generator. The authors treated language generation process as a
generalized form of dependency parsing with unordered token sequences, and used a learning and
search framework of Zhang and Clark (2011) to keep the decoding process tractable. A similar
approach to dependency tree linearization was explored in (Bohnet et al., 2010), who approximated
exact decoding with a beam search.
Our proposed method of syntactic ordering is also based on search approximation, but follows a
different approach: we use a greedy search strategy, but restrict the scoring procedure to a smaller
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set of plausible candidate pairs, which speeds up the search process and reduces the number of
mistakes the system might make.
Morphological inflection Word inflection in the context of the Surface Realization Task can
be defined as the subtask of generating a surface form (was) from a given source lemma (be) and
additional morphological or syntactic attributes (Number=Sing, Person=3, Tense=Past).
Early work proposed to approach the task with finite state transducers (Koskenniemi, 1983;
Kaplan and Kay, 1994). While being accurate, these systems require a lot of time and linguistic
expertise to construct and maintain. With the advance of machine learning, the community mostly
shifted towards data-driven methods of automatic morphological paradigm induction and string
transduction as the method of morphological inflection generation (Yarowsky and Wicentowski,
2000; Wicentowski, 2004; Dreyer and Eisner, 2011; Durrett and DeNero, 2013; Ahlberg et al.,
2015). In comparison with their rule-based counterparts, these approaches scale better across
languages and domains, but require manually-defined comprehensive feature representation of the
inputs.
Current research focuses on data-driven models which learn a high-dimensional feature repre-
sentation of the input data during the optimization procedure in an end-to-end fashion. Recent
work (Faruqui et al., 2016) proposed to model the problem as a seq2seq learning task, using the
encoder-decoder neural network architecture developed in the machine translation community (Cho
et al., 2014c; Sutskever et al., 2014). This approach showed an improvement over conventional
machine learning models, but failed to address the issue of poor sample complexity of complex neu-
ral networks — in practice, the approach did not perform well on low-resource or morphologically
rich languages.
An attempt to address this issue was made by Aharoni and Goldberg (2017), who proposed to
directly model an almost monotonic alignment between the input and output character sequences
by using a controllable hard attention mechanism which allows the network to jointly align and
transduce, while maintaining a focused representation at each step. The authors proposed to utilize
independently learned character-level alignments instead of the weighted sum of representations
(as done in the soft attention models). Experimental results demonstrated better sample efficiency
of the models trained according to the proposed method, and considerable improvements over the
previous approaches.
6.4 Binary Linearization
Motivation The results of our data analysis (Section 6.2) revealed several challenges. First of
all, small corpora sizes essentially prohibit us from using seq2seq neural networks. One way to
alleviate this issue is to lift the burden of making strategic decisions from the data-driven algorithm
by outlining a linearization algorithm, whereby the model only needs to make tactic decisions.
This approach follows the already mentioned tradition of hybrid NLG systems (Section 2.3.1).
Similar approaches have been developed in other NLP areas as well. For example, transition-based
dependency parsing algorithms (Nivre, 2003; Yamada and Matsumoto, 2003; Attardi, 2006) rely
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on a locally trained classifier for predicting the next parser action given a compact representation of
the derivation history. The possible actions, however, are provided by a human-designed transition
system. Another example is the copy mechanism by which a data-driven system chooses to generate
something from the probability distribution of the training data, or copy the currently processed
unit (See et al., 2017). The efficiency of such approaches has been linked to the decomposition
of the decision-making process (Sartorio et al., 2013).
We decided to explore this direction as well, and develop a modular system that has a human-
designed algorithm for making strategic decisions during surface realization. Apart from being more
data-efficient, it has another benefit: it separates the decisions made by a data-driven system from
the algorithm transitions. Compared to seq2seq approaches which are still considered to be black-
box, hybrid systems of the kind we mentioned above exhibit more understandable and reliable
behavior (Carvalho et al., 2019).
At a high-level, we propose to approach the task in two steps:
(1) Syntactic ordering: use a syntactic ordering algorithm and a data-driven classifier to
convert a dependency tree into a binary tree, then traverse the latter to obtain a sequence
of lemmas.
(2) Morphological inflection: conjugate each lemma into a surface form.
During the first stage, the system separates the input dependency tree into subtrees of depth
one and incrementally converts each of them into an equivalent binary subtree. Once all subtrees
have a binary tree equivalent, a deterministic procedure merges them into the final binary tree.
Since each node is labeled with the corresponding lemma, we simply run an in-order traversal over
the resultant binary tree to obtain a lemma sequence.
In the second step, we use a trained morphological inflection generator component to predict
a surface form for each lemma in the sequence; by doing so, we obtain an output sentence. We
chose the aforementioned approach of Aharoni and Goldberg (2017) as our morphological inflection
method.
6.4.1 Syntactic Component
The first step of the proposed pipeline orders the nodes of the dependency tree into a sequence
which ideally mirrors the order of words in the reference sentence. The main difficulty of this step
is finding a sorting or ranking method which avoids making many node comparisons or scoring
decisions. We propose an ordering procedure which uses a given dependency tree and constructs
a binary tree storing the original dependency nodes (lemmas) in a sorted order. We call this
procedure binary tree–based linearization, or BinLin (Algorithm 1).
Linearization algorithm As input, the algorithm takes a dependency tree and a classifier
trained to make binary decisions of positioning child nodes to the right or left of the head node.
First, we decompose the tree into local subtrees, represented by (head, children) node groups.
This is achieved by running a breadth-first search (BFS) algorithm on the input dependency tree
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Algorithm 1 Binary Linearization
Input: dependency tree d t , trained binary classifier cl f
Output: ordered sequence of lemmas oseq
1: function BINLIN(cl f ,d t )
2: subtr ees ← di ct
3: nodesb f s ← BF S(d t ) . breadth-first search
4: for head ,chi l dr en ∈ r ever se(nodesb f s) do . process nodes bottom-up
5: bt ← Ini tBi nTr ee(head) . initialize binary subtree
6: for ch ∈ chi l dr en do
7: Inser t Node(bt ,ch,cl f ) . insert child nodes
8: subtr ees[head ] = bt . store the binary subtree
9: bt f i nal ← Mer g e(subtr ees) .merge binary subtrees
10: oseq ← I oTr aver se(bt f i nal ) . binary tree in-order traversal
11: return oseq
(line 3 of the pseudocode). Since we build the binary tree bottom-up, we reverse the order of the
node-groups, and start processing node groups from the leaf nodes.
For each (head, children) group, we further apply the following steps:
(1) Initialize a binary tree with the head node (line 5).
(2) Iterate over the child nodes and use the classifier to predict whether the child should be
inserted to the left or to the right of the head node (lines 6-7).
Once all the children have been inserted, the construction of a binary subtree is finished and the
algorithm moves on to the next dependency subtree. We process the nodes in a bottom-up manner,
building binary subtrees until we reach the root node. At this point, we have processed all the
nodes from the original dependency tree, and the binary subtrees can now be merged to construct
the final binary tree with the root as a head node. Figure 6.6 shows an example dependency tree
and an equivalent binary tree that we construct when applying Algorithm 1. When the binary tree
construction is finished, we can obtain a sorted lemma sequence by performing in-order traversal
on the resulting binary tree.
The decision-making core of the procedure is the insertion of a new node into the binary tree
(Algorithm 2).
Classifier Given a pair of nodes (ni , n j ), we first extract their features. Our feature set encodes
both local and global contexts. The former is a representation of the node pair under consideration,
while the latter considers all the nodes in the corresponding subtree.
When computing a node feature representation vector, we use the following feature sources:
the node itself, it’s head and one (any) child in the dependency tree as the neighborhood elements.
We extract the corresponding lemmas, POS tags31, the dependency edge labels, the number of
31XPOS and UPOS columns in the CoNLL input data file.
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Figure 6.6: A high-level overview of the BinLin algorithm. Decompose the dependency tree (1)
into subtrees of depth one (2), then convert subtrees into equivalent binary trees (3), and merge
them. In-order traversal of the merged binary tree (4) produces a sequence of lemmas I like
fresh juicy Egle apple.
the node’s children, and the length of the path from the node to the root of the dependency tree.
Thus, the feature set F for one node in the node pair consists of N = 3 (neighborhood elements)×
6 (features) = 18 components.
Each feature is represented as a d -dimensional embedding vector, each node nk is represented
as a vector xk ∈RN×d , where N denotes the number of extracted features and d is the embedding
size. In other words, each dense node representation xk is a concatenation of the embeddings for
each feature in the feature set F . The embedding matrix is denoted as E ∈ Rd×|V |, where V is
the vocabulary of unique lemmas, POS tags and dependency edge labels, observed in the training
data.








(1) x = [xi;xj]
(2) h1 = lrelu(W1x)
(3) h2 = lrelu(W2h1)
(5) h3 = lrelu(W3[h2; c])








(4) c = lrelu(
∑M
k=1 αkxk)
local context global context
Figure 6.7: Schematic view of the neural network architecture used as a classifier for the syntactic
ordering component of BinLin.
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Algorithm 2 Recursive Node Insertion
Input: binary tree bt , new node node, trained binary classifier cl f
1: procedure INSERTNODE(bt ,node,cl f )
2: b f ←GetFeat (bt ) . extract head node features
3: c f ←GetFeat (chi l d) . extract child node features
4: l abel ← M akeDeci si on(cl f ,c f ,b f ) . classify and make decision
5: if l abel is LEF T then . insert node
6: if bt .le f t is None then
7: bt .l e f t ← Bi nTr ee(chi l d)
8: else
9: Inser t Node(bt .le f t ,chi l d ,cl f )
10: else
11: if bt .r i g ht is None then
12: bt .r i g ht ← Bi nTr ee(chi l d)
13: else
14: Inser t Node(bt .r i g ht ,chi l d ,cl f )
15: function MAKEDECISION(cl f ,c f ,b f )
16: scor e ← cl f (c f ,b f )
17: if scor e ≥ cl f .thr eshol d then
18: deci si on ← RIG HT
19: else
20: deci si on ← LEF T
21: return deci si on
The embedding vectors for the two nodes under consideration (xi and x j ) are further concate-
nated to form the input to the classifier (Figure 6.7, step 1), and projected onto a lower-dimensional
space via two non-linear transformations (Figure 6.7, steps 2 and 3). In all our experiments, we
use Leaky ReLu as a non-linear function (Maas et al., 2013)
The global context is computed as a weighted sum of feature representations of the nodes in
the subtree (Figure 6.7, step 4). The computation is done similar to the attention mechanism
of Bahdanau et al. (2015).
The local and global contexts are combined via another non-linear transformation (Figure 6.7,
step 5), and form input to the last layer of the network with a logistic regression function on top
to predict the probability of node n j being positioned to the right (y = 1) or left (y = 0) of node
ni in a binary tree:
p(y = 1) = si g m(h3;θ) = 1
1+eθ·h3 (6.1)
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θ denote the parameters of the classifier. The decision-making rule is defined by setting a
threshold on the output of p(·):
deci si on =
right, if p(y = 1) ≥ 0.5,left, otherwise. (6.2)
Training data preparation In order to prepare training data for the classifier, we consider each
(ni , n j ) node pair extracted from subtrees of depth one. For each (ni , n j , l abel) triple originally
present in a tree, we add (n j , ni , op_l abel) with node positions flipped and having the opposite
label. In our running example I like Egle apple, one of the training data points we have is
(like, I, LEFT ), since the word I in the sentence is positioned to the left of its head like. In
addition, we add the (I, like, RIGHT ) triple to the training set.
We motivate this procedure by the fact that there is no guarantee that our system learns
position-invariant word order representations, i.e. if node n j should be positioned to the right of
ni , then ni should be inserted to the left of n j . It is known that neural networks do not have this
reasoning ability (Shorten and Khoshgoftaar, 2019; Hu et al., 2019; Wei and Zou, 2019), and in
our preliminary experiments we verified that this is indeed the case. In order to circumvent this
issue, we explicitly add symmetric node pairs with opposite labels to the training set.
The syntactic ordering component was implemented using feed-forward networks; the corre-
sponding hidden layer sizes were fixed as follows: at 100, 64 and 264 dimensions (weight matrices
W1, W2 and W3 in Figure 6.7). We used 200-dimensional randomly initialized word-level case-
sensitive embeddings.
6.4.2 Morphological Component
To create a sentence from an ordered sequence of lemmas, we need to predict the correct morpho-
logical form for each of them. This is the purpose of the second component of our system. While
we focused mostly on the syntactic realization component, as part of the system development we
experimented with the following three different morphological inflection models:
• MorhpMlp: a simple multi-layer perceptron similar to the one employed for the syntactic
component;
• MorhRnnSoft: an encoder-decoder architecture with an attention mechanism of Bah-
danau et al. (2015);
• MorphRnnHard: an encoder-decoder model with a hard monotonic attention of Aharoni
and Goldberg (2017).
The morphological inflection component was implemented using character-level LSTM net-
works, a two-layer bidirectional encoder and a one-layer unidirectional decoder with hidden layer
sizes of 200. We used 200-dimensional randomly-initialized embeddings. We did not lowercase the
data, maintained a fixed size vocabulary of 250 characters, and for training used only sequences
of maximum 30 characters long (both source and target sides).




All results are computed on tokenized data instances. Training data was filtered to exclude outliers
according to the results of the data analysis (Section 6.2). All neural network components were
implemented using PyTorch. The syntactic component used 200-dimensional randomly initial-
ized token-level embeddings, 100-dimensional projection and 64-dimensional hidden layers. The
morphological component used 100-dimensional randomly initialized character-level embeddings,
a 2-layer bi-directional encoder and 1-layer uni-directional decoder, both using 100-dimensional
LSTM cells.
The syntactic and morphological components were trained separately using the Adam opti-
mizer with a learning rate of 0.001, minimizing cross-entropy loss per predicted token. We trained
the system with a batch size of 600 for the syntactic component and 200 for the morphological
component, for a fixed number of epochs (10 for the syntactic component and 15 for the morpho-
logical one).32 Model selection was done based on the loss value computed on the development
set.
The task used two quality criteria, readability and meaning similarity. The former criterion was
rather vaguely defined as “sometimes called as fluency, [it assesses] how well the given text reads;
is it good fluent English, or does it have grammatical errors, awkward constructions, etc.”. The
second criterion measured how close in meaning the outputs are to the original sentence (Mille
et al., 2018).
For automatic evaluation, the organizers used smoothed BLEU-4, NIST, and inverse normalized
character-based string-edit distance (in our thesis we refer to it as i-EDIST).33 Surface realization
is a sentence-level task, which is why it is not clear why metrics like TER were not included
in the evaluation setup. It is strange, because SR’11 included both METEOR and TER, which
have been shown to correlate most with human judgments of various aspects of textual quality
(Section 2.4.2).
Intrinsic metric-based evaluation has been shown to produce reliable results in the task of
surface realization, since corpus-based techniques are well suited to evaluate grammatical cover-
age (Reiter and Belz, 2009). The authors also note that the acceptable output candidates do not
exhibit much variation, which means that a few reference texts most likely adequately cover the
solution space.
Metric-related checklists Taking this into consideration, we fill in the metric-related checklists
as outlined below.
Task and Evaluation Criteria
32Batch size and number of epochs were different due to the constraints of the computational budget.
33The organizers chose to use the name DIST instead. We found this to be misleading, since the metric is
inverse of a distance.
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• Task-Criteria Match:
ä3 Do the criteria reflect the specifics of the task? Yes.
• Criteria scope:
ä3 Is each individual criterion focused on a single quality dimension? No, readability
seems to have been merged with fluency and grammaticality.
Evaluation Criteria and Metrics
• Targeted Language Level:
ä3 Does the metric measure the correct linguistic level? Yes.
• Task Specificity and Metrics:
ä3 Is the metric supposed to approximate the chosen evaluation criterion? Yes:
see (Reiter and Belz, 2009).
Data and Metrics
• Metric Assumptions:
ä3 Does the metric assume low quality of the outputs? BLEU – yes, not enough
evidence on the rest of the metrics.
ä3 Is the metric supposed to work on corpus/segment level? Corpus.
ä3 Has the metric migrated from another task? Yes.
• References:
ä3 Is the metric sensitive to the reference quality? Yes.
ä3 Is the number of references sufficient? Varies: some languages permit several
valid output candidates.
Metric Considerations
ä3 Are the compared approaches typologically different? No: see Section 6.5.3.1.
ä3 Is there any evidence that the metric correlates well with human judgements of the




We start with the evaluation of the morphological inflection generator. It was trained separately
ten times with different random seeds. We report the exact string match accuracy for each of the
tested approaches. Table 6.3 shows mean scores and standard deviation for each model evaluated
on the development data and averaged across the random seed values.
6.5.1.1 Results
Language
ar cs en es fi
Accuracy (uncased)
LEMMA 13.47 56.43 85.47 71.45 44.43
MAJOR 69.15 63.50 86.80 76.13 51.04
MORPHMLP 86.63 ± 0.507 94.40 ± 0.052 96.41 ± 0.053 96.72 ± 0.151 78.26 ± 0.217
MORPHRNNSOFT 88.48 ± 2.409 96.61 ± 0.598 93.57 ± 1.370 97.20 ± 0.801 81.05 ± 7.405
MORPHRNNHARD 93.07 ± 0.515 99.53 ± 0.031 98.11 ± 0.054 99.59 ± 0.027 95.46 ± 0.923
Accuracy (cased)
MORPHMLP 86.63 ± 0.507 87.31 ± 0.083 88.79 ± 0.169 93.52 ± 0.195 71.90 ± 0.286
MORPHRNNSOFT 88.48 ± 2.409 89.98 ± 0.638 86.32 ± 1.446 94.15 ± 0.823 75.65 ± 6.869
MORPHRNNHARD 93.07 ± 0.515 93.07 ± 0.047 90.76 ± 0.186 96.60 ± 0.037 89.32 ± 0.861
(a) Languages: Arabic, Czech, English, Spanish, Finnish
Language
fr it nl pt ru
Accuracy (uncased)
LEMMA 70.44 67.88 79.35 74.19 50.06
MAJOR 74.02 72.48 82.74 75.85 55.64
MORPHMLP 92.73 ± 0.094 94.09 ± 0.062 91.05 ± 0.110 94.12 ± 0.198 90.43 ± 0.122
MORPHRNNSOFT 92.30 ± 0.797 92.54 ± 3.721 85.82 ± 1.993 94.27 ± 3.424 93.65 ± 2.980
MORPHRNNHARD 95.56 ± 0.066 97.44 ± 0.240 95.68 ± 0.115 99.30 ± 0.035 98.22 ± 0.056
Accuracy (cased)
MORPHMLP 88.17 ± 0.128 89.54 ± 0.085 85.79 ± 0.236 89.90 ± 0.171 83.32 ± 0.152
MORPHRNNSOFT 87.90 ± 0.803 88.05 ± 3.524 80.69 ± 1.903 90.06 ± 3.379 87.70 ± 2.763
MORPHRNNHARD 91.24 ± 0.099 93.08 ± 0.296 90.58 ± 0.219 95.19 ± 0.119 92.32 ± 0.079
(b) Languages: French, Italian, Dutch, Portuguese, Russian
Table 6.3: Evaluation of the morphological inflection system component on the original UD devel-
opment set using the percentage of exact string matches as a metric. For the neural architectures,
we report both case-sensitive and case-insensitive mean scores and standard deviation (averaged
across ten random seed values).
Two simple baselines were developed for the experiment: given a lemma, Lemma copies the
lemma itself as a prediction of the surface form, Major outputs the most frequent surface form
if the lemma is not an OOV item, or the lemma itself, otherwise. Lemma-form frequencies were
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computed on the training data. For the baselines, we report case-insensitive scores only: their
purpose was to sanity-check the development of data-driven morphological components.
As expected, the baselines are outperformed by all data-driven methods examined. Strong
performance of the majority baseline for English and Dutch data can be attributed to the simpler
morphology of the languages.
The best results are achieved by MorphRnnHard, which outperforms all other methods
across all languages. Despite the fact that the approach has a bias towards languages with
concatenative morphology (due to the assumption of the monotonic alignment between the input
and output character sequences), it also performs well on Arabic. This model was chosen for our
further pipeline experiments.
Bad sample complexity of MorphRnnSoft, the soft attention model, explains its inferior
performance compared to the hard attention model. MorphRnnSoft model seems to be highly
sensitive to the different values of hyper-parameters; its performance has the highest standard
deviation among all models, which is most likely due to the same sample complexity issue. Inter-
estingly enough, on English, French, Italian and Dutch data the multi-layer perceptron architecture
(MorphMlp) achieves better results. The latter has a considerably simpler, but less flexible struc-
ture, which prohibits the usage of such networks for languages with rich morphology — the number
of parameters needed to account for various forms and morphological features grows rapidly until
the model can no longer fit into the memory. This also highlights the importance of cross-lingual
evaluation of morphological analyzers and generators.
6.5.1.2 Error analysis
In order to better understand the most common errors made by each of the approaches (excluding
the baselines), we examined the predictions of the models on the English development set. We
filtered out incorrect predictions of capitalization of the first letter of the word, because these
cases are ignored by the official evaluation protocol. After the filtering, we randomly sampled 100
erroneous predictions and manually examined them; the results are shown in Table 6.4.
Error types MORPHMLP MORPHRNNSOFT MORPHRNNHARD
wrong lemma 42 - -
wrong form 29 8 26
alt. form 29 17 57
non-exist. form - 29 4
proper noun err. - 27 -
wrong digit seq. - 13 -
Table 6.4: Major error types made by each of the tested morphological component models.
Unlike character-based models, MorphMlp treats each surface form as an atomic unit and
is therefore prone to errors caused by the data sparsity issues, failing to predict correct forms
for unseen lemmas or unseen grammar patterns (wrong lemma error type). If the model correctly
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identifies the base form and still makes a mistake, in half of the cases it is an incorrect prediction of
verb tenses, singular/plural noun forms or indefinite English articles (wrong form). The latter cases
are caused by the fact that our model does not use any information about the next token when
predicting the form of the current lemma. This limitation is inherent to the pipeline architecture we
employed and can be accounted for in a joint morphology and syntax modeling scenario. Finally,
there are also cases where a model predicts an alternative surface form which does not match the
ground truth, but is grammatically correct (alt. form): not/n’t, are/’re, have/’ve. Strictly
speaking, the latter cases are not errors, but for simplicity we will treat them as such in this section.
MorphRnnSoft model predicts fewer wrong morphological variants, but suffers from an-
other problem — hallucinating non-existing surface forms: singed, dened, siaseme instead of
sung, denied, siamese. This is not surprising, given the sequential nature of the model; usually
this happens in cases with flat probability distributions over a number of possible characters fol-
lowing the already predicted character sequence. A large portion of such errors includes incorrect
spellings of proper nouns (proper noun err ): Jersualm, Mconal instead of Jerusalem, McDonal.
Finally, one prominent group of errors is that of incorrect digit sequences. MorphMlp does not
make these mistakes, because it uses a heuristic: OOV lemmas are copied verbatim as predictions
of the surface forms.
The majority of erroneous cases for MorphRnnHard model constitute the group of alterna-
tive forms. Compared to other models, there are considerably fewer cases of predicting non-existent
forms (allergys, goining). The wrong form error type is mainly represented by incorrect pre-
dictions of verb forms: sing, got, are instead of sung, gotten, ’m.
For our subsequent experiments on the full pipeline we chose the best model, MorphRnnHard.
The results of the error analysis suggest that there is still a large room for improvement of the
morphological inflection generation component. A principled approach to handling unseen tokens
and a way to constrain the predictions to well-formed outputs would be interesting directions to
investigate further.
6.5.2 Syntactic component
In order to evaluate the syntactic ordering module, we conducted two experiments.
Experiment 1 First, we performed a preliminary study in which we tried to validate our hypoth-
esis and answer the following question: Is it possible to accurately predict the relative position of
a dependent (child) with respect to its head? Table 6.5 shows the distribution of left/right target
labels in the training data and the accuracy of predicting the node’s relative position with our
system’s binary classifier, both for head-child and sibling node pairs. The latter pairs are relations
between sibling nodes in the respective subtree, since at each prediction step the system operates
on dependency subtrees of depth one. Note that modeling such relations is a harder task, since
siblings in dependency trees do not directly share any grammatical information. However, the
surrounding context seems to be enough to make high-accuracy predictions, which supports our
hypothesis.
117
CHAPTER 6. RELIABLE NLG
Language
ar cs en es fi fr it nl pt ru
L/R labels (%) 32/68 57/43 62/38 56/44 57/43 57/43 57/43 61/39 56/44 47/53
Pred. Acc. (%)
head-child 96.27 90.26 96.14 92.67 89.21 95.14 94.26 91.51 97.29 92.85
sibling 82.81 82.78 87.64 83.85 81.43 85.12 84.98 82.52 85.6 85.56
Table 6.5: The distribution of left/right labels in the training data and the accuracy of predicting
a node’s relative position with the binary classifier. Two cases are considered: predicting the
position of a child node (head-child ), and a sibling (sibling ).
Experiment 2 The second experiment was supposed to estimate the performance of BinLin
compared to an ideal syntactic ordering module, i.e. an upper bound on its performance. We
trained the syntactic ordering component on the training set of the English UD treebank, and
performed its automatic metric evaluation by computing BLEU, NIST and i-EDIST scores between
the reference sentences and system outputs on the development set. Note that the outputs of
BinLin and upper bound in this experiment contain ordered lemmas, not surface forms, while the
references are correctly ordered sequences of inflected surface forms, as given in the CONLL file.
BLEU i-EDIST NIST
BINLIN-syn 51.15 64.78 10.82
Upper bound (oracle) 65.31 85.52 11.38
Table 6.6: BinLin’s performance at the syntactic ordering step, and its upper bound. Computed
on the English portion of the SR’18 development set.
Table 6.6 shows reassuring results: the proposed algorithm is reasonably close to the upper
bound, confirming our results in the first experiment.
6.5.3 Full Pipeline
We further add the morphological inflection component and evaluate the full pipeline on the
SR’18 test data. Before showing the results, we would like to briefly describe the three other
best-performing systems that achieved comparable results in SR’18.
6.5.3.1 Compared Approaches
OSU Similarly to BinLin, the OSU system by King and White (2018) is also a pipeline system.
However, it performs the steps in the reverse order. First, it employs a seq2seq model to convert the
lemmas to inflected word forms using the grammatical features in the UD data (the FEAT column).
In the second step, the inflected words are incrementally linearized by a global linear model which
relies on the supplied syntactic dependencies and grammatical features. In a nutshell, the first
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component is similar to our morphological subsystem, but uses a soft attention mechanism. The
second component is very similar to the global linear model of Puduppully et al. (2016).
TILBURG The Tilburg system by Castro Ferreira et al. (2018) also shares some similarities
to our approach. The authors use a maximum entropy classifier to decide which first-order child
nodes are most likely to be before and after the head nodes, which is somewhat similar to the
process of how binary subtrees are being constructed by BinLin. The node groups are then re-
ordered by a merge-sort–style algorithm which uses a separate classifier. The resultant sequence
is then post-processed with a lexicon lookup to realize the lemmas to surface forms. Finally, the
sequence is fed to a phrase-based machine translation system that finishes the realization process
by translating from a partially-realized string to a sentence.
ADAPT The Adapt system by Elder and Hokamp (2018) approaches the task in an end-to-
end manner, akin to neural machine translation systems. First, they prepare the source data by
flattening the input dependency tree: they re-construct the original parse tree from the dependency
features, and perform a depth-first search to sort and reorder the lemmas, thus obtaining a sequence
of lemmas. The authors treat the original sentence as the target text and train the system end-to-
end. The main finding of the authors is that the training dataset size is one of the major obstacles
preventing current seq2seq models from doing well at NLG from structured inputs. The authors
show that data augmentation boosts the performance of seq2seq models. Unlike us, however, the
authors had to use an external resource which is almost 50 times larger than the original SR’18
data.
6.5.3.2 Results
Table 6.7 shows the metric scores achieved by BinLin, and the three aforementioned systems.
BinLin was trained ten times with different random seeds; we report both the mean scores and
standard deviation.
The proposed modifications clearly bridge the gap between BinLin and the rest of the par-
ticipating systems. BinLin was the best-performing system for five out of ten languages, and on
the remaining languages it showed comparable performance.
6.5.4 Error Analysis
In order to better understand the most common errors made by the BinLin system, we manually
examined its predictions on the development set. We were focusing predominantly on the syntactic
ordering component. In what follows we describe the most prominent error types.
Punctuation Generally speaking, the position of punctuation marks is determined not by a
specific dependency relation, but rather by discourse-level characteristics of the sentence, since their
primary goal is to help the reader interpret the text by means of delimiting the content, dividing it
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Language
ar cs en es fi
BLEU
ADAPT - - 69.14 - -
OSU 25.65 - 66.33 65.31 37.52
TILBURG - - 55.29 49.47 -
BINLIN 29.07 ± 0.20 54.49 ± 0.26 64.70 ± 0.76 63.86 ± 0.50 37.38 ± 0.59
NIST
ADAPT - - 12.02 - -
OSU 7.15 - 12.02 12.74 9.56
TILBURG - - 10.85 11.11 -
BINLIN 7.53 ± 0.01 13.65 ± 0.03 12.03 ± 0.05 12.59 ± 0.03 9.83 ± 0.06
i-EDIST
ADAPT - - 80.42 - -
OSU 34.37 - 68.59 59.75 47.99
TILBURG - - 60.32 48.47 -
BINLIN 38.11 ± 0.60 54.00 ± 0.34 66.77 ± 0.77 59.00 ± 0.46 49.58 ± 0.65
(a) Languages: Arabic, Czech, English, Spanish, Finnish
Language
fr it nl pt ru
BLEU
ADAPT - - - - -
OSU 38.24 - 25.52 - -
TILBURG 52.03 44.46 32.28 30.82 -
BINLIN 43.40 ± 1.33 41.17 ± 0.51 50.28 ± 0.53 49.01 ± 0.60 62.88 ± 0.36
NIST
ADAPT - - - - -
OSU 8.0 - 7.33 - -
TILBURG 9.85 9.11 8.04 7.55 -
BINLIN 8.78 ± 0.11 8.63 ± 0.03 10.30 ± 0.02 9.21 ± 0.05 14.43 ± 0.02
i-EDIST
ADAPT - - - - -
OSU 44.84 - 34.22 - -
TILBURG 51.16 46.67 37.20 40.75 -
BINLIN 45.17 ± 1.10 48.50 ± 0.86 52.50 ± 0.65 59.70 ± 0.78 62.80 ± 0.54
(b) Languages: French, Italian, Dutch, Portuguese, Russian
Table 6.7: Final results computed on the SR’18 test data. BinLin results include mean scores
and standard deviation (scores averaged across ten models trained with different random seed
values). Cells with dashes denote cases for which the respective systems have not submitted any
output in the shared task.
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into easy-to-process pieces. Oftentimes there are lexical markers (so, because, although) which
signal that, for example, a comma should be inserted before or after a phrase:
• I like chocolate, because it is sweet.
• Bryan, you’re in, right?
However, in UD annotation punctuation marks are considered as dependents of the subtree
root. The binary classifier fails to encode discourse information, since it mainly looks for local
patterns in head-dependent relations. A more global technique of input encoding might alleviate
this issue.
Contractions Spanish, Czech, French, Portuguese, Arabic and Italian treebanks contain anno-
tation of multi-word expressions (MWE). Table 6.8 shows the number of unique MWE encountered
in the training portion of the UD treebanks.
Language
ar pt it es cs fr
3 010 447 361 300 18 12
Table 6.8: Number of multi-word expressions (MWE) in UD treebanks for the languages included
in the SR’18 task (only languages with MWE are shown).
The most common case marked as MWE in the UD treebanks is that of contractions which
occur when two adjacent words are merged into one. For example, in French the article les
contracts with the preposition à into a compound article aux. English UD annotation does not
contain contractions, which is why when developing BinLin we did not encounter this issue.
Our system predicts the relative position of the contraction elements and attempts to conjugate
them separately, but does not perform token merging. The following is an example of a contraction
in French:
• Wrong: Un autel à Jupiter est érigé à l’emplacement de le Temple.
• Correct: Un autel à Jupiter est érigé à l’emplacement du Temple.
The first line is what BinLin would predict; the second is what the correct output should be.
We suspect that this is the main reason for the performance gap that exists between BinLin and
the best-performing approaches on Spanish, French and Italian data. Interestingly, the authors of
the Tilburg system also mentioned that their system could not properly handle the contractions,
which lowered the performance of their system, especially on the Portuguese data.
A possible remedy to this limitation could be modeling syntactic ordering and morphological
inflection jointly, but we did not explore this direction further. As a quick fix, we added a post-
processing step to the outputs of our system,34 whereby we stitch adjacent contraction items into
34For the syntactic component that we trained with ten different random seeds, we chose one variant ran-
domly.
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one token. We focused on Czech, French and Italian treebanks, since these languages have very
simple contraction cases which we extracted without any knowledge of the respective grammar
rules (see Appendix B.1).
Table 6.9 shows an improvement over all three languages, which suggests that this is indeed a
promising direction to investigate in detail, and a more principled treatment of contractions would





BINLIN 54.50 43.90 40.84
+ MWE 54.78 49.26 52.11
NIST
BINLIN 13.63 8.85 8.61
+ MWE 13.67 9.46 9.78
i-EDIST
BINLIN 54.00 46.20 47.57
+ MWE 54.07 49.45 53.25
Table 6.9: The results of adding a post-processing step of merging MWE tokens for Czech, French
and Italian SR’18 test data. + MWE denotes the system variant with MWE treatment.
6.5.5 Possible Extensions
Easy-first linearization We have already mentioned that BinLin is sensitive to the order of
processing of the child and sibling nodes. We hypothesize that an initial step of ranking the
nodes to determine which ones are most likely to start the sequence would prune the unnecessary
and, perhaps, harmful comparisons of, for instance, punctuation with articles. A principled ap-
proach would be to define an adaptive model which encodes some notion of processing preference:
given a set of tokens, the system should first make predictions it is most confident about, similar
to easy-first dependency parsing algorithm (Goldberg and Elhadad, 2010) or imitation learning
methods (Lampouras and Vlachos, 2016).
Non-projective dependencies One significant limitation of the proposed method is its in-
ability to handle non-projective dependencies. This is a simplification decision we made when
designing the algorithm: at each point we assume that the perfect token order can be retrieved
by recursively ordering head-children subtrees, which excludes long-range crossing dependencies
from consideration. By doing so we aggressively prune the search space and simplify the inference
procedure, but also rule out a smaller class of more complex constructions. This might not be
a problem for the English UD data, which has a small number of non-projective dependencies.
However, according to the empirical study of Nivre (2006), almost 25 % of the sentences in the
Prague Dependency Treebank of Czech (Böhmová, Alena and Hajič, Jan and Hajičová, Eva and
Hladká, Barbora, 2003), and more than 15 % in the Danish Dependency Treebank (Kromann,
2003) contain non-projective dependencies. This implies that for multi-lingual surface realization




In this chapter we approached the problem of designing more reliable NLG systems. We argued that
modern neural approaches suffer from the lack of interpretability, mainly caused by the complexity
of their architecture. Their black-box behavior makes it hard to analyze the performance or propose
further improvements.
We further argued that one way to approach this problem is by means of “separation of
concerns”: in some tasks it is possible for a human to encode the problem-solving logic in a
decision-making algorithm, while the actual decisions can be outsourced to a data-driven system.
In order to test this idea in the NLG domain, we took part in the 2018 Multilingual Surface
Realization Workshop. We analyzed the shared task data and concluded that popular seq2seq
approaches would likely fail, because the training corpora provided for the task were not big enough
for training such models. In addition to that, some of the treebanks represented morphologically
rich languages, which exacerbated the data scarcity issue due to large vocabulary sizes. This served
as an additional evidence that exploring other approaches might be a better way to solve the task
at hand.
Based on task specifications, we proposed a hybrid method of surface realization, which ad-
dresses the aforementioned issues in two ways. First, it separates the syntactic ordering and
morphological inflection decisions, thus reducing the space of possible output candidates. Second,
the syntactic ordering component performs dependency tree linearization by following an algorithm
that is designed by a human; only local decisions are performed by a neural network classifier.
The proposed method has a number of attractive properties. First, it guarantees that the
resulting sequence of tokens is a subset of the input, meaning that there is less possibility of
“hallucinating” new content during generation. Introducing new content is a problem, because it
would mean that the system output is no longer faithful to the system input. This is a common
issue with most seq2seq models (Nie et al., 2019; Filippova, 2020; Fadaee and Monz, 2020), and
our approach has a clear advantage in this respect.
Second, the proposed method is more intuitive and interpretable. It supports separate analysis
of the syntactic ordering and morphological inflection steps of the surface linearization process.
From a research perspective, this offers greater control over the problem-solving procedure.
The empirical evidence showed that the syntactic ordering technique which we proposed is
capable of performing accurate dependency tree linearization. Our system performed comparably






This chapter summarizes the findings of our thesis and outlines potential future research directions.
7.1 Summary of Findings and Contributions
In this thesis we introduced the Sanity Poligon, a new methodological framework, to approach
the task of NLG from a holistic point of view. We decomposed the problem specification into
five components which are essential for any NLP study: task, data, evaluation criteria, metrics
and human evaluation experiment. We further defined a set of core principles which govern the
relations between these components. The framework is envisioned as a guide which one can use
during the design and analysis of NLG experiments.
In the subsequent chapters we described a series of NLG experiments that demonstrate the
efficacy of the framework in approaching the research questions we outlined in the introduction
chapter.
Chapter 3 We approached RQ1 by introducing SPF, a conceptual framework for the design and
analysis of NLG studies. We motivated the need for such a framework by the existent fragmentation
problem of the NLG field, largely caused by the lack of common standards in task specification.
The proposed framework consists of a set of principles and recommendations grouped by relations
between the main components of an NLP experiment. We summarized the principles in a checklist
form which we apply in the subsequent chapters.
Chapter 4 In this chapter we presented our experiments in the data-to-text generation task,
sought to put the designed framework to test. We described the results of our participation
in the E2E NLG Challenge, which we viewed as a case study to provide empirical evidence of
the utility of SPF. We showed how one can use the framework to detect and address possible
evaluation issues, as well as develop new approaches which aim at solving the task at hand, as
opposed to obtaining higher metric scores. We were able to show how to use the framework
to approach RQ2 : a template-based system was designed according to task specifications. We
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provided empirical evidence that it offers a good cost–quality trade-off, while being more reliable
than its data-driven competitor.
Chapter 5 This chapter showcased how SPF can be used to critically analyze evaluation setups,
revealing weak spots of system assessment protocols. We presented a sentence compression case
study in which we used the SPF principles to detect an evaluation discrepancy type which prior
work seems to have overlooked. We drew connections with the study described in Chapter 4 and
provided a possible explanation for this phenomenon: the data is noisy and errors find their way
into system predictions, but they are hard to detect, because the overall quality of the systems
trained on this data is high. Focusing on the worst-case performance is the way we explored in
our experiments, and it proved to be a correct strategy for this scenario.
Chapter 6 We described another solution to RQ2. We argued that modern neural approaches
suffer from the lack of interpretability, caused by the complexity of their architecture. Their black-
box behavior makes it hard to rely on them in practice, since their performance depends on factors
which are hard to envision. We proposed to approach this problem by means of separation of
the problem-solving logic from the decision-making process; by letting a data-driven system make
localized decisions. We used surface realization as an example task and described a hybrid system
which addresses the aforementioned issues. The empirical evidence showed that the proposed
system achieves state-of-the-art performance, while offering a good trade-off between performance
gains and interpretability.
7.2 Future Research Directions
As we mentioned before, the number of research papers and scientific events dedicated to NLG
problems is constantly growing. The attention that the field is attaining is outpacing the devel-
opment of the methodological basis, necessary to conduct solid research. We view this thesis is
a humble contribution in this respect and hope that its results will be of use to the upcoming
generations of NLG researchers. There are several ways in which the proposed framework and
techniques can be improved.
7.2.1 Extending SPF
Component improvements The developed framework is not complete, since it was not meant
to exhaustively cover all interactions between the NLG components. We barely scratched the
surface of an important question of human experiment design, mainly because we did not perform
human evaluation experiments in the course of the thesis study. Another reason is the lack of
information about the details of human experiments reported in the literature.
Relation Intersection One way to extend this framework is by connecting principles between
each other, although that would complicate the framework design. For example, the analysis of
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differences between the assumptions made during metric development and the ones made when
planning human evaluation experiments poses a great interest, since both metric and human
evaluations are developed as a way to assess system performance. Such analysis could provide
more explanation to the issue of low correlation between human judgments of textual quality and
automatic metric scores.
Presentation improvements We developed SPF as a set of recommendations, but a checklist
form was a natural way to formalize it. However, it is not the most usable way of assisting someone
in a study analysis. We believe that something closer to a decision-tree would be more practical
and usable. In this way, a researcher would not need to go through the relations and principles to
check the relevant ones. One could simply start at the root of the tree and answer the questions
to find the potentially problematic ones.
Application Potential It would be worthwhile to extend the scope of the framework to other
NLP tasks. As we mentioned before, it is not specific to text generation. It would be interesting
to see what kind of evidence (or counter-facts) can be found in a cross-application setting.
7.2.2 Extrinsic Studies Inclusion
As we mentioned before, extrinsic task-based evaluation results serve as the most convincing
evidence of the usability of a technique in NLG. However, it seems that this type of evaluation is
losing its popularity: Van der Lee et al. (2019) report an ongoing dramatic decrease in the number
of studies with extrinsic evaluation experiments (a drop from around 25 % in 2005–2014 to 3 %
in 2018). There might be many reasons for this: high deployment costs, application specificity of
the NLG systems that can be used in real-world scenarios, short life-cycle of modern data-driven
techniques, etc.
Nevertheless, the cost–quality trade-off issue that we mentioned in Section 4.6.2 raises a bar for
NLG techniques. System assessment in a real-world scenario is expensive and hard to reproduce,
which means it is hard to generalize the results from extrinsic evaluation studies. However, they
bring additional value, as opposed to a dry comparison with metric scores reported in some prior
work, and it would be very interesting to include this value into the developed framework. For
example, extrinsic studies have a potential to reveal unexpected behavior of the users, which can
be accounted for when planning evaluation experiments in NLG (Carter, 1996). Additionally, such
studies inform the community about the requirements that an NLG system needs to meet to be
useful in real world. For instance, evaluation of the utility of NLG systems in summarizing clinical
data about babies in neonatal intensive care units (Portet et al., 2009; Mahamood and Reiter, 2011;
Hunter et al., 2012) has shown that such systems lack in maintainability and pose challenges from
a regulatory perspective, when being deployed.35 This information is important, but cannot be
obtained during intrinsic system evaluation.
35https://ehudreiter.com/2019/07/08/why-isnt-research-software-used/
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7.2.3 Sentence Compression Experiments Extension
The evaluation discrepancy we discovered in our sentence compression experiments is thought-
provoking. Perhaps, we would not have been able to find it, if it were not for our unusual
experimental setup: for the error analysis we did not sample instances randomly, but biased the
results in favor of the higher-scoring model which, however, showed worse results in a manual error
analysis.
Further investigation is needed to make stronger claims about our observations. The study’s
findings should be confirmed for other datasets and, perhaps, tasks.
7.2.4 Hybrid NLG Systems
It would be interesting to conduct a more in-depth study on the limitations of end-to-end systems
that can be solved by hybrid systems. It is clear that the reason why our approach performed
better than, for example, Adapt (with an equal amount of data), is a better sample complexity
of BinLin. However, it is not possible to develop a designated algorithm for each and every NLP
task. It works for dependency parsing or surface realization, but is not possible for more high-level
problems, like machine translation or question answering, because such problems assume a very
large space of output candidates (Hirschmann et al., 2016). Determining task specifications which
permit the development of hybrid approaches is an interesting research question worth exploring
in future.
In our surface realization experiments, we decomposed the prediction into two separate stages
of syntactic ordering and word inflection. We argued that this offers a greater control over the
generation process. However, joint morphological inflection and syntactic ordering could potentially
bring additional performance gains. How to do that without losing the inference transparency is a




A E2E NLG Challenge Experiments
A.1 Manual Data Analysis Results
Manual analysis of the training set in the E2E NLG Challenge revealed certain annotation
problems. Below we provide sentence IDs of the instances which we considered as containing
errors.
Modified contents 4136, 34141, 32915, 35936, 6152, 2005, 1463, 14529, 14339, 21804,
25779, 11049.
Dropped contents 4136 (price and food ), 17455 (familyFriendly ), 38742 (area), 1463
(customerRating ), 27664 (food, priceRange), 19882 (priceRange), 25779 (customerRat-
ing, area), 40293 (food ), 807 (familyFriendly ), 15216 (familyFriendly ).
Ungrammatical 39810, 1904, 36233, 33671, 28698;
• tweet-style descriptions: 19425, 38875, 14873;
• word attachment problems, bad phrasing: 15276, 30950, 31973, 36468, 12442,
18623, 25773.
Punctuation errors 6152, 14993, 38742, 14339, 35967, 25795.
Questionable realization
• customerRating : 8806, 24983, 29189;
• familyFriendly : 20220, 10729;
• priceRange : 29189;
• style : 14993, 28362, 32494.
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A.2 Example Predictions
The majority of predictions from all three systems are grammatically correct. Here is a
random sample:
• Input: name[Cocum], eatType[coffee shop], food[English], priceRange[moderate], customer-
Rating[3 out of 5], familyFriendly[no]
• TGen: Cocum is a moderately priced coffee shop serving english food. It has a customer
rating of 3 out of 5 and is not kid friendly.
• Model-D: Cocum is a moderately priced coffee shop serving English food . It is not kid
friendly and has a customer rating of 3 out of 5 .
• Model-T: Cocum is a coffee shop which serves English food in the moderate price range.
It has a customer rating of 3 out of 5. It is not family friendly.
To illustrate common prediction mistakes (regardless of the system), we have hand-
picked some samples. Full predictions by all models can be found in the GitHub repository.
A.2.1 Bad Grammar
• Input: name[The Wrestlers], eatType[coffee shop], food[Chinese], priceRange[less than
£20], area[riverside], familyFriendly[no], near[Raja Indian Cuisine]
• TGen: The Wrestlers is a coffee shop providing chinese food in the less than £20 price range.
It is located in the riverside. It is near Raja Indian Cuisine. Its no children feel allowed.
• Model-D: The Wrestlers is a coffee shop providing Chinese food in the less than £20 price
range . It is located in the riverside . It is near Raja Indian Cuisine .
• Model-T: The Wrestlers is a coffee shop which serves Chinese food in the price range of
less than £20. It is located in the riverside area, near Raja Indian Cuisine. It is not family
friendly.
• Input: name[Wildwood], eatType[coffee shop], food[English], priceRange[high], customer-
Rating[1 out of 5], near[Ranch]
• TGen: Wildwood is a high priced coffee shop that serves english food. It is located near
Ranch and has a customer rating of 1 out of 5.
• Model-D: Wildwood is a coffee shop near Ranch , serving English food , has a high price
range and a customer rating of 1 out of 5 .
• Model-T: Wildwood is a coffee shop which serves English food in the high price range. It
has a customer rating of 1 out of 5 and is located near Ranch.
A.2.2 Modified and/or Dropped Contents




• TGen: The Golden Palace is a high priced coffee shop serving english food in the riverside
area. It has an average customer rating.
• Model-D: The Golden Palace is a high priced coffee shop located in the city centre .
• Model-T: The Golden Palace is a coffee shop which serves English food in the high price
range. It has an average customer rating and is located in the riverside area.
A.2.3 Dropped Contents
• Input: name[The Eagle], eatType[coffee shop], food[English], priceRange[moderate], cus-
tomerRating[1 out of 5], area[riverside], familyFriendly[yes], near[Burger King]
• TGen: The Eagle is a moderately priced coffee shop that serves english food. It is located
in the riverside area near Burger King. It is kid friendly and has a customer rating of 1 out
of 5.
• Model-D: The Eagle is a moderately priced coffee shop located near Burger King .
• Model-T: The Eagle is a family-friendly coffee shop which serves English food in the mod-




B Surface Realization Experiments
B.1 Contraction Rules
The following tables contain the contraction rules we used as a post-processing step de-
scribed in Section 6.5.4. The rules were created by extracting lines with contractions in the
UD CoNLL files and analyzing the contraction patterns.
à le → au de lequel → duquel
à les → aux de lesquels → desquels
à lequel → auquel de lesquelles → desquelles
à lesquels → auxquels en les → ès
à lesquelles → auxquelles vois ci → voici
de le → du vois là → voilà
de les → des
(a) French contraction rules
di il → del a l’→ all’
di lo → dello a le → alle
di la → della a i → ai
di l’ → dell’ a gli → agli
di i → dei su il → sul
di gli → degli su la → sulla
di le → delle su lo → sullo
a il → al su gli → sugli
a lo → allo con il → col
a la → alla con i → coi
(b) Italian contraction rules
aby by → aby když by → kdyby
Aby by → Aby Když by → Kdyby
(c) Czech contraction rules
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Notes on handling research data
According to the “Guidelines on the handling of research data” of the Deutsche Forschungs-
gemeinschaft
¶
, all the data and software related to this dissertation are archived and made
pubicly available where possible.
The following research data has been made freely available:
• Software
– The software required for the experiments described in Section 4.3 and Sec-
tion 4.4 is available under the Apache License 2.0 license at https://github.
com/UKPLab/e2e-nlg-challenge-2017.
– The software required for the experiments described in Section 6.4 is avail-
able under the Apache License 2.0 license at https://github.com/UKPLab/
inlg2019-revisiting-binlin and https://github.com/UKPLab/acl2018-
msr-workshop-binlin.
– The software required for the experiments described in Chapter 5 cannot be
made available due to Intellectual Property restrictions from Bloomberg L.P.
where the experiments were conducted (internship). However, we were allowed
to share model predictions, as well as error analysis files at https://github.
com/UKPLab/arxiv2021-evaluation-discrepancy-nsc.
• Research Results
– All publications related to this dissertation are available in the ACL Anthology
(https://www.aclweb.org/anthology/).
– All research results are also documented in this dissertation itself, which is pro-
vided by the University and Regional Library Darmstadt.
According to the DFG Guidelines, the data and related software are archived internally
using the infrastructure of the University and Regional Library Darmstadt, ensuring archiving
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