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ABSTRACT
We examine the thermodynamic state and cooling of the low-z Circum-Galactic Medium
(CGM) in five FIRE-2 galaxy formation simulations of Milky Way-mass galaxies. We find
that the CGM in these simulations is generally multiphase and dynamic, with a wide spectrum
of largely nonlinear density perturbations sourced by the accretion of gas from the IGM and
winds from both the central and satellite galaxies. We investigate the origin of the multiphase
structure of the CGM with a particle tracking analysis and find that most of the low entropy gas
has cooled from the hot halo as a result of thermal instability triggered by these perturbations.
The ratio of cooling to free-fall timescales tcool/tff in the hot component of the CGM spans a
wide range ∼ 1 − 100 at a given radius, but exhibits approximately constant median values ∼
5−20 at all radii 0.1Rvir < r < Rvir. These are similar to the ≈ 10−20 value typically adopted
as the thermal instability threshold in “precipitation” models of the ICM. Consequently, a one-
dimensional model based on the assumption of a constant tcool/tff and hydrostatic equilibrium
approximately reproduces the simulation number density and entropy profiles, but only if
it assumes the metallicity profiles taken directly from the simulations. We explicitly show
that the tcool/tff value of a gas parcel in the hot component of the CGM does not predict its
probability of cooling and subsequently accreting onto the central galaxy. This suggests that
the value of tcool/tff is a poor predictor of thermal stability in gaseous halos in which large-
amplitude density perturbations are prevalent.
Key words: galaxies: formation – galaxies: evolution – galaxies: gas – galaxies: haloes –
processes: thermal instability
1 INTRODUCTION
A physical understanding of the Circum-Galactic Medium
(CGM) remains one of the key challenges of galaxy formation the-
ory (see Tumlinson et al. 2017, for a recent review). This is because
both the accretion of gas from the IGM and outflows driven by su-
pernovae and Active Galactic Nuclei (AGN) are expected to leave
imprints on its thermodynamic properties (e.g., Sharma 2018), and
? E-mail: cesmerian@uchicago.edu
the physics governing both of these complicated processes remains
deeply uncertain.
One of the key results of observational studies of the CGM
around galaxies is that “cool” ∼ 104 K gas is often found to co-
exist with higher-temperature T ∼ 105 − 106 K gas (e.g., Werk
et al. 2013, 2016; Ng et al. 2019; Berg et al. 2019). Around our
own galaxy and our nearest neighbor M31, there is evidence for
a similar thermodynamic structure in the form of “high-velocity"
clouds of neutral hydrogen (e.g. Putman et al. 2012, and references
therein). Signatures of this cool gas are even observed in the much
hotter (∼ 107−108 K) intracluster medium (ICM) of ≈ 50−70% of
© 2020 The Authors
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the nearby massive groups (e.g., O’Sullivan et al. 2017) and clusters
(e.g., Cavagnolo et al. 2009; Hogan et al. 2017). The ubiquity of the
multiphase nature of the CGM and ICM is not yet understood. Al-
though models and simulations do produce gas with a wide range
of temperatures in gaseous haloes of galaxies and clusters, the ob-
served column density distribution and covering fraction of cool
gas is generally not fully reproduced.
Thermal instability driven cooling (Parker 1953; Weymann
1960; Field 1965) is one possible explanation for the multiphase
structure and prevalence of cold gas in galactic haloes (e.g., Mo
& Miralda-Escude 1996; Maller & Bullock 2004). In the context
of galaxy groups and clusters, models based on numerical simula-
tions carried out under the assumption of global thermal balance
have proven to be quite successful in reproducing the structure of
hot ICM. The assumption of global thermal balance, whereby heat-
ing from central supermassive black hole feedback is assumed to
offset cooling losses of the hot ICM (e.g., McNamara & Nulsen
2007; Wang et al. 2019b, and references therein), is motivated by
observations that show a general lack of global cooling in the cores
of groups and clusters, despite short cooling times of hot gas (see,
e.g., Peterson & Fabian 2006, for a review).
Specifically, McCourt et al. (2012) and Sharma et al. (2012a)
used idealized simulations of hot stratified atmospheres in global
thermal balance to argue that the onset of thermal instability in
such environments is controlled by the ratio of cooling and free-
fall timescales, tcool/tff , where
tcool =
e
de/dt =
nkBT/(γ − 1)
Crad −Hrad
, (1)
tff =
√
2r
g
(2)
and e is the thermal energy density, n = ρ/(µmp) the total free
particle number density, kB the Boltzmann constant, T the temper-
ature, γ = 5/3 the adiabatic index for an ionized plasma, Crad and
Hrad the respective volumetric radiative cooling and heating rates,
r the radial distance from halo centre, and g the gravitational ac-
celeration at that radius. Their results suggested the existence of a
threshold value of tcool/tff ≈ 10 below which isobaric density per-
turbations are thermally unstable and “precipitate” out of the hot
ICM, producing a multiphase medium.
McCourt et al. (2012) and Sharma et al. (2012a) proposed a
scenario in which the ICM is maintained in a state near the thresh-
old value of tcool/tff ≈ 10 by repeated cycle of thermal instability
driven cooling and heating by the central AGN in response. Such
a scenario is qualitatively supported by observations (e.g., Salomé
et al. 2006; Tremblay et al. 2016; Babyk et al. 2018; Lakhchaura
et al. 2018; Olivares et al. 2019) and simulations (Li & Bryan
2014a,b; Li et al. 2015; Meece et al. 2015; Wang et al. 2019b; Beck-
mann et al. 2019) of the hot ICM in galaxy clusters.
Analytic models based on the assumption that ICM gas is
maintained near a constant tcool/tff ≈ 10 threshold appear to suc-
cessfully reproduce the shape of radial profiles of ICM density and
entropy in the central regions of many groups and clusters (Voit
& Donahue 2015; Voit et al. 2015a, 2018), although recent anal-
yses indicate that the ICM in the cores of many clusters spans a
fairly wide range of values tcool/tff ∼ 10 − 25 (Hogan et al. 2017;
Pulido et al. 2018). Moreover, the amount of cold molecular gas and
strength of AGN activity does not show correlation with tcool/tff
(Pulido et al. 2018). A number of recent theoretical studies have
explored triggering of thermal instabilities in environments with a
wider range of properties and found that precipitation of cool gas
can occur when tcool/tff ∼ 10 − 20 (Meece et al. 2015; Singh &
Sharma 2015; Choudhury & Sharma 2016a; Prasad et al. 2018;
Choudhury et al. 2019), especially when seed gas density pertur-
bations produced by gas accretion, AGN feedback or tidal interac-
tions are large (e.g., Pizzolato & Soker 2005; Joung et al. 2012).
As the exploration of and debate on the physics of ICM cool-
ing in groups and clusters continues, some recent investigations
have extended the precipitation scenario to galaxy scales and ar-
gued that circum-galactic thermal instability may play a central role
in the cycle of gas accretion, star formation, and feedback (Sharma
et al. 2012b; Voit et al. 2015a, 2018, 2019; Voit 2019). Although the
overall dynamics of gravitational collapse is approximately self-
similar in the ΛCDM cosmology (e.g., Kravtsov & Borgani 2012),
the interplay of gas shock heating and cooling during the forma-
tion of galaxy-sized systems is qualitatively different from that of
cluster-scale haloes.
In particular, much of the gas in these systems can accrete in
cold streams without substantial shock heating (Kereš et al. 2005,
2009; Dekel & Birnboim 2006; Ocvirk et al. 2008; Dekel et al.
2009; Faucher-Giguère & Kereš 2011; Faucher-Giguère et al. 2015;
Rosdahl & Blaizot 2012) and a hot, diffuse gaseous CGM can be
maintained only in haloes of total mass& 0.5−1×1012 M (Birn-
boim & Dekel 2003; Dekel & Birnboim 2006; Faucher-Giguère
et al. 2011; Fielding et al. 2017; Stern et al. 2020). In haloes at or
below this threshold mass, a significant fraction of gas is expected
to cool onto central galaxies, leaving a gaseous halo with a nearly-
constant entropy core (e.g., Sharma et al. 2012b, see also Figs. 2
and 5 below). This shallow entropy distribution is expected to be
conducive to runaway global cooling, as expected theoretically in
the regime when tcool/tff . 1 (Singh & Sharma 2015; Choudhury
et al. 2019).
This cooling, together with feedback-driven gas flows and tur-
bulence, can result in large deviations from hydrostatic equilibrium
(e.g. Oppenheimer 2018). A large fraction of CGM is expected to
be well mixed, with some gas re-accreted onto the galaxies after be-
ing expelled in galactic outflows (e.g., Anglés-Alcázar et al. 2017;
Muratov et al. 2017; Hafen et al. 2019b,a; Borrow et al. 2019). At
the same time, the outflows in Milky Way-mass galaxies are ex-
pected to subside or cease completely at low redshifts (Muratov
et al. 2015, Stern et al. in prep), and it is not clear whether galaxies
can maintain global thermal balance in their CGM at any stage of
their evolution.
The differences between the evolution of galaxy-scale gaseous
haloes and those of group- and cluster-scale systems are thus ex-
pected to be substantial. The applicability of the precipitation sce-
nario in this regime and the overall role of thermal instability on
galactic scales are thus not yet understood. Although some early
simulations of idealized, equilibrium galactic CGM predicted the
continuous formation of cold clouds (Connors et al. 2006; Kauf-
mann et al. 2009), later studies have not confirmed these results,
but attributed this to numerical effects (Nelson et al. 2013; Huang
et al. 2019). At the same time, a systematic test of models based on
the precipitation scenario with cosmological simulations of galaxy
formation has not yet been done.
This is precisely the goal of our paper. To this end, we use a
suite of five high-resolution zoom-in cosmological simulations of
Milky Way-mass galaxies from the FIRE-2 project to analyze the
thermodynamic properties of the CGM at z ≈ 0 and their physi-
cal origin. Although the physics of galaxy formation is still being
actively debated, the simulations we use in this study have been
shown to reproduce a number of key properties such as morpholo-
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Figure 1. Maps of the CGM in the m12b, m12r, m12w simulations (from top to bottom) at z = 0.25. Left and middle panels show gas number density of all
free particles (including electrons) and specific entropy, respectively, on a random two-dimensional slice through the CGM of these simulations. The rightmost
panel shows the column density of low-entropy (K < 5 keV cm2) gas projected along the same line-of-sight within ±0.5Rvir of the halo center, calculated
using the same number density as shown on the leftmost panel. Panels are 3Rvir ≈ 600 kpc on each side. All galaxies in these simulations display a dynamic,
multiphase CGM consisting of a high-entropy hot halo with embedded low-entropy regions. These maps were generated with the publicly available meshoid
package (Grudic´ 2020).
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gies, sizes, and metallicities of observed galaxies with similar lu-
minosities reasonably well (see, e.g., Hopkins et al. 2018). It is thus
interesting to examine whether these properties have been shaped
by the thermal instability-driven cooling-feedback cycle envisioned
in the precipitation scenario. Specifically, we compare the predic-
tions of models motivated by precipitation to the distributions of
gas density, entropy, and tcool/tff in the CGM of these simulations
(Sections 3.1 and 3.2). We also investigate the physical origins and
fate of low-entropy gas in these haloes by tracking the thermody-
namic evolution of gas tracers – Lagrangian cells that move with
the gas flow and track the evolution of its thermodynamic variables
(Sections 3.3 and 3.4).
We find that the CGM in these simulations shows a wide
dispersion in all gas dynamical quantities at any given radius,
indicating a multiphase thermodynamic structure and significant
(∼ 25− 50%) deviations from hydrostatic equilibrium (HSE). Nev-
ertheless, since the median tcool/tff value in the hot phase is roughly
constant at ∼ 10, and HSE deviations are . 50%, one-dimensional
“precipitation” models constructed assuming tcool/tff = 10 and
HSE (e.g., Sharma et al. 2012a) can approximately match the me-
dian density and entropy profiles in the simulations, provided they
are calculated using the metallicity profile and temperature at the
virial radius (which sets the boundary condition needed to integrate
the HSE equation) directly from the simulations.
Moreover, we do find evidence that a significant fraction of
the low-entropy gas in these haloes results from thermal instability,
but these instabilities are seeded mostly by large (δρ/ρ ≡ δ &
1), compressive density perturbations resulting from cosmologi-
cal accretion flows, feedback-driven outflows, and gas tidally or
ram-pressure stripped from the central and satellite galaxies. This
regime of thermal instability is qualitatively different from that of
galaxy clusters (for which the precipitation model was initially de-
veloped), in which perturbations are typically assumed to be iso-
baric and of limited amplitude range (δ . 1), such that linear sta-
bility arguments are valid. Consequently, the value of tcool/tff for a
given parcel of gas in the hot phase of the CGM does not strongly
predict its likelihood of undergoing thermal instability and subse-
quently accreting onto the galaxy, which we demonstrate explicitly.
2 SIMULATIONS AND ANALYSIS METHODS
2.1 FIRE-2 “zoom-in” galaxy formation simulations
Our analysis uses simulations of galaxies forming in ≈ 1012 M
haloes from the Feedback in Realistic Environments (FIRE)1
project with the “FIRE-2” model of galaxy formation (Hopkins
et al. 2018). Interested readers should refer to that paper for details,
but here we summarize the main features of the model.
The simulations use the Meshless-Finite-Mass method of the
GIZMO (Hopkins 2015)2 gravity plus hydrodynamics code to
solve the equations of inviscid gas dynamics coupled to the gravita-
tional evolution of collisionless stars and cold dark matter. Source
terms from radiative cooling and heating due to photo-ionization
and recombination, Compton, free-free, photoelectric and dust, col-
lisional, cosmic ray,3 molecular, metal-line and fine-structure pro-
cesses are included for gas with temperatures from 10−1010K using
1 http://fire.northwestern.edu
2 http://www.tapir.caltech.edu/~phopkins/Site/
GIZMO.html
3 including only effective heating terms in the ISM
tabulated CLOUDY (Ferland et al. 1998) calculations. These calcu-
lations consider contributions from each of the 11 tracked chemical
species. Modifications due to both local radiation sources and a
cosmological UV background (Faucher-Giguère et al. 2009), ac-
counting for self-shielding, are included. Star formation is cho-
sen to occur in self-gravitating (Hopkins et al. 2013), molecular
(Krumholz & Gnedin 2011), Jeans unstable, and sufficiently dense
(nH > 1000 cm−3) gas cells with 100% efficiency (in molecular
gas mass) per free-fall time. Stellar feedback processes are tabu-
lated from stellar evolution models (STARBURST99; Leitherer et al.
1999) by treating individual star particles as single age and metal-
licity stellar populations with the Kroupa (2001) IMF. This feed-
back prescription includes the energy, momentum, mass, and met-
als due to supernovae (Type Ia and II) and stellar mass loss (OB &
AGB), radiation pressure, and photo-ionization and photoelectric
heating.
We analyze five zoom-in cosmological galaxy formation sim-
ulations that focus resolution on the Lagrangian regions of ∼
1012M dark matter haloes at z = 0. The names and basic prop-
erties of the host haloes and their CGM are summarized in the
first four columns of Table 1. The simulations adopt flat ΛCDM
cosmology with H0 = 70km s−1Mpc−1, Ωm0 = 0.27, ΩΛ =
1 − ΩM = 0.73, and Ωb = 0.049. Four of our simulations (m12b,
m12c, m12r, m12w) have a gas element mass resolution of mb =
7070M , a dark matter particle mass of mdm = 3.52 × 104M ,
a minimum (adaptive) gas element force softening length of g =
0.5 pc, a star particle force softening length of ? = 4.0pc, and a
dark matter particle force softening length of dm = 40pc. Simula-
tion m12z has mb = 4170M , mdm = 2.14 × 104M , g = 0.4pc,
? = 3.2pc, and dm = 33pc. Softening units are co-moving for
z > 9, physical thereafter. We note that m12r,w were specifically
selected for hosting a low-z LMC-mass satellite, which ensures
some diversity of accretion history within our sample (see Samuel
et al. 2020, for further details).
Lagrangian fluid elements do not exchange mass in the MFM
hydrodynamics solver. Therefore, the diffusion of heavy elements
due to unresolved turbulence in the ISM, CGM, and IGM can be
underestimated and needs to be modelled explicitly. All of the
simulations analyzed in this paper include an additional prescrip-
tion for sub-grid metal diffusion based on the Smagorinsky (1963)
model, described and tested in Hopkins (2017); Hopkins et al.
(2018) and Escala et al. (2018). While previous investigations have
shown that the inclusion of metal diffusion does not qualitatively
impact the dynamical properties of galaxies themselves (Su et al.
2017; Hopkins et al. 2018), we focus on simulations with the sub-
grid diffusion model because they represent a more realistic model
for metal mixing in the CGM. Since radiative cooling rates are
a function of metallicity, investigations of thermal instability are
most appropriately addressed with these simulations.
2.2 Halo catalogues, galaxy definitions, and substructures
To identify dark matter haloes and galaxies, we use the Amiga Halo
Finder (AHF; Gill et al. 2004; Knollmann & Knebe 2009). Halo
mass is defined within the radius enclosing an overdensity of ∆vir
relative to the critical density of the universe, with ∆vir ≈ 97 for
our adopted cosmology at z = 0 (Bryan & Norman 1998).
We adopt exactly the same definitions for central and satellite
galaxies as Hafen et al. (2019b): each galaxy is defined as the gas
and star particles within Rgal = 4R?,0.5 of the halo center identified
by AHF, where R?,0.5 is the half mass radius for all star particles
within 0.15Rvir. For the primary galaxy of the zoom-in region the
MNRAS 000, 1–20 (2020)
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Table 1. Properties of the five haloes and the CGM they host in the FIRE-2 simulations at z = 0.25 used in this study. Mvir: halo virial mass. Rvir: halo virial
radius. MCGM : total gas mass of the CGM. flow K : fraction of low-entropy CGM gas mass K < 5 keV cm2. flow K,cooled: fraction of low-entropy CGM gas
mass that was previously at high entropy K > 5 keV cm2. 〈tcool 〉, 〈tcool/tff 〉: median, mass-weighted mean, and volume-weighted mean value of the cooling
timescale and cooling-to-free-fall timescale ratio in the high-entropy gas, reported at 0.2Rvir and Rvir. We note that in calculating mass and volume-weighted
averages we exclude the small amount of high-entropy gas with negative cooling times (due to net photo-heating). Simulations m12b,m12c,m12z were
introduced in Garrison-Kimmel et al. (2019), m12r,m12w in Samuel et al. (2020).
Name Mvir Rvir MCGM flow K flow K,c 〈tcool(0.2Rvir)〉 〈tcool(Rvir)〉 〈 tcooltff (0.2Rvir)〉 〈
tcool
tff
(Rvir)〉
[1012M] [kpc] [1010M] [Gyr] [Gyr]
m12b 1.27 245 5.23 0.14 0.87 7.3, 8.6, 10.0 48.6, 57.5, 66.8 21.2, 25.1, 29.1 12.9, 22.3, 29.9
m12c 0.79 210 3.06 0.22 0.88 3.8, 6.3, 8.1 25.9, 43.0, 55.6 11.3, 18.8, 24.3 7.0, 11.6, 16.8
m12r 0.69 200 3.44 0.39 0.83 4.7, 7.3, 18.3 25.4, 39.5, 99.7 11.2, 17.3, 43.8 6.0, 23.5, 31.1
m12w 0.89 218 2.80 0.32 0.80 3.5, 8.5, 11.9 21.8, 53.0, 74.6 9.6, 23.3, 32.7 12.2, 15.2, 19.4
m12z 0.67 198 4.02 0.50 0.73 2.3, 4.3, 6.2 13.5, 26.0, 37.2 5.9, 11.4, 16.3 4.4, 7.7, 11.2
estimate of Rgal is averaged over a ≈ 500 Myr window to minimize
variations due to major mergers. Gas particles within this radius
are considered part of the central galaxy ISM if they have a baryon
number density nH > 0.13 cm−3. Satellite galaxies must have at
least 10 star particles.
The CGM of the primary halo is defined as all gas ele-
ments with galactocentric radii RCGM,inner < r < Rvir, where
RCGM,inner = max(1.2Rgal, 0.1Rvir) to ensure that the ISM of the
central galaxy is not considered as the CGM. In the gas tracking
classifications that we describe below, the gas within a satellite
galaxy’s Rgal is considered to be associated with that satellite’s ISM
and only this gas is distinguished from the rest of the CGM gas.
However, for the calculation of median thermodynamic profiles as
a function of galactocentric radius we additionally exclude all gas
cells within the tidal radius of any subhalo identified by AHF. This
encompasses a larger fraction of the CGM gas than the gas within
Rgal of satellite galaxies. We choose a more extended definition for
this calculation because subhaloes affect thermodynamic properties
of the surrounding CGM well beyond the ISM extent of their galax-
ies (e.g., satellite galaxies can have their own “CGM”). Through-
out the paper we refer to this gas within tidal radii of subhaloes as
substructure, to distinguish it from the gas associated with satellite
galaxies in gas tracking.
2.3 Gas particle tracking and classification
To probe the physical processes operating in the CGM gas of our
simulations we use the “gas particle tracking” analysis of Hafen
et al. (2019b), which we summarize here. Since cells in the MFM
scheme move akin to the gas particles in the Smoothed Particle
Hydrodynamics (SPH) method but with hydrodynamic interactions
computing using a Riemann solver rather than an SPH solver, we
can view these cells as gas particles that can be tracked throughout
the evolution. This tracking analysis was performed at z = 0.25
in the simulations, corresponding to the cosmic epoch for which
many observational studies of the CGM around Milky Way-mass
galaxies have acquired data. 4 For each simulation, a random subset
(105) of cells located in the CGM at z = 0.25 were classified into
four categories based on their trajectory relative to the central and
satellite galaxies:
4 Tracking was also done at z = 2, but we focus on the simulation predic-
tions at low redshift, since these simulated galaxies lack a hot halo at earlier
times (see Figure A1 of Hafen et al. 2019b), rendering the precipitation
model irrelevant.
• IGM accretion: gas particles that have never been in another
galaxy.
• Satellite ISM: gas particles that are currently inside a satellite
galaxy.
• Satellite Wind: gas particles that have previously been inside a
satellite galaxy.
• Central Wind: gas particles that have previously been inside
the main galaxy.
While the term “wind” is used for gas tracers that left the ISM
of the central and satellite galaxies, we do not distinguish between
different physical processes such as tidal stripping, ram pressure
stripping, or stellar feedback driven outflows in this classification.
Further details about this classification procedure, as well as results
on the mass fraction, bulk properties, and trends with halo mass
of gas in each classification are presented in Hafen et al. (2019b).
We extend this analysis by exploring the thermodynamic history
of circumgalactic gas, and how it relates to tracking classification,
with the specific aim of understanding the processes governing the
phase structure of the CGM.
2.4 Radiative Cooling Rates
To calculate the cooling time of gas cells in the simulations we use
the radiative cooling rates of photoionized gas as a function of den-
sity, temperature, and metallicity (assuming a helium mass fraction
ofY = 0.25 and solar abundance ratios of heavy elements, for com-
putational efficiency) tabulated by Wiersma et al. (2009), which
were calculated with the spectral synthesis code CLOUDY (Ferland
et al. 1998) assuming a uniform and redshift-dependant cosmo-
logical UV background from Haardt & Madau (2001). These are
parameterized as a cooling function Λ(T, Z, nH) such that the net
volumetric radiative cooling rate is Crad − Hrad = n2HΛ(T, Z, nH),
where nH is the number density of all hydrogen atoms and ions.
While these are the same tables used in the FIRE-2 source code
with which the simulations were run, we note that our calculated
cooling rates are not identical to those calculated during simula-
tion run-time because 1) we are not correcting for variation in the
helium mass fraction or non-solar heavy element abundance ratios,
and 2) the total radiative cooling rate calculated in the FIRE sim-
ulations includes many other cooling processes (see Appendix B
in Hopkins et al. 2018). However, we expect these discrepancies
to result in negligible errors in the context of our analysis, since
heavy element abundance patterns should not differ markedly from
solar, and all other cooling processes ignored in our calculations
MNRAS 000, 1–20 (2020)
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are sub-dominant in the high-temperature T & 104K, low-density
n . 0.1 cm−3 gas of the CGM.
3 RESULTS
3.1 General properties of low-z L? CGM in the FIRE
simulations
We begin with a general overview of the thermodynamic properties
of the CGM in the FIRE simulations of galaxies in ∼ 1012 M dark
matter halos at z = 0.25. Figure 1 shows maps of number density
n, specific entropy K , and column density Ncol of low-entropy gas
in a randomly oriented slice through the z = 0.25 CGM in three
of the galaxies in our sample. Ncol is calculated along the line-
of-sight projected within ±0.5Rvir of the galaxy center. Through-
out our analysis, we use n to refer to the total number density of
all particles including electrons. Our analysis focuses on the adia-
batic invariant K = kBTn−2/3, to which we refer interchangeably
as “entropy” or “specific entropy,” since K does not change un-
der adiabatic compression or expansion and thus directly indicates
the phase separation due to cooling that defines thermal instability.
We therefore define the “low-entropy” regime as K < 5 keV cm2,
which we explain with Figure 6 in Section 3.3.
The multiphase nature of the CGM in these simulations is
readily apparent in Figure 1: diffuse hot gas dominates in both
mass and volume, but a significant fraction of the CGM mass at
. 0.5Rvir of the central galaxy is occupied by clumpy and fila-
mentary regions of relatively low entropy and high-density. This
low-entropy gas constitutes ≈ 15 − 50% of the total CGM mass, of
which & 70% has previously cooled from the high-entropy phase
(see the 5th and 6th columns in Table 1). A detailed analysis of the
physical origins of the low-entropy gas is presented in Section 3.3.
Concentric shocks near the virial radius are another striking
feature of these maps. They can be seen clearly in the number den-
sity map, but are less distinct in the specific entropy slice. The latter
reflects the nearly constant entropy in the hot phase of the CGM in
these haloes. Any outflows thus have low Mach number and do not
significantly heat the gas, which is manifested in relatively small
differences in pre- and post-shock specific entropy. Note also that
Muratov et al. (2015) and Anglés-Alcázar et al. (2017) found that
stellar feedback driven outflows in haloes of this mass have smaller
mass loading factors or cease entirely by z ≈ 0 (see also Stern et al.
in prep). Both the weakness of these shocks and the small amount
of mass (and thus energy) carried by outflows at these redshifts
likely result in a total heating rate lower than the net radiative cool-
ing losses of the CGM gas, which would mean these halos are not
in global thermal equilibrium.
Additional notable features apparent in the density and en-
tropy maps in Figure 1 are the whirl-like fluctuations that are in-
dicative of random motions in the simulated CGM (see e.g., Zhu-
ravleva et al. 2014, for the connection between density fluctuations
and turbulence in the ICM of galaxy clusters). We have checked
that these motions contribute a sub-dominant, but non-negligible
(∼ 10 − 30%) contribution to the pressure budget and lead to sig-
nificant departures from hydrostatic equilibrium. Such departures
are another defining characteristic of galaxy-scale gaseous haloes
(see also Oppenheimer 2018), which deviate from the HSE more
strongly than the ICM in galaxy cluster haloes (e.g. Zhuravleva
et al. 2016). Nonetheless, we do find that one-dimensional analytic
models assuming HSE can provide an approximate description of
these haloes (see discussion in the next section).
Further insight into the general properties of these haloes can
be gained from the distribution of thermodynamic quantities and
their median profiles as a function of galactocentric radius shown in
Figure 2. Quantities in every panel exhibit large scatter at all radii,
indicating the inhomogeneous nature of the CGM in these simula-
tions. We use the median value to define one-dimensional profiles
for individual simulated galaxies (shown as colored lines) at each
radius, calculated excluding substructures and low entropy gas. The
median profiles are roughly self-similar but do exhibit some object-
to-object variation, which arise due to differences in evolutionary
histories of these galaxies (see Figure B1 in Appendix B for the
distributions in individual haloes).
The distribution of number density reveals a significant dense
component at n ≈ 10−2cm−3. This cool gas resides at the radiative
cooling/photo-ionization heating equilibrium of T ≈ 104K that is
widespread at all radii r . 0.5Rvir. The narrowness of this ridge
in total free particle number density reflects the rapid change in
the ionization state of gas due to self-shielding from the cosmo-
logical UV background (see Hopkins et al. 2018, for details). This
cool gas co-exists with the volume-filling hot phase that peaks at
roughly the virial temperature. These quantities combined give a
specific entropy (K) distribution that is spread over ≈ 3 − 4 orders
of magnitude, quantitatively re-enforcing the impression of the en-
tropy map in Figure 1: gas with a wide range of entropies co-exist
at the same radius in the multiphase CGM produced by these sim-
ulations. The median entropy profiles are also quite shallow at all
radii (d lnK/d ln r . 0.5), suggestive of both cooling and feed-
back, since both processes tend to flatten the entropy profile (e.g.
Sharma et al. 2012b).
The middle-right panel of Figure 2 shows that the bi-modality
in the distributions of density, temperature, and entropy are not ap-
parent in the pressure distribution. This indicates that gas of differ-
ent temperatures is in rough pressure balance, except for the gas in
high-pressure spikes associated with substructures. Nevertheless,
pressure does vary by more than an order of magnitude at each ra-
dius indicating the presence of non-isobaric fluctuations in these
haloes. These fluctuations are one of the contributing factors to the
deviations from hydrostatic equilibrium that we noted above.
The large range (& 2 dex) of gas metallicities that can be seen
in the lower right panel of Fig. 2 and their overall values (∼ 1 dex
lower than the galaxy ISM) are consistent with observational es-
timates of the CGM gas (e.g., Kacprzak et al. 2019). A detailed
comparison of these simulated gaseous haloes to observations is
beyond the scope of this analysis, but will be presented in a forth-
coming paper (Hummels et al in prep.).
The tcool/tff timescale ratio in the CGM of our simulations as
a function of radius is shown in Figure 3. This quantity exhibits a
wide range of values and a bi-modal distribution corresponding to
the phases identified in temperature and entropy in Figure 2, with
typical values of 10−3 − 0.1 and 1 − 100 for gas in the cool and
hot phases, respectively. Median values in the hot phase are ap-
proximately constant at tcool/tff ≈ 5 − 20 throughout the CGM in
all simulations. These characteristic values of tcool/tff are similar
to those typically measured for galaxy clusters and consistent with
the expectations from the precipitation model. However, we show
in Section 3.4 that there is no particular threshold value of tcool/tff
in the hot phase that predicts gas cooling.
Another perspective on the thermodynamic state of the CGM
in one of the simulations in our sample is shown in Figure 4,
where the distribution of gas number density and temperature for
halo m12b is shown color-coded by tcool/tff . Grey curves show
constant-level contours of the mass-weighted PDF, and the dashed
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Figure 2. Radial profiles. Total free particle number density (n), temperature (T ), specific entropy (K), pressure (P), radial velocity (vr ), and metallicity (Z)
as a function of galactocentric radius (scaled to the virial radius of each halo) for all five simulations combined. Grayscale shading shows the mass-weighted
PDF, logarithmically stretched from black (minimum) to white (maximum), of all gas within 0.1 and 1 Rvir in all simulations combined. The colored lines are
1D radial profiles for the hot halo in each individual simulation, calculated by taking the median gas element value in each radial bin excluding substructure
and low-entropy (K < 5 keV cm2) gas. Simulation profiles are colored from purple to orange (dark to light) by increasing mass (see legend in top left panel
and Table 1; we use this simulation-to-color mapping for the remainder of the paper).
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Figure 3. Radial profiles of tcool/tff for the CGM of the simulated L? galax-
ies in our suite. The grayscale shading and colored lines are the same as in
Figure 2.
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Figure 4. The “phase diagram” of number density and temperature for
CGM gas in simulation m12b, colored by its mass-weighted average
tcool/tff (excluding negative values). The grey contours show the mass-
weighted PDF of CGM gas, as in Figures 2 and 3, with lighter shades
showing higher values of the PDF. The dashed black line shows the spe-
cific entropy threshold used to separate the “hot” and “cool” phases, K =
5 keV cm2.
line indicates the entropy threshold we use to define the hot and
cool phases. The hot halo approximately lies along an adiabat at
T ∼ 3×105−3×106 K and n ∼ 10−5−10−3 cm−3 and the isothermal
cool phase is primarily located at T ∼ 104 K and n & 10−2 cm−3,
consistent with Figure 2. The specific entropy we chose to separate
the hot and cool phases corresponds to CGM gas with tcool/tff ∼ 1.
3.2 Comparison to one-dimensional “precipitation” models
We begin our quantitative comparison to the predictions of CGM
thermal instability models by analyzing the high-entropy hot halo
of our simulations. Specifically, we compare the predictions of one-
dimensional models motivated by the precipitation scenario to the
radial profiles of thermodynamics quantities in the hot phase of the
simulated CGM.
In the precipitation ansatz, gas below a constant threshold
tcool/tff = ξ precipitates out of hot CGM. This threshold thus im-
poses a constraint on the relationship between the thermodynamic
properties of the CGM and the gravitational potential. This is typ-
ically expressed as a limiting number density profile, obtained by
expanding the definition of the cooling time:
tcool =
nτ
(γ − 1)n2HΛ(τ, Z, nH)
= ξtff (3)
to give
nH(r) = τ(r)(γ − 1)X(r)µΛ[τ(r), Z(r), nH(r)]ξtff(r)
(4)
(where τ = kBT , and we have used the identity nH = Xµn). The
values of γ = 5/3, X = 0.75, and µ = 0.6 can be safely assumed for
the hot phase of the CGM, and ξ is a free parameter of the model
by design. Additional constraints are required to specify τ(r), Z(r),
and tff(r). The HSE assumption provides such a constraint by re-
lating nH, τ, and tff in a first-order ordinary differential equation
(ODE)
d ln τ
d ln r
= −
(
d ln nH
d ln r
+
2µmpr2
t2ffτ
)
, (5)
where we have implicitly assumed that X is constant. We then sub-
stitute Eq. 4 to obtain a first-order ODE in τ,
d ln τ
d ln r
=
[(
∂ lnΛ
∂ ln Z
d ln Z
d ln r
+
d ln tff
d ln r
) (
1 +
∂ lnΛ
∂ ln nH
)−1
− 2µmpr
2
t2ffτ
]
×
[
1 +
(
1 − ∂ lnΛ
∂ ln τ
) (
1 +
∂ lnΛ
∂ ln nH
)−1]−1
. (6)
which can be numerically integrated given the metallicity profile
Z(r), the free-fall timescale profile tff(r), and a boundary condition
on temperature at some radius. This model is similar to the model
presented in Sharma et al. (2012b), where it was compared to data
on galaxy clusters.5
5 We note that our implementation is not identical to that of Sharma et al.
(2012b) because of differences in how we determine the boundary condi-
tion; Sharma et al. (2012b) do not require the outer parts of their profile to
satisfy a constant tcool/tff , since the cooling time of gas at the largest radii
is so long that it is unlikely to participate in precipitation. Instead, Sharma
et al. (2012b) choose a boundary condition in pressure that ensures a power-
law entropy profile in HSE at large radii, and then modify the profiles for
radii in the “core” where tcool/tff drops below the precipitation threshold.
The simplification of our implementation is purely for computational con-
venience, and while it may unphysically imply precipitation in gas with ex-
tremely long cooling times, this should be unimportant for the purposes of
our analysis, as Sharma et al. (2012b) found that the constant tcool/tff core
extended out to the virial radius for L?-mass galaxies in their calculations.
Therefore, a more physical implementation would only impact predictions
at the outermost radii (if at all), on which our qualitative results do not cru-
cially depend.
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Figure 5. Predictions of the one-dimensional precipitation model compared to simulation profiles. Solid color lines (same colors as in Fig. 2) with shaded
regions show the median gas number density (upper row) and specific entropy (lower) profiles and the 16th and 84th percentiles of gas particles around them.
Black and grey lines of different styles are predictions of the precipitation model described in Section 3.2. The tcool/tff threshold, metallicity used to calculate
the cooling rate, and boundary condition on temperature (imposed at Rvir) are all essentially free parameters in this model. We adopt the temperature at the
virial radius equal to that measured in each simulation for all models shown. We show model predictions for a range of assumed tcool/tff values that encompass
the values found in the simulations (5-20). The solid black lines show model predictions using the metallicity profile of each simulation and tcool/tff = 10,
while gray lines show model predictions with a constant metallicity of 0.1Z and tcool/tff values of 5, 10, and 20 in different line styles.
We consider a “best-case scenario” for the precipitation model
in which we set ξ = 10 (in approximate agreement with the simula-
tions, see Figure 2), and take Z(r) from the simulation directly. We
also show predictions for a range of assumed values for the constant
ξ that bracket the values seen in the simulations while assuming a
constant Z(r) = 0.1Z (also approximately representative of the
simulations). In addition, we adopt tff(r) and the T(Rvir) boundary
condition measured in the simulations. In any practical application
of this model to observational data, these quantities would need to
be assumed or independently constrained, thereby increasing the
uncertainty of the model predictions.
We compare model profiles computed using these assump-
tions to the median profiles measured in the simulations in Figure 5.
The constant metallicity model profiles can generally be brought
in agreement with the number density profile of each simulation
by fine-tuning the tcool/tff threshold value, but they all predict en-
tropy profiles steeper than in the simulations. However, when we
use metallicity gradients measured in the simulations (see Figure 2)
agreement improves consierably, even if we adopt the same thresh-
old of tcool/tff = 10 for all simulations. This agreement is consis-
tent with the results of Figure 2, which shows that the CGM of these
simulations has an approximately constant median tcool/tff pro-
file. The most successful models shown predict CGM gas masses
similar to those in the simulations, and none exceed the universal
baryon fraction. Therefore, self-consistent choices for the model’s
gravitational potential, temperature boundary condition, tcool/tff
value, and metallicity profile result in fairly accurate predictions
of the number density and entropy profiles in the simulations.
The model of Sharma et al. (2012b) has been extended to both
the steadily growing observational data on massive group and clus-
ter systems from X-ray emission (Voit et al. 2015a; Voit & Donahue
2015; Voit et al. 2017) and the rapidly emerging absorption line
data on the CGM of less massive galaxies (Voit 2019; Voit et al.
2019). The version presented in the latter papers has also been used
to model scaling relations in galaxy properties across the entire
galaxy mass range (see also Voit et al. 2015b). However, we note
that the model described in these papers is not identical to the one
introduced in Sharma et al. (2012b) or presented in our analysis.
Specifically, the version of the model presented in Voit (2019) does
not self-consistently combine the assumptions of a constant tcool/tff
and HSE to predict thermodynamic profiles. Instead, this version
combines the number density constraint Eq. 4 and an assumption
of the temperature profile that is either constant or scales with the
halo circular velocity to compute the “precipitation-limited” en-
tropy profile. The latter is then held fixed and combined with the
HSE equation to obtain thermodynamic quantities as a function of
radius. As we show in the Appendix A, this version predicts en-
tropy profiles that are significantly steeper than in the simulations,
even when adopting the simulation metallicity profile, and will thus
result in inaccurate predictions for the CGM of galaxy-scale halos
in practice.
3.3 Origin of low entropy gas
While a simple model based on the assumption of a constant
tcool/tff time and approximate hydrostatic equilibrium is reason-
ably successful in describing the median profiles of the high-
entropy CGM gas in our simulations, this comparison at a single
snapshot alone does not validate the dynamical process of thermal
instability as the origin of cool circumgalactic gas. However, given
the fully time-dependent and 3D information provided by the sim-
ulations, this basic physical process can be tested directly by ana-
lyzing the thermodynamic history of tracer particles. As we noted
before, the gaseous haloes in the FIRE-2 simulations are manifestly
multiphase. In this section we therefore examine the origin of the
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Figure 6. Specific entropy PDF of the CGM. Top panel: mass-weighted
PDF of specific entropy for the CGM. The solid line indicates the distribu-
tion of CGM gas of all simulations combined at z = 0.25, while shaded
bands indicate the full range for individual simulations. This distribution
is dominated by an approximately log-normal component that peaks near
Kvir ∼ 10 − 20 keV cm2, and a tail below 5 keV cm2, extending to lower
specific entropy. This tail constitutes ∼ 20% of the mass in the CGM. Bot-
tom panel: fraction of mass in each tracking classification (described in
Hafen et al. 2019b) as a function of specific entropy. Red indicates the mass
fraction classified as satellite ISM, orange “wind” from a satellite galaxy,
green “wind” from the central galaxy, and blue accretion from the IGM. The
hot phase is dominated by particles classified as IGM accretion, whereas the
low-entropy tail is dominated by satellite wind, with substantial contribu-
tions from all other categories, and large halo-to-halo scatter.
cool phase in these simulated CGM and the physical processes driv-
ing gas cooling.
3.3.1 PDFs of specific entropy
Figure 6 shows the mass-weighted PDF of specific entropy for the
CGM gas in our simulation sample at z = 0.25 (top panel) and the
proportional contribution of each particle tracking classification de-
termined in Hafen et al. (2019a, bottom panel).6 Solid lines show
the mean PDFs for all 5 simulations combined, while the shaded
regions show the full range of individual simulation distributions.
These PDFs were calculated using only the gas tracers for which
the tracking analysis was performed, which constitute a represen-
tative subset of the full CGM.
The specific entropy distribution at z = 0.25 consists of two
main components: the mass-dominant hot halo with an approxi-
mately log-normal distribution centered at roughly the virial en-
tropy of these haloes (∼ 10 − 20 keV cm2) and the low-entropy gas
with a wide distribution below ∼ 5 keV cm2. We therefore adopt
the value of K = 5 keV cm2 as the boundary between low and high
entropy phases of the CGM. Most (& 70%, see column 6 of Ta-
ble 1) of the low-entropy phase by this definition was previously in
the high-entropy phase. This indicates that most of the low-entropy
CGM gas in these simulations is the result of cooling from the hot
halo.
The fraction of CGM gas in each “origin” categorization as
defined in Hafen et al. (2019b), as a function of entropy, is also in-
formative. This is presented in the bottom panel of Figure 6, show-
ing that the hot phase originates primarily from the shock-heated
gas accreted from the IGM. At lower entropy, the fraction of gas
accreted from the IGM rapidly decreases, but nevertheless remains
a dominant component as low as ≈ 0.3 keV cm2. At even lower val-
ues, the low entropy gas is dominated by the “satellite wind” classi-
fication, with roughly equal contributions to the remaining gas from
central galaxy wind and IGM accretion. This strongly suggests that
gas expelled from satellite galaxies via feedback-driven winds or
tidal debris either remains at low entropy or must cool rapidly as it
is ejected. In practice we see evidence for both in the simulations,
to be discussed further in Section 3.3.2.
We note that at low entropy values, the relative fractions of
low-K gas due to different tracer classes vary significantly between
individual halos. This reflects the complicated, dynamic nature of
the CGM in these simulations discussed in Section 3.1 and high-
lights multiple possible sources of low-entropy gas that vary de-
pending on the evolutionary history of an individual halo. The
overall picture that emerges from this analysis is that the CGM in
these simulated galaxies is a highly dynamic environment. Like-
wise, cooling proceeds via multiple channels and is widespread at
the low redshifts analyzed here.
3.3.2 Thermodynamic history of low-entropy gas: cooling
triggered by wide-spread, non-linear perturbations
To better quantify the processes that produce low-entropy gas, we
analyze the thermodynamic histories of tracers that have cooled
from the high to low entropy phase by z = 0.25. Specifically, for
each gas tracer i with Ki(z = 0.25) < 5 keV cm2, we identify the
time t∆K corresponding to the closest prior snapshot before which
the tracer had entropy > 5 keV cm2, i.e. we select the snapshot im-
mediately after the tracer crosses K = 5 keV cm2 from above for
the last time before z = 0.25. By this definition, these figures do
not include gas which remained at an entropy below this threshold
for the entire simulation prior. We also require that the gas tracers
have n < 0.13 cm−3 when they cool to avoid contamination from
6 The PDFs are computed using a Kernel Density Estimate (KDE) with
the Epanechnikov kernel of constant size set to the optimal value using
Silverman’s “rule-of-thumb” (Silverman 1986).
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Figure 7. Thermodynamic histories of cooling CGM gas. For each low-entropy gas particle in the CGM at z = 0.25, we identify the time t∆K corresponding
to the most recent snapshot at which the particle cooled from the hot halo. This is defined as the most recent snapshot after crossing K = 5 keV cm2 (shown
as a horizontal dashed line in the top left panel). For all panels in this figure, we use the thermodynamic history of each particle as a function of the time
difference from t∆K . Thus, zero on the x-axis corresponds to t∆K for every particle used to calculate the displayed quantities. Left column: From top to
bottom, the entropy, number density, temperature, and pressure as a function of the time difference from t∆K for each particle. Solid lines show the median
history for each halo (colored lines, using the same color-to-simulation mapping as in previous figures) and all haloes combined (black line). The shaded
region encompasses the 16th and 84th percentiles at each time for all halos combined. Right column: Derivatives of median histories. Solid lines show time
derivatives of the median histories displayed in the left column, smoothed by a top hat filter of width 30Myr. The gas density increases before the temperature
and specific entropy decrease, indicating that cooling of low entropy gas from the hot halo is primarily the result of density perturbations. As well, note that
the pressure of the gas initially increases, unlike the isobaric or isochoric perturbations typically assumed for linear thermal instability.
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Figure 8. Same as Fig.7, but for the radius r and metallicity Z of gas tracers. Gas cooling does not appear to be triggered by either significant changes in
radius or metallicity for CGM gas. Simulation m12r appears as an outlier in the radial tracks because most of the cool gas in this halo is associated with a
large merging subhalo - see Figures 1, B1.
dense gas that is cooling in the ISM of satellite galaxies. This al-
lows us to examine trends in thermodynamic quantities around the
time t∆K at which cooling in the CGM is actually occurring.
Figure 7 shows K , n, and T , and P and their derivatives as
a function of time around t∆K for the tracers. Colored solid lines
show the median values of the quantities at every time for each
halo. The black line shows the median and the shaded regions in the
left column show the 16th and 84th percentiles for tracers from all
simulations. The time derivatives of the individual simulation me-
dians are shown in right column. These derivatives were smoothed
by a top hat filter of width 30 Myr, slightly larger than the time be-
tween snapshots. The figure shows that the most rapid decrease in
entropy and temperature, representing the most rapid cooling, oc-
curs slightly after t∆K , while gas number density increases most
rapidly slightly before t∆K.
These evolutionary patterns indicate that cooling typically
starts with compression on a time scale of ≈ 0.05 − 0.1 Gyr. The
compression is nearly isothermal, with only a mild increase of tem-
perature due to adiabatic heating. The magnitude of density pertur-
bations is typically large (factor of ∼ 1.5 − 2) and compression
thus significantly decreases the cooling time, which scales approx-
imately as 1/n. The compressed gas then cools rapidly while its
density continues to increase. During the peak of dn/dt gas pres-
sure also increases, in contrast to the isobaric or isochoric pertur-
bations usually assumed for linear thermal instability (e.g., Field
1965; McCourt et al. 2012). Pressure then sharply declines as rapid
cooling begins.
The primary driver of gas cooling thus appears to be rapid
and large-amplitude compressive perturbations. Since these trends
can be identified in each individual simulation and the combination
thereof, they appear to be general properties of the perturbations
that drive cooling in the CGM of L? galaxies simulated with the
FIRE-2 model.
Figure 8 is a similar evolutionary plot for tracer galactocen-
tric radius r and metallicity Z , neither of which appears to be a
dominant cause of cooling. In all but one halo, these tracers show
small radial velocities consistent with the pressure-supported high-
entropy halo (see the lowest left panel of Figure 2) prior to cooling.
They are subsequently accelerated towards the central galaxy upon
cooling. Since Figure 7 indicates that the entropy of this cooling
gas declines rapidly, this inward motion is plausibly due to the loss
of buoyant support experienced by the gas undergoing thermal in-
stability.
Furthermore, note that none of the tracers that cooled from the
hot halo appear to have been lifted from significantly smaller radii
within the past few gigayears. This suggests that the “condensation
due to uplift” process emphasized by previous investigations (Li &
Bryan 2014b; Voit et al. 2017, e.g.) as a possible trigger of thermal
instability in the ICM is not occurring in the CGM of these sim-
ulated galaxies. However, we emphasize that this conclusion may
strongly depend on both the implementation of feedback in these
specific simulations, as well as the cosmic epoch we analyze, since
uplift-induced thermal instability may well operate in Milky Way-
mass galaxies that are driving stronger winds into the CGM.
Figure 8 also shows that metallicity increases rapidly only af-
ter the onset of cooling. This implies that the enhancement of the
cooling rate due to chemical enrichment of the CGM gas is not a
primary trigger of the cooling we identify. The metallicity increase
after the onset of cooling is likely a result of gas mixing during the
advection of condensing gas to lower radii, where metallicity tends
to be larger (see Figure 2).
The onset of cooling does not appear to be sensitive to the re-
cent galaxy accretion history or star formation rate. Figure 9 shows
that the distribution of t∆K in the past 2.3 Gyr (the free-fall time at
the virial radius for these halos) for individual tracers is very simi-
lar for all simulations, despite marked differences in the properties
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Figure 9. Distribution of t∆K , the times at which gas tracers undergo cool-
ing, as a function of look-back time from tz=0.25. Different colors represent
different simulated haloes using the same color-to-simulation mapping as in
previous figures. The distributions are quite similar, despite markedly dif-
ferent accretion histories of individual haloes in our sample over this time
period.
of these simulated galaxies at this time. For example, m12r and
m12w were chosen to have an LMC-mass satellite at low redshift,
and are therefore undergoing a significant merging events. Thus
the processes that lead to cooling are generic and operate continu-
ously, implying that the perturbations that trigger this cooling are
ubiquitous and constantly generated by the dynamic processes that
influence these haloes.
3.4 Gas accretion from the CGM
The precipitation model of the CGM on galactic scales is inter-
esting both because of its potential to explain the observation of
ubiquitous multiphase gas around massive galaxies (probed by
absorption lines in quasar spectra) and because of the role that
precipitation may play in regulating gas accretion onto galaxies
and thus their star formation histories. In the previous section we
demonstrated that the CGM of Milky Way-mass haloes do undergo
widespread cooling as a result of primarily non-linear density per-
turbations. Here we explore the degree to which the tcool/tff value
of a given parcel of gas predicts this cooling.
Figure 10 shows the radial distribution of gas tracers in all sim-
ulations binned by initial (a.k.a. at z = 0.25) tcool/tff at z = 0.25
(top panel) and one tff ≈ 2.3 Gyr later (bottom panel). If a con-
stant threshold ξ in tcool/tff determined whether a given gas parcel
precipitated out of the CGM and accreted onto the central galaxy,
we would expect the radial distributions of these components to be
markedly different at a later time t & tff , with gas particles of small
tcool/tff < ξ concentrating at small radii and gas with tcool/tff > ξ
still in the CGM close to their original distribution. Indeed, gas par-
ticles at initial tcool/tff values . 1 reach significantly lower mini-
mum radii within the following 2.3 Gyr, indicating that they are
more likely to accrete onto the central galaxy than gas particles at
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Figure 10. Accretion histories of CGM gas as a function of initial tcool/tff .
Top panel: CDFs of CGM gas cells as a function of galactocentric radius
at z = 0.25 binned by tcool/tff at that snapshot. These distributions are
calculated combining all simulations in our sample. Increasingly transpar-
ent colors show CDFs of increasing initial tcool/tff value as indicated in
the legend on the bottom panel. The narrow vertical line in both panels
indicates 0.1Rvir, approximately corresponding to the edge of the central
galaxy. Bottom panel: CDFs of the minimum radius attained by each reso-
lution element in the top panel one free-fall time (at Rvir, ≈ 2.3 Gyr) later.
Note that the lower-panel CDFs are calculated including star particles that
formed from gas particles represented in the top panel, as well as those that
remained ISM or CGM gas. Only tcool/tff values below 1 indicate a signifi-
cantly greater likelyhood of accretion onto the central galaxy.
higher initial tcool/tff . However, Figures 2, 3, and 4 show that this
gas is almost entirely composed of the low-entropy “cool” phase,
indicating that it had already cooled from the hot halo. This gas
therefore sinks through the ambient hot halo to lower radii because
it is already overdense and is no longer buoyant. This is consistent
with the analysis of CGM “fates” in Hafen et al. (2019a), where it
was shown that cool gas at T ∼ 104 K predominantly accretes onto
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the central or satellite galaxies (see the top left panel of their Figure
6).
However, for gas particles initially in the hot halo with
tcool/tff > 1 the distributions in the bottom panel of Figure 10
are similar, showing that there is no correlation between initial
the tcool/tff value and the subsequent change in radius of these
gas parcels. This strongly suggests that tcool/tff does not predict
subsequent cooling from the hot halo or accretion onto the cen-
tral galaxy. A similar analysis (not shown) indicates that the initial
radial velocity of the CGM gas is also a relatively poor predictor
of subsequent accretion onto the central galaxy. This is likely be-
cause random or “turbulent” motions are comparable in magnitude
to bulk radial flows in these simulations.
We note that while the ≈ 10 − 20% of the hot halo gas that
accretes onto the central galaxy is proportionally much less than
the & 40% of gas from the cold phase that accretes, since most of
the total CGM gas mass is in the hot phase, the accretion rate onto
the central galaxy will be dominated by gas that was initially in the
hot halo.
4 DISCUSSION
We begin our discussion with the definition of the term “thermal
instability” to avoid ambiguity. Broadly speaking, a parcel of gas
is said to undergo thermal instability if it is perturbed so that its
entropy evolves away from the entropy of the surrounding gas, re-
sulting in co-existence of different gas phases (Field 1965; Balbus
1986). We note that this definition makes no reference to the scale
or amplitude of the perturbation, nor to the thermodynamic state of
the unperturbed background. Consequently, any runaway cooling
that establishes a contrast in entropy with ambient gas is encom-
passed by this definition of thermal instability. In addition, large
(δ & 1) perturbations can still result in thermal instability even
if small-amplitude perturbations are stable according to the linear
stability analysis.
In the previous section we showed that there are ubiquitous
density perturbations in the simulated CGM sourced by the cosmo-
logical accretion of gas from the IGM, stellar feedback-driven out-
flows (including from satellite galaxies), tidal interactions, and ram
pressure stripping. These density perturbations lead to widespread
cooling and evolution of gas from the ∼ 5 × 105 − 106 K and
n . 10−3cm−3 hot halo into dense, clumpy and filamentary cool
gas with T ∼ 104 − 105 K. Lacking buoyant support, these dense
gas parcels fall towards the central galaxy and provide fuel for
star formation. This is qualitatively consistent with the precipita-
tion scenario, in which the multiphase nature of the observed CGM
around galaxies is the result of thermal instability. However, the
low-entropy phase in the FIRE-2 simulations does not form from
small, isobaric seed perturbations evolving into small clouds, which
is often envisioned in linear stability analyses (e.g., McCourt et al.
2012; Choudhury & Sharma 2016b). Instead, the CGM in the simu-
lated haloes is subjected to density perturbations with a wide range
of amplitudes and spatial scales, many of which are beyond the do-
main of validity encompassed by linear stability analyses.
In the remainder of this section we discuss implications of our
results for “precipitation” models of the CGM and interpretation of
simulation results. We also discuss comparisons to previous studies
in the literature and the potential effects of simulation resolution on
our results.
4.1 Interpretation of results and comparisons with previous
studies
We find that the low-redshift CGM of L? galaxies in the FIRE-2
simulations is multiphase and dynamic, with significant (25−50%)
deviations from hydrostatic equilibrium. The phase structure of
these halos can be broadly characterized as bimodal in temper-
ature and entropy, composed of a hot halo which is volume fill-
ing and a cool phase which has clumpy and filamentary morphol-
ogy. Temperatures in the hot halo are near the virial temperature
T ∼ 5 × 105 − 106 K while the cool phase is mostly in photo-
ionization heating/cooling equilibrium at T = 104 K. All thermo-
dynamic quantities show an orders-of-magnitude range at all radii,
indicating the inhomogeneous nature of the CGM in these simula-
tions. Nevertheless, we find that the median radial profiles of ther-
modynamic quantities of the hot gas vary smoothly. In particular,
the specific entropy K and cooling-to-free-fall time ratio tcool/tff in
these simulations are approximately constant with radius.
Consequently, we show that a simple one-dimensional model
of the hot CGM based on Sharma et al. (2012b) which assumes a
constant tcool/tff ≈ 10 value and hydrostatic equilibrium can pro-
vide a reasonable description for the simulated profiles if and only
if we use the metallicity profile, tff(r) profile, and temperature at the
virial radius measured in simulation in calculating the predictions
of this model. Moreover, we re-iterate that our results demonstrate
tcool/tff to be a poor predictor of gas cooling and accretion from
the hot halo (see Fig. 10), in contradiction to the assumptions of
precipitation models (e.g. Sharma et al. 2012b; Voit et al. 2015b).
Interestingly, the characteristic values of tcool/tff we find in
the FIRE-2 haloes are close to the predictions of the cooling flow
model and simulation results of Stern et al. (2019), which exhibit
shallow profiles of tcool/tff with characteristic values of tcool/tff ∼
1 − 10 for objects of this halo mass. The tcool/tff ∼ 1 − 10 are also
close to the prediction of the CGM model of Faerman et al. (2019)
that assumes constant entropy profile. Although the physical pro-
cesses that determine the properties of the CGM in these models
are rather different than the processes that appear to shape thermo-
dynamics of the gas in the simulations (at least in the case of model
by Faerman et al. 2019), these results further demonstrate that shal-
low radial profiles of tcool/tff can be generated by the mechanisms
other than local thermal instability.
As stated at the end of Section 3.2, the model of Sharma et al.
(2012b), a variant of which was used in our analysis, differs sig-
nificantly from the “precipitation limited” model of Voit (2019). In
fact, these two models can make qualitatively different predictions
in some regimes. While the Voit (2019) model is also based on the
constraint on the number density profile imposed by the assump-
tion of a constant tcool/tff value, Eq. 4, unlike the model presented
in Section 3.2, it does not self-consistently combine this constraint
with the HSE equation. Instead, the Voit (2019) model fixes the en-
tropy profile by assuming a temperature profile that is either con-
stant or proportional to the circular velocity profile, which is then
used to solve HSE equation. However, because the entropy pro-
file is based on an assumed initial temperature profile that does
not generally satisfy HSE, the profiles predicted by the procedure
described in Voit (2019) do not satisfy the constraint of constant
tcool/tff .
While both models are able to predict similar number density
profiles, the entropy profiles of the Voit (2019) model are always
steeper than those in the simulations (see Figure A1). This compar-
ison shows that the K(r) ∝ r2/3 entropy profile highlighted in Voit
(2019) and references therein is not a prediction of precipitation
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models with a constant tcool/tff . Rather, such an entropy profile is
assumed in the model of Voit (2019), and is not generally repro-
duced by our self-consistent implementation based on the solution
of the HSE equation given a constant tcool/tff .
Regardless of the success or failure of any of these one-
dimensional models in describing median radial profiles, their util-
ity is limited if the CGM of real L? galaxies is as inhomogeneous
as predicted by the FIRE-2 simulations. Since such models predict
only a single value in all thermodynamic quantities at a given ra-
dius, they decidedly fail to capture defining properties of the phase
structure and dynamics of the CGM in our simulations, and may
therefore be a severely limited tool for the exploration of gaseous
halos around galaxies. This is especially pronounced in the com-
parison to absorption-line observations, which are sensitive to ther-
modynamic structure on arbitrarily small scales.
Indeed, we explicitly show that the tcool/tff values of hot gas
of the simulated haloes in the FIRE-2 simulations span a wide range
of ∼ 1−100 at all radii. This is qualitatively consistent with the ide-
alized simulations of the CGM presented in Fielding et al. (2017),
who find that the hot CGM exhibits wide variations of tcool/tff
(specifically in their simulation with winds using mass loading fac-
tor of η = 0.3, see their Fig. 13), which they also interpret as evi-
dence for a thermal instability driven precipitation/feedback cycle.
A large range of tcool/tff was also found in the idealized simula-
tions of Choudhury et al. (2019), who showed that the minimum
tcool/tff required for cooling and condensation of gas out of the hot
phase monotonically increases with increasing amplitude of seed
gas density perturbations, indicating that it is easier for perturba-
tions of larger amplitude to condense (see also Pizzolato & Soker
2005; Singh & Sharma 2015; Meece et al. 2015). This dependence
is particularly strong for perturbations of δ & 1, such as those in
the CGM of FIRE-2 simulations. Note, however, that simulations
of Choudhury et al. (2019) imposed net thermal equilibrium using
a heating term in the entropy equation set to the average value of
radiative cooling at a given radius, while the FIRE-2 haloes may
lack such a global thermal balance. It is therefore not clear whether
the min(tcool/tff) thresholds derived by Choudhury et al. (2019) are
applicable to the CGM in the FIRE-2 simulations.
More generally, our analysis shows that that cosmological ac-
cretion and satellite galaxies contribute substantially in generating
density perturbations and shaping the dynamics and phase struc-
ture of the CGM gas in our simulations. Idealized simulations that
attempt to model the global dynamics of the CGM, but do not in-
clude these processes will thus be limited in their validity. Our re-
sults thus motivate the full exploration of environments and physi-
cal processes relevant to CGM physics on all scales, through both
self-consistent fully cosmological and carefully designed idealized
numerical simulations.
In the ICM regime, where precipitation has been explored
thoroughly, idealized simulations may not be subject to the same
limitations. Observations show that intracluster plasma in such
cluster cores 1) is characterized by a relatively steep and “univer-
sal” entropy profile (e.g., Cavagnolo et al. 2009; Babyk et al. 2018),
2) has a narrow range of relatively small density perturbations (e.g.,
Zhuravleva et al. 2018), 3) is close to hydrostatic equilibrium in
most cases (i.e. maximum deviations of ∼ 10 − 20%). These are
the physical conditions under which the linear thermal instability
driven precipitation is expected to operate (McCourt et al. 2012;
Sharma et al. 2012a,b) and for which simulations do predict a well-
defined threshold in tcool/tff for thermal instability (e.g. Li et al.
2015). This is likely why simple analytic models based on the con-
stant tcool/tff assumptions provide a good match to the properties
of the ICM in simulated and observed groups and clusters (e.g.,
Sharma et al. 2012b), although we note that fully cosmological sim-
ulations of galaxy clusters have not yet been applied to this prob-
lem.
Interestingly, there is evidence for thermal instability stimu-
lated by the uplift of hot gas from, e.g., AGN feedback in the
ICM of cluster-sized systems (e.g., Li & Bryan 2014b). As em-
phasized by Voit et al. (2017), the approximately adiabatic uplift
of low entropy gas to larger radii can promote thermal instability
in two ways: 1) the decreased ambient pressure as a function of
radius means that uplifted gas will cool due to expansion, poten-
tially to temperatures at which the cooling function is greatest and
2) the increased ambient entropy removes the stabilizing effect of
buoyancy (Balbus & Soker 1989). However, Figure 8 shows that
little, if any, of the cooling gas in our simulations has experienced
recent uplift. This is consistent with the general lack of outflows
that reach significantly into the CGM from galaxies of this mass at
late cosmological times (Muratov et al. 2015; Anglés-Alcázar et al.
2017).
The qualitatively different properties of circumgalactic
gaseous halos in the L? regime revealed by our analysis imply that
the application of this physical model to the entire range of galaxy
masses well below the group and cluster scale (Voit et al. 2015a,
e.g.) may not be warranted.
During the last stages of this paper’s finalization, Nelson et al.
(2020) appeared on the arXiv. This interesting study also explores
the origin of cool gas around massive galaxies in Mvir ∼ 1013 M
dark matter haloes. Their analysis thus focuses on galaxies more
massive than ours and uses simulations of lower resolution that
employ a different hydrodynamic solver and an entirely different
set of prescriptions for the physical processes that regulate galaxy
formation. Nevertheless, they conclude that thermal instability due
to non-linear density perturbations sourced in part by cosmological
substructures are the primary drivers of cooling in the CGM of their
simulated haloes, encouragingly similar to our findings.
4.2 Effects of resolution and neglected physical processes
Recent extremely high-resolution, idealized simulations of small
volumes with initial conditions motivated by the CGM (McCourt
et al. 2018; Liang & Remming 2019) have suggested a characteris-
tic scale for multiphase gas clouds set by the product of the sound
speed and the cooling time, which is of order 0.1 − 100 pc for 104
K gas. This is several orders-of-magnitude less than the typical gas
cell kernel size in the CGM of our simulations, which thus cer-
tainly lack the spatial resolution needed to capture the shredding
and fragmentation of gas to structures of these scales. Nevertheless,
our analysis shows that many of the perturbations responsible for
widespread cooling in our simulations are large-scale and therefore
certainly resolved.
To assess the resolution dependence of our results, in Fig-
ure 11 we compare the distribution of the number density and spe-
cific entropy in the CGM of the m12b,c,r,w haloes re-simulated
at a roughly order-of-magnitude lower resolution (gas cells of
mb = 57000M compared to mb = 7100M) to the profiles in
the simulations used in this study. The figure shows substantial dif-
ferences in the profiles at two resolutions, but the differences do not
appear to be systematic. Moreover, the differences are smaller than
the halo-to-halo variations. Although this does not prove that the
results would not change qualitatively if resolution was increased
by orders of magnitude, this test shows that our results and conclu-
sions are likely robust to modest changes in resolution.
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This is consistent with the findings of several recent investiga-
tions that presented simulations with significantly enhanced reso-
lution in the CGM gas of zoom-in cosmological simulations of L?
galaxies (e.g. van de Voort et al. 2019; Peeples et al. 2019; Hum-
mels et al. 2019). These studies also showed weak resolution de-
pendence of the total amount of mass in different phases, although
higher resolution simulations do result in much more small-scale
structure in the density and entropy distribution of the gas.
A final caveat to this study is the importance of physical pro-
cesses neglected by these simulations. First of all, there is ongoing
debate about effects of specific implementations of star formation
and stellar feedback processes that are well-established fundamen-
tal drivers of galaxy evolution at this mass range. For example, the
inclusion of cosmic ray feedback in cosmological galaxy formation
simulations has been found to have a potentially profound effect
on the dynamic properties of the CGM around L? galaxies (e.g.
Ji et al. 2019). At the same time, the relative importance of AGN
feedback in the haloes of this mass is not yet fully understood. Fur-
thermore, recent studies have shown that the presence of magnetic
fields (e.g. Ji et al. 2018; Wang et al. 2019a) and plasma physics
processes such as cosmic rays and conduction (e.g. Li et al. 2019;
Kempski & Quataert 2019) can have important effects on thermal
instability and the survival of multiphase gas in hot haloes. More-
over, there is some indication that the default FIRE-2 prescriptions
with which the simulations we analyze were run may fail to quench
star formation of galaxies at any mass (Su et al. 2019), and produce
L? galaxies with systematically higher gas fractions and star for-
mation rates than observed. This suggests too much gas flows from
the CGM to the central galaxy in these simulations. The resolution
of this tension could in principle produce a CGM closer to hydro-
static equilibrium than we find in the current generation of simu-
lations, in which case linear thermal instabilities that give rise to a
well-defined tcool/tff threshold could play a larger role.
For the reasons above, it is by no means certain that the
physics of the CGM is captured correctly in the FIRE-2 simulations
we analyze in this study. However, these simulations are quite suc-
cessful at reproducing observed galaxy scaling relationships (e.g.,
Ma et al. 2016; Hopkins et al. 2018) and L? galaxy satellite galaxy
properties (e.g., Wetzel et al. 2016; Garrison-Kimmel et al. 2019;
Samuel et al. 2020). They are also consistent with many existing
observational constraints on the properties of the the CGM itself
(Faucher-Giguère et al. 2015, 2016; van de Voort et al. 2016; Hafen
et al. 2017; Ji et al. 2019). We therefore employ this model as an
appropriate first exploration of the circumgalactic precipitation pic-
ture. As such, this study should be viewed as an initial test of the
precipitation scenario rather than the final judgement upon it. It also
provides motivation for future tests of this scenario in both ideal-
ized and zoom-in cosmological simulations that include a wider
range of physical processes, such as those discussed above.
5 SUMMARY AND CONCLUSIONS
In this study we have examined the thermodynamic state and cool-
ing in the low-z circumgalactic medium of cosmological zoom-in
FIRE-2 galaxy formation simulations of Milky Way-mass haloes
with the specific aim of understanding the origin of its multiphase
structure. Our results and conclusions are as follows:
(i) We find that the CGM in the simulations is generally mul-
tiphase and dynamic, exhibiting significant bulk flows and devi-
ations from hydrostatic equilibrium. The phase structure of the
CGM in these simulations is defined by a high-entropy “hot halo”
at T ∼ 5× 105 − 106 K and a cool phase at T ∼ 104 K− 105 K. The
hot halo is volume-filling, dominates the mass budget, and exhibits
a wide range of tcool/tff values, tcool/tff ∼ 1−100, with median val-
ues ∼ 5−20. The cool gas constitutes ∼ 15−50% of the CGM mass
and is distributed in clumps, filaments, and satellite-associated sub-
structure.
(ii) We show that a one-dimensional model constructed assum-
ing a constant tcool/tff ≈ 10 and hydrostatic equilibrium is able to
match the median radial density and entropy profiles in simulations
reasonably well, provided that we use free-fall time, gas metallicity
profiles, and temperature at the virial radius measured in the sim-
ulations when calculating the predictions of this model. However,
the practical application of this model to observations will require
assumptions about these quantities, increasing the uncertainty in
these predictions. Specifically, we show that when the metallicity
profile is assumed to be constant (unlike in the simulations), the
model predicts entropy profiles that are significantly steeper than
the actual simulated profiles.
(iii) We also show that the “precipitation-limited” model of Voit
et al. (2019) predicts entropy profiles inconsistent with those mea-
sured in the simulations, even if the simulation metallicity and
tcool/tff profiles are used, because the entropy and temperature pro-
files in this model are not derived self-consistently (see Appendix A
for details).
(iv) We investigate the origin of the multiphase structure of the
CGM in the FIRE-2 simulations with a particle tracking analy-
sis and find that most (& 70%) of the low-entropy gas in these
haloes has cooled from the hot halo. This cooling is a result of
thermal instability triggered by large amplitude density perturba-
tions. These perturbations are sourced by cosmological accretion,
feedback driven winds and the debris of tidal interactions from the
central and satellite galaxies. They are generally non-isobaric, and
many are large enough that linear thermal instability theory likely
fails to describe their evolution. Adiabatic uplift of low-entropy gas
and changes in the cooling rate due to chemical enrichment both
appear to be of secondary importance to density fluctuations in the
production of cool gas from thermal instability in these halos.
(v) The wide distribution of density perturbation amplitudes
likely results in a wide range of conditions conducive to cooling,
which correspond to a range of tcool/tff thresholds for thermal in-
stability instead of a single value. Haloes in these Milky Way-scale
simulations are therefore qualitatively different from the approxi-
mately hydrostatic and comparatively smooth ICM of galaxy clus-
ters.
(vi) We explicitly show that gas in the “cool” phase is more likely
to accrete because it is unsupported by the buoyancy of the hot halo.
The tcool/tff value of hot gas parcels, however, does not predict
whether this gas will cool in the first place. Our results therefore
suggest that the extrapolation of a tcool/tff threshold in thermal in-
stability from the ICM of galaxy clusters to lower mass halos may
not be warranted.
Our findings reveal the complex, multiphase, and non-
equilibrium physical processes characteristic of the CGM of Milky
Way-mass galaxies in a suite of state-of-the-art galaxy formation
simulations. They strongly motivate further theoretical investiga-
tion of these processes in realistic cosmological settings.
ACKNOWLEDGEMENTS
CE and AK were supported by the NSF grants AST-1714658 and
AST-1911111. CAFG and ZH were supported by NSF through
MNRAS 000, 1–20 (2020)
Thermal Instability in the L? CGM 17
102
10−4
10−3
n
[c
m
3
]
m12b
102
m12w
102
m12c
102
m12r
102
101K
[k
eV
cm
2
]
mb = 7100M¯
mb = 57000M¯
102
r [kpc]
102
r [kpc]
102
r [kpc]
Figure 11. Test of resolution dependence. Median radial profiles of number density (top row) and specific entropy (bottom row) of gas for four of the five
simulations in our sample. Solid lines are the profiles measured in the simulations used in this study (shown in Figure 2), while the dot-dashed lines are the
same halos re-simulated with 8×more massive cells in the zoom-in region, as indicated in the legend. The effect of resolution does not appear to be systematic
or larger than the halo-to-halo or stochastic snapshot-to-snapshot variation.
grants AST-1517491, AST-1715216, and CAREER award AST-
1652522, by NASA through grant 17-ATP17-0067, by STScI
through grants HST-GO-14681.011, HST-GO-14268.022-A, and
HST-AR-14293.001-A, and by a Cottrell Scholar Award from the
Research Corporation for Science Advancement. EQ was sup-
ported in part by a Simons Investigator Award from the Simons
Foundation and by NSF grant AST- 1715070. JS is supported
by the CIERA Postdoctoral Fellowship Program. DK was sup-
ported by NSF grant AST-1715101 and the Cottrell Scholar Award
from the Research Corporation for Science Advancement. AW re-
ceived support from NASA through ATP grant 80NSSC18K1097
and HST grants GO-14734, AR-15057, AR-15809, and GO-15902
from STScI; the Heising-Simons Foundation; and a Hellman Fel-
lowship.
REFERENCES
Anglés-Alcázar D., Faucher-Giguère C.-A., Kereš D., Hopkins P. F.,
Quataert E., Murray N., 2017, MNRAS, 470, 4698
Babyk I. V., McNamara B. R., Nulsen P. E. J., Russell H. R., Vantyghem
A. N., Hogan M. T., Pulido F. A., 2018, ApJ, 862, 39
Balbus S. A., 1986, ApJ, 303, L79
Balbus S. A., Soker N., 1989, ApJ, 341, 611
Beckmann R. S., et al., 2019, A&A, 631, A60
Berg M. A., et al., 2019, ApJ, 883, 5
Birnboim Y., Dekel A., 2003, MNRAS, 345, 349
Borrow J., Angles-Alcazar D., Dave R., 2019, arXiv e-prints, p.
arXiv:1910.00594
Bryan G. L., Norman M. L., 1998, ApJ, 495, 80
Cavagnolo K. W., Donahue M., Voit G. M., Sun M., 2009, The Astrophysi-
cal Journal Supplement Series, 182, 12
Choudhury P. P., Sharma P., 2016a, MNRAS, 457, 2554
Choudhury P. P., Sharma P., 2016b, MNRAS, 457, 2554
Choudhury P. P., Sharma P., Quataert E., 2019, MNRAS, 488, 3195
Connors T. W., Kawata D., Bailin J., Tumlinson J., Gibson B. K., 2006,
ApJ, 646, L53
Dekel A., Birnboim Y., 2006, MNRAS, 368, 2
Dekel A., et al., 2009, Nature, 457, 451
Escala I., et al., 2018, MNRAS, 474, 2194
Faerman Y., Sternberg A., McKee C. F., 2019, arXiv e-prints, p.
arXiv:1909.09169
Faucher-Giguère C.-A., Kereš D., 2011, MNRAS, 412, L118
Faucher-Giguère C.-A., Lidz A., Zaldarriaga M., Hernquist L., 2009, ApJ,
703, 1416
Faucher-Giguère C.-A., Kereš D., Ma C.-P., 2011, MNRAS, 417, 2982
Faucher-Giguère C.-A., Hopkins P. F., Kereš D., Muratov A. L., Quataert
E., Murray N., 2015, MNRAS, 449, 987
Faucher-Giguère C.-A., Feldmann R., Quataert E., Kereš D., Hopkins P. F.,
Murray N., 2016, MNRAS, 461, L32
Ferland G. J., Korista K. T., Verner D. A., Ferguson J. W., Kingdon J. B.,
Verner E. M., 1998, PASP, 110, 761
Field G. B., 1965, ApJ, 142, 531
Fielding D., Quataert E., McCourt M., Thompson T. A., 2017, MNRAS,
466, 3810
Garrison-Kimmel S., et al., 2019, MNRAS, 487, 1380
Gill S. P. D., Knebe A., Gibson B. K., 2004, MNRAS, 351, 399
Grudic´ M., 2020, meshoid, https://github.com/mikegrudic/
meshoid
Haardt F., Madau P., 2001, in Neumann D. M., Tran J. T. V., eds, Clusters
of Galaxies and the High Redshift Universe Observed in X-rays. p. 64
(arXiv:astro-ph/0106018)
Hafen Z., et al., 2017, MNRAS, 469, 2292
Hafen Z., et al., 2019a, arXiv e-prints, p. arXiv:1910.01123
Hafen Z., et al., 2019b, MNRAS, 488, 1248
Hogan M. T., et al., 2017, ApJ, 851, 66
Hopkins P. F., 2015, MNRAS, 450, 53
Hopkins P. F., 2017, MNRAS, 466, 3387
MNRAS 000, 1–20 (2020)
18 C. J. Esmerian et al.
Hopkins P. F., Narayanan D., Murray N., 2013, MNRAS, 432, 2647
Hopkins P. F., et al., 2018, MNRAS, 480, 800
Huang S., et al., 2019, MNRAS, 484, 2021
Hummels C. B., et al., 2019, ApJ, 882, 156
Ji S., Oh S. P., McCourt M., 2018, MNRAS, 476, 852
Ji S., et al., 2019, arXiv e-prints, p. arXiv:1909.00003
Joung M. R., Bryan G. L., Putman M. E., 2012, ApJ, 745, 148
Kacprzak G. G., Pointon S. K., Nielsen N. M., Churchill C. W., Muzahid
S., Charlton J. C., 2019, arXiv e-prints,
Kaufmann T., Bullock J. S., Maller A. H., Fang T., Wadsley J., 2009, MN-
RAS, 396, 191
Kempski P., Quataert E., 2019, arXiv e-prints, p. arXiv:1908.10367
Kereš D., Katz N., Weinberg D. H., Davé R., 2005, MNRAS, 363, 2
Kereš D., Katz N., Fardal M., Davé R., Weinberg D. H., 2009, MNRAS,
395, 160
Knollmann S. R., Knebe A., 2009, ApJS, 182, 608
Kravtsov A. V., Borgani S., 2012, Annual Review of Astronomy and Astro-
physics, 50, 353
Kroupa P., 2001, MNRAS, 322, 231
Krumholz M. R., Gnedin N. Y., 2011, ApJ, 729, 36
Lakhchaura K., et al., 2018, MNRAS, 481, 4472
Leitherer C., et al., 1999, ApJS, 123, 3
Li Y., Bryan G. L., 2014a, ApJ, 789, 54
Li Y., Bryan G. L., 2014b, ApJ, 789, 153
Li Y., Bryan G. L., Ruszkowski M., Voit G. M., O’Shea B. W., Donahue
M., 2015, ApJ, 811, 73
Li Z., Hopkins P. F., Squire J., Hummels C., 2019, arXiv e-prints, p.
arXiv:1909.02632
Liang C. J., Remming I., 2019, MNRAS, p. 3032
Ma X., Hopkins P. F., Faucher-Giguère C.-A., Zolman N., Muratov A. L.,
Kereš D., Quataert E., 2016, MNRAS, 456, 2140
Maller A. H., Bullock J. S., 2004, MNRAS, 355, 694
McCourt M., Sharma P., Quataert E., Parrish I. J., 2012, MNRAS, 419, 3319
McCourt M., Oh S. P., O’Leary R., Madigan A.-M., 2018, MNRAS, 473,
5407
McNamara B. R., Nulsen P. E. J., 2007, ARA&A, 45, 117
Meece G. R., O’Shea B. W., Voit G. M., 2015, The Astrophysical Journal,
808, 43
Mo H. J., Miralda-Escude J., 1996, ApJ, 469, 589
Muratov A. L., Kereš D., Faucher-Giguère C.-A., Hopkins P. F., Quataert
E., Murray N., 2015, MNRAS, 454, 2691
Muratov A. L., et al., 2017, MNRAS, 468, 4170
Nelson D., Vogelsberger M., Genel S., Sijacki D., Kereš D., Springel V.,
Hernquist L., 2013, MNRAS, 429, 3353
Nelson D., et al., 2020, arXiv e-prints, p. arXiv:2005.09654
Ng M., Nielsen N. M., Kacprzak G. G., Pointon S. K., Muzahid S.,
Churchill C. W., Charlton J. C., 2019, arXiv/1904.08564,
O’Sullivan E., et al., 2017, MNRAS, 472, 1482
Ocvirk P., Pichon C., Teyssier R., 2008, MNRAS, 390, 1326
Olivares V., et al., 2019, A&A, 631, A22
Oppenheimer B. D., 2018, MNRAS, 480, 2963
Parker E. N., 1953, ApJ, 117, 431
Peeples M., et al., 2019, BAAS, 51, 368
Peterson J. R., Fabian A. C., 2006, Phys. Rep., 427, 1
Pizzolato F., Soker N., 2005, ApJ, 632, 821
Prasad D., Sharma P., Babul A., 2018, The Astrophysical Journal, 863, 62
Pulido F. A., et al., 2018, ApJ, 853, 177
Putman M. E., Peek J. E. G., Joung M. R., 2012, ARA&A, 50, 491
Rosdahl J., Blaizot J., 2012, MNRAS, 423, 344
Salomé P., et al., 2006, A&A, 454, 437
Samuel J., et al., 2020, MNRAS, 491, 1471
Sharma P., 2018, arXiv/1811.12147, p. arXiv:1811.12147
Sharma P., McCourt M., Quataert E., Parrish I. J., 2012a, MNRAS, 420,
3174
Sharma P., McCourt M., Parrish I. J., Quataert E., 2012b, MNRAS, 427,
1219
Silverman B. W., 1986, Density estimation for statistics and data analysis
Singh A., Sharma P., 2015, MNRAS, 446, 1895
Smagorinsky J., 1963, Monthly Weather Review, 91, 99
Stern J., Fielding D., Faucher-Giguère C.-A., Quataert E., 2019, MNRAS,
488, 2549
Stern J., Fielding D., Faucher-Giguère C.-A., Quataert E., 2020, MNRAS,
492, 6042
Su K.-Y., Hopkins P. F., Hayward C. C., Faucher-Giguère C.-A., Kereš D.,
Ma X., Robles V. H., 2017, MNRAS, 471, 144
Su K.-Y., et al., 2019, MNRAS, 487, 4393
Sutherland R. S., Dopita M. A., 1993, ApJS, 88, 253
Tremblay G. R., et al., 2016, Nature, 534, 218
Tumlinson J., Peeples M. S., Werk J. K., 2017, ARA&A, 55, 389
Voit G. M., 2019, ApJ, 880, 139
Voit G. M., Donahue M., 2015, ApJ, 799, L1
Voit G. M., Kay S. T., Bryan G. L., 2005, MNRAS, 364, 909
Voit G. M., Donahue M., Bryan G. L., McDonald M., 2015a, Nature, 519,
203
Voit G. M., Bryan G. L., O’Shea B. W., Donahue M., 2015b, ApJ, 808, L30
Voit G. M., Meece G., Li Y., O’Shea B. W., Bryan G. L., Donahue M., 2017,
The Astrophysical Journal, 845, 80
Voit G. M., Ma C. P., Greene J., Goulding A., Pandya V., Donahue M., Sun
M., 2018, ApJ, 853, 78
Voit G. M., Donahue M., Zahedy F., Chen H.-W., Werk J., Bryan G. L.,
O’Shea B. W., 2019, arXiv e-prints,
Wang C., Ruszkowski M., Yang H. Y. K., 2019a, arXiv e-prints, p.
arXiv:1910.03608
Wang C., Li Y., Ruszkowski M., 2019b, MNRAS, 482, 3576
Werk J. K., Prochaska J. X., Thom C., Tumlinson J., Tripp T. M., O’Meara
J. M., Peeples M. S., 2013, ApJS, 204, 17
Werk J. K., et al., 2016, ApJ, 833, 54
Wetzel A. R., Hopkins P. F., Kim J.-h., Faucher-Giguère C.-A., Kereš D.,
Quataert E., 2016, ApJ, 827, L23
Weymann R., 1960, ApJ, 132, 452
Wiersma R. P. C., Schaye J., Smith B. D., 2009, MNRAS, 393, 99
Zhuravleva I., et al., 2014, ApJ, 788, L13
Zhuravleva I., et al., 2016, MNRAS, 458, 2902
Zhuravleva I., Allen S. W., Mantz A., Werner N., 2018, ApJ, 865, 53
van de Voort F., Quataert E., Hopkins P. F., Faucher-Giguère C.-A., Feld-
mann R., Kereš D., Chan T. K., Hafen Z., 2016, MNRAS, 463, 4533
van de Voort F., Springel V., Mandelker N., van den Bosch F. C., Pakmor
R., 2019, MNRAS, 482, L85
APPENDIX A: COMPARISON TO THE PRECIPITATION
MODEL OF VOIT ET AL. 2019
As noted in Section 3.2 and discussed in Section 4.1, the one di-
mensional precipitation model for CGM profiles presented in this
analysis is different from the “precipitation-limited” model of Voit
(2019) and its earlier variants. In this Appendix, we compare the
two versions of the model and repeat the comparison to simulation
profiles with the model described in Voit (2019). While we refer
readers to that paper for a complete discussion of their model and
its comparison to observations, we summarize the main features of
the model and differences from the Sharma et al. (2012b) below.
The Voit (2019) model also assumes a constant tcool/tff pre-
cipitation threshold. As shown in Section 3.2, this implies that the
radial number density profile (expressed in electron number density
for consistency with the expressions shown in Voit 2019) is related
to the temperature profile, T(r) in the following way:
ne(r) = (1 − γ)kBT(r)
ξΛ˜[T(r), Z(r), nH(r)]
n
ni
vc(r)√
2
r−1, (A1)
where kB is the Boltzmann constant, Z(r) is the gas metallicity
profile, n is total gas number density, ni is number density of ions,
vc(r) = [GM(< r)/r]1/2 is the circular velocity determined by the
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Figure A1. One-dimensional “Precipitation-Limited” models from Voit (2019) compared to simulation profiles. Colored lines show number density of all
particle species (upper row), and specific entropy (lower) profiles with shading encompasing the 16th and 84th percentiles for the simulated hot haloes, as
shown with the same colors in Figure 2, while black and grey lines of different styles are predictions of the Voit (2019) precipitation model assuming the same
tcool/tff values and metallicity profiles as in Figure 5. As with the implementation explored in the main text, the predicted number density profile can be tuned
to match those of each simulation by varying the assumed tcool/tff and metallicity, but the entropy profiles are generally steeper than those in the simulations,
even when the metallicity profiles are taken from the simulations themselves.
gravitational potential, γ = 5/3 is the adiabatic index for an ion-
ized plasma, ξ is the assumed limiting value of tcool/tff , and Λ˜
is the radiative cooling function (which calculate using the tables
from Wiersma et al. 2009, consistent with the cooling tables used
in the FIRE-2 source code, see Section 2.4). Λ˜ is a function of the
temperature T(r), and metallicity Z(r), and total hydrogen (neu-
tral and ionized) number density nH(r) profiles. Since the Wiersma
et al. (2009) tables define the cooling function Λ such that n2HΛ is
the net radiative cooling rate, we define Λ˜ = n2HΛ/(neni) to distin-
guish between the different cooling function definition used in the
derivations of Voit (2019), in which the net volumetric cooling rate
is neniΛ˜.
As discussed in Section 4.1, the density condition Eq. A1 can
be combined with the HSE condition to give an ODE in temper-
ature which can be numerically integrated, as we do in the model
used in our paper. Instead, Voit (2019) use the density constraint to
motivate an entropy profile Ke(r), which is then combined with the
HSE equation to give a different ODE in temperature. Specifically,
they adopt the entropy profile of the form
Ke(r) = kBTn−2/3e = Ke,base(r) + Ke,pre(r) (A2)
where
Ke,base(r) = Ke,0
(
r
r200c
)1.1
(A3)
is the self-similar “baseline” specific entropy profile obtained from
simulations of structure formation with non-radiative gas dynam-
ics (Voit et al. 2005), while Ke,pre(r) is the “precipitation-limited”
entropy profile calculated using Eq. A1 and a temperature pro-
file defined by the circular velocity of the gravitational potential
kBT(r) = µmpv2c(r).
The “precipitation-limited” entropy profile is therefore
Ke,pre(r) = (2µmp)1/3
[
n
ni
(γ − 1)
ξ
]−2/3
Λ˜2/3[Z(r),T(r), nH(r)] r2/3.
(A4)
We use the subscript e to clarify that the definition of the specific
entropy adopted in Voit (2019) uses electron density, while total gas
number density of all free particles (including electrons) is used
in the definition of entropy in the model used in our paper. Here
µ = 0.6 is the assumed mean molecular weight, mp is the mass of
the proton, and ni/n = 0.44 is the ionic-to-total number density
ratio.
With the additional constraint provided by this entropy profile,
the HSE equation can be expressed as
d ln τ
d ln r
=
3
5
d lnKe
d ln r
− 4µmpr
2
5t2ffτ
(A5)
which can be integrated numerically, given an appropriate bound-
ary condition and assumed tff profile. This formulation therefore
imposes the precipitation condition tcool/tff = ξ through the en-
tropy profile, which requires the assumption of an initial temper-
ature profile. Consequently, the tcool/tff profile predicted by this
model generally depends on radius, indicating that this model is
not a self-consistent implementation of the precipitation ansatz.
We also note that the calculations in Voit (2019) used the cool-
ing function from Sutherland & Dopita (1993), which assumes all
chemical elements to be in collisional ionization equilibrium, in
which case the cooling function can be expressed without a density
dependence altogether. Consequently, the model presented in that
paper did not need to assume an initial nH profile to calculate the
cooling rate in Eq. A4. In order to use a more accurate density-
dependent cooling function, we initially calculate the model as-
suming a constant value n¯H,200 = 200X fbρcr/mp with X = 0.75,
fb = 0.16 and H0 = 70kms−1Mpc−1 for ρcr. However, since this
is not consistent with the density profile ultimately predicted by
the model, we iteratively re-compute the model with cooling rates
calculated assuming the density profile predicted by the previous
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iteration. Iteration is stopped when the density profile is converged
(to within a percent fractional difference at all radii). In practice
this only requires a few iterations, and the predictions made as-
suming the initial n¯H,200 are practically indistinguishable from the
converged solution.
Figure A1 repeats the comparison to simulation profiles in
Section 3.2 with the model of Voit (2019). Here we again use the
boundary condition in temperature T(Rvir) and gravitational poten-
tial parameterized by the free-fall time tff(r) from the simulations.
We compare models with the same values of ξ and metallicity pro-
files as Section 3.2. The figure shows that the Voit (2019) version
of the precipitation model generally does not match the density and
entropy profiles measured in simulations. In particular, the entropy
profiles calculated by this model are significantly steeper than those
in the FIRE-2 simulations. This conclusion holds for any assump-
tion of the metallicity profile, free-fall time profile, temperature
boundary condition, or numerical value of the tcool/tff threshold.
APPENDIX B: INDIVIDUAL SIMULATION PROFILES
In Figure B1 we present the full radial distributions of the quantities
shown in Figure 2 for each simulation individually, to highlight the
differences potentially masked by their combination. Additionally,
we show mass and volume-weighted mean profiles as a function
of radius, to demonstrate the (lack of) sensitivity of radial profiles
to the statistic used to calculate them. The tcool/tff mean profiles
are calculated excluding the small amount of high-entropy gas with
negative cooling times. We see that the tail of high density, low tem-
perature, and low entropy gas is a general feature of all simulation
distributions, but the amount of mass and its radial concentration
vary significantly from halo-to-halo at a given cosmological time.
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Figure B1. Individual simulation profiles, as shown combined in Figure 2 and 3. Solid lines show median profiles of the high-entropy gas (excluding
substructure) as a function of radius, while dashed show the mass-weighted mean, and dotted the volume-weighted mean. As in Table 1, the tcool/tff mean
profiles are calculated excluding the small amount of high-entropy gas gas with negative cooling times. The gray scale shows the mass-weighted PDF of all
CGM gas (including low entropy gas and substructures).
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