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ON GLOBAL ASYMPTOTIC STABILITY FOR THE LSW
MODEL WITH SUBCRITICAL INITIAL DATA
JOSEPH G. CONLON AND MICHAEL DABKOWSKI
Abstract. The main result of the paper is a global asymptotic stability re-
sult for solutions to the Lifschitz-Slyozov-Wagner (LSW) system of equations.
This extends some local asymptotic stability results of Niethammer-Vela´zquez
(2006). The method of proof is along similar lines to the one used in a previous
paper of the authors. This previous paper proves global asymptotic stability
for a class of infinite dimensional dynamical systems for which no Lyapounov
function is (apparently) available.
1. Introduction.
In this paper we shall be principally concerned with studying the large time
behavior of solutions to the Lifschitz-Slyozov-Wagner (LSW) equations [7, 14]. The
LSW equations occur in a variety of contexts [12, 13] as a mean field approximation
for the evolution of particle clusters of various volumes. Clusters of volume x > 0
have density c(x, t) ≥ 0 at time t > 0. The density evolves according to a linear
law, subject to the linear mass conservation constraint as follows:
∂c(x, t)
∂t
=
∂
∂x
((
1−
(
xL−1(t)
)α)
c(x, t)
)
, x > 0,(1.1) ∫ ∞
0
xc(x, t)dx = 1.(1.2)
We shall require the parameter α in (1.1) to lie in the interval 0 < α ≤ 1, whence
the system (1.1), (1.2) includes the standard LSW model corresponding to α = 1/3,
and the much simpler Carr-Penrose model [1] corresponding to α = 1.
One wishes then to solve (1.1) for t > 0 and initial condition c(x, 0) = c0(x) ≥
0, x > 0, subject to the constraint (1.2). The parameter L(t) > 0 in (1.1) is
determined by the constraint (1.2) and is therefore given by the formula,
(1.3) L(t)α =
∫ ∞
0
xαc(x, t)dx
/∫ ∞
0
c(x, t)dx.
Existence and uniqueness of solutions to (1.1), (1.2) with given initial data c0(·)
satisfying the constraint has been proven in [6] for integrable functions c0(·), and
in [9] for initial data such that c0(x)dx is an arbitrary Borel probability measure
with compact support. In [10] the methods of [9] are further developed to prove
existence and uniqueness for initial data such that c0(x)dx is a Borel probability
measure with finite first moment.
The system (1.1), (1.2) can be interpreted as an evolution equation for the prob-
ability density function (pdf) of random variables. Thus let us assume that the
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initial data c0(x) ≥ 0, x ≥ 0, for (1.1), (1.2) satisfies
∫∞
0
c0(x) dx < ∞. The
conservation law (1.2) implies that the mean 〈X0〉 of X0 is finite, and this is the
only absolute requirement on the variable X0. If for t > 0 the variable Xt has pdf
c(·, t)/
∫∞
0
c(x, t) dx then (1.1) with L(t) = 〈Xαt 〉 is an evolution equation for the
pdf of Xt. We can also see that
(1.4)
d
dt
〈Xt〉 = c(0, t)
/[∫ ∞
0
c(x, t) dx
]2
,
whence the function t → 〈Xt〉 is increasing. In [2] it was shown that for a wide
range of initial data c0(·), there exists positive constants C1, C2, depending only on
the initial data, such that
(1.5) C1T ≤ 〈XT 〉 ≤ C2T for T ≥ 1 .
We shall show here that for initial data variables X0 which are subcritical [4], the
limit limT→∞〈XT 〉/T exists, and may be computed in terms of the corresponding
self-similar solution to (1.1), (1.2).
Let X be a non-negative random variable. With X we may associate a beta
function [2] with domain [0, ‖X‖∞) defined by
(1.6) βX(x) =
d
dx
E[X − x | X > x] + 1 =
cX(x)hX(x)
wX(x)2
,
where the functions cX(·), wX(·), hX(·) are given by
(1.7) cX(·) = pdf of X, wX(x) = P (X > x), hX(x) = E[X − x; X > x] .
The variable X is said to be subcritical if limx→‖X‖∞ βX(x) = β0 exists and 0 <
β0 < 1. It is easy to see from (1.6) that if X is subcritical then ‖X‖∞ < ∞.
Furthermore, wX(x) ≃ (‖X‖∞ − x)
p as x→ ‖X‖∞, where β0 = p/(p+ 1).
For each β in the interval 0 < β ≤ 1 the system (1.1), (1.2) has a unique self-
similar solution. The corresponding random variable Xβ , normalized to have mean
1, has the property limx→‖Xβ‖∞ βXβ (x) = β. The solution to (1.1), (1.2) with initial
data variable X0 a constant times Xβ is then given from (1.4), (1.6) by
(1.8) Xt = 〈Xt〉Xβ ,
d
dt
〈Xt〉 = βXβ(0) .
Our main result is that (1.8) holds approximately at large time if the initial data
for (1.1), (1.2) is subcritical.
Theorem 1.1. Assume the initial data for (1.1), (1.2) has compact support, and
that the corresponding random variable X0 has continuous beta function βX0 :
[0, ‖X0‖∞) → R which satisfies limx→‖X0‖∞ βX0(x) = β with 0 < β < 1. Let
Xt be the random variable corresponding to the solution c(·, t) of (1.1), (1.2) at
time t > 0. Then
(1.9)
Xt
〈Xt〉
D
−→ Xβ as t→∞ , lim
t→∞
d
dt
〈Xt〉 = βXβ (0) ,
where
D
−→ denotes convergence in distribution.
If the function x→ βX0(x) is Ho¨lder continuous at x = ‖X0‖∞, then there exist
constants C, ν > 0 such that
(1.10)
∣∣∣∣ ddt 〈Xt〉 − βXβ (0)
∣∣∣∣ ≤ C1 + tν , t ≥ 0 .
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The cdf of Xt/〈Xt〉 has a corresponding rate of convergence to the cdf of Xβ. In
particular, for any δ with 0 < δ < 1, one has
(1.11) P (Xβ > x[1 + Cδ/(1 + t
ν)]) ≤ P
(
Xt
〈Xt〉
> x
)
≤ P
(
Xβ >
x
1 + Cδ/(1 + tν)
)
, for 0 ≤ x ≤ (1− δ)‖Xβ‖∞ , t ≥ 0 ,
where Cδ > 0 is a constant depending on δ.
Previous results imply that (1.9) holds in certain cases. In particular, the results
of [1] imply that (1.9) holds when α = 1. For α = 1/3 Theorem 4.1 of [11] implies
that (1.9) holds if β < 1 is sufficiently small. Theorem 3.2 of [11] implies that (1.9)
holds for any β < 1, provided the initial data random variable X0 for (1.1), (1.2)
satisfies the additional condition ‖βX0(‖Xβ‖
−1
∞ ‖X0‖∞·) − βXβ(·)‖∞ < δ(β), where
δ(β) > 0 depends on β (see Remark 7 in §8).
The first step in proving Theorem 1.1 is to observe following [8] that if the initial
data c0(·) for (1.1), (1.2) has compact support then c(·, t) has compact support
for all t > 0. Then by means of a transformation (see §8) one can normalize the
support for all time to the interval [0, 1]. In that case the LSW equations may be
written as
(1.12)
∂w(x, t)
∂t
+ [φ(x) − κ(t)ψ(x)]
∂w(x, t)
∂x
= w(x, t), 0 ≤ x < 1, t ≥ 0,
with the mass conservation law
(1.13)
∫ 1
0
w(x, t) dx = 1 , t ≥ 0.
The functions φ(·), ψ(·) are given by the formulae
(1.14) φ(x) = xα − x, ψ(x) = 1− xα , 0 ≤ x ≤ 1 .
We shall study solutions to (1.12), (1.13) for more general φ(·) ψ(·) than (1.14)
with 0 < α ≤ 1. In particular, we require φ(·) ψ(·) to satisfy the conditions
φ(x) is concave and satisfies φ(0) = φ(1) = 0, −1 < φ′(1) < 0.(1.15)
ψ(x) is convex and satisfies ψ(1) = 0, ψ′(1) < 0, ψ′′(1)− φ′′(1) > 0.(1.16)
The fundamental quantity of study in the generalized LSW model (1.12), (1.13)
is the (renormalized) cluster density c(x, t) ≥ 0 at volume x ∈ [0, 1] and time t > 0.
The function w(·, t) in (1.12), (1.13) is the integral of c(·, t) and is therefore non-
negative decreasing with limx→1 w(x, t) = 0. We define w(·, t) in terms of c(·, t),
and in addition the function h(·, t) by
(1.17) w(x, t) =
∫ 1
x
c(x′, t) dx′ , h(x, t) =
∫ 1
x
w(x′, t) dx′ , 0 ≤ x < 1 .
The conservation law (1.13) is evidently the same as h(0, t) = 1. Conditions on
the initial data for (1.12), (1.13) are given in terms of the beta function for c(·, t)
defined by
(1.18) β(x, t) =
c(x, t)h(x, t)
w(x, t)2
, 0 ≤ x ≤ 1 .
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We assume that β(·, 0) has the property
(1.19) lim
x→1
β(x, 0) = β0 > 0 .
It is easy to see that β0 ≤ 1, and we say that the initial data for (1.12), (1.13) is
subcritical if β0 < 1. The main result of [4] is a weak asymptotic stability result for
solutions to (1.12), (1.13) with initial data satisfying (1.19). Further assumptions
on the functions φ(·), ψ(·) beyond (1.15), (1.16) are required to prove this. In the
case of subcritical initial data these are as follows:
(1.20) φ(·), ψ(·) are C3 on (0, 1] and φ′′′(x) ≥ 0, ψ′′′(x) ≤ 0 for 0 < x ≤ 1.
Evidently (1.20) holds for the functions (1.14) with 0 < α ≤ 1.
Theorem 1.2. Let w(x, t), x, t ≥ 0, be the solution to (1.12), (1.13) with coef-
ficients satisfying (1.15), (1.16) and assume that the initial data w(·, 0) has beta
function β(·, 0) satisfying (1.19) with 0 < β0 < 1. Then there is a positive constant
C1 depending only on the initial data such that κ(t) ≥ C1 for all t ≥ 0. If in addi-
tion (1.20) holds, then there is a positive constant C2 depending only on the initial
data such that κ(t) ≤ C2 for all t ≥ 0 and
(1.21) lim
T→∞
1
T
∫ T
0
κ(t) dt = [1/β0 − φ
′(1)− 1]/|ψ′(1)| .
In [4] we were also able to prove a strong asymptotic stability result for solutions
to (1.12), (1.13) in the case when φ(·), ψ(·) are quadratic:
Theorem 1.3. Assume that the functions φ(·), ψ(·) are quadratic, and that the
initial data w(·, 0) for (1.12), (1.13) has beta function β(·, 0) satisfying (1.19).
Then setting κ = [1/β0 − φ
′(1)− 1]/|ψ′(1)|, one has for β0 < 1,
(1.22) lim
t→∞
κ(t) = κ, lim
t→∞
‖β(·, t)− βκ(·)‖∞ = 0,
where βκ(·) is the beta function of the time independent solution wκ(·) of (1.12).
Evidently Theorem 1.3 applies to the Carr-Penrose model where α = 1. Our
main goal here will be to show that the conclusions of Theorem 1.3 also hold for a
class of non-quadratic functions φ(·), ψ(·), which includes the functions (1.14) with
0 < α < 1. Theorem 1.1 is then an easy consequence.
We accomplish this by establishing asymptotic stability results for a class of PDE
similar to the one studied in [3]. In particular, we consider for some ε0 > 0 the
evolution PDE
(1.23)
∂ξ(y, t)
∂t
−h(y)−h(y)
∂ξ(y, t)
∂y
+ρ(ξ(·, t))
[
ξ(y, t)− y
∂ξ(y, t)
∂y
]
= 0, y > ε0, t > 0,
with given non-negative initial data ξ(y, 0), y > ε0. We assume as in [3] that the
function h : [ε0,∞)→ R has the properties:
(1.24) h(·) is continuous positive and lim
y→∞
h(y) = h∞ > 0 .
For an equilibrium of (1.23) to exist corresponding to ρ = 1/p > 0 we need the
equilibrium function ξp(y), y > ε0, to satisfy
(1.25) − h(y)− h(y)
dξp(y)
dy
+
1
p
[
ξp(y)− y
dξp(y)
dy
]
= 0, lim
y→∞
ξp(y) = ph∞ .
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We can easily solve (1.25) by using the integrating factor
(1.26) h˜(y) = K exp
[∫ y
ε0
dy′
ph(y′) + y′
]
for some constant K,
where K is chosen so that limy→∞ h˜(y)/y = 1. Then we have that
(1.27) ξp(y) = h˜(y)
∫ ∞
y
ph(y′)
(ph(y′) + y′) h˜(y′)
dy′ .
It follows from (1.24), (1.27) that limy→∞ ξp(y) = ph∞, whence (1.25) implies
that limy→∞ ydξp(y)/dy = 0. Furthermore, if the function h(·) is decreasing then
ph∞ ≤ ξp(y) ≤ ph(y) for all y > ε0.
Following [3], we impose conditions on the functional ρ(·) so that the equilibrium
ξp is a global attractor for (1.23). To do this we assume there is a positive functional
I(·) on continuous positive functions ζ : [ε0,∞)→ R with the property that
(1.28)
1
p
d
dt
I(ξ(·, t)) =
[
ρ(ξ(·, t))−
1
p
]
I(ξ(·, t)) for solutions ξ(·, t) of (1.23) .
From (1.28) it follows that if we can show that log I(ξ(·, t)) remains bounded as
t→∞ then ρ(ξ(·, t)) converges as t→∞ to 1/p in the averaged sense
(1.29) lim
T→∞
1
T
∫ T
0
ρ(ξ(·, t)) dt =
1
p
.
Let [·, ·] denote the Euclidean inner product on L2([ε0,∞)) and dI(ζ(·)) : [ε0,∞)→
R the gradient of the functional I(·) at ζ(·). Then from(1.23), (1.28) we have that
(1.30) p
[
ρ(ζ(·)) −
1
p
]
I(ζ(·)) = [dI(ζ(·)), h + hDζ] + ρ(ζ(·))[dI(ζ(·)), yDζ − ζ] .
We conclude from (1.30) that
(1.31) ρ(ζ(·)) =
I(ζ(·)) + [dI(ζ(·)), h + hDζ]
pI(ζ(·)) + [dI(ζ(·)), ζ − yDζ]
.
In §2 we shall use a transformation introduced in [4] to relate (1.12), (1.13) to
(1.23), (1.31). The limit (1.21) of Theorem 1.2 then follows from (1.29) by showing
the boundedness of log I(ξ(·, t)) as t→∞.
2. Derivation of the PDE (1.23) from the LSW Model
We shall use the transformation introduced in §6 of [4] to obtain (1.23) from
(1.12). We first recall that the solution w(x, t) of (1.12) is given by w(x, t) =
etw(F (x, t), 0) where F (x, t) is the solution to the initial value problem
∂F (x, t)
∂t
+ [φ(x) − κ(t)ψ(x)]
∂F (x, t)
∂x
= 0, 0 ≤ x < 1, t ≥ 0,(2.1)
F (x, 0) = x, 0 ≤ x < 1.
For t ≥ 0 let u(t) be the function
(2.2) u(t) = exp
[∫ t
0
{φ′(1)− ψ′(1)κ(s)} ds
]
,
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and f(x), 0 ≤ x < 1, be the function defined by
(2.3)
d
dx
log f(x) = −
ψ′(1)
ψ(x)
, 0 ≤ x < 1, lim
x→1
(1 − x)f(x) = 1.
Evidently f : [0, 1) → R is a strictly increasing function satisfying f(0) > 0 and
limx→1 f(x) = ∞. We define now the domains D = {(x, u) ∈ R
2 : 0 < x <
1, u > 0} and Dˆ = {(z, u) ∈ R2 : z > f(0)u, u > 0}. Then the transformation
(z, u) = (f(x)u, u) maps D to Dˆ. Let g : Dˆ → R be the function
(2.4) g(z, u) = uf(x)
[
φ′(1)−
ψ′(1)φ(x)
ψ(x)
]
, z = f(x)u, 0 < x < 1, u > 0 ,
and Fˆ (z, t) the solution to the initial value problem
∂Fˆ (z, t)
∂t
+ g(z, u(t))
∂Fˆ (z, t)
∂z
= 0, z > f(0)u(t), t ≥ 0,(2.5)
Fˆ (z, 0) = z, z > f(0).
The solutions F (x, t) of (2.1) and Fˆ (z, t) of (2.5) are related by the identity
(2.6) f(F (x, t)) = Fˆ (f(x)u(t), t) , 0 < x < 1, t > 0.
It follows from (1.15), (1.16) (2.3), (2.4) that the function g(·, u) is negative and
(2.7) − lim
z→∞
g(z, u)
u
=
ψ′′(1)φ′(1)− ψ′(1)φ′′(1)
2ψ′(1)
= α0 > 0 .
In the case of φ(·), ψ(·) being quadratic functions then −g(·, u)/u ≡ α0.
We write
(2.8) Fˆ (z, t) = z + α0u(t)ξ
(
z
α0u(t)
, t
)
, z > f(0)u(t) .
Then setting y = z/α0u(t) = f(x)/α0 we see from (2.5) that ξ(y, t) satisfies the
PDE (1.23) in the domain {(y, t) : y > f(0)/α0, t > 0}, where the functions
h(·), ρ(·) are given by the formulae
(2.9) h(y) =
f(x)
α0
[
ψ′(1)φ(x)
ψ(x)
− φ′(1)
]
, ρ(ξ(·, t)) =
1
u(t)
du(t)
dt
.
Evidently for the function h(·) of (2.9) one has h∞ = 1 in (1.24). Next for any
p > 0 we consider (1.12), (1.13) with initial data w(·, 0) given by
(2.10) w(x, 0) =
Kp
f(x)p
, where Kp
∫ 1
0
dx
f(x)p
= 1 .
It is easy to see that the β0 of (1.19) corresponding to (2.10) is given by β0 =
p/(1 + p). The conservation law for solutions to (1.12), (1.13) becomes then
(2.11)
1 = et
∫ 1
0
w(F (x, t), 0) dx = etKp
∫ 1
0
dx
f(F (x, t))p
= etKp
∫ 1
0
dx
Fˆ (f(x)u(t), t)p
,
where we have used (2.6). Let I(·) be the functional defined by
(2.12) I(ζ(·)) =
Kp
αp0
∫ ∞
ε0
a(y)
[b(y) + ζ(y)]p
dy ,
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where a(·), b(·), ε0 are given by the formulae
(2.13) a(y) =
dx
dy
= −
ψ(x)
yψ′(1)
, b(y) = y , ε0 = f(0)/α0 .
Observe that limy→∞ y
2a(y) = 1/α0, whence the integral in (2.12) is finite for all
non-negative ζ : (0,∞)→ R. Evidently (2.11) is the same as
(2.14)
et
u(t)p
I(ξ(·, t)) = 1 .
Differentiating (2.14), we see using the formula for ρ(·) in (2.9) that (1.28) holds.
We conclude that the function ξ(·, t), t > 0, defined in (2.8) is a solution to the
evolution equation (1.23) with h(·) given by (2.9), ρ(·) by (1.31), and I(·) by (2.12),
(2.13). The initial data for (1.23) is ξ(·, 0) ≡ 0.
We have a similar development when the initial data for (1.12), (1.13) satisfies
(1.19) with β0 = p/(1 + p). Let the function w˜0 : (0, 1]→ R be defined by
(2.15) w˜0
(
f(0)
f(x)
)
= w(x, 0) , 0 ≤ x < 1 ,
and the functional I(·) by
(2.16) I(ζ(·), η) =
∫ ∞
ε0
η−pw˜0
(
f(0)η
α0[y + ζ(y)]
)
a(y) dy ,
where a(·) is given by (2.13). The conservation law (1.13) is then expressed in terms
of the functional I(·) by
(2.17)
et
u(t)p
I(ξ(·, t), η(t)) = 1 , where η(t) = u(t)−1 .
Differentiating (2.17), we have from (2.9) that
(2.18)
1
p
d
dt
I(ξ(·, t), η(t))) =
[
ρ(ξ(·, t), η(t)) −
1
p
]
I(ξ(·, t)) .
We can obtain from (2.18) a formula for ρ(·) similar to (1.31). Thus we have from
(1.23), (2.9), (2.18) that
(2.19) p
[
ρ(ζ(·), η) −
1
p
]
I(ζ(·), η) =
[dζI(ζ(·), η), h+hDζ]+ρ(ζ(·), η)[dζI(ζ(·), η), yDζ−ζ]−ηρ(ζ(·), η)∂I(ζ(·), η)/∂η ,
where dζI(ζ(·), η) denotes gradient with respect to the function ζ(·). We conclude
from (2.19) that ρ(·) is given by the formula
(2.20) ρ(ζ(·), η) =
I(ζ(·), η) + [dζI(ζ(·), η), h + hDζ]
pI(ζ(·), η) + [dζI(ζ(·), η), ζ − yDζ] + η∂I(ζ(·), η)/∂η
.
In the case h(·) ≡ 1 and ζ(·) a constant function, (2.9), (2.20) with I(·) = G1(·)
yield equation (3.23) of [4]. Similarly (1.23), (2.20) yield equation (3.22) of [4].
Note also from (1.21), (2.2) that η(t) converges to zero as t → ∞ at exponential
rate 1/p. Letting η → 0 in (2.16), (2.20) we obtain the situation of the previous
paragraph.
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We shall obtain some boundedness and regularity properties of the function I(·)
given by (2.16), assuming only that β(·, 0) is continuous, satisfies (1.19) and in
addition the inequality
(2.21) 0 < inf β(·, 0) ≤ supβ(·, 0) < 1 .
Observe that
(2.22) 0 <
f(0)η
α0[y + ζ(y)]
≤ 1 if 0 < η ≤ 1, ζ(y) ≥ 0, y ≥ ε0 .
Hence I(ζ(·), η) is well defined by (2.16) provided ζ(·) is a non-negative function and
0 < η ≤ 1. In order to use our assumptions (1.19), (2.21) on the beta function, we
make a change of variable in the integral (2.16). Let Γ : R+× (0, 1]× [0, 1)→ [0, 1)
be the function defined by
(2.23) f(Γ(ζ, η, x)) =
f(x) + α0ζ
η
, ζ ≥ 0, 0 < η ≤ 1, 0 ≤ x < 1 .
From (2.3), (2.23) we see that
(2.24) lim
η→0
η−1[1− Γ(ζ, η, x)] =
1
f(x) + α0ζ
.
Setting y = f(x)/α0 in (2.16) we have that
(2.25) I(ζ(·), η) = η−p
∫ 1
0
w(Γ(ζ(f(x)/α0), η, x), 0) dx .
We recall from [2] how β(·, 0) is related to the function w(·, 0). Let X be the
random variable with cdf determined by w(·, 0), so
(2.26) P (X > x) =
w(x, 0)
w(0, 0)
, 0 < x < 1 .
The beta function is related to the cdf of X by the formula
(2.27) β(x, 0) = 1 +
d
dx
E[X − x | X > x] , 0 ≤ x < 1 .
The function h(·, 0) defined by (1.17) can be expressed as the expectation value
(2.28) h(x, 0) = w(0, 0)E[X − x; X > x] .
Hence on integration of (2.27) we obtain the identity
(2.29) E[X − x | X > x] =
h(x, 0)
w(x, 0)
=
∫ 1
x
[1− β(x′, 0)] dx′ .
Integrating (2.29) yields the formula
(2.30) h(x, 0) = h(0, 0) exp
[
−
∫ x
0
dx′
/∫ 1
x′
[1 − β(x′′, 0)] dx′′
]
.
Lemma 2.1. Assume β(·, 0) is continuous and satisfies (1.19), (2.21). Then for
any M,γ > 0 there exist positive constants Cγ , depending only on γ, and cM,γ,
depending only on M,γ, such that
(2.31) cM,γη
γ ≤ I(ζ(·), η) ≤ Cγη
−γ for 0 ≤ ζ(·) ≤M, 0 < η ≤ 1 .
If β(x, 0), 0 ≤ x < 1, is Ho¨lder continuous at x = 1 then the inequality (2.31) also
holds with γ = 0.
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Proof. It follows from (1.13) with t = 0 that for 0 < δ ≤ η ≤ 1 the inequality (2.31)
holds with constants depending only on δ,M . Therefore we may restrict ourselves
to the situation where 0 < η < δ and δ > 0 can be arbitrarily small. Next observe
from (1.19) that for any γ, 0 < γ < 1, there exists εγ > 0 such that
(2.32)
1
p+ 1 + γ
[1− z] ≤
∫ 1
z
[1− β(x′, 0)] dx′
≤
1
p+ 1− γ
[1− z] for 1− εγ ≤ z < 1.
Hence from (2.23), (2.30), (2.32) there exists for any 0 < γ ≤ 1 constants δγ > 0
and cγ , Cγ > 0 such that
(2.33) cγ [1− Γ(ζ, η, x)]
p+1+γ ≤ h(Γ(ζ, η, x), 0)
≤ Cγ [1− Γ(ζ, η, x)]
p+1−γ for ζ ≥ 0, 0 < η ≤ δγ , 0 ≤ x < 1 .
The inequality (2.31) follows now from (2.24), (2.25), (2.29), (2.33).
If β(x, 0), 0 ≤ x < 1, is Ho¨lder continuous at x = 1 with exponent q, 0 < q ≤ 1,
then there exist constants C1, C2 > 0 such that
(2.34)
1
p+ 1
[1− z]
1
1 + C1(1 − z)q
≤
∫ 1
z
[1− β(x′, 0)] dx′
≤
1
p+ 1
[1− z] {1 + C2(1− z)
q} for 0 ≤ z < 1.
One easily sees that the inequality (2.33) with γ = 0 follows from (2.34), whence
(2.31) with γ = 0 also holds. 
We obtain an expression for dζI(ζ(·), η) by differentiating (2.25). To do this we
use the formula
(2.35) −
∂w(x, 0)/∂x
w(x, 0)
= β(x, 0)
/∫ 1
x
[1− β(x′, 0)] dx′ .
We have also from (2.3), (2.23) that
(2.36)
∂Γ(ζ, η, x)
∂ζ
= −
α0ψ(Γ(ζ, η, x))
ηψ′(1)f(Γ(ζ, η, x))
.
It follows from (2.24), (2.36) that
(2.37)
∂Γ(ζ, η, x)
∂ζ
≃ α0η(1 − x)
2 as η → 0 .
Differentiating (2.25) we conclude from (2.23), (2.35), (2.36) that
(2.38) dζI(ζ(·), η; f(x)/α0) =
−η−p
α0g(Γ(ζ(f(x)/α0), η, x))
f(x) + α0ζ(f(x)/α0)
w(Γ(ζ(f(x)/α0), η, x), 0)a(f(x)/α0) , 0 ≤ x < 1 ,
where the function g(·) is given by the formula
(2.39) g(x) = −ψ(x)β(x, 0)
/
ψ′(1)
∫ 1
x
[1− β(x′, 0)] dx′ .
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Observe from (2.21), (2.39) that
(2.40) inf g(·) > 0 and lim
x→1
g(x) = p .
We see from (2.38), (2.39) that dζI(ζ(·), η) is a negative function for all non-negative
ζ(·) and 0 < η ≤ 1.
We can obtain similar formulas for ∂I(ζ(·), η)/∂η and for the denominator in the
expression (2.20) for ρ(ζ(·), η). First observe from (2.3), (2.23) that
(2.41)
∂Γ(ζ, η, x)
∂η
=
ψ(Γ(ζ, η, x))
ηψ′(1)
.
Now differentiating (2.25) with respect to η we have from (2.35), (2.39), (2.41) that
(2.42) pI(ζ(·), η) + η
∂I(ζ(·), η)
∂η
=
η−p
∫ 1
0
g(Γ(ζ(f(x)/α0), η, x))w(Γ(ζ(f(x)/α0), η, x), 0) dx .
Note that the RHS of (2.42) is positive. From (2.38), (2.42) we conclude that the
denominator in the expression (2.20) is given by the formula
(2.43) pI(ζ(·), η) + η
∂I(ζ(·), η)
∂η
+ [dζI(ζ(·), η), ζ − yDζ] =
η−p
∫ 1
0
g(Γ(ζ(f(x)/α0), η, x))
f(x) + α0ζ(f(x)/α0)
f(x) [1 +Dζ(f(x)/α0)]
× w(Γ(ζ(f(x)/α0), η, x), 0) dx = −[dζI(ζ(·), η), y(1 +Dζ)] .
Lemma 2.2. Assume β(·, 0) is continuous and satisfies (1.19), (2.21). Let ζ :
[ε0,∞)→ R be a C
1 non-negative function such that inf Dζ(·) ≥ −1, and 0 < η ≤
1. Then the function ρ(·, ·) of (2.20) satisfies the inequality
(2.44) ρ(ζ(·), η) ≥ − sup
y>ε0
h(y)
y
.
Suppose there is a constant M such that supDζ(·) ≤M . Then there exists δM > 0,
depending only on M , such that (2.44) can be improved to
(2.45) ρ(ζ(·), η) ≥ δM − sup
y>ε0
h(y)
y
.
Furthermore, there exists δM ,KM > 0, depending only on M , such that
(2.46) ρ(ζ(·), η) ≥ δM provided inf ζ(·) ≥ KM .
Suppose there is a constant m > 0 such that inf[1+Dζ(·)] ≥ m. For any M > 0
there is a constant Cm,M , depending only on m,M , such that
(2.47) ρ(ζ(·), η) ≤ Cm,M provided sup ζ(·) ≤ M .
Proof. The inequality (2.44) follows immediately from (2.20), (2.43) on using the
positivity of I(ζ(·), η) and the negativity of the function dζI(ζ(·), η) : [ε0,∞)→ R.
To prove the remaining inequalities we observe from (2.25), (2.38), (2.40) there are
constants C, c > 0 such that
(2.48)
∫ ∞
ε0
|dζI(ζ(·), η; y)| dy ≤
C
infy>ε0 [y + ζ(y)]
I(ζ(·), η) ,
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and also
(2.49) c inf
y≥ε0
y
y + ζ(y)
I(ζ(·), η) ≤
∫ ∞
ε0
|dζI(ζ(·), η; y)|y dy ≤ CI(ζ(·), η) .
Then (2.45) follows from the upper bound in (2.49). We see from (2.48) that it is
possible to chooseKM sufficiently large, depending onM , so that 0 ≥ [dζI(ζ(·), η), h+
hDζ] ≥ −I(ζ(·), η)/2 when inf ζ(·) ≥ KM . From the upper bound in (2.49) it
follows that 0 ≤ −[dζI(ζ(·), η), y(1 +Dζ)] ≤ C[1 +M ]I(ζ(·), η). Evidently we may
choose δM = 1/2C[1 +M ] in (2.46). The inequality (2.47) is a consequence of the
lower bound in (2.49). 
Next we estimate some second derivatives of I(ζ(·), η) with respect to ζ(·). To
carry this out we first observe from (2.3), (2.23) that
(2.50)
∂
∂x
Γ(ζ(f(x)/α0), η, x) =
f(x)ψ(Γ(ζ, η, x))
ηψ(x)f(Γ(ζ, η, x))
[1 +Dζ(f(x)/α0)] .
We conclude from (2.38), (2.50) that
(2.51) dζI(ζ(·), η; f(x)/α0) [1 +Dζ(f(x)/α0)] =
− η−p
ψ(x)a(f(x)/α0)
ψ′(1)f(x)
∂
∂x
w(Γ(ζ(f(x)/α0), η, x), 0) .
Suppose now that ζ,G : [ε0,∞)→ R are non-negative C
1 functions with bounded
first derivatives. We have from (2.51) upon integration by parts that
(2.52) [dζI(ζ(·), η), G(1 +Dζ)] = η
−pψ(0)G(f(0)/α0)
ψ′(1)f(0)
w(Γ(ζ(f(0)/α0), η, 0), 0)
+η−p
∫ 1
0
{
[ψ′(x) + ψ′(1)]G(f(x)/α0)
ψ′(1)f(x)
−
G′(f(x)/α0)
α0
}
w(Γ(ζ(f(x)/α0), η, x), 0) dx .
Lemma 2.3. Assume β(·, 0) is continuous and satisfies (1.19), (2.21). Let G :
[ε0,∞) → R be a C
1 non-negative function with bounded first derivative. Define
HG(ζ(·), η) for non-negative C
1 functions ζ : [ε0,∞)→ R
+ with bounded derivative
and 0 < η ≤ 1 by HG(ζ(·), η) = −[dζI(ζ(·), η), G(1 +Dζ)]. Given any γ > 0 there
is a constant Cγ such that
(2.53) |HG(ζ1(·), η)−HG(ζ2(·), η)| ≤ Cγη
−γ‖ζ1(·)− ζ2(·)‖∞ ,
for all non-negative ζj(·), j = 1, 2., and also
(2.54) |HG(ζ(·), η1)−HG(ζ(·), η2)| ≤ Cγη
−(γ+1)
1 |η1 − η2| ,
for all ζ(·) ≥ 0, 0 < η1 < η2 ≤ 1.
Proof. We use the representation (2.52) and the fundamental theorem of calculus
to prove (2.53). For the first term on the RHS of (2.52) we have
(2.55) w(Γ(ζ1(f(0)/α0), η, 0), 0)− w(Γ(ζ2(f(0)/α0), η, 0), 0) =
−
∫ 1
0
dλ
g(X(λ))
ε0 + λζ1(ε0) + (1− λ)ζ2(ε0)
w(X(λ), 0) [ζ1(ε0)− ζ2(ε0)] ,
where X(λ) = Γ(λζ1(ε0)+ (1−λ)ζ2(ε0), η, 0). It follows from (2.23), (2.29), (2.33),
(2.55) there is for any γ > 0 a constant C1,γ such that
(2.56) |w(Γ(ζ1(ε0), η, 0), 0)− w(Γ(ζ2(ε0), η, 0), 0)| ≤ C1,γη
p−γ |ζ1(ε0)− ζ2(ε0)| .
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We can make a similar argument to estimate the integral on the RHS of (2.52),
whence (2.53) follows. We prove (2.54) in the same way as (2.53) by using (2.41).

Remark 1. Note that we only use the integrability of ψ′(·) in our estimate, so
ψ′(x) can diverge as x→ 0, as in the case of the LSW functions (1.14). Similarly
we only need the function y → G′(y) to be integrable close to y = ε0. Hence the
result of Lemma 2.3 applies to the function G(·) = h(·).
In Lemma 2.2 we obtained bounds on ρ(ζ(·), η) which are uniform for 0 < η ≤ 1.
Next we show that limη→0 ρ(ζ(·), η) exists.
Lemma 2.4. Assume β(·, 0) is continuous and satisfies (1.19), (2.21). For m,M >
0, let Sm,M be the set of non-negative C
1 functions ζ : [ε0,∞) → R such that
1+ inf Dζ(·) ≥ m, and ‖ζ(·)‖1,∞ ≤M , where ‖ · ‖1,∞ is defined by (3.5). Then the
function ρ(·, ·) of (2.20) satisfies the limit
(2.57) lim
η→0
sup{|ρ(ζ(·), η) − ρp(ζ(·))| : ζ(·) ∈ Sm,M} = 0 ,
where ρp(ζ(·)) is given by the RHS of (1.31) with I(ζ(·)) as in (2.12), (2.13). If
the function x → β(x, 0) is Ho¨lder continuous at x = 1 of order γ > 0 then there
exists a constant Cm,M , depending only on m,M , such that
(2.58) sup{|ρ(ζ(·), η) − ρp(ζ(·))| : ζ(·) ∈ Sm,M} ≤ Cm,M η
γ for 0 < η ≤ 1 .
Proof. We already saw in Lemma 2.1 that the function I(ζ(·), η) can diverge as
η → 0. We can however obtain a finite limit by introducing a suitable normalization.
Thus we show that
(2.59) lim
η→0
sup
{∣∣∣∣∣ η
p
w(Γ(ζ(f(0)/α0), η, 0), 0)
I(ζ(·), η)
− [ε0 + ζ(ε0)]
p α
p
0Ip(ζ(·))
Kp
∣∣∣∣∣ : 0 ≤ ζ(·) ≤M
}
= 0 ,
where Ip(ζ(·)) is the function I(ζ(·)) of (2.12), (2.13). To see (2.59) we observe
from (2.25) that
(2.60)
ηp
w(Γ(ζ(f(0)/α0), η, 0), 0)
I(ζ(·), η) =
∫ 1
0
w(Γ(ζ(f(x)/α0), η, x), 0)
w(Γ(ζ(f(0)/α0), η, 0), 0)
dx =
∫ 1
0
α(ζ(·), η, x) dx .
From (2.29), (2.30) we have that
(2.61) α(ζ(·), η, x) = exp
[
−
∫ Γ(ζ(f(x)/α0),η,x)
Γ(ζ(f(0)/α0),η,0)
dx′
/∫ 1
x′
[1− β(x′′, 0)] dx′′
]
×
∫ 1
Γ(ζ(f(0)/α0),η,0
[1− β(x′, 0)] dx′∫ 1
Γ(ζ(f(x)/α0),η,x)
[1− β(x′, 0)] dx′
.
From (1.19), (2.24), (2.61) we see that
(2.62) lim
η→0
α(ζ(·), η, x) =
(
f(0) + α0ζ(f(0)/α0)
f(x) + α0ζ(f(x)/α0)
)p
.
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Note that for any M > 0 and δ with 0 < δ < 1, the limit in (2.62) is uniform for
[ζ(·), x] in the set {[ζ(·), x] : 0 ≤ ζ(·) ≤M, 0 ≤ x ≤ 1− δ}. We also have that for
any γ with 0 < γ < p there exists a constant CM,γ such that
(2.63) 0 ≤ α(ζ(·), η, x) ≤ CM,γ(1 − x)
p−γ for 0 < η ≤ 1, 0 ≤ ζ(·) ≤M .
We conclude from (2.12), (2.13), (2.60), (2.62), (2.63) that
(2.64) lim
η→0
ηp
w(Γ(ζ(f(0)/α0), η, 0), 0)
I(ζ(·), η) =
[f(0)/α0 + ζ(f(0)/α0)]
p
∫ 1
0
dx
[f(x)/α0 + ζ(f(x)/α0)]
p =
[f(0)/α0 + ζ(f(0)/α0)]
p
∫ ∞
ε0
a(y)
[b(y) + ζ(y)]p
dy = [ε0 + ζ(ε0)]
p α
p
0Ip(ζ(·))
Kp
.
The limit in (2.64) is uniform for ζ(·) in the set 0 ≤ ζ(·) ≤ M , whence (2.59)
follows.
To show convergence of the terms involving dζI in (2.20) we observe from (2.38)
that
(2.65)
ηp
w(Γ(ζ(f(0)/α0), η, 0), 0)
dζI(ζ(·), η; f(x)/α0) =
−
α0g(Γ(ζ(f(x)/α0), η, x))
f(x) + α0ζ(f(x)/α0)
α(ζ(·), η, x)a(f(x)/α0) , 0 ≤ x < 1 .
We conclude from (2.40), (2.62), (2.65) that
(2.66) lim
η→0
ηp
w(Γ(ζ(f(0)/α0), η, 0), 0)
dζI(ζ(·), η; f(x)/α0) =
−
p [f(0)/α0 + ζ(f(0)/α0)]
p
[f(x)/α0 + ζ(f(x)/α0)]
p+1 a(f(x)/α0) =
[ε0 + ζ(ε0)]
p α
p
0dζIp(ζ(·)); f(x)/α0)
Kp
.
Let G : [ε0,∞)→ R be a C
1 function with bounded first derivative. It follows from
(2.66) that
(2.67) lim
η→0
ηp
w(Γ(ζ(f(0)/α0), η, 0), 0)
[dζI(ζ(·), η), G(1 +Dζ)]
= [ε0 + ζ(ε0)]
p α
p
0
Kp
[dζIp(ζ(·)), G(1 +Dζ)] .
The limit in (2.67) is uniform for non-negative functions ζ(·) satisfying ‖ζ(·)‖1,∞ ≤
M . Now (2.57) follows from the lower bound in (2.49) and (2.59), (2.67) upon using
the formula (2.43) for the denominator of (2.20).
To prove (2.58) we observe that if the function x→ β(x, 0) is Ho¨lder continuous
at x = 1 of order γ > 0 then there is a constant C1 > 0 such that
(2.68)
1
[1 + C1ηγ ]
(
f(0) + α0ζ(f(0)/α0)
f(x) + α0ζ(f(x)/α0)
)p
≤ α(ζ(·), η, x)
≤ [1 + C1η
γ ]
(
f(0) + α0ζ(f(0)/α0)
f(x) + α0ζ(f(x)/α0)
)p
for ζ(·) ≥ 0, 0 < η ≤ 1, 0 ≤ x < 1 .
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By carrying through the argument for the proof of (2.57) and using (2.68) we obtain
(2.58). 
We can use the method in the proof of Lemma 2.4 to improve on the result of
Lemma 2.1.
Lemma 2.5. Assume β(·, 0) is continuous and satisfies (1.19), (2.21). Then for
any M,γ > 0 there exist positive constants CM,γ , cM,γ, depending only on M,γ,
such that
(2.69)
cM,γ
(
η1
η2
)γ
≤
I(ζ1(·), η1)
I(ζ2(·), η2)
≤ CM,γ
(
η2
η1
)γ
for 0 ≤ ζ1(·), ζ2(·) ≤M, 0 < η1 ≤ η2 ≤ 1 .
Proof. From (2.60) we have that
(2.70)
I(ζ1(·), η1)
I(ζ2(·), η2)
=
(
η2
η1
)p
w(Γ(ζ1(f(0)/α0), η1, 0), 0)
w(Γ(ζ2(f(0)/α0), η2, 0), 0)
∫ 1
0 α(ζ1(·), η1, x) dx∫ 1
0
α(ζ2(·), η2, x) dx
.
Using the representation analogous to (2.61) for α(ζ(·), η, x), we see that
(2.71) c
(
η1
η2
)p+γ
≤
w(Γ(ζ1(f(0)/α0), η1, 0), 0)
w(Γ(ζ2(f(0)/α0), η2, 0), 0)
≤ C
(
η1
η2
)p−γ
,
where c, C > 0 depend only on M,γ > 0. 
3. Proof of Theorem 1.2
We shall prove Theorem 1.2 using the setup developed in §2. In order to carry
this out we shall need to assume that the function u(·) of (2.2) satisfies inf u(·) ≥ 1
and also that β(·, 0) satisfies (2.21) as well as (1.19). The lower bound on inf u(·)
and the requirement that (2.21) holds are not actually additional constraints beyond
(1.19) on the initial data. We can see this from the arguments in §2 of [4]. In fact
there exists T0 > 0 such that inft≥T0 u(t) ≥ 1 and β(·, T0) satisfies (2.21). Hence the
formula (2.16) for I(ξ(·, t), η(t)) with η(t) = u(t)−1 is well-defined provided t ≥ T0
and ξ(·, t) is a non-negative function.
Let η : [0,∞) → (0, 1] be a continuous strictly positive function. We study
solutions to (1.23) with ρ(ξ(·, t)) = ρ(ξ(·, t), η(t)), t ≥ 0, where ρ(ζ(·), η) is given
by the formula (2.20) and I(ζ(·), η) by (2.16). We first consider the linear PDE
(3.1)
∂ξ(y, t)
∂t
− h(y)− h(y)
∂ξ(y, t)
∂y
+ ρ(t)
[
ξ(y, t)− y
∂ξ(y, t)
∂y
]
= 0, y > ε0, t > 0,
where ρ : [0,∞)→ R is assumed to be a known function. The initial value problem
for (3.1) can be solved globally in time by the method of characteristics provided
(3.2) inf ρ(·) ≥ −
h(ε0)
ε0
.
If (3.2) holds the characteristic y(·), defined as the solution to the terminal value
problem
(3.3)
dy(s)
ds
= −h(y(s))− ρ(s)y(s) , 0 ≤ s < t, y(t) = y ,
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has the property that for y ≥ ε0 then y(s) ≥ ε0, 0 ≤ s < t. The solution to
(3.1) with given initial data ξ(y, 0), y ≥ ε0, is then expressed in terms of the
characteristic (3.3) by
(3.4)
ξ(y, t) = exp
[
−
∫ t
0
ρ(s) ds
]
ξ(y(0), 0) +
∫ t
0
ds h(y(s)) exp
[
−
∫ t
s
ρ(s′) ds′
]
.
It follows from (1.24), (3.4) that if the initial data ξ(·, 0) is non-negative, then the
function ξ(·, t) is non-negative for all t > 0.
We prove a local existence and uniqueness theorem for the initial value problem
for (1.23), where the function t → ρ(ξ(·, t)) in (1.23) is replaced by the function
t → ρ(ξ(·, t), η(t)), with ρ(ζ(·), η) given by (2.20). We shall follow the same line
of argument as in Lemma 2.1 of [3]. Thus following (1.9) of [3], we define for
m = 1, 2, . . . , norms on Cm functions ζ : [ε0,∞)→ R by
(3.5) ‖ζ(·)‖m,∞ = sup
ε0≤y<∞
m∑
k=0
yk
∣∣∣∣dkζ(y)dyk
∣∣∣∣ .
Lemma 3.1. Let h : [ε0,∞) → R be a continuous positive function, which is C
1
on (ε0,∞), and satisfies ‖h(·)‖∞ < ∞,
∫ ε0+1
ε0
|h′(y)| dy + supy≥ε0+1 y|h
′(y)| <
∞, supy≥ε0 [h(y)/y] = h(ε0)/ε0. Assume β(·, 0) is continuous and satisfies (1.19),
(2.21), I(ζ(·), η) is given by (2.25), and η : [0,∞) → (0, 1] is a continuous strictly
positive function. Let ρ(ζ(·), η) be defined by (2.20), and consider the initial value
problem for (3.1) with ρ(t) = ρ(ξ(·, t), η(t)). Given C1 non-negative initial data
ξ(y, 0), y ≥ ε0, such that ‖ξ(·, 0)‖1,∞ < ∞ and inf Dξ(·, 0) ≥ −1, there exists for
some T > 0 a unique non-negative solution ξ(y, t), y ≥ ε0, 0 ≤ t ≤ T, such that
‖ξ(·, t)‖1,∞ <∞ and inf Dξ(·, t) ≥ −1, 0 ≤ t ≤ T .
Proof. Since ξ(·, 0) is a non-negative function we have that 1 +Dξ(·, 0) ≥ 0, but is
not identically zero. Hence the denominator [dζI(ξ(·, 0), η(0)), y(1+Dξ(·, 0))] in the
formula (2.20) is positive. Since ‖ξ(·, 0)‖1,∞ <∞ we have from (2.45) of Lemma 2.2
that ρ0 = ρ(ξ(·, 0), η(0)) > −h(ε0)/ε0. For T > 0 and 0 < ε < [ρ0+h(ε0)/ε0]/2, let
Eε,T be the metric space of continuous functions ρ : [0, T ]→ R such that ρ(0) = ρ0
and ‖ρ(·)− ρ0‖∞ ≤ ε. If ρ(·) ∈ Eε,T then inf ρ(·) ≥ −h(ε0)/ε0 + ε and the function
ξ(·, t) is well defined by (3.4). We define the function Kρ : [0, T ]→ R by
(3.6) Kρ(t) = ρ(ξ(·, t), η(t)) , 0 ≤ t ≤ T, where ξ(·, t) is given by (3.4).
Evidently Lemma 2.2 implies that infKρ(·) ≥ −h(ε0)/ε0, and fixed points of K
correspond to solutions ξ(·, ·) of (3.1) with ρ(t) = ρ(ξ(·, t), η(t)).
We first show that K maps Eε,T to itself provided ε, T > 0 are sufficiently small.
To do this we use the representation
(3.7) I(ξ(·, t), η(t)) − I(ξ(·, 0), η(0)) =∫ 1
0
dλ
∂I(ξ(·, t), λη(t) + (1− λ)η(0))
∂η
[η(t) − η(0)]+
∫ 1
0
dλ [dζI(λξ(·, t) + (1− λ)ξ(·, 0), η(0)), ξ(·, t) − ξ(·, 0)] .
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We have from Lemma 2.1, (2.25), (2.42) there is a constant C1 such that
(3.8)
∣∣∣∣η ∂I(ζ(·), η)∂η
∣∣∣∣ ≤ C1I(ζ(·), η)) ≤ C1Cγη−γ .
It follows then from (2.48), (3.7), (3.8) there is for any γ > 0 a constant Cγ such
that
(3.9) |I(ξ(·, t), η(t)) − I(ξ(·, 0), η(0))| ≤
Cγ
min[η(0), η(t)]γ
[
|η(t) − η(0)|
min[η(0), η(t)]
+ ‖ξ(·, t)− ξ(·, 0)‖∞
]
.
Since the function η(·) is continuous and η(0) > 0 the first term on the RHS of
(3.9) can be made arbitrarily small for 0 ≤ t ≤ T by choosing T > 0 sufficiently
small. We estimate the second term on the RHS of (3.9) by using (3.4). Thus from
(3.3) we have that
(3.10) ξ(y, 0)− ξ(y(0), 0) = −
∫ t
0
ds [h(y(s)) + ρ(s)y(s)]Dξ(y(s), 0) ,
whence we conclude that for all ρ(·) such that ‖ρ(·) − ρ0‖∞ ≤ ε there is a con-
stant C1,ε such |ξ(y, 0) − ξ(y(0), 0)| ≤ C1,εt‖ξ(·, 0)‖1,∞. Now from (3.10) and the
boundedness of h(·) it follows there is a constant C2,ε such that
(3.11) ‖ξ(·, t)− ξ(·, 0)‖∞ ≤ C2,εt [ ‖ξ(·, 0)‖1,∞ + 1] , 0 ≤ t ≤ T ≤ 1 .
It follows from (3.11) that the second term on the RHS of (3.9) can be made
arbitrarily small for 0 ≤ t ≤ T by choosing T > 0 sufficiently small. In order to
estimate |Kρ(t) − ρ0| we also need to estimate differences for the function HG of
Lemma 2.3 when G(y) = h(y) and G(y) = y, y ≥ ε0. The inequalities (2.53), (2.54)
hold for both of these functions (see especially the remark following Lemma 2.3).
We have therefore for any γ > 0 there exists a constant Cγ such that
(3.12) |HG(ξ(·, t), η(t)) −HG(ξ(·, 0), η(0))| ≤
Cγ
min[η(0), η(t)]γ
[
|η(t) − η(0)|
min[η(0), η(t)]
+ ‖ξ(·, t)− ξ(·, 0)‖∞
]
.
From (3.9), (3.11), (3.12) we conclude for given ε > 0, there exists T > 0 such that
if ρ(·) ∈ Eε,T then Kρ(·) ∈ Eε,T .
We may make a similar argument to show that K : Eε,T → Eε,T is a contraction
mapping provided T > 0 is sufficiently small. Let ξj(·, t), j = 1, 2, 0 ≤ t ≤ T,
denote the functions (3.4) with ρ(·) = ρj(·) ∈ Eε,T , j = 1, 2. We shall show that
(3.13)
‖ξ1(·, t)− ξ2(·, t)‖∞ ≤ C3,εt‖ρ1(·)− ρ2(·)‖∞ [ ‖ξ(·, 0)‖1,∞ + 1] , 0 ≤ t ≤ T,
for a constant C3,ε depending only on ρ0, ε, provided T ≤ 1. To see this first observe
from (3.3) the identity
(3.14) y(s) = exp
[∫ t
s
ρ(s′) ds′
]
y +
∫ t
s
exp
[∫ s′
s
ρ(s′′) ds′′
]
h(y(s′)) ds′ .
Since h(·) is non-negative and bounded there exist constants Cε, cε > 0 depending
only on ε, ρ0 such that for 0 < T ≤ 1,
(3.15) cεy ≤ y(s) ≤ Cεy for y ≥ ε0, 0 ≤ s ≤ t ≤ T, ρ(·) ∈ Eε,T .
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Next we estimate the difference of the characteristics yj(·), j = 1, 2, which are
the solutions to (3.3) corresponding to ρj(·), j = 1, 2 respectively. Setting z(s) =
y1(s)− y2(s), s ≤ t, we have from (3.3) that
(3.16)
dz(s)
ds
= −[g(s)+ ρ1(s)]z(s)− [ρ1(s)− ρ2(s)]y2(s) , 0 ≤ s < t, z(t) = 0 ,
where the function g(·) is given by
(3.17) g(s) =
∫ 1
0
dλ h′(λy1(s) + (1− λ)y2(s)) , 0 ≤ s ≤ t .
Evidently g(s) = g(s, y) depends on the terminal condition y1(t) = y2(t) = y >
ε0 as well as on s, and it is possible that g(s, y) becomes unbounded as y →
ε0. However, in view of our assumptions on h
′(·) and the inequality inf ρj(·) ≥
−h(ε0)/ε0 + ε, j = 1, 2, there is a constant Mε independent of T such that
(3.18)
∫ t
0
|g(s, y)| ds ≤ Mε for y > ε0, 0 < t ≤ T .
The solution to (3.16) has the representation
(3.19) z(s) =
∫ t
s
exp
[∫ s′
s
{g(s′′) + ρ1(s
′′)} ds′′
]
[ρ1(s
′)− ρ2(s
′)]y2(s
′) ds′ .
We now can estimate the LHS of (3.13) from (3.4) by using the fundamental the-
orem of calculus and (3.15), (3.18), (3.19). We conclude from (3.13) that K is a
contraction if T > 0 is sufficiently small, by using the inequality (2.53) and the
inequality
(3.20) |I(ζ1(·), η)− I(ζ2(·), η)| ≤ Cγη
−γ‖ζ1(·)− ζ2(·)‖∞ ,
which follows from (2.48).
It follows from the contraction mapping theorem there exists for sufficiently
small T > 0 a unique ρ(·) ∈ Eε,T such that Kρ(·) = ρ(·). Setting this ρ(·) into
the expressions (3.3), (3.4) we obtain a solution ξ(y, t), y ≥ ε0, 0 ≤ t ≤ T, to
the initial value problem. We see from (3.4), using the boundedness of h(·), that
supy≥ε0 ξ(y, t) < ∞. We can obtain a formula for Dξ(y, t) from the first variation
equation for (3.3). Thus letting Y (s, y), s ≤ t, denote the solution to (3.3) so as
to indicate the dependence on the variable y, we have that DY (s, y) satisfies the
linear variation equation
(3.21)
d
ds
DY (s, y) = −[h′(y(s)) + ρ(s)]DY (s, y) , 0 ≤ s ≤ t, DY (t, y) = 1 .
Integrating (3.21) we obtain the formula
(3.22) DY (s, y) = exp
[∫ t
s
{h′(y(s′)) + ρ(s′)} ds′
]
.
Differentiating (3.4) we have from (3.22) the expression
(3.23) Dξ(y, t) = exp
[∫ t
0
h′(y(s)) ds
]
Dξ(y(0), 0)
+
∫ t
0
ds h′(y(s)) exp
[∫ t
s
h′(y(s′)) ds′
]
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= exp
[∫ t
0
h′(y(s)) ds
]
{1 +Dξ(y(0), 0)} − 1 .
Arguing as for the estimate (3.18), we see that the integral of h′(·) on the RHS of
(3.23) is bounded uniformly in y > ε0, 0 < t ≤ T . We conclude then from (3.15)
and the first expression on the RHS of (3.23) that supy≥ε0 y|Dξ(y, t)| < ∞ for
0 ≤ t ≤ T . We have therefore shown that the solution to the initial value problem
satisfies ‖ξ(·, t)‖1,∞ < ∞ when 0 < t ≤ T . We see from the second expression on
the RHS of (3.23) that 1 +Dξ(·, t) ≥ 0 for 0 < t ≤ T . 
The local existence result of Lemma 3.1 can be extended to global existence by
using Lemma 2.2.
Proposition 3.1. Let h : [ε0,∞)→ R be a continuous positive decreasing function
with limy→∞ h(y) = h∞ > 0, which is C
1 on (ε0,∞) and supy≥ε0+1 y|h
′(y)| < ∞.
Assume that β(·, 0), η(·), ξ(·, 0) satisfy the conditions of Lemma 3.1, and in addition
that inf[1 + Dξ(·, 0)] ≥ m for some m > 0. Then with I(ζ(·), η) given by (2.25)
and ρ(ζ(·), η) by (2.20), there exists for 0 < t <∞ a unique non-negative solution
ξ(y, t), y ≥ ε0, to the initial value problem for (3.1) with ρ(t) = ρ(ξ(·, t), η(t)) such
that ‖ξ(·, t)‖1,∞ <∞ and inf Dξ(·, t) ≥ −1.
The solution ξ(·, t), t > 0, has the property
(3.24) sup
t≥0
{‖ξ(·, t)‖∞ + ‖Dξ(·, t)‖∞} <∞, inf
y≥ε0, t>0
[1 +Dξ(y, t)] > 0 .
Furthermore there exist constants δ,M > 0, depending only on m and ‖ξ(·, 0)‖1,∞,
such that
(3.25) δ −
h(ε0)
ε0
≤ ρ(ξ(·, t), η(t)) ≤ M for t > 0 .
Proof. Note that h(·) satisfies the assumptions of Lemma 3.1. To prove existence
and uniqueness of the solution ξ(·, t) for all t > 0 it is sufficient to show for any
T > 0 there exists A(T ) > 0, depending only on ‖ξ(·, 0)‖1,∞, m and T , such that
‖ξ(·, t)‖1,∞ ≤ A(T ) for all 0 < t < T . If that is the case then by Lemma 3.1 we
may extend the solution of the initial value problem beyond T , whence the solution
exists globally in time.
We see from (3.23) that inf[1 + Dξ(·, t)] ≥ 0 for 0 < t < T and there exists
A1 > 0, depending only on ‖Dξ(·, 0)‖∞, such that sup0<t<T ‖Dξ(·, t)‖∞ ≤ A1.
The lower bound in (3.25) follows from this and (2.45) of Lemma 2.2. It also
follows from the lower bound that for any T > 0 there exists A(T ) such that
supy≥ε0 |yDξ(y, t)| ≤ A(T ) if 0 < t < T . We see this by using (3.14) and the first
expression on the RHS of (3.23).
Next observe from (3.4) that for any positive ν < min{1, T }, there exists a
constant Cν > 0, depending only on ν and ‖ξ(·, 0)‖∞ , such that
(3.26) 0 < sup
y≥ε0
ξ(y, t) ≤ Cν inf
y≥ε0
ξ(y, t) , ν < t < T .
From (2.46) of Lemma 2.2 there exists δ,K > 0, depending only on ‖Dξ(·, 0)‖∞,
such that for 0 < t < T , if inf ξ(·, t) ≥ K then ρ(ξ(·, t), η(t)) ≥ δ. We choose now K
sufficiently large so there exists Tν > ν > 0 such that supy≥ε0 ξ(y, t) < CνK for 0 <
t < Tν . Letting [0, Tν) be the maximal such interval, we either have that Tν = ∞
or supy≥ε0 ξ(y, t) = CνK. Let us suppose that Tν <∞ and supy≥ε0 ξ(y, t) > CνK
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for Tν < t < T
′
ν . From (3.26) we have that infy≥ε0 ξ(y, t) > K for Tν < t < T
′
ν. It
follows now from (3.4) that
(3.27) sup
y≥ε0
ξ(y, t) ≤ e−δ(t−Tν)CνK +
1− e−δ(t−Tν)
δ
‖h(·)‖∞ , Tν < t < T
′
ν .
Evidently the RHS of (3.27) is bounded independent of T ′ν > Tν . Iterating this
argument we conclude there exists A2 > 0, depending only on ‖ξ(·, 0)‖1,∞ , such
that sup0<t<T ‖ξ(·, t)‖∞ ≤ A2. We have established the first inequality of (3.24).
To prove the second inequality of (3.24), let yδ > ε0 be such that
(3.28) y
[
δ −
h(ε0)
ε0
]
+ h(y) ≥
ε0δ
2
for ε0 ≤ y ≤ yδ .
From (3.3), the lower bound in (3.25), and (3.28) it follows that the characteristic
y(s), 0 ≤ s ≤ t, with y(t) = y satisfies y(s) ≥ yδ, 0 ≤ s ≤ t, if y ≥ yδ. If
ε0 ≤ y < yδ then y
′(s) ≤ −ε0δ/2 when y(s) < yδ. It follows that
(3.29)
∫ t
0
|h′(y(s))| ds ≤
2
ε0δ
∫ yδ
ε0
|h′(y)| dy + sup
y≥yδ
[y|h′(y)|]
∫ t
0
ds
y(s)
.
From (3.4), (3.14) we have that
(3.30)
∫ t
0
ds
y(s)
≤
1
y
∫ t
0
ds exp
[
−
∫ t
s
ρ(s′) ds′
]
≤
1
yh∞
ξ(y, t) .
Now the first inequality of (3.24) and (3.29), (3.30) imply there is a constant C
such that
(3.31)
∫ t
0
|h′(y(s))| ds ≤ C for all t > 0, y(t) = y ≥ ε0 .
We conclude from (3.23), (3.31) that inf[1+Dξ(·, t)] ≥ e−Cm for t > 0, whence the
second inequality of (3.24) holds. The upper bound in (3.25) follows from (3.24)
and (2.47) of Lemma 2.2. 
In order to show the solution ξ(·, t) of Proposition 3.1 satisfies supt>0 ‖ξ(·, t)‖1,∞ <
∞, we need a strict positivity assumption on the function ρ(·) at large time.
Lemma 3.2. Let ρ : [0,∞) → R be a continuous function satisfying inf ρ(·) >
−h(ε0)/ε0 i.e. a strict version of (3.2), and δ0, τ0 > 0 have the property that
(3.32)
∫ t
s
ρ(s′) ds′ ≥ δ0(t− s) for t ≥ τ0, 0 ≤ s ≤ t− τ0 .
Assume the function h : [ε0,∞) → R is positive continuous decreasing, C
1 on
(ε0,∞) and satisfies the inequality
(3.33) ‖h(·)‖∞ + sup
y≥ε0+1
y|h′(y)| < ∞ .
Then there are constants C1, C2, independent of ξ(·, 0), such that the solution
ξ(·, t), t ≥ 0, to the initial value problem for (3.1) satisfies the inequality
(3.34) ‖ξ(·, t)‖1,∞ ≤ C1e
−δ0t‖ξ(·, 0)‖1,∞ + C2 , t ≥ 0 .
Assume in addition to (3.32) that h(·) is convex, C2 on (ε0,∞) and
(3.35) sup
y≥ε0+1
y2h′′(y) < ∞ .
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If ξ(·, 0) is C2 on (ε0,∞) then ξ(·, t) is C
2 on (ε0,∞), and there are positive
constants ν0, C3, C4, independent of ξ(·, 0), such that
(3.36)
∫ ε0+ν0
ε0
|D2ξ(y, t)| dy + sup
y≥ε0+ν0
y2|D2ξ(y, t)| ≤
C3e
−δ0t
{
‖ξ(·, 0)‖1,∞ +
∫ ε0+ν0
ε0
|D2ξ(y, 0)| dy + sup
y≥ε0+ν0
y2|D2ξ(y, 0)|
}
+C4 , t ≥ 0 .
Proof. Multiplying (3.23) by y we have from (3.14), upon using the assumption
that h(·) is decreasing, the inequality
(3.37) y|Dξ(y, t)| ≤ exp
[
−
∫ t
0
ρ(s) ds
]
y(0)|Dξ(y(0), 0)|
+
∫ t
0
ds y(s)|h′(y(s))| exp
[
−
∫ t
s
ρ(s′) ds′
]
, y ≥ ε0 .
The bound (3.34) follows now from (3.32) by using (3.1) to estimate ‖ξ(·, t)‖∞ and
(3.37) to estimate supy≥ε0 y|Dξ(y, t)|. Note that we need to use the assumption
inf ρ(·) > −h(ε0)/ε0 so as to estimate the second term on the RHS of (3.37) when
y is close to ε0.
Differentiating (3.23) with respect to y, we have from (3.22) that
(3.38) D2ξ(y, t) = exp
[∫ t
0
{ρ(s) + 2h′(y(s))} ds
]
D2ξ(y(0), 0)
+ exp
[∫ t
0
h′(y(s)) ds
]
{1 +Dξ(y(0), 0)}×
∫ t
0
ds h′′(y(s)) exp
[∫ t
s
{ρ(s′) + h′(y(s′))} ds′
]
.
Multiplying (3.38) by y2 we have from (3.14) the inequality
(3.39) y2|D2ξ(y, t)| ≤ exp
[
−
∫ t
0
ρ(s) ds
]
y(0)2|D2ξ(y(0), 0)|
+ {1 + |Dξ(y(0), 0)|}
∫ t
0
ds y(s)2h′′(y(s)) exp
[
−
∫ t
s
ρ(s′) ds′
]
.
We choose ν0 > 0 so that for some δ > 0,
(3.40) inf ρ(·) ≥ −
h(ε0 + ν0)
ε0 + ν0
+ δ .
We see from (3.3), (3.40) that
(3.41)
dy(s)
ds
≤ −min{δε0, h(ε0 + ν0)} if y(s) ≤ ε0 + ν0 ,
y(s) ≥ ε0 + ν0 for s ≤ t if y(t) = y ≥ ε0 + ν0 .
The inequality (3.36) follows from (3.32), (3.39), (3.41) by observing that
(3.42)
∫
{ε0<y<y′<ε0+1}
h′′(y′) dy′dy < ∞ .

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Theorem 3.1. In addition to the assumptions of Proposition 3.1, suppose the
function η : [0,∞)→ (0, 1] is C1 and satisfies
(3.43) |η′(t)| ≤ Cη(t), lim
t→∞
η(t) = 0,
for some positive constant C. Let ξ(·, t), t > 0, be the solution to the initial value
problem for (3.1) with ρ(t) = ρ(ξ(·, t), η(t)), t ≥ 0. Then one has
(3.44) sup
t>0
‖ξ(·, t)‖1,∞ <∞, lim
T→∞
1
T
∫ T
0
ρ(ξ(·, t), η(t)) dt =
1
p
.
Proof. We observe from (2.20), (3.1) that
(3.45)
1
p
d
dt
log I(ξ(·, t), η(t)) = ρ(t)−
1
p
+
1
p
[
dη(t)
dt
+ ρ(t)η(t)
]
1
I(ξ(·, t), η(t))
∂I(ξ(·, t), η(t))
∂η
, where ρ(t) = ρ(ξ(·, t), η(t)) .
We have now that
(3.46) lim
η→0
sup
ζ(·)≥0
1
I(ζ(·), η)
η
∣∣∣∣∂I(ζ(·), η)∂η
∣∣∣∣ = 0 .
The limit (3.46) follows from (2.24), (2.25), (2.40), (2.42). The limit in (3.44)
can now be obtained as a consequence of Lemma 2.1 and (3.25), (3.43), (3.46)
by integrating (3.45). In fact from (3.43) there is a constant c > 0 such that
1 ≥ η(t) ≥ ce−Ct, t ≥ 0. In view of (3.24) we may apply Lemma 2.1 to conclude
that for any ν > 0 the integral of the LHS of (3.45) over the interval [0, T ] is
bounded by νT at large T . The inequality in (3.44) follows from (3.34) of Lemma
3.2 once we show that (3.32) holds. We prove (3.32) in the same way we proved the
limit in (3.44) by integrating (3.45) over the interval [s, t]. The inequality follows
upon using the differential inequality in (3.43) and Lemma 2.5. 
Proof of Theorem 1.2. We first show that the function u(·) defined by (2.2) satisfies
limt→∞ u(t)
−1 = 0. To see this we use the identity from (2.2) of [4] that u(t)−1 =
∂F (1, t)/∂x. Now the function x → F (x, t), 0 ≤ x < 1, is increasing and convex
for all t > 0. From (2.2) and (2.44) of [4] we see there exists a constant C such that
(3.47)
∂F (1, t)
∂x
≤ C
∂F (0, t)
∂x
, t ≥ 0 .
We also have from Lemma 2.1 of [4] that limt→∞ F (0, t) = 1 = F (1, t), whence
(3.47) implies that limt→∞ ∂F (1, t)/∂x = 0. We may now choose T0 > 0 such that
the function η(t) = u(t)−1 satisfies 0 < η(t) ≤ 1 for t ≥ T0 and limt→∞ η(t) = 0.
Since limt→∞ F (0, t) = 1, we may also choose T0 sufficiently large so that the
function x→ β(x, T0), 0 ≤ x < 1, satisfies (2.21) and limx→1 β(x, T0) = p/(p+ 1).
Next we show that the function ξ(·, T0) defined by (2.8) satisfies the assumptions
of Theorem 3.1 for the initial data of ξ(·, t). Since φ(·), ψ(·) are assumed to satisfy
(1.15), (1.16), (1.20) it follows from Lemma 6.1 of [4] that the function h : [ε0,∞)→
R defined by (2.9) is continuous, positive decreasing, limy→∞ h(y) = h∞ = 1 and
supy>ε0+1 y|h
′(y)| <∞. Furthermore, the function g(·, ·) in (2.4) is related to h(·)
by g(z, u) = −α0uh(z/α0u). We then infer from (2.5) that
(3.48) z + α0h∞
∫ t
0
u(s) ds ≤ Fˆ (z, t) ≤ z + α0h(ε0)
∫ t
0
u(s) ds .
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We conclude from (2.8) and (3.48) that
(3.49)
h∞
u(T0)
∫ T0
0
u(s) ds ≤ inf ξ(·, T0) ≤ sup ξ(·, T0) ≤
h(ε0)
u(T0)
∫ T0
0
u(s) ds .
To obtain bounds on Dξ(·, T0) we differentiate (2.8) to obtain the identity
(3.50) 1 +Dξ
(
z
α0u(t)
, t
)
=
∂Fˆ (z, t)
∂z
.
Differentiating (2.6) we have that
(3.51)
∂Fˆ (f(x)u(t), t)
∂z
=
f(F (x, t))ψ(x)
f(x)ψ(F (x, t))u(t)
∂F (x, t)
∂x
.
From (2.2) of [4] we see there are positive constants c0, C0 such that
(3.52) c0 ≤
∂F (x, T0)
∂x
≤ C0 for 0 ≤ x ≤ 1 .
We conclude from (3.51), (3.52) there are positive constants m0,M0 such that
(3.53) m0 ≤ 1 + inf Dξ(·, T0) ≤ 1 + supDξ(·, T0) ≤ M0 .
To show that supy≥ε0 |yDξ(y, T0)| <∞ we use the representation (6.23) from [4],
(3.54)
∂Fˆ (z, t)
∂z
= exp
[
−
∫ t
0
∂g(z(s), u(s))
∂z
ds
]
= exp
[∫ t
0
h′(y(s)) ds
]
, where z = α0u(t)y .
Hence we have from (3.50), (3.54) that
(3.55) Dξ(y, t) = exp
[∫ t
0
h′(y(s)) ds
]
− 1 ,
which is the same formula as (3.23) in the case ξ(·, 0) ≡ 0. Applying Taylor’s
theorem to (3.55), we conclude from (3.14) and the inequality supy≥ε0+1 y|h
′(y)| <
∞ that supy≥ε0 |yDξ(y, t)| <∞ for all t ≥ 0.
To obtain Theorem 1.2 as a consequence of Theorem 3.1 we observe from (2.2),
(2.9) that
(3.56) ρ(ξ(·, t), η(t)) = φ′(1)− ψ′(1)κ(t) , t ≥ T0 .
From (2.9) we see that h(ε0)/ε0 = −φ
′(1), whence (3.25) implies that κ(t) ≥
δ/|ψ′(1)| > 0 for t ≥ T0. The upper bound in (3.25) implies that κ(t) ≤ [M −
φ′(1)]/|ψ′(1)|, t ≥ T0. The limit (1.21) is a consequence of (3.44) upon using the
relations (3.56) and β0 = p/(p+ 1). Note for u(·) given by (2.2) that η(t) = u(t)
−1
satisfies
(3.57)
dη(t)
dt
+ ρ(t)η(t) = 0 , ρ(t) = ρ(ξ(·, t), η(t)) .
It follows from the already established properties of η(·) and (3.25), (3.57) that
(3.43) holds. 
Remark 2. Observe that Theorem 3.1 yields a reduction of dimension in dynamics
from the original LSW problem, since the function η(·) is only required to satisfy
(3.43). The system (3.1), (3.57) with ρ(t) = ρ(ξ(·, t), η(t)) given by (2.20) and
I(ζ(·), η) by (2.25) is equivalent to the LSW dynamics (1.12), (1.13).
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4. Local Asymptotic Stability
The limit (3.44) of Theorem 3.1 is a weak global asymptotic stability result for
solutions to the PDE (3.1) with ρ(t) = ρ(ξ(·, t), η(t)), t ≥ 0, where ρ(ζ(·), η) is
defined by (2.20) and I(ζ(·), η) by (2.25). In this section we will prove a strong
local asymptotic result, showing that ξ(·, t) converges as t→∞ to the equilibrium
solution ξp(·) defined in (1.27). In order to do this we shall need to impose further
assumptions on the function h(·), beyond those required for Theorem 3.1.
We proceed in parallel to the argument followed in §3 of [3]. We first linearize
(3.1) with ρ(ζ(·), η) given by (2.20), (2.25) about the equilibrium ξp(·) and study
its stability. To do this we denote by A,B the operators
(4.1) Aζ(y) = ζ(y)− y
dζ(y)
dy
, Bζ(y) =
1
p
ζ(y)−
[
h(y) +
y
p
]
dζ(y)
dy
.
Observe now that the functional ρ(·) of (1.31) satisfies the identity
(4.2) ρ(ζ(·)) −
1
p
= −
[dI(ζ(·)), B{ζ(·)− ξp(·)}]
pI(ζ(·)) + [dI(ζ(·)), Aζ(·)]
.
Let ξ(·, t), t ≥ 0, be the solution of (3.1) with ρ(t) = ρ(ξ(·, t), η(t)), t ≥ 0, where
ρ(ζ(·), η) is defined by (2.20), (2.25), which is constructed in Proposition 3.1. We
denote by γ : [0,∞)→ R the function
(4.3) γ(t) = ρ(ξ(·, t), η(t)) − ρp(ξ(·, t)) , t ≥ 0 ,
where ρp(ζ(·)) is given by the RHS of (1.31) with I(·) as in (2.12), (2.13). We
shall regard γ(·) as a given function, for which we can derive some properties using
Lemma 2.4 and Theorem 3.1. We may rewrite (3.1) with ρ(t) = ρ(ξ(·, t), η(t)) as
(4.4)
∂ξ(·, t)
∂t
+ [B + γ(t)A]{ξ(·, t)− ξp(·)}
−
[dIp(ξ(·, t)), B{ξ(·, t)− ξp(·)}]
pIp(ξ(·, t)) + [dIp(ξ(·, t), Aξ(·, t)]
Aξ(·, t) + γ(t)Aξp(·) = 0 ,
where Ip(·) is the functional I(·) defined by (2.12), (2.13). Setting ξ˜(·, t) = ξ(·, t)−
ξp(·), we see that the linearization of (4.4) about ξp(·) is given by
(4.5)
dξ˜(t)
dt
+ [B+ γ(t)A]ξ˜(t)− [dIp(ξp), Bξ˜(t)]
Aξp
pIp(ξp) + [dIp(ξp), Aξp]
+ γ(t)Aξp = 0 .
If we set γ(·) ≡ 0 in (4.5) then the solution satisfies the equation
(4.6) ξ˜(t) = e−Btξ˜(0) +
∫ t
0
ds [dIp(ξp), Bξ˜(s)]
e−B(t−s)Aξp
pIp(ξp) + [dIp(ξp), Aξp]
.
Letting u(t) = [dIp(ξp), Bξ˜(t)], we see from (4.6) that u(·) is the solution to the
Volterra integral equation
(4.7) u(t) +
∫ t
0
K(t− s)u(s) ds = g(t) , t > 0,
where the functions K, g are given by
(4.8) K(t) = −
[dIp(ξp), e
−BtBAξp]
pIp(ξp) + [dIp(ξp), Aξp]
, g(t) = [dIp(ξp), e
−BtBξ˜(0)] t ≥ 0.
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We proceed now as in [3] to obtain properties of the function h(·), which will imply
that the solution to (4.7) satisfies limt→∞ u(t) = 0.
Lemma 4.1. Assume that the function h : [ε0,∞) → R is positive, continuous,
decreasing, convex, and C2 on (ε0,∞). Assume further that h(·) satisfies the in-
equalities
(4.9)
sup
y≥ε0+1
{y|h′(y)|} <∞,
[
y
p
+ h(y)
]
yh′′(y) + h′(y)[h(y)− yh′(y)] ≥ 0, y > ε0 .
Then K(·) defined by (4.8) has the property that the function t→ et/pK(t), t ≥ 0,
is positive and decreasing.
Proof. We first show that the denominator in the formula (4.8) for K(·) is positive.
To see this we use the identity
(4.10) pIp(ξp) + [dIp(ξp), Aξp] = −[dIp(ξp), y(1 +Dξp)] ,
which is a particular case of (2.43). Next we have from (1.25) that
(4.11) 1 +Dξp(y) =
ξp(y) + y
ph(y) + y
, y ≥ ε0 .
Since ph∞ ≤ ξp(y) ≤ ph(y), y ≥ ε0, it follows from (4.11) that there are positive
upper and lower bounds on 1 +Dξp(y), which are uniform for y ≥ ε0. Now from
(4.10) we infer that the denominator is finite and positive.
Next we show that K(·) is a positive function. It is evident from (1.25), (4.11)
that Aξp(·) is positive and ‖Aξp‖∞ <∞. We can also see that the function BAξp(·)
is positive. To show this we use the commutation relation
(4.12) BA−AB = [h(y)− yh′(y)]
d
dy
.
From (1.25), (4.12) we have that
(4.13) BAξp(y) = Ah(y) + [h(y)− yh
′(y)]
dξp(y)
dy
= [h(y)− yh′(y)] [1 +Dξp(y)] ,
whence the positivity of BAξp(·) follows from (4.11), (4.13). Since dIp(ξp) is a
negative function, the positivity of BAξp(·) implies the positivity of K(·). Note
that the first inequality of (4.9) is needed in order to guarantee that K(t) is finite
for t ≥ 0.
To show that the function t→ et/pK(t) is decreasing we need to show that
(4.14) (B − 1/p)BAξp(y) = B
[
1
p
Aξp(y)− yh
′(y)
dξp(y)
dy
− yh′(y)
]
−
1
p
BAξp(y)
=
[
y
p
+ h(y)
]
[yh′′(y) + h′(y)]
dξp(y)
dy
− yh′(y)B
dξp(y)
dy
−B[yh′(y)] .
is positive. Using the commutator relation
(4.15) B
d
dy
−
d
dy
B =
[
1
p
+ h′(y)
]
d
dy
,
we have from (4.14) that
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(4.16)
(B−1/p)BAξp(y) =
{[
y
p
+ h(y)
]
[yh′′(y) + h′(y)]− yh′(y)
[
1
p
+ h′(y)
]}
dξp(y)
dy
− yh′(y)2 −B[yh′(y)]
=
{[
y
p
+ h(y)
]
yh′′(y) + h′(y)[h(y)− yh′(y)]
}[
dξp(y)
dy
+ 1
]
.
Now the second inequality of (4.9) and (4.11) imply that the expression in (4.16)
is non-negative. 
Similarly to Proposition 3.1 of [3] we have the following:
Proposition 4.1. Assume h(·) satisfies the conditions of Lemma 4.1. Then the
linear evolution equation (4.6) is asymptotically stable in the following sense: Let
the initial data ξ˜0 : [ε0,∞) → R satisfy ‖ξ˜0(·)‖1,∞ < ∞. Then there is for any
q > p a constant Cq depending on q such that
(4.17) ‖ξ˜(·, t)‖1,∞ ≤ Cqe
−t/q‖ξ˜0(·)‖1,∞ when t ≥ 0 .
Proof. Observe that for a function ζ : [ε0,∞)→ R we have
(4.18) e−Btζ(y) = e−t/pζ(yp(0)), y ≥ ε0,
where yp(·) is the solution of (3.3) with ρ(·) ≡ 1/p. Evidently we have from (4.18)
that ‖e−Btζ(·)‖∞ ≤ e
−t/p‖ζ(·)‖∞. From (3.22) we have that
(4.19)
∂
∂y
e−Btζ(y) = exp
[∫ t
0
h′(yp(s)) ds
]
Dζ(yp(0)) .
From (3.14) we see that yp(0) ≥ e
t/py, y ≥ ε0, whence we conclude from (4.19)
that
(4.20) sup
y≥ε0
∣∣∣∣y ∂∂y e−Btζ(y)
∣∣∣∣ ≤ e−t/p sup
y≥ε0
|yDζ(y)| .
It follows now from (4.18), (4.20) that ‖e−Btζ(·)‖1,∞ ≤ e
−t/p‖ζ(·)‖1,∞ for t ≥ 0.
We conclude that the formula (4.8) for g(t) is bounded as
(4.21)
∣∣∣[dIp(ξp), e−BtBξ˜(0)]∣∣∣ ≤ Ce−t/p‖ξ˜0(·)‖1,∞ for t ≥ 0,
where C is a constant.
From Lemma 4.1 and results on Volterra integral equations [5], we see that the
solution u(t), t ≥ 0, of (4.7) with K(·), g(·) given by (4.8) has the property that
the function t→ et/qu(t) is bounded by a constant times ‖ξ˜0(·)‖1,∞ for any q > p.
It follows now, upon using (4.18) to estimate the RHS of (4.6), that ‖ξ˜(·, t)‖∞ ≤
Cqe
−t/q‖ξ˜0(·)‖∞ for some constant Cq depending on q > p. Differentiating (4.6)
with respect to the space variable, we have from (4.19) that
(4.22) Dξ˜(y, t) = exp
[∫ t
0
h′(yp(s)) ds
]
Dξ˜0(yp(0))+∫ t
0
ds exp
[∫ t
s
h′(yp(s
′)) ds′
]
[dIp(ξp), Bξ˜(s)]
DAξp(yp(s))
pIp(ξp) + [dIp(ξp), Aξp]
.
To estimate the RHS of (4.22) we note on differentiating (4.11) that
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(4.23) yDAξp(y) = −y
2D2ξp(y)
=
[ph′(y) + 1]y2ξp(y)
[ph(y) + y]2
−
y2Dξp(y)
ph(y) + y
−
py2[h(y)− yh′(y)]
[ph(y) + y]2
.
We may bound the RHS of (4.23) using (3.33) to obtain the inequality
(4.24)
∫ ε0+1
ε0
|yDAξp(y)| dy + sup
y≥ε0+1
|yDAξp(y)| < ∞ .
Using (4.24) to bound the RHS of (4.22), we conclude that
(4.25) sup
y≥ε0
|yDξ˜(y, t)| ≤ Cqe
−t/q‖ξ˜0(·)‖∞ for t ≥ 0 ,
where Cq is a constant depending only on q > p. 
We generalize the result of Proposition 4.1 to apply to the non-linear PDE (4.4)
by considering (4.4) as a perturbation of (4.5) with γ(·) ≡ 0 of the form
(4.26)
dξ˜(t)
dt
+ [B + {γ(t) + δ1(ξ˜(t))}A]ξ˜(t)
+
{
γ(t)−
[dI(ξp), Bξ˜(t)] + δ2(ξ˜(t))
pI(ξp) + [dI(ξp), Aξp]
}
Aξp = 0 ,
where δ1(·), δ2(·) are real valued functionals of C
1 functions ζ˜ : [ε0,∞)→ R. If we
take
(4.27) δ1(ζ˜(·)) = −
[
dIp(ξp + ζ˜), Bζ˜
]
pIp(ξp + ζ˜) +
[
dIp(ξp + ζ˜), A{ξp + ζ˜}
] ,
and
(4.28) δ2(ζ˜(·)) =[
dIp(ξp + ζ˜), Bζ˜
] pIp(ξp) + [dIp(ξp), Aξp]
pIp(ξp + ζ˜) +
[
dIp(ξp + ζ˜), A{ξp + ζ˜}
] − [dIp(ξp), Bζ˜] ,
then (4.4), (4.26) are equivalent.
Lemma 4.2. Assume h(·) satisfies (1.24). Then the functionals δ1(·), δ2(·) defined
by (4.27), (4.28) are Lipschitz continuous close to ζ(·) ≡ 0 in them = 1 norm (3.5).
In particular, there exist constants C, ν > 0 such that
|δ1(ζ˜1)− δ1(ζ˜2)| ≤ C‖ζ˜1 − ζ˜2‖1,∞ ,(4.29)
|δ2(ζ˜1)− δ2(ζ˜2)| ≤ C{‖ζ˜1‖1,∞ + ‖ζ˜2‖1,∞}‖ζ˜1 − ζ˜2‖1,∞ ,
provided ‖ζ˜j‖1,∞ < ν, j = 1, 2.
Proof. The function Ip(ζ(·)) defined by (2.12) is infinitely differentiable with respect
to ζ(·), and has the property there exist constants C1, ν1 > 0 such that
(4.30)
∣∣∣Ip(ξp + ζ˜1)− Ip(ξp + ζ˜2)∣∣∣+ ‖dIp(ξp + ζ˜1)− dIp(ξp + ζ˜2)‖L1(ε0,∞)
≤ C1‖ζ˜1 − ζ˜2‖∞ for ‖ζ˜j‖∞ < ν1, j = 1, 2.
The result follows from (4.30) and the inequality
supy>ε0 |Bζ(y)| ≤
[
1/p+ supy≥ε0 h(y)/y
]
‖ζ(·)‖1,∞. 
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Let δ : [0,∞)→ R be a continuous function and consider the linear PDE
(4.31)
dξ˜(t)
dt
+ [B + δ(t)A]ξ˜(t)− [dIp(ξp), Bξ˜(t)]
Aξp
pIp(ξp) + [dIp(ξp), Aξp]
= 0 .
The results of Proposition 4.1 extend to solutions of (4.31) provided ‖δ(·)‖∞ is
sufficiently small. Parallel to Lemma 3.3 of [3] we have the following:
Lemma 4.3. Assume h(·) satisfies the conditions of Lemma 4.1. Assume further
that δ : [0,∞) → R is a continuous function and ‖δ(·)‖∞ ≤ 1/p. Then the linear
evolution equation (4.31) with initial data ξ˜0 : [ε0,∞)→ R satisfying ‖ξ˜0(·)‖1,∞ <
∞ has a unique solution globally in time, ξ˜(y, t; δ(·)), y ≥ ε0, t ≥ 0, which has
‖ξ˜(·, t; δ(·))‖1,∞ <∞ for all t ≥ 0. For any q > p there exists Cq, εq > 0 such that
if ‖δ(·)‖∞ < εq then
(4.32) ‖ξ˜(·, t; δ(·)‖1,∞ ≤ Cqe
−t/q‖ξ˜0(·)‖1,∞ when t ≥ 0 .
We apply Lemma 4.3 as in [3] to obtain bounds on solutions to the non-linear
PDE (4.26).
Theorem 4.1. Assume h(·) satisfies the conditions of Lemma 4.1 and γ : [0,∞)→
R is a continuous function satisfying limt→∞ γ(t) = 0. Let δ1(·), δ2(·) be real val-
ued functionals of C1 functions ζ˜ : [ε0,∞) → R, which satisfy δ1(0) = δ2(0) =
0 and the local Lipschitz conditions (4.29). Then there exists ε > 0 such that
the solution ξ˜(·, t), t ≥ 0, to the nonlinear evolution equation (4.26) with ini-
tial data ξ˜0 : [ε0,∞) → R satisfying ‖ξ˜0(·)‖1,∞ + ‖γ(·)‖∞ < ε has the property
limt→∞ ‖ξ˜(·, t)‖1,∞ = 0. If |γ(t)| ≤ Ce
−νt, t ≥ 0, for some constants C, ν > 0
with ν < 1/p then ε = εν can be chosen depending on ν so that ‖ξ˜(·, t)‖1,∞ ≤
Cνe
−νt, t ≥ 0, for some constant Cν .
Proof. We define the Green’s function for (4.31) as G(t, s; δ(·)), 0 ≤ s ≤ t, so
ξ˜(t) = G(t, s; δ(·))ξ˜0, t ≥ s, is the solution to (4.31) with initial data ξ˜(s) = ξ˜0.
The solution to (4.26) then satisfies the identity
(4.33) ξ˜(t) = G(t, 0; γ(·) + δ1(·))ξ˜0+∫ t
0
[
δ2(ξ˜(s))
pI(ξp) + [dI(ξp), Aξp]
− γ(s)
]
G(t, s; γ(·) + δ1(·))Aξp .
We estimate ‖ξ˜(t)‖1,∞ just as in the proof of Theorem 3.1 of [3]. 
5. A Differential Delay Equation
We shall formulate the problem of solving the initial value problem for (3.1),
with ρ(t) = ρ(ξ(·, t), η(t)) given by (2.20), as an initial value problem for a dif-
ferential delay equation (DDE). To do this we define a function I : [0,∞) → R+
by integration of the function ρ(·). Thus solving the initial value problem for the
equation
(5.1)
1
p
d
dt
log I(t) = ρ(t)−
1
p
, t > 0, I(0) > 0,
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we obtain a formula for I(·) in terms of ρ(·) as
(5.2) exp
[∫ t
s
ρ(s′) ds′
]
= e(t−s)/p
(
I(t)
I(s)
)1/p
.
We rewrite the characteristic equation (3.3) using the function I(·) by setting
(5.3) y(s) =
z(s)
vt(s)
, vt(s) =
(
I(s)
I(t)
)1/p
, 0 ≤ s ≤ t.
From (5.1), (5.3) we see that (3.3) is equivalent to
(5.4)
dz(s)
ds
= −
z(s)
p
− vt(s)h
(
z(s)
vt(s)
)
, s < t, z(t) = y .
The DDE is now obtained by rewriting (5.1) with ρ(t) = ρ(ξ(·, t), η(t)) in the form
(5.5)
1
p
d
dt
log I(t) = ρp(ξ(·, t)) −
1
p
+ γ(t) ,
where γ(t) = ρ(ξ(·, t), η(t))−ρp(ξ(·, t)), t ≥ 0, is assumed to be a known continuous
function satisfying limt→∞ γ(t) = 0. As with (4.4), equation (5.5) can be seen to
be equivalent to
(5.6)
1
p
d
dt
log I(t) = −
[dIp(ξ(·, t)), B{ξ(·, t)− ξp(·)}]
pIp(ξ(·, t)) + [dIp(ξ(·, t), Aξ(·, t)]
+ γ(t) .
We see from the representations (3.4) for ξ(·, t) and (3.23) for Dξ(·, t) that the first
term on the RHS of (5.6) is a function of vt(·), whence (5.6) is a DDE.
We define a function F (t, y, vt(·)) by
(5.7) F (t, y, vt(·)) =
1
p
∫ t
0
h
(
z(s)
vt(s)
)
e−(t−s)/pvt(s) ds
−
[
h(y) +
y
p
]{
exp
[∫ t
0
h′
(
z(s)
vt(s)
)
ds
]
− 1
}
.
We wish to estimate F (t, y, 1(·))−h(y). In order to do this we denote by zp(s), s ≤ t,
the solution to (5.4) when vt(·) ≡ 1. From (3.22) we see that F (t, y, 1(·)) = BF˜ (t, y)
where
(5.8) F˜ (t, y) =
∫ t
0
ds h (zp(s)) e
−(t−s)/p .
We compare F˜ (t, y) to the formula (1.27) for ξp(y) by making the change of variable
y′ = zp(s). Then (5.8) is the same as
(5.9) F˜ (t, y) =
∫ zp(0)
y
dy′
ph(y′)
ph(y′) + y′
e−(t−s)/p .
Next from (1.26) and (5.4) with vt(·) ≡ 1 we have that
(5.10) e−(t−s)/p =
h˜(y)
h˜(y′)
.
We conclude from (1.27), (5.9), (5.10) that
(5.11) F˜ (t, y)− ξp(y) = −h˜(y)
∫ ∞
zp(0)
ph(y′)
(ph(y′) + y′) h˜(y′)
dy′ .
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Applying B to (5.11) we obtain the formula
(5.12) F (t, y, 1(·))− h(y) = −
et/p[ph(y) + y]h˜(y)h(zp(0))
[ph(zp(0)) + zp(0)] h˜(zp(0))
exp
[∫ t
0
h′(zp(s)) ds
]
= −
[ph(y) + y]h(zp(0))
[ph(zp(0)) + zp(0)]
exp
[∫ t
0
h′(zp(s)) ds
]
.
Since zp(0) ≃ e
t/p at large t, it is clear from (5.12) that F (t, y, 1(·)) − h(y) decays
like e−t/p as t→∞. We conclude from (3.4), (3.23) (5.7), (5.12) that
(5.13) Bξ(y, t)−Bξp(y) = F (t, y, vt(·))− F (t, y, 1(·)) +G(t, y, vt(·)) ,
where G is given by the formula
(5.14) G(t, y, vt(·)) =
1
p
e−t/pvt(0)ξ
(
z(0)
vt(0)
, 0
)
−
(
h(y) +
y
p
)
exp
[∫ t
0
h′ (z(s)/vt(s)) ds
]
Dξ
(
z(0)
vt(0)
, 0
)
−
[ph(y) + y]h(zp(0))
[ph(zp(0)) + zp(0)]
exp
[∫ t
0
h′(zp(s)) ds
]
.
From (5.13) we may rewrite the DDE equation (5.6) as
(5.15)
1
p
d
dt
log I(t) + f(t, vt(·)) = g(t, vt(·)) + γ(t) ,
where the functions f, g are given by the formulae
f(t, vt(·)) =
[dIp(ξ(·, t)), F (t, ·, vt(·))− F (t, ·, 1(·))]
pIp(ξ(·, t)) + [dIp(ξ(·, t)), Aξ(·, t)]
,(5.16)
g(t, vt(·)) = −
[dIp(ξ(·, t)), G(t, ·, vt(·)) ]
pIp(ξ(·, t)) + [dIp(ξ(·, t)), Aξ(·, t)]
.
In the proof of global asymptotic stability for the DDE (5.15) the key property
which needs to be established is monotonicity of the function f(t, vt(·)) in the
following sense: f(t, vt(·)) ≥ 0 on the set 0 < vt(·) ≤ 1, and f(t, vt(·)) ≤ 0 on the
set vt(·) ≥ 1. This property of f(t, vt(·)) holds to first order in vt(·) − 1 provided
the gradient dF (t, y, vt(·); τ), 0 < τ < t, of F (t, y, vt(·)) with respect to vt(·) at
vt(·) ≡ 1 is non-negative for y ≥ ε0. It holds to all orders if we can show that
sup
0<vt(·)<1
F (t, y, vt(·)) = F (t, y, 1(·)) for y ≥ ε0 ,(5.17)
inf
1<vt(·)<∞
F (t, y, vt(·)) = F (t, y, 1(·)) for y ≥ ε0 .(5.18)
Using the results of §6 we have the following:
Proposition 5.1. Assume the function h(·) satisfies the assumptions of Lemma
4.1, in particular that (4.9) holds. Then dF (t, y, 1(·); ·) is a non-negative function
for all t > 0, y ≥ ε0. If in addition the second inequality of (4.9) holds for all p > 0
then (5.17) is true. If the function
(5.19) y →
y2h′′(y)
h(y)− yh′(y)
decreases for y > ε0
then (5.18) is true.
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Proof. We see that the first integral in the formula (5.7) for F (t, y, vt(·)) is the same
as (6.4) with g(·) ≡ h(·)/p. The condition (6.13) for non-negativity of the gradient
is trivial in this case. To show non-negativity of the gradient of the second integral
in (5.7) at vt(·) ≡ 1, one considers the functional (6.29) with g(·) ≡ −h
′(·). In this
case the second inequality of (4.9) and (6.33) are equivalent. Hence dF (t, y, 1(·); ·)
is non-negative if (4.9) holds.
The identity (5.17) follows from propositions 6.1,6.2 and the associated remarks.
The identity (5.18) is a consequence of Proposition 6.3 and associated remark. Note
that the function h(·) has domain [ε0,∞) and we wish to allow h
′(y) to diverge as
y → ε0. We can still apply propositions 6.1-6.3 in this case by approximating h(·)
with functions which have domain (0,∞), and also preserve the monotonicity and
convexity properties required for the propositions. 
6. Some Optimal Control Problems
Let y > 0, T ∈ R, and consider the dynamics
(6.1)
dx(s)
ds
= −
1
p
x(s) − v(s)h
(
x(s)
v(s)
)
, s < T, x(T ) = y ,
with terminal condition x(T ) = y and controller v(·). The function h(·) is assumed
to be positive and decreasing. Let g : (0,∞)→ R+ be a positive decreasing function
and for y > 0, t < T define the function
(6.2) q(x, y, t, T ) = max
0<v(·)≤1
[∫ T
t
ds g
(
x(s)
v(s)
)
e−(T−s)/pv(s)
∣∣∣∣∣ x(t) = x
]
.
The reachable set for the control problem (6.2) is the set of (x, t) which satisfy
(6.3) e(T−t)/py < x < xp(t) , t < T .
where xp(·) is the solution to (6.1) when v(·) ≡ 1. Letting
(6.4) q(y, v(·), t, T ) =
∫ T
t
ds g
(
x(s)
v(s)
)
e−(T−s)/pv(s) ,
we have that the gradient dq of q with respect to v(·) is given by
(6.5) e(T−τ)/pdq(y, v(·), t, T ; τ) = −
x(τ)
v(τ)
g′
(
x(τ)
v(τ)
)
+ g
(
x(τ)
v(τ)
)
+
∫ τ
t
ds g′
(
x(s)
v(s)
)
e−(τ−s)/pdx(s)(v(·); τ) ,
where dx(s)(v(·); τ), s < τ < T , is the gradient of x(s) with respect to v(·). We
obtain a formula for dx(s)(v(·); ·) by observing that for any function φ : (−∞, T )
the inner product
(6.6) uφ(s) = [dx(s)(v(·)), φ] =
∫ T
−∞
dx(s)(v(·); τ)φ(τ) dτ ,
is a solution to the terminal value problem,
(6.7)
duφ(s)
ds
= −
uφ(s)
p
− φ(s)h
(
x(s)
v(s)
)
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− v(s)h′
(
x(s)
v(s)
)
uφ(s)v(s)− x(s)φ(s)
v(s)2
, s < T, uφ(T ) = 0 .
Integrating (6.7) we obtain the formula
(6.8) uφ(s) =
∫ T
s
dτ exp
[
(τ − s)/p+
∫ τ
s
h′(x(s′)/v(s′)) ds′
]
×{
h
(
x(τ)
v(τ)
)
−
x(τ)
v(τ)
h′
(
x(τ)
v(τ)
)}
φ(τ) .
Evidently dx(s)(v(·); τ) is the coefficient of φ(τ) in the integral on the RHS of (6.8).
We conclude then from (6.5), (6.8) that
(6.9) e(T−τ)/pdq(y, v(·), t, T ; τ) = −
x(τ)
v(τ)
g′
(
x(τ)
v(τ)
)
+ g
(
x(τ)
v(τ)
)
+
∫ τ
t
ds g′
(
x(s)
v(s)
)
exp
[∫ τ
s
h′(x(s′)/v(s′)) ds′
]{
h
(
x(τ)
v(τ)
)
−
x(τ)
v(τ)
h′
(
x(τ)
v(τ)
)}
.
The first two terms on the RHS of (6.9) are positive but the third term is negative.
Setting v(·) ≡ 1 in (6.9) we have that
(6.10) e(T−τ)/pdq(y, 1(·), t, T ; τ) = −xp(τ)g
′ (xp(τ)) + g (xp(τ))
+
∫ τ
t
ds g′ (xp(s)) exp
[∫ τ
s
h′(xp(s
′)) ds′
]
{h (xp(τ)) − xp(τ)h
′ (xp(τ))} .
We have now on integration by parts and using the ODE (6.1) with v(·) ≡ 1 which
xp(·) satisfies that
(6.11)
∫ τ
t
ds g′ (xp(s)) exp
[∫ τ
s
h′(xp(s
′)) ds′
]
=
p
xp(t) + ph(xp(t))
exp
[∫ τ
t
h′(xp(s
′)) ds′
]
g(xp(t))−
p
xp(τ) + ph(xp(τ))
g(xp(τ))
+
∫ τ
t
ds
xp(s) + ph(xp(s))
g (xp(s)) exp
[∫ τ
s
h′(xp(s
′)) ds′
]
.
It follows that dq(y, 1(·), t, T ; ·) is non-negative provided
(6.12) − xg′(x) + g(x)−
g(x)
x/p+ h(x)
[h(x)− xh′(x)] ≥ 0 for x > 0 .
Evidently (6.12) holds for all p > 0 provided
(6.13) g′(x)h(x) − g(x)h′(x) ≤ 0 for x > 0 .
The Hamilton-Jacobi (HJ) equation associated with (6.2) is given by
(6.14)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+ sup
0<v<1
[
−vh
(x
v
) ∂q(x, y, t, T )
∂x
+ e−(T−t)/pg
(x
v
)
v
]
= 0 .
We shall obtain the solution to the variational problem (6.2) by producing a C1
solution to the HJ equation (6.14). The solution is obtained by using bang-bang
control settings. Thus for (x, t) in the reachable set (6.3) we define τx,t as the time
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at which the trajectory for (6.1) with v(·) ≡ 0 and x(t) = x reaches the curve xp(·).
Hence τx,t satisfies the identity
(6.15) e−(τx,t−t)/px = xp(τx,t) .
Then we set
(6.16) q(x, y, t, T ) =
∫ T
τx,t
ds g(xp(s))e
−(T−s)/p ds .
Proposition 6.1. Assume g(·), h(·) are C1 non-negative decreasing functions such
that (6.13) holds. For any y > 0, t < T, let (x, t) satisfy (6.3) and τx,t be defined
by (6.15). Then t < τx,t < T and the function q(x, y, t, T ) of (6.2) is given by the
formula (6.16).
Proof. Differentiating (6.15) with respect to x we have that
(6.17)
∂τx,t
∂x
= −
xp(τx,t)
xh(xp(τx,t))
,
∂τx,t
∂t
= −
xp(τx,t)
ph(xp(τx,t))
.
We have from (6.16) that
(6.18)
∂q(x, y, t, T )
∂x
= − exp [−(T − τx,t)/p] g(xp(τx,t))
∂τx,t
∂x
,
and similarly that
(6.19)
∂q(x, y, t, T )
∂t
= − exp [−(T − τx,t)/p] g(xp(τx,t))
∂τx,t
∂t
.
It follows from (6.17)-(6.19) that q is a solution to the PDE
(6.20)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
= 0 .
Since q is a solution to (6.20) we need only show that
(6.21) e−(T−t)/pg
(x
v
)
≤ h
(x
v
) ∂q(x, y, t, T )
∂x
for 0 < v < 1, x > 0,
in order to prove that q is a solution to the HJ equation (6.14). Observe now that
since (6.13) holds the function x→ g(x)/h(x), x > 0, is decreasing. Hence to prove
(6.21) it is sufficient to show that
(6.22) u(x, t) =
∂q(x, y, t, T )
∂x
− e−(T−t)/p
g(x)
h(x)
≥ 0 x > 0 .
Observe next from (6.17), (6.18) that ∂q(x, y, t, T )/∂x approaches e−(T−t)/pg(xp(t))/h(xp(t))
as x→ xp(t). It follows from (6.22) that u(x, t) = 0 if x = xp(t). We have now on
differentiating (6.20) with respect to x that
(6.23)
∂u(x, t)
∂t
−
x
p
∂u(x, t)
∂x
−
1
p
u(x, t) =
x
p
e−(T−t)/p
d
dx
g(x)
h(x)
≤ 0 .
It follows by the method of characteristics that u(x, t) ≥ 0 for all (x, t) satisfying
(6.3). Hence the function q of (6.16) is a solution to the HJ equation (6.14). Since
q is a C1 solution to the HJ equation for (x, t) in the reachable set we see that the
solution to the variational problem (6.2) is given by (6.16). 
Remark 3. Since the function (6.16) satisfies ∂q(x, y, t, T )/∂x ≥ 0, it follows that
the solution of the variational problem max0<v(·)<1 q(y, v(·), t, T ), with q as in (6.4),
is given by v(·) ≡ 1.
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Next we consider the variational problem analogous to (6.2) given by
(6.24) q(x, y, t, T ) = min
1≤v(·)<∞
[∫ T
t
ds g
(
x(s)
v(s)
)
e−(T−s)/pv(s)
∣∣∣∣∣ x(t) = x
]
.
The reachable set for the control problem (6.24) is the set of (x, t) which satisfy
(6.25) xp(t) < x <∞ , t < T .
The HJ equation corresponding to (6.24) is given by
(6.26)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+ inf
1<v<∞
[
−vh
(x
v
) ∂q(x, y, t, T )
∂x
+ e−(T−t)/pg
(x
v
)
v
]
= 0 .
The minimization problem (6.24) is trivial in the case g(·) ≡ C0h(·) for some
constant C0, since then the function q(y, v(·), t, T ) of (6.4) is independent of v(·).
In fact if g(·) ≡ h(·) we have from (6.4) that
(6.27) q(y, v(·), t, T ) = −
∫ T
t
ds e−(T−s)/p
[
dx(s)
ds
+
x(s)
p
]
.
Evaluating the integral on the RHS of (6.27), we conclude that q(x, y, t, T ) =
e−(T−t)/px−y for (x, t) in the reachable set (6.25). Note that since ∂q(x, y, t, T )/∂x =
e−(T−t)/p, the infimum in (6.26) is now simply zero.
Next we consider the optimization problem
(6.28) q(x, y, t, T ) = max
0<v(·)≤1
[∫ T
t
ds g
(
x(s)
v(s)
) ∣∣∣∣∣ x(t) = x
]
,
where x(·) has the dynamics (6.1) and g(·) is assumed positive decreasing with
limx→∞ g(x) = 0. The reachable set for the control problem (6.28) is given by
(6.3). Letting
(6.29) q(y, v(·), t, T ) =
∫ T
t
g
(
x(s)
v(s)
)
ds ,
we have that dq is given by the formula
(6.30) dq(y, v(·), t, T ; τ) =
−
x(τ)
v(τ)2
g′
(
x(τ)
v(τ)
)
+
∫ τ
t
ds g′
(
x(s)
v(s)
)
dx(s)(v(·); τ)
v(s)
.
Observe now that similarly to (6.11) we have
(6.31)
∫ τ
t
ds g′ (xp(s)) exp
[
(τ − s)/p+
∫ τ
s
h′(xp(s
′)) ds′
]
=
g (xp(t))
xp(t)/p+ h(xp(t))
exp
[
(τ − t)/p+
∫ τ
t
h′(xp(s
′)) ds′
]
−
g (xp(τ))
xp(τ)/p+ h(xp(τ))
.
From (6.8), (6.31) we then see on setting v(·) ≡ 1 in (6.30) that
(6.32) dq(y, 1(·), t, T ; τ) ≥
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− xp(τ)g
′ (xp(τ)) −
g (xp(τ))
xp(τ)/p+ h(xp(τ))
{h (xp(τ)) − xp(τ)h
′ (xp(τ))} .
It follows from (6.32) that dq(y, 1(·), t, T ; ·) is positive provided
(6.33)
[
x
p
+ h(x)
]
xg′(x) + g(x)[h(x) − xh′(x)] ≤ 0 for x > 0 .
The HJ equation for the variational problem (6.28) is given by
(6.34)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+ sup
0<v<1
[
−vh
(x
v
) ∂q(x, y, t, T )
∂x
+ g
(x
v
)]
= 0 .
We seek a solution to (6.34) by using bang-bang control. Thus we consider similarly
to (6.16) the function
(6.35) q(x, y, t, T ) =
∫ T
τx,t
ds g(xp(s)) ds .
Proposition 6.2. Assume g(·), h(·) are C1 non-negative decreasing functions such
that (6.33) holds for all p > 0. For any y > 0, t < T, let (x, t) satisfy (6.3) and
τx,t be defined by (6.15). Then t < τx,t < T and the function q(x, y, t, T ) of (6.28)
is given by the formula (6.35).
Proof. From (6.17) we see that the function (6.35) satisfies (6.20). Hence q is a
solution to (6.34) provided
(6.36) g
(x
v
)
≤ vh
(x
v
) ∂q(x, y, t, T )
∂x
for 0 < v < 1, x > 0 .
Letting p → ∞ in (6.33) we see that the function x → xg(x)/h(x) is decreasing,
(whence limx→∞ g(x) = 0). The inequality (6.36) holds therefore if
(6.37) u(x, t) =
∂q(x, y, t, T )
∂x
−
g(x)
h(x)
≥ 0 for x > 0 .
Observe next from (6.17), on differentiating (6.35) with respect to x, that ∂q(x, y, t, T )/∂x
approaches g(xp(t))/h(xp(t)) as x → xp(t). It follows from (6.37) that u(x, t) = 0
if x = xp(t). We see now on differentiating (6.20) with respect to x that
(6.38)
∂u(x, t)
∂t
−
x
p
∂u(x, t)
∂x
−
1
p
u(x, t) =
1
p
d
dx
[
xg(x)
h(x)
]
≤ 0 .
It follows by the method of characteristics that u(x, t) ≥ 0 for all (x, t) satisfying
(6.3). Hence the function q of (6.35) is a solution to the HJ equation (6.34). Since
q is also a C1 solution to (6.34), the solution to the variational problem (6.28) is
given by (6.35). 
Remark 4. Since the function (6.35) satisfies ∂q(x, y, t, T )/∂x ≥ 0, it follows
that the solution of the variational problem max0<v(·)<1 q(y, v(·), t, T ), with q as in
(6.29), is given by v(·) ≡ 1.
Next we consider the optimization problem
(6.39) q(x, y, t, T ) = min
1<v(·)<∞
[∫ T
t
ds g
(
x(s)
v(s)
) ∣∣∣∣∣ x(t) = x
]
,
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where x(·) has the dynamics (6.1) and (x, t) belongs to the reachable set (6.25) of
the control system. The HJ equation for (6.39) is given by
(6.40)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+ inf
1<v<∞
[
−vh
(x
v
) ∂q(x, y, t, T )
∂x
+ g
(x
v
)]
= 0 .
Letting G(x, ξ, v), G˜(x, ξ) be defined by
(6.41) G(x, ξ, v) = −vh
(x
v
)
ξ + g
(x
v
)
, G˜(x, ξ) = inf
1<v<∞
G(x, ξ, v) ,
we see that the function ξ → G˜(x, ξ) is concave. We can make a change of variable
v → w = vh(x/v), so
(6.42)
dw
dv
= h
(x
v
)
−
x
v
h′
(x
v
)
> 0 .
Hence the function w→ G(x, ξ, v(w)) is convex provided
(6.43)
d
dw
g
(x
v
)
=
dv
dw
[
−
x
v2
g′
(x
v
)]
increases as a function of w. From (6.42) we see that this is equivalent to the
function
(6.44) x→ −
x2g′(x)
h(x)− xh′(x)
= m(x) decreases.
Observe that if (6.33) holds for p =∞ then
(6.45) −
x2g′(x)
h(x)− xh′(x)
≥
xg(x)
h(x)
, x > 0 .
By (6.33) with p =∞ the function on the RHS of (6.45) is decreasing, so (6.44) is
an extra condition that the function on the LHS of (6.45) also decreases.
We assume now that (6.44) holds. Then the minimum of G(x, ξ, v) on the
interval 1 < v < ∞ is attained at v = 1 if ξ ≤ −xg′(x)/[h(x) − xh′(x)]. If
ξ > −xg′(x)/[h(x) − xh′(x)] the minimizer of minv≥1G(x, ξ, v) is the solution to
the equation
(6.46) −
[
h
(x
v
)
−
x
v
h′
(x
v
)]
ξ −
x
v2
g′
(x
v
)
= 0 , whence m
(x
v
)
= xξ = ζ .
A solution to (6.46) exists for all ζ > m(x) provided limz→0m(z) = ∞. From
(6.46) it follows that the minimizing v = vmin(x, ξ) = x/m
−1(ζ), where m−1(·) is
the inverse function for m. The corresponding HJ equation has therefore the form
(6.47)
∂q(x, y, t, T )
∂t
+H
(
x
∂q(x, y, t, T )
∂x
)
= 0 ,
where
(6.48) H(ζ) = −
ζ
p
−
ζh(m−1(ζ))
m−1(ζ)
+ g
(
m−1(ζ)
)
.
Note that ζ = x∂q(x, y, t, T )/∂x is constant along characteristics for the HJ equa-
tion (6.47), whence it follows from (6.46) that x(·)/v(·) is also constant along char-
acteristics.
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The considerations of the previous paragraph lead us to propose a solution to
(6.40). For s < t < T let xp(s, t) be the solution to the terminal value problem
(6.49)
dxp(s, t)
ds
= −
[
1
p
+
h(xp(t))
xp(t)
]
xp(s, t) , s < t < T, xp(t, t) = xp(t) .
Setting x(s) = xp(s, t)− xp(s), we see from (6.1) with v(·) ≡ 1 and (6.49) that
(6.50)
dx(s)
ds
= −
[
1
p
+
h(xp(t))
xp(t)
]
x(s)
− xp(s)
[
h(xp(t))
xp(t)
−
h(xp(s))
xp(s)
]
, s < t < T, x(t) = 0 .
Observe that the function x → h(x)/x is decreasing and also the function s →
xp(s). It follows then from (6.50) that x(s) > 0 for s < t. Hence the trajectory
xp(s, t), s < t, lies in the reachable set (6.25) for the variational problem (6.39).
We can show similarly that the trajectories xp(·, t), t < T , do not intersect. Thus
for t1 < t2 < T let x(s) = xp(s, t2) − xp(s, t1), s < t1. We have already seen that
x(t1) > 0, and from (6.49) we also have that
(6.51)
dx(s)
ds
= −
[
1
p
+
h(xp(t1))
xp(t1)
]
x(s) − xp(s, t2)
[
h(xp(t2))
xp(t2)
−
h(xp(t1))
xp(t1)
]
, s < t1 .
Since xp(t1) > xp(t2) we conclude from (6.51) that xp(s, t2) > xp(s, t1), s < t1.
Since the trajectories xp(·, t), t < T, do not entirely cover the reachable set we
complement them with a set of trajectories with terminal point y at time T . Thus
for s < T, 0 < λ < y we define yp(s, λ) as the solution to
(6.52)
dyp(s, λ)
ds
= −
[
1
p
+
h(λ)
λ
]
yp(s, λ) , s < T, yp(T, λ) = y .
If t < T and xp(t) < x < xp(t, T ) then there exists unique τ = τx,t such that
t < τ < T and xp(t, τ) = x. If x > xp(t, T ) then there exists unique λ = λx,t such
that 0 < λ < y and yp(t, λ) = x. We define now a function q(x, y, t, T ) for t < T
and (x, t) satisfying (6.25) by
(6.53)
q(x, y, t, T ) = (τx,t − t)g(xp(τx,t)) +
∫ T
τx,t
g(xp(s)) ds if xp(t) < x < xp(t, T ) ,
q(x, y, t, T ) = (T − t)g(λx,t) if x > xp(t, T ) .
Proposition 6.3. Assume g(·), h(·) are C1 non-negative decreasing, and also that
(6.44) holds. For any y > 0, t < T, let (x, t) satisfy (6.25). Then the function
q(x, y, t, T ) of (6.39) is given by the formula (6.53).
Proof. We first consider the case x > xp(t, T ). The partial derivatives of λx,t can
be computed by using the formula
(6.54) exp
[(
1
p
+
h(λx,t)
λx,t
)
(T − t)
]
y = x .
Thus we have that
(6.55)
∂λx,t
∂x
= −
λ2x,t
(T − t)x[h(λx,t)− λx,th′(λx,t)]
,
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∂λx,t
∂t
= −
λ2x,t
(T − t)[h(λx,t)− λx,th′(λx,t)]
(
1
p
+
h(λx,t)
λx,t
)
.
It follows from (6.53), (6.55) that
(6.56) x
∂q(x, y, t, T )
∂x
= −
g′(λx,t)λ
2
x,t
[h(λx,t)− λx,th′(λx,t)]
,
∂q(x, y, t, T )
∂t
= −g(λx,t)−
g′(λx,t)λ
2
x,t
[h(λx,t)− λx,th′(λx,t)]
(
1
p
+
h(λx,t)
λx,t
)
.
Hence q is a solution to the PDE
(6.57)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
−v(x, t)h
(
x
v(x, t)
)
∂q(x, y, t, T )
∂x
+g
(
x
v(x, t)
)
= 0 ,
where
x
v(x, t)
= λx,t .
Note that v(x, t) > 1 since λx,t < y < x. We also have that
(6.58)
∂
∂v
[
−vh
(x
v
) ∂q(x, y, t, T )
∂x
+ g
(x
v
)]
= 0 at v = v(x, t) .
Hence, in view of (6.44), we conclude that q(x, y, t, T ) satisfies the HJ equation
(6.40) in the region {(x, t) : t < T, x > xp(t, T )}.
Next we consider the region {(x, t) : t < T, xp(t) < x < xp(t, T )}. In that case
we have
(6.59) exp
[{
1
p
+
h(xp(τx,t))
xp(τx,t)
}
(τx,t − t)
]
xp(τx,t) = x .
Differentiating (6.59) with respect to x gives
(6.60)
∂τx,t
∂x
=
xp(τx,t)
2
[xp(τx,t)/p+ h(xp(τx,t))](τx,t − t)x[h(xp(τx,t))− xp(τx,t)h′(xp(τx,t))]
.
Similarly we have that
(6.61)
∂τx,t
∂t
=
xp(τx,t)
(τx,t − t)[h(xp(τx,t))− xp(τx,t)h′(xp(τx,t))]
.
From (6.53), (6.60) we have that
(6.62) x
∂q(x, y, t, T )
∂x
= −(τx,t − t)g
′(xp(τx,t))
[
xp(τx,t)
p
+ h(xp(τx,t))
]
x
∂τx,t
∂x
= −
xp(τx,t)
2g′(xp(τx,t))
[h(xp(τx,t))− xp(τx,t)h′(xp(τx,t))]
,
and also from (6.61) that
(6.63)
∂q(x, y, t, T )
∂t
= −g(xp(τx,t))−(τx,t−t)g
′(xp(τx,t))
[
xp(τx,t)
p
+ h(xp(τx,t))
]
∂τx,t
∂t
= −g(xp(τx,t))−
xp(τx,t)g
′(xp(τx,t))
[h(xp(τx,t))− xp(τx,t)h′(xp(τx,t))]
[
xp(τx,t)
p
+ h(xp(τx,t))
]
.
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It follows from (6.62), (6.63) that q is a solution to the PDE
(6.64)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
−v(x, t)h
(
x
v(x, t)
)
∂q(x, y, t, T )
∂x
+g
(
x
v(x, t)
)
= 0 ,
where
x
v(x, t)
= xp(τx,t) .
Note that since x > xp(τx,t) we have v(x, t) > 1 in (6.64). Furthermore, the identity
(6.58) also holds. We therefore conclude that q is a solution to the HJ equation
(6.40). Since q is a C1 solution to the HJ equation for (x, t) in the reachable set
(6.25) it follows that the solution to the variational problem (6.39) is given by
(6.53). 
Remark 5. Since the function (6.53) satisfies ∂q(x, y, t, T )/∂x ≥ 0, it follows
that the solution of the variational problem min1<v(·)<∞ q(y, v(·), t, T ) is given by
v(·) ≡ 1.
We wish to relate the condition (6.33) with p = ∞, which insures a local ex-
tremum at v(·) ≡ 1, to the condition (6.44). We have already observed that (6.33)
with p =∞ is equivalent to the function on the RHS of (6.45) decreasing. Our goal
is to show that (6.44) is a convexity condition on this function. To see this we set
z(x) = x/h(x), whence (6.33) with p =∞ implies that
(6.65)
d
dz
[zg(x)] = g(x) + z
dx
dz
g′(x) ≤ 0 .
We also have that the function m(·) of (6.44) is given by
(6.66) m(x) = g′(x)
/ d
dx
[
h(x)
x
]
= −z2
dx
dz
g′(x) .
Hence the condition m(·) decreasing is equivalent to
(6.67)
d
dz
[
z2
dx
dz
g′(x)
]
≥ 0 .
Observe from (6.65) that (6.67) is the same as
(6.68)
d2
dz2
[zg(x)] =
[
2
dx
dz
+ z
d2x
dz2
]
g′(x) + z
(
dx
dz
)2
g′′(x) ≥ 0 .
Hence (6.33) is equivalent to the function z → zg(x(z)) decreasing, while (6.44)
is equivalent to convexity of the function z → zg(x(z)). Note that convexity of a
function implies that it is decreasing, provided the function is bounded at infinity.
7. Global Asymptotic Stability
In this section we prove a global asymptotic stability result for solutions of
(3.1) with ρ(t) = ρ(ξ(·, t), η(t)) given by (2.20), which extends the local asymptotic
stability result Theorem 4.1. As in [3], the key to proving this is to establish global
asymptotic stability for the DDE (5.15), (5.16) using the monotonicity properties
of the function f(t, vt(·)) implied by Proposition 5.1. Adapting the argument of
Proposition 8.1 of [3], we obtain the following:
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Proposition 7.1. Let ξ(·, t), t > 0, be the solution of (3.1) with ρ(t) = ρ(ξ(·, t), η(t)),
which is considered in Proposition 3.1. In addition to the assumptions (3.33), (3.35)
on h(·) required for Lemma 3.2, assume h(·) satisfies (4.9) for all p > 0 and also
that (5.19) holds. Let η(·) satisfy (3.43) and the inequality η(t) ≤ Ce−δt, t > 0,
for some constants C, δ > 0. Then if the function x→ β(x, 0) is Ho¨lder continuous
at x = 1, there exists I∞ > 0 such that the function I(·) defined by (5.1) satisfies
limt→∞ I(t) = I∞.
Proof. It follows from (2.43) and (3.24) of Proposition 3.1 that
(7.1) inf
t>0
{pIp(ξ(·, t)) + [dIp(ξ(·, t)), Aξ(·, t)]} > 0 .
We note that the function I(·) defined by (5.1) has the property
(7.2) c0I(0) ≤ I(t) ≤ C0I(0), t > 0, for some constants C0, c0 > 0 .
This is a consequence of the Ho¨lder assumption on β(·, 0) upon using Lemma 2.1,
Lemma 2.2, the identity (3.45), and our assumptions on the function η(·). It further
follows from the inequality in (3.44), (5.4) and (7.2) that the function G of (5.14)
satisfies an inequality |G(t, y, vt(·))| ≤ Ce
−t/p, y ≥ ε0, t ≥ 0, for some constant
C. We conclude then from (7.1) that the function g of (5.16) satisfies an inequality
|g(t, vt(·))| ≤ Ce
−t/p for some constant C. We observe also from (2.58) of Lemma
2.4 that the function γ(·) on the RHS of (5.15) satisfies |γ(t)| ≤ C1e
−δ1t, t > 0, for
some constants C1, δ1 > 0.
To prove convergence of I(t) as t → ∞, we first assume that for any ε, τ >
0, τ ′ > τ and ε < 1/2, there exists Tε,τ,τ ′ > τ
′ such that |I(t)1/p/I(s)1/p − 1| < ε
for t, s ∈ [Tε,τ,τ ′ − τ, Tε,τ,τ ′]. For t > Tε,τ,τ ′ we set Imax(t) = supTε,τ,τ′<s<t I(s) and
consider T > Tε,τ,τ ′ such that I(T ) = Imax(T ). Integrating (5.15) and using the
exponential decay of the RHS of (5.15) we have that
(7.3)
1
p
log
[
I(T )
I(Tε,τ,τ ′)
]
+∫
(Tε,τ,τ′ ,T )−{Tε,τ,τ′<t<T :Imax(t)>I(t)}
f(t, vt(·)) dt ≤ C2e
−δ2Tε,τ,τ′ ,
for some constants C2, δ2 > 0. We can estimate the second term on the LHS of (7.3)
by using Proposition 5.1. First we write the function F of (5.7) as F = F1 + F2,
where
(7.4) F1(t, y, vt(·)) =
1
p
∫ t
Tε,τ,τ′−τ
h
(
z(s)
vt(s)
)
e−(t−s)/pvt(s) ds
−
(
h(y) +
y
p
){
exp
[∫ t
Tε,τ,τ′−τ
h′
(
z(s)
vt(s)
)
ds
]
− 1
}
.
Note that from (5.4) the first term on the RHS of (7.4) has the simplification
(7.5)
1
p
∫ t
Tε,τ,τ′−τ
h
(
z(s)
vt(s)
)
e−(t−s)/pvt(s) ds
=
1
p
[exp {−(t+ τ − Tε,τ,τ ′)/p} z(Tε,τ,τ ′ − τ)− y] .
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We see from (5.4), (7.2) and the assumptions on h(·) that
|F2(t, y, vt(·))| ≤ C3e
−τ/pe−(t−Tε,τ,τ′ )/p, y ≥ ε0, t ≥ Tε,τ,τ ′, for some constant C3.
Next we define the function v˜t(·) as
v˜t(s) = vt(Tε,τ,τ ′), Tε,τ,τ ′ − τ < s < Tε,τ,τ ′ ,(7.6)
v˜t(s) = vt(s), Tε,τ,τ ′ < s < t .
We define also the function z˜(s), Tε,τ,τ ′− τ < s < t, as the solution to (5.4) with
v˜t(·) in place of vt(·). Evidently z(s) = z˜(s) for s ∈ [Tε,τ,τ ′, t]. For s ∈ [Tε,τ,τ ′ −
τ, Tε,τ,τ ′] we note that z˜(s)/v˜t(s) = z˜(s)/vt(Tε,τ,τ ′) ≥ z(Tε,τ,τ ′)/vt(Tε,τ,τ ′) ≥ ε0.
Hence the equation (5.4) is well-defined for v˜t(·), z˜(·). We define the function F˜1
by (7.4) with v˜t(·), z˜(·) in place of vt(·), z(·). We see from (7.4), (7.5) that
(7.7)
∣∣∣F1(t, y, vt(·))− F˜1(t, y, v˜t(·))∣∣∣ ≤
1
p
exp {−(t+ τ − Tε,τ,τ ′)/p} |z(Tε,τ,τ ′ − τ)− z˜(Tε,τ,τ ′ − τ)|
−
(
h(y) +
y
p
)∫ Tε,τ,τ′
Tε,τ,τ′−τ
ds
∣∣∣∣h′
(
z(s)
vt(s)
)
− h′
(
z˜(s)
v˜t(s)
)∣∣∣∣ .
Since we have by assumption that the fluctuation of I(·) in the interval [Tε,τ,τ ′−
τ, Tε,τ,τ ′] is small, we should be able to estimate the RHS of (7.7) by a small
constant. However since h′(y) may diverge as y → ε0 we cannot simply apply
Taylor’s theorem to estimate the RHS of (7.7). We can directly apply Taylor’s
theorem if t ≥ Tε,τ,τ ′, y ≥ ε0 + ν0 or if t ≥ Tε,τ,τ ′ + ν0, y ≥ ε0, for any ν0 > 0. To
do this we first observe by integrating (5.4) that
(7.8)
z(s) = e(Tε,τ,τ′−s)/pz (Tε,τ,τ ′)+
∫ Tε,τ,τ′
s
ds′ e(s
′−s)/pvt(s
′)h
(
z(s′)
vt(s′)
)
, s < Tε,τ,τ ′ ,
with a similar formula for z˜(s). Since z (Tε,τ,τ ′) = z˜ (Tε,τ,τ ′) we have from (7.8)
that
(7.9)
1
(1 + ε)
h∞
h(ε0)
≤
z˜(s)
z(s)
≤ (1 + ε)
h(ε0)
h∞
, Tε,τ,τ ′ − τ < s < Tε,τ,τ ′ .
Taylor’s theorem implies then upon using (7.9) and our assumptions on derivatives
of the function h(·), there is a constant C4 such that
(7.10) |F1(t, y, vt(·))− F˜1(t, y, v˜t(·))| ≤
C4τe
−(t−Tε,τ,τ′ )/p sup
Tε,τ,τ′−τ<s<Tε,τ,τ′
[
|vt(s)− v˜t(s)|
vt(s)
+
vt(s)
z(s)
∣∣∣∣ z(s)vt(s) −
z˜(s)
v˜t(s)
∣∣∣∣
]
.
From our assumptions on I(·) in the interval [Tε,τ,τ ′ − τ, Tε,τ,τ ′], we see that the
first term in the supremum on the RHS of (7.10) is bounded above by ε. In order
to estimate |1− z˜(s)/z(s)| for s ∈ [Tε,τ,τ ′ − τ, Tε,τ,τ ′], we observe that the function
w(s) = z(s)− z˜(s) is a solution to the terminal value problem
(7.11)
dw(s)
ds
= −a(s)w(s)− b(s) [vt(s)− v˜t(s)] , s < Tε,τ,τ ′ , w(Tε,τ,τ ′) = 0 ,
where the functions a(·), b(·) are given by the formulae
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(7.12) a(s) =
1
p
+
∫ 1
0
dµ h′
(
µ
z(s)
vt(s)
+ (1− µ)
z˜(s)
v˜t(s)
)
,
b(s) = h
(
z˜(s)
v˜t(s)
)
−
z˜(s)
v˜t(s)
∫ 1
0
dµ h′
(
µ
z(s)
vt(s)
+ (1− µ)
z˜(s)
v˜t(s)
)
.
Integrating (7.11) we have that
(7.13) w(s) =
∫ Tε,τ,τ′
s
ds′ exp
[∫ s′
s
a(s′′) ds′′
]
b(s′) [vt(s
′)− v˜t(s
′)] .
Observe now that a(·) ≤ 1/p, and in view of (7.9) that b(·) is bounded in the
interval [Tε,τ,τ ′ − τ, Tε,τ,τ ′]. We conclude from (7.8), (7.13) that |w(s)/z(s)| ≤ C4ε
for s ∈ [Tε,τ,τ ′ − τ, Tε,τ,τ ′], where C4 is independent of ε, τ, τ
′. We have shown that
if t ≥ Tε,τ,τ ′, y ≥ ε0 + ν0 or if t ≥ Tε,τ,τ ′ + ν0, y ≥ ε0, then
(7.14) |F1(t, y, vt(·)) − F˜1(t, y, v˜t(·))| ≤ C5ετe
−(t−Tε,τ,τ′ )/p
for some constant C5 independent of ε, τ, τ
′.
We estimate the expression on the RHS of (7.7) when Tε,τ,τ ′ ≤ t ≤ Tε,τ,τ ′ +
ν0, ε0 ≤ y ≤ ε0 + ν0. Since we can apply the argument of the previous paragraph
to integration on the RHS of (7.7) over the interval [Tε,τ,τ ′ − τ, Tε,τ,τ ′ − ν0], we
restrict ourselves to the integral over the interval [Tε,τ,τ ′−ν0, Tε,τ,τ ′]. Observe from
(3.3), (5.3), (5.4) that
(7.15) setting yµ(s) = µ
z(s)
vt(s)
+ (1− µ)
z˜(s)
v˜t(s)
, s < Tε,τ,τ ′, then
dyµ(s)
ds
= −µ [ρ(s)y1(s) + h (y1(s))]− (1− µ)
[
y0(s)
p
+ h (y0(s))
]
.
Upon choosing ν0 > 0 sufficiently small, we see from (7.15) and the inequality
inf ρ(·) > −h(ε0)/ε0 there exists c0 > 0 such that y
′
µ(s) ≤ −c0 for all 0 < µ < 1
and s ∈ [Tε,τ,τ ′ − ν0, Tε,τ,τ ′]. It follows that the function b(·) of (7.12) satisfies the
inequality
(7.16)
∫ Tε,τ,τ′
Tε,τ,τ′−ν0
|b(s)| ds ≤ C0 ,
where the constant C0 is inversely proportional to c0. We conclude from (7.8),
(7.16) that the function w(·) of (7.13) satisfies the inequality |w(s)/z(s)| ≤ C5ε, s ∈
[Tε,τ,τ ′−ν0, Tε,τ,τ ′], for some constant C5. It follows there are constants C6, C
′
6 such
that
(7.17)
∣∣∣∣ z(s)vt(s) −
z˜(s)
v˜t(s)
∣∣∣∣ ≤ C6ε for Tε,τ,τ ′ − ν0 < s < Tε,τ,τ ′ ,
min
[
z(s)
vt(s)
,
z˜(s)
v˜t(s)
]
≥ ε0 + 2C6ε for Tε,τ,τ ′ − ν0 < s < Tε,τ,τ ′ − C
′
6ε .
We estimate now
(7.18)
∫ Tε,τ,τ′
Tε,τ,τ′−ν0
ds
∣∣∣∣h′
(
z(s)
vt(s)
)
− h′
(
z˜(s)
v˜t(s)
)∣∣∣∣ ≤
∫ Tε,τ,τ′
Tε,τ,τ′−C
′
6
ε
+
∫ Tε,τ,τ′−C′6ε
Tε,τ,τ′−ν0
.
Since h′(·) is integrable the first integral on the right of (7.18) converges to 0 as
ε → 0. Using (7.17) we see that the second integral on the RHS of (7.18) also
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converges to 0 as ε → 0. We have therefore shown that the integral on the RHS
of (7.7) converges to 0 as ε→ 0. Evidently the first term on the RHS of (7.7) also
converges to 0.
To estimate the second term on the LHS of (5.15) we write f(t, vt(·)) = f1(t, vt(·))+
f2(t, vt(·)), corresponding to the decomposition F = F1 + F2. From our bound on
F2 we see there is a constant C7 such that
(7.19)
∫ ∞
Tε,τ,τ′
|f2(t, vt(·))| dt ≤ C7e
−τ/p .
Letting f˜1(t, v˜t(·)) be the function (5.16) corresponding to F˜1 in place of F , we have
from (7.14) and the argument of the previous paragraph that
(7.20)
∫ ∞
Tε,τ,τ′
|f1(t, vt(·))− f˜1(t, v˜t(·))| dt ≤ C8τε+ C9(ε) ,
for a constant C8 independent of ε, and a constant C9(ε) which has the property
limε→0 C9(ε) = 0. Observe next that by Proposition 5.1 one has F˜1(t, y, v˜t(·)) ≤
F˜1(t, y, 1(·)) for t > Tε,τ,τ ′ such that I(t) = Imax(t), whence f˜1(t, v˜t(·)) ≥ 0. We
note also from (2.58) of Lemma 2.4 that the function γ(·) on the RHS of (5.15)
satisfies an inequality |γ(t)| ≤ Ce−δ1t, t ≥ 0, for some constants C, δ1 > 0. We
conclude then from (5.15), (7.1), (7.19), (7.20) and the bounds we have on the
functions (t, y)→ G(t, y, vt(·)) and t→ γ(t) that
(7.21)
1
p
log
[
I(T )
I(Tε,τ,τ ′)
]
≤ C10
[
e−τ
′/p + e−δ1τ
′
]
+ C7e
−τ/p + C8τε+ C9(ε) .
Since the constants C7, C8, C9, C10 in (7.21) are independent of ε, τ, τ
′, we conclude
that for any δ > 0 there exists Tδ > 0 such that supt>Tδ [I(t)/I(Tδ) − 1] < δ.
Since we can make an exactly analogous argument with the function Imin(t) =
infTε,γ,τ<s<t I(s), we conclude that limt→∞ I(t) = I∞ > 0 exists.
Alternatively there exists ε0, τ0 > 0, τ1 > τ0 such that
sups,t∈[T−τ0,T ] |I(t)
1/p/I(s)1/p−1| ≥ ε0 for all T ≥ τ1. Letting I
+
∞ = lim supt→∞ I(t),
there exists for any δ > 0, N = 1, 2, .., a time Tδ,N > max[τ1, N ] such that
I(Tδ,N) ≥ I
+
∞−δ and I(t) ≤ I
+
∞+δ for Tδ,N−N ≤ t ≤ Tδ,N . Since the oscillation of
I(·) in the interval [Tδ,N − τ0, Tδ,N ] exceeds ε0, there exists τδ,N ∈ [Tδ,N − τ0, Tδ,N ]
such that I(τδ,N )
1/p ≤ (I+∞ + δ)
1/p/(1 + ε0). We proceed similarly to before by
writing the function F of (5.7) as F = F1+F2, where F1 is given by (7.4), but with
the interval of integration now [Tδ,N −N, t] in place of [Tε,τ,τ ′− τ, t]. As previously,
one has the bound |F2(t, y, vt(·))| ≤ C3e
(τ0−N)/p, y ≥ ε0, t ∈ [Tδ,N − τ0, Tδ,N ].
Evidently F1(t, y, vt(·)) depends only on the values of I(s) for s ∈ [Tδ,N −N, t]. We
define v˜t(s) = I(s)
1/p/(I+∞ + δ)
1/p for s ∈ [Tδ,N −N, t], and z˜(s), s ∈ [Tδ,N −N, t]
as the solution to (5.4) with v˜t(·) replacing vt(·). Since v˜t(·) ≤ 1 we have that
z˜(s)/v˜t(s) ≥ z˜(s) ≥ z˜(t) ≥ ε0 for s ∈ [Tδ,N − N, t]. Hence (5.4) is well-defined
for v˜t(·), z˜(·). Similarly to (7.9), it is easy to see there are positive constants
independent of δ,N, t such that
(7.22) c12 ≤
z˜(s)
z(s)
≤ C12 for Tδ,N −N < s < t .
Setting w(s) = z(s)−z˜(s) we see using a representation analogous to (7.13), that for
some constant C13 one has |w(s)/z(s)| ≤ C13J(t), where J(t) = log
[
(I+∞ + δ)
1/p/I(t)1/p
]
≥
0.
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Let F˜1(t, y, v˜t(·)) be defined in the same way as F1(t, y, vt(·)), but with v˜t(·), z˜(·)
replacing vt(·), z(·). The difference |F1(t, y, vt(·)) − F˜1(t, y, v˜t(·))| is bounded by
the RHS of (7.7), with the interval of integration now [Tδ,N − N, t] in place of
[Tε,τ,τ ′ − τ, Tε,τ,τ ′]. Instead of (7.10) we have if y ≥ ε0 + ν0 the estimate
(7.23) |F1(t, y, vt(·))− F˜1(t, y, v˜t(·))| ≤
C14
∫ t
Tδ,N−N
ds e−(t−s)/p
[
|vt(s)− v˜t(s)|
vt(s)
+
vt(s)
z(s)
∣∣∣∣ z(s)vt(s) −
z˜(s)
v˜t(s)
∣∣∣∣
]
,
for some constant C14. It follows from (7.23) there is a constant C15 such that
|F1(t, y, vt(·)) − F˜1(t, y, v˜t(·))| ≤ C15J(t) for t ∈ [Tδ,N − τ0, Tδ,N ], provided y ≥
ε0 + ν0. For the case ε0 ≤ y ≤ ε0 + ν0 we need only estimate the RHS of (7.7)
with the interval of integration [t − ν0, t], since the previous argument applies to
the integral over the interval [Tδ,N −N, t− ν0].
We shall show that
(7.24)
∫ ε0+ν0
ε0
dy
∫ t
t−ν0
ds
∣∣∣∣h′
(
z(s, y)
vt(s)
)
− h′
(
z˜(s, y)
v˜t(s)
)∣∣∣∣ ≤ C15J(t)
for some constant C15. First observe that since the LHS of (7.24) is bounded, we
need only consider the situation when J(t) << 1. We proceed similarly to the
method used in (7.18). Thus we first observe there are constants C16, C
′
16 such that
(7.25)
∣∣∣∣z(s, y)vt(s) −
z˜(s, y)
v˜t(s)
∣∣∣∣ ≤ C16J(t) for t− ν0 < s < t , ε0 < y < ε0 + ν0,
min
[
z(s, y)
vt(s)
,
z˜(s, y)
v˜t(s)
]
≥ y + 2C16J(t) for t− ν0 < s < t− C
′
16J(t) .
We have now that
(7.26)
∫ t
t−C′
16
J(t)
∣∣∣∣h′
(
z(s, y)
vt(s)
)∣∣∣∣ ds ≤ C17
∫ y+C18J(t)
y
|h′(y′)| dy′
= C17[h(y)− h(y + C18J(t))] for some constants C17, C18 .
It follows from (7.26) that
(7.27)
∫ ε0+ν0
ε0
dy
∫ t
t−C′
16
J(t)
ds
∣∣∣∣h′
(
z(s, y)
vt(s)
)∣∣∣∣ ≤ C17C18h(ε0)J(t) .
Since we can obtain a similar estimate to (7.27) when z(s, y)/vt(s) is replaced by
z˜(s, y)/v˜t(s), we need only estimate the integral in (7.24) for t−ν0 < s < t−C
′
16J(t).
To do this we note from the convexity of the function h(·) and (7.25) the inequality
(7.28)
∣∣∣∣h′
(
z(s, y)
vt(s)
)
− h′
(
z˜(s, y)
v˜t(s)
)∣∣∣∣ ≤ h′(y′ + C16J(t))− h′(y′ − C16J(t)) ,
where y′ =
z(s, y)
vt(s)
and t− ν0 < s < t− C
′
16J(t) .
Integrating (7.28) we obtain the inequality
(7.29)
∫ t−C′
16
J(t)
t−ν0
ds
∣∣∣∣h′
(
z(s, y)
vt(s)
)
− h′
(
z˜(s, y)
v˜t(s)
)∣∣∣∣
≤ C19[h(y + C16J(t)) − h(y + 3C16J(t))] for some constant C19 .
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Integrating (7.29) with respect to y then yields the inequality
(7.30)∫ ε0+ν0
ε0
dy
∫ t−C′
16
J(t)
t−ν0
ds
∣∣∣∣h′
(
z(s, y)
vt(s)
)
− h′
(
z˜(s, y)
v˜t(s)
)∣∣∣∣ ≤ 2C19C16h(ε0)J(t) .
Now (7.24) follows from (7.27), (7.30).
We estimate the second term on the LHS of (5.15) by writing f(t, vt(·)) =
f1(t, vt(·))+f2(t, vt(·)), corresponding to the decomposition F = F1+F2. From our
bound on F2 we see there is a constant C20 such that |f2(t, vt(·))| ≤ C20e
−N/p for
t ∈ [Tδ,N−τ0, Tδ,N ]. Letting f˜1(t, v˜t(·)) be the function (5.16) corresponding to F˜1 in
place of F , we also have from the previous paragraph that |f1(t, vt(·))−f˜1(t, v˜t(·))| ≤
C21J(t) for some constant C21 if t ∈ [Tδ,N − τ0, Tδ,N ]. Furthermore, Proposi-
tion 5.1 implies that F˜1(t, y, v˜t(·)) ≤ F˜1(t, y, 1(·)) for t ∈ [Tδ,N − τ0, Tδ,N ], whence
f˜1(t, v˜t(·)) ≥ 0 if t ∈ [Tδ,N − τ0, Tδ,N ]. It follows now from (5.15) that
(7.31)
dJ(t)
dt
+C22J(t) ≥ −C20e
−N/p−C23[e
−t/p+e−δ1t] , t ∈ [Tδ,N−τ0, Tδ,N ] ,
for some positive constants C22, C23. In deriving (7.31) we have used the fact
that the function t → J(t) is non-negative. Integrating (7.31) over the interval
[τδ,N , Tδ,N ], we obtain the inequality
(7.32)
J(Tδ,N ) ≥ e
−C22τ0J(τδ,N )− C20τ0e
−N/p − C23τ0[e
−(Tδ,N−τ0)/p + e−δ1(Tδ,N−τ0)] .
Observe that J(Tδ,N ) ≤ 2δ/p(I
+
∞ − δ) and J(τδ,N ) ≥ log(1 + ε0). Since Tδ,N ≥ N ,
the inequality (7.32) yields a contradiction if δ > 0 is sufficiently small and N
sufficiently large. 
Lemma 7.1. Assume ρ(·), h(·) satisfy the assumptions of Lemma 3.2, and let
ξ(·, t), t > 0 be the solution to (3.1) with initial condition ξ(·, 0) satisfying ‖ξ(·, 0)‖1,∞ <
∞. Assume further that
(7.33) lim
t→∞
sup
t−τ<s<t
∣∣∣∣
∫ t
s
[
ρ(s′)−
1
p
]
ds′
∣∣∣∣ = 0 for all τ > 0 .
Then limt→∞ ‖ξ(·, t)− ξp(·)‖1,∞ = 0.
Proof. Let ξ0(·, ·) be defined by
(7.34) ξ0(y, t) =
∫ t
0
ds h(y(s)) exp
[
−
∫ t
s
ρ(s′) ds′
]
, y ≥ ε0, t > 0 ,
where y(·) is the solution to (3.3). We see from (3.14), (3.32) upon using the repre-
sentations (3.4), (3.23) for ξ(·, t), Dξ(·, t) that ‖ξ(·, t)−ξ0(·, t)‖1,∞ < C0e
−δ0t, t > 0
for some constant C0. For any τ, ν > 0 with 0 < ν ≤ 1, let Tτ,ν > τ have the prop-
erty that
(7.35)
∣∣∣∣
∫ t
s
[
ρ(s′)−
1
p
]
ds′
∣∣∣∣ ≤ ν for t− τ < s < t, t > Tτ,ν .
Letting ξ0,τ (·, t) be defined as in (7.34), but with the interval of integration [t −
τ, t] instead of [0, t], then we have that ‖ξ0(·, t) − ξ0,τ (·, t)‖1,∞ ≤ Ce
−δ0τ for some
constant C independent of τ > 0.
Let ξ˜0,τ (·, t) be the function ξ0,τ (·, t) in the case ρ(·) ≡ 1/p. We wish to estimate
‖ξ0,τ (·, t) − ξ˜0,τ (·, t)‖1,∞. In order to do this we first need an estimate on the
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difference y(s) − yp(s), t − τ < s < t, where yp(·) is the solution to (3.3) with
ρ(·) ≡ 1/p. Observe from (3.14) that u(s) = e−(t−s)/p[y(s) − yp(s)] satisfies the
integral equation
(7.36) u(s) +
∫ t
s
K(s′)u(s′) ds′ = g(s) , s < t ,
where
(7.37) K(s) = −
∫ 1
0
h′(λy(s) + (1− λ)yp(s)) ds ≥ 0 ,
g(s) =
{
exp
[∫ t
s
ρ(s′)−
1
p
ds′
]
− 1
}
y+
∫ t
s
ds′ e−(t−s
′)/p
{
exp
[∫ s′
s
ρ(s′′)−
1
p
ds′′
]
− 1
}
h(y(s′)) .
Observing that g(t) = 0, we see on differentiating (7.36) that u(s), s < t, is the
solution to the terminal value problem
(7.38)
du(s)
ds
−K(s)u(s) = g′(s) , s < t, u(t) = 0 .
The integral representation for the solution to (7.38) is given by
(7.39) u(s) = −
∫ t
s
exp
[
−
∫ s′
s
K(s′′) ds′′
]
g′(s′) ds′
= g(s)−
∫ t
s
exp
[
−
∫ s′
s
K(s′′) ds′′
]
K(s′)g(s′) ds′ .
Since K(·) is non-negative we conclude from (7.39) that
(7.40) |u(s)| ≤ 2 sup
s≤s′≤t
|g(s′)| , s < t .
It follows from (7.35), (7.37) that
(7.41) |g(s)| ≤ [eν − 1]y + p[e2ν − 1]h(ε0) , t− τ < s < t, t > Tτ,ν .
We conclude from (3.14), (7.40), (7.41) there is a constant C such that
(7.42) |y(s)− yp(s)| ≤ Cνyp(s) 0 < ν ≤ 1, t− τ < s < t, t > Tτ,ν .
It follows easily from (3.33), (7.42) that ‖ξ0,τ (·, t) − ξ˜0,τ (·, t)‖∞ ≤ Cν for some
constant C. To bound the derivative Dξ˜0,τ (·, t)−Dξ0,τ (·, t) we observe as in (3.23)
that
(7.43) Dξ0,τ (y, t) = exp
[∫ t
t−τ
h′(y(s)) ds
]
− 1 ,
with a similar representation for Dξ˜0,τ (·, t). Hence using the negativity of h
′(·) we
have from (7.43) and Taylor’s theorem that
(7.44) |Dξ0,τ (y, t)−Dξ˜0,τ (y, t)| ≤
∣∣∣∣
∫ t
t−τ
[h′(y(s))− h′(yp(s))] ds
∣∣∣∣ .
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We can estimate the RHS of (7.44) by applying Taylor’s theorem and using (3.14),
(3.35) to conclude that for any ν0 > 0,
(7.45) sup
y≥ε0+ν0
y|Dξ0,τ (y, t)−Dξ˜0,τ (y, t)| ≤ C(ν0)ν , t > Tτ,ν ,
where the constant C(ν0) may depend on ν0 > 0. We could extend the estimate of
(7.45) to the supremum over y ≥ ε0 if we were to replace the interval of integration
[t− τ, t] on the RHS of (7.44) by [t− τ, t− ν0] for any ν0 > 0. Hence if we can show
that
(7.46) lim
t→∞
sup
ε0<y<ε0+ν0
∣∣∣∣
∫ t
t−ν0
[h′(y(s))− h′(yp(s))] ds
∣∣∣∣ = 0 ,
it follows that limt→∞ ‖ξ0,τ (·, t) − ξ˜0,τ (·, t)‖1,∞ = 0. The limit (7.46) is a conse-
quence of the dominated convergence theorem.
To complete the proof we observe there is a constant C such that
(7.47) ‖ξ˜0,τ (·, t)− ξp(·)‖1,∞ ≤ Ce
−τ/p for 0 < τ < t .
This follows from the identity
(7.48) ξp(y) = e
−t/pξp(yp(0)) +
∫ t
0
e−(t−s)/ph(yp(s)) ds .

Under the assumptions of Proposition 7.1, we see from (5.2) that the condition
(7.33) of Lemma 7.1 holds. Thus we obtain a global asymptotic stability theorem
in the case when the function x→ β(x, 0) is Ho¨lder continuous at x = 1. To prove
global asymptotic stability under just a continuity assumption on the function
x→ β(x, 0) at x = 1, we need to proceed somewhat differently.
Recall that Proposition 8.1 of [3] is a non-linear generalization of Proposition 6.2
of [3]. This is a stability result for solutions to the linear differential delay equation
(DDE)
(7.49)
dI(t)
dt
+
∫ t
0
k(t, s)[I(t)− I(s)] ds = f(t) , t > 0 ,
where k(·, ·) is non-negative and f ∈ L1(R+). We first prove a result for solutions
to (7.49) when f ∈ L∞(R+), and then generalize it to the non-linear case.
Lemma 7.2. Assume the function k(·, ·) of (7.49) is non-negative, and the function
b(t) =
∫ t
0 k(t, s) ds, t ≥ 0, is bounded. Assume further there exists τ > 0 such that
k(t, s) = 0 for t − s > τ . Then there exists a constant C such that the solution to
(7.49) satisfies the inequality ‖I ′(·)‖∞ ≤ C‖f(·)‖∞.
Proof. Assuming 0 ≤ T1 < T2, we integrate (7.49) to obtain the formula
(7.50) I(T2) = I(T1) exp
[
−
∫ T2
T1
b(t) dt
]
+
∫ T2
T1
exp
[
−
∫ T2
t
b(s) ds
]{
f(t) +
∫ t
0
k(t, s)I(s) ds
}
dt .
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We rewrite (7.50) as
(7.51)
I(T2)− I(T1) =
∫ T2
T1
exp
[
−
∫ T2
t
b(s) ds
]
f(t) dt+ δ(T1, T2)E[I(T )− I(T1)] ,
where
(7.52) δ(T1, T2) = 1− exp
[
−
∫ T2
T1
b(t) dt
]
,
and T is a random variable with distribution in the interval [T1 − γ, T2].
For n = 1, 2, . . . , we may use (7.51) to estimate the oscillation of I(·) on the
interval [nτ, (n+1)τ ] in terms of the oscillation of I(·) on the interval [(n− 1)τ, nτ ]
and sup |f(·)| on [nτ, (n+1)τ ]. We set T1 = nτ and choose T2 ∈ [nτ, (n+1)τ ] such
that I(T2) = supnτ<t<(n+1)τ I(t). Then (7.51) yields the inequality
(7.53) sup
nτ<t<(n+1)τ
[I(t)− I(nτ)] ≤ τ sup
nτ<t<(n+1)τ
|f(t)|
+ δα
{
sup
nτ<t<(n+1)τ
[I(t)− I(nτ)]
}
+ δ(1 − α)
{
sup
(n−1)τ<t<nτ
[I(t)− I(nτ)]
}
,
where δ, α are given by
(7.54) δ = 1− exp [−τ sup b(·)] , α = P (T > nτ) .
It follows from (7.53) that
(7.55) sup
nτ<t<(n+1)τ
[I(t)− I(nτ)] ≤
τ
1− δα
sup
nτ<t<(n+1)τ
|f(t)|
+
δ(1 − α)
1− δα
{
sup
(n−1)τ<t<nτ
[I(t)− I(nτ)]
}
.
We may apply a similar argument using (7.51) with T1 = nτ and T2 ∈ [nτ, (n+1)τ ]
such that I(T2) = infnτ<t<(n+1)τ I(t). This yields the inequality
(7.56) sup
nτ<t<(n+1)τ
[I(nτ) − I(t)] ≤
τ
1− δα
sup
nτ<t<(n+1)τ
|f(t)|
+
δ(1 − α)
1− δα
{
sup
(n−1)τ<t<nτ
[I(nτ)− I(t)]
}
.
Adding (7.55) and (7.56) we obtain the estimate
(7.57) sup
nτ<s,t<(n+1)τ
|I(t)− I(s)| ≤
2τ
1− δ
sup
nτ<t<(n+1)τ
|f(t)|
+ δ
{
sup
(n−1)τ<s,t<nτ
|I(t)− I(s)|
}
.
We conclude from (7.57) that
(7.58) sup
nτ<s,t<(n+1)τ
|I(t)− I(s)| ≤
2τ(1− δn)
(1 − δ)2
‖f(·)‖∞
+ δn sup
0<s,t<τ
|I(t)− I(s)| , for n = 1, 2, ...
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Following the same argument as before, we have from (7.51) that
(7.59) sup
0<s,t<τ
|I(t)− I(s)| ≤
2τ
(1− δ)2
‖f(·)‖∞ .
We conclude from (7.58), (7.59) that
(7.60) sup
nτ<s,t<(n+1)τ
|I(t)− I(s)| ≤
2τ
(1− δ)2
‖f(·)‖∞ for n = 0, 1, 2, ...
It follows now from (7.49), (7.60) that
(7.61) ‖I ′(·)‖∞ ≤
[
4τ sup b(·)
(1− δ)2
+ 1
]
‖f(·)‖∞ .

Remark 6. Lemma 7.2 implies a result for Volterra integral equations. Thus
consider the integral equation
(7.62) u(t) +
∫ t
0
K(t, s)u(s) ds = f(t) , t > 0 ,
with continuous kernel K(t, s), 0 ≤ s ≤ t < ∞. Assume the functions s →
K(t, s), 0 ≤ s ≤ t, are increasing for all t > 0, there exists τ > 0 such that
K(t, s) = 0 for t− s > τ , and that supt>0K(t, t) <∞. Then there is a constant C
such that the solution to (7.62) satisfies ‖u(·)‖∞ ≤ C‖f(·)‖∞.
One should compare this result to the analogous result of Gripenberg (Theorem
9.1 of Chapter 9 of [5]), given as Proposition 6.1 of [3]. The monotonicity assump-
tion on K(·, ·) in this case is that the functions t→ K(t, s) are decreasing on [s,∞)
for all s ≥ 0.
Proposition 7.2. Let h(·), ξ(·, ·) satisfy the assumptions of Proposition 7.1, η(·)
satisfy (3.43), and the function x → β(x, 0) be continuous at x = 1. Then (7.33)
holds.
Proof. We first observe that (7.1) holds, but not (7.2) in general. We replace (7.2)
by the inequality
(7.63) cαe
−α(t−s) ≤
[
I(t)
I(s)
]1/p
≤ Cαe
α(t−s) 0 ≤ s ≤ t <∞ ,
which is valid for any α > 0, where Cα, cα are positive constants depending on
α. This follows from (3.43), (3.46) and (2.69) of Lemma 2.5 upon integrating
(3.45) over the interval [s, t]. It follows from (7.63) that the function G of (5.14)
satisfies an inequality |G(t, y, vt(·))| ≤ Cαe
−t(1/p−α), y ≥ ε0, t ≥ 0, and hence that
|g(t, vt(·))| ≤ Cαe
−t(1/p−α), t ≥ 0, where α > 0 can be arbitrarily small, and the
constant Cα depends on α > 0. We also have from (2.57) of Lemma 2.4 that the
function γ(·) on the RHS of (5.15) is bounded and limt→∞ γ(t) = 0.
We proceed now as in the proof of Proposition 7.1 by writing the function F
of (5.7) as F = F1 + F2, where F1 is given by (7.4), but with the interval of
integration [max{t − τ, 0}, t] in place of [Tε,τ,τ ′ − τ, t]. From (7.63) we see that
|F2(t, y, vt(·))| ≤ Cαe
−τ(1/p−α), y ≥ ε0, t ≥ τ , where α > 0 can be arbitrarily small.
Evidently F1(t, y, vt(·)) depends only on the values of I(s) for s ∈ [t − τ, t]. Let
I∗ > 0 be a constant and define v˜t(s) = I(s)
1/p/(I∗)1/p for max{t− τ, 0} < s < t,
and z˜(s), s ∈ [max{t − τ, 0}, t] as the solution to (5.4) with v˜t(·) replacing vt(·).
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Let F˜1(t, y, v˜t(·)) be defined in the same way as F1(t, y, vt(·)), but with v˜t(·), z˜(·)
replacing vt(·), z(·). We write the second term on the LHS of (5.15) as f(t, vt(·)) =
f1(t, vt(·)) + f2(t, vt(·)), corresponding to the decomposition F = F1 +F2. We also
denote by f˜1(t, v˜t(·)) the function (5.16) corresponding to F˜1 in place of F . On
setting J(t) = log
[
(I∗)1/p/I(t)1/p
]
, we see that (5.15) is equivalent to the equation
(7.64)
dJ(t)
dt
+ [f˜1(t, v˜t(·))− f1(t, vt(·))] = f˜1(t, v˜t(·)) + Γ(t) ,
where Γ(t) = f2(t, vt(·)) − g(t, vt(·))− γ(t) .
Assume now that for some given T1 ≥ τ , the constant I
∗ has been chosen so that
J(·) is non-negative in the interval [T1 − τ, T1]. Let T2 > T1 be such that J(s) ≥ 0
also for T1 ≤ s ≤ T2. Then f˜1(t, v˜t(·)) ≥ 0 for T1 ≤ s ≤ T2. Note from (7.63) that
(7.65)
1
Cα
e−ατ ≤ vt(s) ≤
1
cα
eατ , max{t− τ, 0} ≤ s ≤ t .
We also have that v˜t(·) ≤ 1, so z˜(s)/v˜t(s) > ε0 for s < t. Hence we may argue as
in the proof of Proposition 7.1 that
(7.66) |f1(t, vt(·)) − f˜1(t, v˜t(·))| ≤ C(τ)J(t) , T1 < t < T2 ,
where the constant C(τ) depends on τ since we need to use the inequality (7.65).
Integrating (7.64), using (7.66) and the non-negativity of f˜1, we obtain the inequal-
ity
(7.67) J(T2) ≥ exp [−C(τ){T2 − T1}]J(T1)−
∫ T2
T1
exp [−C(τ){T2 − t}] |Γ(t)| dt .
We can use (7.67) to estimate the oscillation of I(·) in the interval [nτ, (n+1)τ ]
in terms of the oscillation of I(·) in the interval [(n− 1)τ, nτ ], n = 1, 2, .... We set
T1 = nτ and define I
∗ in such a way that the RHS of (7.67) is non-negative for
T1 ≤ t ≤ T2 ≤ (n+ 1)τ . Thus we require I
∗ to satisfy the inequality
(7.68) log
[(
I∗
I(nτ)
)1/p]
≥ C(τ)−1
[
eτC(τ) − 1
]
sup
nτ<t<(n+1)τ
|Γ(t)| .
We also require I∗ ≥ sup(n−1)τ<t<nτ I(t) so that J(t) ≥ 0 for (n − 1)τ < t < nτ .
Hence we define I∗ as
(7.69)
log


(
I∗
sup(n−1)τ<t<nτ I(t)
)1/p = C(τ)−1 [eτC(τ) − 1] sup
nτ<t<(n+1)τ
|Γ(t)| .
In that case (7.67) holds for all T2 such that nτ < T2 < (n+1)τ , whence we obtain
the inequality
(7.70) log
[(
I∗
I(t)
)1/p]
≥ e−τC(τ) log
[(
I∗
I(nτ)
)1/p]
− C(τ)−1[1− e−τC(τ ] sup
nτ<t<(n+1)τ
|Γ(t)| for nτ < t < (n+ 1)τ .
Analogously to the previous paragraphs, we let I∗ be a constant and set J(t) =
log
[
I(t)1/p/I
1/p
∗
]
. Defining v˜t(s) = I(s)
1/p/I
1/p
∗ , we see as in (7.64) that J(t) is a
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solution to the equation
(7.71)
dJ(t)
dt
+ [f1(t, vt(·))− f˜1(t, v˜t(·))] = −f˜1(t, v˜t(·))− Γ(t) ,
where Γ(t) = f2(t, vt(·)) − g(t, vt(·))− γ(t) .
Assume now that I∗ has been chosen so that J(·) is non-negative in the interval
[T1 − τ, T1]. If T2 > T1 is such that J(t) ≥ 0 for T1 < t < T2, then the function
f˜1(t, v˜t(·)) is negative for T1 < t < T2. Hence if (7.66) holds, we obtain upon
integrating (7.71) the inequality (7.67) again. We choose T1 = nτ and I∗ to be
given by
(7.72)
log
[(
inf(n−1)τ<t<nτ I(t)
I∗
)1/p]
= C(τ)−1
[
eτC(τ) − 1
]
sup
nτ<t<(n+1)τ
|Γ(t)| .
In that case (7.67) holds for all T2 such that nτ < T2 < (n+1)τ , whence we obtain
the inequality
(7.73) log
[(
I(t)
I∗
)1/p]
≥ e−τC(τ) log
[(
I(nτ)
I∗
)1/p]
− C(τ)−1[1− e−τC(τ ] sup
nτ<t<(n+1)τ
|Γ(t)| for nτ < t < (n+ 1)τ .
Adding (7.70) to (7.73) we have that
(7.74) log
[(
I(s)
I(t)
)1/p]
≥
[
e−τC(τ) − 1
]
log
[(
I∗
I∗
)1/p]
− 2C(τ)−1[1− e−τC(τ ] sup
nτ<t<(n+1)τ
|Γ(t)| for nτ < s, t < (n+ 1)τ .
Upon taking the infimum of the LHS of (7.74) over nτ < s, t < (n + 1)τ , and
using the formulae (7.69), (7.72) for I∗, I∗, we obtain the estimate
(7.75) log
[(
supnτ<t<(n+1)τ I(t)
infnτ<t<(n+1)τ I(t)
)1/p]
≤
[1−e−τC(τ ]
{
log
[(
sup(n−1)τ<t<nτ I(t)
inf(n−1)τ<t<nτ I(t)
)1/p]
+ 2
exp[τC(τ)]
C(τ)
sup
nτ<t<(n+1)τ
|Γ(t)|
}
.
Arguing now as in the proof of Lemma 7.2 we see from (7.75) that for any integers
n ≥ N ≥ 1 there is the inequality
(7.76) log
[(
supnτ<t<(n+1)τ I(t)
infnτ<t<(n+1)τ I(t)
)1/p]
≤
[1− e−τC(τ ]n+1−N log
[(
sup(N−1)τ<t<Nτ I(t)
inf(N−1)τ<t<Nτ I(t)
)1/p]
+2
exp[2τC(τ)]
C(τ)
sup
t>Nτ
|Γ(t)| .
The property (7.33) follows now from (7.63), (7.76) upon using the fact that
limt→∞ Γ(t) = 0.
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We are left to establish that (7.66) holds with v˜t(s) = I(s)
1/p/I
1/p
∗ , where I
∗
is given by (7.72). To see this we first observe that y(s) = z˜(s)/v˜t(s), s < t, is
a solution to (3.3) with terminal data y(t) = z˜(t)/v˜t(t) ≤ z(t) = y, where z(·)
is the solution to the terminal value problem (5.4). If y(t) ≥ ε0 we can argue
as previously. However if y(t) < ε0 then the RHS of (3.3) is not necessarily de-
fined. To circumvent this problem we simply define f˜1(t, v˜t(·)) as given by the
function (5.16) corresponding to F˜1 in place of F , but with the modification that
[dIp(ξ(·, t)), F˜1(t, ·, v˜t(·))− F˜1(t, ·, 1(·))] is replaced by
(7.77)
∫ ∞
ε0v˜t(t)
dy dIp(ξ(·, t); y){F˜1(t, y, v˜t(·))− F˜1(t, y, 1(·))} .
To compare this modified f˜1(t, v˜t(·)) to f1(t, vt(·)) we write f1(t, vt(·)) as a sum
of two parts, the first part corresponding to integration with respect to y in the
region ε0v˜t(t) < y < ∞. We can then estimate the difference between it and
f˜1(t, v˜t(·)) similarly as before to obtain an upper bound which is a constant times
J(t). The second part of f1(t, vt(·)) is an integral over the interval ε0 < y <
ε0v˜t(t) = ε0 exp[J(t)]. Since F1(t, y, vt(·)) is uniformly bounded, we conclude that
this integral is also bounded by a constant times J(t). 
Theorem 7.1. Let h(·) satisfy the assumptions of Lemma 7.1 and ξ(·, t), t > 0,
be the solution of (3.1) with ρ(t) = ρ(ξ(·, t), η(t)) constructed in Proposition 3.1. If
η(·) satisfies (3.43) then
(7.78) lim
t→∞
‖ξ(·, t)− ξp(·)‖1,∞ = 0, lim
t→∞
[
ρ(ξ(·, t), η(t)) −
1
p
]
= 0 .
Suppose in addition the inequality η(t) ≤ C1e
−ν1t, t > 0, holds for some constants
C1, ν1 > 0, and the function x→ β(x, 0) is Ho¨lder continuous at x = 1. Then there
are constants C2 > 0 and ν2, 0 < ν2 ≤ 1/p, such that
(7.79) ‖ξ(·, t)− ξp(·)‖1,∞ ≤ C2e
−ν2t,
∣∣∣∣ρ(ξ(·, t), η(t)) − 1p
∣∣∣∣ ≤ C2e−ν2t , t ≥ 0 .
Proof. From (5.2) and Proposition 7.2 we see that the condition (7.33) of Lemma
7.1 holds. The convergence of ξ(·, t) to ξp(·) then follows from Lemma 7.1. The
convergence of ρ(ξ(·, t), η(t)) follows now from (4.2) upon writing ρ(ξ(·, t), η(t)) =
ρp(ξ(·, t)) + γ(t), noting we have already shown that γ(t) converges to 0. The
exponential convergence (7.79) can already be obtained from Proposition 7.1 since
the exponential decay of η(·) implies the exponential decay of γ(·). 
8. Asymptotic Stability for the LSW Model
Just as we obtained the proof of Theorem 1.2 from Theorem 3.1, we show here
that Theorem 7.1 enables us to generalize Theorem 1.3 beyond the case of quadratic
φ(·) and ψ(·).
Theorem 8.1. Let w(x, t), x, t ≥ 0, be the solution to (1.12), (1.13) with coeffi-
cients satisfying (1.15), (1.16), (1.20) and assume that the initial data w(·, 0) has
beta function β(·, 0) satisfying (1.19) with 0 < β0 < 1. Assume also that the func-
tion h : [ε0,∞) → R defined by (2.9) is convex, that (4.9) holds for all p > 0 and
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also (5.19). Then setting κ = [1/β0 − φ
′(1)− 1]/|ψ′(1)| one has
(8.1) lim
t→∞
κ(t) = κ, lim
t→∞
‖β(·, t)− βκ(·)‖∞ = 0,
where βκ(·) is the beta function of the time independent solution wκ(·) of (1.12).
If the function x → β(x, 0) is Ho¨lder continuous at x = 1 then the convergence in
(8.1) is exponential:
(8.2) |κ(t)− κ| ≤ Ce−νt , ‖β(·, t)− βκ(·)‖∞ ≤ Ce
−νt , t ≥ 0,
for some constants C, ν > 0.
Proof. We show that (3.35) holds for the function h(·) defined by (2.9). Given the
further properties of h(·) established in the proof of Theorem 1.2 in §3, we conclude
that h(·) satisfies all the assumptions of Theorem 7.1. To prove (3.35) we use the
formula
(8.3) h′(y) =
φ(x)
ψ(x)
[ψ′(x) + ψ′(1)]− [φ′(x) + φ′(1)] ,
which is equivalent to (6.9) of [4]. One easily sees from (2.3), (8.3) that limy→∞ yh
′(y) =
0. It follows from this, upon using Taylor’s theorem about y = ∞ or x = 1, that
limy→∞ y
2h′′(y) = 0. We can obtain more precise information on the behavior of
h′′(y) as y → ∞ by differentiating (8.3) with respect to x. Upon using (2.3) we
then obtain the formula
(8.4) yh′′(y) =
φ(x)ψ′(x) − φ′(x)ψ(x)
ψ′(1)ψ(x)
[ψ′(x) + ψ′(1)]+
φ′′(x)ψ(x) − φ(x)ψ′′(x)
ψ′(1)
.
We see from (2.3), (8.4) that
(8.5) lim
y→∞
y3h′′(y) =
1
3α20ψ
′(1)
[φ′′′(1)ψ′(1)− φ′(1)ψ′′′(1)] .
Note that (1.15), (1.16), (1.20) imply the RHS of (8.5) is non-negative, whence the
function y → h(y) is convex for large y.
In order to apply Theorem 7.1 we need to show that ‖ξ(·, T0)‖1,∞ < ∞ for
all sufficiently large T0. We have already shown this in the proof of Theorem
1.2 in §3. Applying now Theorem 7.1 and using the identity (3.56) we have that
limt→∞ κ(t) = κ. To show that β(·, t) converges to βκ(·) we argue as in the proof
of Proposition 3.1 of [4]. Thus it is sufficient to show that the function g(x, t) =
w(x, t)/wκ(x) satisfies an inequality
(8.6)
∣∣∣∣(1 − x) ∂∂x log g(x, t)
∣∣∣∣ ≤ δ(t) , 0 ≤ x < 1, t ≥ 0 ,
where limt→∞ δ(t) = 0. In the case of β(x, 0) being Ho¨lder continuous at x = 1
then |δ(t)| ≤ Ce−νt, t ≥ 0, for some positive constants C, ν. To prove (8.6) we
observe from (1.12), (2.35), upon using the identity w(x, t) = etw(F (x, t), 0), that
(8.7)
∂
∂x
log g(x, t) =
1
κψ(x) − φ(x)
−
∂F (x, t)
∂x
β(F (x, t), 0)∫ 1
F (x,t) 1− β(x
′, 0) dx′
.
From (3.50), (3.51) we have that
(8.8)
1
1− F (x, t)
∂F (x, t)
∂x
=
f(x)ψ(F (x, t))u(t)
[1− F (x, t)]ψ(x)f(F (x, t))
[1 +Dξ(f(x)/α0, t)] .
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Since limt→∞ F (0, t) = 1 it follows from (2.3) that limt→∞[1−F (x, t)]f(F (x, t)) =
1, uniformly for 0 ≤ x < 1. We also have from (2.3), (2.6), (2.8) that
(8.9) lim
t→∞
ψ(F (x, t))u(t) = −ψ′(1) lim
t→∞
1
f(F (x, t))
u(t)
= −ψ′(1) lim
t→∞
1
f(x) + α0ξ(f(x)/α0, t)
, uniformly for 0 ≤ x < 1 .
We conclude from (1.19), (8.8), (8.9) and Theorem 7.1 that
(8.10) lim
t→∞
ψ(x)
∂F (x, t)
∂x
β(F (x, t), 0)∫ 1
F (x,t) 1− β(x
′, 0) dx′
=
p|ψ′(1)|y[1 +Dξp(y)]
[y + ξp(y)]
where y = f(x)/α0 , uniformly for 0 ≤ x < 1 .
Observe now from (1.25) that
(8.11)
y + ξp(y)
p[1 +Dξp(y)]
= h(y) +
y
p
.
It follows from (2.9), (8.11) that the expression on the RHS of (8.10) is the same
as 1/[κ − φ(x)/ψ(x)]. Hence the inequality (8.6) with limt→∞ δ(t) = 0 holds.
It was already shown in the proof of Proposition 3.1 of [4] that (8.6) implies
limt→∞ ‖β(·, t) − βκ(·)‖∞ = 0. We have established (8.1). A similar argument
gives (8.2) in the case when the function x → β(x, 0) is Ho¨lder continuous at
x = 1. 
Remark 7. Theorem 3.1 of [11] establishes a necessary condition for local as-
ymptotic stability of the LSW model in the case when the functions φ(·), ψ(·) are
given by (1.14) with α = 1/3. The condition is given in terms of the function
S0 : [0,∞)→ R, where w(x, 0) = S0(z)e
−z and
(8.12) z =
∫ x
0
dx′
x′ − x′1/3 + κ[1− x′1/3]
=
|ψ′(1)|
∫ x
0
y dx′
ψ(x′)[h(y) + y/p]
, with y = y(x′) .
From (2.3), (8.12) we have that
(8.13)
dy
dx
= −
yψ′(1)
ψ(x)
,
dz
dx
= =
1
κψ(x)− φ(x)
=
|ψ′(1)|y
ψ(x)[h(y) + y/p]
.
The necessary condition on S0(·) is that
(8.14) lim
z→∞
sup
z≤y≤z+1
|S0(z)− S0(y)|
S0(z)
= 0 .
Evidently (8.14) holds if S0(·) is C
1 and
(8.15) lim
z→∞
S′0(z)
S0(z)
= lim
z→∞
d
dz
logS0(z) = 0 .
From (2.35), (8.13) we have that
(8.16) −
d
dz
logw(x, 0) =
ψ(x)
|ψ′(1)|
[
h(y)
y
+
1
p
]
β(x, 0)
/∫ 1
x
[1− β(x′, 0)] dx′ .
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Taking z →∞ in (8.16) and using (1.19) we have that
(8.17) lim
z→∞
d
dz
logw(x, 0) = −
β0
p(1− β0)
= −1 .
Evidently (8.17) implies (8.15).
Theorem 3.2 of [11] proves local asymptotic stability. The condition on the initial
data is that
(8.18) sup
z≥0
sup
z≤y≤z+1
|S0(z)− S0(y)|
S0(z)
< ε for sufficiently small ε ,
and also that (8.14) holds. Observe that if we set β(·, 0) ≡ βκ(·) on the RHS of
(8.16) then the LHS is equal to −1. It follows there exists δ > 0, depending on ε,
such that if ‖β(·, 0)− βκ(·)‖∞ < δ then (8.18) holds.
Next we obtain conditions on the functions φ(·), ψ(·) which imply that (4.9) and
(5.19) hold.
Lemma 8.1. Assume that φ(·) ψ(·) satisfy (1.15), (1.16), (1.20) and h(·) is defined
by (2.9). Then (4.9) holds for all p > 0 if and only if the function
(8.19) x→
{φ′(x) + φ′(1)}ψ(x)− {ψ′(x) + ψ′(1)}φ(x)
ψ′(1)φ(x) − φ′(1)ψ(x)
is decreasing.
The inequality (5.19) holds if and only if the function
(8.20) x→
ψ(x)[φ(x)ψ′′(x)− φ′′(x)ψ(x)]
φ′(x)ψ(x) − ψ′(x)φ(x)
+ [ψ′(x) + ψ′(1)] decreases.
Proof. We first reformulate the condition (4.9) at p =∞. Setting z = log y, y ≥ ε0,
and G(z) = h(y), then we have that
(8.21) G′(z) = yh′(y), G′′(z) = y2h′′(y) + yh′(y) .
From (8.21) we see that (4.9) at p =∞ is equivalent to the inequality
(8.22) G(z)G′′(z) ≥ G′(z)2 or
d2
dz2
logG(z) ≥ 0 .
Since z is an increasing function of x the inequality (8.22) is equivalent to showing
that
(8.23)
d
dx
G′(z)
G(z)
≥ 0 .
From (2.9) we have that
(8.24) G(z) =
f(x)
α0ψ(x)
[ψ′(1)φ(x) − φ′(1)ψ(x)] .
Recalling that y = f(x)/α0 we have upon differentiating (8.24) using (2.3) that
(8.25) G′(z) =
f(x)
α0ψ(x)
[{ψ′(x) + ψ′(1)}φ(x) − {φ′(x) + φ′(1)}ψ(x)] .
It follows from (8.24), (8.25) that (8.23) is equivalent to (8.19).
To see (8.19) we observe from (8.21) that
(8.26)
y2h′′(y)
h(y)− yh′(y)
=
G′′(z)−G′(z)
G(z)−G′(z)
.
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It follows from (8.26) that (5.19) is equivalent to
(8.27)
d
dx
[
G′′(z)−G′(z)
G(z)−G′(z)
]
≤ 0 .
From (8.24), (8.25) we have that
(8.28) G(z)−G′(z) =
f(x)
α0ψ(x)
[φ′(x)ψ(x) − φ(x)ψ′(x)] .
Differentiating (8.28) using (2.3) again we have that
(8.29) |ψ′(1)| [G′′(z)−G′(z)] =
f(x)
α0ψ(x)
[
ψ(x){φ(x)ψ′′(x)− φ′′(x)ψ(x)}
+ {φ′(x)ψ(x) − ψ′(x)φ(x)}[ψ′(x) + ψ′(1)]
]
.
One sees from (8.28), (8.29) that (8.27) and (8.20) are equivalent. 
Unlike (1.15), (1.16), (1.20) the conditions (8.19), (8.20) are not immediately
checkable for the functions φ(·), ψ(·) of (1.14). However they do hold for these
functions provided 0 < α < 1.
Lemma 8.2. Let φ(·), ψ(·) be the functions (1.14) for some α with 0 < α < 1.
Then (8.19), (8.20) hold.
Proof. We have that
(8.30) ψ′(1)φ(x) − φ′(1)ψ(x) = (1− α)− xα + αx ,
and also
(8.31) [φ′(x) + φ′(1)]ψ(x) − [ψ′(x) + ψ′(1)]φ(x)
= αxα−1 − (2− α) + (2− α)xα − αx .
Hence (8.19) becomes the function
(8.32) x→
αxα−1 − (2− α) + (2 − α)xα − αx
(1− α) − xα + αx
is decreasing .
In order to prove (8.32) we need to show that the function
(8.33) g(x) = [αxα−1 − (2− α) + (2− α)xα − αx][−xα−1 + 1]
− [(1− α) − xα + αx][−(1 − α)xα−2 + (2− α)xα−1 − 1] is positive.
We have that
(8.34) g(x) = (1− α)2xα−2 − x2α−2 + 2α(2 − α)xα−1 − 1 + (1 − α)2xα .
Note that g(1) = 0, whence to prove (8.33) it is sufficient to show that g′(x) is
negative. We have that g′(x) = −(1− α)xα−1g1(x) where
(8.35) g1(x) = (1− α)(2 − α)x
−2 − 2xα−2 + 2α(2− α)x−1 − α(1 − α) .
Since g1(1) = 0 it is sufficient for us to show that g
′
1(x) is negative. Setting g
′
1(x) =
−2(2− α)x−2g2(x), we need to show that the function
(8.36) g2(x) = (1− α)x
−1 − xα−1 + α
is positive. Observe that g2(1) = 0, whence it is sufficient for us to show that g
′
2(x)
is negative. This is clear since g′2(x) = −(1− α)x
−2[1− xα].
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To prove (8.20) we note that
(8.37) φ′(x)ψ(x) − φ(x)ψ′(x) = αxα−1 − 1 + (1− α)xα ,
φ(x)ψ′′(x)− φ′′(x)ψ(x) = α(1 − α)[xα−2 − xα−1] .
From (8.37) we see that the function in (8.20) is given by
(8.38) α(1− α)
xα−2 − x2α−2 − xα−1 + x2α−1
αxα−1 − 1 + (1− α)xα
− α[xα−1 + 1] .
We need therefore to show that the function
(8.39) x→ (1− α)
x−2 − xα−2 − x−1 + xα−1
αx−1 − x−α + (1− α)
− [xα−1 + 1] is decreasing .
The derivative of the function (8.39) is given by
(8.40) (1− α)
[
g(x)
[αx−1 − x−α + (1 − α)]2
+ xα−2
]
where
(8.41) g(x) = −αx−4 − 4(1− α)x−3 + (2− 3α)x−2 + α(1− α)xα−4
+ (2− 3α+ 2α2)xα−3 − (1− α)2xα−2 + (2− α)x−α−3 − (1− α)x−α−2 .
We have that
(8.42) g(x) + xα−2[αx−1 − x−α + (1− α)]2 = −x−α−3g1(x) ,
where
(8.43) g1(x) = αx
α−1 + 2(2− α)xα + αxα+1 − αx2α−1
− (2− α)x2α − (2 − α)− αx .
We need to show that g1(·) is positive. Since g1(1) = 0 we consider the derivative
g′1(x) = −αg2(x), where
(8.44)
g2(x) = (1−α)x
α−2−2(2−α)xα−1−(α+1)xα+(2α−1)x2α−2+2(2−α)x2α−1+1 .
It is sufficient then to show that g2(·) is positive. Since g2(1) = 0 we may consider
the derivative g′2(x) = −x
α−2g3(x), where
(8.45) g3(x) = (1− α)(2 − α)x
−1 − 2(1− α)(2 − α) + α(α+ 1)x
+ 2(1− α)(2α− 1)xα−1 − 2(2− α)(2α− 1)xα .
Again it is sufficient to show that g3(·) is positive. Since g3(1) = 0 we consider
g′3(x) given by the formula
(8.46) g′3(x) = −(1− α)(2− α)x
−2 + α(α + 1)
− 2(1− α)2(2α− 1)xα−2 − 2α(2− α)(2α− 1)xα−1 .
Since g′3(1) = 0 we evaluate g
′′
3 (x), which is given by the formula
(8.47) g′′3 (x) = 2(1− α)(2 − α)x
−3
+ 2(2− α)(1 − α)2(2α− 1)xα−3 + 2α(1 − α)(2 − α)(2α− 1)xα−2
= 2(1− α)(2 − α)
[
x−3 + (2α− 1){(1− α)xα−3 + αxα−2}
]
.
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It is evident the RHS of (8.47) is non-negative provided 0 < α < 1, whence we
conclude that g3(·) is positive in this case. 
Remark 8. We wish to relate our computations for local asymptotic stability to
those of [11]. They define a function
(8.48) H(z) =
1− x1/3
x− x1/3 + κ(1− x1/3)
=
|ψ′(1)|y
h(y) + y/p
,
where z is given by (8.12). We have that
(8.49) H ′(z) = |ψ′(1)|
[h(y)− yh′(y)]
[h(y) + y/p]2
dy
dz
.
It follows from (8.13) that
(8.50)
dy
dz
= h(y) + y/p .
We then have from (8.49), (8.50) that
(8.51) H ′(z) = |ψ′(1)|
[h(y)− yh′(y)]
h(y) + y/p
.
Differentiating (8.51) with respect to y yields the formula
(8.52)
d
dy
H ′(z) = −|ψ′(1)|
[h(y) + y/p]yh′′(y) + [h′(y) + 1/p][h(y)− yh′(y)]
[h(y) + y/p]2
.
Since y is an increasing function of z we conclude from (8.52) that H ′′(·) < 0 if
(4.9) holds. The condition H ′′(·) < 0 is required in the proof of local stability for the
LSW model in §3 of [11]. Note that (4.9) is a slightly stronger condition than the
condition H ′′(·) < 0. This is not surprising since Lemma 4.1 proves that the kernel
of the Volterra integral equation decays exponentially at rate 1/p. For asymptotic
stability all one needs is some exponential decay of the kernel.
Proof of Theorem 1.1. We first recall the transformation which converts the system
(1.1), (1.2) to the system (1.12), (1.13). We define the function w : [0,∞)×R+ → R
in terms of the solution c(·, ·) to (1.1), (1.2) by
(8.53) w(x, t) =
∫ ∞
x
c(x′, t) dx′ , x, t ≥ 0 .
Evidently w(·, ·) is the solution to the system
∂w(x, t)
∂t
=
(
1−
(
xL−1(t)
)α)∂w(x, t)
∂x
, x > 0 ,(8.54) ∫ ∞
0
w(x, t)dx = 1.(8.55)
Letting [0,Γ(t)] be the support of w(·, t), t ≥ 0, we have from (8.54) that
(8.56)
dΓ(t)
dt
=
(
Γ(t)
L(t)
)α
− 1 .
Note that Γ(t) > L(t) for all t ≥ 0, so the function t → Γ(t) is increasing. We
normalize the support of w(·, t) to the interval [0, 1] by making the variable change
(8.57) y =
x
Γ(t)
, w(x, t) =
1
Γ(t)
w˜(y, s(t)) ,
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where the function t→ s(t) is to be determined. It follows from (8.55) that
(8.58)
∫ 1
0
w˜(y, s) dy = 1 .
From (8.57) we have that
(8.59)
∂w(x, t)
∂x
=
1
Γ(t)2
∂w˜(y, s(t))
∂y
.
We also have that
(8.60)
∂w(x, t)
∂t
=
1
Γ(t)
∂w˜(y, s(t))
∂t
−
1
Γ(t)2
dΓ(t)
dt
[
y
∂w˜(y, s(t))
∂y
+ w˜(y, s(t))
]
=
Γ′(t)
Γ(t)2
[
Γ(t)
Γ′(t)
∂w˜(y, s(t))
∂t
− y
∂w˜(y, s(t))
∂y
− w˜(y, s(t))
]
.
From (8.59), (8.60) we see that (8.54) becomes
(8.61)
Γ(t)
Γ′(t)
∂w˜(y, s(t))
∂t
− y
∂w˜(y, s(t))
∂y
− w˜(y, s(t))
+
(Γ(t)y/L(t))α − 1
(Γ(t)/L(t))α − 1
∂w˜(y, s(t))
∂y
= 0 .
If we set
(8.62) κ(t) =
1
(Γ(t)/L(t))α − 1
,
then (8.61) becomes
(8.63)
Γ(t)
Γ′(t)
∂w˜(y, s(t))
∂t
+ [(yα − y)− κ(t)(1− yα)]
∂w˜(y, s(t))
∂y
= w˜(y, s(t)) .
Now by a change of time variable s(t) = log Γ(t) we can normalize the coefficient
of the time derivative in (8.63) to 1. Evidently the system (8.58), (8.63) with the
time variable s is the same as (1.12), (1.13) with φ(·), ψ(·) given by (1.14).
For s ≥ 0 let β˜(·, s), be the beta function corresponding to w˜(·, s), as given by
the formula (1.18). Then from (8.57) we have that
(8.64) βXt(x) = β˜
(
x
Γ(t)
, log Γ(t)
)
, 0 ≤ x < Γ(t), t ≥ 0 .
It follows from (1.4), (8.64) that
(8.65)
d
dt
〈Xt〉 = β˜ (0, log Γ(t)) , t ≥ 0 .
We conclude from (8.1) of Theorem 8.1 that
(8.66) lim
t→∞
d
dt
〈Xt〉 = βXβ (0) .
Next observe that
(8.67)
〈Xαt 〉
〈Xt〉α
= α
∫ 1
0
yα−1w˜(y, log Γ(t)) dy
/
w˜(0, log Γ(t))(1−α) .
It follows from (2.35), (8.1), (8.58), (8.67) that
(8.68) lim
t→∞
〈Xαt 〉
〈Xt〉α
=
〈Xαβ 〉
〈Xβ〉α
.
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We also have from (8.1), (8.62) that
(8.69) lim
t→∞
Γ(t)α
〈Xαt 〉
= 1 +
1
κ
=
‖Xβ‖
α
∞
〈Xαβ 〉
.
Evidently (2.35), (8.1) imply that
(8.70) lim
s→∞
w˜(y, s)
w˜(0, s)
= P
(
Xβ
‖Xβ‖∞
> y
)
, 0 ≤ y < 1 .
We also have that
(8.71) P
(
Xt
〈Xt〉
> x
)
= P
(
Xt
Γ(t)
> x
〈Xt〉
Γ(t)
)
=
w˜(x〈Xt〉/Γ(t), log Γ(t))
w˜(0, log Γ(t))
.
We conclude from (8.68)-(8.71) that
(8.72) lim
t→∞
P
(
Xt
〈Xt〉
> x
)
= P (Xβ > x) , 0 ≤ x <∞ .
Evidently (1.9) follows from (8.66), (8.72).
We obtain the rate of convergence results in Theorem 1.1 in the case when
x → βX0(x) is Ho¨lder continuous at x = ‖X0‖∞ by applying (8.2). From (8.2),
(8.65) we have that
(8.73)
∣∣∣∣ ddt 〈Xt〉 − βXβ (0)
∣∣∣∣ ≤ C exp[−ν log Γ(t)] ≤ C′1 + tν , t ≥ 0 .
for some constant C′, whence (1.10) holds. Similarly we have from (2.35), (8.2)
that for any δ with 0 < δ < 1, there is a constant Cδ > 0 such that
(8.74) P
(
Xt
〈Xt〉
> x
)
≤ P
(
Xβ >
x
1 + Cδ/(1 + tν)
)
,
for 0 ≤ x ≤ (1− δ)‖Xβ‖∞ , t ≥ 0 .
Now (8.73) and (8.74) (with the corresponding lower bound in addition) proves
(1.11).

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