In this work, an approximation method is proposed for fractional order linear Fredholm type integrodifferential equations with boundary conditions. The Sinc collocation method is applied to the examples and its efficiency and strength is also discussed by some special examples. The results of the proposed method are compared to the available analytic solutions.
Introduction
The fractional order integral and differential equations has had an important role in science and engineering in the recent years. Recently many mathematicians and scientist have undertaken work on fractional calculus. One of these works, the Caputo-Fabrizo fractional derivative and its applications and simulations are given in the references [12] [13] [14] [15] . The aim of this work here is to overcome the problems in approximating solutions of the following fractional order integro-differential equations with the boundary conditions, In order to solve this problem, the Sinc collocation method is used. The proposed method is applied to some second order fractional boundary value problems. It has *Corresponding Author: Ibrahim Emiroglu: Department of Mathematical Engineering, Yildiz Technical University, 34210-DavutpasaIstanbul, Turkey, E-mail: emir@yildiz.edu.tr not been used for integral equations in the literature so far. In this work, firstly the concepts of fractional calculus and Sinc collocation method are given. Secondly, the proposed method is applied to obtain approximate solutions of Equation (1) . In literature, the Sinc collocation method is studied in [8] and expanded in [9] by the Sinc functions [10, 11] . There also are some studies ( [1, 4] ) about the Sinc collocation method which has been applied to integral equations. The Sinc collocation method has not been studied for fractional order integro-differential equations with boundary conditions. Then, the fractional integrodifferential equation problem with boundary conditions is solved by collocation method in which the Sinc interpolation and quadratic techniques are used. An approximation solution method is expressed as a linear combination of Sinc functions. Finally, the equations that have already been discretized are converted to a linear equation system which can easily be solved by a convenient linear equation system solver.
Fractional calculus and Sinc functions
Fractional calculus is a branch of Mathematics that has a wide range of applications such as image processing, signal processing, fluid mechanics, visco elasticity and many other engineering problems. Fractional calculus differs from ordinary calculus in that the order of derivatives might have a real number in fractional calculus. Fundamental concepts of fractional calculus and applications can be seen in the references [5] [6] [7] . 
The properties of Sinc functions and quadrature interpolations
Here, the definitions, notations and derivatives of the Sinc function are reviewed with their appropriate references.
Definition 2.
The Sinc function is defined in [17] by
Where x lies between −∞ and ∞, (−∞ < x < ∞).
Definition 3.
The Sinc function with space node can be expressed in [17] as follows: For h > 0 and k = 0, ±1, ±2, ...
Definition 4. If the function of f (x) is defined on the interval (−∞, ∞)
, and for h > 0
is called the Whittaker cardinal expansion of f whenever this series converges [18] .
Approximations are generally constructed for infinite, semi-infinite and finite intervals. To construct an approximation on the interval (a, b) the conformal map
is applied. This map has D E the eye-shaped domain in the z-plane
The basis functions on the interval (a, b) are derived from the translated Sinc functions
Here, x k denotes the Sinc grid points, which are real, z k ∈ (a, b) in D E . For the nodes {kh} ∞ k=−∞ that are equally spaced on the real line, the image which corresponds to these nodes is denoted as 
Sinc function interpolation and quadratures
Γ = {ϕ −1 (u) ∈ D E : −∞ < u < ∞} and z k = φ(kh), k = 0, ±1, ±2, ...
Definition 6. [19] Let F function be analytic in D E and F satisfies, ∫︁
and the boundary conditions of D E satisfy
where
The infinite quadrature algorithm must be truncated to a finite sum in the Sinc collocation method. The next theorem shows the exponential convergence results.
Theorem 2. [19] If there exists constants α
the equation (4) can be written as,
If we choose,
These theorems are used to approximate the integral in the fractional given in (1).
Lemma 1. [20] Let ϕ be the conformal one-to-one mapping of the simply connected domain D E onto D S , given by (3). Then
δ (0) ik = [S(i, h)oϕ(x)]|x=x k {︃ 1 i = k 0 i ≠ k. δ (1) ik = h d dϕ [S(i, h)oϕ(x)] ⃒ ⃒ ⃒ x=x k {︃ 0 i = k (−1) k−i k−i i ≠ k. δ (2) ik = h 2 d 2 dϕ 2 [S(i, h)oϕ(x)] ⃒ ⃒ ⃒ x=x k {︃ − π 2 3 i = k −2(−1) k−i (k−i) 2 i ≠ k.
The sinc-collocation method
Consider the problem given in (1). Let yn(x) be the approximate solution of (1), which can be written by the finite expansion of Sinc basis functions,
The problem is thus to determine the unknown coefficients c k in (8) .
We use the Sinc-collocation method to determine the unknown coefficients. For this reason, we need the derivatives of yn(x). The first and second derivatives are given by :
In a similar way, α order derivative of yn(x) for 0 < α < 1 is calculated by the following theorem.
where ξ is a conformal map for the interval [a, x] .
Proof. By using Caputo fractional derivative given in (2), it can be written that
The quadrature algorithm given in (7) can be used for computing the above integral which is divergent on the interval [a, x]. Then we have,
Then, using the equality (7), we can write
If we apply (7) to the kernel integral given in (1), we have the following lemma.
Lemma 2. The following contact exists
where an approximate value of y(u k ) is denoted as y k .
If the approximation given in (8), (10) , (12), (13) is replaced in each term of (1) and then multiplying the resulting equation by {(1/ϕ ′ ) 2 } and setting x = x i , the following nonlinear equation system is obtained,
As it is known by Lemma 1:
ki , the following theorem follows.
Theorem 4. If the solution of problem (1) is (8), the determination of the unknown coefficients {c
The matrix-vector form for the system (14) can be written as: Let D(y) denotes a diagonal matrix and its diagonal elements are y(x −M ), y(x −M+1 ), . . . , y(x N ) and non-diagonal elements are zero, let G = R(x i ) and
denote a matrix and also let I (i) denotes the matrices
where D, G, E, I (0) , I (1) and I (2) are square matrices of order n × n. Particularly, I (0) , I (1) and I (2) are the identity matrix, the skew-symmetric matrix and the symmetric matrix, respectively. For the calculation of unknown coefficients c k in linear system (14) , this system should be rewritten by using the notations given in matrix-vector form as
Thus a nonlinear equation system is converted into linear equation system. This linear system has n equations and n unknown coefficients given by (15) . Hence solving by (15) , the unknown coefficients c k that are necessary for approximate solution in (8) , can be found.
Computational examples
Here, problems with boundary conditions are presented to test the proposed method. In the all examples, d = π/2, α = β = 1/2, N = M are assumed.
Example 1. The solution of following linear fractional Fredholm integro-differential equation:
y ′′ (x) + 1 x 2 y ′ (x) + 1 x C 0 D 0.7 x y(x) = f (x) + 1 ∫︁ 0
K(x, t)y(t)dt
with the boundary conditions
and K(x, t) = (6x 2 + 1) cos πt. The analytic solution of this problem is y(x) = x 4 (x − 1). Table 1 and Table 2 show analytic and numerical solutions for different values of L and M respectively. Figure 1 and Figure  2 show the results graphically. Example 2. The solution of following linear fractional Fredholm integro-differential equation:
where problem is y(x) = x(1 − x 2 ). Table 3 and Table 4 show analytic and numerical solutions for different values of L and M respectively. Figure 3 and Figure 4 show the results graphically. Table 5 and Table 6 show analytic and numerical solutions for different values of L and M respectively. Figure 5 and Figure 6 show the results graphically. 
Conclusion
In this work, an approximation method for the fractional integro-differential equation is presented by using the Sinc collocation method. The effectiveness and accuracy of the method is illustrated by some examples. The results obtained are also compared to analytic results. The comparisons given in the related tables and graphical forms show that the approximate solutions converge to the analytic ones when increased the number of Sinc grid points N. The method presented here is a powerful tool for solving frac-tional integro-differential equations with boundary conditions.
