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We describe a Gauss decomposition for the Yangian Y (glm|n) of the general linear Lie su-
peralgebra. This gives a connection between this Yangian and the Yangian of the classical Lie
superalgebra Y (A(m− 1, n− 1)) (with m 6= n) defined and studied in papers by Stukopin, and
suggests natural definitions for the Yangians Y (sln|n) and Y (A(n, n)). We also show that the
coefficients of the quantum Berezinian generate the centre of the Yangian Y (glm|n). This was
conjectured by Nazarov in 1991.
1 Introduction
The Yangian Y (glm|n) is the Z2-graded associative algebra over C with generators
{t
(r)
ij | 1 ≤ i, j ≤ m+ n; r ≥ 1}
and defining relations
[t
(r)
ij , t
(s)
kl ] = (−1)
i j+i k+j k
min(r,s)−1∑
p=0
(t
(p)
kj t
(r+s−1−p)
il − t
(r+s−1−p)
kj t
(p)
il ). (1.1)
where i is the parity of the index i. We take i = 0 for i ≤ m; and i = 1 for i ≥ m+1. (We write
square brackets for the super-commutator). We define the formal power series
tij(u) = δij + t
(1)
ij u
−1 + t
(2)
ij u
−2 + . . .
and a matrix
T (u) =
m+n∑
i,j=1
tij(u)⊗ Eij (−1)
j(i+1) (1.2)
whereEij is the standard elementary matrix. (Here we identify an operator
∑
Aij⊗Eij (−1)
j(i+1)
in Y (glm|n)[[u
−1]]⊗EndCm|n with the matrix (Aij)
m+n
i,j=1. The extra sign ensures that the product
of two matrices can still be calculated in the usual way). Then, as for the Yangian Y (gln) (see
for example [2, 15]), the defining relations may be expressed by the matrix product
R(u− v)T1(u)T2(v) = T2(v)T1(u)R(u− v)
∗lucyg@maths.usyd.edu.au
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where
R(u− v) = 1−
1
(u− v)
P12
and P12 is the permutation matrix: P12 =
∑m+n
i,j=1Eij ⊗ Eji(−1)
j . We also have the following
equivalent form of the defining relations:
[tij(u), tkl(v)] =
(−1)i j+i k+j k
(u− v)
(tkj(u)til(v)− tkj(v)til(u)). (1.3)
The Yangian Y (glm|n) is a Hopf algebra with comultiplication
∆ : tij(u) 7→
m+n∑
k=1
tik(u)⊗ tkj(u), (1.4)
antipode S : T (u) 7→ T (u)−1 and counit ǫ : T (u) 7→ 1. Throughout this article we observe the
following notation for entries of the inverse of the matrix T (u):
T (u)−1 =:
(
t′ij(u)
)n
i,j=1
.
A straightforward calculation yields the following relation in Y (glm|n):
[tij(u), t
′
kl(v)] =
(−1)i j+i k+j k
(u− v)
· ( δkj
m+n∑
s=1
tis(u)t
′
sl(v)− δil
m+n∑
s=1
t′ks(v)tsj(u)). (1.5)
We may define two different filtrations on the Yangian Y (glm|n). These are defined by setting
the degree of a generator as follows:
deg1(t
(r)
ij ) = r; deg2(t
(r)
ij ) = r − 1. (1.6)
Let gr1Y (glm|n) and gr2Y (glm|n), respectively, denote the corresponding graded algebras.
There is an injective homomorphism ι : U(glm|n)→ Y (glm|n) given by
ι : Eij 7→ t
(1)
ij (−1)
i.
The injectivity of ι follows from the fact that its composition with a surjective homomorphism
π : Y (glm|n)→ U(glm|n) is the identity map on U(glm|n). The map π is given as follows:
π : tij(u) 7→ δij +Eij(−1)
iu−1 (1.7)
Thus we regard the universal enveloping algebra U(glm|n) as a subalgebra of Y (glm|n).
The Yangian Y (glm|n) was introduced in [16]. It has applications in mathematical physics
because it describes symmetry in integrable models of Calogero-Sutherland systems [1, 12], su-
perstrings in AdS5 × S
5 [11], and in the hierarchy of a form of the non-linear super-Schro¨dinger
equation with m bosons and n fermions [4]. The centre of the Yangian Y (glm|n) is conveniently
described using a formal power series called the quantum Berezinian (see Section 7).
Vladimir Stukopin [19, 20] has introduced Yangians for classical simple Lie superalgebras.
In this article we provide a new presentation for the Yangian Y (glm|n) that allows us to relate it
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to the Yangian Y (A(m− 1, n − 1)) (for m 6= n) studied by Stukopin. This leads us to introduce
a natural definition of the Yangian Y (sln|n) as a subalgebra of the Yangian Y (gln|n), as well
as a definition of Y (A(n − 1, n − 1)) (see Section 8). The Yangian that features in D = 4
superconformal Yang-Mills theory [6] is that associated with the supergroup PSU(4, 4), which
has a Lie superalgebra of type A(3, 3), so the results presented here may be relevant.
Our paper follows similar treatments of the Yangian Y (glN ) given in papers by Brundan and
Kleshchev, and Crampe´, and of the super-Yangian Y (gl1|1) in the work of Jin-fang Cai, Guo-xing
Ju, Ke Wu and Shi-kun Wang (see [2, 3, 5]).
2 The Poincare´-Birkhoff-Witt Theorem for Super Yangians
In this section we prove the Poincare´-Birkhoff-Witt theorem for the Yangian Y (glm|n). The proof
is based very closely on that of the corresponding theorem for Y (glN ) given in [2].
For each positive integer l ≥ 1, we define a homomorphism
κl := (π ⊗ · · · ⊗ π) ◦∆
(l) : Y (glm|n)→ U(glm|n)
⊗l,
where ∆(l) : Y (glm|n) → Y (glm|n)
⊗l is the coproduct iterated (l − 1) times and π is the map
given in (1.7). Then
κl(t
(r)
ij ) =
∑
1≤s1<...<sr≤l
∑
1≤i1,...,ir−1≤m+n
E
[s1]
ii1
E
[s2]
i1i2
· · ·E
[sr ]
ir−1j
(−1)i+ i1 + i2 + ...+ir−1
where E
[s]
ij = 1
⊗(s−1) ⊗ Eij ⊗ 1
⊗(l−s). For any r > l ≥ 1, we have κl(t
(r)
ij ) = 0.
Theorem 1. Suppose we have fixed some ordering on the generators t
(r)
ij (1 ≤ i, j ≤ m+n; r ≥ 1)
for the Yangian Y (glm|n). Then the ordered products of these, containing no second or higher
order powers of the odd generators, form a basis for Y (glm|n).
Proof. 1 By relation (1.1), the graded algebra gr1Y (glm|n) is supercommutative, and thus the set
of all ordered monomials in the generators t
(r)
ij (with no second and higher order powers of the odd
generators) span the Yangian Y (glm|n). It remains to show that they are linearly independent.
We show that, for every l ≥ 1, the corresponding monomials in {κl(t
(r)
ij ) | 1 ≤ r ≤ l} are linearly
independent in κl(Y (glm|n)). Consider the filtration
F0U(glm|n)
⊗l ⊆ F1U(glm|n)
⊗l ⊆ F2U(glm|n)
⊗l ⊆ . . .
on U(glm|n)
⊗l defined by setting each generator E
[r]
ij to be of degree 1. Then the associated
graded algebra grU(glm|n)
⊗l is the polynomial algebra on supersymmetric generators
x
[r]
ij := gr1E
[r]
ij ,
where x
[r]
ij is even if i + j = 0 and odd if i + j = 1. The map κl preserves the filtration on
the Yangian given by setting deg1(t
(r)
ij ) = r, and thus defines a homomorphism between the
1This theorem was stated in [21] but the proof there is incomplete.
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corresponding graded algebras. It is enough to show that the same monomials in the elements
y
(r)
ij := grrκl(t
(r)
ij ) in the graded algebra are linearly independent. But for this, it is enough to
show that the superderivatives dy
(r)
ij are linearly independent at a point. We have:
y
(r)
ij =
∑
1≤s1<...<sr<l
∑
1≤i1,...,ir−1≤n
x
[s1]
ii1
x
[s2]
i1i2
· · · x
[sr]
ir−1j
(−1)i+i1+...+ir−1 .
We will show that the matrix dφ corresponding to the map
(
dx
[s]
ij
)
7→
(
dy
(r)
ij
)
has non-zero
determinant at a point. It suffices to show that the determinant of this matrix is nonzero even
when the variables are specialized to x
(s)
kl = δklcs(−1)
k for some distinct cs (s ≥ 1). When the
variables are specialized as described, we find:
dy
(r)
ij =
l∑
s=1
∑
1≤s1<...<sr−1≤l
si 6=s
cs1cs2 · · · csr−1(−1)
idx
[s]
ij .
Let J be the (m+ n)× (m× n) matrix J =
(
δij(−1)
i
)
. Then dφ = J ⊗Xl, where
Xl =

1 1 . . . 1
(c2 + c3 + . . .+ cl) (c1 + c3 + . . .+ cl) . . . (c1 + c2 + . . .+ cl−1)
(
∑
i,j 6=1 cicj) (
∑
i,j 6=2 cicj) . . . (
∑
i,j 6=l cicj)
...
...
c2c3 · · · cl c1c3c4 · · · cl . . . c2c3 · · · cl−1
 .
We show by induction that detXl = Π1≤i<j≤l(ci − cj) 6= 0, and hence detdφ 6= 0. Indeed,
row-reducing Xl gives the following matrix:
1 . . . 1 1
(cl − c1) . . . (cl − cl−1) 0
(cl − c1)
∑
i,j 6=1
i,j<l
cicj . . . (cl − cl−1)
∑
i,j 6=l−1
i,j<l
cicj 0
...
...
(cl − c1)c2c3 · · · cl−1 . . . (cl − cl−1)c1 · · · cl−2 0
 ,
which clearly has determinant (c1 − cl)(c2 − cl) · · · (cl−1 − cl)detXl−1.
Now, suppose we have some non-trivial linear combination P of the ordered monomials
in t
(r)
ij (with no second or higher order powers of the odd generators) and take l to be any
number greater than all the r that occur in P . Since the monomials in κl(t
(r)
ij ) are linearly
independent in κl(Y (glm|n)), we must have κl(P ) 6= 0. Therefore, P 6= 0 in the Yangian.
Now let glm|n[t] denote the algebra glm|n ⊗C[t] with basis {Eijt
r}1≤i,j≤m+n;r≥0.
Corollary 2.1. The graded algebra gr2Y (glm|n) is isomorphic to the algebra U(glm|n[x]), via the
map
gr2Y (glm|n) → U(glm|n[x])
grr−12 t
(r)
ij 7→ Eijx
r−1(−1)i (1 ≤ i, j ≤ m+ n, r ≥ 1).
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3 Gauss Decomposition of T (u)
Here we describe a decomposition of the matrix T (u) in terms of the quasideterminants of Gelfand
and Retakh [8].
Definition 3.1. Let X be a square matrix over a ring with identity such that its inverse matrix
X−1 exists, and such that its (j, i)th entry is an invertible element of the ring. Then the (i, j)th
quasideterminant of X is defined by the formula
|X |ij =
(
(X−1)ji
)−1
=:
∣∣∣∣∣∣∣∣∣∣
x11 · · · x1j · · · x1n
· · · · · ·
xi1 · · · xij · · · xin
· · · · · ·
xn1 · · · xnj · · · xnn
∣∣∣∣∣∣∣∣∣∣
.
By Theorem 4.96 in [8], the matrix T (u) defined in (1.2) has the following Gauss decompo-
sition in terms of quasideterminants:
T (u) = F (u)D(u)E(u)
for unique matrices
D(u) =

d1(u) · · · 0
d2(u)
...
...
. . .
0 · · · dm+n(u)
 ,
E(u) =

1 e12(u) · · · e1,m+n(u)
. . . e2,m+n(u)
. . .
...
0 1
, F (u) =

1 · · · 0
f21(u)
. . .
...
...
. . .
fm+n,1(u) fm+n,2(u) · · · 1
,
where
di(u) =
∣∣∣∣∣∣∣
t11(u) · · · t1,i−1(u) t1i(u)
...
. . .
...
ti1(u) · · · ti,i−1(u) tii(u)
∣∣∣∣∣∣∣ ,
eij(u) = di(u)
−1
∣∣∣∣∣∣∣∣∣∣
t11(u) · · · t1,i−1(u) t1j(u)
...
. . .
...
...
ti−1,i(u) · · · ti−1,i−1(u) ti−1,j(u)
ti1(u) · · · ti,i−1(u) tij(u)
∣∣∣∣∣∣∣∣∣∣
,
fji(u) =
∣∣∣∣∣∣∣∣∣∣
t11(u) · · · t1,i−1(u) t1i(u)
...
. . .
...
...
ti−1,1(u) · · · ti−1,i−1(u) ti−1,i(u)
tji(u) · · · tj,i−1(u) tji(u)
∣∣∣∣∣∣∣∣∣∣
di(u)
−1.
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We use the following notation for the coefficients:
di(u) =
∑
r≥0
d
(r)
i u
−r; (di(u))
−1 =
∑
r≥0
d′
(r)
i u
−r; (3.1)
eij(v) =
∑
r≥1
e
(r)
ij v
−r; fji(v) =
∑
r≥1
f
(r)
ji v
−r. (3.2)
It is easy to recover each generating series tij(u) by multiplying together and taking commutators
of the series di(u), ej(u) := ej,j+1(u), and fj(v) := fj+1,j(u) for 1 ≤ i ≤ m+n, 1 ≤ j ≤ m+n−1.
Indeed, for each pair i, j such that 1 < i+ 1 < j ≤ m+ n− 1, we have:
e
(r)
ij = (−1)
j−1[e
(r)
i,j−1, e
(1)
j−1]; f
(r)
ji = (−1)
j−1[f
(1)
j−1, f
(r)
i,j−1]. (3.3)
Thus the Yangian Y (glm|n) is generated by the coefficients of the series
{di(u), ej(u), fj(u) | 1 ≤ i ≤ m+ n; 1 ≤ j ≤ m+ n− 1} .
4 Maps Between Yangians
For Yangians Y (glm|n) with small m and n, such as Y (gl1|1) and Y (gl2|1), it is feasible to use this
matrix relationship T (u) = F (u)D(u)E(u) to translate the defining relations (1.3) into relations
between the generating series di(u), ej(u) and fj(u). However, in order to transfer these results
to the general case of Y (glm|n) we must define various homomorphisms between Yangians.
Lemma 4.1. The map ρm|n : Y (glm|n)→ Y (gln|m) defined by
ρm|n(tij(u)) = tm+n+1−i,m+n+1−j(−u).
is an associative algebra isomorphism.
Note where we have swapped m and n in the above. We use the same symbols for the
generators of both Y (glm|n) and Y (gln|m). It should be clear from the context which algebra
tij(u) belongs to.
Proof. We check that the map ρm|n preserves the defining relation (1.3).
Proposition 4.2. Let ζm|n : Y (glm|n)→ Y (gln|m) be the associative algebra isomorphism given
by ζm|n = ρm|n ◦ ωm|n, where ωm|n is the Y (glm|n) automorphism given by
ωm|n : T (u) 7→ T (−u)
−1.
That is,
ζm|n : tij(u) 7→ t
′
m+n+1−i,m+n+1−j(u).
Then:
ζm|n :

di(u) 7→ (dm+n−i+1(u))
−1 ,
ek(u) 7→ −fm+n−k(u),
fk(u) 7→ −em+n−k(u),
(4.1)
for 1 ≤ i ≤ m+ n and 1 ≤ k ≤ m+ n− 1.
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Proof. We multiply out the matrix products
T (u) = F (u)D(u)E(u)
and
T (u)−1 = E(u)−1D(u)−1F (u)−1.
These show that for all 1 ≤ i < j ≤ m+ n,
tii(u) = di(u) +
∑
k<i
fik(u)dk(u)eki(u),
tij(u) = di(u)eij(u) +
∑
k<i
fik(u)dk(u)ekj(u),
tji(u) = fji(u)di(u) +
∑
k<i
fjk(u)dk(u)eki(u),
and
t′ii(u) = di(u)
−1 +
∑
k>i
e′ik(u)dk(u)
−1f ′ki(u),
t′ij(u) = e
′
ij(u)dj(u)
−1 +
∑
k>j
e′ik(u)dk(u)
−1f ′kj(u),
t′ji(u) = dj(u)
−1f ′ji(u) +
∑
k>j
e′jk(u)dk(u)
−1f ′ki(u),
where
e′ij(u) =
∑
i=i0<i1<...<is=j
(−1)sei0i1(u)ei1i2(u) · · · eis−1is(u)
and
f ′ji(u) =
∑
i=i0<i1<...<is=j
(−1)sfisis−1(u) · · · fi2i1(u)fi1i0(u).
Then immediately we have ζm|n(d1(u)) = dm+n,m+n(u)
−1, ζm|n(e1j(u)) = f
′
m+n,m+n+1−j(u), and
ζm|n(fj1(u)) = e
′
m+n+1−j,m+n(u). By induction on i, we derive:
ζm|n(di(u)) = (dm+n+1−i(u))
−1 ,
ζm|n(eij(u)) = f
′
m+n+1−i,m+n+1−j(u),
ζm|n(fji(u)) = e
′
m+n+1−j,m+n+1−i(u).
The result stated in the proposition is the special case of this where j = i+ 1.
When it is reasonable we will write simply ζ for the map ζm|n. The map ζm|n restricts to
the isomorphism U(glm|n)→ U(gln|m) defined by
Eij 7→ Em+n+1−i,m+n+1−j.
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It can be calculated explicitly (using induction and basic properties of quasideterminants) for
any 1 ≤ i, j ≤ m+ n to give the following result:
ζ(t
(r)
m+n+1−i,m+n+1−j) =
∑
r1+...+rp=r
r1,...,rp>0
(−1)p
m+n∑
k1,...,kp−1=1
t
(r1)
ik1
t
(r2)
k1k2
. . . t
(rp−1)
kp−1j
.
Also, ζ is not a Hopf algebra map between the two Yangians, but instead has the following
property.
Proposition 4.3. Let τ : Y (gln|m)⊗ Y (gln|m)→ Y (gln|m)⊗ Y (gln|m) be the map given by
τ(y1 ⊗ y2) = y2 ⊗ y1 (−1)
y1y2
for all homogeneous elements y1, y2 ∈ Y (gln|m). Then:
(ζ ⊗ ζ) ◦∆ = τ ◦∆ ◦ ζ.
Proof. Recall that
∆ : T (u) 7→ T[1](u)T[2](u),
where following [15] we write
T[1](u) =
m+n∑
i,j=1
tij(u)⊗ 1⊗ Eij(−1)
j(i+1),
T[2](u) =
m+n∑
i,j=1
1⊗ tij(u)⊗ Eij(−1)
j(i+1).
Then since ∆ is an algebra homomorphism and we must have that
∆ : T (u)−1 7→ T[2](u)
−1T[1](u)
−1,
which gives explicitly:
∆(t′ij(u)) =
m+n∑
k=1
t′kj(u)⊗ t
′
ik(u)(−1)
(i+k)(j+k).
It is easy to see that this coincides with ((ζ ⊗ ζ) ◦ τ ◦∆ ◦ ζ) (t′ij(u)).
Finally, let ϕm|n : Y (glm|n) →֒ Y (glm+k|n) be the inclusion which sends each t
(r)
ij ∈ Y (glm|n)
to the generator t
(r)
k+i,k+j ∈ Y (glm+k|n); and let ψk : Y (glm|n) → Y (glm+k|n) be the injective
homomorphism defined by
ψk = ωm+k|n ◦ ϕm|n ◦ ωm|n. (4.2)
Then, for any 1 ≤ i, j ≤ m+ n (see Lemma 4.2 of [2]) we have:
ψk(tij(u)) =
∣∣∣∣∣∣∣∣∣∣
t11(u) · · · t1k(u) t1,k+j(u)
...
. . .
...
...
tk1(u) · · · tkk(u) tk,k+j(u)
tk+i,1(u) · · · tk+i,k(u) tk+i,k+j(u)
∣∣∣∣∣∣∣∣∣∣
.
As an immediate consequence we have the following lemma.
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Lemma 4.4. For k, l ≥ 1, we have
ψk(dl(u)) = dk+l(u),
ψk(el(u)) = ek+l(u),
ψk(fl(u)) = fk+l(u).
Notice that the map ψk sends t
′ (r)
ij ∈ Y (glm|n) to the element t
′ (r)
k+i,k+j in Y (glm+k|n). Thus
the subalgebra ψk(Y (glm|n)) is generated by the elements {t
′ (r)
k+s,k+t}
n
s,t=1. Then, by (1.5), all
elements of this subalgebra commute with those of the subalgebra generated by the elements
{t
(r)
ij }
k
i,j=1. This implies in particular that for any i, j ≥ 1, the quasideterminants di(u) and dj(v)
commute.
5 Gauss Decomposition of Y (gl2|1)
We begin by defining a presentation of the Yangian Y (gl2|1) using the Gauss decomposition.
We will then use this to give the more general result in the next section. We use the matrix
relationship T (u) = F (u)D(u)E(u) to convert the defining relations (1.3) into relations between
the generating series di(u), ej(v) and fj(v). Note that in the Yangian Y (gl1|1), and in the Yangian
Y (gl2), we have the following:
T (u) =
(
d1(u) d1(u) e1(u)
f1(u)d1(u) f1(u)d1(u)e1(u) + d2(u)
)
(5.1)
T (v)−1 =
(
d1(v)
−1+ e1(v)d2(v)
−1f1(v) −e1(v) d2(v)
−1
−d2(v)
−1f1(v) d2(v)
−1
)
. (5.2)
whereas in the Yangian Y (gl2|1),
T (u) =
 d1(u) d1(u)e1(u) d1(u)e13(u)f1(u)d1(u) f1(u)d1(u)e1(u) + d2(u) f1(u)d1(u)e13(u) + d2(u)e2(u)
f31(u)d1(u) f31(u)d3(u)e1(u) + f2(u)d3(u) ∗
 ,
T (v)−1=
 ∗ ∗ (e1(v)e2(v)− e13(v))d3(v)−1∗ d2(v)−1+ e2(v)d3(v)−1f2(v) −e2(v)d3(v)−1
d3(v)
−1(f2(v)f1(v)−f31(v)) −d3(v)
−1f2(v) d3(v)
−1
 .
These expressions for the entries of T (u) allow us to derive the following relations.
Lemma 5.1. We have the following identities in Y (gl2|1):
(u− v)[di(u), ej(v)] =
{
(δi,j − δi,j+1) di(u)(ej(v)− ej(u)), if j = 1;
(δi,j + δi,j+1) di(u)(ej(v)− ej(u)), if j = 2;
(5.3)
(u− v)[di(u), fj(v)] =
{
− (δij − δi,j+1)(fj(v)− fj(u))di(u), if j = 1;
− (δij + δi,j+1)(fj(v)− fj(u))di(u), if j = 2;
(u− v)[ej(u), fk(v)] =
{
δjk
(
dj(u)
−1dj+1(u)− dj(v)
−1dj+1(v)
)
, if j = 1;
− δjk
(
dj(u)
−1dj+1(u)− dj(v)
−1dj+1(v)
)
, if j = 2;
(u− v)[ej(u), ej(v)] =
{
(ej(v)− ej(u))
2, if j = 1;
0, if j = 2;
(5.4)
(u− v)[fj(u), fj(v)] =
{
− (fj(v)− fj(u))
2, if j = 1;
0, if j = 2;
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(u− v)[e1(u), e2(v)] = e1(u)e2(v) − e1(v)e2(v)− e13(u) + e13(v),
(u− v)[f1(u), f2(v)] = − f2(v)f1(u) + f2(v)f1(v) + f31(u)− f31(v),
[[ei(u), ej(v)], ej(w)] + [[ei(u), ej(w)], ej(v)] = 0, if |i− j| = 1;
[[fi(u), fj(v)], fj(w)] + [[fi(u), fj(w)], fj(v)] = 0, if |i− j| = 1;
where unless otherwise indicated the indices i, j, k range over i = 1, 2, 3 and j, k = 1, 2.
Proof. We give a proof of just the first equation (5.3), since the rest are proven similarly. First,
note that by the remarks at the end of the previous section, d3(u) = ψ2(d1(u)) commutes with
e1(v) = t11(v)
−1t12(v). Similarly, e2(v) = ψ1(e1(v)) commutes with d1(u). Now consider the
quasideterminants d1(u), d2(u) and e1(v) in the algebra Y (gl2)[[u
−1, v−1]]. Here, we have the
matrices T (u), T (v)−1 as in (5.1) and (5.2). By (1.5),
(u− v)[t11(u), t
′
12(v)] = t11(u)t
′
12(v) + t12(u)t
′
22(v),
but this is the same as
(u− v)[d1(u),−e1(v)d2(v)
−1] = −d1(u)e1(v)d2(v)
−1 + d1(u)e1(u)d2(v)
−1.
Cancelling d2(v) on the right gives the desired equation when i = j = 1, but in Y (gl2)[[u
−1, v−1]].
We deduce the relation in Y (gl2|1)[[u
−1, v−1]] by following the natural inclusion Y (gl2) →֒ Y (gl2|1)
which sends generators in Y (gl2) to those of the same name in Y (gl2|1).
For the result when i = 2, j = 1, we consider the commutator [t′22(u), t12(v)] in the algebra
Y (gl2)[[u
−1, v−1]] and make the same deduction. For the case j = 2, we find the relations
between d1(u), d2(u) and e1(v) in the algebra Y (gl1|1)[[u
−1, v−1]], and map these into the algebra
Y (gl2|1)[[u
−1, v−1]], by following ψ1 : Y (gl1|1)→ Y (gl2|1).
Theorem 2. The algebra Y (gl2|1) is generated by the even elements d
(r)
1 , d
(r)
2 , d
(r)
3 , d
′ (r)
1 , d
′ (r)
2 ,
d
′ (r)
3 , e
(r)
1 , f
(r)
1 , and odd elements e
(r)
2 , f
(r)
2 , with r ≥ 1, subject only to the following relations:
d
(0)
i = 1,
r∑
t=0
d
(t)
i d
′ (r−t)
i = δr0,
[d
(r)
i , d
(s)
l ] = 0, (5.5)
[d
(r)
i , e
(s)
j ] =
{
(δij − δi,j+1)
∑r−1
t=1 d
(t)
i e
(r+s−1−t)
j , if j = 1;
(δij + δi,j+1)
∑r−1
t=1 d
(t)
i e
(r+s−1−t)
j , if j = 2;
(5.6)
[d
(r)
i , f
(s)
j ] =
{
−(δi,j−δi,j+1)
∑r−1
t=1 f
(r+s−1−t)
j d
(t)
i , if j = 1;
−(δi,j+δi,j+1)
∑r−1
t=1 f
(r+s−1−t)
j d
(t)
i , if j = 2;
(5.7)
[e
(r)
j , f
(s)
k ] =
{
− δjk
∑r+s−1
t=0 d
′ (t)
j d
(r+s−1−t)
j+1 , if j = 1;
δjk
∑r+s−1
t=0 d
′ (t)
j d
(r+s−1−t)
j+1 , if j = 2;
(5.8)
[e
(r)
1 , e
(s+1)
1 ]− [e
(r+1)
1 , e
(s)
1 ] = e
(r)
1 e
(s)
1 + e
(s)
1 e
(r)
1 , (5.9)
[f
(r+1)
1 , f
(s)
1 ]− [f
(r)
1 , f
(s+1)
1 ] = f
(r)
1 f
(s)
1 + f
(s)
1 f
(r)
1 , (5.10)
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[e
(r)
2 , e
(s)
2 ] = 0, [f
(r)
2 , f
(s)
2 ] = 0,
[e
(r+1)
1 , e
(s)
2 ]− [e
(r)
1 , e
(s+1)
2 ] = e
(r)
1 e
(s)
2 ,
[f
(r+1)
1 , f
(s)
2 ]− [f
(r)
1 , f
(s+1)
2 ] = −f
(s)
2 f
(r)
1 ,
[[e
(r)
1 , e
(s)
2 ], e
(t)
2 ] + [[e
(r)
1 , e
(t)
2 ], e
(s)
2 ] = 0, (5.11)
[[f
(r)
1 , f
(s)
2 ], f
(t)
2 ] + [[f
(r)
1 , f
(t)
2 ], f
(s)
2 ] = 0,
[[e
(r)
2 , e
(s)
1 ], e
(t)
1 ] + [[e
(r)
2 , e
(t)
1 ], e
(s)
1 ] = 0, (5.12)
[[f
(r)
2 , f
(s)
1 ], f
(t)
1 ] + [[f
(r)
2 , f
(t)
1 ], f
(s)
1 ] = 0
for all i, l = 1, 2, 3, j, k = 1, 2 and all r, s, t ≥ 1.
Remark 5.1. Relations (5.9) and (5.10) are equivalent to the following relations:
[e
(r)
i , e
(s)
i ] =
s−1∑
t=1
e
(t)
i e
(r+s−1−t)
i −
r−1∑
t=1
e
(t)
i e
(r+s−1−t)
i
[f
(r)
i , f
(s)
i ] =
r−1∑
t=1
f
(r+s−1−t)
i f
(t)
i −
s−1∑
t=1
f
(r+s−1−t)
i f
(t)
i
Proof. We follow the method given in the proof of Theorem 5.2 in [2]. First, we show that the
corresponding coefficients of quasideterminants in the Yangian satisfy the relations given in the
Theorem. The first three relations are obvious from the fact that the di(u)’s commute and the
definition of the series d′i(u) := (di(u))
−1. The rest follow from the relations in Lemma (5.1).
We show the proof of only (5.6) and (5.10) since the rest are derived similarly.
Observe that for any formal series g(u) =
∑
r≥0 g
(r)u−r we have the identity
g(u) − g(v)
u− v
= −
∑
r,s≥1
g(r+s−1)u−rv−s.
Then, by (5.3),
[di(u), ej(v)] = (δij − (−1)
δi,2δi,j+1)(
∑
t≥1
d
(t)
i u
−t)(
∑
p,s≥1
e
(p+s−1)
j u
−pv−s).
Taking coefficients of u−rv−s gives (5.6).
Now consider (5.4). In the case where j = 1, this expands out as follows:
(u− v)[e1(u), e1(v)] =
∑
r≥1
e
(r)
1 u
−r −
∑
s≥1
e
(s)
1 v
−s
2
= −
∑
r,s≥1
e
(r)
1 e
(s)
1 u
−rv−s −
∑
r,s≥1
e
(s)
1 e
(r)
1 u
−rv−s
+
∑
r,s≥1
e
(r)
1 e
(s)
1 u
−r−s +
∑
r,s≥1
e
(r)
1 e
(s)
1 v
−r−s.
Taking coefficients of u−rv−s on both sides gives the relation (5.10).
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Now let Ŷ be the algebra defined by the relations in Theorem 2. We have shown that
there is an associative algebra homomorphism Ŷ → Y (gl2|1) taking each generator in Ŷ to the
quasideterminant coefficient of the same name in the Yangian. By (3.3) these elements generate
the Yangian, so this homomorphism is surjective. We will now show that the algebra Ŷ is
spanned as a vector space by certain monomials, and that the images of these monomials form
a basis for the Yangian Y (gl2|1). It follows that the homomorphism is an isomorphism.
Let e
(r)
13 and f
(r)
31 be the elements of Ŷ defined by
e
(r)
13 = [e
(r)
1 , e
(1)
2 ], f
(r)
31 = [f
(r)
1 , f
(1)
2 ] (c.f. (3.3)).
We want to show that the algebra Ŷ is spanned by the set of ordered monomials in
{f
(r)
31 , f
(r)
2 , f
(r)
1 , d
(r)
1 , d
(r)
2 , d
(r)
3 , e
(r)
1 , e
(r)
2 , e
(r)
13 | r ≥ 1},
taken in order some order so that that the f ’s come before all the d’s, which come before all the
e’s. It is clear from the relations (5.5), (5.6), (5.7) and (5.8) that the monomials in the above
elements, where f ’s come before d’s and d’s come before e’s, with the d’s taken in some fixed
order, do indeed span Ŷ .
So our problem is to show that the subalgebra Ŷ + of Ŷ generated by elements {e
(r)
i }i=1,2
is spanned by the monomials in {e
(r)
1 , e
(r)
2 , e
(r)
13 ; r ≥ 1} taken in some fixed order, and simi-
larly that the subalgebra Ŷ − generated by elements {f
(r)
i }i=1,2 is spanned by the monomials in
{f
(r)
31 , f
(r)
2 , f
(r)
1 ; r ≥ 1} taken in some fixed order. Consider Ŷ
+. Define a filtration
L0Ŷ
+ ⊆ L1Ŷ
+ ⊆ · · ·
on Ŷ + by setting the degree of e
(r)
i equal to (r−1). Let gr
LŶ + be the associated graded algebra,
and let ei
(r) := grLr−1e
(r)
i ∈ gr
LŶ + for each i = 1, 2, 13. Then we have the following:
[e
(r)
1 , e
(s)
1 ] = 0, [e
(r)
2 , e
(s)
2 ] = 0,
[e
(r)
13 , e
(s)
1 ] = 0, [e
(r)
13 , e
(s)
2 ] = 0,
[e
(r)
13 , e
(s)
13 ] = 0, [e
(r)
1 , e
(s)
2 ] = e
(r+s−1)
13 .
Indeed, the first two identities are clear by the relations in the remark above. For the next two,
first note that
[e
(r+1)
1 , e
(s)
2 ] = [e
(r)
1 , e
(s+1)
2 ]. (5.13)
Then
[e
(r)
13 , e
(s)
12 ] = [[e
(r)
12 , e
(1)
23 ], e
(s)
12 ] = [[e
(1)
12 , e
(r)
23 ], e
(s)
12 ]
= −[[e
(r)
23 , e
(1)
12 ], e
(s)
12 ] = −[[e
(r)
23 , e
(s)
12 ], e
(1)
12 ] (by (5.12))
= −[[e
(r+s−1)
23 , e
(1)
12 ], e
(1)
12 ] = 0 (by (5.12) again).
Similarly,
[e
(r)
13 , e
(s)
23 ] = [[e
(r)
12 , e
(1)
23 ], e
(s)
23 ]
= −[[e
(r)
12 , e
(s)
23 ], e
(1)
23 ] (by (5.11))
= [[e
(r+s−1)
12 , e
(1)
23 ], e
(1)
23 ] = 0.
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The fifth relation is an easy consequence of these and the super-Jacobi identity:
[e
(r)
13 , e
(s)
13 ] = [[e
(r)
12 , e
(1)
23 ], e
(s)
13 ] = [[e
(r)
12 , e
(s)
13 , e
(1)
23 ]] + [e
(r)
12 , [e
(1)
23 , e
(s)
13 ]] = 0
The final relation is just another extended application of (5.13). Given these calculations,
it is clear that the graded algebra grLŶ + is spanned by the set of all ordered monomials in
{e
(r)
ij }1≤i<j≤3;r≥1 taken in some fixed order. Hence Ŷ
+ is itself spanned by the corresponding
monomials in {e
(r)
ij }1≤i<j≤3;r≥1. The result for the subalgebra Y
− is shown similarly.
Now we want to show that the monomials in
{d
(r)
i }1≤i≤3; r≥1 ∪ {e
(r)
ij , f
(r)
ji }1≤i<j≤3; r≥1
taken in some fixed order so that f ’s come before d’s and d’s come before e’s form a basis for the
Yangian Y (gl2|1). By Corollary 2.1, we may identify the associated graded algebra gr2Y (glm|n)
with U(glm|n[t]). By the definition of the quasideterminants, under this identification, gr
r
2d
(r+1)
i ,
grr2e
(r+1)
ij , and gr
r
2f
(r+1)
ji are identified, respectively, with Eii(−1)
itr, Eij(−1)
itr, and Eji(−1)
jtr.
Then the result follows from the Poincare´-Birkhoff-Witt theorem for Lie superalgebras ([17]).
6 Gauss Decomposition of Y (glm|n)
Lemma 6.1. The following relations hold in the algebra Y (glm|n)[[u
−1, v−1]].
[di(u), dj(v)] = 0 for all 1 ≤ i, j ≤ m+ n (6.1)
(u− v)[di(u), ej(v)] =

(δij − δi,j+1)di(u)(ej(v)− ej(u)), if j ≤ m− 1,
(δij + δi.j+1)di(u)(ej(v)− ej(u)), if j = m,
−(δij − δi,j+1)di(u)(ej(v) − ej(u)), if j ≥ m+ 1,
(6.2)
(u− v)[di(u), fj(v)] =

−(δij − δi,j+1)(fj(v) − fj(u))di(u), if j ≤ m− 1,
−(δij + δi,j+1)(fj(v) − fj(u))di(u), if j = m,
(δij − δi,j+1)(fj(v)− fj(u))di(u), if j ≥ m+ n− 1,
(6.3)
(u− v)[ei(u), fj(v)] = (−1)
j+1δij
(
di(u)
−1di+1(u)− di(v)
−1di+1(v)
)
, (6.4)
(u− v)[ej(u), ej(v)] =
{
(−1)j+1 (ej(v)− ej(u))
2 , if j 6= m,
0, if j = m,
(6.5)
(u− v)[fj(u), fj(v)] =
{
−(−1)j+1 (fj(v)− fj(u))
2 , if j 6= m,
0, if j = m,
(6.6)
(u− v)[ej(u), ej+1(v)] = (−1)
j+1(ej(u)ej+1(v)−ej(v)ej+1(v)−ej,j+2(u)+ej,j+2(v)), (6.7)
(u− v)[fj(u), fj+1(v)] = −(−1)
j+1(fj+1(v)fj(u)−fj+1(v)fj(v)−fj+2,j(u)+fj+2,j(v)),(6.8)
[ei(u), ej(v)] = 0 for |i− j| > 1; (6.9)
[fi(u), fj(v)] = 0 for |i− j| > 1; (6.10)
Proof. The relations for i, j between 1 and m are an easy consequence of those already found for
the Yangians Y (glm) in [2] and Y (gl2|1) in Section 5.1, and the fact that the natural inclusions
Y (glm) →֒ Y (glm|n) and Y (gl2|1) →֒ Y (glm|n) are homomorphisms. The remaining relations
follow by applying the map ζn|m to the corresponding relations in Y (gln|m).
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Lemma 6.2. In addition, we have the following relations in Y (glm|n) when m > 1 and n > 1.
For any r, s ≥ 1,
[ [e
(r)
m−1, e
(1)
m ] , [e
(1)
m , e
(s)
m+1] ] = 0; and [ [f
(r)
m−1, f
(1)
m ] , [f
(1)
m , f
(s)
m+1] ] = 0. (6.11)
Proof. We prove the result in Y (gl2|2), and then map this result into the Yangian Y (glm|n) via
the map ψm−2. First we show the following relation:
[e13(u) , e2(z)e3(z)− e2,4(z)] = 0. (6.12)
Indeed, we have:
[e13(u), e2(z)e3(z)− e24(z)] = [e13(u), e
′
24(w)]
= [t11(u)
−1t13(u) , −t
′
24(w)t
′
44(w)
−1]
= 0
Now we find the commutator
(u− v)(w − z)[[e1(u), e2(v)] , [e2(w), e3(z)]].
By (6.7), this is
[e1(u)e2(v)− e1(v)e2(v)− e13(u) + e13(v) , −e2(w)e3(z) + e24(w) + e2(z)e3(z) − e24(z)].
Taking the coefficient of u−rz−s and using (6.12) we find the first relation in (6.11). The other
part follows from this with the use of the map ζ.
Now we can state our main result. The proof takes the same line of reasoning as the proof
of Theorem 2 but is somewhat longer and more complicated. Again it is very closely based on
the proof of Theorem 5.2 in [2].
Theorem 3. The Yangian Y (glm|n) is isomorphic as an associative superalgebra to the algebra
with even generators d
(r)
i , d
′ (r)
i , f
(r)
j , e
(r)
j , (for 1 ≤ i ≤ m+ n, 1 ≤ j ≤ m+ n− 1, j 6= m, r ≥ 1)
and odd generators e
(r)
m , f
(r)
m (where again r ≥ 1) and the following defining relations:
d
(0)
i = 1;
r∑
t=0
d
(t)
i d
′ (r−t)
i = δr,0;
[d
(r)
i , d
(s)
l ] = 0;
[d
(r)
i , e
(s)
j ] =

(δi,j − δi,j+1)
∑r−1
t=0 d
(t)
i e
(r+s−1−t)
j , for 1 ≤ j ≤ m− 1,
(δi,j + δi,j+1)
∑r−1
t=0 d
(t)
i e
(r+s−1−t)
j , for j = m,
−(δi,j − δi,j+1)
∑r−1
t=0 d
(t)
i e
(r+s−1−t)
j , for m+ 1 ≤ j ≤ m+ n− 1,
(6.13)
[d
(r)
i , f
(r)
j ] =

−(δi,j − δi,j+1)
∑r−1
t=0 f
(r+s−1−t)
j d
(t)
i , for 1 ≤ j ≤ m− 1;
−(δi,j + δi,j+1)
∑r−1
t=0 f
(r+s−1−t)
j d
(t)
i , for j = m;
(δi,j − δi,j+1)
∑r−1
t=0 f
(r+s−1−t)
j d
(t)
i , for m+ 1 ≤ j ≤ m+ n− 1;
(6.14)
[e
(r)
j , f
(s)
k ] =
{
−δj,k
∑r+s−1
t=0 d
′ (t)
j d
(r+s−1−t)
j+1 , for 1 ≤ j ≤ m− 1;
+δj,k
∑r+s−1
t=0 d
′ (t)
j d
(r+s−1−t)
j+1 , for m ≤ j ≤ m+ n− 1;
(6.15)
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[e(r)m , e
(s)
m ] = 0, [f
(r)
m , f
(s)
m ] = 0; (6.16)
[e
(r)
j , e
(s)
j ] = (−1)
j
(
s−1∑
t=1
e
(t)
j e
(r+s−1−t)
j −
r−1∑
t=1
e
(t)
j e
(r+s−1−t)
j
)
, for j 6= m; (6.17)
[f
(r)
j , f
(s)
j ] = (−1)
j
(
r−1∑
t=1
f
(t)
j f
(r+s−1−t)
j −
s−1∑
t=1
f
(t)
j f
(r+s−1−t)
j
)
, for j 6= m; (6.18)
[e
(r)
j , e
(s+1)
j+1 ]− [e
(r+1)
j , e
(s)
j+1] = −(−1)
je
(r)
j e
(s)
j+1 (6.19)
[f
(r+1)
j , f
(s)
j+1]− [f
(r)
j , f
(s+1)
j+1 ] = −(−1)
jf
(s)
j+1f
(r)
j ; (6.20)
[e
(r)
j , e
(s)
k ] = 0; and [f
(r)
j , f
(s)
k ] = 0, if |j − k| > 1; (6.21)
[[e
(r)
j , e
(s)
k ], e
(t)
k ] + [[e
(r)
j , e
(t)
k ], e
(s)
k ] = 0, if j 6= k; (6.22)
[[f
(r)
j , f
(s)
k ], f
(t)
k ] + [[f
(r)
j , f
(t)
k ], f
(s)
k ] = 0, if j 6= k; (6.23)
[ [e
(r)
m−1, e
(1)
m ] , [e
(1)
m , e
(s)
m+1] ] = 0 (6.24)
[ [f
(r)
m−1, f
(1)
m ] , [f
(1)
m , f
(s)
m+1] ] = 0 (6.25)
for all r, s, t ≥ 1. and all admissible i, j, k.
Proof. Let Ŷm|n be the associative algebra given by the relations in the theorem. By Lemma 6.1
and Lemma 6.2 the map from Ŷm|n to the Yangian Y (glm|n) that sends every element of Ŷm|n to
the element of the same name in the Yangian is a homomorphism. We have already stated in
Section 3 that Y (glm|n) is generated by the elements:{
d
(r)
i , e
(r)
j , f
(r)
j
∣∣∣ 1 ≤ i ≤ m+ n, 1 ≤ j ≤ m+ n− 1, r ≥ 1} .
Thus this homomorphism is surjective. We need to show that it is injective. Our method is
as follows: we show that the algebra Ŷm|n is spanned as a vector space by the monomials in
the elements f
(r)
ji , d
(r)
i , e
(r)
ij with 1 ≤ i < j ≤ m + n, r ≥ 1, taken in some fixed order so that
the f ’s come before d’s and d’s come before e’s. (These elements are defined inductively by
f
(r)
i+1,i = f
(r)
i ; e
(r)
i,i+1 = e
(r)
i and
f
(r)
j,i = [ f
(1)
j,j−1 , f
(r)
j−1,i ] (−1)
j−1; e
(r)
i,j = [ e
(r)
i,j−1 , e
(1)
j−1,j ] (−1)
j−1, for j > i+ 1).
Since the image of these monomials in the Yangian form a basis for Y (glm|n), it follows that the
map is an isomorphism.
Let Ŷ +
m|n, Ŷ
−
m|n and Ŷ
0
m|n be the subalgebras of Ŷm|n generated by all elements of the form
e
(r)
i , f
(r)
i and d
(r)
i , respectively. By the defining relations (6.13), (6.14) and (6.15), we know that
Ŷm|n is spanned by the monomials where all f ’s come before all d’s and all d’s come before all
e’s. Also, since the d’s commute, we may assume that they are written in some fixed order. If
we can show that the subalgebra Ŷ +
m|n
is spanned by the monomials in e
(r)
ij written in some fixed
order, then by applying the map ζ we can show that the subalgebra Ŷ −
m|n is similarly spanned
by the monomials in f
(r)
ji written in some fixed order. This will then complete the proof.
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Define an ascending filtration on Ŷ +
m|n by setting deg(e
(r)
i ) = r − 1, and denote by gr
L Ŷ +
m|n
the corresponding graded algebra. Let e
(r)
ij be the image of e
(r)
ij in the (r − 1)-th component of
the graded algebra grL Ŷ +
m|n. We claim that these images satisfy:
[e
(r)
ij , e
(s)
kl ] = (−1)
j δkj e
(r+s−1)
il − (−1)
i j+j k+i kδil e
(r+s−1)
kj . (6.26)
From this relation it follows that the graded algebra grL Ŷ +
m|n is spanned by the monomials in
e
(r)
ij taken in some fixed order. Hence Ŷ
+
m|n is itself spanned by the monomials in e
(r)
ij taken in
some fixed order.
So now it remains only to prove the claim (6.26). We begin by noting the following relations.
[e
(r)
i,i+1, e
(s)
k,k+1] = 0, if |i− k| 6= 1. (6.27)
[e
(r+1)
i,i+1 , e
(s)
k,k+1] = [e
(r)
i,i+1, e
(s+1)
k,k+1], if |i− k| = 1, (6.28)
[e
(r)
i,i+1 , [e
(s)
i,i+1, e
(t)
k,k+1] ] = −[e
(s)
i,i+1 , [e
(r)
i,i+1, e
(t)
k,k+1] ], if |i− k| = 1, (6.29)
e
(r)
ij = [e
(r)
i,j−1, e
(1)
j−1,j] (−1)
j−1 = [e
(1)
i,i+1, e
(r)
i+1,j] (−1)
i+1, for j > i+ 1. (6.30)
Here, (6.27) is a consequence of (6.21); (6.28) is a consequence of (6.19); and (6.29) is a con-
sequence of (6.22). The first part of the last relation (6.30) follows from the definition of the
elements e
(r)
ij . The second part of (6.30) follows from the first part using (6.28) and induction
on the difference j − i.
Now we break up the problem of showing (6.26) into cases. We assume without loss of
generality that i ≤ k. If j < k, then [e
(r)
ij , e
(s)
kl ] = 0 by (6.27) and (6.30). Consider the case where
j = k. By (6.28) and (6.30) we have
[e
(r)
j−1,j , e
(s)
j,j+1] = (−1)
je
(r+s−1)
j−1,j+1.
We bracket both sides of this with e
(1)
j+1,j+2, e
(1)
j+2,j+3, . . ., e
(1)
l−1,l in turn to obtain:
[e
(r)
j−1,j, e
(s)
jl ] = (−1)
j e
(r+s−1)
j−1,l ,
then bracket both sides of this new equation with e
(1)
j−2,j−1, . . . , e
(1)
i,i+1 to get the relation:
[e
(r)
i,j , e
(s)
j,l ] = (−1)
j e
(r+s−1)
i,l .
Before we consider the case j > k in detail, we prove the following special cases:
[e
(r)
i,i+2, e
(s)
i+1,i+2] = 0, for 1 ≤ i ≤ m+ n− 2, (6.31)
[e
(r)
i,i+1, e
(s)
i,i+2] = 0, for 1 ≤ i ≤ m+ n− 2, (6.32)
[e
(r)
i,i+2, e
(s)
i+1,i+3] = 0 for 1 ≤ i ≤ m+ n− 3. (6.33)
[e
(r)
ij , e
(s)
k,k+1] = 0 for 1 ≤ i < k < j ≤ m+ n. (6.34)
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Indeed, for (6.31), we have:
(−1)i+1 [e
(r)
i,i+2, e
(s)
i+1,i+2]
= [[e
(r)
i,i+1, e
(1)
i+1,i+2], e
(s)
i+1,i+2] by (6.30)
= −[[e
(r)
i,i+1, e
(s)
i+1,i+2], e
(1)
i+1,i+2] by (6.29)
= −[[e
(r+s−1)
i,i+1 , e
(1)
i+1,i+2], e
(1)
i+1,i+2] by (6.28),
which is 0 by (6.29). The relation (6.32) is shown in a very similar way.
When i + 1 = m, the relation (6.33) follows directly from (6.24). On the other hand, when
i+ 1 6= m, the left-hand side of (6.33) equals
(−1)(i+1 + i+2) [[e
(r)
i,i+1, e
(1)
i+1,i+2] , [e
(1)
i+1,i+2, e
(s)
i+2,i+3] ]
= (−1)(i+1 + i+2) [e
(1)
i+1,i+2, [e
(r)
i,i+1, e
(1)
i+1,i+2], e
(s)
i+2,i+3]]
= (−1)(i+1 + i+2) [e
(1)
i+1,i+2, [e
(r)
i,i+1, [e
(1)
i+1,i+2, e
(s)
i+2,i+3]]]
= (−1)(i+1 + i+2)[[e
(1)
i+1,i+2, e
(r)
i,i+1], [e
(1)
i+1,i+2, e
(s)
i+2,i+3]],
= − (−1)(i+1 + i+2) [[e
(r)
i,i+1, e
(1)
i+1,i+2] , [e
(1)
i+1,i+2, e
(s)
i+2,i+3]].
Hence the commutator is zero. Here we have used (6.22) and the super-Jacobi identity, and the
fact that since i+ 1 6= m, no two of the elements we are concerned with are odd.
Finally, we use (6.30) relation to reduce the problem of showing (6.34) to that of showing
[e
(r)
i,k+1, e
(s)
k,k+2] = 0, and
[e
(r)
i,k+1, e
(s)
k,k+1] = 0,
for all i ≤ k. The first of these relations follows from (6.32) and (6.33) by induction on the
difference k− i, using (6.30). The second follows from (6.31), again by induction on k− i, using
the relation (6.30).
Now we properly begin the case j > k. We break this into the following subcases:
Case 1: i < k, j = l. Expanding e
(s)
kj by (6.30) and then using the super-Jacobi identity and (6.34),
we have:
[e
(r)
ij , e
(s)
kj ] = ±[ e
(1)
k,k+1, [e
(r)
i,j , e
(s)
k+1,j] ].
Continuing on in this fashion, we find:
[e
(r)
ij , e
(s)
kj ] = ±
[
e
(1)
k,k+1, . . . [e
(r)
ij , e
(s)
j−1,j] . . .
]
,
so our problem reduces to showing that [e
(r)
ij , e
(s)
j−1,j] = 0. We now expand out the e
(r)
ij
in this using (6.30) and apply the super-Jacobi identity to reduce this problem to that of
showing that [e
(r)
j−2,j, e
(s)
j−1,j] = 0. Then we have the result in this case by (6.31).
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Case 2: i < k, j > l. We expand out e
(s)
kl using (6.30) and then apply the super-Jacobi identity and
(6.34) to find:
[e
(r)
ij , e
(s)
kl ] = ±[e
(1)
k,k+1, [e
(r)
ij , e
(s)
k+1,l]].
Repeating this process as many times as is necessary we eventually get
[e
(r)
ij , e
(s)
kl ] = ±[e
(1)
k,k+1, . . . , [e
(r)
ij , e
(s)
l−1,l] . . .].
which is 0 by (6.34).
Case 3: i < k, j < l. We prove this case by induction on the difference l − j. When l − j = 1, we
have by expanding out e
(s)
k,j+1 and using the super-Jacobi identity that
[e
(r)
ij , e
(s)
k,j+1] = [[e
(r)
ij , e
(s)
kj ], e
(1)
j,j+1] (−1)
j + [e
(r)
kj , [e
(s)
ij , e
(1)
j,j+1]] (−1)
i j+j k+i k
= [[e
(r)
ij , e
(s)
kj ], e
(1)
j,j+1] (−1)
j + [e
(s)
i,j+1, e
(r)
kj ](−1)
(j+j+1)(j+k).
The first term is 0 by the Case 1 and the second term is 0 by Case 2. When l − j > 1,
[e
(r)
ij , e
(s)
kl ] = [[e
(r)
ij , e
(s)
k,l−1], e
(1)
l−1,l](−1)
l−1,
which is 0 by the induction hypothesis.
Case 4: i = k, j < l. We use (6.30) (and (6.27) and Case 2) to reduce this case to (6.32).
Case 5: i = k, j = l. If j = i+ 1, then this is (6.27). Otherwise, we can expand out one term with
(6.30) to find:
[e
(r)
ij , e
(s)
ij ] = ±[[e
(r)
i,j−1, e
(s)
ij ], e
(1)
j−1,j] +±[e
(r)
i,j−1, [e
(1)
j−1,j, e
(s)
ij ] ].
The first term is 0 by Case 4 and the second term is 0 by Case 1.
Case 6: i = k, j > l. This follows immediately from Case 4.
This completes the proof of the claim (6.26), which completes the proof of the theorem.
7 The Centre of Y (glm|n)
The quantum Berezinian was defined by Nazarov [16] as the following power series with coeffi-
cients in the Yangian Y (glm|n):
bm|n(u) :=
∑
ρ∈Sm
sgn(ρ) tρ(1)1(u)tρ(2)2(u− 1) · · · tρ(m)m(u−m+ 1) (7.1)
×
∑
σ∈Sn
sgn(σ) t′m+1,m+σ(1)(u −m+ 1) · · · t
′
m+n,m+σ(n)(u −m+ n)
Recall from [9] that we may also write the quantum Berezinian in the following form.
bm|n(u) = d1(u) d2(u− 1) · · · dm(u−m+ 1) (7.2)
× dm+1(u−m+ 1)
−1 · · · dm+n(u−m+ n)
−1.
We shall prove that the coefficients of this formal power series generate the centre of the Yangian.
This was conjectured by Nazarov who proved that the quantum Berezinian was central [16]. A
new proof of the centrality of the quantum Berezinian was also given in [9].
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Lemma 7.1. Let glm|n[x] be the polynomial current algebra and I = E11+ . . .+Em+n,m+n. The
centre of U(glm|n[x]) is generated by I, Ix, Ix
2, . . ..
Proof. We reduce the problem to that of the well-known even case considered for example in
Lemma 7.1 of [2]. First note that the supersymmetrization map gives an isomorphism between
the glm|n[x]-modules U(glm|n[x]) and S(glm|n[x]), where S(glm|n[x]) denotes the supersymmetric
algebra of glm|n[x]. The natural action of glm|n[x] on S(glm|n[x]) is obtained by extending the
adjoint action. The Lie algebra glm|n has the root space decomposition:
glm|n = h⊕
k⊕
i=1
gαi
where h is the Cartan subalgebra, {α1, . . . , αk} is the set of roots relative to h, and gαi is the
one-dimensional root space corresponding the root αi. Let eαi be a root vector corresponding to
root αi. Suppose P ∈ S(glm|n[x]) is an arbitrary glm|n-invariant element and M is the maximal
integer such that eαix
M occurs in P for some root αi. Then we may write:
P =
∑
s
As
(
eα1x
M
)s1
. . .
(
eαkx
M
)sk , (7.3)
where we sum over tuples of positive integers s = (s1, . . . , sk), and for each such s, the As is a
monomial in elements hxr for h ∈ h, r ≥ 0, and eαix
r for r < M .
For any h ∈ h, we have by assumption that:
0 = [hx, P ] =
∑
s
[hx,As]
(
eα1x
M
)s1
. . .
(
eαkx
M
)sk
+
k∑
i=1
siαi(h)
∑
s
As
(
eα1x
M
)s1
. . .
(
eαix
M
)si−1
. . .
(
eαkx
M
)sk (eαixM+1) .
Then taking the coefficient of
(
eαix
M+1
)
we find that for all h ∈ h, and for all roots αi that:
siαi(h)
∑
s
As
(
eα1x
M
)s1
. . .
(
eαix
M
)si−1
. . .
(
eαkx
M
)sk = 0.
Since αi(h) is not zero for all h ∈ h, and the monomials corresponding to different s are linearly
independent, we must have that si = 0. Thus P is a sum of monomials in hx
r, where h ∈ h and
r ≥ 0. The Cartan subalgebra h contains only even elements, and so the action of glm|n[x] on
invariant elements P is the same as the action of glm+n[x]. Then we may use Lemma 7.1 of [2]
to obtain our desired result.
Theorem 4. The coefficients of the quantum Berezinian generate the centre of Y (glm|n).
Proof. Write
bm|n(u) = 1 +
∑
r≥1
bru
−r.
Our proof is based on that of Theorem 2.13. in [15].
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Recall from Corollary 2.1 that the graded algebra gr2Y (glm|n) is isomorphic to U(glm|n[x]).
We show that for any r = 1, 2, . . . , the coefficient br has degree r− 1 with respect to deg2(.) and
that its image in the (r − 1)th component of gr2Y (glm|n) coincides with Ix
r−1. Indeed, if we
expand out the expression (7.2) for the quantum Berezinian, using the fact from [8] that
dj(u) = tjj(u)−
∑
k,l<j
tjk(u)(|T (u){1,2,...,j−1},{1,2,...,j−1}|lk)
−1tlj(u),
we find
br =
∑
l1+l2+...+lm+n=r
t
(l1)
11 t
(l2)
22 · · · t
(lm)
mm · (− t
(lm+1)
m+1,m+1) · · · (− t
(lm+n)
m+n,m+n) + terms of lower degree.
Then it is clear that the terms with li = r for some i = 1, . . . ,m+ n have degree r − 1, and all
else have lower degree. Then
br = t
(r)
11 + . . .+ t
(r)
mm − t
(r)
m+1,m+1 − . . .− t
(r)
m+n,m+n + terms of lower degree.
The result follows when we evaluate the image of the graded part of this under the isomorphism
in Corollary (2.1).
8 The Yangian Y (slm|n)
Recall that the special linear Lie superalgebra slm|n is the subalgebra of glm|n consisting of
matrices with zero supertrace. It may be defined explicitly by the following presentation [10, 18].
We take generators {hi, x
+
j , x
−
j | 1 ≤ i ≤ m+ n− 1}. The generators hi, x
±
j are declared even
for all i and all j 6= m; the generators x±m are declared odd. The defining relations are:
[hi, hj ] = 0;
[x+i , x
−
j ] = δi,jhi;
[hi, x
±
j ] = ±aijx
±
j ;
[x±m, x
±
m] = 0;
[x±i , x
±
j ] = 0, if |i− j| > 1;
[x±i , [x
±
i , x
±
j ] ] = 0, if |i− j| = 1;
[ [x±m−1, x
±
m] , [x
±
m+1, x
±
m]] = 0,
for all i, j between 1 and m + n − 1. Here A = (aij)
m+n−1
i,j=1 is the symmetric Cartan matrix
of the Lie superalgebra slm|n, with entries aii = 2 for all i < m ; amm = 0 ; aii = −2 for all
i > m ; ai+1,i = ai,i+1 = −1 for all i < m ; ai+1,i = ai,i+1 = 1 for all i ≥ m ; and all other
entries are 0.
We define the Yangian Y (slm|n) associated to the special linear Lie superalgebra as the
following subalgebra of Y (glm|n):
Y (slm|n) := { y ∈ Y (glm|n) | µf (y) = y for all f },
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where we take µf as defined as in [15]. In other words, for a formal power series
f = 1 + f1u
−1 + f2u
−2 + . . . ∈ C[[u−1]],
the map µf is the automorphism of Y (glm|n) given by
µf : T (u) 7→ f(u)T (u).
This is justified by analogy with the definition of the Yangian Y (slN ) as a subalgebra of the Yan-
gian Y (glN ) in [15]. Also, in the case where m 6= n our definition agrees with that arrived at by
Stukopin [19] through a quantization of the Lie bi-superalgebra U(slm|n[x]) (see Proposition 9.1).
Proposition 8.1. Let Zm|n denote the centre of the Yangian Y (glm|n). Then for m 6= n, we
have
Y (glm|n)
∼= Zm|n ⊗ Y (slm|n).
Proof. We assume that m > n. (The result for n < m follows from this by the application of
the map ζ). The proof of this result is very similar to that of Proposition 2.16 in [15]. We use
the fact, stated there, that for any commutative associative algebra A and any formal series,
a(u) = 1 + a1u
−1 + a2u
−2 + . . . ∈ A[[u−1]],
and any positive integer K there exists a unique series
a˜(u) = 1 + a˜1u
−1 + a˜2u
−2 + . . . ∈ A[[u−1]]
such that
a(u) = a˜(u)a˜(u− 1) · · · a˜(u−K + 1). (8.1)
We take a(u) = bm|n(u) and K = m−n in the commutative subalgebra Y
0 ⊂ Y (glm|n) generated
by the elements d
(r)
i for i = 1, . . . ,m+ n and r ≥ 1. Write
bm|n(u) = b˜(u)b˜(u− 1) · · · b˜(u−m+ n+ 1).
By the definition of the map µf we have that
µf (bm|n(u)) = f(u)f(u− 1) · · · f(u−m+ n+ 1)bm|n(u).
It follows from the uniqueness of the expansion (8.1) that µf (b˜(u)) = f(u)b˜(u) for all f . Also,
the coefficients b˜k, (k ≥ 1) of the series b˜(u) generate the centre Zm|n since we may recover the
coefficients of the series bm|n(u) from them. The remaining parts of the proof are exactly the
same as in [15].
Lemma 8.2. For any m,n ≥ 0, the coefficients of the series
d1(u)
−1di+1(u), ei(u), fi(u), for 1 ≤ i ≤ m+ n− 1, (8.2)
generate the subalgebra Y (slm|n).
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Proof. It is clear that the coefficients of the series d1(u) together with those of the series listed
above generate the Yangian Y (glm|n). Also, for any f , the map µf leaves the coefficients of the
series in (8.2) fixed and maps µf (d1(u)) = f(u)d1(u). By the Poincare´-Birkhoff-Witt theorem,
any element P of Y (glm|n) is a polynomial in d
(1)
1 , d
(2)
1 , d
(3)
1 , . . . and the other generators that
are fixed by µf for all f . We can assume further that in each monomial in P the generators
are ordered so that the f
(r)
i ’s come before the d
(r)
i ’s, which come before the e
(r)
i ’s. Suppose that
P ∈ Y (slm|n) and that R is the maximum r such that d
(r)
1 occurs in P , and K is the maximum
power of d
(r)
1 occurring in P for any r. Fix f = 1 + λu
−R, where λ is an arbitrary nonzero
complex number. Then we can write:
P =
∑
a1,a2,...,aR
FaDa
(
d
(1)
1
)a1 (
d
(2)
1
)a2
. . .
(
d
(R)
1
)aR
Ea,
where Fa,Da and Ea are monomials in the generators fixed by µf , and we sum over all R-tuples
a = (a1, a2, . . . , aR) of positive integers not exceeding K. Then
µf (P ) =
∑
a1,a2,...,aR
FaDa
(
d
(1)
1
)a1 (
d
(2)
1
)a2
. . .
(
d
(R)
1 + λ
)aR
Ea = P.
By the linear independence of the different monomials and the fact that λ is an arbitrary complex
number, we see that in fact d
(R)
1 cannot occur in P ∈ Y (slm|n).
Recall from [13] that the family A(m,n) of classical Lie superalgebras is defined by:
A(m− 1, n− 1) = slm|n for m 6= n; m,n ≥ 1; (8.3)
A(n − 1, n− 1) = sln|n/〈I〉, for n > 1, (8.4)
where 〈I〉 is the one-dimensional ideal consisting of scalar matrices λI, (λ ∈ C). We define the
Yangian of the classical Lie superalgebra A(n− 1, n − 1) as the following quotient:
Y (A(n − 1, n− 1)) := Y (sln|n)/
〈
bn|n(u) = 1
〉
= Y (sln|n)/B, (8.5)
where B is the ideal in Y (sln|n) generated by the coefficients b1, b2, . . . of the quantum Berezinian.
This definition is justified to a certain extent by Proposition 8.4 below.
Lemma 8.3. For n > 1, the centre of U(A(n − 1, n − 1)[x]) is trivial.
Proof. We follow the argument of Lemma 7.1 using the properties of the root-space decompostion
given in [13].
Proposition 8.4. The centre of the Yangian Y (A(n − 1, n − 1)) is trivial.
Proof. We show that gr2Y (sln|n) ∼= U(sln|n[x]), and that
gr(Y (A(n − 1, n − 1))) ∼= U(A(n − 1, n− 1)[x])).
Then the result follows from Lemma 8.3. Here we define the filtration on Y (A(n − 1, n− 1)),
C = A−1 ⊂ A0 ⊂ A1 ⊂ . . . ⊂ Ai ⊂ . . . ,
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by setting Ai = Yi + B where Yi is the set of elements a ∈ Y (sln|n) with deg2(a) ≤ i, and
gr(Y (A(n − 1, n − 1))) is the corresponding graded algebra.
The restriction of the map in Corollary 2.1 to gr2Y (sln|n) is injective onto its image in
U(sln|n). By Lemma 8.2, this is the image of the coefficients of the series d1(u)
−1di+1(u), ei(u)
and fi(u), for i = 1, . . . , 2n − 1. Now, for any r ≥ 1, the coefficients of u
−r these series are,
respectively:
t
(r)
i+1,i+1 − t
(r)
11 + elements of lower degree,
t
(r)
i,i+1 + elements of lower degree,
t
(r)
i+1,i + elements of lower degree.
The image of these elements in U(gln|n[x]) is:
(−1)i+1Ei+1,i+1x
r−1 −E11x
r−1,
(−1)iEi,i+1x
r−1,
(−1)i+1Ei+1,ix
r−1.
These elements generate precisely the subalgebra U(sln|n[x]). Thus we find that
gr2Y (sln|n)
∼= U(sln|n[x]).
The natural projection map p : Y (sln|n)→ Y (A(n−1, n−1)) satisfies p(Yi) ⊂ Ai, and thus gives
a natural surjective mapping
gr2Y (sln|n)
∼= U(sln|n[x])→ grY (A(n − 1, n− 1)),
with kernel the ideal I = 〈I, Ix, Ix2, . . .〉 ⊂ U(sln|n[x]). Then
grY (A(n − 1, n − 1)) ∼= U(sln|n[x])/I ∼= U(A(n − 1, n− 1)[x]).
Corollary 8.5. For n > 1, the centre of the subalgebra Y (sln|n) is generated by the coefficients
of the quantum Berezinian bn|n(u).
9 Presentation of Y (slm|n)
Set
hi(u) = di(u+
1
2(−1)
i(m− i) )−1di+1(u+
1
2(−1)
i(m− i) ),
x+i (u) = fi(u+
1
2(−1)
i(m− i) ) (9.1)
x−i (u) = (−1)
i ei(u+
1
2(−1)
i(m− i) )
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for 1 ≤ i ≤ m+ n− 1, and use the following notation for the coefficients:
hi(u) := 1 +
∑
s≥0
hi,su
−s−1,
x+i (u) :=
∑
s≥0
x+i,su
−s−1, (9.2)
x−i (u) :=
∑
s≥0
x−i,su
−s−1.
Then we have the following presentation for the subalgebra Y (slm|n).
Proposition 9.1. The subalgebra Y (slm|n) is isomorphic to the associative superalgebra over C
defined by the generators x±i,s and hi,s for 1 ≤ i ≤ m+ n− 1 and s ∈ Z+, and by the relations
[hi,r, hj,s] = 0,
[x+i,r, x
−
j,s] = δijhi,r+s ,
[hi,0, x
±
j,s] = ±aijx
±
j,s ,
[hi,r+1, x
±
j,s]− [hi,r, x
±
j,s+1] =
±aij
2
(hi,r x
±
j,s + x
±
j,s hi,r), for i, j not both m,
[hm,r+1, x
±
m,s] = 0,
[x±i,r+1, x
±
j,s]− [x
±
i,r, x
±
j,s+1] =
±aij
2
(x±i,rx
±
j,s + x
±
j,sx
±
i,r), for i, j not both m,
[x±m,r , x
±
m,s] = 0,
[x±i,r , x
±
j,s] = 0, if |i− j| > 1,
[x±i,r, [x
±
i,s, x
±
j,t]] + [x
±
i,s, [x
±
i,r, x
±
j,t]] = 0, if |i− j| = 1,
[ [x±m−1,r, x
±
m,0], [x
±
m,0, x
±
m+1,s] ] = 0,
where r, s and t are arbitrary positive integers and aij are the elements of the Cartan matrix
above. The generators x±m,s are odd and all other generators are even.
Proof. For the duration of this proof we refer to the algebra given by the presentation in Propo-
sition 9.1 as Y˜ (slm|n). By Lemma 6.1 we have a homomorphism ϕ : Y˜ (slm|n) → Y (slm|n) given
by sending the elements hi,s, x
±
i,s to those defined in Y (slm|n) by (9.1) and (9.2). By Lemma 8.2
this homomorphism is surjective. We need to show ϕ is injective. We do this by constructing
a set of monomials that span Y˜ (slm|n), and whose image under ϕ is a basis for the Yangian
Y (slm|n). Following [14, 19] we construct this basis as follows.
Let α be a positive root of slm|n and α = αi1 + . . .+ αip a decomposition of α into a sum of
roots such that
x±α = [x
±
i1
, [x±i2 , . . . , [x
±
ip−1
, x±ip ] . . .]]
is a nonzero root vector in slm|n. Suppose s > 0 and we have a decomposition s = s1 + . . . + sp
of s into p non-negative integers. Then define the root vector x±α,s1+...+sp in the Yangian by
x±α,s1+...+sp = [x
±
i1,s1
, [x±i2,s2 , . . . , [x
±
ip−1,sp−1
, x±ip,sp ] . . .]]. (9.3)
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With respect to the second filtration defined in (1.6), the degree of an element hi,s or x
±
i,s is
equal to its second index s, and deg2(x
±
α,s1+...+sp) = s. If s = s
′
1+. . .+s
′
p is another decomposition
of s into non-negative integers, then (since the defining relations in Proposition 9.1 are satisfied
by the elements of the Yangian) we have
deg2(x
±
α,s′
1
+...+s′p
− x±α,s1+...+sp) ≤ s− 1. (9.4)
Now for each s > 0 fix the decomposition s = 0 + . . . + 0 + s to be used always and write
x±α,s = x
±
α,0+...+0+s. Also any positive root α is just α = ǫi−ǫj for some 1 ≤ i ≤ j−1 ≤ m+n−1.
We then write: x±i,j;s = x
±
α,0+...+0+s. Now choose any total ordering ≺ on the set
{x−i,j;q, hi,r, x
+
i,j;s | 1 ≤ i ≤ j − 1 ≤ m+ n− 1, q, r, s > 0}
and define Ω(≺) to be the set of ordered monomials in these elements, where the odd elements
(x±i,j;r with i ≤ m but j > m) occur with power at most 1.
Define the length l(M) of a monomial in x−i,j;q, hi,r, x
+
i,j;s as the number of factors of M
and note that by the relations in Proposition 9.1, if we rearrange the factors of M , then we
obtain additional terms of either smaller degree, or the same degree but smaller length. Then
by induction on the degree d of a polynomial, and for fixed degree d, induction on the maximal
length of its terms, we see that Y (slm|n) is spanned by the elements of Ω(≺). (This argument is
given in [14] for the Yangian Y (slN )).
Now suppose that some linear combination Σ of the monomials in Ω(≺) is equal to 0, and
that the highest degree of a monomial term in Σ is r. The degree r part of Σ must be equal to
zero. This will be the sum of products of the highest degree parts of elements x−i,j;r, hi,r, x
+
i,j;r,
which by the isomorphism gr2Y (slm|n) ∼= U(slm|n[x]) get mapped to the elements
ε−i,j Eijx
r−1, (−1)iEii − (−1)
i+1Ei+1,i+1; ε
+
i,j Ejix
r,
respectively, where ε±i,j is some power of −1. Together these elements form basis for slm|n[x],
and so by the PBW theorem for Lie superalgebras ([17]) the set of ordered monomials in these,
containing powers of at most one of the odd elements, are linearly independent. This implies
that the highest degree part of Σ must in fact be trivial. Thus Ω(≺) is a basis for Y (slm|n).
Now, we define a set Ω˜(≺) in Y˜ (slm|n) by the same formulas as in (9.3), except now we take
the symbols to represent the elements of Y˜ (slm|n). We define a filtration on Y˜ (slm|n) by setting
the degree of an element hi,s or x
±
i,s equal to its second index s. All the arguments required to
show that Ω(≺) span the Yangian depended only on the relations in Proposition 9.1, and thus
hold true for Ω˜(≺) in Y˜ (slm|n). Then Ω˜(≺) is a set of monomials that span Y˜ (slm|n), and whose
image under φ, Ω(≺), is a basis for Y (slm|n).
This is the presentation given by Stukopin [19, 20], except that the last relation has been
corrected. Stukopin derives this presentation of the Yangian Y (slm|n) according to the definition
of Yangian given in [7], as the quantization of the Lie bi-superalgebra slm|n[t]. He names it after
the series of classical Lie superalgebras A(m − 1, n − 1) and defines it only for the case m 6= n,
since in the case where m = n the Lie superalgebra slm|n[x] does not have a canonical Lie bi-
superalgebra structure. Stukopin defines the root vectors given in the proof of Proposition 9.1
and gives a Poincare´-Birkhoff-Witt theorem for the Yangian Y (slm|n) using the same general
argument as Levendorskii [14]. The linear independence part of this PBW theorem may now
also be obtained as a corollary of Proposition 9.1.
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