Methods for the numerical evaluation of the Weber parabolic cylinder functions W (a, ±x), which are independent solutions of the inverted harmonic oscillator y ′′ + (x 2 /4 − a)y = 0, are described. The functions appear in the solution of many physical problems, and notably in quantum mechanics. It is shown that the combined use of Maclaurin series, Chebyshev series, uniform asymptotic expansions for large a and/or x and the integration of the differential equation by local Taylor series are enough for computing accurately the functions in a wide rage of parameters. Differently from previous methods, the computational scheme is stable in the sense that high accuracy is retained: only 2 or 3 digits may be lost in double precision computations.
Introduction
Parabolic cylinder functions (PCFs) U (a, x), V (a, x) and W (a, x) are useful functions appearing in many scientific problems, and in particular in many physical applications. As an indication of the relevance of this set of functions, the search "parabolic cylinder function" gives more that 2,000 hits in Google Scholar. In particular, the parabolic cylinder function W (a, x) appears, for example, in the analysis of the wave scattering by a parabolic cylinder [?] , in astrophysics [?, ?] , in the study of quantum mechanical problems such as quantum tunnelling, particle production in electric and magnetic [?, ?, ?] and gravitational fields [?] , atomic physics [?, ?] , semiconductor physics [?] and many more.
As a relatively simple example problem involving W (a, x), consider solving the Schrödinger equation
ψ xx + V (x)ψ(x) = i ψ t (1.1) with V (x) a parabolic potential V (x) = α − x 2 /4, α > 0, also known as inverted harmonic oscillator. We consider an energy eigenstate ψ(x, t) = N u(x)e −iEt/ and arrive to the time independent Schrödinger equation (setting 2 /2m = 1 for simplicity) u xx + (x 2 /4 − a)u = 0, a = α − E (1.
2)
The solutions of this equation can be written in terms of the parabolic cylinder functions W (a, ±x). In particular, the functions Φ(a, x) = N k(a) −1/2 W (a, x) + ik(a) 1/2 W (a, −x) , (1.3) where k(a) = ( 1 + e 2πa + e πa ) −1 , N = (4π(1 + e 2πa )) −1/2 , (1.4) represent normalized energy eigenstate coming from the left (see Figure 1 , right) and transmitting to the right (tunnelling the potential barrier in a classically forbidden regime when a > 0). Reference [?] describes in detail the quantum mechanics of the inverted harmonic oscillator. The functions W (a, x) are part of a wider set of functions known as Parabolic Cylinder functions. The standard differential equations having PCFs as solutions have the following two forms:
x 2 + a y = 0 x ≥ 0, (1.5) which has {U (a, x), V (a, x)} as a numerically satisfactory pair of solutions 1 and
x 2 − a y = 0 , x ≥ 0, (1.6) which has {W (a, x), W (a, −x)} as a satisfactory pair. For the first case, double precision algorithms are known, starting with the method based on asymptotics and recursions of [?] . More recently, algorithms using asymptotics and numerical quadrature and, to a lesser extent, recurrence relations, were developed for computing U (a, x), V (a, x) and scaled U and V functions [?, ?] (computable for unrestricted values of the variables).
The situation for the functions W (a, ±x) is, up to the date, much less satisfactory. In [?] , complex recurrence relations and the integration of auxiliary functions by means of Runge-Kutta methods for intermediate values of the variables produced simple precision accuracy when doing the computations in double precision. The situation was not improved in [?] , where the typical accuracy is 6 digits when computing with 14D. More recently, integral representations were derived in [?] , but the application is more difficult than in the case of U (a, x) and V (a, x), because some numerical instabilities arise which need special treatment (see [?, §4.3.3 
]).
No available algorithms exist for the accurate computation of the W (a, x) for real a and x, although packages such as Maple and Mathematica can compute such functions through their relation with the complex parabolic cylinder function U (ia, xe −iπ/4 ) (see Eq. (2.5)) or, equivalently, through their relation with confluent hypergeometric functions (see [?] , equations 19.7.1 and 19.25.1 2 ). However, this is an unsatisfactory method of computation, first because a real function is computed using complex arithmetic and second because strong cancellations take place in the computation of W (a, x), x > 0.
In this paper we compute the parabolic cylinder function W (a, x) by Maclaurin and Chebyshev series for small values of |a| and |x|, asymptotic expansions for large |a| and/or |x| and integrating the differential with using local Taylor series for moderate values of |a| and |x|. As we will see, these ingredients suffice for computing the parabolic cylinder functions W (a, x) for real a and x with a relative accuracy better than 5 10 −13 . 2 Some properties of the W −function.
The functions W (a, x) and W (a, −x) are two linearly independent solutions of the differential equation (1.6). For a < 0 the solutions oscillate on the real x−axis; for a > 0 there are turning points at ±2 √ a, and the oscillations occur outside the interval [−2 √ a, 2 √ a] (see Figure 1 , left).
The solutions W (a, x) and W (a, −x) constitute a numerically satisfactory pair for −∞ < x < ∞; see [?, ?] . Initial values are (for these and further details, see [?, pp. 692-697] 
Observe that the Wronskian relation means
The relation with the function U (a, x) reads
πa+iρ(a) U ia, xe −πi/4 , (2.5) which follows from using the initial values of the functions, but also from [?, 19.17.6 and 19.17.9] . The quantities k(a) and ρ(a) are given by 6) and
the branch being defined by φ 2 (0) = 0 and by continuity elsewhere. In §4 we will use the auxiliary function ρ * (a) for large |a|:
Because we assume that a and x, and hence W (a, ±x), are real, then, using (2.5),
πa ℜ e iρ(a) U ia, xe
πa ℑ e iρ(a) U ia, xe
Observe that Eq. (2.5) gives, up to a normalization factor, the normalized wave functions Φ(a, x) of Eq. (1.3), which are an orthonormal set in the sense that
10) with δ(a − a ′ ) the Dirac distribution. It is easy to check that W (a, x) also satisfies orthogonality relations (see [?] ).
3 Approximations for moderate a and x
Maclaurin series
Maclaurin series are
where w 1 (a, x) and w 2 (a, x) are the even and odd solutions of (1.6). The initial values are given in (2.1). We have
where α n (a), β n (a) satisfy the recursion
The recursions in (3.3) can be modified to obtain recursions for
We have a n+2 = a a n+1 − 1 4 a n (2n + 3)(2n + 4)
with initial values
The computation of W (a, ±x) and their derivatives can be done in one run because the functions w 1 (a, x) and w 2 (a, x) are even and odd functions.
The initial value W (a, 0)
To obtain an algorithm for the initial values in (2.1) we can use an asymptotic expansion when a is large. When a is not large we choose an integer N , such that N + 1 2 ia is large enough for using an asymptotic expansion. Afterwards we use recursion to obtain the wanted value of W (a, 0).
We have (see [?, p. 67 
where the first coefficients are given by
.
(3.8)
Writing z = x + iy in polar coordinates z = we iθ we obtain an expansion of Γ( 
10) and s = sin θ = y/ x 2 + y 2 .
From this expansion, with x = N, y = a/2, the requested value of W (a, 0) can be obtained. We start from a large enough N > 0 and then compute Γ(
(3.11) R 0 = 1 and R N can be computed recursively by
(3.12)
Chebyshev expansions
The differential equation of the W −functions is given by (1.6), with even and odd solutions w 1 (a, x) and w 2 (a, x), as written in (3.2). We scale the independent variable by considering a new variable z such that x = 2 √ γz for some γ > 0. Then, we arrive at the equation (3.13) where dots mean derivatives with respect to z. The equation has the independent solutions
(3.14)
We compute these solutions in terms of two Chebyshev series
, where the prime means that the T 0 (z) term has to be halved. Of course, c 2j+1 = 0, j ∈ N, for the case of w 1 and c 2j = 0 for the case of w 2 . The coefficients can be computed by plugging the expansions into the differential equation and using properties of Chebyshev polynomials. This is similar to Luke's approach for the Bessel function J ν (x), see [?, p. 234] and [?, Chap. 2]. We denotė
(3.16) Now, substituting (3.15) and (3.16) and using [?, Eq. (3.84)] we get
Next, shifting the index in (3.17) and using ([?, Eq. (3.80) 
(where c
(3.19) Shifting the index in (3.19), using 2(k + 1)c
(1) k+1 = ∆ k+1 and applying again (3.18), we obtain (3.20) In this way, we obtain the following recurrence relation
For determining the coefficients c k , we can use this recurrence relation. Before doing this, it is crucial to determine the conditioning of the recurrence process, that is, the growth of the wanted solution.
For the moment, we concentrate on the coefficients y k = c 2k (corresponding to the even solution). For the odd solutions the discussion is similar. For these coefficients, we introduce the recurrence relation
where the coefficients have the following asymptotic behaviour: (3.24) and the second one lim sup
Each set is a linear space of dimension two generated by two independent solutions.
The wanted solution lies in the second set. Clearly, this has to be the case because, for instance, taking into account that T 2k (0) = (−1) k , we have (3.26) and because the solutions of the set satisfying (3.24) are such that |y k | → +∞ as k → +∞, it is clear that the coefficients y k = c 2k in (3.26) are not in this first set, but on the second set satisfying (3.25).
The second set of solutions is minimal with respect to the first set in the sense that, if y (2) k is a solution of the second set and y
( 1) k a solution of the first set, then, as a consequence of (3.24) and (3.25), lim k→+∞ y
Minimal solutions can not be computed by using the recurrence relation in the forward direction; backward recursion is however possible.
Furthermore, in the case in which a n-term recurrence relation possesses a single minimal solution (up to constant multiplicative factors), the minimal solution can be computed by starting the recursion with arbitrary y N +n , ..., y N +1 (but not all zero) and using a normalization condition. This is Miller's algorithm for computing minimal solutions (see, for instance, [?, §4.6 
]).
In the present case, the set of minimal solutions has dimension two and we will need a second normalizing condition in order to determine the wanted minimal solution, as suggested in [?, pp. 163-164] ).
For the even solution, we compute the coefficients c 2k starting with 27) with ǫ a small number in order to minimize possible overflows; of course, other selections of starting values are possible. We consider these starting values for two different values of N , say N a and N b < N a . This generates two minimal solutions. We normalize the solutions using (3.26), and we obtain two minimal solutions c 
Now, we consider a second normalization condition for building the wanted solution from a linear combination of c 2k . For this, we consider the relation,
and (3.3)), where C z 2 (f (z)) denotes the z 2 coefficient in the expansion of f (z) in Maclaurin series. Then, we have, using the explicit polynomial representation for Chebyshev polynomials, [?, 
2k and build the sequence
The new sequence satisfies the normalizing conditions (3.26) and (3.29) approximately.
With this, one has an expansion 31) and particularizing for z = 1
For the odd solution v 2 (a, z) = w 2 (a, 2 √ γz) we follow a similar approach. The normalizing conditions consist in requiring that the coefficients C z (w 2 (a, 2 √ γz)) and C z 3 (w 2 (a, 2 √ γz)) correspond to (3.2) and (3.3); they
(3.33)
With this the coefficients c 2k+1 can be computed and, similarly as before, 34) and particularizing for z = 1:
For computing the derivatives, we consider the expansions (3.31) and (3.34). For instance, for the even part we have, taking the derivative,
Particularizing for z = 1 and taking into account thatṪ n (1) = n 2 we have
An alternative but equivalent way of computing the derivatives is by considering
where the coefficients c
2k+1 can be computing recursively in parallel with the coefficients c 2k by means of (3.18). However, once the coefficients c 2i have been computed, it seems preferable to use (3.37) and (3.38).
For the numerical computation of the even and odd solutions with the method described, some precautions should be taken with the selection of the initial values N a and N b for starting the recursion process. Particularly, it should be noted that considering the starting values (3.27) does no guarantee that the generated solutions are "sufficiently different". In the method, it is crucial that we obtain two independent minimal solutions c such that the wanted solution can be computed as a linear combination in a numerically stable way. But this stability may accidentally fail. A way to eliminate these rare errors consists in running the method for two sets of values of N a and N b and to retain the solution which passes some numerical test. As test, the computation of the Wronskian relation
can be considered. An a priori estimation of the values of N a and N b is a difficult task and depends on the accuracy needed and on the region of application of the method; some numerical experiments can be considered for this task. For the range of application of this method (see §5), values close to 100 are enough for determining the coefficients with sufficient accuracy. Specifically, the two sets of values considered in §5 are N a = 110, N b = 100 and N a = 108, N b = 90; for each a and x, the set which gives a smaller deviation from Eq. (3.40) is chosen. As we will see in §5, Chebyshev expansions are valid for a larger x range than Maclaurin series, but the same can not be said with respect to the a parameter. Chebyshev expansions have the interesting feature that, once the coefficients c k for a given a have been computed, the functions w 1 (a, 2 √ γz)
and w 1 (a, 2 √ γz) can be efficiently evaluated for any z ∈ [−1, 1] by using Clenshaw's method (see, for instance, [?, §3.7.1]). In our previous discussion, we have fixed the value z = 1 and let γ vary for simplicity and in order to study the range of validity of the method (see §5).
Local Taylor series
In §3.1, we considered Maclaurin series for computing W (a, ±x) close to x = 0. It is possible to consider successive local Taylor series for computing the functions further away from x = 0, giving a number of values of the function at some values x i of x, with x 0 < x 1 < · · · < x n . Consider, for instance, x 0 = 0, x n > 0 and that we aim at computing y(x) = W (a, x) (or y(x) = W (a, −x)) and its derivative at x = x i , i = 0, . . . , n. For simplicity, let us consider a constant step size h = x i+1 − x i .
Assuming that y(0) and y ′ (0) are available (see §3.1.1), the idea is to compute y(x 1 ) = y(x 0 + h) using Taylor series for y(x) around x 0 and proceed similarly for the remaining nodes x i . That is, we compute
Similarly, one can compute the function at x i from the values at x i+1 , simply by interchanging the roles of x i and x i+1 and the sign of h.
Let us observe that the Maclaurin series of §3.1 are the particular case i = 0, x 0 = 0 in Eq. (3.41); therefore, the next discussion gives an alternative method for computing the Maclaurin series.
The successive derivatives y (k) can be computed by differentiation of the differential equation. We have, differentiating k times, k ≥ 2:
which allows computing derivatives at x = x i when y (j) (x i ), j = 0, 1, 2, 3 are known. y (0) (x i ) and y (1) (x i ) are known from the previous step, and
(3.43)
For computing the successive derivatives, it is necessary that the recursion process for Eq. (3.42) is well conditioned. Considering the PerronKreuser theorem [?] , it is easy to see that all the solutions of (3.42) increase as k → +∞ in such a way that lim sup 44) and that, hence, one can not expect that solutions exist which become negligible with respect to some other solutions of the same recurrence relation as k → +∞. Forward computation, therefore, is not bad conditioned as k becomes large, because the successive derivatives of W (a, x) (or W (a, −x)) will not become negligible. Because W (a, x) and W (a, −x) are entire functions and because the derivatives can be computed in a stable way, one expects that, provided that the computation of the sums (3.41) is numerically stable, the process of generating values of W (a, x) (W (a, −x)) and its derivative at x 0 < x 1 < ... < x n is a stable numerical process.
However, for ensuring numerical stability of the sums, the direction of application of the Taylor series method, or in other words, the sign of the step h, should be chosen with care, depending on the growth of the solutions.
Conditioning of the integration direction for Taylor series
It is crucial to analyze the relative size of the solutions of the differential equation W (a, x) and W (a, −x) in order to determine stable directions of integration.
Consider the functions
. Then, considering the asymptotic approximations for large x (4.1) one sees at once that
Therefore, for negative a, M 1 (a, x) is of size comparable to M 2 (a, x) as x → +∞. However, for positive a, M 1 (a, x) becomes much smaller than M 2 (a, x), much more as a increases (but x 2 >> 4|a|). Notice that M 1 (a, 0) = M 2 (a, 0); therefore W (a, x) decreases steeply in relation with W (a, −x) as x grows, and the same is true for the derivatives.
With this, it is clear that when a > 0 integration of the differential equation with Taylor series for W (a, −x) and d dx W (a, −x) can be done in the direction of increasing x, because they dominate over W (a, x) and W ′ (a, x). However, this process is badly conditioned for W (a, x) and W ′ (a, x), and the integration must be done in the opposite direction in order to recover a well conditioned process.
Therefore, for computing W (a, x), W (a, −x) and its derivatives with local Taylor series, the following strategies should be considered: with initial values u 0 = 1, v 0 = 0. These expansions are rather simple (the only non-trivial element is the function φ 2 (a), defined in Eq. (2.7)), but we prefer expansions that are described next ( §4.1.2), because these are valid when |x| + |a| is large and x 2 /4 − a > 0. Also, we are giving expansions for the monotonic region (x 2 /4−a < 0) when a is large and positive ( §4.1.1) and Airy type expansions for the transition region ( §4.2).
Expansions in terms of elementary functions
We use the notation [?]
In the new variables t and µ the differential equation (1.6) reads
We consider two cases: −1 + δ ≤ t ≤ 1 − δ (monotonic region) and t ≥ 1 + δ (oscillatory region), where δ is a small positive number. Initially, we assume that a > 0 although the expansion in the region t ≥ 1 + δ will be also valid for a < 0 (and for a = 0 if x is large enough) after undoing the change of variables and restoring the formulas to the a and x variables.
The case
where
We can also write The numbers ℓ 0 , ℓ 1 , ℓ 2 are given by Olver, but for a numerical algorithm we needed a few extra ones. To evaluate more coefficients we use [?, 12.5-12.12 ] and see that they are related to coefficients γ s occurring in Next we introduce the modified expansion (4.13) and from Olver's results it follows that the coefficients ℓ s in (4.9) occur in the asymptotic relation
(4.14)
The case t ≥ 1 + δ
The relevant expansions for U and V and their derivatives are (see [?,
with expansions (4.20) which are valid for µ + t → ∞, µ ≥ 0, t ≥ t 0 , for a fixed t 0 > 1. We have
a , (4.21)
For obtaining real asymptotic expansions for the real functions W (a, ±x), we apply (2.9) and replace µ by µe Next, we write F µ exp(−iπ/4) (τ ) = F r + iF i and G µ exp(−iπ/4) (τ ) = G r + iG i , and from (4.19) we have the expansions (4.26) In this way we obtain the representations for the W −functions
Here, χ = ρ * (a) + (4.33) where the first five coefficients are:
, ρ 2 = The coefficients φ s (τ ) and ψ s (τ ) are polynomials in τ , and can be computed by recursion; see [?, §2.1.1] .
To define the terms of the asymptotic expansion for a = 0 we can scale the terms by writing
where p s (τ ) and q s (τ ) are polynomials of degree 2s. For example,
(4.38)
For numerical applications we need t−values strictly larger than unity. However, when x and a are large we have noticed that t may be rather close to one.
From the Wronskian relation (2.2) it follows that the expansions (4.25) and (4.26) satisfy
We have verified that for a given a ≥ 0 and x ≥ a/10 + 15 the value of |F r G r + F i G i − 1| (see the Wronskian (4.39)) is about 10 −15 or less. For x = a/10+15, the minimal value of t is 1.22 . . ., which is assumed at a = 150.
Expansions in terms of Airy functions
The representations to be given describe the asymptotic behaviour of W (a, x) near the transition points of the equation (1.6) x = ±2 √ a, or of (4.5) at
The following representations in terms of Airy functions are given in [?] :
The function φ(ζ) is given by
(4.46)
The functions A µ (ζ), B µ (ζ), C µ (ζ), and D µ (ζ) have asymptotic expansions of the form For comparing function values, it should be noted that when the functions become oscillatory, relative accuracy unavoidably worsens close to the zeros. For this reason, when x is not small, it is convenient to consider the following auxiliary functions
and similarly for W (a, −x) and W ′ (a, −x). y 1 and y 2 are oscillatory functions for large x and of similar amplitude. In fact, considering (4.1) one sees that
M (a, x) can be interpreted as a modulus function, which is free of zeros. This is a good quantity for checking relative accuracy.
In order to determine the region of applicability of each method, we have compared Maclaurin, Chebyshev and Taylor series and asymptotic expansions (Airy-type and in terms of elementary functions) with the results provided by Maple (with 50 digits). Figure 2 shows the comparison of the different methods against Maple for the computation of the function M (a, x) (5.1) and for a relative accuracy better than 5 × 10 −13 . The points where the claimed relative accuracy is not reached are shown.
Figures 4 and 3 show the regions of applicability of the methods in the (x, a)-plane for the computation of the W (a, x) function and for an accuracy better than 5 × 10 −13 . The selection of one method or another when alternatives are available in a same region, has been made depending on the efficiency of each of these methods.
The fitted curves separating the regions in the (a, x)-plane are explicitly given by: In order to check the validity of the fitted curves, an extensive test for the Wronskian has been performed. We have considered 10 7 random points in the region of the (x, a)-plane [0, 1000] × [−100, 100] and the maximum relative deviation from 1 of the relation (2.3) was 4.8 10 −13 , consistent with our accuracy claim (5 × 10 −13 ).
The methods presented in this paper are much more efficient that the complex variable computations that are available in Maple (or Matlab). Next, we provide some examples comparing the performance of a Fortran 90 program using our methods against the computation of W (a, x) via the relation (2.9) and using Maple10 with 16 digits. The timings for the Maple and Fortran programs are made in a same machine (a modern laptop).
For moderately large values of the parameters, when asymptotic expansions are used in the Fortran program, the advantage with respect to Maple is huge. For instance, Maple10 is around 10 8 times slower for computing W (50, 80) than the Fortran program (which computes W (a, x), W (a, −x) and their first derivatives): Maple takes 69.7 s and the Fortran program 6.4 10 −6 s. For larger values of the variables, the advantage of asymptotics with respect to Maple becomes even larger. The timing comparison for moderate values of the parameters is also favourable for our methods (but not so overwhelmingly better). For instance, for x = 10, a = 20 Maple takes 0.34 seconds to compute W (a, x) while the local Taylor series take 0.002 seconds to compute W (a, x), W (a, −x) and their first derivatives; it is important to observe that local Taylor series compute W (a, x) (and W (a, −x)) and the first derivative not only for one value of x but for several values (in our implementation, 640 values of both W (a, x) and its derivative at regularly spaced x-points in the interval [10, 50] are obtained). For a = 2 and x = 2, where Maclaurin series are used, Maple takes 0.056 s for computing W (a, x) and the Fortran program takes 0.059 s for computing W (a, x), W (a, −x) and the derivatives. It is very likely that both programs do the same computation (Maclaurin series) in this last case, which explains why the times spent are not very different. It appears that Maple keeps this series as the sole method of computation, which explains why it becomes so slow for larger values of the parameters.
