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Abstract
In this review we discuss recent advances in the computation of one-
point functions in defect conformal field theories with holographic du-
als. We briefly review the appearance of integrable spin chains inN = 4
super Yang–Mills theory and reformulate the problem of computing
one-point functions to determining overlaps between Bethe states and
a Matrix Product State. We will then demonstrate how these over-
laps can be computed by determinant formulas. This work is based
on lectures given at the Young Researchers Integrability School and
Workshop 2018. To appear in a special issue of J. Phys. A.
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1 Introduction
Many exciting and interesting physical phenomena occur when non-trivial boundaries or
interfaces are present in a system. Some important and well-known examples are the
AdS/CFT correspondence and the quantum Hall effect. In the AdS/CFT correspondence
[1] the boundary of the anti-de Sitter space plays a pivotal part as the space on which
the dual conformal field theory lives. For the quantum Hall effect the non-trivial edge
effects play an important role. Unfortunately, while non-trivial boundary conditions can
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make the physics more interesting, they also make it hard to compute quantities like
correlations functions in the corresponding models.
Figure 1: Schematic representation of a system with a codimension 1 defect.
The defect acts as an interface through which some of the physical modes can
propagate. The interface can also support non-trivial defect fields, which could
couple to the physical modes in the bulk.
In this review, we will focus on certain quantum field theories with a codimension
one defect, see Figure 1. In such field theories, the defect acts as an interface through
which some of the physical modes propagate, while others can not. The presence of
an interface obviously impacts the correlation functions between fields. Of course, even
without complicated boundary conditions, correlation functions in quantum field are very
challenging to compute. Beyond one-loop level, computations of correlation functions tend
to quickly become unmanageable and actual calculations to all loop orders are basically
impossible. Nevertheless, there are some special field theories, such as N = 4 super Yang–
Mills theory, where all-loop correlation functions are possible to derive. The feature that
makes this possible is the presence of integrable structures.
The notion of integrability originates from classical mechanics, where Liouville’s theo-
rem states that if a system has sufficiently many commuting, conserved quantities, then it
is solvable by integration by quadratures. This means that the solution to the equations
of motion can be constructed by solving a finite set of algebraic equations and performing
a finite number of integrals. The notion of integrability later found its way into quantum
mechanics and quantum field theory. While quantum integrable models do not really
have a quantum analogue of Liouville’s theorem, an exact solution can usually still be
constructed by a using techniques such as the Bethe Ansatz.
For this reason, the discovery of integrable structures in the planar limit in some field
theories from the AdS/CFT correspondence was such an important development. Over
15 years ago integrable spin chains were found in the computation of two-point functions
N = 4 super Yang–Mills theory [2]. A lot has happened since and thanks to integrability
we are now able to compute many quantities to any loop order and we are getting closer
to finding an exact solution of N = 4 super Yang–Mills theory in the planar limit [3].
Coming back to the problem of boundary conditions, it is clear that inserting a non-
trivial boundary, or defect, will make the physics more interesting, but the correlation
functions also much harder to compute. However, introducing a defect in a way which
would preserve some measure of integrability could potentially allow us to still find ex-
act solutions for the defect theory. Recently some new models of this type arose from
holography. Certain insertions of probe branes on the string theory side of the AdS/CFT
correspondence lead to a dual conformal field theory with a co-dimension one defect [4]
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(see also [5] for a recent review). Several brane configurations can be considered, but two
set-ups appear to be integrable [6]. These correspond to a D5-D3 and a D7-D3 probe
brane configuration. In the D3-D5 defect CFT, closed formulas for one-point functions
could indeed be derived by using methods from integrability as was first observed in for
the SU(2) sector in [7, 8] and later extended to the general scalar sector [6].
This closed formula was found by mapping the problem of computing one-point func-
tions to the computation of quantum quenches in condensed matter physics. Because
of this relation, formulas of the holographic one-point functions were used in quantum
quench computations [9], while results from the condensed matter community found their
way into the defect CFT and AdS/CFT community. This makes the topic of this re-
view particularly dynamic and broad as it brings together topics such as, string theory,
conformal field theory, and condensed matter physics.
The aim of these notes is to review in a pedagogical way the Bethe ansatz technqiues
necessary for the computation of scalar products of spin-chain states and how those can
be employed to compute one-point functions in the context of AdS/CFT. This article will
mainly focus on the integrability approach to the computation of one-point functions and
it will include numerous recent developments.
This review is organized as follows. First we will discuss the effect of inserting a
codimension one defect into a conformal field theory. We will indeed see that the insertion
of the defect has a large impact on the form of correlation functions. In particular, a richer
class of correlation functions is allowed. Second we will discuss how integrable spin chains
arise in the computation of correlation functions in theories such as N = 4 SYM. We also
review various defect set-ups in N = 4 SYM theory. After this we exploit the integrability
to find exact solutions for the eigenvalues and eigenstates of the integrable spin chain. We
will briefly review both the coordinate and algebraic Bethe Ansatz. In the next section
we compute one-point functions and discuss their properties. At the end we give a quick
overview of doing quantum computations. We end with some discussions and outlook.
2 Correlation functions and defects
In this section we will briefly discuss the form of correlation functions in conformal field
theories and the effects of partially breaking conformal symmetry by the insertion of a
codimension one defect.
2.1 Correlation functions in Conformal Field theories
The presence of conformal symmetry in a field theory is very powerful and restrictive. For
example, looking at the one-point function of a scalar operator O, we find from invariance
under translations that they need to be constant. Scaling invariance then dictates that
they vanish, i.e.
〈O〉 = 0. (2.1)
More generally, because of conformal symmetry, all correlation functions are fixed in terms
of the conformal data (∆,λ). The ∆’s are the conformal dimensions of operators and
the λ’s are called structure constants and describe three-point functions. Specifically, the
space-time dependence of two-point functions is completely fixed by the scaling dimensions
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of the operators
〈Oi(x)O¯j(y)〉 = Mij|x− y|∆i+∆j , (2.2)
where Mij = 0 for ∆i 6= ∆j. Conformal symmetry also fixes the three-point function up
to the structure constant λijk, which appears in the operator product expansion (OPE):
Oi(x)Oj(y) = Mij|x− y|∆i+∆j +
∑
k
λij
k
|x− y|∆i+∆j−∆k C(x− y, ∂y)Ok(y) , (2.3)
where the sum over k runs over conformal primary operators and the differential operator
C in (2.3) accounts for the presence of conformal descendants. The indices on λ can be
raised and lowered with the matrix M . The normalisation of C is such that C(x−y, ∂y) =
1 +O(x− y). The scaling dimensions ∆i and the structure constants λijk then determine
all higher-point functions via repeated use of the OPE (2.3).
2.2 Defect CFTs
A particularly interesting way to break conformal symmetry is by inserting a defect or
interface in the theory. This leads to non-trivial boundary conditions, which break part
of the conformal algebra. The class of defects that are the main topic of this work
are codimension 1 defects in four-dimensional theories from AdS/CFT. Without loss of
generality, we put our defect at the x3 = 0 plane and consider correlation functions of
operators on the right hand side, see Figure 2.
Oj(y)
Oi(x)
x3
y3
x3
x0
x1,2
Figure 2: Representation of operator insertions in the bulk in a theory with a
codimension one interface at x3 = 0.
Correlation functions The correlation functions in a conformal field theory with a
codimension one defect are less restricted than for a usual CFT. This is due to the fact
that such a defect reduces the conformal symmetry to the conformal symmetry in one
dimension lower.
For instance, in contrast to a proper CFT, one-point functions of operators Oi can be
non-vanishing. One-point functions are now fixed up to a constant ai [10]
〈Oi(x)〉 = ai
x∆i3
, (2.4)
where x3 is the distance from the operator to the defect, see Figure 2. Furthermore,
two-point functions in a dCFT can be non-vanishing for operators of unequal scaling
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dimensions and are fixed to be of the form
〈Oi(x)Oj(y)〉 = fij(ξ)
x∆i3 y
∆j
3
, (2.5)
where f(ξ) is a function of the conformal ratio ξ = |x−y|
2
4x3y3
.
The spectrum of conformal dimensions for bulk operators is unchanged. This is be-
cause ∆ is determined by the two-point function when the operators are taken close
together, i.e. the distance between the two operators is a lot smaller than the distance
to the defect and the effect of the defect can be neglected. Moreover, if we fix the nor-
malization for the two-point function such that, far away from the defect, the two-point
function is unit-normalized limξ→0 ξ−
∆i+∆j
2 fij = δij then ai is uniquely defined. We find
that ai is a part of the boundary conformal data that determines all correlation functions
in the defect CFT.
3 Spin chains from field theory
In the remainder of this work, we will restrict to N = 4 SYM theory with gauge group
U(N). This conformal field theory naturally arises in holographic set-ups. There are many
reviews and lecture notes that discuss various aspects of this field theory, see e.g. [11,3,12].
In these lectures, the main focus will be on the appearance of integrable spin chains and in
this section we will briefly discuss the basic features of N = 4 SYM theory relevant to this.
In particular, we discuss how integrable spin chains describe the spectrum of conformal
dimensions ∆. The interested reader can find more details on the various computations
in the references listed above.
3.1 N = 4 super Yang–Mills theory
Field content and Action The field content of N = 4 SYM theory consists of a
four-dimensional gauge field Aµ, six real scalars φi and four four-dimensional Majorana
fermions ψ. The action of N = 4 SYM theory is given by
SN=4 =
2
g2YM
∫
d4x tr
[
−1
4
FµνF
µν − 1
2
Dµ φi D
µ φi
+
i
2
ψ¯Γ µ Dµ ψ +
1
2
ψ¯Γ i[φi, ψ] +
1
4
[φi, φj][φi, φj]
]
, (3.1)
where the field strength Fµν and the covariant derivatives Dµ are defined in the usual way
Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ] ,
Dµ φi = ∂µφi − i[Aµ, φi] , Dµ ψ = ∂µψ − i[Aµ, ψ] .
(3.2)
This action can be obtained by reducing N = 1 SYM theory in ten dimensions down to
four dimensions. The Γ denotes the ten-dimensional gamma matrices which describe the
coupling of the ten-dimensional fermion to the bosons.
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Operators All fields transform in the adjoint representation of the gauge group U(N).
We can build gauge-invariant local composite operators by taking traces of products of
fields that transform covariantly under the gauge group, e.g. O = tr(φ1φ2F 2 . . .). More-
over, we can take products of such single-trace operators to obtain multi-trace operators,
such as tr(φ1φ2) tr(φ3φ4).
We will work in the ’t Hooft (or planar) limit, where gYM → 0, N → ∞ while the ’t
Hooft coupling λ = g2YMN is kept fixed [13]. In this limit, only planar Feynman diagrams
contribute to correlation functions. This means that interactions that lead to splitting
and joining of traces are suppressed. Thus, it is sufficient to look at operators with a fixed
number of traces, such as single-trace operators.
We will mainly restrict to a particular subset of operators comprised of two scalar
operators. More precisely, we consider the two complex scalar fields X and Y , defined by
X = φ1 + iφ4, Y = φ2 + iφ5 , (3.3)
and consider single trace operators build out of these two fields. This subsector is called
the SU(2) subsector and it is a closed sector to all loop orders.
Spectral problem The spectral problem is the problem of finding the spectrum of
conformal dimensions ∆. The quantum correction ∆ − ∆(0) is called the anomalous
dimension. For concreteness, let us consider single-trace operators with classical conformal
dimension ∆(0) = L in the SU(2) sector. These single trace operators form a vector space
spanned by operators of the form
O = ΨS tr[φs1 . . . φsL ] , (3.4)
where si = ↑, ↓ and φ↑ = X,φ↓ = Y . Due to cyclicity of the trace, the coefficient ΨS
is invariant under cyclic permutations Ψ {s1,s2,...,sL} = Ψ {sL,s1,s2,...,sL−1}. Clearly, Ψ can be
seen as a vector in
⊗
LC2 = C2
L
since each index si takes two values.
One can then explicitly compute the two-point function of two such operators to one-
loop order in dimensional regularization and find [12]
〈O1(x)O¯2(y)〉ε = L 4Lg2L
[
piεµ2εΓ (1− ε)
[(x− y)2]1−ε
]L
× 〈Ψ2|1− g2
(
1
ε
+ 1 + γE + log(pi|x− y|2)
)
H|Ψ1〉+ g2O(ε) +O(g4) . (3.5)
Here, the inner product 〈Ψ2|Ψ1〉 = (ΨS2 )†ΨS1 is the standard inner product on C2L and we
have defined the coupling constant g2 = λ/16pi2. Moreover, H is given by
H = 2
L∑
i=1
(1− Pi,i+1) , (3.6)
where Pi,i+1 now denotes the operator which permutes two neighboring spins,
(Pi,i+1Ψ){s1,...,sL} = Ψ {s1,...,si−1,si+1,si,si+2,...,sL} . (3.7)
In other words, we see that the conformal states are simply the eigenvectors of H and the
anomalous dimension of O is then the corresponding eigenvalue. This maps the problem
of finding the anomalous dimensions to the spectral problem of the so-called Heisenberg
spin chain.
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Normalized operators It is convenient to normalize our field theory operators such
that the two-point functions are unit-normalized, i.e. Mij = δij in (2.2). Let |u〉 be an
eigenvector of H with corresponding eigenvalue ∆(1). Then from (3.5) we see that the
explicit normalized operator is given by
O ≡
(
1
2g
)L Z√
L
tr
∏L
l=1
(
〈↑l| ⊗X + 〈↓l| ⊗ Y
)
|u〉√〈u|u〉 . (3.8)
The normalisation factor Z can be derived from (3.5)
Z = 1 + g2∆
(1)
2
(
1
ε
+ 1 + γE + log pi
)
+O(g4) . (3.9)
This follows by imposing that the only one-loop correction to the two-point function is
∝ log(x− y)2.
The Heisenberg spin chain Let us now discuss the properties of the spin chain model
that arose in (3.5) in a bit more detail. The Heisenberg spin chain of length, consists of L
sites, with on each site a spin-1
2
particle. The particle at site i can have spin up or down,
so it generates a local two-dimensional Hilbert space Vi = C2. The total Hilbert space H
of the spin chain is simply
H =
L⊗
i=1
Vi = C2
L
. (3.10)
Let us also introduce the usual spin operators Sx,y,zi . They act locally on site i and hence
they satisfy commutation relations
[Sai , S
b
j ] = δij
abcSci . (3.11)
It is also convenient to consider the raising and lowering operators S± = Sx ± iSy, such
that
S+|↑〉 = 0, S−|↑〉 = |↓〉, Sz|↑〉 = 1
2
|↑〉
S+|↓〉 = |↑〉, S−|↓〉 = 0, Sz|↓〉 = −1
2
|↓〉. (3.12)
We can realize the spin operators in the usual way via the Pauli matrices ~S = 1
2
(σ1, σ2, σ3).
It is easy to check that the permutation operator can also be expressed in terms of Pauli
matrices as P = 1
2
(1 + σa ⊗ σa).
Thus we can express the spin chain Hamiltonian (3.6) in terms of a nearest neighbor
spin-spin interaction. More precisely, we write the Hamiltonian in terms of the Hamilto-
nian density Hi,i+1
H =
L∑
i=1
Hi,i+1, Hi,i+1 = 1− 4 ~Si · ~Si+1. (3.13)
Depending on the overall sign of the Hamiltonian, the spins in the chain want to either
align or anti-align. Hence this is a rudimentary model of (ferro)magnetism. We will
restrict to periodic boundary conditions by identifying ~SL+1 = ~S1. There are more gen-
eral boundary conditions that are compatible with integrability, described by so-called
reflection matrices K [14].
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Symmetries Let us also look at the symmetries of the spin chain. Consider the operator
corresponding to the total spin in the z direction
Sz =
∑
i
Szi . (3.14)
It measures the difference between the total number of up and down spins.
Since [Sz,H] = 0, we can restrict to states where the total number of up and down
spins is fixed. Moreover, we also know that the sum of up and down spins should sum to
L. This means that we can restrict to subsets of a fixed number of spins up (and down)
and that we can label eigenstates by two numbers L, the length of the spin chain, and M
the number of spins down.
Similarly, it is easy to check that all the total spin operators ~S =
∑
i
~Si commute with
the Hamiltonian. The spin operators form an SU(2) algebra and consequently this spin
chain has SU(2) as part of its symmetry algebra. For this reason, the Heisenberg spin
chain is sometimes referred to as the SU(2) spin chain. This means that the eigenstates
of the Hamiltonian will arrange themselves into SU(2) multiplets.
More general sectors In this section we restricted our discussion to the SU(2) sub-
sector. When one considers the complete spectrum anomalous dimensions, more general
integrable spin chains appear. For instance, when restricting to all scalar fields at one-
loop level, the spectrum is described by an integrable SO(6) spin chain [2]. At higher
loop levels, the integrable structures become more intricate as the interaction range of
the Hamiltonian increases.
3.2 N = 4 SYM theory with a defect
Via the AdS/CFT correspondence, N = 4 SYM theory is dual to type IIB superstring
theory on AdS5×S5. From a string theory perspective there are three string theory set-ups
which are dual to a co-dimension one defect versions of N = 4 SYM theory. These set-ups
correspond to the insertion of a D5 or D7 probe brane in the AdS5 × S5 space. These
branes will intersect the usual stacks of D3 branes that underly the AdS/CFT conjecture.
The number of D3 branes on both sides of the probe brane can differ, resulting in a new
parameter k, which corresponds to a non-zero background flux. How exactly these branes
intersect then determines the exact form of the defect field theory and how it depends on
the parameter k. Some quantities have been computed on the string theory side of the
duality by a supergravity computation in the so-called double scaling limit
k →∞, λ→∞, λ
k2
= fixed. (3.15)
In order to compare any computations we will do in the field theory with string theory
predictions, we see that we need to understand the large k limit. In what follows we will
only work on the field theory side of the duality, so let us list the three defect field theory
set-ups and describe their properties.
General properties In all defect versions of N = 4 SYM theory, a codimension-one
defect/interface is inserted at x3 = 0 and divides space into two regions, x3 > 0 and
x3 < 0. On both sides of the defect we consider N = 4 SYM theory but with different
gauge groups. The gauge group for x3 < 0 is U(N − k), while the gauge group for x3 > 0
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is U(N), see Figure 3. The U(N) symmetry for x3 > 0 is broken by some of the scalar
fields acquiring a non-zero vacuum expectation value so that the gauge symmetry there
also effectively is U(N − k). In addition to the usual action of N = 4 SYM theory, the
system also has a three-dimensional action involving fields that are confined to the defect.
In this review, however, since we will focus on correlation functions of bulk operators up
to one-loop, the defect action does not play a role.
x3
x0
x1,2
U(N − k) (broken) U(N)
Figure 3: The co-dimension 1 defect.
The U(N) symmetry for x3 > 0 is broken by assigning a vacuum expectation value
for the scalar fields φi. The explicit form of the vev of the scalar fields depends on the
model.
• The D3-D5 defect is parameterized by SU(2) representations [15]. More precisely,
for x3 > 0
φcli = −
(ti)k×k ⊕ 0(N−k)×(N−k)
x3
φcl4,5,6 = 0 , i = 1, 2, 3 , (3.16)
where the k× k matrices t1,2,3 form a k-dimensional unitary, irreducible representa-
tion of SU(2)
[ti, tj] = iεijktk . (3.17)
For x3 < 0, all classical fields are vanishing.
• The D3-D7 su(2)⊕ su(2) defect solution is parameterized by two SU(2) representa-
tions [16]. More precisely, for x3 > 0
φcl1,2,3 = −
(t1,2,3)k1×k1 ⊕ 0
x3
φcl4,5,6 = −
(t1,2,3)k2×k2 ⊕ 0
x3
, , (3.18)
where the matrices t1,2,3 again form a unitary, irreducible representation of SU(2).
• For the D3-D7 s0(5) set-up, the classical fields take the values [17]
φcli =
Gi ⊕ 0N−k√
8x3
, i = 1, . . . , 5, φcl6 = 0, x3 > 0, (3.19)
whereas they vanish for x3 < 0. Here, the Gi are matrices whose commutators
generate a k-dimensional irreducible representation of so(5). Such matrices can be
constructed starting from the four-dimensional gamma matrices [18,19].
In the remainder of this review, we will focus on the D3-D5 set-up, as it is the most simple
and most developed. We will comment on the other set-ups in Section 7.
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3.3 The D3-D5 defect
Representation of SU(2) In order to describe the D3-D5 vacuum expectation values,
we need the explicit form of the k-dimensional irreducible representation. Let Eij be the
standard k × k matrix unities Eij that are zero everywhere except for a 1 at position
(i, j). These matrices satisfy the relation EijE
k
l = δ
k
jE
i
l.
Then we define the usual spin raising and lowering matrices
t+ =
k−1∑
i=1
√
i(k − i)Eii+1 , t− =
k−1∑
i=1
√
i(k − i)Ei+1i . (3.20)
The k-dimensional SU(2) representation is then given by
t1 =
t+ + t−
2
, t2 =
t+ − t−
2i
, t3 =
k∑
i=1
1
2
(k − 2i+ 1)Eii . (3.21)
It is easy to check that these matrices satisfy the commutation relations (3.17). For
the special case k = 2, the representation matrices are multiples of the Pauli matrices:
ti|k=2 = 12σi.
Spin chains We are interested in computing one-point functions of conformal operators
in the SU(2) sector at tree-level. As we saw in the previous section, these conformal
operators correspond to the eigenvectors of the Heisenberg Hamiltonian (3.6).
At tree level, the one-point function of an operator is simply obtained by inserting the
classical solution (3.16). Clearly, only operators consisting solely of scalar operators can
have a non-zero one-point function. This means that we restrict to single-trace operators
of the form
O = Ψ i1...iL tr(φi1 . . . φiL) . (3.22)
Inserting the vev φcli = −ti/x3 from (3.16) into such an operator O then gives us at tree
level
〈O〉cl = (−1)LΨ i1...iL tr(ti1 . . . tiL)
xL3
. (3.23)
For any explicitly given operator, the above expression can straightforwardly be evaluated,
but this is hardly a constructive approach. Note that the one-point function depends on
the defect parameter k through the matrices ti, which form a k-dimensional representation
of SU(2). We will keep the dependence on k implicit.
The first step to a more systematic approach of computing one-point functions is to
reformulate the computation of a one-point function in the spin chain language. This
is done by noting that (3.23) can be written as an inner product between the state |u〉
corresponding to our operator O via (3.8) and a so-called matrix product state (MPS) [7]:
|MPS〉k,L = tr
L∏
n=1
[
t1 ⊗ |↑〉n + t2 ⊗ |↓〉n
]
:=
∑
~i
tr[ti1 . . . tiL ] |ei1 . . . eiL〉 , (3.24)
where e1 =↑, e2 =↓ The subscript n stands for the usual embedding in the L-fold tensor
product, while the matrices ti and the trace are in colour space. The MPS depends on
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the length L of the spin chain and the dimension of the representation k. In order to keep
the notation light, we will from now on omit the subscripts k, L. In particular, in the
spin chain picture, the information from the defect is encoded in the MPS through the
matrices t. These matrices encode the breaking of the gauge symmetry due to the defect
by their algebra relations and the flux parameter k which describes their dimensions.
Using the explicit relation between the Bethe states and the unit normalized field-
theory operators (3.8), the problem of computing a one-point function then reduces to
computing the following quantity
〈O〉clk = (−1)L
(
1
2g
)L
1√
L
Ck
xL3
, Ck =
〈MPS|u〉√〈u|u〉 . (3.25)
In other words, we have mapped the problem of computing a one-point function to com-
puting an overlap on the Heisenberg spin chain.
Finally, note that there is the important subtlety that Ck is only defined up to a phase.
In our identification of the field-theory operator and spin chain state |u〉, we can always
insert an additional phase factor. This obviously leaves the two-point function invariant,
but it will affect the overlap with the MPS. In order to fix this ambiguity, we will always
choose the overall phase such that Ck is real and positive.
4 Solving the Heisenberg spin chain
Now that we have successfully mapped the problem of computing one- and two-point
functions in the SU(2) sector to problems on the Heisenberg spin chain, we can make use
of the powerful techniques to compute those correlation functions. The Heisenberg spin
chain was first solved in 1931 H. Bethe [20]. Bethe introduced an Ansatz for the eigen-
vectors of the Heisenberg Hamiltonian (3.13), which allowed him to find the eigenvectors
and eigenvalues of the Hamiltonian. This way of solving a spin chain model is usually
referred to as the coordinate Bethe Ansatz. In the 80s the Leningrad school developed
an alternative method of solving the spin chains which is rooted in algebra. This method
goes under the name of the algebraic Bethe Ansatz or the quantum inverse scattering
method [21].
Both approaches have their merits. The coordinate Ansatz is very explicit in terms of
eigenvectors, which makes it ideally suited for the computation of one-point functions. On
the other hand, a lot of useful properties and formulas are more readily derived in terms
of the algebraic Bethe Ansatz. In this section we will briefly review both approaches.
Both versions of the Bethe Ansatz have various reviews (e.g. [22] ) devoted to them and
we refer the reader to those for more details.
4.1 Coordinate Bethe Ansatz
The main idea behind Bethe’s Ansatz is to consider spins down as quasi-particles, called
magnons, propagating on a ground state with all spins up. These magnons will move along
the spin chain with a certain momentum p, which is quantized by the Bethe equations.
Vacuum The Heisenberg Hamiltonian (3.13) exhibits SU(2) symmetry. This implies in
particular that the total spin in the z-direction is preserved. Hence, the state where all
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spins are pointing in the same direction is necessarily an eigenstate of the Hamiltonian.
This is the ferromagnetic vacuum
|0〉 = |↑↑ . . . ↑↑〉. (4.1)
It is easy to check that H|0〉 = 0.
Magnons The next step is to consider an eigenstate where some of the spins are flipped.
In general, a spin at position n can be flipped down by acting with the local lowering
operator S−n . In this way, we can write
S−n1 . . . S
−
nM
|0〉 = | . . . ↓n1 . . . ↓nM . . .〉. (4.2)
An eigenstate with M flipped spins is then of the form
|ψ〉 =
∑
1≤n1<...<nM≤N
a(n1, . . . , nM)S
−
n1
. . . S−nM |0〉, (4.3)
with some coefficients a(n1, . . . , nM) that are to be determined. Furthermore, the periodic
boundary condition of our model is now formulated as
a(n2, . . . , nM , n1 + L) = a(n1, . . . , nM). (4.4)
The Bethe Ansatz postulates the form of these coefficients to be
a(n1, . . . , nM) =
∑
σ∈SM
Aσ(p1, . . . , pM)e
ipσini , (4.5)
where the pi are complex numbers and the sum runs over all permutations of length M .
This is a plane-wave type Ansatz where the pi play the role of momenta. It is also useful
to introduce a phase θ such that Aσ = e
i
2
θσ .
A single magnon Let us first consider the case where only one of the spins in the
ground state is flipped. Let us see how the Hamiltonian acts on such a term
H| . . . ↓n . . .〉 = 4| . . . ↓n . . .〉 − 2| . . . ↓n−1 . . .〉 − 2| . . . ↓n+1 . . .〉. (4.6)
We see that the flipped spin can hop between sites or remain on the same site.
Let us now consider the flipped spin as a quasi-particle with momentum p following
the Bethe Ansatz (4.5)
|p〉 =
L∑
n=1
eipnS−n |0〉, (4.7)
which is basically the discrete version of a plane-wave.
For the moment let us ignore the boundary conditions and look at one term in (4.7).
From (4.6) we see that the action of the Hamiltonian results in
H|p〉 = . . . 2 [2eipn − eip(n+1) − eip(n−1)] | . . . ↓n . . .〉 . . . (4.8)
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Thus, we see that |p〉 is an eigenstate of the Hamiltonian and its corresponding energy is
E = 4 sin2
p
2
. (4.9)
It is simply a particle with momentum p and energy E moving in the vacuum state.
Imposing periodic boundary conditions should imply a quantization condition on the
momentum. This can for example be seen by acting with the Hamiltonian on the Lth
site. Instead of getting a contribution from n = L+ 1 we get a contribution from n = 1.
We find that (4.7) is an eigenstate with eigenvalue E provided that a(n+ L) = a(n), or
eipL = 1. (4.10)
This is the usual momentum quantization condition for a particle on a circle of length L.
Two magnons. In the case of two magnons, a new situation arises. If the two magnons
are separated by two sites or more, they behave as two single magnons since the action
of the Hamiltonian only affects nearest neighbors. However, when the two excitations are
on neighboring sites, there is a contact term.
According to the Bethe Ansatz (4.5), the wave function takes the form
|p1, p2〉 =
∑
n1<n2
[
A12e
i(p1n1+p2n2) + A21e
i(p2n1+p1n2)
]
S−n1S
−
n2
|0〉. (4.11)
Of course, the eigenstate can always be normalized in any way we like, so only the ratio
A = A21/A12 has physical meaning.
We can interpret the terms in wave function (4.11) as two magnons with momenta
p1, p2 at positions n1, n2. The wave function is divided into two parts; the first magnon
can be either to the left or the right of the second magnon. The two different regions
are connected by the constant A which describes the scattering when the two magnons
passing each other.
Let us now look in detail on how the Hamiltonian acts on this state. Firstly, when
n1 > n2 + 1, the wave function clearly behaves like two disjoint copies of the one magnon
eigenstate. From this we can immediately read off that, if this state is an eigenstate, then
the eigenvalue is necessarily given by
H|p1, p2〉 != (E(p1) + E(p2))|p1, p2〉. (4.12)
This reinforces the idea that we have quasi-particles on the spin chain whose energies are
additive.
Now consider the case when the magnons are neighbors, say at position n and n+1. It
is easy to see that the only terms that can be mapped to this term by the Hamiltonian are
| . . . ↑↓↓↑ . . .〉, | . . . ↓↑↓↑ . . .〉 and | . . . ↑↓↑↓ . . .〉. Demanding that (4.5) is an eigenstate,
then fixes A. More precisely, from the explicit form of the Bethe ansatz we derive
−1
2
A12
[
eip1(n−1)+ip2(n+1) − 2eip1n+ip2(n+1) + eip1n+ip2(n+2)]− g2
2
A21 [p1 ↔ p2] =
(E(p1) + E(p2))(A12e
ip1n+ip2(n+1) + A21e
ip2n+ip1(n+1)). (4.13)
From this it follows that the two magnon wave function is an eigenstate of the Hamiltonian
exactly if
A(p1, p2) ≡ e
i
2
(θ21−θ12) =
cot p1
2
− cot p2
2
− 2i
cot p1
2
− cot p2
2
+ 2i
. (4.14)
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It is easy to see that A is a pure phase if p1,2 are real. We call A the scattering matrix
(S-matrix). The S-matrix satifies the following condition
A(p1, p2)A(p2, p1) = 1. (4.15)
In our derivation we have again neglected the boundary conditions. Periodicity implies
eip1L = A(p2, p1), eip2L = A(p1, p2). (4.16)
These are called the Bethe equations and they are the equivalent of the quantization
condition of particles on a circle.
The Bethe equations can be interpreted as follows. Take one of the particles and move
it around the circle. When it encounters the other particle, it picks up a scattering phase.
Then, when the particle is back at its original position, the wave function is unchanged
up to a phase.
Multiple magnons. The fact that this spin chain is integrable manifests itself when
adding more magnons. It turns out that just knowing the dispersion relation and the
two-magnon scattering matrix A is enough to construct all eigenvectors.
For instance, for the case of three magnons, the Bethe Ansatz (4.5) includes six
coefficients A123, A132, A321, . . .. However, all of these coefficients can be expressed in
terms of A that we encountered in the two-magnon case. More precisely, one finds that
Aσ = e
i
2
∑
i<j θσiσj .
The physical picture behind this decomposition of Aσ is that magnons always scatter
pairwise. You can interpret for instance A321/A123 as the three magnon scattering process
123 → 321. The above decomposition means that this process factorizes into three pro-
cesses where first magnons 1 and 2 scatter, then magnons 1 and 3 and then magnons 2 and
3. This is the defining property of integrable systems; any scattering process factorizes
into two-particle scatterings.
In general, the eigenvectors of the Hamiltonian take the form
|~p〉 = |p1, . . . , pM〉 =
∑
n1<n2<...
a(n1, . . . , nM)S
−
n1
. . . S−nM |0〉. (4.17)
with the specific choice
a(n1, . . . , nM) =
∑
σ∈SM
eipσini+
i
2
∑
i<j θσiσj . (4.18)
Thus, all the relevant data of the scattering and spectrum is fully encoded in the dispersion
relation and the two-body scattering.
Bethe equations. Now that we know the full eigenvectors, let us write down the cor-
responding Bethe equations that arise from the periodicity conditions
eipiL =
∏
j 6=i
A(pj, pi). (4.19)
The spectrum can then be found by solving the Bethe equations and summing the energies
of the different magnons.
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4.2 Monodromy and R-matrix
In this section we discuss a different approach to study the Heisenberg spin chain. This
method goes under the name of algebraic Bethe Ansatz or quantum inverse scattering
method [21]. The main idea is to reformulate the eigenvalue problem in a more algebraic
setting.
Lax operator. The basic tool of the algebraic Bethe Ansatz approach is the so-called
Lax operator L. Consider a chain with L sites and corresponding Hilbert spaceH = ⊗i Vi.
The spaces Vi ∼ C2 are called quantum spaces. To this chain we add an additional,
auxiliary space Va, which in this case will again simply be C2. This can be interpreted as
adding a test particle to the chain. The Lax operator is an operator Li,a : Vi⊗Va → Vi⊗Va
and for the Heisenberg model it is of the form
Ln,a(u) = u 1⊗ 1 + iSan ⊗ σa, (4.20)
where σα are the usual Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (4.21)
They are related to the spin operators as Sa = 1
2
σa. We can view the Lax operator L as
a matrix on the auxiliary space with entries operators acting in the quantum space
Ln,a =
(
u+ iSzn iS
−
n
iS+n u− iSzn
)
. (4.22)
The next ingredient we will need are the commutation relations between the entries of
the Lax operator. Let us introduce the permutation operator
P = 1
2
(1 + σa ⊗ σa) =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 . (4.23)
The operator P is called the permutation operator because it acts like a permutation on
tensors
P (x⊗ y) = y ⊗ x. (4.24)
It is then straightforward to check that the commutation relations of the entries of the
Lax matrix can be written in the following compact form
Rab(u1 − u2)Li,a(u1)Li,b(u2) = Li,b(u2)Li,a(u1)Rab(u1 − u2), (4.25)
where the operator R is called the quantum R-matrix and it has the following form
Rab(λ) = λ1 + iPab. (4.26)
The commutation relations (4.25) are called the fundamental commutation relations.
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The fundamental commutation relations imply that the R-matrix needs to satisfy a
consistency condition called the quantum Yang-Baxter equation. By using the funda-
mental commutation relations, we can rewrite the product of three Lax operators in two
different ways. More precisely,
L1L2L3 = R−112 L2L1L3R12 = R−112 R−113 L2L3L1R13R12 = R−112 R−113 R−123 L3L2L1R23R13R12,
(4.27)
while we can also write
L1L2L3 = R−123 L1L3L2R23 = R−123 R−113 L3L1L2R13R23 = R−123 R−113 R−112 L3L2L1R12R13R23.
(4.28)
For both of these rewritings to coincide, one has to impose that the R-matrix satisfies the
equation
R12R13R23 = R23R13R12. (4.29)
So, in order for the fundamental commutation relations to form a consistent set of com-
mutation relations, the R-matrix needs to satisfy the Yang-Baxter equation (4.29).
Monodromy and transfer matrix. From the Lax operator, we define the monodromy
matrix T
Ta = LL,a(u) . . .L1,a(u). (4.30)
It again can be seen as a two by two matrix acting on the auxiliary space whose entries
are operators that act on the physical Hilbert space
T (u) =
(
A(u) B(u)
C(u) D(u)
)
. (4.31)
First of all, we need the commutation relations between the different entries of the mon-
odromy matrix. This can be found by making repeated use of the fundamental commu-
tation relations for the Lax operator. We find
Rab(u1 − u2)Ta(u1)Tb(u2) = Tb(u2)Ta(u1)Rab(u1 − u2). (4.32)
Let us furthermore introduce the transfer matrix
t = traTa = A+D. (4.33)
Rewriting the fundamental commutation relations in the following way
Ta(u1)Tb(u2) = Rab(u1 − u2)−1Tb(u2)Ta(u1)Rab(u1 − u2), (4.34)
and subsequently taking the trace over both auxiliary spaces a, b we find by cyclicity of
the trace that
[t(u1), t(u2)] = 0. (4.35)
The Lax operator is linear in the spectral parameter u. This means that t is a polynomial
of degree L in u whose coefficients are operators acting on the spin chain. From (4.35)
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it is then easy to see that all of these operators commute. In this way we have found a
family of mutually commuting operators. It turns out that the Hamiltonian is a member
of this family.
In order to see that this is indeed the case, we expand the transfer matrix around the
point u = i
2
. From the properties of the permutation matrix (see below (4.26)) we find
that
Ta(
i
2
) = iLPL,aPL−1,a . . . P1,a = iLP12P23 . . . PL−1,LPL,a, (4.36)
Now it is easy to take the trace in the auxiliary space since traPL,a = 1L. Thus we find
t( i
2
) = iLP12P23 . . . PL−1,L =: iLU , (4.37)
which simply is the shift operator U . By definition the shift operator is identified with
the momentum operator as
U = eip. (4.38)
Next, we look at the next order in our expansion around u = i
2
and we take the derivative
of the transfer matrix. Direct computation gives
dTa
du
∣∣∣∣
λ=
i
2
= iL−1
∑
n
PL,a . . . Pˆn,a . . . P1,a = i
L−1∑
n
P12P23 . . . Pn−1,n+1 . . . PL−1,LPL,a,
(4.39)
where Pˆ means that the corresponding term is absent. Then using the expression for t( i
2
)
we quickly find
d
du
ln t(u)
∣∣∣∣
u=
i
2
= −i
∑
n
Pn,n+1. (4.40)
We immediately see that the logarithmic derivative of the transfer matrix gives the Heisen-
berg Hamiltonian.
4.3 Algebraic Bethe Ansatz
What remains is finding the spectrum of the Hamiltonian. Since the tranfer matrix defines
a set of commuting quantities, we can diagonalize them simultaneously. In particular,
we will now derive the eigenvalues and eigenstates of the transfer matrix directly. The
Hamiltonian can be constructed from t and so we automatically find the spectrum of the
Hamiltonian.
Ground state. Consider again the reference state |0〉 from (4.1). It is an eigenstate of
the transfer matrix. In particular, from the explicit expression (4.22) of the Lax operator
we readily derive
A|0〉 =
∏
n
(u+ iSzn)|0〉 = (u+ i2)L|0〉, D|0〉 = (u− i2)L|0〉, C|0〉 = 0. (4.41)
Hence, |0〉 is an eigenstate with eigenvalue
t(u)|0〉 = (A+D)|0〉 = [(u+ i
2
)L + (u− i
2
)L
] |0〉. (4.42)
Now we need to find a way to flip spins in such a way that we generate eigenstates of the
Hamiltonian. We will do this by using the operator B.
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Commutation relations. The key ingredient of the algebraic Bethe Ansatz are the
fundamental commutation relations between the different operators from the monodromy
matrix (4.32). Let us work out some of these explicitly. We have T1(u) = T (u) ⊗ 1 and
T2(v) = 1⊗ T (v), hence
T1(u) =

A(u) 0 B(u) 0
0 A(u) 0 B(u)
C(u) 0 D(u) 0
0 C(u) 0 D(u)
 , T2(v) =

A(v) B(v) 0 0
C(v) D(v) 0 0
0 0 A(v) B(v)
0 0 C(v) D(v)
 . (4.43)
Then, by the explicit form of the R-matrix
R =

u− v + i 0 0 0
0 u− v i 0
0 i u− v 0
0 0 0 u− v + i
 , (4.44)
the fundamental commutation relation imply the following relations between the operators
A,B and D
B(u)B(v) = B(v)B(u), (4.45)
A(u)B(v) =
u− v − i
u− v B(v)A(u) +
i
u− vB(u)A(v), (4.46)
D(u)B(v) =
u− v + i
u− v B(v)D(u)−
i
u− vB(u)D(v). (4.47)
For the eigenstate with M flipped spins, we make the following Ansatz for the wave
function
|u〉 = B(u1) . . . B(uM)|0〉. (4.48)
The next step is to compute the action of the transfer matrix on a state of the form (4.48)
and investigate when this will be an eigenvector of t (and hence of the Hamiltonian).
The tranfer matrix is simply given by A+D and we already know how A and D act
on the vacuum |0〉. You can then evaluate A|u1, . . . , uM〉 by repeatedly applying (4.46)
and moving A through the B operators. We find
A(u)|u〉 = (u+ i
2
)L
∏
n
u− un − i
u− un |u〉+
∑
n
WAn | . . . un−1, u, un+1 . . .〉 (4.49)
for some coefficients WAn . The coefficients W can be determined in the following way.
Since the operators B commute with each other, we can write
|u〉 = B(un)
∏
i 6=n
B(ui)|0〉, (4.50)
for any n. It is then easy to see that the only term that can contribute to WAn is the
one where A(u) and B(un) commute but interchange spectral parameters, i.e. the second
term in (4.46). Then the A operator simply commutes through all the other B’s. By this
argument we find
WAn =
i(un +
i
2
)L
u− un
∏
j 6=n
un − uj − i
un − uj (4.51)
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The discussion with the commutators involving D is completely analogous and we get
D(u)|u〉 = (u− i
2
)L
∏
n
u− un + i
u− un |u〉+
∑
n
WDn | . . . un−1, u, un+1 . . .〉 (4.52)
where
WDn = −
i(un − i2)L
u− un
∏
j 6=n
un − uj + i
un − uj . (4.53)
Combining these two results, we see that the state |u〉 is indeed an eigenstate with eigen-
value Λ
Λ = (u+ i
2
)L
M∏
j=1
u− uj − i
u− uj + (u−
i
2
)L
M∏
j=1
u− uj + i
u− uj , (4.54)
if and only if the term WAn + W
D
n vanishes. The requirement that W
A
n + W
D
n vanishes
puts restrictions on the parameters ui in the form of a set of equations[
un +
i
2
un − i2
]L
=
∏
j 6=n
un − uj + i
un − uj − i , (4.55)
which are exactly the Bethe equations we found in the coordinate Bethe Ansatz after we
identify the rapidity u with the momentum p as u = 1
2
cot p
2
.
Finally, notice that the Bethe equations can also be read off from the eigenvalue itself.
If we require that the eigenvalue Λ is an analytic function of u, then is should not have
any poles. However, at u = uj, Λ clearly has an apparent pole. In order to make this
pole only superficial we need to impose the Bethe equations. In other words, the Bethe
equations can also be found from the analytical properties of the transfer matrix.
Baxter’s TQ relation For future convenience, let us introduce the Baxter Q-function
Q(v) =
M∏
i=1
(v − ui). (4.56)
This is a polynomial of degree M with zeroes at the positions of the Bethe roots of the
eigenvector of the transfer matrix. In particular, we can rewrite the eigenvalue of the
transfer matrix as
Λ(v,u) = (v + i
2
)L
Q(v − i)
Q(v)
+ (v − i
2
)L
Q(v + i)
Q(v)
. (4.57)
Or, we find that the transfer matrix satisfies the equation
Λ(v,u)Q(v) = (v + i
2
)LQ(v − i) + (v − i
2
)LQ(v + i), (4.58)
which is called Baxter’s TQ relation. The form of Λ and the Bethe equations can then
be derived by looking at the analytic properties of the above equation.
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Dispersion relation. The last step is to find the eigenvalues of the Hamiltonian. We
have an explicit expression (4.54) for the eigenvalues, so let us determine both the energy
and momentum. First, the momentum was defined via (4.37)
eip = iLt( i
2
) (4.59)
Substituting the eigenvalue into this equation then results in
p =
∑
j
pj, pj = −i log
uj − i2
uj +
i
2
⇔ u = 1
2
cot
p
2
. (4.60)
This is defines the relation between momentum and rapidity.
The energy is then found from the logaritmic derivative (4.40) and gives
E =
M∑
n=1
1
u2n +
1
4
, (4.61)
which, in turn, perfectly agrees with the energy we found in the coordinate Bethe Ansatz.
We have successfully reproduced the spectrum of the Hamiltonian that we found with the
help of the coordinate Bethe Ansatz.
Conserved charges Let us also compute the eigenvalues of the other conserved charges
that are generated by the transfer matrix. If we write
ln t(u) =
∑
n
−iQn+1(u− i2)n, (4.62)
then Q1 = p, Q2 = E and the other conserved charges Qr have eigenvalues qr given by
qr =
∑
n
i
r − 1
[
1
(un +
i
2
)r−1
− 1
(un − i2)r−1
]
. (4.63)
Finally, let us address the explicit form of the operators Qr. By following the derivation
of the Hamiltonian (4.39), it is easy to work out Q3
Q3 =
∑
i
Qi,i+1,i+2 Qi,i+1,i+2 = [Hi,i+1,Hi+1,i+2]. (4.64)
We see that Q3 is an operator with a next-to-nearest neighbor interaction, i.e. it has
range 3. In general Qr will be an operator with range r.
4.4 The symmetry algebra
From the FCR (4.32) we can also deduce the properties of Bethe state under the SU(2)
symmetry.
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The SU(2) algebra The algebraic Bethe Ansatz revolved about the observation that
at i
2
, the Lax operator reduces to the permutation operator. There is a second special
point, namely at u→∞. In fact at this point L(u)→ u1 and expanding the monodromy
matrix leads to the following
T (u)
u→∞−−−→ uL + uL−1i
∑
n
San ⊗ σa + . . . (4.65)
Recall from our definition of the coordinate Bethe Ansatz that we can realize the total
spin operators, that form an SU(2) algebra, exactly as Sa =
∑
n S
a
n and hence
T → uL + uL−1i Sa ⊗ σa + . . . . (4.66)
In other words, we see the SU(2) symmetry generator appearing in this limit.
Let us make this more explicit. Let us consider the FCR at the limit where we send
one of the rapidities to ∞. We get
[(u− v) + iPab]Ta(u)(vL + iSa ⊗ σa)b = (vL + iSa ⊗ σa)bTa(u) [(u− v) + iPab] (4.67)
The leading order terms cancel out and we are left with the subleading terms. They give
(we express P via the Pauli matrices)
[T (u), Sa + 1
2
σa]⊗ σa = 0. (4.68)
This describes how the different terms of the monodromy matrix transform under the
global symmetry generators
[Sa, T ] = 1
2
[T, σa]. (4.69)
Thus, for example we find
[Sz, T ] = 1
2
[
(
A B
C D
)
,
(
1 0
0 −1
)
] =
(
0 −B
C 0
)
. (4.70)
Working out these relations then leaves us with the following commutation relations
[Sz, B] = −B, [S+, B] = A−D. (4.71)
We can now easily check from the fundamental commutation relations that the transfer
matrix (and thus the Hamiltonian as well) displays SU(2) symmetry. We have that
[Sz, A] = [Sz, D] = 0, [S+, A] = −[S+, D] = −C, [S−, A] = −[S−, D] = B, (4.72)
from which it easily follows that [Sa, t] = [Sa, A+D] = 0
Highest weight states Not only have we shown that the Hamiltonian respects SU(2)
symmetry, but since we also know how the spin operators commute with the creation
operator B. By these commutation relations we can study the action of the symmetry
operators on the eigenstates of the transfer matrix. In particular we will show that they
are highest weight states.
First, it is easy to see that the ground state |0〉 is a highest weight state since
S+|0〉 = 0, Sz|0〉 = L
2
|0〉. (4.73)
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The general state |u〉, is similarly an eigenstate of Sz and its eigenvalue readily follows
from the commutator of B with Sz
Sz|u〉 = (L
2
−M)|u〉. (4.74)
Next we need to show that S+|u〉 = 0. We can write
S+|u〉 =
∑
j
B(u1) . . . (A(uj)−D(uj)) . . . B(uM)|0〉
=
∑
j
VjB(u1) . . . Bˆ(uj) . . . B(uM)|0〉 (4.75)
Then by similar arguments as in the case for the Algebraic Bethe Ansatz one can show
that Vj = 0 if one imposes the Bethe equations.
4.5 Graphical Representation
In order to discuss one-point functions, it is useful to introduce some graphical notation.
Building blocks For spin-1
2
, the Lax operator and the R-matrix are basically the same
object via (4.23) and the fact that Si =
1
2
σi. More precisely,
Rab(u) = Lab(u− i2). (4.76)
The components of the Lax- and R-matrix can be pictorially represented as follows
Ra1s1a2s2(u− v) = u, a1 a2
v, s1
s2
where a1,2, s1,2 = ↑, ↓. The basic properties of the R-matrix can then also be shown
pictorially. For instance, the unitarity property R12(u)R21(−u) = 1 reduces to
u
v
=
v
u
where we have suppressed al the indices on the external legs. Indices on internal legs are
always assumed to be summed over. Analogously, the Yang-Baxter equation can then
simply be drawn as
1
2
3
=
2
1
3
23
The fundamental commutation relations (4.32) take the same form.
We can then also represent the building blocks of the Algebraic Bethe Ansatz. The
monodromy matrix then can be represented as a product of R-matrices
Ta(u) = u
i
2
i
2
i
2
i
2
The factors of i
2
correspond to the shift in the identification between the Lax matrix and
the R-matrix (4.76). The components of the monodromy matrix are the obtained by
specifying the indices on the auxiliary legs. For instance,
Aa(u) = u ↑ ↑ .
The transfer matrix is defined as the trace of the monodromy matrix, so it is obtained by
closing the external line corresponding to the auxiliary space
ta(u) = u .
All algebraic relations that have been derived in the previous sections can then be elegantly
represented by pictures. For instance, the fundamental commutation relations take a
simple pictorial form that resembles train tracks
u
v
=
u
v
Algebraic Bethe Ansatz The vacuum |0〉 is the state with all spins pointing up, so
|0〉 =
↑ ↑ ↑ ↑
The action of A,D on the vacuum can then directly be read of from the fact that there
is only one configuration of internal indices that contribute
↑
↑
↑
↑
↑
↑
↑
↑
=u, ↑ ↑
↑ ↑ ↑ ↑
× (u+ i
2
)L
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↑↑
↑
↑
↑
↑
↑
↑
=u, ↓ ↓
↑ ↑ ↑ ↑
× (u− i
2
)L
Bethe states are created by acting with B on the vacuum state, so they can be represented
as follows
↑ ↑ ↑ ↑
= |u〉u, ↓ ↑
4.6 Correlation functions and norms
So far the focus has been on the spectrum, i.e. the eigenvalues of the Hamiltonian.
However, in order to compute more general correlation functions, such as the one-point
functions in the defect CFT, we need to compute norms and inner products of Bethe
states as well.
Algebraic vs. Coordinate Bethe vectors obtained via the coordinate Bethe Ansatz
or the algebraic Bethe Ansatz will differ by an overall normalization. The proportionality
factor between the coordinate and the algebraic Bethe Ansatz vectors is given by [23,24]
|~u〉algebraic =
[∏
j
i(uj − i2)L
uj +
i
2
∏
i<j
ui − uj + i
ui − uj
]
|~u〉coordinate. (4.77)
Note that this factor depends explicitly on the normalization of the Lax matrix (4.22).
By definition, we have that the action of B on a state |ψ〉 is
B(v)|ψ〉 = 〈↑ |LL,a(v) . . .L1,a(v)|ψ〉 ⊗ |↓〉,
=
L∑
m=1
[ n−1∏
m=1
(v + iSzm)
]
S−n
[ L∏
m=n+1
(v − iSzm)
]
|ψ〉 ⊗ |↓〉. (4.78)
Formula (4.77) can be proven by noticing that in terms of the rapidities ui, the coefficients
of the Bethe states are rational functions. This means that they are fully fixed by the
zeroes, poles and asymptotic behavior.
It is easy to see that in the coordinate Bethe Ansatz, the wave function vanishes when
two Bethe roots coincide. Similarly from (4.78) it is easily checked that B(v)B(v+ i)|0〉 =
0, which indicates a zero at vi− vj + i. Combining these two terms gives rise to the factor∏
i<j
ui−uj+i
ui−uj in (4.77). The rest of the prefactor (4.77) is straightforwardly derived along
similar lines.
Slavnov’s determinant Slavnov derived a formula for the inner product between an
on-shell and an off-shell Bethe vector [25]
SM(u, ~v) := 〈0|
M∏
i=1
C(vi)
M∏
j=1
B(uj)|0〉, (4.79)
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where u are a solution of the Bethe equations. Clearly the number of flipped spins in
both vectors need to be the same for their inner product to be non-zero. The overlap SM
can be expressed as
SM(u, ~v) =
detW
detV
M∏
i=1
(ui +
i
2
)L, (4.80)
where
Wij :=
d
dui
Λ(vj,u), Vij :=
1
vi − uj . (4.81)
and Λ is the eigenvalue of the transfer matrix (4.54).
Norm of Bethe states A special case of the Slavnov determinant formula when v → u.
In this case, it computes the norm of the Bethe state |u〉, which was first postulated by
Gaudin [26], see also [27]. Both matrices V,W in (4.80) are divergent in this case, but
this is easily resolved by setting vi = ui +  and sending → 0. This gives
〈u|u〉 = det G˜
M∏
i=1
(ui +
i
2
)L, G˜ij = Resvj=ui
[
d
dui
Λ(vj,u)
]
. (4.82)
As we saw in our discussion of the algebraic Bethe Ansatz, that eigenvalue Λ at the point
v = ui is related to the Bethe equations. It is indeed possible to rewrite (4.82) in terms
of the Bethe equations. More precisely, for the coordinate Bethe Ansatz we find
coord〈u|u〉coord = Q( i
2
)Q(− i
2
) detGij, (4.83)
where
Gij = ∂uiΦj, Φj = −i log
[(
uj +
i
2
uj − i2
)L∏
n 6=j
un − uj + i
un − uj − i
]
. (4.84)
The norm of the algebraic Bethe Ansatz then follows from (4.77).
4.7 Integrable quenches
A quantum quench describes the evolution of a quantum system being in a particular
eigenstate |ψ0〉 of a Hamiltonian when the latter is instantaneously changed to a differ-
ent Hamiltonian [28]. The initial eigenstate is generically not an eigenstate of the new
Hamiltonian and the system will then have a non-trivial time evolution. A simple example
would be the system in an eigenstate of the XXX spin chain in which suddenly the nearest
neighbor interaction strength changes in the z direction, making it into a so-called XXZ
spin chain.
In order to study the time evolution of the quenched system, one needs to compute
the overlaps between the initial state and the eigenstates of the Hamiltonian 〈ψ0|λ〉. The
computation of these overlaps, however, is a complicated problem. First, there is a large
range of different initial states to consider. Second, overlaps between states are hard to
compute in general. Only in special cases an exact formula, such as the Slavnov formula
(4.80), is known.
In view of these difficulties, it would be good to classify a family of integrable quenches
for which, potentially, a closed formula can be derived. Recently a proposal has been put
forward for a definition of an integrable quench [29].
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Definition of integrable quench Consider an integrable spin chain with transfer ma-
trix t(u). An initial state |ψ0〉 is integrable if it satisfies [29]
σt(v)σ|ψ0〉 = t(v)|ψ0〉 , (4.85)
where σ is the parity operator
σ : v1 ⊗ . . .⊗ vL 7→ vL ⊗ . . .⊗ v1. (4.86)
The parity operator clearly reverses rapidities, i.e. u → −u. This implies that the odd
conserved charges (4.62) need to annihilate the initial state
Q2n+1|ψ0〉 = 0. (4.87)
We will later see that this has implications for the overlap formulas.
Motivation The idea behind the integrability condition (4.85) is the fact that correla-
tion functions involving some initial state can alternatively be seen as correlation functions
on an open spin chain where the initial state corresponds to a non-trivial boundary condi-
tion. For integrable initial states, these boundary states seem to correspond to integrable
reflection matrices. Integrability condition (4.85) is motivated by extending results from
two-dimensional integrable quantum field theories in the presence of boundaries [30].
For a Euclidean field theory, there are two equivalent ways to introduce a Hamiltonian
picture, namely the time direction can be taken along the boundary or perpendicular
to the boundary, see Figure 4. In the first case, the boundary represents a non-trivial
boundary conditions on the fields, while in the second case the boundary can rather be
interpreted as an initial state |B〉. The question if the boundary preserves some measure
of integrability can then be reformulated in terms of a condition on the state |B〉 [30],
which is reminiscent of (4.85) [29].
t
x
t
x
Figure 4: Two equivalent ways of describing a two-dimensional Euclidean field
theory with a boundary. In the left picture, the time coordinate is chosen perpen-
dicular to the boundary so that it has the interpretation of a non-trivial initial
state. In the right picture, time runs parallel to the boundary, which then corre-
spond to non-trivial boundary conditions on the fields.
For the case of spin chains, let us look at an example of the overlap between a three
magnon state on a length six spin chain and an initial state |ψ0〉. This corresponds to the
partition function corresponding to the following diagram
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|ψ0〉
↑ ↑ ↑ ↑ ↑ ↑
u1, ↓ ↑
u2, ↓ ↑
u3, ↓ ↑
We can then rotate the picture and exchange physical and auxiliary spaces. The partition
function is clearly still the same. However, now the state |ψ0〉 can be seen as a boundary
condition on the spin chain and the overlap corresponds to the inner product between two
domain walls (states with all spins up or down).
|ψ0〉
↑
↑
↑
↑
↑
↑
u1, ↓
↑
u2, ↓
↑
u3, ↓
↑
In [29, 31–34] it was shown for wide range of spin chains that integrable initial states
factorize into a product of two site states |ψ0〉 ∼
⊗
Kab|ab〉. The matrix Kab is related
to an integrable reflection matrix. In particular, integrable matrix product states can be
shown to correspond to solutions of a twisted boundary Yang–Baxter equation [34]. This
can be worked out for various classes of matrix product states and spin chains including
the ones that are relevant for holographic defect CFTs.
Thus, the overlap between a Bethe state and an integrable initial state schematically
takes the form
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K K K
↑ ↑ ↑ ↑ ↑ ↑
u1, ↓ ↑
u2, ↓ ↑
u3, ↓ ↑
And indeed, for such configurations, when the K-matrix is reflecting, a determinant for-
mula is known due to Tsuchiya [35]. In fact all initial states for which an exact overlap
formula is known seem to satisfy (4.85) [29]. For instance, for the XXZ spin chain it was
argued that a factorized formula for the overlap between a Bethe state and a MPS can only
exist when the Y-system relations are satisfied (i.e. when the system is integrable) [36].
Unfortunately, the results of [35] do not directly apply to the one-point functions in de-
fect CFTs. Only in the SU(2) sector and for k = 2 a generalization of this approach was
carried out [37]. Particularly for higher rank spin chains, finding determinant formulas
for overlap functions is a notoriously hard problem.
5 D3-D5 one-point functions
Now that we have developed a full toolbox with integrability techniques, let us return to
the D3-D5 defect version of N = 4 SYM theory and compute the one-point functions.
We need to compute the quantity Ck (3.25) where |u〉 is some given eigenstate of the
Heisenberg spin chain.
5.1 Integrability
Let us first prove (4.85) for the D3-D5 MPS (3.24) that corresponds to the defect [6].
First, it is easy to see that the MPS is parity even
σ|MPS〉 =
∑
~i
tr[tiL . . . ti1 ] |ei1 . . . eiL〉
=
∑
~i
tr[tTi1 . . . t
T
iL
] |ei1 . . . eiL〉
=
∑
~i
(−1)#t2 tr[ti1 . . . tiL ] |ei1 . . . eiL〉
= |MPS〉 . (5.1)
The last step uses the fact that there must be an even number of t2’s, which is proven in
section 5.2.
Next, we consider the action of the transfer matrix on the MPS. From the decom-
position of the transfer matrix t in terms of Lax operators (4.30), we see that we can
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write
t(v)|MPS〉 = tra,b Lb,n(v)
∏
n
[
(t1)a ⊗ |↑〉n + (t2)a ⊗ |↓〉n
]
= tra,b
∏
n
[
τ1 ⊗ |↑〉n + τ2 ⊗ |↓〉n
]
,
=
∑
~i
tr[τi1 . . . τiL ] |ei1 . . . eiL〉 , (5.2)
where
τ1 =
(
(v + i
2
)t1 0
it2 (v − i2)t1
)
, τ2 =
(
(v − i
2
)t2 it1
0 (v + i
2
)t2
)
. (5.3)
The τ -matrices have the property that there is a similarity transformation U such that
τT1 = Uτ1U
−1 and τT2 = −Uτ2U−1. Thus, combining everything, we find
σt(v)σ|MPS〉 =
∑
~i
(−1)#t2 tr[τiL . . . τi1 ] |ei1 . . . eiL〉
=
∑
~i
tr[τTi1 . . . τ
T
iL
] |ei1 . . . eiL〉
=
∑
~i
(−1)2#t2 tr[τi1 . . . τiL ] |ei1 . . . eiL〉
= t(v)|MPS〉 . (5.4)
Note that this proof is independent of k (apart from the explicit form of the similarity
transformation) and holds for any representation. This shows that the defect preserves
integrability and is a clear sign that a closed formula for Ck exists.
5.2 Generalities
There are some general observations that can be made for Ck that restrict the operators
that have a non-vanishing one-point function.
Restricting L, M It is easy to show that Ck is only non-vanishing if both L and M are
even, where M is the number of excitations or equivalently the number of Bethe roots.
Namely, the Lie algebra of SU(2) admits an isomorphism where two of the t’s are mapped
to −t. This isomorphism is realized by a similarity transformation
ti → UtiU−1. (5.5)
For example, consider the case when (t1, t2, t3)→ (−t1,−t2, t3), which is generated by the
similarity transformation U =
∑
i(−1)iEii . This immediately implies that
(−1)L〈MPS|u〉 = 〈u|
(
tr
L∏
n=1
[
− t1 ⊗ |↑〉n − t2 ⊗ |↓〉n
])
=
∑
~i
tr[Uti1 . . . tiLU
−1]〈u|ei1 . . . eiL〉
= 〈MPS|u〉 . (5.6)
This means that L has to be even. From the similarity transformation that sends
(t1, t2, t3) → (t1,−t2,−t3) you find that M has to be even in order for Ck to be non-
trivial.
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Restricting u Apart from these restrictions on the quantum numbers, for a non-zero
overlap with the MPS we also find some restrictions on the Bethe roots. The integrability
criterion (4.85) clearly implies all odd charges vanish. From (4.63) we then see that this
implies that
0 = 〈MPS|Q2n+1|u〉 = 〈MPS|u〉
∑
i
i
2n
[ 1
(ui +
i
2
)2n
− 1
(ui − i2)2n
]
(5.7)
This gives an additional restriction on the rapidities. The only way for this to be satisfied
is if u = −u, i.e. all rapidities come in pairs {u1, . . . , uM
2
,−u1, . . . ,−uM
2
}.
The vacuum The first state to consider is the ferromagnetic vacuum (4.1), which cor-
responds to the operator trXL. Its one-point function is given by
Ck =
〈MPS|0〉√〈0|0〉 = tr(tL1 ) = 2−L
k∑
i=1
(k − 2i+ 1)L = 2BL+1(
k+1
2
)
L+ 1
, (5.8)
where BL+1 is the Bernoulli polynomial with index L + 1. We see that the one-point
function is a polynomial of degree L+ 1 in k .
5.3 One-point functions for k = 2
Formula The simplest case that we can consider for M > 0 is the case k = 2. This
actually turns out to be a fundamental building block for the general k case. For k = 2, the
t-matrices are simply related to the Pauli matrices: ti =
1
2
σi. They satisfy the following
relations:
t2i =
1
4
, titj = −tjti for i 6= j. (5.9)
This means that the inner product of the MPS with a Bethe state dramatically simplifies.
In particular, any trace factor can be easily evaluated:
tr(tn1−11 t2t
n2−n1−1
1 t2 . . .) = (−1)n1+n2+... tr(tL−M1 tM2 ) = 21−L(−1)n1+n2+... , (5.10)
where we used that L,M are even. Let us consider the inner product of a Bethe state
from the coordinate Bethe Ansatz (4.18) with the MPS. We see that it takes the following
form:
〈MPS|u〉 = 21−L
∑
σ∈SM
∑
ni
ei
∑
m(pσmnm+
1
2
∑
j<m θσjσm )(−1)n1+...+nM . (5.11)
To describe the overlap for a general number of excitations M , we introduce the following
function
Kij :=
1
2
[
1 + 4u2i
1 + (ui + uj)2
+
1 + 4u2i
1 + (ui − uj)2
]
, (5.12)
and the following M
2
× M
2
matrix
Fij :=
(
L−
M/2∑
n=1
Kin
)
δij +Kij . (5.13)
31
The overlap is then given by
〈MPS|u〉k=2 = 21−L detF
√
Q( i
2
)
Q(0)
, (5.14)
where Q(u) =
∏M
i=1(u− ui) is the Baxter polynomial, defined in (4.56). This formula of
determinant type was first found by explicitly working out (5.11) for M = 0, 2, 4, 6 by
performing a sequence of nested geometric sums and then trying to rewrite the results as
a determinant [7]. The resulting formula can then be checked numerically against states
with more excitations. However, a direct proof of this formula is also possible by making
contact with the condensed matter literature, as we will discuss in the next section.
In order to finally obtain the one-point function C2, we need to divide by the norm
of the Bethe state (4.83). For states with paired rapidities |u〉 = | − u〉, the norm
formula factorises. Let us order the roots as {u1, . . . , uM
2
,−u1, . . . ,−uM
2
} and introduce
the following M
2
× M
2
dimensional matrices G±:
G± = ∂umΦn ± ∂um+M2 Φn , (5.15)
then detG = detG+ detG−. In terms of these matrices, the one-point function for k = 2
can finally be written as
C2 = 2
1−L
√
Q( i
2
)
Q(0)
√
detG+
detG−
. (5.16)
This means in particular that 〈MPS|u〉k=2 ∼ detG+.
Ne´el state Relation (5.16) can be rigorously proven by using results from the condensed
matter literature. The key idea is to map the MPS for k = 2 to a known state. More
precisely, it turns out that the MPS is equivalent equivalent to the so-called Ne´el state:
|Ne´el〉 = |↑↓↑↓ . . .〉+ |↓↑↓↑ . . .〉 . (5.17)
The Ne´el state is a state at half-filling, i.e. it has M = L/2. It can be shown [7] that
2L
( i
2
)M
|MPS〉
∣∣∣
M=L/2
= |Ne´el〉+ S−| . . .〉 . (5.18)
More precisely, let |MPSM〉 be the component of the MPS that have M spins down, then
|Ne´el〉 =
( i
2
)L
2
L/2∑
s=0
is
(S−)s
s!
|MPSL
2
−s〉 . (5.19)
This can be shown by direct computation. From (5.11) we see that the coefficient in
front of a component of the MPS with downarrows at positions n1 . . . nM has coefficient
21−L(−1)n1+...+nM . The action of S− simply flips a spin with coefficient 1. Now, let us
look at the coefficient at half filling and let’s consider a configuration with flipped spins at
positions n1 . . . nL
2
. Each flipped spin comes either with a factor of (−1)n or with a factor
of 1n = 1. Let two spins be adjacent, say n1 = n2 − 1. Then the terms proportional to
(−1)n1+n2 = −1 and (1)n1+n2 and the terms proportional to (−1)n1 and (−1)n2 = −(−1)n1
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will cancel pairwise. For the state at half-filling this means that all flipped spins must be
separated by one site, which exactly gives the Ne´el state.
We already saw that one of the remarkable properties of the Bethe ansatz is that the
Bethe states are highest-weight states, cf. (4.75). This means that S+|u〉 = 0 and thus
for any Bethe state with M = L/2 the overlap of the MPS is the same as the overlap of
the Bethe state with the Ne´el state, i.e. 2L−M iM〈u|MPS〉 = 〈u|Ne´el〉. This is a problem
that has been studied and solved in the condensed-matter literature [38,39].
This interesting relationship can be extended to general excitation numbers. Let
M = L/2− 2m, then
2L
( i
2
)M
(2m)!|MPS〉
∣∣∣
M=L/2−2m
= (S+)2m|Ne´el〉+ S−| . . .〉 . (5.20)
The state (S+)2m|Ne´el〉 is called the (2m)-raised Ne´el state [40]. This means that the
sought-after one-point functions can be rewritten in terms of a condensed-matter problem
and the results from the condensed-matter literature [38, 39] then provide proofs of the
formulas that we just presented above.
Alternatively, for the SU(2) sector and k = 2 one can use similar arguments to ones
presented in section 4.7 by considering partition functions of a spin chain with open
boundary conditions. Indeed, the explicit reflection matrix corresponding to the MPS
can be found and the corresponding determinant formula can be derived in that case [37].
5.4 General k
The one-point function for general k can be derived from the case k = 2 in a recursive
way. This is due to the fact that there is a recursive relation between matrix product
states with different values of k:
|MPS〉k+2 =
t( ik
2
)
(k − 1)L |MPS〉k −
(
k + 1
k − 1
)L
|MPS〉k−2 , (5.21)
where k ≥ 2 and |MPS〉0 = |MPS〉1 = 0.
The idea behind the proof of formula (5.21) is similar to the one we used to prove that
the defect is integrable. We consider the local action of the Lax operator on the matrix
product state. Indeed, setting v = ik
2
in (5.2) yields
Lia( ik2 )
[
〈↑i| ⊗ t(k)1 + 〈↓i| ⊗ t(k)2
]
=
[i(k − 1)
2
]L (
〈↑i| ⊗ τ (k)1 + 〈↓i| ⊗ τ (k)2
)
where the matrices τ
(k)
1,2 are given by
τ
(k)
1 =
(
k+1
k−1t
(k)
1 0
2
k−1t
(k)
2 t
(k)
1
)
, τ
(k)
2 =
(
t
(k)
2
2
k−1t
(k)
1
0 k+1
k−1t
(k)
2
)
. (5.22)
The important observation is now that there exists a similarity transformation A such
that
Aτ
(k)
i A
−1 =
(
t
(k+2)
i 0
?i
k+1
k−1t
(k−2)
i
)
, (5.23)
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where ?i stands for some irrelevant non-trivial entries [8]. This relation immediately
proves the recursion relation (5.21) by writing the transfer matrix as a product of Lax
operators and using the form of the τ matrices to relate it to |MPS〉k±2.
The Bethe states |u〉 are eigenvectors of the transfer matrix with eigenvalues Λ(v|u).
The recursion relation (5.21) then fixes all overlap functions Ck for even k in terms of C2
and C0 ≡ 0 by the following recursion relation:
Ck+2 = Λ
(
ik
2
∣∣{ui})Ck − (k + 1
k − 1
)L
Ck−2 . (5.24)
This then implies the following explicit form for the one-point function for k > 2:
Ck = i
LTk−1(0)
√
Q( i
2
)Q(0)
Q2( ik
2
)
√
detG+
detG−
, (5.25)
where
Tn(u) =
n
2∑
a=−n
2
(u+ ia)L
Q(u+ n+1
2
i)Q(u− n+1
2
i)
Q(u+ (a− 1
2
)i)Q(u+ (a+ 1
2
)i)
. (5.26)
The function Tn(u) can be identified as the transfer matrix of the Heisenberg spin chain
where the auxiliary space is the (n+ 1)-dimensional representation.
Since the recursion relation (5.21) goes in steps of two, the k = 2 result extends to all
even k. Of course, equation (5.25) is well-defined for any k and from numerical examples
it is easily seen that it also works for odd k. By using (5.21), we see that for a proof of
(5.25) for odd k we only need a proof for k = 3. This is still an open question. However,
there seems to be a remarkable relation between C2 and C3. From (5.25), we find
C3 = 2
LQ(0)
Q( i
2
)
C2 . (5.27)
This suggests that C3 and C2 are related by Q-operators [41] rather than a transfer matrix,
which has been checked for states with length up to 8 [8]. Actually, this results is a special
case of the overlap formula for matrix product states considered in [31], (see also [36]),
where a conjecture for this formula was put forward and motivated by considering the
thermodynamic limit. A complete proof for finite L,M is still missing however.
5.5 Dependence on k
Let us study how the one-point functions depend on the defect parameter k. This is
particularly important to understand the large k behavior, which is relevant for string
theory. To start with, we consider the BPS state (5.8). In this case, the one-point
function is given by a Bernoulli polynomial of degree L+ 1. For non-protected operators
from the SU(2) sector the k dependence is unclear. From the closed formula (5.25), we
see that, in general, Ck will depend rationally on k. However, we will show that the
dependence becomes polynomial on solutions of the Bethe equations.
34
In order to show this, let us partially fraction the product of Baxter polynomials in
the denominator of the transfer matrix (5.26)
jL
Q((j − 1
2
)i)Q((j + 1
2
)i)
= −
M/2∑
i=1
1
Q′(ui)
(
ui +
i
2
Q(ui + i)
[
jL−1
j − i(ui + i2)
+
jL−1
j + i(ui +
i
2
)
]
(5.28)
− u−
i
2
Q(ui − i)
[
jL−1
j − i(ui − i2)
+
jL−1
j + i(ui − i2)
])
,
where we used the fact that the rapidities are paired and we denote Q′(v) = d
dv
Q(v). Each
term can be further worked out using the identity
k−1
2∑
j= 1−k
2
jL−1
j − a = a
L−1 [Ψ(1−k
2
− a)− Ψ(1+k
2
− a)]− 2 L/2∑
m=1
aL−2m
B2m−1
2m− 1 , (5.29)
where Ψ is the digamma function and B2m−1 = B2m−1(k+12 ) is the Bernoulli polynomial
with index 2m− 1. Using the fact that L is even, we also have that ∑j jL−1j−a = ∑j jL−1j+a .
This implies
k−1
2∑
j= 1−k
2
jL
Q((j − 1
2
)i)Q((j + 1
2
)i)
=
∑
i
4iL
Q′(ui)
{
i
2
(ui +
i
2
)L
Q(ui + i)
k
u2i +
k2
4
(5.30)
+
L/2∑
m=1
[
(ui +
i
2
)L−2m+1
Q(ui + i)
+
(ui − i2)L−2m+1
Q(ui − i)
]
B2m−1
(2m− 1)i2m
− i
2
[
(ui +
i
2
)L
Q(ui + i)
+
(ui − i2)L
Q(ui − i)
][
Ψ(−k
2
− iui)− Ψ(k2 − iui)
]}
.
Now let us compare the left- and right-hand side of the above equation. In particular, we
see that in the limit u1 → ∞ the left-hand side scales like u−41 . In order for the above
equation to hold, this means that the right-hand side must display the same behaviour.
This means that the sum in the second line can only run up to L
2
−M + 1. One can
indeed check that the coefficients in front of the Bernoulli polynomials with higher indices
vanish. Then, upon using the Bethe equations (4.55), we arrive at
k−1
2∑
j= 1−k
2
jL
Q((j − 1
2
)i)Q((j + 1
2
)i)
= (5.31)
∑
i
4iL
Q′(ui)
(ui +
i
2
)L
Q(ui + i)
{
i
2
k
u2i +
k2
4
+
L
2
−M+1∑
m=1
[
1
(ui +
i
2
)2m−1
− 1
(ui − i2)2m−1
]
B2m−1
(2m− 1)i2m
}
.
We then recognize the conserved charges qr (4.63), so
k−1
2∑
j= 1−k
2
jL
Q((j − 1
2
)i)Q((j + 1
2
)i)
=
∑
i
4iL+1
Q′(ui)
(ui +
i
2
)L
Q(ui + i)
 k/2
u2i +
k2
4
−
L
2
−M+1∑
m=1
q2m(ui)
i2m
B2m−1
 .
(5.32)
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We can now insert this into (5.25) to obtain
Ck = 2C2(2i)
L
∑
i
Q(0)
Q′(ui)
(ui +
i
2
)L
Q(ui + i)
[
ik
2
Q( ik
2
)
u2i +
k2
4
−Q( ik
2
)
L
2
−M+1∑
m=1
q2m(ui)
i2m−1
B2m−1
]
. (5.33)
Notice that since Q( ik
2
) =
∏
i[u
2
i +
k2
4
], we find that the one-point function is a polynomial
of degree L −M + 1. It is no longer given by a single Bernoulli polynomial, but rather
by a sum of them.
5.6 Descendants
Descendant states can be obtained from the highest weight Bethe eigenstates by sending
some of the rapidities to infinity. This process is best described using the coordinate
Bethe ansatz,
lim
uk→∞
|{uj}〉 = S−|{uj}j 6=k〉 . (5.34)
For descendant states with M finite and N − M infinite roots, one has the following
expression for the norm [24]:
coord〈{uj,∞N−M}|{uj,∞N−M}〉coord = (L− 2M)!(N −M)!
(L−M −N)!
coord〈{uj}|{uj}〉coord .
(5.35)
For the overlap, we find a similar relation for k = 2:
〈MPS|{uj,∞N−M}〉coord =
(N −M)!(L
2
−M)!
(N−M
2
)!(L−M−N
2
)!
〈MPS|{uj}〉coord . (5.36)
So far we do not have a proof of this formula, but it has been checked for chains up to
L = 18. In particular, one finds that restricted to a fixed number of flipped spins
(S+)N−M |MPS〉M =
(N −M)!(L
2
−M)!
(N−M
2
)!(L−M−N
2
)!
|MPS〉N + S−| · · · 〉 . (5.37)
where the second term vanishes upon taking the inner product with a Bethe state since
Bethe states are highest weight states. An alternative approach to find a closed formula
for descendant states is to lake the limit u→∞ in the general overlap function [38]. This
leads to a slightly modified version of the determinant formula.
Summarising, from (5.35) and (5.36) we see that the one-point functions of descen-
dant operators are proportional to those of the corresponding primary operators. The
proportionality factor is a simple combinatorical factor depending on L,M,N .
5.7 The SU(3) sector and the nested Bethe Ansatz
One-point function formulas can be found in other scalar sectors of N = 4 SYM theory
as well [42, 6]. Before discussing the results of the complete scalar sector, we look at an
intermediate case; the SU(3) sector. This sector is closed at one-loop and consists of three
fields which form an SU(3) spin chain.
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The SU(3) spin chain is reminiscent of the SU(2) spin chain that we discussed in great
detail. In fact the Hamiltonian density in both spin chains is given by (3.6)
Hij = 1− Pij, (5.38)
However, in the case of the SU(3) spin chain, we have three degrees of freedom at each
site, so the local Hilbert space is C3, with basis elements |e1,2,3〉. Correspondingly, the
matrix product state takes the more general form
|MPSk〉 =
∑
~i
tr[tii . . . tiL ]|ei1 . . . eiL〉. (5.39)
Also for this more general MPS, one can show that it is integrable by a proof analogous to
the one presented in Section 5.1. In order to compute one-point functions we need to find
the eigenstates of the SU(3) spin chain. However, in order to deal with the extra degrees
of freedom of the spin chain, the Bethe Ansatz needs to be generalized to a so-called
nested Bethe Ansatz.
Nested Bethe Ansatz For the computation of one-point functions, the coordinate
Bethe Ansatz is important, so let us briefly discuss the nested coordinate Bethe Ansatz
for SU(3). For a recent review on the Algebraic nested Bethe Ansatz see e.g. [22]. Similar
to the coordinate Bethe Ansatz discussed in section 4.1, we start by defining a vacuum
state
|0〉 = |e1 . . . e1〉. (5.40)
This is again an eigenstate with eigenvalue 0.
The next step is to consider excitations on this vacuum. Now we have two choices; we
can put e2 or e3 in the vacuum state. In the SU(2) case, eigenstates can be labelled by
two parameters, the length L = #e1 + #e2 and the number of excitations M = #e2. For
the SU(3) chain we need three parameters L = #e1 + #e2 + #e3, M = #e2 + #e3 and
N = #e3 to specify a sector. Moreover, instead of the spin operators S
±, Sz we now have
to work with generators Eij defined such that E
i
j|ek〉 = δik|ej〉.
The idea of the nested Bethe Ansatz is to write the Bethe vectors in a nested form.
More precisely, we introduce an extra set of auxiliary Bethe roots {vi}i=1,...,N and write a
generalization of the Bethe vectors (4.18). For SU(2) the Bethe Ansatz is of the form
|u〉 =
∑
1≤m1<...<mM≤L
a(m1, . . . ,mM)(E
1
2)m1 . . . (E
1
2)mM |0〉, (5.41)
where
a(m1, . . . ,mM) =
∑
σ∈SM
Aσ(u)
M∏
i=1
[uσi + i2
uσi − i2
]mi
. (5.42)
For SU(3) we make the following Ansatz
|u,v〉 =
∑
mi
a(m1, . . . ,mM)
[∑
ni
a˜(n1, . . . , nM)(E
2
3)n1 . . . (E
2
3)nN
]
(E12)m1 . . . (E
1
2)mM |0〉.
(5.43)
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The term between the square brackets exactly takes the form of a SU(2) type Bethe
Ansatz, which is why this approach is called the Nested Bethe Ansatz. It decomposes the
wave function into Bethe vectors of models with lower rank. The coefficient a˜ depends on
the auxiliary parameters v and is explicitly given by
a˜(n1, . . . , nN) =
∑
τ∈SN
Aτ (v)
N∏
j=1
1
vτj − uσnj + i2
nj∏
k=1
vτj − uσk + i2
vτj − uσk − i2
. (5.44)
This is the wave function of an inhomogeneous SU(2) spin chain, where the rapidities ui
play the role of inhomogeneities.
The Bethe equations It can be checked that the state (5.43) is an eigenstate of the
SU(3) spin chain Hamiltonian with eigenvalue (4.61)
E =
M∑
i=1
1
u2i +
1
4
. (5.45)
Notice that E does not depend on the auxiliary parameters v. Imposing periodic boundary
conditions on a state |u,v〉 with labels (L,M,N) lead to a set of nested Bethe equations
which are given by
1 =
(um − i2
um +
i
2
)L M∏
n6=m
um − un + i
um − un − i
N∏
n=1
um − vn − i2
um − vn − i2
, (5.46)
1 =
M∏
m=1
vn − um − i2
vn − um + i2
N∏
m 6=n
vn − vm + i
vn − vm − i . (5.47)
Norm The formula for the Gaudin norm (4.83) can be generalized to the SU(3) case.
We now need two norm functions corresponding to the two Bethe equations (5.46) and
(5.47)
φvm := −i log
[(vm − i2
vm +
i
2
)L M∏
n6=m
vm − vn + i
vm − vn − i
N∏
n=1
vm − wn − i2
vm − wn − i2
]
, (5.48)
φwn := −i log
[
M∏
m=1
wn − vm − i2
wn − vm + i2
N∏
m6=n
wn − wm + i
wn − wm − i
]
. (5.49)
The norm of a Bethe state is then given by [24,43]
〈u,v|u,v〉 =
M∏
i=1
[
u2i +
1
4
]
det
(M+N)×(M+N)
∂IφJ , (5.50)
where the generalized indices I, J = 1, . . .M,M +1, . . .M +N run over both the momen-
tum carrying and auxiliary Bethe roots.
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One-point functions Now that we have computed the eigenstates of the SU(3) spin
chain, we can take their overlap with the MPS (5.54). Let us consider the case k = 2 now
and postpone the general k result to the next section. A first observation is that since
(5.54) corresponds to an integrable MPS, the Bethe roots again have to be paired in the
sense that
{ui, vj} = {−ui,−vj}. (5.51)
Just as in the SU(2) case, it can readily be shown that M always has to be even. However,
now there is a new possible solution where N is odd and one of the auxiliary roots vi = 0.
Nevertheless, due to the pair structure of the Bethe root configurations the determinant
of the norm matrix factorizes in the same way as in case for the SU(2) sub-sector [38,42]
detG = detG+ · detG−. (5.52)
Assuming that there is a closed formula for the one-point functions in this case, it should
satisfy the property that for states with N = 0, it should reduce to (5.16). This suggest
a natural generalization
C
SU(3)
2 = 2
1−L
√
Qu(
i
2
)Qv(
i
2
)
Qu(0)Q¯v(0)
√
detG+
detG−
, (5.53)
where Qu,v are the Baxter polynomials depending on u, v, respectively and Q¯ omits any
zero roots. Consequently, (5.53) can be checked numerically against explicit one-point
functions and perfect agreement is found for states of spin chains up to length 14. This
provides very strong evidence that (5.53) indeed is the determinant formula for the SU(3)
spin chain, but a direct proof is still missing. Note that (5.53) is actually one of the few
non-trivial overlap functions that that can be written in a closed form for spin chains with
higher rank.
5.8 Full scalar sector
It is possible to find the one-point function formula for arbitrary values of k for the full
scalar sector of N = 4 SYM theory [42, 6]. The scalar sector has six scalar fields and at
one-loop it forms a corresponding SO(6) spin chain [2]. The matrix product state is also
integrable for the SO(6) spin chain and takes the more general form
|MPS〉 =
∑
~i
tr[tii . . . tiL ]|φi1 . . . φiL〉. (5.54)
The Bethe eigenstates that diagonalize the transfer matrix of the SO(6) spin chain are
now characterized by three sets of Bethe roots
{uj}Mj=1, {v±j }N±j=1 (5.55)
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which satisfy the following nested Bethe equations
1 =
(
ui − i2
ui +
i
2
)L M∏
j 6=i
ui − uj + i
ui − uj − i
N+∏
k=1
ui − v+k − i2
ui − v+k + i2
N−∏
k=1
ui − v−k − i2
ui − v−k + i2
,
1 =
N+∏
l 6=i
v+i − v+l + i
v+i − v+l − i
M∏
k=1
v+i − uk − i2
v+i − uk + i2
, (5.56)
1 =
N−∏
l 6=i
v−i − v−l + i
v−i − v−l − i
M∏
k=1
v−i − uk − i2
v−i − uk + i2
.
The quantum numbers (L,M,N±) that characterize a states correspond to the length (L),
total number of excitations (M) and the number of excitations of a specific type (N±).
The explicit form of the eigenstates is again of nested type can be found for instance
in [44].
Just as for SU(2) and SU(3), we find that all roots must come in pairs {ui, v±i } =
{−ui,−v±i }. Looking at the results in the SU(2) and SU(3) subsector [7, 8], we see that
the overlap formulas are expressible in terms of a few building blocks, namely the Baxter
polynomials and the Gaudin matrix G. So, just as for the SU(3) case, we introduce the
standard Baxter Q-functions
Q1(x) =
M∏
i=1
(x− ui), Q±(x) =
N±∏
j=1
(x− v±j ), (5.57)
as well as the reduced Baxter Q-functions
Q¯±(x) =
N±∏
j=1;v±j 6=0
(x− v±j ), (5.58)
where we omit the zero roots in the product. Furthermore, we now need the extended
norm matrix, G, of the SO(6) spin chain
G ≡ ∂JφI , (5.59)
where I, J = 1, . . . ,M + N+ + N− and φ is the norm function obtained by taking the
logarithm of the right hand side of the Bethe equations (5.56), cf. (5.48). The determinant
of the norm matrix again factorizes and in terms of these building blocks we can then
give generalization of the one-point function formula to the full SO(6) sector
C
SO(6)
k =
√
Q1(0)Q1(
i
2
)Q1(
ik
2
)Q1(
ik
2
)
Q¯+(0)Q¯+(
i
2
)Q¯−(0)Q¯−( i2)
· Tk−1(0) ·
√
detG+
detG−
, (5.60)
where
Tn(x) =
n
2∑
a=−n
2
(x+ ia)L
Q+(x+ ia)Q−(x+ ia)
Q1(x+ i(a+
1
2
))Q1(x+ i(a− 12))
. (5.61)
This formula can be proven for states with M = 2 and it has been checked numerically
for Bethe states with length up to 13. In particular, it contains the SU(2) and SU(3)
cases. A direct proof is still missing and it would in particular be interesting to clarify
the nature of the function T.
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(a) (b)
Figure 5: Two diagrams have to be considered for the one-loop correction to a
one-point function: the lollipop diagram (a) and the tadpole diagram (b).
6 Defect CFT at loop level
So far, we only considered one-point functions at tree level. A natural question is to
ask how it extends to quantum level. A framework to do quantum computations was
formulated recently [45]. In this final section we will briefly review some of the applications
and results of loop computations in the D3-D5 defect CFT.
6.1 Quantum Field Theory
In order to calculate quantum corrections in the defect CFT, the action of N = 4 SYM
theory (3.1) has to be expanded around the classical solution (3.16):
φi = φ
cl
i + φ˜i . (6.1)
It is easy to see that this expansion gives masses to the fields in the action. Since the
vacuum expectation values differ among the various flavours and are given by non-diagonal
matrices in color space, this leads to a mass matrix that mixes the both the flavor and
the color components of the fields. This mixing problem was solved in [45]. The key was
to use SU(2) representation theory.
Moreover, the vacuum expectation values are proportional to the inverse distance to
the defect, 1/x3, such that the mass eigenvalues depend on 1/x3 as well. Via a Weyl
transformation, this x3-dependence can be absorbed to obtain standard propagators in
an effective (auxiliary) AdS4 space [46,45].
6.2 One-point functions
Let us consider the one-loop correction to one-point functions in the SU(2) sector.
Computation At one-loop order, two different diagrams have to be considered for the
one-loop correction to a one-point function of a single-trace operator built from scalars,
see figure 5. The first of these diagrams, called the lollipop diagram was shown in [45] to
vanish provided that the employed renormalisation scheme preserves supersymmetry:
〈φi〉1-loop(x) = 0 . (6.2)
This leaves us with the contribution of the diagram in figure 6(c), called the tadpole di-
agram. The tadpole diagram arises from expanding the composite operator to quadratic
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order in the quantum fields and contracting these two quantum fields. We also have to
correctly normalize the operator using the renormalisation constant (3.9) in the renor-
malisation scheme that leaves the one-loop two-point function normalised. In the end, we
find
〈ZO〉1-loop,tad(x) = g2 1
(x3)2
∑
j
δsj=sj+1Ψ
s1...sj sj+1...iL tr(φcls1 . . . φ
cl
sj−1φ
cl
sj+2
. . . φclsL)(x)
+ g2
(
1
2
− log 2 + γE − log(x3) + Ψ(k+12 )
)
∆(1)〈O〉tree(x) (6.3)
for a one-loop eigenstate with one-loop anomalous dimension ∆(1). The term proportional
to log(x3) accounts for the correction to the scaling dimension.
Integrability and asymptotic Bethe Ansatz When computing higher loop correc-
tions to two-point functions, we find that the spin chain Hamiltonian gets corrected
H = g2
∑
n
g2nHn. (6.4)
The interaction range of the Hamiltonian increases with the loop order. Remarkably, the
theory remains integrable at loop level even though the interactions are no longer nearest
neighbor. Nonetheless, the spectrum can still be described by a Bethe Ansatz. This is
done by introducing the coupling constant dependence via the Zhukovsky variable x [47]:
x+
1
x
=
u
g
, x =
u
g
− g
u
+O(g2) , (6.5)
where the effective planar coupling constant g2 is related to the ’t Hooft coupling λ =
Ng2YM as g
2 = λ
16pi2
. The cut of the function x(u) is taken to be the straight line [−2g, 2g].
The recipe to take loop corrections into account is to replace the rapidity u in the Bethe
equations and the dispersion relation by x(u) and to introduce an additional scattering
phase.
More precisely, the all-loop asymptotic Bethe equations which determine the conformal
operators of N = 4 SYM theory and their anomalous dimensions are given by [47]:
1 =
(
x(uk − i2)
x(uk +
i
2
)
)L∏
j 6=k
uk − uj + i
uk − uj − i exp(2iθ(uk, uj)) ,
where exp(2iθ(uk, uj)) is the so-called dressing phase [48]. The anomalous dimension is
then given by
∆− L = i
x(u+ i
2
)
− i
x(u− i
2
)
. (6.6)
The asymptotic Bethe Ansatz holds up to the loop order L.
Following the recipe of the spectral problem, we are led to a natural generalization
of (5.16) by replacing the classical Bethe function Φ by the quantum Bethe function Φ˜.
Furthermore, the corresponding generalization of the the transfer matrix is the following
one
T˜n(u) = g
L
n
2∑
a=−n
2
x(u+ ia)L
Q(u+ n+1
2
i)Q(u− n+1
2
i)
Q(u+ (a− 1
2
)i)Q(u+ (a+ 1
2
)i)
. (6.7)
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This gives an expression for (5.25) at the quantum level.
Thus we would naturally expect the following Ansatz to work at loop level for one-
point functions [49]
Ck = i
LT˜k−1(0)
√
Q( i
2
)Q(0)
Q2( ik
2
)
√
det G˜+
det G˜−
Fk , (6.8)
where the Bethe roots are assumed to satisfy the all-loop asymptotic Bethe equations
(6.6). Moreover, the introduction of a flux factor Fk was needed in (6.8), and it was found
to be of the form
Fk = 1 + g2
[
Ψ(k+1
2
) + γE − log 2
]
∆(1) +O(g4) . (6.9)
The above Ansatz can then be checked against explicit computations and perfect agree-
ment has been found [49].
6.3 Two-point functions
Having set up the quantum field theoretical framework to compute one-point functions at
loop level, a natural generalization is to consider two-point functions. This was undertaken
in [50]. Several scalar two-point functions have been computed to leading order in the
coupling constant. They are naturally expressed in terms of hypergeometric functions
and indeed take the form of two-point functions in defect conformal field theories (2.5).
A first step towards formulating an integrable approach to the computation of two-
point functions was made in [51]. In particular, it was shown that when one of the
operators has length two, the Wick contractions can be interpreted as operators inser-
tions in a spin chain. This reduces the computation of two-point functions to correlation
functions on the Heisenberg spin chain and relates them to the one-point functions.
6.4 Wilson loops
Apart from one- and two-point functions, non-local operators in defect N = 4 SYM have
been studied at tree-level and one-loop level as well. In particular, various configurations
of Wilson loops have been studied. The presence of the defect clearly affects the vacuum
expectation value of a Wilson line, which can, for instance, be used to compute the
particle-interface potential. In Figure 6, the studied configurations are shown. Below we
will briefly discuss each of the three configurations and refer the reader to the original
papers for the details of the computations.
Single Wilson line The first set-up that was considered was a single, infinite Wilson
line of length T that runs parallel to the defect [52]. At tree-level the expectation value
of the Wilson line can straightforwardly be computed
〈W 〉tree ∼ N − k + e
k−1
2
sinχ
x3
T
, (6.10)
which holds in the large T limit. The angle χ parameterizes the supersymmetric extension
of the Wilson loop by including a coupling to the scalar fields.
The expectation value of the Wilson loop is related to the particle-interface potential
as
〈W (x3)〉 ∼= exp(−T V (x3)) , (6.11)
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(a) (b) (c)
Figure 6: The different Wilson line configurations that have been studied in the
D3-D5 defect version of N = 4 SYM theory: (a) a single infinite Wilson line of
length T , (b) two antiparallel Wilson lines of length T , (c) A circular Wilson loop
parallel to the defect.
for T →∞. At tree level, we therefore have from (6.10)
Vtree(x3) = −k − 1
2x3
sinχ , (6.12)
which is a standard 1/x3 potential.
At one-loop level, one again finds contributions of lollipop and tadpole type. Evaluat-
ing the relevant Feynman diagrams then gives an explicit loop correction to the particle-
interface potential, which simplifies in the large k limit to
V = Vtree
[
1 +
λ
4pi2k2
sinχ
cos3 χ
(
pi
2
− χ− 1
2
sin 2χ
)
+O
(
λ2
k4
)]
. (6.13)
We reproduce the string results from [46].
Antiparallel Wilson lines A more general set-up was discussed in [53], where two an-
tiparallel Wilson lines separated by a distance d were placed at distance L from the defect.
From the perspective of the defect field theory, the configuration basically degenerates in
the planar limit into two copies of the single Wilson line considered above. However, at
strong coupling the system exhibits a Gross-Ooguri transition between a connected and
a disconnected string phase.
Circular Wilson loop Finally, in [54] a circular Wilson loop parallel to the defect was
considered. The authors considered a circle with radius R at distance L from the defect.
This set-up was considered both from the string theory and the field theory side. The
expectation value of this Wilson loop was computed to one-loop level in the field theory
and in the large k limit a simple expression can be derived analytically
log〈W 〉 ∼ kpiR
L
[
1 +
λ
4pi2k2
sin2 χ+ (L
R
)2
sinχ cos3 χ
(
pi
2
− χ− 1
2
sin 2χ
)
+O
(
λ2
k4
)]
. (6.14)
Notice that in the R→∞ limit, the one-loop correction reduces to the Wilson line result
(6.13). For small values of the coupling χ the above expression could be compared to
a string theory computation and agreement was found in the range of validity of the
perturbative expansions [54].
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7 Conclusions and discussion
In this review we discussed the computation of correlation functions in conformal field
theories with a co-dimension one defect. We mainly focussed on the computation of one-
point functions in the dCFT which is holographically dual to a D3-D5 brane set-up in
AdS5 × S5. The corresponding D3-D5 dCFT consists of a copy of N = 4 SYM theory on
both sides of the defect with different ranks of the gauge group. The mismatch in degrees
of freedom is offset by assigning vacuum expectation values to the scalar fields on one side
of the defect. This breaks the symmetry and gives a non-zero vev to scalar operators. The
vacuum expectation value is parameterized by a k-dimensional representation of su(2).
In the planar limit, conformal operators in N = 4 SYM theory can be mapped to the
states of an integrable spin chain. The problem of computing the one-point function of an
operator at tree level is then mapped to an overlap between the corresponding spin chain
state and a Matrix Product State. Similar quantities appear in the context of quantum
quenches in condensed matter physics. Building on these results we were able to derive
a closed formula of determinant type for all one-point functions in the scalar sector of
N = 4 SYM with the D3-D5 defect.
Via the gauge-string duality our results could be directly compared against string
theory computations and exact agreement has been found. This provides a new test of
AdS/CFT where part of the supersymmetry and conformal symmetry is broken. In the
SU(2) sector, the results were even extended to one-loop level and perfect agreement with
the corresponding string theory computation was found.
While a lot of progress has been made, the field is still developing. Even for the D3-D5
defect, a lot of open questions remain. First, some results remain to be proven rigorously.
For the SU(2) sector the formula still needs to be proven for k = 3 and a proof for the
full scalar sector formula (5.60) is also missing. Second, the realization of the quantum
integrability of the full theory is an open problem. We were able to postulate a one-loop
formula in the SU(2) sector, but it is unclear how it extends to the full quantum theory.
At higher loop orders, the effects like wrapping also come into play and are important
to be understood. These are open problems from the field theory side. On the string
theory side of the duality, there are very few results. In particular, one-point functions of
non-protected operators and two-point functions of any type have not been computed so
far. As we have shown, there are now some field theory results for these quantities which
could be compared with string theory computations.
There is much to more learn in the other defect set-ups as well. For the SO(5) D3-D7
defect, integrability was proven in [6] and some first results for one-point functions were
found in [19]. However, a complete understanding and a closed formula in the scalar sector
remains to be found. In this case, the quantum theoretical framework also remains to be
formulated. This set-up breaks all supersymmetry and it would be interesting to see if
this affects the computations at quantum level. Because of this, it would be particularly
important to check the holographic duality for this system.
For the su(2)× su(2) D3-D7 defect, the quantum field theory was developed recently
in [55]. However, the only one-point functions that have been computed so far are of chiral
primaries. Actually, one can check that the matrix product state of this su(2) ⊕ su(2)
defect CFT is not annihilated by the odd charges of the N = 4 SYM spin chain [56]. This
violates the integrability criterion (4.85) and seems to suggest that no closed formula
exists even in the SU(2) sector of N = 4 SYM theory. Indeed, so far it has only been
possible to derive results for tree-level one-point functions of non-protected operators on
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a case by case basis [56].
A different interesting avenue is to consider theories that are related to N = 4 SYM
theory by integrability preserving twists. An example of this is beta- or gamma-deformed
N = 4 SYM. There one can also determine a MPS and compute one-point functions
[57]. Unfortunately also here integrability of the defect appears to be lost and closed
formulas might be out of reach, but for some special states one-point functions can still
be computed. It would be also interesting to understand the dual picture of this deformed
dCFT.
Finally, there are a lot of interesting directions in related fields as well. We already
mentioned the close link to quantum quenches and our understanding of integrability in
nested systems is still incomplete and under development [31,32]. A different interesting
avenue is that of the boundary bootstrap program [58]. This approach uses the remaining
conformal symmetry to restrict and determine the conformal data of defect CFTs. In
our system we were able to find closed formulas for one-point functions, which could, for
instance, be used as additional input data for the bootstrap program.
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