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Abstract
Gell-Mann and Hartle have proposed a significant generalisation
of quantum theory with a scheme whose basic ingredients are ‘histo-
ries’ and decoherence functionals. Within this scheme it is natural to
identify the space UP of propositions about histories with an orthoal-
gebra or lattice. This raises the important problem of classifying the
decoherence functionals in the case where UP is the lattice of pro-
jectors P(V) in some Hilbert space V; in effect we seek the history
analogue of Gleason’s famous theorem in standard quantum theory.
In the present paper we present the solution to this problem for the
case where V is finite-dimensional. In particular, we show that every
decoherence functional d(α, β), α, β ∈ P(V) can be written in the form
d(α, β) = trV⊗V(α⊗ βX) for some operator X on the tensor product
space V ⊗ V.
1
1 Introduction
There has been much interest in the ‘consistent-histories’ approach to quan-
tum theory following the fundamental work of Griffiths [1], Omne`s [2, 3, 4, 5,
6, 7], and Gell-Mann and Hartle [8, 9, 10, 11, 12, 13]. This approach is mo-
tivated in part by a result in conventional quantum theory concerning mea-
surements of a time-ordered sequence of properties α := (αt1 , αt2 , . . . , αtn)
with t1 < t2 < · · · < tn (what we shall call a homogeneous history of the
system). Namely, if the state at some initial time t0 is the density matrix
ρt0 , then the joint probability of finding all the properties is
Prob(αt1 , αt2 , . . . , αtn; ρt0) = trH(C˜
†
αρt0C˜α) (1.1)
where the ‘class’ operator C˜α is defined in terms of the Schro¨dinger-picture
projection operators αti as
C˜α := U(t0, t1)αt1U(t1, t2)αt2 . . . U(tn−1, tn)αtnU(tn, t0) = αt1(t1)αt2(t2) . . . αtn(tn)
(1.2)
where αti(ti) := U(t0, ti)αtiU(t0, ti)
† is the Heisenberg picture operator de-
fined with respect to the fiducial time t0, and U(t, t
′) = e−i(t−t
′)H/h¯ is the
usual time-evolution operator on the Hilbert space H of the system.
The main assumption of the consistent-histories interpretation of quan-
tum theory is that, under appropriate ‘consistency’ conditions, the probabil-
ity assignment (1.1) is still meaningful for a closed system where there are
no external observers to produce a measurement-induced reduction of the
state-vector. The satisfaction of these conditions is determined by the values
of the decoherence functional d(H,ρ)(α, β) defined by
d(H,ρ)(α, β) = tr(C˜
†
αρt0C˜β) (1.3)
where α = (αt1 , αt2 , . . . , αtn) and β = (βt′1 , βt′2 , . . . , βt′m) are an arbitrary pair
of homogeneous histories. Note that, as suggested by the notation d(H,ρ),
both the initial state and the dynamical structure (i.e., the Hamiltonian
H) are coded in the decoherence functional: in our approach, a history
(αt1 , αt2 , . . . , αtn) itself is just a ‘passive’, time-ordered sequence of propo-
sitions.
An important feature of the work of Gell-Mann and Hartle is their sup-
position that this formalism can be extended to include disjoint sums of
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homogeneous histories, known as inhomogeneous histories. In particular, if
α, β are ‘disjoint’, the class operator for the sum α ⊕ β (interpreted heuris-
tically as “α or β”) is assumed to be C˜α⊕β = C˜α + C˜β. Likewise, there is a
negation operation ¬ with C˜¬α = 1− C˜α.
Gell-Mann and Hartle have suggested a major development of this scheme
to one in which a history is regarded as a fundamental entity in its own right,
not necessarily just a time-ordered sequence of projection operators [14]. The
physical results are obtained from the values of a decoherence functional,
defined now as a complex-valued function of pairs of histories that satisfies
certain conditions suggested naturally by the form (1.3) of standard quantum
theory. It is hoped that a framework of this type will be of value in tackling
the quantum theory of gravity, especially the infamous ‘problem of time’.
In [15] and [16] it was suggested that the natural mathematical tools with
which to discuss theories of this type are the algebraic structures employed in
quantum logic. Specifically, the set of all histories (or, more precisely, the set
of all propositions about histories or possible universes) can be modelled by an
orthoalgebra UP whose triad of operations (⊕,¬,≤) correspond respectively
to the disjoint sum, negation, and coarse-graining operations postulated by
Gell-Mann and Hartle. This suggestion is motivated by the demonstration in
[15] that the set of all history-propositions in standard quantum theory can
indeed be identified with the lattice of a certain Hilbert space. The key idea
is to associate the homogeneous history proposition (αt1 , αt2 , . . . , αtn) with
the operator αt1 ⊗ αt2 ⊗ · · · ⊗ αtn which is a genuine projection operator on
the tensor product Ht1⊗Ht2⊗· · ·⊗Htn of n copies of the Hilbert space H on
which the canonical theory is defined. The desired Hilbert space is obtained
by gluing together all such tensor products (labelled by finite, ordered subsets
of time values) to form an infinite tensor product ⊗Ωt∈IRHt.
Thus, in our version of the Gell-Mann and Hartle generalised quan-
tum theory, the basic ingredients are an orthoalgebra UP of propositions
about possible ‘histories’ (or ‘universes’), and a space D of decoherence
functionals. A decoherence-functional is a complex-valued function of pairs
α, β ∈ UP whose value d(α, β) is a measure of the extent to which the
history-propositions α and β are ‘mutually incompatible’. The pair (UP ,D)
is to be regarded as the history analogue of the pair (L,S) in standard quan-
tum theory where L is the orthoalgebra of single-time propositions and S is
the space of states on L. In this context we recall that the ‘or’ operation
(denoted ⊕) in an orthoalgebra is defined only on pairs of ‘disjoint’ elements,
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whereas in a lattice the ‘or’ operation ∨ in defined on any pair. An orthoal-
gebra [17] seems to be the minimal structure that can usefully be associated
with the space L of single-time propositions, although there have been many
studies of the implications of assuming that L is equipped with the additional
operations of a lattice.
It should be noted that the orthoalgebra of homogeneous and inhomoge-
neous histories in standard quantum theory is actually a proper subset of the
family of all projection operators on ⊗Ωt∈IRHt, although it seems likely that
the remaining ‘exotic’ histories can be generated from this preferred subset
by the application of the full lattice operations. In any event, it is clearly of
considerable interest to contemplate examples of the Gell-Mann and Hartle
scheme in which the space UP of all history propositions is modelled by the
projection lattice P(V) of some Hilbert space V but where V has no prima
facie connection with tensor products of temporally-labelled spaces. In par-
ticular, it is important to understand the structure of the associated space
of decoherence functionals.
This requires a careful specification of what is meant by a ‘decoherence
functional’, and how this differs from the more familiar notion of a state. To
this end, recall that a state σ ∈ S on an orthoalgebra L is defined to be a
real-valued function on L with the following properties:
1. Positivity : σ(P ) ≥ 0 for all P ∈ L.
2. Additivity : if P and R are disjoint then σ(P ⊕ R) = σ(P ) + σ(R).
This requirement is usually extended to include countable collections
of propositions.
3. Normalisation: σ(1) = 1
where 1 is the unit proposition that is always true.
The analogous properties for a decoherence functional d : UP ×UP → |C
are postulated to be:
1. Hermiticity : d(α, β) = d(β, α)∗ for all α, β.
2. Positivity : d(α, α) ≥ 0 for all α.
3. Additivity : if α and β are disjoint then, for all γ, d(α⊕β, γ) = d(α, γ)+
d(β, γ). If appropriate, this can be extended to countable sums.
4
4. Normalisation: d(1, 1) = 1.
The possibility of modelling history-propositions by elements of a projec-
tion lattice P(V) raises the fundamental question of what the space D is for
an orthoalgebra of this type. The analogous question in normal quantum
theory is answered by Gleason’s famous theorem [18]: the states σ on a pro-
jection lattice P(H) (with dimH > 2) are in one-to-one correspondence with
density matrices ρ on H with
σρ(P ) = tr(Pρ) for all P ∈ P(H). (1.4)
The main aim of the present paper is to prove the analogue of Gleason’s
theorem for the history theory. Specifically, we shall show that the decoher-
ence functionals d ∈ D on a projection lattice P(V) (with dimV > 2) are
in one-to-one correspondence with operators X on the tensor product V ⊗V
with
dX(α, β) = tr(α⊗ βX) for all α, β ∈ P(V) (1.5)
and where X satisfies:
1. X† =MXM where the operatorM is defined on V⊗V byM(u⊗v) :=
v ⊗ u;
2. for all α ∈ P(V), tr(α⊗ αX1) ≥ 0 where X = X1 + iX2 with X1 and
X2 hermitian;
3. tr(X1) = 1.
The plan of the paper is as follows. In section 2 we show how the decoher-
ence functional (1.3) can be written in the form (1.5). As well as motivating
(1.5), this demonstration shows why it is natural to represent a homogeneous
history (αt1 , αt2 , . . . , αtn) by a tensor product αt1 ⊗αt2 ⊗· · ·⊗αtn . This pro-
vides an alternative to the approach used in [15] and [16] which was based
on ideas of temporal logic. The result (1.5) itself is proved in section 3, and
the paper ends with a short discussion of how this approach might be used
to construct generalised quantum theories.
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2 The tensor-product form of a standard de-
coherence functional
We shall now show how the standard decoherence functional (1.3)
d(α, β) = tr(αtn(tn)αtn−1(tn−1) . . . αt1(t1)ρt0βt′1(t
′
1)βt′2(t
′
2) . . . βt′m(t
′
m)) (2.1)
can be written in the ‘Gleason’ form (1.5).
Let A1, A2, . . . , An be a set of trace-class operators on a Hilbert space H
and consider the trace of their product
trH(A1A2 . . . An) =
∑
i1
〈e1i1 |A1A2 . . . An|e
1
i1
〉 (2.2)
where {e1i1 | i1 = 1, 2, . . . , dim(H)} is an orthonormal basis for H. Let
{ejij | ij = 1, 2 . . . , dim(H)}, j = 2, 3 . . . n, be a collection of n− 1 such basis
sets, and use them to write (2.2) as
trH(A1A2 . . . An) =
∑
i1,i2,...,in
〈e1i1|A1|e
2
i2
〉〈e2i2 |A2|e
3
i3
〉 . . . 〈enin |An|e
1
i1
〉. (2.3)
The definition of the inner product on the tensor product of Hilbert spaces
is such that 〈ψ1 ⊗ ψ2|A⊗B|φ1 ⊗ φ2〉 = 〈ψ1|A|φ1〉〈ψ2|B|φ2〉, and hence (2.3)
can be rewritten in the suggestive form
trH(A1A2 . . . An) = (2.4)∑
i1,i2,...,in
〈e1i1 ⊗ e
2
i2
⊗ · · · ⊗ en−1in−1 ⊗ e
n
in |A1 ⊗A2 ⊗ · · · ⊗ An|e
2
i2
⊗ e3i3 ⊗ · · · ⊗ e
n
in ⊗ e
1
i1
〉.
The next step is to construct the linear operator S : ⊗nH → ⊗nH defined
on product vectors by
S(v1 ⊗ v2 ⊗ · · · ⊗ vn−1 ⊗ vn) := v2 ⊗ v3 ⊗ · · · ⊗ vn ⊗ v1 (2.5)
and then extended by linearity and continuity in the usual way to give a
unitary operator on ⊗nH (it can easily be checked that S†(v1 ⊗ v2 ⊗ · · · ⊗
vn−1⊗vn) = (vn⊗v1⊗v2⊗· · ·⊗vn−1). The expression (2.4) can be rewritten
using S as
trH(A1A2 . . . An) = tr⊗nH(A1 ⊗A2 ⊗ · · · ⊗ AnS) (2.6)
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which shows the natural relationship between traces of operator products
and tensor products of operators.
The result (2.6) is the key to rewriting (2.1) in the desired form (1.5).
However, to do so requires a couple of tricks. The first is that A1 ⊗ A2 ⊗
· · · ⊗ Ak ⊗ · · · ⊗An can be written as
A1⊗A2⊗· · ·⊗Ak⊗· · ·⊗An = (A1⊗A2⊗· · ·⊗1k⊗· · ·⊗An)(11⊗12⊗· · ·⊗Ak⊗· · ·⊗1n)
(2.7)
where 1k denotes the unit operator on the k’th Hilbert space. Hence
trH(A1A2 . . . An) (2.8)
= tr⊗nH{(A1 ⊗ A2 ⊗ · · · ⊗ 1k ⊗ · · · ⊗ An)(11 ⊗ 12 ⊗ · · · ⊗ Ak ⊗ · · · ⊗ 1n)S}
= tr⊗nH{(A1 ⊗ A2 ⊗ · · · ⊗ 1k ⊗ · · · ⊗ An)Y }
= tr⊗n−1H{(A1 ⊗A2 ⊗ · · · ⊗ Ak−1 ⊗ Ak+1 ⊗ · · · ⊗An)Y
′}
where Y := (11 ⊗ 12 ⊗ · · · ⊗ Ak ⊗ · · · ⊗ 1n)S, and Y
′ is obtained from Y
by tracing over a complete set of states for the k’th Hilbert space. Thus
the form (2.6) is preserved under the action of removing any element Ak by
partial tracing.
The second observation is the following. Let U1, U2, . . . , Un be a collection
of unitary operators on H, and define AUkk := UkAkU
†
k . Then
AU11 ⊗A
U2
2 ⊗· · ·⊗A
Un
n = (U1⊗U2⊗· · ·⊗Un)(A1⊗A2⊗· · ·⊗An)(U
†
1⊗U
†
2⊗· · ·⊗U
†
n)
(2.9)
and hence
trH(A
U1
1 A
U2
2 . . . A
Un
n ) (2.10)
= tr⊗nH(A
U1
1 ⊗ A
U2
2 ⊗ · · · ⊗A
Un
n S) = tr⊗nH(A1 ⊗ A2 ⊗ · · · ⊗AnS
U)
where SU := (U †1 ⊗U
†
2 ⊗· · ·⊗U
†
n)S(U1⊗U2⊗· · ·⊗Un). Hence the form (2.6)
is also preserved under the action of an arbitrary unitary transformation on
each operator Ak.
Thus, using the above results to remove the initial density matrix ρt0
and the unitary time-evolution operators around each Schro¨dinger-picture
projection operator, it follows that there exists some bounded operator Z
on ⊗n+mH such that, for all α, β, the decoherence functional (2.1) can be
written as
d(α, β) = tr⊗n+mH(αtn ⊗ αtn−1 ⊗ · · · ⊗ αt1 ⊗ βt′1 ⊗ βt′2 ⊗ · · · ⊗ βt′mZ), (2.11)
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which is almost in the desired form.
The final step is to construct the linear ‘reversal’ map R(n) : ⊗
nH → ⊗nH
by defining it first on product vectors as
R(n)(v1 ⊗ v2 ⊗ · · · ⊗ vn) := vn ⊗ vn−1 ⊗ · · · ⊗ v1 (2.12)
and then extending to all vectors in the usual way. We note that R(n) is
hermitian and satisfies R2(n) = 1. When applied to a homogeneous operator
it gives R(n)(A1 ⊗A2⊗ · · · ⊗An)R(n) = An ⊗An−1⊗ · · · ⊗A1. In particular,
αtn ⊗ αtn−1 ⊗ · · · ⊗ αt1 ⊗ βt′1 ⊗ βt′2 ⊗ · · · ⊗ βt′m = R(n) ⊗ 1t′1 ⊗ 1t′2 ⊗ · · · ⊗ 1t′m×
(αt1 ⊗ αt2 ⊗ · · · ⊗ αtn ⊗ βt′1 ⊗ βt′2 ⊗ · · ·βt′m)R(n) ⊗ 1t′1 ⊗ 1t′2 ⊗ · · · ⊗ 1t′m (2.13)
and hence
d(α, β) = tr⊗n+mH(αt1 ⊗ αt2 ⊗ · · · ⊗ αtn ⊗ βt′1 ⊗ βt′2 ⊗ · · · ⊗ βt′mX), (2.14)
where
X := (R(n) ⊗ 1t′
1
⊗ 1t′
2
⊗ · · · ⊗ 1t′m)Z(R(n) ⊗ 1t′1 ⊗ 1t′2 ⊗ · · · ⊗ 1t′m). (2.15)
This concludes the demonstration of how a standard decoherence functional
(2.1) can be written in the Gleason form (2.14).
Finally we note how the construction above can be extended to the full
tensor-product space V := ⊗Ωt∈IRHt where Ω is a map from IR to H with
〈Ω(t)|Ω(t)〉 = 1 for all t ∈ IR. The basic homogeneous vectors in V are defined
as maps v : IR→H such that v(t) = Ω(t) almost everywhere, i.e., for all but
a finite number of values of t. The inner product on a pair of such vectors
is 〈v|w〉 :=
∏
t∈IR〈v(t)|w(t)〉, which is well-defined since 〈v(t)|w(t)〉 = 1 for
all but a finite number of t values. The infinite tensor product ⊗Ωt∈IRHt is
defined by taking the set of formal finite combinations of such vectors, then
identifying any pair whose inner product vanishes, and finally completing the
ensuing pre Hilbert space.
A natural way of constructing operators on V := ⊗Ωt∈IRHt is to take func-
tions A : IR→ B(H) that are equal to the unit operator almost everywhere.
Any such function acts on a vector v : IR → H by (Av)(t) := A(t)v(t) and
preserves the property of being equal to Ω almost everywhere. As such, it
extends to a well-defined operator on the completed Hilbert space V.
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In the case of the operators S and R(n) defined above we proceed as
follows. First define S on the vector Ω by SΩ := Ω. Now let v : IR → H
be a vector with temporal support {t1, t2, . . . , tn}, i.e., v(t) = Ω(t) for all
but this finite set of t-values, and define Sv by (Sv)(ti) := ti+1modn. Clearly
Sv differs from Ω on the same set of t values as does v, and hence it can
be extended to an operator on the full space ⊗Ωt∈IRHt. Likewise we define
the reversal map R by RΩ := Ω and (Rv)(ti) := v(tn−i). Once again this
gives a well-defined operator on V. By this means we are able to extend the
result d(α, β) = tr(α⊗βX) to the set of all history propositions in standard
quantum theory .
3 The Main Result
The discussion that follows is restricted to the situation where the Hilbert
space V has a finite dimension (as did Gleason in the original proof of his
theorem on states) and we shall comment only briefly on how to extend the
theorem to the infinite-dimensional case. We also require the decoherence
functionals d : P(V)×P(V)→ |C to be continuous functions with respect to
the natural topology on the space P(V) of projection operators on V. Under
these conditions we can prove the following analogue of Gleason’s theorem for
decoherence functionals, defined as continuous maps d : P(V) × P(V) → |C
that satisfy the four conditions listed in section 1: hermiticity, positivity,
additivity, and normalisation.
Theorem
If dimV > 2, decoherence functionals d are in one-to-one correspondence
with operators X on V ⊗ V according to the rule
d(α, β) = trV⊗V(α⊗ βX) (3.1)
with the restrictions that:
a) trV⊗V(α⊗ βX) = trV⊗V(β ⊗ αX
†) for all α, β ∈ P(V), (3.2)
b) trV⊗V(α⊗ αX) ≥ 0 for all α ∈ P(V), (3.3)
c) trV⊗V(X) = 1. (3.4)
Proof
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One way round, the theorem is trivial. Namely, if a function d is defined by
the right hand side of (3.1) it clearly obeys the crucial additivity condition.
The extra requirements (3.2), (3.3) and (3.4) then guarantee hermiticity,
positivity and normalisation respectively.
Conversely, let d : P(V)×P(V)→ |C be a decoherence functional. The proof
that it must have the form (3.1) exploits Gleason’s famous result on states
on the lattice P(V).
The first step is to define, for each α ∈ P(V), the function dα : P(V)→ |C
where dα(β) := d(α, β). Let ℜdα and ℑda denote the real and imaginary
parts of dα, so that
dα(β) = ℜdα(β) + iℑdα(β) (3.5)
with ℜdα(β) ∈ IR and ℑdα(β) ∈ IR. Then the bi-additivity condition
on d ∈ D means that ℜdα and ℑdα are additive functions on P(V), i.e.,
ℜdα(β1 ⊕ β2) = ℜdα(β1) + ℜdα(β2) for any disjoint pair β1, β2 of projectors;
and similarly for ℑdα.
Now d(α, β) is a bi-continuous function of its arguments α, β ∈ P(V) ×
P(V), and hence β 7→ dα(β) is a continuous function on P(V), as are its
real and imaginary parts. However the set of all projectors in the finite-
dimensional space V is a finite disjoint union of compact Grassman manifolds,
and is hence compact. It follows that the functions β 7→ ℜdα(β) and β 7→
ℑdα(β) are bounded below and above. On the other hand, for any r ∈ IR,
the quantity
κr(β) := r dim(β) = r tr(β) (3.6)
is a real additive function of β, and hence so are ℜdα + κr and ℑdα + κs
for any r, s ∈ IR. Since ℜdα is bounded below, there exists rα ∈ IR so that
(ℜdα+κrα)(β) ≥ 0 for all β (for example, choose rα := |minβ∈P(V)ℜdα(β)|),
and similarly for each α there is a real number sα so that (ℑdα+κsα)(β) ≥ 0
for all β ∈ P(V). Furthermore, since ℜdα + κrα and ℑdα + κsα are bounded
above, we can choose positive real scale factors µα and να such that, for each
α and for all β
0 ≤ µα(ℜdα + κra)(β) ≤ 1 (3.7)
0 ≤ να(ℑdα + κsa)(β) ≤ 1. (3.8)
These inequalities plus the additivity property show that, for each α ∈
P(V), the quantities β 7→ µα(ℜdα + κra)(β) and β 7→ να(ℑdα + κsa)(β) are
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states on the lattice P(V). Then Gleason’s thereom shows that, for each
α ∈ P(V), there exists a pair of density matrices ρ1α and ρ
2
α on V such that,
for all β ∈ P(V),
µα(ℜdα + κrα)(β) = trV(ρ
1
αβ) (3.9)
να(ℑdα + κsα)(β) = trV(ρ
2
αβ), (3.10)
and so
ℜdα(β) = trV((
1
µα
ρ1α − rα)β) = trV(Y
1
αβ) (3.11)
ℑdα(β) = trV((
1
να
ρ2α − sα)β) = trV(Y
2
αβ) (3.12)
where Y 1α :=
1
µα
ρ1α − rα and Y
2
α :=
1
να
ρ2α − sα. Thus we have shown the
existence of a family of operators Yα := Y
1
α + iY
2
α , α ∈ P(V), on V such that
d(α, β) = trV(Yαβ). (3.13)
The next step is to note that the additivity condition d(α1 ⊕ α2, β) =
d(α1, β) + d(α2, β) implies that
trV(Yα1⊕α2β) = trV(Yα1β) + trV(Yα2β) (3.14)
which, since it is true for all β ∈ P(V) (and hence for all operators on V),
implies that the operator-valued map α 7→ Yα is itself additive in the sense
that
Yα1⊕α2 = Yα1 + Yα2 (3.15)
for all disjoint pairs of projectors α1, α2 on the Hilbert space V.
Clearly what we need now is an analogue of Gleason’s theorem for operator-
valued functions. Let {Bi | i = 1, 2, . . . , dim(V)
2} be a vector-space ba-
sis for the operators on V, so that any operator A can be expanded as
A =
∑dim(V)2
i=1 aiBi where ai ∈ |C. In particular, such an expansion can be
made for the operators Yα with Yα =
∑
i yi(α)Bi. Then the relation (3.15)
shows that the complex expansion-coefficients yi(α), i = 1, 2, . . .dim(V)
2,
must satisfy the additivity condition
yi(α1 ⊕ α2) = yi(α1) + yi(α2). (3.16)
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Now we invoke the same type of argument that lead to (3.13) and conclude
the existence of operators Λi on V such that
yi(α) = trV(αΛi) (3.17)
and hence
Yα =
∑
i
trV(αΛi)Bi. (3.18)
In particular,
d(α, β) = trV
{∑
i
( trV(αΛi))Biβ
}
=
∑
i
trV(αΛi) trV(Biβ). (3.19)
The final step is to define an operator X on V ⊗ V by
X :=
∑
i
Λi ⊗Bi (3.20)
and compute
trV⊗V(α⊗ βX) =
∑
i
trV⊗V(α⊗ β Λi ⊗Bi) =
∑
i
trV(αΛi) trV(βBi), (3.21)
which shows that (3.19) can be written in the desired form
d(α, β) = trV⊗V(α⊗ βX) (3.22)
as claimed.
This completes the proof of the theorem since the conditions (3.2–3.4)
follow at once from the hermiticity, positivity, and normalisation conditions
on decoherence functionals.
The conditions (3.2) and (3.3) can be expressed in a way that is a little
more transparent. We start by defining the reversal mapM : V ⊗V → V⊗V
by M(u ⊗ v) := v ⊗ u, so that on operators A ⊗ B we have B ⊗ A =
M(A⊗ B)M . Then condition (3.2) can be rewritten as
trV⊗V(α⊗ βX) = trV⊗V(M(α ⊗ β)MX
†) = trV⊗V(α⊗ βMX
†M) (3.23)
which, since it is true for all projectors of the form α⊗ β, implies that (3.2)
is equivalent to the condition
X† =MXM. (3.24)
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If we now write X = X1 + iX2 where X1 and X2 are hermitian, then (3.24)
is equivalent to the pair of conditions
X1 = MX1M (3.25)
X2 = −MX2M. (3.26)
These equations have an interesting implication for the positivity require-
ment (3.3) that trV⊗V(α⊗ αX) ≥ 0. The posited reality of trV⊗V(α⊗ αX)
implies that trV⊗V(α⊗αX2) = 0 for all α, which appears to be quite a strong
restriction. However, the relation X2 = −MX2M gives
trV⊗V(α⊗ αX2) = − trV⊗V(α⊗ αMX2M) (3.27)
= − trV⊗V(M(α⊗ α)MX2) = − trV⊗V(α⊗ αX2)
and so trV⊗V(α⊗αX2) = 0 is implied already by the hermiticity requirement
(3.24). Hence the only independent conditions on X are
X† =MXM, (3.28)
trV⊗V(α⊗ αX1) ≥ 0 for all α ∈ P(V), (3.29)
trV⊗V(X1) = 1. (3.30)
Note that (3.29) is considerably weaker than requiring X1 to be a positive
operator on the Hilbert space V ⊗ V. Indeed, in [16] examples were given
in normal quantum theory of inhomogeneous histories α and decoherence
functionals d for which d(α, α) > 1. Because of the normalisation condition
(3.30) this can be achieved only if the associated X1 operator has some
negative eigenvalues.
This completes our discussion of the history analogue of Gleason’s theo-
rem in the case where the Hilbert space V has a finite dimension. It seems
very likely that the theorem can be extended to an infinite dimensional space
by placing appropriate restrictions on the decoherence functional d, probably
some type of boundedness condition on the complex numbers d(α, β). We
hope to return in a later paper to this issue and to the related problem of
classifying decoherence functionals on non type-I von Neumann algebras.
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4 Conclusion
Our proof of the history analogue (1.5) of Gleason’s theorem opens up the
possibility of constructing a wide range of examples of the generalised quan-
tum theory proposed by Gell-Mann and Hartle. The classification of decoher-
ence functionals is particularly important because, as well as giving the puta-
tive probabilities of histories, a decoherence functional also contains whatever
dynamical, or quasi-dynamical structure is present (of course, in a quantum
theory of gravity there may be none at all), as well as any initial conditions.
Thus, for example, if the general representation dX(α, β) = tr(α ⊗ βX) is
applied to standard quantum theory, the crucial ‘decoherence operator’ X
depends on both the initial density matrix ρt0 and the Hamiltonian operator
H that appears in the unitary evolution operator U(t, t′) = e−i(t−t
′)H/h¯. This
situation contrasts strongly with that of standard quantum theory where the
state of the system determines only the probabilities of single-time proposi-
tions: dynamical evolution appears externally as a one-parameter family of
automorphisms of the lattice or orthoalgebra of such propositions.
The work in [15] and [16] showed that the space UP of history propo-
sitions in standard quantum theory can indeed be associated with the pro-
jection lattice of a certain tensor-product Hilbert space V := ⊗Ωt∈IRHt, and
our discussion in section 2 of the present paper throws more light on why
tensor products arise naturally in this context. However, our expectation is
that important instances of the general scheme will exist in which the set
UP of ‘propositions about the universe’ is modelled by a projection lattice
P(V), but where the vector space V has no connection with tensor products
of temporally-labelled Hilbert spaces.
This raises the intriguing question of how such a vector space V might
arise. One can ask a similar question for the Hilbert space H of standard
quantum theory whose lattice P(H) represents the set of all propositions
about the system at a single time. One well-known answer is that H is
the carrier of an irreducible representation of the Lie group of the canonical
commutation relations; for example, for motion on the line IR the Stone von
Neumann theorem for the representations of the Weyl-Heisenberg group W
shows that H can always be taken as L2(IR).
Suppose now we focus on n-time homogeneous histories and ask for the
origin of the Hilbert space L2t1(IR)⊗L
2
t2(IR)⊗· · ·⊗L
2
tn(IR). One answer, given
in [15, 16], is to invoke ideas of quantum temporal logic. Another possibility
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is the one discussed in section 2 of the present paper where we demonstrated
the natural connection between tensor products and traces of products of
operators. However, a different way of looking at this issue is to say that
⊗nL2(IR) arises as the carrier of an irreducible representation of the product∏i=n
i=1 Wi of n copies of the canonical Weyl group W . This idea of construct-
ing the history theory by a ‘temporal-gauging’ of the canonical group was
mentioned briefly in [15] but it becomes far more important now we have
some insight into the structure of decoherence functionals on a projection
lattice.
Thus the general idea is that a vector space V whose projectors in P(V)
represent history/universe propositions can be obtained by looking for repre-
sentations of a ‘history-group’ G which serves as an analogue of the temporally-
gauged canonical group of standard quantum theory. This idea places the
problem of constructing generalised history theories within an overall mathe-
matical scheme that involves three well-defined steps: i) find a history group
G; ii) study its irreducible representations on Hilbert spaces V; and iii) use
the ideas in the present paper to explore the decoherence functionals for this
system.
Of course, it is not trivial to identify the history group G for a particular
system, but this problem is not dissimilar to the more familiar problem of
finding the appropriate canonical group with which to construct a canonical
quantisation of a given classical system. The study of decoherence functionals
is also more complicated than the analogous study of states since, as remarked
above, whatever quasi-dynamical structure there may be is coded in the
choice of decoherence functional. However, in general terms this does seem to
be a very promising approach to constructing generalised quantum theories of
the Gell-Mann and Hartle type, and we plan to give some concrete examples
in forthcoming papers.
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