The present paper is the completion and extension of Technical Report 23 (new series) issued in 1970 under the same title and by the same authors.
The subject of the paper is the development of a technique for constructing solutions of the equation 
2) 9n
on 3R^ ^. This problem, which gives the position of equilibrium for a clamped rectangular plate, has of course been extensively studied in the literature (see, e.g., the references in [10] ; for reasons of space only those references needed in our development are included here in the bibliography). The novelty of the technique presented here is that the construction yields an approximation procedure with both a priori and a posteriori error estimates.
In the case of a clamped plate the solution u represents the (small) deflection of the plate, and it follows from the fact that the strain energy of the plate due to twisting and the strain energy due to the bending moments in the direction of the x and y axes are finite [10] that all second order partial derivatives of u are square integrable. It is shown in § 1 that this latter fact implies that u is a Bessel potential of second order in R^ ^ , and that this in turn imposes certain necessary conditions on the assigned functions F, </?, and V/. (The definitions and facts concerning Bessel potentials which are needed here are all given in § 1.) If F, (^?, and ^ satisfy the above mentioned conditions, then a solution u EP^R^ ^) does in fact exist and is unique.
Since the first decade of the century (see S. Zaremba [11] ) it has been known that the problem of solving (0.1) reduces to the problem of finding the orthogonal projection of a function w in L^R^ ^) onto the closed subspace 9€ of L^R^ ^) which consists of all square integrable functions which are harmonic in R^. The problem of finding such a projection would be trivial if one knew an explicitly given complete orthogonal basis for9e. Such bases are known, e.g., for the space of those square integrable functions harmonic in a circle, and for the space of those harmonic in an ellipse. No such basis is known, however, in the case of a rectangle.
Nevertheless, one may try to decompose 36 into the sum of two closed (not necessarily orthogonal) subspaces, 96 = ^€ (l) -h SC^, such that for each of the spaces S^0 a complete orthogonal basis is known. Such a decomposition is possible if and only ifS^0 4-SC^ is dense in 9€ and the minimal angle between S^0 and ffC^ is positive. If this is the case, a projection formula from [4] can be used to express the projection P of L^R^, ^) onto 3€ in terms of the projections P^ and P^onto^0 and ^ respectively. If, in addition, SC^ 0 g^ = (0), this projection formula enables one to establish very convenient approximations to the projection P in the uniform operator topology.
If one follows this approach, there are several seemingly promising ways in which one can attempt to decompose 9€. In [3] the first author tried this approach taking for ^w and SC^ the harmonic functions which are extendable in the horizontal direction as periodic functions of period 2a and in the vertical direction as periodic functions of period 2b respectively. Denote by 9€^ the subspace of 96 consisting of those functions of parity ^ in x and parity v in y, where JLI == 0,1 and v = 0,1. It was shown in [3] that the minimal angle between SC^ and SC^ is positive for ^ = v, but is zero for ^ =^= v. Hence this attempt was only partially successful.
In the same paper [3] another possible decomposition of 96 was mentioned ; namely ; by taking forS^0 andSC^ those functions in 96 which vanish on the vertical and on the horizontal boundaries respectively. At that time, however, the first author mistakenly believed that the results for this decomposition would be similar to those for the previously mentioned case and therefore did not pursue the investigation. It was only a couple of years ago that the authors of the present paper noticed that actually, if fl^0 and S^^ are chosen in this last mentioned way, then the minimal angle between 9€^ and SC^ is positive for all ^ = 0,1 and v = 0,1.
Evaluating the minimal angle between these subspaces comprises the most involved part of the present paper.
The reduction of the original problem to the construction of P is carried out in § 1 (where the conditions on u, F, ^ and ^ are also specified).
The projection formulas needed and the corresponding error estimates are given in § 2. The decomposition of 96 is given in § 3, where the decomposition theorem (Theorem 3.1) is stated. This theorem not only gives the desired decomposition of 96 but also gives bounds for the cosines needed in the above mentioned error estimates. A corollary to the decomposition theorem (Corollary 3.1) gives, for functions in 96, representation formulas corresponding to the decomposition in Theorem 3.1.
The proof of Theorem 3.1 is given in § 4. This proof requires two estimates, which are stated in Lemma 4.1. One estimate is proved in § 5 ; the other, in § 6. In § 7 all the preceding results are combined to obtain (in some detail) an approximation to the solution u of (0.1), together with a priori error bounds. In § 8 a posteriori error bounds are derived, and methods are discussed by which they can be used to improve the procedures of § 7.
The a priori estimates are as usual very pessimistic -they cannot take into account the multiple cancellations in the approximating expressions. It may happen, e.g., that to approximate the solution to within one figure accuracy according to the a priori estimates would require the solution of a linear system of one thousand equations for one thousand unknowns. Therefore from a practical point of view the procedure described in § 8 using only a posteriori error estimates would be much preferable-especially since the a posteriori error estimate is quite precise.
We make one additional comment: there are some other problems in partial differential equations where finding the solution reduces to finding the orthogonal projection onto a suitable subspace V of a functional Hilbert space. Suppose that no complete orthogonal basis is known for V, but that V can be decomposed into a direct (nonorthogonal) sum, V = V^0 + V^, where an explicit complete orthogonal basis is known for each of the closed subspaces V^ and V^. If, in addition, the (necessarily positive) minimal angle between V^0 and V^ can be evaluated, then one can apply mutatis mutandis all the approximation procedures of § 8 involving a posteriori error estimates. The techniques used in § 7 to derive the a priori error estimates, on the other hand, even though theoretically applicable to this general situation, may lead to even less practical evaluations than those of the present paper.
In an Appendix at the end of the paper we give results of numerical computations where we used the a posteriori evaluations of the errors.
1. Statement and reduction of the problem.
As noted in the introduction, certain facts concerning Bessel potentials are needed in order to state precisely the conditions which the functions F, ^, and ^ in equations (0.1) must satisfy. We state here only those definitions and results needed for the problem under discussion ; for a complete development of the theory of Bessel potentials see [8] , [2] , [1] . Thus, as noted in the introduction, it is natural for applications to require that the solution u of (0.1) belong to P^R^ ^)-Note also that formula (1.1) is valid for all i^EP^R^ ^).
Let uCP 2^ ^). Then Au belongs to L 2^ ^) and if we take the Laplacian of Ai^ in the sense of distributions we obtain that A 2^ belongs to the space
H'^R^ ^) includes not only every function in L 1 (R^ ^) and in L^R^, ^), considered as the density of a measure, but also every finite Borel measure on R^ ^ . Moreover, if FGH'^R^ ^) then one may obtain an /G L^R^, ^) such that A/ = F by taking the convolution, defined in an appropriate way, of F with the function (27r)~1 log(x 2 + .V 2 )" 172 . We therefore assume :
We next consider the conditions on ^ and V/ in (0. 
Every function /GP 1^! ) is defined at every point of I except on a subset of I of 1-capacity zero [8] (in particular, therefore, / is defined a.e. on I), belongs to L^I), and has norm given by (1.2). Moreover every functionfG L\l) such that ||/||^<oo is equal a.e. to a function /<= P^d) (/ is a "correction" of / [2] 
and the restrictions of u to each of these intervals is a Bessel potential of order 3/2, while the restrictions of 9 " and 9U are Bessel potentials of order 1/2. In this way we obtain boundary values forii,^., and
-^ on each I,, /' = 1 , . . . , 4. Moreover, these boundary values are independent of the particular extension u used to define them.
H is clear therefore that in order that there exist a function " e p ( R^) such that (0.1.2) holds it is necessary that, on each of the segments \, which make up the boundary of R^ , ^ must be in P and V/ must be in P 1 ' 2 . These conditions are not by themselves sufficient to insure the existence of such a u. However, necessary and sufficient conditions follow from results concerning manifolds with singularities of polyhedral type, of which 3R^ is one of the simplest examples ( 1 ), and are as follows :
0 These results will be included in [9] . c) The following integrals are all finite :
Moreover, if condition 2 holds, then a function i^EP^R^ ^) can be 3ĉ onstructed such that V = (^? and -= ^ on 3R^ ^ (see [9] ; for specific problems an ad hoc construction of ^ may be simpler, however).
Remark 1.1. -If a) and b) hold, then c) in condition 2 is equivalent to the following condition, which may be easier to verify : c') For e > 0 sufficiently small, the following integrals are all finite :
We assume conditions 1 and 2 and seek a solution u EP^R^ ^) of (0.1). For the construction of u we shall make use of the following well known facts. Let 3€ be the closed subspace ofL^R^, ^) consisting of those functions in L^R^ ^) which are harmonic in R^ , P be the orthogonal projection of L^R^ ^) onto 3€, and 96 1 be the orthogonal complement of 3€ in L^R^ ^). Let %o be the space consisting of those functions ^CP 2^ ^) such that V = 0 on 3R^ ^ . For every V E %^ , A^EL^R^ ^), and this defines a one to one mapping of %o onto L^R^ ^). The inverse mapping G of L^R^ ^) onto %o can be given explicitly by means of the Green's function corresponding to the Laplace operator in R^ ^. Formulas for this Green's function are well known ; it can be expressed either by an infinite series, or in closed form by means of elliptic functions. The function G/E%Q can be explicitly constructed whenever /E L^R^ ^).
The map G becomes an isometry when %o is provided with the norm
J_a J_fc
This norm is equivalent to the norm induced on %o by the norm (1.1) on P^R^). Thus G(3 = -Gg + -=<//. Thus ^ is the desired solution, and it is clear on on on from (1.6) that we can construct u explicitly provided we can construct the projection Pw of an arbitrary element w E L^R^ ^) onto 96. We shall return to the construction of u in § 7 after more information about the projection P has been obtained.
Review of some projection formulas.
Let K be a Hilbert space and S^o be a closed subspace offf. We recall some projection formulas which express the orthogonal projection PQ of K onto S^o in terms of projections ontosubspaces of XQ. For proofs and further details see [4] .
One simple and well known formula arises in case^Co is separable. For then there exists a complete orthonormal basis {u^} in ^o and
where P^ is the orthogonal projection of ^ onto the subspace spanned by u^ : P^h = (h, u^)u^ for h €/?. In order that (2.1) be practical for computations, however, the orthonormal basis {u^} must be known explicitly and one must be able to evaluate the error committed by truncating the series in (2.1) to finitely many terms. =9€, ®ae,.
In this case Pg is expressed in terms of the orthogonal projections P, and P, of e onto ^e^ and 36, respectively by means of the following series :
If the minimal angle 6 between 96, and 3^ is positive, then
, and
(The norm || || here means the bound of the operator.) Thus we have the error estimate
3) In view of (2.3), (2.2) is practical for computations provided one knows P^ and P^ (or sufficiently good estimates for P^ and P^) and cos0 (or a sufficiently good upper bound for cos0).
Another useful inequality is obtained if (2.2) is rewritten in the form PO-£ (i-p2)(p,p^p,+ ^ a-Pi)(P2Pi)"P2.
M=O "=()
Since for h ej?, In the remainder of this paper J? will be L^R^ ^) and the subspaces considered will be subspaces of3€. , .
with a< w) , ^) constants ; u., ^x\ ^ .,(^) ^1^2 6^ ^.7>» ; flwrf * MV ^^'^^^^ » ^i.w^^ "y,w
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The expansions (3.8. ''Y2~ŵ hich converge uniformly in x on compact subsets of (-TT , ir), one sees easily that for such functions h^ expansion (3.9.j.^)' holds if and only if (3.8.j.^) does. Thus, Corollary 3.1 follows immediately from Theorem 3.1.
It remains to prove Theorem 3.1.
The proof of Theorem 3.1.
The proof of Theorem 3.1 breaks down into several steps. We shall prove that for ju, v = 0,1 : where 0 < Io < .8, 0 < Ii < ^ • IT R t' 0110^ from (4.1) (see [7] , [3] , [5] ) that the direct sum 31€^ + 3e^ is closed in 96 and that cos 6^ < (I^Iy) 172 , where 0 " is the minimal angle between SC^ and 9€^. Theorem 3.1 is thus immediate.
In order to prove 1) we note that if h^9€^ ng^, then h can be extended by reflection to a function h which is harmonic in a^b ' ^cept possibly for isolated singularities at (-a, -b\ (-a , 6),  (a, -b), and (a, 6) . Since TiGL^R^), therefore h^L 2^^ ^) and these singularities, if they exist, can therefore only be logarithmic singularities. But 
1\1 1~
^/2^-^"|- ,.
(-ir-n^) ,
Then h^e^, A^ege^ and it can be shown that closed form. For it follows from (3.11) that is periodic of period two,
Since F^x) > 0 unless --< x < ^, and 0 < $ (
<^^.
•""W^^^M^j^, If follows that for a > 2 :
Jn order to estimate \^OL) for a < 2 we need a better estimate for J^. For this purpose we use integration by parts to calculate /»^/3 J^ ^(ax)F (4) (x)dx explicitly. Direct computation shows that all derivatives of <^(x) are periodic of period two and that all are continuous except 4>'" (x), which has jump discontinuities at x = 1,3,5 ,...: oreover, for ^/7 <a<2and0<x< ^/7, clearly 0 < ax < a-^/5 and 3 < a^/7 < 2^/7 < 4. Thus
and it is a simple but tedious matter to compute Finally we consider .8 < a < ^/7. For x > 0 the function a-1 F(x/a)=xa 2 (x 2 + a 2 )" 2 is monotone increasing in a for 0 < a < x. Thus (see (6.7)) for a < ^/5
Moreover, for any N=3,4,...
,4^ ((2^ -I) 2 + 3) However, it is not difficult to see from (6.13) that actually IQ (a) > -
7T
for sufficiently large finite a. Thus Io(c0 attains its maximum IQ at 2 some finite positive a, and IQ > -. Obtaining an exact value for IQ is 7T therefore much more difficult than obtaining the exact value for I^ .
Construction of the solution.
Theorem 3.1 being proved, the solution u of (0.1) can now be constructed from equation (1.6) . In this equation, set w ==/-AV ; then u =v+ G(I-P)w , gives an approximation to u, and by choosing MQ , N() sufficiently large we can insure a priori that the error
is as small as we please.
Thus in order to approximate u it suffices to approximate u. Moreover, the function V is known, and Gw can be easily constructed using (7.2) and the fact that
Let h = Pw. We therefore need only to construct a function h' G 96 such that Gh' can be explicitly constructed and such that the error II h -h 1 1| can be estimated a priori. The solution u to (0.1) will then be approximated by the explicitly constructible function
where w is given by (7.2) , with an error
which can be estimated a priori. In the remainder of this section we show how such approximations h 1 to h = fw can be constructed. to approximate each of the functions h = P w . Let which can be approximated a priori (using the bounds for cos0 y given in Theorem 3.1) and, by choosing K sufficiently large, can be made as small as we please. We investigate separately each of the terms on the right hand side of (7.8). Elementary calculation shows that fc,/=l w=M+l r^=l ^=1 r^=l <j^=l w^=l w^=l w^=l w^=l
," Q.
•
We shall derive bounds for these quantities in Lemmas 7.1, 7.2, and 7.3 below. For this purpose we shall also need the following equations :
II U^ II 2 = ^ ab 2 a^m) Q^a^m) 6) , 
in the same way that (5.4) and (6.2) follow from (3.10) and (3.11) .) It follows immediately that
One verifies that the function R^OO Qo 2^) = ( sinh 27rx -27TX) (sinh 27rjc + 27r;c)~1
is positive and monotone increasing for x > 0, and that sup R^Q^O^ lim R'OOQo 2^^ 1 .
j(>0 jc -»<»
On the other hand,
is also < 1 for x > 0, so sup R^MC^C^ lim R^OcyQ- 2^^ 1 ,
x >0 x -><» and the lemma follows. This lemma is immediately verified : and that cos 6^ = -, where 0^ is the minimal angle between ^eâ nd 3€^. Moreover, complete orthogonal bases {U^} and {V^} for SC^ and 3e^ are known, so that the techniques of sections 7 and 8 could be applied to the decomposition 9€^ = 3^1^ + 90^ for ^ = v. It would seem, in fact, that this would lead to some improvement in our results, at least for the case ^ = v = 0, since those error bounds 2 which involve cos 0^ would surely be improved if cos @oo = ~ were 7T substituted for cos 6^ < .8.
The drawback in this approach is that the basis functions are not as convenient for our purposes as are {U^°} and {V^°}. This is due to the fact that the functions GU^°, GV°° cannot be given explicitly in closed form in terms of elementary functions.
Appendix.
In this appendix we give the results of numerical calculations performed, for each of the four parity cases, on a clamped platê a,b w1^ a = ^ & = TT. The computations were programmed (and the calculations supervised) by Professor R. G. Hetherington of the University of Kansas computer science department.
We took as data F = 1 in the positive quarter and F = ± 1, depending on the parity, in the other quarters of Ry ^. To establish the approximate solution u we used the projection onto the subspace 9€^ generated by U^, m = 1,.... 12, and V^, n = 1,.... 
