Establishing the relation between perception and discrimination is a fundamental objective in psychophysics, with the goal of characterizing the neural mechanisms mediating perception. Here, we show that a procedure for estimating a perceptual scale based on a signal detection model also predicts discrimination performance. We use a recently developed procedure, Maximum Likelihood Difference Scaling (MLDS), to measure the perceptual strength of a long-range, color, filling-in phenomenon, the Watercolor Effect (WCE), as a function of the luminance ratio between the two components of its generating contour. MLDS is based on an equal-variance, Gaussian, signal detection model and yields a perceptual scale with interval properties. The strength of the fill-in percept increased 10-15 times the estimate of the internal noise level for a 3-fold increase in the luminance ratio. Each observer's estimated scale predicted discrimination performance in a subsequent paired-comparison task. A common signal detection model accounts for both the appearance and discrimination data. Since signal detection theory provides a common metric for relating discrimination performance and neural response, the results have implications for comparing perceptual and neural response functions.
Introduction
Long-range visual phenomena have received considerable attention because of the possibility that they can elucidate high-level integrative processes in the visual system (Spillmann & Werner, 1996) . The watercolor effect (WCE) is a particular example, in which local contrast across a contour produces a uniform filling-in of color across a large region of the visual field (Pinna, 1987; Pinna, Brelstaff, & Spillmann, 2001) . Figure 1a shows an example of the WCE in which a light orange interior contour added to a darker purple contour (see stimulus detail, Figure 1b ) generates a uniform orange region. In general, the color of the contour with the lower luminance contrast relative to the background generates a more salient (saturated) fill-in color than the contour with higher contrast (Devinck, Delahunt, Hardy, Spillmann, & Werner, 2005; Pinna et al., 2001 ). In Figure 1a , the orange contour has a lower luminance contrast with the background and the filling-in of the orange color is more apparent (left and right regions) than that of the purple (central region). Although the phenomenon occurs for equiluminant contours, the effect appears stronger with an increase in the luminance difference between the interior and exterior contours (Devinck et al., 2005) .
While the fill-in color is perceptually salient, the strength of the WCE has proven difficult to quantify. Previous attempts have used, for example, matching (Devinck et al., 2005; von der Heydt & Pierson, 2006) , hue cancellation Devinck & Spillmann, 2009) , and paired comparisons (Cao, Yazdanbakhsh, & Mingolla, 2011) . Matching and cancellation measure the phenomenon by specifying stimuli of equivalent appearance or strength to the fill-in color, but the results show large within and between individual variability (Devinck et al., 2005; von der Heydt & Pierson, 2006) . Paired comparisons do allow for estimation of stimulus strength for small differences in terms of differences in the probability of discriminating the effect. For large differences in appearance, however, only ordinal information is available.
Here, we measure the relation between the WCE and the luminance ratio between the two inducing contours, using difference scaling, a psychophysical method that permits estimation of interval scales for large stimulus differences, i.e., equal scale differences correspond to equal perceptual differences (Krantz, Luce, Suppes, & Tversky, 1971) . Originally, this method involves presenting the observer with an ordered quadruple or two (non-overlapping) pairs of stimuli distributed along a physical continuum (Schneider, Parker, & Stein, 1974) . The observer judges which pair displays the greatest difference. Maloney and Yang (2003) developed an equalvariance, Gaussian, signal detection model of the task that they fit by maximum likelihood to estimate scale values that best predict the observer's choices. Their approach is referred to as Maximum Likelihood Difference Scaling (MLDS) and is explained in detail in Knoblauch and Maloney (2008) .
MLDS has been successfully applied to estimate perceptual scales along a diverse set of physical continua, including color differences (Brown, Lindsey, & Guckes, 2011; Lindsey et al., 2010; Maloney & Yang, 2003) , surface glossiness (Obein, Knoblauch, & Viénot, 2004; Emrith, Chantler, Green, Maloney, & Clarke, 2010) , transparency of thick materials (Fleming, Jäkel, & Maloney, 2011) , image quality (Charrier, Maloney, Cherifi, & Knoblauch, 2007) , distortion of faces (Rhodes, Maloney, Turner, & Ewing, 2007) , and correlation in scatterplots (Knoblauch & Maloney, 2008) . It has also been used to aid in the localization of neural processes common to perceptual decisions (Yang, Szeverenyi, & Ts'o, 2008) .
We use a variant of this procedure that employs ordered triads of stimuli to quantify the effect of the luminance ratio on the strength of the WCE (Kingdom & Prins, 2009; Knoblauch & Maloney, in press ). The observer still judges intervals, but now the high endpoint of one pair is the same as the low endpoint of the other. An example of a triad is shown in Figure 1d . The observer can simply judge whether the stimulus on top is more similar or closer in appearance to the one on the left or the right. Intuitively, a stimulus value that leads to equal probabilities of making this choice is considered to be equally distant from the two bottom stimuli on a perceptual scale.
The signal detection model for MLDS applies, as well, to triads. While the task is based on judgments of large stimulus differences, the model also predicts discrimination for small ones, although this assertion has never been tested. We evaluated whether difference scales were equally valid for small differences by testing whether the estimated scale values predict discriminability for comparisons between two stimuli. The results support a common signal detection model for both large and small stimulus differences.
Methods Observers
Four observers participated in the experiments, each returning for several sessions to complete all conditions. Three of the observers remained naive over the course of the experiment and one was an author. All observers had normal color vision as assessed by a Farnsworth Panel D15 and normal or corrected-to-normal visual acuity. Ages ranged from 23 to 36 (mean age (SD) = 27.5 (9.8) years), and both genders were equally represented in the sample.
All experiments were performed in accordance with the principles of the Declaration of Helsinki for the protection of human subjects.
Apparatus
Stimuli were presented on a 33-cm CRT video monitor (FlexScan F77S) driven by a PC computer (2.26 GHz using a 10-bit video card). Experiments were performed in a dark room. The experimental software was written in MATLAB 7.9 (http://www.mathworks.com/) using the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) . The monitor was calibrated using a Minolta colorimeter (CS 100 Chroma Meter) and procedures described in Brainard, Pelli, and Robson (2002) . Observer position was stabilized by a chin rest so that the screen was viewed binocularly at a distance of 180 cm.
Stimuli
The stimuli to generate a WCE were oblong regions defined by sinusoidally wavy contours. The contours undulated at a frequency of 1.5 c/deg with a peak-totrough amplitude of 0.83 deg. The region was 3.56 deg high and 1.62 deg wide. The width of the contour was 1.6 min and was divided into inner orange and outer purple contours of equal widths for the test stimuli (Figure 1b) . Control stimuli were generated by interleaving or braiding the orange and purple contours (Figure 1c ). These appeared to produce no WCE.
The stimuli were presented on a background of 47 cd/m 2 with CIE 1931 chromaticity coordinates (0.320, 0.310). The purple exterior contour had a luminance of 1.56 cd/m 2 with chromaticity coordinates (0.316, 0.182). The orange exterior contour was set initially at 12.1 cd/m 2 with chromaticity coordinates (0.470, 0.337). We also specified the stimuli in a cardinal direction space (Derrington, Krauskopf, & Lennie, 1984) with axes LM, S in an equiluminant plane and a third axis corresponding to luminance contrast normalized to limits at T1. In this space, the orange and purple contours were at azimuths of 45 and 320 deg, respectively. A series of 10 stimuli was generated by varying the luminance between the base level of the interior contour and 32.8 cd/m 2 . These were chosen to be equally spaced in cardinal direction space yielding 10 elevations between 0 and 0.72 with 0 defined as the base level. The purple elevation was fixed at j0.8.
Procedure
Observers adapted to the screen for 2 min before starting the experiment. A trial consisted of the presentation of a triad, (a, b, c) of WCE patterns with three elevations chosen from a series of 10, with a G b G c, as in Figure 1d . Stimulus b was always the upper stimulus in the middle, and stimuli a and c were randomly positioned on the left or right. A fixation cross appeared in the center of the screen. Each WCE pattern was offset 1.62 deg vertically from the fixation cross. The two bottom patterns were offset 2.28 deg laterally.
A session consisted of the random presentation of the 10!/(3!7!) = 120 unique triads from the series of 10 elevations of the orange contour. At the beginning of each trial, the observer fixated the cross. With presentation of a triad, he was instructed to fixate each pattern until he could choose which of the two bottom patterns (left or right) was most similar to the upper pattern with respect to the color of its interior region. The observer's response initiated the next trial. A session required no more than 5 min so that the average duration of a trial did not exceed 2.5 s.
A free viewing procedure was employed to ensure that the observer's judgments were based on foveal views of the stimulus and not comparisons across different peripheral, retinal regions. A temporal presentation was ruled out to avoid the possibility of memory effects. Free viewing has been used to study the WCE in numerous previous studies (Devinck et al., 2005; Devinck & Spillmann, 2009; Pinna, 1987; Pinna et al., 2001) . von der Heydt and Pierson (2006) used a duration of 1 s, not too much shorter than our estimated average duration, and Cao et al. (2011) used 150 ms to study an achromatic variant of the WCE.
To control for responding simply on the basis of the contour instead of the filled-in appearance, sessions were also run with just control stimuli (see Figure 1c) . Each observer performed 8 sessions with the test stimuli and 5 sessions with the control stimuli. Observer FD repeated the 8 sessions, providing a total of 16 sessions.
A difference scale was estimated from each session using functions from the MLDS package (Knoblauch & Maloney, 2008) in the open source software R (R Development Core Team, 2011, http://www.r-project.org/), and the scales from the individual sessions were averaged to obtain means and confidence intervals for the perceptual scale.
When properly parameterized, the estimated scale values of an MLDS experiment are in the same units as the measure dVfrom Signal Detection Theory, i.e., in units of the standard deviation of the internal noise (see next section). In a second experiment, each observer's average scale for the test stimuli was used to estimate stimulus pairs for which the elevation difference corresponded to perceptual scale differences (or dVvalues) of 0.5, 1, and 2. Then, sessions were run in which these stimulus pairs were presented in random order with the left/right positions of the stimuli also randomized across trials as well (Figure 1e). Interleaved with the test stimuli were an equal number of braided control stimuli also corresponding to the same elevation differences of the orange component of the contours. The observer's task was to rate on a scale of 1-5 whether the stimulus with a stronger orange filling-in was on the left or right, with 1 indicating that it was most likely on the left and 5 most likely on the right. A session consisted of 120 trials (20 presentations of the 3 stimulus differences for test and control). The number of sessions completed by each observer was: FDV16, SFV8, NMV5, and BAV6. For each condition, the proportions of hits and false alarms were estimated from the distributions of the cumulative ratings of the observers with respect to the position of the stimulus with the higher luminance elevation of the orange component. Receiver Operating Characteristics (ROC) were fit to the ratings with a cumulative odds, ordinal regression model (McCullagh & Nelder, 1989 ; see Appendix B) using functions from the package ordinal (Christensen, 2010) with the software R and used to estimate dV under an equal-variance, Gaussian assumption.
Model
We represent the 10 elevations of the stimulus by variables 7 i , i = 1, I, 10, and suppose that each physical stimulus level evokes a perceptual filling-in response i , i = 1, I, 10. For simplification, we refer to the stimulus triple (7 a , 7 b , 7 c ) as (a, b, c) . Given the stimulus triple (a, b, c) with 7 a G 7 b G 7 c , we assume that the observer judges the difference between the pair (a, b) larger than that between (b, c). When
or
It is unlikely, however, that the observer would make the same response on every trial when the stimulus b is close to being equally different from a and c. To incorporate this inherent variability of human responses, we suppose that the decision variable, $ abc , is contaminated by internal noise so that the observer chooses the first interval exactly when
where the abc are independent and identically distributed, normal variables with 2 = 0 and variance = 4A 2 . This is an equal-variance, Gaussian signal detection model. The coefficient of 4 on the variance parameterizes the estimated scale values so that the variance of the response for each stimulus level is equal to A 2 . While the stimulus b appears only once, its weight is twice as large because it participates in both comparisons in the decision variable (see Appendix A for further details). As a result, the estimated scale values ^i /A are distributed as normal variables with A 2 = 1 and are, therefore, in the same units as the sensitivity measure dVfrom Signal Detection Theory (Green & Swets, 1966) . We test this equivalence in the second experiment.
The estimated scale values that best predict the observer's responses are fitted by maximum likelihood (Maloney & Yang, 2003) , and since the decision variable is linear in the estimated coefficients, the fitting procedure is simply implemented as a Generalized Linear Model (McCullagh & Nelder, 1989 ) with a binomial family (Knoblauch & Maloney, 2008 ; see Appendix A).
Results

Difference scales
Subsequent to a small number of practice trials, most observers described the difference scaling task as easy and performed the task rapidly. Despite the growing number of studies published that have used this technique, we have seen no data on the test-retest reliability of the technique. Figure 2 shows all of the scales estimated from the individual sessions for each condition and for each observer as a function of the luminance elevation of the orange contour. The graphs indicate that despite sessionto-session variability in the heights of the curves, which correspond to across-session sensitivity differences, the scales have similar shapes, and the data tend to cluster around a common value for each observer. We have verified through simulation that the session-to-session variability observed corresponds approximately to that which would be expected on the basis of a binomial variable with the probabilities estimated from a single session. The exceptional outlying curves that three of the observers display were neither from the first nor the last sessions, so these are unlikely to be the result of learning or practice effects. Implicitly, the higher the curve, the steeper the underlying psychometric function involved in the interval discrimination, so these occasional outliers are similar to the occasional steep psychometric function that one might obtain when performing many discrimination experiments. Figure 3 shows the average estimated perceptual scale values with 95% confidence intervals as a function of the luminance elevation of the orange, interior contour. The orange points of Figure 3 correspond to the scales obtained with the test stimuli and the purple with control stimuli in which the orange and purple contours were braided, thereby attenuating the phenomenon (see Figure 1c) . The estimated scales for the control condition are nearly flat, i.e., independent of the luminance elevation. A repeated measures analysis of variance provided no evidence for the significance of fluctuations in the average levels of the control condition (F 8,24 = 0.904, p = 0.529). These results support that the observers responded on the basis of the perceived color of the filled-in region and did not simply judge the appearance of the orange contour.
Over the middle range of elevations, the strength of the WCE increases nearly linearly with luminance elevation in a qualitatively similar manner for all 4 observers. Three of the observers show a maximum value near 10, while FD attains a maximum value 50% greater, perhaps reflecting his greater experience as a psychophysical observer or with these stimuli. The results confirm previous findings obtained with hue matching and cancellation that the strength of the WCE increases with the luminance ratio between the interior and exterior contours (Devinck et al., 2005) . The scales obtained by MLDS, however, show considerably less variability than those obtained with these other techniques.
The perceptual scales are fixed at 0 for the lowest stimulus level by construction. Thus, for p physical values, only p j 1 scale values are estimated (Knoblauch & Maloney, 2008; Maloney & Yang, 2003) . The estimated scales are unique only up to a linear transformation, i.e., addition of a constant or multiplication by a factor (Maloney & Yang, 2003 ; see Appendix A and also see Falmagne, 1985; Krantz et al., 1971; Roberts, 1985 for more complete discussion of the axioms and proofs underlying the interval representation and uniqueness of difference scaling). Here, the estimates have been parameterized so that the scale values are expressed in units of the estimated internal standard deviation of the response. Thus, the results indicate a 10-to 15-fold increase of the effect with respect to the internal noise for a roughly 3-fold change in the luminance of the test contour.
Model goodness of fit
In this section, we analyze the goodness of fit of the decision model on which the scale estimates are based. If the scale estimates are to be interpreted as representative of the observers' perceived differences in the stimuli, we should expect that the decision model provides a good description of the observers' choices over the experiment.
Linear models are typically evaluated with respect to the size, homogeneity, and patterning of the residuals. In the case of binary data, such residuals are difficult to judge because the data take only the values of 0 and 1, but the fitted values are the expected proportion of correct responses. The residuals of a linear model actually arise from the signed square roots of the components of the log likelihood. Extending this idea to GLMs gives rise to the definition of deviance residuals that can be used for goodness-of-fit evaluations for these models (McCullagh & Nelder, 1989) . In the case of binary data, the deviance residual, d i , of the ith data point is defined as
where E(y i ) is the expected or fitted value of the ith data point and y i is the ith binary response. The sum of the squared deviance residuals is minus twice the log likelihood, the criterion optimized in fitting the model. Wood (2006) describes two diagnostic plots to visualize the adequacy of a binary GLM model based on analyses of deviance residuals. The first compares the empirical cumulative distribution function (ecdf) of the deviance residuals to a bootstrapped confidence envelope of the curve (Efron & Tibshirani, 1993) . 
Rating scales
The estimated scales in Figure 3 describe how the appearance of the fill-in color changes with the luminance difference between the distant contours that generate the phenomena. We tested whether these scales are equally valid to describe discrimination of small differences by performing a paired-comparison experiment for small stimulus differences predicted from each observer's own scale to yield a given performance level. Figure 5 illustrates schematically how levels were selected. The orange points indicate three of the estimated scale values on this detail from the whole curve. The smooth black curve is a cubic spline interpolation curve. We chose 4 levels on the ordinate whose separations correspond to the discrimination performance levels that we wished to test. The arrows from these ordinate levels to the interpolated curve and then to the abscissa give the desired stimulus elevations. In practice, we chose the reference level for each observer to be near to where the estimated curve approached linearity. The elevations used for each observer are indicated in Table 1 . Figure 6 shows ROC plots (probability of a hit, P H versus probability of a false alarm, P FA ) for the four observers for stimulus differences predicted to yield values of dV equal to 0.5, 1, and 2, according to the difference scales in Figure 3 . The purple points indicate the results for the control stimuli and the orange for the test. The points were obtained by cumulating the ratings conditional on the higher elevation stimulus being on the right (Hit) or left (False Alarm) across each of the 5 levels for each of the two conditions. The gray curves (solid for the test, dashed for the control) indicate the expected ROC contours for an equal-variance Gaussian model if the observer's sensitivity is equal to the nominal value, i.e., predicted by the perceptual scales obtained by MLDS. In the case of the control stimuli, the points are closer to the positive diagonal, indicated by the dashed lines, corresponding to dV= 0 for most of the conditions. In two cases (observers SF and NM at nominal dV = 0.5), the fitted curves bow inward, indicating a negative value of dV. For this weak stimulus condition, these observers may have been judging the contour rather than the fill-in color and choosing the stimulus with the interior orange contour that displayed a greater contrast with the background. Recall that the fill-in color typically is determined by the contour with the lower contrast with the background. For the test conditions, the points fall close to the predicted curves. The black curves (solid for the test, dashed for the control) indicate the best fit equal-variance, Gaussian model (see Appendix B for discussion of the fitting procedure and a test of the equal-variance assumption). The estimated values of dVand the estimated standard errors are provided in Table 2 .
The left four panels of Figure 7 show the average values of dVestimated from the individual sessions plotted against the nominal values predicted from the individual difference scales of Figure 3 for each of the four observers. The results for the test conditions are plotted as orange points and the control as purple. The agreement of the data and prediction is very good for observer FD. The other 3 observers' data display more variability but are, also, based on fewer trials. There is a tendency for two of the observers (SF and NM) to select the control stimulus in the control condition for the lowest nominal value of dV, as indicated above. In addition, for observer BA, the lowest two control points are closer to the test prediction than the control. This could indicate that she based her judgments on the luminance of the orange component of the contour rather than the fill-in color although her behavior shows better separation of the two conditions when the stimulus difference is greater. Thus, we cannot exclude that this observer based judgments on the contour for the weaker two stimuli. Globally, however, the test conditions tend to fall near a line of unit slope and the control near a line of zero slope. The error bars approximate 95% confidence intervals for the individual points but have not been corrected for multiple comparisons, which would make them larger. Except in the cases indicated, these results, again, support the hypothesis that observers' judgments were based on the perceived color of the interior region of the stimulus and not of the physical contours. The dVvalues were modeled using a repeated measures analysis of covariance with Condition (Control or Test) taken as a two-level factor and the nominal value of dVas a covariate. A significant difference in the slopes across conditions was obtained ( 
Discussion
While difference scaling is most frequently performed with stimulus quadruples, the possibility of using triads has previously been discussed (Falmagne, 1985; Krantz et al., 1971; Roberts, 1985) . We find that the task is simpler with triads, in that one only needs to indicate Figure 6 . ROC curves for the four observers for stimulus differences expected to yield d Vvalues of 0.5, 1, and 2 (left to right) and using either the control (purple) or test pattern (orange). The points are the hit and false alarm probabilities calculated from the observer's ratings. The black curves are the ROCs for the estimated d Vvalue that best fit the data under the equal-variance, Gaussian model. The gray curves are the expected curves under the same model based on the observer's MLDS scale. The solid curves correspond to the fit and predictions for the test conditions and the dashed curves for the control.
Observer
Control Test whether a reference stimulus is more similar to one of two stimuli rather than to judge two pairs simultaneously. In either case, the observer makes ordinal judgments of intervals between stimuli rather than simply ordering the stimuli themselves.
The results are consistent both within and across observers. It may be that the binary judgments are also easier to perform than matching or canceling an evanescent illusion, thus leading to the greater reliability observed. In addition, matching and cancellation only yield equivalences to reference stimuli. Without a measure of the perceptual strength of the reference, there is still no measure of the strength of the effect. Since MLDS is based on ordering intervals, the resulting scale is automatically interpretable as an interval scale, i.e., equal scale differences correspond to equal perceptual differences. In addition, the signal detection model establishes a scale in which strength is related to a measure of internal variability.
Since the strength of the perceived fill-in color that we are trying to measure depends on the luminance of a distant physical contour, there is the danger that the observers will respond solely on the basis of the contour. To test for this possibility, we used a control stimulus with the same chromatic components but distributed in a manner that interfered with the filling-in phenomenon. If the observers respond on the basis of the contour, we expect to obtain similar perceptual scales from both test and control sessions. In fact, control scales were statistically independent of the luminance difference in the inducing contours, supporting the hypothesis that the observers' judgments were based on the strength of the perceived filling-in. The only situation in which there seemed to be evidence that the judgments were based on the contour rather than the interior region of the stimuli was in the paired-comparison experiments for the control conditions at the lowest nominal dVvalues. If the judgments were based only on the interior region, then observers would have performed at chance. It is not surprising that in a discrimination experiment, observers might exploit alternative cues, if present. Cao et al. (2011) used the degree of inconsistency in judging pairs of stimuli evoking different strengths of an achromatic version of the WCE to demonstrate that the WCE can be quantified. For this method to work, stimuli must be spaced closely enough so that the observer's judgments will be probabilistic, e.g., a given pair (a, b) will, on some trials, be judged a 9 b and on others b 9 a. This typically means that many closely spaced stimuli must be scaled, and the number of trials needed to estimate the scale would be much greater than in MLDS. An underlying scale can be derived from discrimination data by measuring discrimination steps over a large range of the stimulus dimension. This is rarely done as the task is heroic. Instead, an underlying response function is typically assumed and the data fit by estimating its free parameters (for example, see Foley & Legge, 1981; Legge & Foley, 1980; Smithson, Henning, MacLeod, & Stockman, 2009 for recent examples). The scale's interpretation as a perceptual scale depends on the assumption that equally discriminable differences are perceptually equal. Such an assumption is unnecessary for difference scaling since the task involves comparison of stimulus intervals directly.
In addition, scales based on paired comparisons alone depend on distributional and variance assumptions (Kingdom & Prins, 2009 ). Maloney and Yang (2003) have shown, however, that scales estimated by MLDS are robust to both distributional and equal-variance assumptions. We could not reject an equal-variance, Gaussian model in favor of one based on an unequal-variance assumption (see Appendix B). The consistency between threshold and suprathreshold regimes that we observe, thus, may depend on the fact that the equal-variance assumption was not violated in the paired-comparison judgments.
A number of previous studies have attempted to test whether different psychophysical tasks might depend on a common underlying mechanism. Some of these studies involve only testing the consistency of performance across tasks (for example, Calkins, Thornton, & Pugh, 1992; Heinemann, 1961; Pugh & Larimer, 1980; Thornton & Pugh, 1983) , thereby implying a common response mechanism. Others explicitly use signal detection models to relate various tasks through a common response function (for example, see Hillis & Brainard, 2005 , 2007a, 2007b for comparisons of discrimination and asymmetric brightness matching). The principal difference of these latter studies from ours is that in the latter cases an underlying parametric response function was assumed to test whether it could account for both suprathreshold and threshold performance whereas the novelty of the difference scaling approach is that an underlying response function is estimated directly from observers' judgments.
Signal Detection Theory provides a common metric for comparing discrimination performance and neural activity (Britten, Shadlen, Newsome, & Movshon, 1992; Green & Swets, 1966; Tolhurst, Movshon, & Dean, 1983) . The extrapolation of psychophysical results beyond the threshold domain to encompass perception has been problematic, however (Krantz, 1971; Luce & Edwards, 1958; Stevens, 1957) . Brown et al. (2011) have recently demonstrated that color scales estimated by MLDS predict reaction times as a function of color difference. Here, we show that discrimination performance for small differences in the WCE is predicted by perceptual scales that are based on comparisons of suprathreshold intervals. Our results, thus, permit an account of threshold and suprathreshold performance within the same signal detection model. Further tests to validate this framework might examine whether difference scales predict performance in other tasks, such as asymmetric matching (Hillis & Brainard, 2005) . If these results generalize to other perceptual tasks, then signal detection theory will have provided a natural bridge between threshold and suprathreshold performance.
Response functions assumed to be mediating psychophysical performance often are inspired by neurophysiological data. Interesting questions include whether the response functions estimated by MLDS will have the same form as those obtained from physiological recordings and whether the psychophysically obtained functions can be used to identify signals in the brain mediating perception. Of course, depending on the level at which neural activity is probed and the methods used, we do not necessarily expect the limiting sources of noise to be the same. We believe, however, that analyzing such differences will provide useful information in identifying the neural substrates of perception. The approach then could provide a common basis for comparing perceptual and neural response functions.
Appendix A Maximum likelihood methods for difference scaling
In the difference scaling task, the observer is tested with p stimuli, 7 i , distributed along a physical continuum with 7 1 G 7 2 G I G 7 p . For the method of triads, the observer is presented with triples, (7 a , 7 b , 7 c ) on each trial and judges whether the interval (7 a , 7 b ) is smaller than (7 b , 7 c ). Equivalently, the observer chooses whether 7 b is more similar to 7 a or 7 c . We assume that on a given trial, the choice depends on a decision variable, $, contaminated by noise and that the choice is the pair (7 a , 7 b ) precisely when
where the i are internal responses to the stimuli and i is distributed as a Gaussian random variable with 2 = 0 and variance = 4A 2 . The coefficient of 4 follows from the rule for calculating the variance of a linear combination of independent random variables (Chung, 1974) , given the weights of each response in the decision variable and the assumptions of equal variance and independence of the responses to each stimulus. We would like to estimate the values i , i = 1, p, and A 2 . Maloney and Yang (2003) proposed to estimate the values by directly maximizing the likelihood:
where É is the vector of response coefficients, i to estimate, R is the vector of observer responses (0 for choosing the left, 1 for the right) on each trial, È is the cumulative normal distribution function, and % i is defined in Equation A1 . The choice of coefficients is unique only up to a linear transformation so Maloney and Yang (2003) constrained the values of 1 and p to 0 and 1, respectively, thus, leaving p j 1 parameters ( 2 , I, pj1 , A) to estimate by maximizing Equation A2 over all n trials. Knoblauch and Maloney (2008) exploited the linearity of the decision rule, Equation A1, to conceptualize the problem as a Generalized Linear Model (GLM) with a binomial family (McCullagh & Nelder, 1989) :
where the expected value of the response Y is the probability of choosing the left or right stimulus and is related to a linear predictor, X" by a link function, g, here È
j1
. X is an n Â p design matrix with one column for each stimulus level and one row for each trial. Each row has 3 non-zero elements taking on the values (j1, 2, j1) in the columns corresponding to the stimuli on that trial and the weights in Equation A1 . To render the model identifiable, however, the first column of X is dropped, which fixes the estimate of the first coefficient to 0. " is the p j 1 vector (" 2 , I, " p ), of scale values to be estimated. Once the design matrix is set up with the response vector, the solution can be obtained with many off-the-shelf software packages that contain a function for performing a GLM.
In this parameterization, the scale is fixed at 0 for the lowest stimulus level but unconstrained at the highest level. The coefficients obtained by GLM are related to those obtained by the direct maximization approach by
To parameterize the scale to a unit variance for each response level, we double the " i .
Appendix B Test of equal-variance assumption in discrimination data
The rating scale data were modeled with a cumulative, ordinal regression model (McCullagh & Nelder, 1989) . Such models can be represented as follows:
where g is a link function and Y the rating whose probability being less than the kth category boundary is conditional on the explanatory variable x. The categories here refer to the ratings. On the right side of the model, X" is a linear predictor and E k is a category (rating) dependent intercept that is constrained such that E 1k2 G E 2k3 G III G E pj1kp ; it provides an estimate of the rating boundaries on the scale of the linear predictor. The minus sign attached to the linear predictor is a convention that results in probability increasing with increased rating and increase in the linear predictor. The model matrix, X, corresponds to that of a two-level factor indicating whether the higher luminance orange contour stimulus was presented on the left or right. When the link function is chosen to be the inverse of a Gaussian cumulative distribution function (or probit), this is equivalent to fitting the data with the equalvariance Gaussian signal detection model. We performed the fits of this model to the rating data by maximum likelihood using the clm function in the package ordinal in the software R (Christensen, 2010; R Development Core Team, 2011) . The unequal-variance, Gaussian, signal detection model is represented as follows:
where A i is a scale parameter that depends on the value of x, i.e., whether the test condition was on the left (0) right (1). The ratio A 1 /A 0 is the inverse of the slope of the zROC contour, i.e., the contour obtained when the two axes of the ROC plot are transformed by the inverse of the Gaussian cumulative distribution function. This model and the equal-variance model, Equation B1, form a nested pair, and so the equal-variance assumption can be tested with a likelihood ratio test. The two models differ by 1 degree of freedom. Table B1 shows the # 1 2 values (Column 4) and the unadjusted p-values (Column 5) for the likelihood ratio tests of the equal-variance model for each observer and condition (Columns 1-3) . Three of the 24 tests display p-values between 0.01 and 0.05. Bonferroni's adjustment of the p-values for multiple testing is given by
where n is the number of tests. Adjusting the p-values with this conservative correction eliminates all of the values less than 0.05 (Column 6). The False Discovery Rate provides a more powerful test, in that it finds more significant results, at the cost of a less conservative criterion (Bretz, Hothorn, & Westfall, 2010 
where the p-values have been ordered, such that p i is the ith in the sequence. The corrected values are given, then, by taking the minimum cumulatively through the reversed ordered sequence of q f values. However, even with this less conservative correction none of the values attains significance (Column 7). Thus, we find no evidence to reject the equal-variance model in favor of the unequalvariance alternative.
