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Abstract—A Virtual Machine Monitor (VMM) is a software 
layer that partitions a hardware platform into one or more 
virtual machines [9]. Each of these virtual machines was 
sufficiently similar to the underlying physical machine to run 
existing software unmodified. In this research, we evaluate 
two VMMs which are commonly used in Client-Server 
system: KVM and OpenVZ. KVM is a VMM that uses a full 
virtualization technique to support program binaries 
compiled to a different instruction set that the one executed 
by the underlying hardware. OpenVZ implements operating 
system (OS) virtualization where all guest operating systems 
have one kernel in common with the host OS. Our experiment 
results show that OpenVZ can be used to create a higher 
number of virtual machines compared with KVM, however 
OpenVZ is only sufficient to serve light-weight applications. 
For serving heavy-weight applications such as a web-server 
with pictures and multimedia capability, the KVM is better. 
 
Keywords: Virtualization, virtual machine, VMM, operating 
system.  
 
I. INTRODUCTION 
A virtual machine monitor (VMM) came into being as a 
software-abstraction layer that partitions hardware platform 
into one or more virtual machines. Each of these virtual 
machines was sufficiently similar to the underlying 
physical machine to run existing software unmodified [1]. 
A VMM will be less a vehicle for multitasking, as it 
was originally, and more a solution for security and 
reliability. In many ways VMMs give operating systems 
developers another opportunity to develop functionality no 
longer practical in today’s complex and ossified operating 
systems, where innovation moves at a geologic pace [2]. 
Functions like migration and security that have proved 
difficult to achieve in modern operating systems seem 
much better suited to implementation at the VMM layer. In 
this context, VMMs provide a backward-capability path for 
deploying innovative operating system solutions, while 
providing the ability to safely pull along the existing 
software base. 
The VMM can also provide total mediation of all 
interactions between the virtual machine and underlying 
hardware, thus allowing strong isolation between virtual 
machines and supporting the multiplexing of many virtual 
machines on a single hardware platform [3]. The VMM 
can then consolidate a collection of virtual machines with 
low resources onto a single computer, thereby lowering 
hardware costs and space requirements. 
 
II.  BACKGROUND 
A VMM provides a uniform view of underlying 
hardware, making machines from different vendors with 
different I/O subsystems look the same, which means that 
virtual machines can run on any available computer. The 
VMM layer can map and remap virtual machines to 
available hardware resources at will and even migrate 
virtual machines across machines [4]. 
Figure 1 shows three virtual machines (VMs) running 
different operating systems simultaneously on one physical 
computer. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Virtual machine system 
 
  
In this research, we evaluate two VMMs which are 
commonly used in client-server system: KVM and 
OpenVZ. KVM is a VMM that uses a full virtualization 
technique to support program binaries compiled to a 
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different instruction set that the one executed by the 
underlying hardware. OpenVZ implements operating 
system (OS) virtualization where all guest operating 
systems have one kernel in common with the host OS. 
 
III. METHODOLOGY 
We performed our experiments on a computer (host) 
which has the following specifications: 
 Lenovo H330 Intel ® Core ™ i3  
 CPU 2120 @ 3.3GHz. 
 Processor: 4 cores 
  64 bit  
 Operating system: Debian Linux 6.0 
 RAM 4GB  
 Hard disk GB 
  KVM 
 OpenVZ 
 
We performed three experiments to evaluate both 
VMMs.  
A. Experiment 1 
This experiment aimed to evaluate how many virtual 
machines can be created using KVM and OpenVZ on 
the same host. The architecture for this experiment can 
be seen in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. KVM vs. OpenVZ comparison 
 
B. Experiment 2 
This experiment aimed to evaluate the availability of 
servers when a virtual machine is filled with the ISO image 
and accessed by users from different networks. The 
architecture of this experiment is shown in Figure 3. 
 
C. Experiment 3 
This experiment aimed to evaluate the performance of 
virtual machines when they are used as web servers. Two 
applications are installed on the server: Joomla and 
Vdocument .  The architecture of this experiment is shown 
in Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Architecture for two virtual machine servers 
with three clients. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Architecture for two virtual machine servers 
with additional applications. 
 
IV. RESULTS AND DISCUSSION 
Our experiment results in experiment 1 show that by 
using KVM we can create six virtual machines on the same 
host/platform. As shown in Table 1, KVM can serve four 
virtual machines that can run simultaneously on the same 
host with the availability 100%.  However for the four, 
fifth and sixth virtual machine, the availability is dropped 
to 97.5%, 85% and 49.17% respectively. According to 
NEC standardization, the availability which can be 
tolerated is 99.99%. This means that only three virtual 
machines can be created using KVM on the host that we 
use in our experiment.   
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OpenVZ 
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Table 1. Number of virtual machines created by KVM 
 
 
 
 
 
 
 
 
 
 
 
In contrast to KVM, OpenVZ can be used to create 13 
virtual machines on the same host as shown in Table 2. 
Among the virtual machines, there are 7 virtual machines 
which have availability 100%.   
As can be seen in Table 1 and Table 2, the main factor 
that affects the limitation number of virtual machines 
which can be created is memory usage.  KVM requires 
larger memory space to create a virtual machine compared 
with OpenVZ. For example, when using KVM to create 
virtual machine 1, it requires 455MB. On the other hand, 
OpenVZ only requires 94MB to create virtual machine 1. 
 
Table 2. Number of virtual machines created by OpenVZ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Our experiment 2 and 3 shows the availability of virtual 
machine which is taken by using Openmanager tool as 
shown in Table 3, Table 4.  
As can be seen in Table 3, with only two virtual 
machine the availability of server is around 99.99%, which 
means that the quality of server in virtual machine is good.  
This availability can be calculated theoretically by using 
the following  equation: 
 
 * 100% 
 
For example in Table 4, The VM3 has uptime 23 
hours which is equal to 86160 seconds and the total time is 
86400 seconds. Hence, the availability is: 
 
  
 
Table 3. The availability of 2 virtual machines. 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4. The availability of more than 2 virtual machines 
 
 
 
 
 
 
 
 
 
 
As shown in Table 4, the increase in the number of 
virtual machines will reduce the availability of some 
virtual machines. 
 
V. CONCLUSION 
In this research, we evaluate two VMMs which are 
commonly used in Client-Server system: KVM and 
OpenVZ. KVM is a VMM that uses a full virtualization 
technique to support program binaries compiled to a 
different instruction set that the one executed by the 
underlying hardware. OpenVZ implements operating 
system (OS) virtualization where all guest operating 
systems have one kernel in common with the host OS. Our 
experiment results show that OpenVZ can be used to create 
a higher number of virtual machines compared with KVM, 
however OpenVZ is only sufficient to serve light-weight 
applications. For serving heavy-weight applications such as 
a web-server with pictures and multimedia capability, the 
KVM is better. 
The main factor that affects the limitation number of 
virtual machines which can be created is memory usage.  
KVM requires larger memory space to create a virtual 
machine compared with OpenVZ. 
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