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CHAPTER 1
INTRODUCTION
Array processing is concernedwith processing
received data that has beencontaminated by noises fran a
spatially distributed array of sensors. One of the
primary goals of passive sonar orradar array processing
is to estimate the intensityof a signal in a givennoisy
environment as a function of thefrequency and wavenumber
vector, or of the angles ofincidence of distant source
signals.This takes the form of a parameterestimation
problem and is similar in many respectsto spectral
estimation processes.Therefore, the directions of
distant source signals can beextracted by the
identification of the sharpest peaksof the spatial
frequency power spectrum ofreceived signals with additive
noises on the sensor array.A number of spectral
estimation techniques[9,14,17,21,38,43] for solution of
the direction findingproblem have been developed overthe
last decade and more.2
On the other hand, in recent years, several authors
[2,3,7,18,29,32,39,45] have adapted standard
eigenstructure-based methods, which are known to yield
high resolution estimates even when the source signals are
partially coherent, to the direction finding problem.
The significance of source signal coherence may evolve
from signal reverberation (e.g., underwater acoustics) or
from jamming.
The second chapter of this study includes a
consideration of the first-order method (Fal), defined as
a method for the direct accommodation of theoriginal data
received from the sensor array.The signal and noise
model used for solution of the direuLion finding problem
in array processing is described.Since finite data
samples and limited numbers of sensors in an array impose
limitations upon resolution of the multiple source
directions, the resolution limits which provide the
general criterion for most direuLion-finding methods
developed to this date are then discussed and a classical
Bartlett spectrum, an auto-regressive (AR) spectral
estimate, and a maximum likelihood (ML) spectral estimate
are described as examples of spectral estimation methods
in order to compare them with the standard
eigenstructure-based method, which utilizes eigenvectors
corresponding to the smallest eigenvalues (in the noise
subspace) of the received-data covariance matrix (or the
periodogram spectrum).Examples of the Bartlett, ML, and3
AR spectra are provided, with performance comparisons.
The well-known multiple signal classification (MUSIC)
technique is shown as an example of the FCNI, using a
standard eigenstrucLure algorithm which is suitable to
situations of low S/11. ratio and closely spaced source
signals, in comparison to the methods previously
considered.In addition, comparisons are made for the
MUSIC, and other spectral estimation methods considered,
focusing on their resolution capabilities. The standard
eigenstrucLure algorithm requires that the additive sensor
noises are spatially white Gaussian and uncorrelated from
sensor to sensor. However, there are practical
situations where the noise fields can be strongly
correlated and a generalized eigenstrucLure algorithm,
which decorrelates correlated noise fields, is introduced.
This algorithm can be applied to most direction finding
techniques for which the noise correlation coefficient is
known or can be accurately estimated.Examples are
provided to demonstrate the validity of this generalized
eigenstrucLure algorithm.
In theory, the eigenstrucLure algorithm offers the
determination of the number of source signals from a
multiplicity of the smallest eigenvalues of the spatial
array covariance matrix. In a practical sense, however,
the spatial array covariance matrix is unknown[28] and
the covariance matrix must be estimatedfrom a finite
sample size. This results in the differentiation of4
eigenvalues with probability one, thus making it difficult
to determine the number of source signals merely by
examination of eigenvalues obtained from the estimated
received-data covariance matrix. To conclude this
chapter, the information theoretic criteria proposed in
Akaike's [1] information criterion (AIC) and
Schwartz- Rissanen's [34,41] minimum description length
(MDL) method are used to correctly determine the number of
source signals. (Computersimulation results for these
information theoretic criteriaare provided.)
From a practical point of view, the situation, in
which noise fields are spatially correlated without
information on the noise correlation coefficients, can be
met. Chapter 3 includes a discussion of the second-order
method (SCM), initially developed by Bugnon and Mohler
[4].This method accommodates "second-order signals" by
auto-convolution of the received original data sequences
on the sensor array in order to copewith troublesome
situations such as a very low signal-to-noise (S/N) ratio
and/or closely spaced source signals. Bugnon, Mohler,
and Rhee [5] have shown that the (ordinary) SCM can be
appliedsuccessfully to the cases of not only (partially)
correlated noises between sensors, without knowledge of
the noise-correlation coefficient, but also non-Gaussian
noises like uniformly distributed random noises.A new
SCM, or "revised SCM ", is introduced, based upon useof a
new covariance matrix thatgives more accurate and sharper5
peaks than the ordinary SCM in the instances of closely
located multiple (correlated) sources, limited numbers of
sensors, correlated Gaussian noises with or without noise
correlation coefficient information, non-Gaussian noises,
and /or low S/N ratios. SCMs do not compete with, but
rather can be combined with, most FCMs to improve source
direction estimation.A spatial smoothing method [33,42]
can be then combined with the (ordinary) and revised SCMs
to resolve the direction finding problem for totally
coherent source signals and correlated sensor noises.
In Chapter 4 the FOM,(ordinary) SCM and revised SCM
are compared, providing concrete examples, including
single source detection with uncorrelated/correlated
sensor noises at a low S/N ratio and the resolution
capabilities of the uncorrelated/correlated, closely
spaced, multiple source signals with Gaussian as well as
non-Gaussian noises.
In Chapter 5, the degree to which the SCM is
superior to the FOM with respect to the S/N ratio is
discussed.Also, threshold S/N ratios expressions for the
FCM and SCM are derived for situations when multiple
sources are closely spaced.These quantified results
readily indicate that the SCM resolves closely spaced
multiple sources better than the FOM.Simulation results
are obtained by conducting several runs,comparing the
theories for the threshold S/N ratios. In addition, the
envelopes in which the SCM can resolve multiple source6
directions better than the FOM are demonstrated for both
equipowered and non-equipowered sources.Also, the
Estimation of Signal Parameter via Rotational Invariance
Techniques (=ET) [27,37] is introduced and compared
with the SCM, briefly. The modified direction finding
scheme, which makes the array covriance matrix hennitian
Toeplitz by taking average values of diagonal and
off-diagonal elements of the sample array covariance
matrix where those matrix element values are practically
all different, can somewhat improve the resolution of
multiple source directions.
Lastly, this study is summarized and conclusions are
presented in Chapter 6.7
Symbols and Notation
Complex conjugate transpose
0 Convolution operator
ADelta product performing a component to component
multiplication of two matrices
XWavelength
pCorrelation coefficient of sensor noises
TTranspose of the matrix or vector
cSpeed of planewave propagation
DSensor spacing
FFourier transform operator
fo Center frequency of the planewave
f Temporal sampling Frequency
Number of sources
NNumber of data points
QNumber of sensors
[S/N]fSignal-to-noise ratio for the first-order method
[S/N]sSignal-to-noise ratio for the second-order method8
CHAPTER 2
FIRST-ORDER DIRECTION FINDING METHODS
In this chapter, several first-order methods for
finding the directions of source signals arriving at
sensor arrays are discussed.To solve the direcLion
finding problem, the signal and noise model array
processing must first be derived.
2.1 Signal and Noise Model
First, the problem of resolving the arrival
directions of multiple source signals incident to a sensor
array in the presense of background noise is considered.
When the kisource signals are impinging on the
uniform linear array with Q sensors from directions {01,02,
--- V, signals received at the ith sensor can be
expressed as
= si(t -(i -1) (2/c)sin01) + xi (t) (2-1)
where
sl() = signal emitted by the lth source,
= direction angle of the lth source,and
xi (t) = additive noise at the ith sensor,and x(1), x(2),
x(N) are independent and identically distributed
(i.i.d.) .9
For one-dimensional plane wave sources( Fig. 2-1), the
characteristics of which are discussed in Appendix
Eq. (2 -1) can be written as
M
ri (t) = expf jcoot- jk/A7kil + xi (t) (2-2)
1=1
where
k1 =(coo/c) D sinel = koD sine/(the normalized
spatial frequency or angular wavenuMber with
respect to the x-axis), and
xict = (i 1) .
Wave front
1 D 2 3
(2-3)
(2-4)
X-axis
Fig. 2-1Configuration for a plane wave impinging on the
sensor array.
Generally, the plane wave sources can be expressed inthree
dimensions (Fig. 2-2) asM
r,1(t) exp{jcootkTr},
1 =1
10
(2-5)
where
IcT = k.z]
= (0)0D/c) [(sin01) (sin01)(cosei) (sin01), (cos01)](the
normalized wave number vector), and
rT Y [xi( iczik](the positional vector).
Fig. 2-2 shows the graphical description of the plane wave,
in which the plane surface perpendicular to the direction
of k is referred to as the wavefront.
k
&: azimuth angle
I
:elevatior angle I
.7/
Fig. 2-2Three-dimensional plane wave.
In this study, for the sake of simplicity, we
consider only one-dimensional cases, such asEqs.(2-2),(2-3), and (2-4), are considered, unless otherwise noted.
To obtain the received-data from the sensor array, the
signals are sampled according to both temporal and spatial
sampling theorems, i.e., to avoid temporal and spatial
aliasing effects arising from the time and space sampling
processes, the temporal sampling frequency fs must be
greater than or equal to twice the center frequency fo of
the plane wave. In the same manner, the spatial sampling
frequency (1/D) should be greater than or equal to twice
the spatial frequency of the wave (1/X), where Xis the
wavelength equal to (2g/k)=(c/f0). Thus, we have the
sampling time
Ts =(1/f.$).5(1/ (2 fo) ) (2-6)
and
D 5_(X/2) =(1/2) (c /f0) . (2-7)
Furthermore, since the magnitude of (sinel) is less than
one, from Eqs. (2 -3) and (2-4) the samplingcondition forces
k1 to lie within the Nyquist interval (-7r<_ kj. r).Then
rewriting Eq.(2 -2) as
r1(t) = s1 (t) expf- jcoo (i-1) (D/c) sine/} +x1(t) (2-8)
.1=1
and letting
w= w0(i -1) (D/c)sin61/ (2-9)
the received signals on the sensor array canbe expressed12
in the veckor form:
r(t)=a(01).31(t)+x(t),
1 =1
or
(2-10)
r(t)
where
r/ (t)
=Ais(t)
[ri(t),
+x(t),
r2(t), . . . rb(t)],
(2-11)
(2-12)
ST(t)
and
xT(t)
=
=
[si(t),
[x1(t),
s2(t),
x2(t), . . .
sm(t)].
x(2(t)];
(2-13)
(2-14)
and where At is a Q x M ct rection matrix of the FOM whose
columns are directional-vectors, expressed as
aI(01) = [1,exP (-jwzi ) exP - (2-15)
If the source signals are modeled as stationary
(zero-mean) stochastic processes they are assumed to
possess a positive definite matrix P. On the other hand,
if the source signals are modeled as deterministicsignals
with zero-sample mean, then it is assumed that
N
P= (1 /N) s(t)e(t) ,for large N (2-16)
t=1
is exist and is positive definite <persistentexcitation
condition>.13
Assuming that the additive noises are zero-mean and
uncorrelated to the source signals, the following sample
array covariance matrix, corresponding to Eq.(2 -11), is
given by:
R = AIPALI* + ELIK(t),e(t)], (2-17)
where the noise sample covariance matrix approaches to
true noise covariance matrix for large N.
For two jointly stationary random signals ui(t) and uj(t)
are called uncorrelated if pig 0,correlated if 0<lpiil<1,
and coherent ifpig1, where
pig =iT[ui(t)uj*(t)]/(E[ 1ui(t)12].E [I uj(t)12] )2.
On the other hand, for the deterministic signals,
be expressed as
pig =I Pik 12/ for large N,
where
P= (1/ IV) u (t) u(t) 13 3
t=i
N N
Pi= (1 /N) 1 u (t)12r
t=1
jcan
andP -=(1/N) I u ,(t)12-
t=1
Note that if the sources are uncorrelatedwith respect to
each other, the source covariance matrix P isdiagonal and
nonsingular; if the sources are correlated, then P is
nondiagonal and nonsingular. Coherent sources make P
nondiagonal, but singular.14
If the noises are uncorrelated between sensors and
have the constant variances c?, then
R = AtWil* + 02.;, (2-18)
where IQ is the Q x Q identity matrix.
2.2 Resolution Limit
In the case of a limited number of data sequences
and a limited number of sensors, the resolution capability
is one of the key issues in contemporary direction-finding
estimation. In this sec_Lion, the broadly accepted
resolution criterion initiated by Rayleigh [31] is
considered.As a rule, fortemporal (spatial) spectral
analysis, the spectral resolution limit is approximately
the reciprocal of the signal observation time (effecLive
aperture of the array), i.e.,
TeBe =1
where Te is the temporal (spatial) observation time and Be
is the temporal (spatial) bandwidth. This relationship
is called the time bandwidth product_ (TBP).Modification
of the relationship required for random signal caseshas
been explained by Marple [25].However, the TBP does not
explicitly quantify the capability of resolving a spectral
response due to two or moresignals.As a result, a
number of proposed definitions of resolutionhave appeared
in the literature, most of which concernthe capability of15
resolving the desired angles of two adjacient sinusoids.
These definitions rely on some measure of how close the
two sinusoids may be before their spectral responses are
indistinguishable. High resolution direction finding
methods effectively extrapolate the measured signal beyond
its observed interval. This effectively makes Te larger,
while Be becomes smaller and the resolution is
correspondingly improved.
The following example provides a specific
illustration of the resolution limit of a plane wave in
array processing. Consider a plane wave with a center
frequency fo and the normalized spatial frequency
kr1=(coa/c)E1 sin8. It follows, then, that
s(27,t) = exp(jcoot-jkrrx), 0 5 x 5_ Q-1
where Q represents the number of sensors.Taking a
spatial Fourier transform of s (x, t),
S (k, t) = exp ( jcoot-jknx) exp ( jkx)
x=o
Q-1
= exp ( jcoot) exp {j(k-kn) x}
x=0
= exp (jcoot)
1-exp[j(k-kn) Q]
1-exp[ j (k-kn)]= exp (jcoot) exp[ j (k-kn) (Q-1) /2]
sin [(k-kn) Q/2]
sin [(k-kn) /2]
16
The magnitude of the spectrum of s(x,t) is depicted in Fig.
2-3. Its resolution capability, expressed in terms of
normalized spatial frequency, is limited to the width
(27r/Q).
Furthermore, by letting LIk = (27 A)/1)00, the approximate
resolution limit of the direction angles can be obtained as
AO = (.,/(0)), or AO = (2/0, ifD= (A/2) .
I S (k,t)
kri+-4
2IC
kri+Q
Fig. 2-3Magnitude of spatial spectrum of a complex
sinusoidal wave incident on the array withQ
sensors.17
2.3 Classical Bartlett, Auto-rearessive, and
Maximum-likelihood Spectral Estimation Methods
As one of the first-order spectral estimation
methods, first, consider the classical Bartlett spectral
estimate, which is a typical example of the Fourier method.
The Bartlett method takes the spatial Fourier
transform of the windowed array covariance function to
obtain the classical Bartlett spectrum,
Q
D(0) =IWB(i)Ri exp(jkxi)
i=-Q
where
(2-19)
k = (ala/c)D sine , (2-20)
A7_71 = (i -1) ,
= E[rm (t) rn*(t) =1,2,.-.0 (2-21)
and RTB(i) is the Bartlett window, defined as
(1/ (Q +1))(0 +1-1i1) 5-i
W (i) = (2-22)
0 elsewhere .
With respect to the directional vector of Eq.(2-15),the
array covariance matrix can thenbe expressed as
M m
R=I: E[sism*] a (01)a*(Om)+ E[ mec] .
1=1
(2-23)18
Assuming that between themselves the sources are incoherent
and the sensor noises are spatially uncorrelated with
constant varianceso2,Eq.(2 -23) can be rewritten as
R = E[ sisi*] a(01)a*(el) o2I . (2-24)
1.1
Then introducing the Q x 1 searching vector ia(0) as
aT(9) = [1, exp(-jkx2),. . . exp(-jkxo)] (2-25)
Eq. (2 -19) can be expressed as
E6T(0) = a*(0)Ra(0) (2-26)
by neglecting the scaling factor (1/(Q + 1)).
Two additional spectral estimates [8,26,30,38] can
be considered.The auto-regressive (AR) estimate, also
known as maximum entropy (ME) or Burg's spectral estimate,
takes the form
DAR(0) = [la* (0)R-1uo12] (2-27)
where tioT = [1,0,0,---,0], which is the unit vector
composed of one followed by Q -1 zeros.
The second spectral estimate example of the spectral
estimate is the maximum-likelihood (ML), or minimum
variance (MV), estimate expressed as
-1
qlv(0) = [a* (0)11-1a(0) . (2-28)19
The AR and MV estimates work very well so long as the S/N
ratios are fairly high.For multiple source signals, the
resolvability properties of the AR and MV estimates
improve when both the S/N ratios and the number of sensors
increase if the desired angles of source signals impinging
on the sensor array are well separated from each other
(i.e., satisfying the Rayleigh resolution limit by more
than (2/Q)[rad]).
As shown in the following example, at the desired
angles the AR spectral estimate exhibits sharper peaks
than the Bartlett spectral estimate.
Example 2.1 Figs. 2-4 and 2-5 represent the
resolution limits of the Bartlett method with three and
five sensors, respectively. It can easily be seen that
the Rayleigh resolution limit improves as the number of
sensors is increased.
Fig. 2-6 shows the Bartlett, ML, and AR spectral
estimates as given in Eqs.(2 -26),(2-27), and (2-28),
respectively, for two pure sinusoidal waves at 01 = 15° and
02 = 55° with five sensors, where additive sensor noises
are white Gaussian and uncorrelated between sensors, at
S/N = 16.9 dB. It may be observed that the AR spectrum
has sharper and deeper spectral peaks than the Bartlett
and the ML spectra. Maintaining S/N = 16.9 dB,the
number of sensors decreased to three in Fig. 2-7, in which20
it may be obsersed that all spectra tend to worsen. In
particular, the Bartlett spectram cannot resolve the two
peaks. The effect of decreasing the S/N ratio is shown
in Fig. 2-8, in which all spectra again worsen as the S/N
ratio is changed decreased to 10.9 dB. In all three
cases, Figs. 2-6, 2-7, and 2-8, the AR spectrum is shown
at best solution for resolving the direction-angles of
multiple sources.
Finally, Figs. 2-9 and 2-10 indicate how the AR
resolution capabilities of the single source and two
source signals, respectively, change in terms of the
number of sensors. From both figures it is easily shown
that the resolution increases with an increase in the
number of sensors.
The apparent resolution of the MV spectral estimate
is poorer than that of the AR estimate, but is better than
the classical Bartlett method. Cox [10] has quantified
the resolution capability of the MV method.While other
studies have related that the AR spectral estimate
clearly justifies the statement that the MV estimate shows
less resolution than the AR estimate. Burg [6] showed
the relationship between AR and MV spectral estimates
takes the form
Q
[Dmv]-1 =(1/Q) [DAR]
k----1
i.e., the reciprocal of the MV spectral estimate is equal21
to the average of the reciprocals of the AR specLral
estimates from 1 to Q. The lower resolution of the MV
specLral estimate relative to the AR estimate observed is,
in practical terms, due to the averagingeffect of the AR
spectra of the least resolution for a small number of
sensors, mixed with the AR spectra of the highest
resolution fora large number of sensors.Forlarge
data records,the variance of the MV specLral estimate has
been observed empirically to be less than an AR specLral
estimate of identical number of sensors [23].Moreover,
the relationships between resolution, the number of
sensors, the S/N ratio and the bias for the estimates
considered above have been firmly established [23,24,38].0
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2.4 Multiple Signal Classification Method Based on
Standard Eiaenstructure Alaorithm
The eigenstrucLure-based methods for the direc, ion-
finding problem are known to yield better resolution and
more desirable angle estimation characteristics than such
spectral techniques as the AR or MV, especially at the
lower S/N ratios, in which the latter techniques often
fail to resolve closely spaced sources. The principal
idea of such eigenstrucLure-based methodsas the multiple
signal classification (MUSIC) method is the division of
the information in a spatial array covariance matrix into
two vector subspaces, one of which is a signal subspace
and the other a noise subspace. In this section,
Schmidt's [10,33] MUSIC method is considered as a typical
example of a FCM. This MUSIC method is subsequently used
to compare the direction- finding performances with SCMs.
For the M plane wave source signals incident on the
uniform linear array with Q sensors from directions 101A
as considered in section 2.1, the Q x Q spatial
sample array covariance matrix was derived in Eq.(2-16):
R = A1PA1* + E[Nr].
For spatially uncorrelated noises with constant variances
02,R, as in Eq.(2-18), was determined to be
R = ALIPALI* + 021Q.30
The following theorem can then be applied to solve the
direcLion finding problem.
Theorem 2.1 (Standard Eigenstructure Algorithm (SEA))
Let {si>E2>...>e(2} and {v1,772,...firc} be the
eigenvalues and the corresponding eigenvectors of R given
by Eq.(2-18), where Al is the QxAtVandermonde matrix
with rank M (14.<0. So long as the Aix M matrix P is
nonsingular, the following is true:
i) the minimum eigenvalue of R is to2 with
multiplicity Q-A& i.e.,
EIV+2 = =EQ= 02 ;
ii) the eigenvectors associated with the minimal
eigenvalues are orthogonal to the column span of
the matrix At, i.e.,
VM4-1, Nr/V+2"' 1 {a(0/c),k =
where a(0k) is the kth column vector of Al as
expressed in Eqs. (2 -9) and (2-15).
Proof 2.1
i) Since Al has a rank ofMand P is a positive definite
matrix, A1PA1* is non-negative with rank equal to M.
Therefore, the matrix R in Eq.(2-18) is positive
definite. Since{e1 >&2> ->EQ}and {171,172,---,170,}31
are the eigenvalues and corresponding eigenvec.Lors of
the positive definite matrix R, i.e.,
1,2,---,0,then
[A1PA1* + o?I]
or
Cl 0 0
0 e20 0
0 0 EQ
RviEiVi
[VIV2. . .VQ]
[ALIPAI*][171,172,
E02 1 0 0
0 E2-02 0 0
0
EfriC32
E14C32 4-1
0
0EQ-02
[V/ V2 .VQ].
Since A1PT11* has the rank of M with M non-zero
eigenvalues, the(C)-/4)Ei must be equal too2 in order
that both sides of the equation have identical ranks
(M). For the non-negative definite matrix
the ei with values equal to o2 must be the smallestwithin these terms.Thus, it can be seen that
E0 C2-
The vector space corresponding to the minimal
eigenvalues o2 is then called the noise subspace,
along with the vector space associated with the signal
subspace of the rest of the eigenvalues.
ii) Using the full rank property of AL1 and R, and defining
N/r1 = [v Irm+.2,---,170], which spans the noise
subspace of R, each with the identical minimal
eigenvalues 02, it is easily seen that the linearly
independent column vectors of the matrix AL1 is
orthogonal to the subspace Vn 0
Thus the desired direction angles of the source
signals will be associated with the peaks of the function,
according to Theorem 2.1,
Q -1
17j7 "MUSIC a* (e) (/: ),:* )a (0) (2-32)
.1(=M4-1
where a(0) is the Q x 1 searching vector, as defined in
Eq. (2 -25).
Unlike the spectral estimates discussed in the previous
section, Dmusicdoes not represent the true signal power
associated with each direction angles, but the peaks of
Dmusic guaranteedlycorresponds to the true direction
angles so long as the ensemble average R of thesample33
array covariance matrix is exactly known along with
uncorrelated noises between sensors. Eq.(2-32) also
implies required minimum number of sensors should be at
least one more than the total number of sources present
(i.e., QM+1)
Note that now the eigenstruL ure-based methods
retain only the information in the signal subspace
eigenvectors, i.e., they form only a rank M approximation
to R, thereby excluding the contribution of power in the
noise subspace components.As a result, these
eigenstructure based methods effeuLively enhance the S/N
ratio and yield high resolution direction-finding
assignments in array processing.Moveover, the
eigenstructure algorithm offers the effect of obtaining
the value of the noise variance.
The following example clearly indicates the value of
the proposed MUSIC method based upon the standard
eigenstructure algorithm in comparision to the methods
considered in section 2.3.Unless otherwise stated, 256
data samples will be used for computer simulations,
throughout this study.
Example 2.2 The resolution capability of the
MUSIC method, compared with the spectral estimation
methods introduced in section 2.3, is considered for two
plane waves buried in spatially uncorrelated Gaussian
noises.34
Fig. 2-11 compares the MUSIC method and the
Bartlett, MV, and AR methods for two sources at 611= 15°
and 02 = 55° with three sensors at S/N = 10.9 dB.It is
clear that the MUSIC method based on the standard
eigenstructure algorithm, is more reliable than either the
AR, MV, or Bartlett methods, although the AR method
appears to becompetitive in the case of both a high S/N
ratio and well-separated source signals (i.e., greater
than the Rayleigh resolution limit).
However, from Figs. 2-12 and 2-13 it may be seen
that the resolution performance of the AR specLrum
abruptly worsens, in corriparision to the MUSIC method, as
the S/N ratio is decreased.As a result, the AR specLrum
cannot resolve the two peaks at S/N = -5.9 dB, while the
MUSIC method clearly accomplishes (Fig. 2-13).
Fig. 2-14 reflects a test performed to determine how
well the four direction-finding methods resolve the
direction angles when the two source signals are closer at
a fairly high S/N ratio. In this case, only the MUSIC
methodresolves the two peaks at 15° separation with S/N
= 16.9 dB.Moreover, the more samples that are taken,
the better the resolution obtained with the MUSIC method
(Fig. 2-15).Note that, as seen in Fig. 2-15, even the
MUSIC cannot resolve the two source signals for IV= 128.(ri
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2.5 Generalized Eiaenstructure Algorithm
In this seuLion, a generalized eigenstructure
algorithm (GEA) for application to situations wheresensor
noises are spatially correlated is derived. So long as
the positive-valued noise correlation coefficient is known
or can be accurately estimated, the matrix W can be
determined in order to decorrelate correlated noise fields.
Algorithm procedures are described as follows:
Let Ei and vi, 1=1,2,---,0 be the eigenvalues and
corresponding eigenvectors of the matrix pair (R,Q), with
el in descending order, i.e.,
R = ANA* o2Q, (2-33)
where P is the (correlated or uncorrelated) nonsingular
M x M source sample covariance matrix, as in Eq. (2 -16) and
a2Q is the noise covariance matrix in which the
correlation coefficient matrix Q is known, but the
nonnegative multiplicative scalar (or variance of the
noise)a2 is unknown.
Since the matrix Q is positive definite so long as
Q is non-singular with the positive-valued correlation
coefficient, the nonsingular matrix W exists such that
Q = 14,1 (2-34)
(if each element of Q is real, then W is real). Then,
substituting Eq. (2 -34) into Eq. (2 -33) yields
R = APA* a2Tart% (2-35)Since W is nonsingular,
(W-1) R (W*)=(W-1)(APA* 62WW*) (W*)
or
(W-1) R (W*)=(w-1)(PA *) (W*) +62
41
(2-36)
(2-37)
Eq.(2 -37) then becomes an eigenstructure problem for a
Hermitian (for complex correlation coefficients) or
symmetric (for real correlation coefficients) single matrix
(W-)R(Wk) -1 with the decorrelated noise covariance matrix
(w-1)R(Tor) -1z =/3 z, (2-38)
where the eigenvalues/3i are identical to the originals(ei)
in Rv= EQV,and the eigenvectors are related by
zi = Tevi.
Even when the single matrix cr1R can be directly
obtained from Rv=EQ17, cr1R cannot be Hermitian (or
symmetric).
When P is nonsingular, the following is true:
i) The minimum eigenvalue of(W-1) R (W*)-1is o2 with
multiplicity Q-M, or
Pm+i Pm+2 Po o2.
ii) The eigenvectors corresponding to the minimal
eigenvalues are orthogonal to the columns of the
matrix (A7-1)A.
The value of W may be determined in two ways.
1) The first, for real elements, is to the appearance of
Gaussian Elimination to a symmetric matrix. When Q is
(2-39)42
symmetric, and it can be factored into Q = LDU without row
exchanges to destroy the symmetry, then the upper
triangular U is the transpose of the lower triangular L.
A symmetric matrix has a symmetric factorization Q = LDLT
= (L (D)1/2)( (D)1/2LT) Therefore, the first choice for W
is the lower triangular matrix L(D)1/2.
In order to prove the above statement 1), the
following well-known theorem is needed.
Theorem 2.2 If Q =L1D1U1and Q = L2D2U2, where
the L values are lower triangular to the unit diagonal, the
U values are upper triangular to the unit diagonal, and the
D values are diagonal matrices with no zeros on the
dlagonal, then LI= L2,D1= D2, and U1 = U2 .The LDU
factorization is uniquely determined by Q.
We now prove the statement in 1). Consider the
transpose of Q = LW; the transposes come in reverse order
to give QT = UTD2tr. SinceQis symmetric it is equal to
QT, so we now have two factorization of Q into lower
triangular times diagonal times upper triangular.(LT is
upper triangular with one on the diagonal, as is U).
According to Theorem 2.2, such a factorization is unique;
therefore LT must be identical to U, which completes the
proof.43
2) The second approach, yielding a W which differs
from the first approach, is to use the fact__ that all of the
eigenvalues of a positive definite matrix are (real)
positive. Since the eigenvalues are positive, and the
eigenvectors go into an orthogonalGthat di agonalizes Q,
Q=GBGT=GA/BA/BGT=(G-VB) (G-VB) T. W becomes the G\/13,
where B is a diagonal matrix, the elements of which are
composed of the eigenvalues of Q .
Example 2.3
1pp'
For Q p 1p
pp 1,
where 0p < 1, the decorrelating matrix W can be
determined as follows:
1 0 0 1 0 0 1pp'
4 p 1 0 0a0 0 1b
13c1 0 0d 00 1
where
a = (1p2)
b = c = (p - p2) / (1p2)
d = (13p2 +2p3)/(1p2).44
Therefore,
1 0 0 1 0 0 1 0 0
W p 1 0 0cal/20 = a1/20
c 1 0 0d1/2 phd1 /2I
f
where
h=(pp2) /(1 -p2)1/2
Example 2.4 This example demonstrates how
effectively the GEA may be applied to situations in which
sensor noises are spatially correlated, provided that the
noise correlation coefficient is known or can be estimated.
First, the two incoherent source signals from the
directions81= 15° and82= 30° on three 50 percent,
spatially correlated sensors.For S/N = 7.4 dB, the GEA
resolves the two peaks at the desired angles, while the SEA
shows the two peaks with too much bias at 01 = 8.7° and
02 = 27.3°, as shown in Fig. 2-16. The S/N ratio is then
decreased to 3 dB, as shown in Fig. 2-17. In this case,
both algorithms tend to be biased, but the GEA shows the
two peaks at 01 = 16.8° and 02 = 29.9°, while the SEA shows
two peaks at 6° and 26.6°. However, as the sources
approach each other (within 10° of difference), or as the
S/N ratio is decreased to around 0 dB (for the two sources
at 15° and 30°), the MUSIC based on the GEA arrives at the45
limits of its resolution capability, as shown in Figs. 2-18
and 2-19.
However, the following must be considered: When
sensor noises are correlated with the correlation
coefficient p, the array covariance matrix can be expressed
as R = AIPAI* + 20-201.For example, take the 3 x 3 matrix
Q such that
1 P
202Q =2o2p1 p
pp 1 .
When the SEA is used for correlated noises, this algorithm
recognizes only the uncorrelated portion of 20-2Q by
omitting the quantity 202,0 in each element of the matrix,
i.e., the noise covariance matrix recognized by the SEA
becomes
1pp
20-2p 1
p
p
1
2
1 0
=2 (1 p)ci-2 0 1
0 0
ipPP
PpP
PP
0
0
146
and the excluded portion of 262 is added to the matrix
Alpt*.As a result, the FOM based on SEA provides a
large bias when applied to the correlated noise fields.
However, noise variance will be decreased to 2(1-p)62 from
20-2 .
When the SEA is used for the FOM we call it the
FCMSEA. In the same manner, the FOMGEA for the FOM based
on the GEA, the SOMSEA for the SCM based on the SEA, and
the SOMGEA for the SCM based on the GEA, are used,
respecLively.
Additional comparisons of the FCMSEA, FOMGEA, SCMSEA,
and SOMGEA are considered in the statistical approach
discussed in Chapter 4.F
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2.6 Information Theoretic Criteria for Determining Number
of Source Signals
The eigenstructure algorithm theoretically provides
the information on the number of source signals by
examining the identical minurnum eigenvalues of the array
covariance matrix.However, in practice the eigenvalues
of the array covariance matrix for a finite sample size
result in differences of magnitude. Therefore, the
number of source signals must first be determined before
using the eigenstructure-based method. In this section,
the procedures introduced by Akaike (AIC)[1] and Schwartz
and Rissanen (M=,)[34,41] for determining the number of
sourcesignals are considered.
Assuming thate1 >e,2> >ec2are the eigenvalues of the
sample-covariance matrix R
N
R = (1/N)r(t) e(t),
t=1
(2-40)
wheret = 1, is the observed data which is
i.i.d. and complex Gaussian, and it may be assumed that
M<Q,
the AIC criterion is then defined by
AIC (k)=-2L(k)+2c(k)
where
(2-41)52
L (k) = -21og
is the maximum
C(k) = k(2Q -k)
Q
HEi
i=k+1
N
(2-42)
(2-43)
Q
(1/ (Q-k) ) Ei
i=k+1
log-likelihood, and
+ 1
Q-k
is the number of free adjusted parameters within the model
which provide the minimum AIC, i.e.,(total number of
parameters) (number of parameters due to the
normalization of the eigenvectors) (number of parameters
due to the mutual orthogonalization of the eigenvectors) =
(k +1 +2Qk) (2k) 2((1/2)k(k-1)). The number of source
signals is then determined by selecting the minimum value
of AIC(k), where k 0, 1,---,Q-1.
Note that according to Kashyap [19] the AIC criterion
has been found to be statistically inconsistent insofar as
the probability of error in choosing the correct number of
source signals does not tend to zero as N -> .0 . Hence,
for the large-sample limit, the AIC criterion tends to
overestimate the true rank M.
The other criterion to consider for determination of
the number of source signals is the minimum description
length (DTE),defined by
YDL (k) = -L (k) + (log (N /2)) C(k) (2-44)53
where L(k) and C(k) are given by Eq. (2 -42) and (2-43),
respectively. The NDL criterion is known to yield a
consistent estimate, i.e., the selection criterion
converges to the true rank Min the large-sample limit
[13,35,45].
Example 2.5 For this example, simulation results
are presented to show the performances of the AIC and MDL
in several situations. The source signals considered are
plane waves with uniformly distriubuted random phasing on
(0,2n).First, a situation is considered in which two
sources,01 = 5°, 62= 10°, are impinging on an sensor array
with seven sensors at S/N = 5 dB, using N = 128. As shown
in Table 2-1, both the MDL and AIC successfully detect the
two closely spaced sources, although the eigenvalues of the
sample-covariance matrix are all different, i.e., 15.97,
1.23, 0.37, 0.34, 0.30, 0.26, and 0.24. However, when a
third source at 16° is added in the case of two sources
with same S/N ratio, i.e.,S/N = 5 dB, the AIC minimum value
can be correctly obtained for M = 3, but the MDL minimum
value is incorrectly detected for M = 2 (see Table 2-2).
To observe the limitations of the detecLability of MDL and
AIC, the AIC and MDL tests were performed for three sources
at 5°, 10°, and 16° in terms of the S/N ratio shown in
Table 2-3. It is noteworthy that, according to these
experimental results, the AIC criterion is more reliable54
than the MDL criterion for determination of the number of
source signals when the sources are closely spaced at a
very low S/N ratio.For this simulation, with source
signals set at 01 = 5°,02= 10°, and 03 = 16°, the lowest
S/N ratio for the AIC sufficient for precise determination
of the number of sources is -2 dB, while the MDL is
satisfactory so long as the S/N ratio is above 5 dB.55
Table 2-1. The NDL and AIC Criteria for the Two Closely
Spaced Sources at 5° and 10°, with S/N=5 dB,
N=128.
k 0 1 2 3 4 5 6
MDL1274.84177.2266.76 84.64 98.46 109.29116.45
A1C2549.69317.3765.07 75.16 82.84 90.24 96.00
Table 2-2. The MDL and AIC Criteria for the Three Closely
Spaced Sources at 5°, 10°, and 16°, with
S/N=5 dB, N=128.
k 0 1 2 3 4 5 I 6
MDL1310.43588.571 85.03 85.66 98.30 109.33116.45
A1C2620.8711140.07101.60 177.20 82.51 90.31 96.0056
Table 2-3. The Limitations of the NDL and AIC Criteria for
the Three Closely Spaced Sources at 5°, 10°, and
16°, with N=128, as the S/N ratio changes.
k 0 1 2 3 4 5 6
-3(dB1
MDL449.53144.9972.42 85.6998.50109.36116.45
AIC899.06252.9076.38 77.2782.9090.3596.00
-21dB1
MDL534.55174.3373.12 85.7098.47109.35116.45
AIC1069.11311.5777.79 77.2882.86 90.35 96.00
0(dB1
MDL728.27253.5374.94 85.7198.42109.34116.45
AIC1456.54469.9881.45 77.3082.77 90.35 96.00
3(dB1
MDL1065.36430.8879.5785.7098.35109.34116.45
AIC2130.73824.6990.69 77.2882.62 90.33 96.00
5(dB)
MDL1310.43588.5785.03 85.6698.30109.33116.45
AIC2620.871140.07101.60 77.2082.51 90.31 96.00
10(dB1
MDL2074.621196.18133.39 85.4398.13109.29116.45
AIC4149.252355.30198.32 76.7482.19 90.25 96.0057
CHAPTER 3
NONLINEAR SECOND-ORDER DIRECTION FINDING METHODS
In Chapter 2, it was demonstrated that the KM based
on the standard eigenstructure algorithm offers much better
resolution limits than the Bartlett, ML, or AR spectral
estimates so long as noises are uncorrelated between
sensors.Moreover, if the noise correlation coefficient
can be accurately estimated, the generalized eigenstrucLure
algorithm can be applied for the determination of source
directions.However, in practical terms it is often
difficult to accurately estimate the noise correlation
coefficients [28].
In this chapter, second -order methods (SOM) based on
an eigenstrucLure algorithm for accomodating cases such as
closely-spaced source signals with very low S/N ratios,
non-Gaussian noises, or spatially correlated Gaussian
noises in absence of noise correlation coefficient
information are considered. The key to Sal performance is
the use of new data sequences, or second-order signals, by
auto-convolution of the original received data on each
array sensor, of the array, where each auto-convolved data
point provides information on all the other data points in
correlation operations with a constant lag.Thus, the S/N
ratios for the new data sequences are improved, which is
reconsidered using the theoretical derived results in58
Chapter 5. In the following section, the second-order
signal and noise model are first derived, then the ordinary
and revised SCULs are introduced and compared in terms of
their resolution capabilities.
3.1 Mathematical DerivationsSCM
The Fourier transform of the received signal veLLor
in Eq. (2 -11) has the form of [4]
F = AtS + X, (3-1)
where
F = F[r], S = F[s], and X =
Then, the spectral-density matrix of L(1)is obtained as
La) A1P1A1* Dx1 (3-2)
where L(1) = E[FF*], P1 = E[SS*], andD341 = Emei.
The second -order signals are built by (auto)
convolution operations on the received signals at the ith
sensor as
r(2)i(t) = ri(t) ri(t) . (3-3)
The corresponding vector for the second-order signals can
be expressed in the frequency domain as
F(2)T = [F12 F22 Fc2] (3-4)
In order to efficiently handle these matrices a new
matrix operator A, or a "Delta product", performs a
component to component multiplication,AAB= C <---> aid bid = cij, (3-5)
whereA, B and C are of identical dimensions. The A
product has the following properties:
1) Forp xq matrices:
a) AAB=BAA,
b) A A (B A C) = (A A B) A C,
c)(A A B) * = A* A B*,
d)(A + B) A C = (A A C) + (B A C).
e)I A I = I, and
M M!
f)(A+B)Am=I Aek BA(M-k)
k=0k ! (M-k) !
2) For p x 1 vector:(A A B) (C A D) * = (AC*) A (BD*)
=(AD*) A (BC*).
By definition [4], the second-order spectral-density
matrix is expressed as
L(2) = E[F(2)F(2)*]
= E[(FF)°2]
= E{ [AiS + X)(A1S + X) *]'A21
= E [ (A1S *SA1* +A1SX* + XS *A1* + xx* ) A-2]
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. (3-6)
Note that in Eq. (3-6) , each element inside the expectation
bracket is the same as an element of L(1), but is raised to
the power of 2.When source signals and noises are
uncorrelated, thenand
60
E[(AISX*)A(XX*)]= 0, (3-7)
E[(3CS*A1*)A(XX*) ]= 0. (3-8)
E[(AISS*A1*) A (AISX*) ]= 0, (3-9)
E[(241SS*A1*) A(XS*24.1*) ]=0 . (3-10)
For the stationary random processx1(t) = al(t) +
jbi(t),whereal(t)andb1(t)are independent, the Fourier
transform ofx1(t) isgiven by
X1X1riX1if
whereX1r = F[ai(t)]andXil=F[bi(t)]with zero-means and
Var[X/r] = Var[Xii] =6x2, the mean valueofX1isE[X1] =
+jE[Xii] = 0 and the varianceofX1isE[X1X1*] =
E[ IX112] = E[X1r2 + X112] =Var + Var [Xii] =2ax2.
Now, when the values ofE[X/2]andE[(X1*)2]are examined:
i) E[X12] = E[(Xir+iXii)2]
E[Xiz-2 -X112 E[Xii_2] - E[ Xii2]
+ j2E[X1r]E[i ]= 0.
ii) E[ (X1')2] = E[X1z..2] E[X112] =0 .
Thus, for a complex Gaussian random variable,
E[X12(Xin*)2] = E[X12]E[(Xin*)2] =0 if1#7.2
On the other hand, if then
E[X/2(X/*)2] = 36x4 + 3ax4 + 2ax4 = 8ax4since E [ X=E [X114] = 3Var2[X1i] = 3ax4.Using these
results, it is possible to obtain
E [ (USX *) A (A1SX *) ]= E [ (A1SX*) 62]= 0
and
E[ (XS* 74.1* ) A (XS* Ai* )]= E[(XS*A1*)62]= 0.
Example 3.1 For Q = 3 and M = 2:
rx * x * x * /all a12s1 1 2 3}\L2
E [ (A1SX* ) A (AISX*) ]= Ea21a22s2
a31a32
E[ (AISX*)62]11
E[ (ansixi*a12s2x1 *) 2]
a112 E[s12]E[ (xi*) 2]+ a122 E[s22]E[ (xi*) 2]
+ 2a11a12 E[s1]E[s2]E[ (xi*) 2] = 0,
and
E[ (AISX*)62] 12E[ (a11s1x2*a12s2x2*) 2]
a112 E[s12] E[ (x2*) 2]+ a122 E[s22] E[ (x2*) 2]
+ 2a11a12 E[s1]E[s2]E[(x2*)2] = 0.
In the same manner, E[ (AISX*)62]ii =0 for i,j = 1,2,3.
The remaining terns of Eq. (3 -6) become
L(2) = E[ (AISS* ) A 2 ]4- 2E[ (AISS* Ai* ) A (XX*) ]
+ 2E[ (AiSe)A(XS*Ai*)] + Dx2 ,
whereDx2 = E[ (Me ) A2] .
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(3 -11)E2
Now, to solve for E[(AISS*A1*)62]in the case of independent
sources,
E[ (AISS*2541 *)62]ii =E{ [(;,aikiski) ( iic2*) i 2}
=E[ 1 Z I Iaikiaik3SkiSk3Sk2Sk4ajk2*ajk4*] : K1 KK3 IA-
i) When ki=k3(=,#)k2=k4,
E[ (AISS*2541 *) 62]ii =E[ ;;aiki2s
, z...,7z..,7ikla2 E[skl
22](a*) 2
X/ x2
[A222A2*]ij.- ,
whereA2=A22,P2 =E[(ss*)62];
(
ii) When ki=k2#k3=k4,
E[ (AISS*A1*) 62]ii =E[ ; I (a1kiski2aiki*)(aik3sk32aik3*) 1
K3
=E[ I (aikiski2aiki*)]E[ 1(aik3Sk32aik3*)]
KI, k'3
E(A121A1*)(A121A1*)1 ijI aik32 E 2 [ Sk32] (a jk3*) 2
[ (A121A1*)(A121A1*) A221A2A2*1ij;
iii) Whenla=k4#k3=k2,
E[(AISS*A1* ) 62]a_ j =[(A1.21A1*)(A1.21A1* ) A221A2A2*1a_ j f
in the same manner as ii); and
iv) In all the other cases,
E[SklSk2Sk3Sk4]°Therefore, the sum of i) through iv) gives
E [ (AISS*Ai* )6,2]
A2P2A2* + 2[ (A1211211*)02 A2P1A2A2*]
Using the charaL eristics of the "Delta product",
E[ (AtSX*) 0 (XS*At*) ]
= E[(A1SS*A.1* ) A (XX* )]= ALE [SS* ] At* ) ]
= (Ag1 A1 *)ADx1
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(3-12)
(3-13)
can be derived. For pure sinusoidal sources, with or
without uniformly di stributed random phasing, we have the
relationship
232A2-
Substituting Eqs. (3-12)-(3-14), into (3-11) yields
L(2)= A222A2* + 2 [ (4121A1 * ) 2A2* )]
+ 2 (AgIA.1*) Ad.
Then, from Eq. (3-2),
= L Dxj.
+ 2 (14121A1 *) Dx2
3.2 Ordinary and Revised Second-Order Methods
Combining Eq. (3-15) with Eq. (3-16) results in:
:L(2)=AL222A2* 2[(L(1)Rci)A2
A222A2*]
+ 4 (L (1) Dxi ) ADxi + Dx2
-A222A2* 2Dx162 Dx22L(1)
6.2
If L
(2)= L(1)
A2[18], then
(3-14)
(3-15)
(3-16)
( 3-17 )L(2) = A2p2A2* +(2Do2 Dx2).
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(3-18)
This is the ordinary second-order specLral density matrix
derived in Buys on and Mohler [4] and Buynon, Mohler, and Rhee
[5].
Now, the first-order and second-order specLral density
matrix in Eq.(3-17) can be used by defining the revised
second -order specLral density matrix as
11.(2)R= 2L(1) (2). (3-19)
Then,
where
LR =A2P2A2* DX
Dx=2Dx12Dx2.
The right-hand side of Eq.(3-20) takes exactly the same form
as the right-hand side of Eq.(3-18). However, the revised
second-order specLral density matrix provides more accurate
information on second-order data sequences than the ordinary
second-order spectral density matrix sinceL(2)cannot be
exactly equal toLarA2 .
Now, the same orthogonality test can be performed for
both Eqs.(3-18) and (3-20) as for the MUSIC by squaring each
element of the searching vector in Eq.(2-25). This doubles
the effective aperture of the sensor array and in theory
resolution becomes twice that of the FOM.
Fig. 3-1 depicts the procedure of performing the
revised SOM. The following example provides a comparison ofthe performances of the relative resolution capabilities
between the MUSIC, the ordinary SCM, and the revised SOM.
Example 3.2 In this example, the computer
simulation results for the resolution of two plane waves in
uncorrelated Gaussian sensor noises, with N = 256, are given.
First, from Fig. 3-2, two sources at 01 = 8° and 13° were
estimated using the MUSIC, the ordinary SCM, and the revised
SCM, where S/N = -3 dB. Thisindicates that the ordinary
and revised SCMs could successfully resolve the two peaks
(the ordinary SCM: 8.0° and 13.7°; the revised SCM: 8.05° and
13.65°), while the MUSIC could not.Figs. 3-3 and 3-4 show
the resolution capabilities of all three proposed methods for
the two sources at 8° and 12° and 8° and 11°, respectively, at
S/N = -3 dB.The ordinary SCM fails to resolve the two
peaks of 3° separation, S/N = -3 dB, and the revised SCM
still shows two peaks at 7.45° and 11.75° (Fig. 3-4).When
the S/N ratio is increased from -3 dB to -2 dB, the two
sources at 8° and 11° can be resolved, using both the
ordinary and revised SCMs, as shown in Fig. 3-5. However,
as shown in Fig. 3-6, all three methods at S/N = -3 dB cannot
resolve the two peaks at 8° and 10°.
This example demonstrates that in comparision to the
ordinary SCM, the revised SCM has the relatively improved
resolution limit.More specific results and additionaldiscussion of the ordinary and revised SCMs may be found in
Chapter 4.
This se(Lion is concluded by mentioning a very useful
simulation tip for the SOM. The Fourier transform of the
auto-convolution of the data sequence fri2J, which is non-zero
for only0 < n < AF-1,
N-1
rkrn-k (3-22)
is given by the square of the Fourier transform of frill,
Y(w) = R(w)R(w) . (3-23)
Since the length of the convolution of the two sequences,
each of length N, is in general 2N, the discrete Fourier
transform (DFT) in the left member of the analog of
Eq.(3-23) must be of length 2N when the DFTs in the right
member of the analog of Eq.(3-23) are of length N.
Therefore, if the sequence frill of length Nis first
zero padded out to the length 2N, then as given in
Eq.(3-22), will still have the length 2N (for its non-zero
portion) and a DFT of length 2N can be used for both
members in the analog of Eq.(3-23). In fact, in this
case the analog of Eq.(3-23) for the DFT is simply the
frequency-sampled version of Eq.(3-22).67
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Fig.3-1. The procedure of the revised SOM.0
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3.3 Application: Combining SOMs with Spatial Smoothing
Method
Recently, several eigenstrucLure-based methods
yielding high resolution direction- finding estimates, so
long as the source signals are uncorrelated or correlated,
have been developed [2,29,32,39,44]. However, in
practice, those methods do not resolve multiple sources
which are coherent. In this section, a spatial smoothing
scheme for the decorrelation of coherent sources is
described [33,42], then applied as a spatial scheme to the
FCMSEA and (ordinary) SCMSEA in order to compare FCM and
SCM perfomance when combined with spatial smoothing
techniques.
Consider a uniform linear array with Y identical
sensors {1,2, -,1} divided into L overlapping subarrays
of size Q as shown in Fig. 3-7.Assume that the M (WO
source signals si(t),s2(t), ---,sm(t) are coherent, i.e.,
sk (t) = aksi(t), k = 1,2,...,1\1, with ak designating a
complex scalar of phase-delayed and amplitude-scaled
replicas of one of the source signals.Applying complex
(analytic) signal representation to the expression of the
received signals from the directions {032022---,61,4}at the
ith sensor, we have14
r
(1)
r
(2)
14
r
(L)
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Fig. 3-7. Confuguartion of Subarrays for Spatial Smoothing.
M
ri ( t) = sk ( t) exp [ -jcolic]+xi( t) (3-24)
k=1
where wil, = ab (i -1) (7/c) sinek , (3-25)
x.2 (t) is the additive noise at the ith sensor.
Rewriting Eq. (3 -24) in vector form yields
where
rT(t) = [ri(t),r2(t), ry(t)]
= Ars (t) + x (t) (3-26)
ST(t)= [sl(t), s2(t), sm(t)],
xT (t) = [xi (t), x2(t),- - - , xy (t) ,and
= [ay (el) ay (62) a () ],
withaz(ek)representing the directional vector
(3-27)
(3-28)
(3-29)75
(associated with the arrival anglegoexpressed as
ayT (ek) = [1, exp (-i(02k), exp(-j(03k), ,exp (-jcoyk)] .(3-30)
Then, let r(1) (-) represent the vector of the received
signals of the lth subarray for 1 = 1,2,--,L,whereL =
Y-04-1.Following the notation of Eq. (3-26),
(t) [1.1 (t) (t), ,r14-Q-1(t)iT
= AQG(1-1)s (t) + x(1) (t),1 5 1 5 L, (3-31)
where
x(1) (t) = [x/ (t), (t), X1 (t) ] T, and (3-32)
G (1-1) , (1-1) th power of theM x Md i agonal matrix,
or
G = di ag Z2,
with
(3-33)
zk = exp [-jcoo(D/c)sinek],k = 1,2, , M.
(3-34)
Thus, the spatial covariance matrix of the lth subarray is
R(1) = E[r (t) r * (t) ]
AQG(1-1)p(G(1-1))*AQ*
02Q(1) (3-35)
where
P is the source sample covariance matrix defined in
Eq. (2-16) ando2Q(1) =E[X(1) (t)X(/)*(t)] with common
variancea2.
If the noises are uncorrelated and identical between sensorswith constant variance c2, Eq.(3-35) can be written as
R(1)= 24c2G(1-1)P (G(1-1))*24Q* 2IQ.
where IQ denotes the Q x Q identity matrix.
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(3-36)
Defining the spatial smoothing output covariance matrix as
R = (1/L) R(1)
and substituting Eq. (3 -36) into Eq. (3 -37) gives
R =AQPsAQ* +0-21Q
(3-37)
(3-38)
wherePs denotes the spatial smoothing source covariance
matrix:
L
Ps = (l/L) G(1-1)P(G(1-1)) *.
1=1
On the other hand, the spatial smoothing source covariance
matrix Ps can be expressed as
(3-39)
P
0
Ps=( 1/L) [I G G(-1) ]
or
PS = (1/1)Ce,
0
P
where C is the M x L matrix such that
P
I
G*
(3-40)
(3-41)C = [EGE G(2)E G(I'l)E]
with
EE* = P
(i.e., E denotes the Hermitian square root of P).
To show that the Ps is a nonsingular matrix, we let
(1/N)I151 (t) 12= 1, without loss of generality.Then, from
Eq.(3 -43) in the case of coherence of the source signals, the
vector E can be derived as follows:
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(3-42)
(3-43)
E
a1
a2
aM
(3-44)
Substituting
C
Eqs. (3 -33)
a1criziaizi2
a2a2Z2ag22
aMalvXma4U
and(3-44) into
aiziL -1
aZ2L-1
ceivizmL -1
Eq. (3 -42)
= MJ
yields
(3-45)
wherea1
M
and
U
1
0
0
X2 X22
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(3-46)
(3-47)
Since the square matrix M is of full rank, i.e., p(M)=M
and U is the Mx L Vanderrnonde matrix, which is known to be
nonsingular with p (U) = min(M,L), the rank of C in Eq. (3 -45)
is p (C) = min(M,L).Also, it is clear that the rank of Ps in
Eq.(3-41) is equal to the rank of C.Thus, if LM, the
spatial smoothing source covariance matrix Ps is nonsingular,
or p(105) =M, and the eigenstructure algorithm can be
successfully applied to the spatial smoothing output
covariance matrix R (in Eq.(3-38)), which takes exactly the
same form as the covariance matrix of the uncorrelated source
signals, regardless of the coherence of the source signals.79
Consequently, the spatial smoothing technique can be
applied to the FOM and SOM to resolve the coherent multiple
sources.Fig. 3-8 shows the procedure for the (ordinary)
SOM combined with the spatial smoothing. The following
example demonstrates that when compared to the FOM, the SOM
is superior for the even coherent sources in conjunction with
the spatial smoothing scheme.
Example 3.3 Two completely coherent sources with
a1 = (0.5,0.7) and a2 = (-0.3,0.9) from the directions of 5°
and 12°, respectively, are resolved using the MUSIC, the
ordinary SCM, and the revised SCM combined with the spatial
smoothing technique. Seven sensors, divided into five
overlappingsubarrays of size three are considered.
Resolution capabilities are tested as S/N ratio is
changed from 3 dB to -3 dB, as shown in Figs. 3-9 3-11.
For the MUSIC, 7° of separation is too close to resolve the
two peaks of the fully coherent sources for all examined
ranges of the S/N ratios. However, both of the Sags show
two peaks with very similar shapes, due to the averaging
effect of the subarray data. From Figs. 3-93-11, it is
readily seen that the bias for both SCMs increase as the S/N
ratio is decreased.Nevertheless, this example indicates
that in comparison to the FOM, the SCM is a very effective
methods for the resolution of coherent sources when
combined with the spatial smoothing technique.83
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CHAPTER 4
COMPARISONS AND DISCUSSIONS WITH EIMPTFS
USING COMPUTER SIMULATIONS
In this chapter, FOM, ordinary SOM, and revised SOM
are compared and discussed, using such concrete examples
as single source detecLion when sensor noises are
spatially uncorrelated or are correlated with low S/N
ratio and the resolution limits of the uncorrelated or
coherent closely-spaced multiple sources with non-Gaussian
as well as Gaussian noises.To assure the reliability of
the results, the statistical approach is generally
preferred.Prior to the comparisons and discussion, the
generation ofspatially correlated noises between sensors
for computer simulation is first considered.
4.1 Generation of Spatially Correlated Random Noises
In this secLion, the process of obtaining correlated
random variables from statistically independent random
variables by a linear transformation is discussed. The
method considered is used specially for the simulation of
correlated random noise in this study. An optional
method of obtaining more generally correlated random
variables from statistically independent random variables,
the Cholesky method or the square root method, is
discussed in Appendix B.85
4.1.1 Real Random Noises
Consider V =[V1, V2, VQ] Ta Qx lreal Gaussian
random vector withpv =[ 0, 0, 0] Tand the Cov (V) =021Q,
where Iis a QxQ identity matrix, as obtained from a
Gaussian Random Number Generator, (fromN(0,1), we can
haveN 02) by trans formationF (N) = aG (N)tu)a Qx 1
real Gaussian random vector W with1.11,1=[p1,p2, ,LLQ] Tand
the
cov(w)=
p
p
p
p
1
p 1
where 0p < 1 and p is a real constant, can be obtained
from the linear transformation
W =(p) 1/2 A Vo + (1-p)1/ 2Ic2v + (4-1)
where A = [1,1,---,1]T and Vo is a Gaussian random
variable, independent ofVI,V2,---,K2with a zero-mean and
variance o2.
This method is not limited to Gaussian random
variables, but can be used for any variables with the
given mean vector and covariance matrix.86
4.1.2 Complex Random Noises
Consider V =[VI,V2,, VQ, VQ+1,,V2(2] Ta 2Q x1
real Gaussian random vecLor withpv = [0,0,---,0] Tand the
Cov (V)=02120, where I2Q is 2Q x 2Q identity matrix, as
obtained a Gaussian Random Number Generator, then a Q x 1
complex Gaussian random vector Z with ;.tz= [111,112,-..410]
and the
Cov(Z) = 2a2
1 I pl IPI
IPI 1 IPI
Ipl
1 Ip1
p 1 1
where 0Ipl< 1 and p is a real or complex constant, can
be obtained from the linear transformation
Z =[(Ipl)1/2AV0 +(1 -IPI)1/2IyA]
+ jE(IPI)1/2X/70 + (11)001/2I6i7B] (4-2)
where A. =[1,1,- 1]T and V0is a Gaussian random
variable which is independent of v1,v2,---,v0,v6+1,.--,v2,0
with zero-mean and variance o2,VA = [V1, V2,.,Vc2] T,and
VB [ VQ+1, VQ+ 2 ,,V20] T
As in the case of real random noises, this method is
applicable to any random variables with the given mean
vecLor and covariance matrix, and not just toGaussian
random variables.87
Example 4.1 Let V be a 6x1 real Gaussian random
vector with i.i= [0, 0, ,0]Tand the Cov (V)--=16.It
follows that a 3x1 complex Gaussian vector Z with;..t.z =
[Of0, 0]Tand the
1 Ipl Ipl
Cov(Z)= 2 Ipl 1 Ipl
IplIpl 1
can be obtained as follows.
Given the statisticallyindependent real random
variables,Vo,V1, V2,..., V6with zero means and unit
variances, we let
a - Wi + jY1,
Z2 = W2 + i Y2 ,and
Z3 = w3 + jY3,
where W1 = (1p1)1/2
w2=( ipi )1/2
w3 =( ipl )1/2
yi( 'pi )1/2
Y2(IPI)1/2
Y3 =( ipi )1/2
Then,
Var[Zi] = E[ I Zil2]
Vo + (1IPI )1/2 V1,
Vo + (1 -IPI)1/2 V2,
Vo +(1-IpI)1/2 V3,
Vo + (1 -Ip1)1/2 V4,
Vo + (1 IPI)1/2 V5,and
Vo + (1 -Ipl) 1/2 V6.
= E[w12 + y12]0,0
= E [I p l Vol (1 Hp( )(.7 1 2 I P I 1/7 (1-Ipl) v42]
= 2,
Var[Z2] = Var[Z3] = 2,
and similarly,
Cov[Z1,Z2] = .E[212.2*]
E[ j171) (w2 j172)]
= E[RTA +Y1 Y2+ j(yA -y2p1)]
= 2IpI.
In the same manner, the
Cov[Z1,273] = Cov[Z2,Z3] = Cov[Z2,Z1]
= Cov[Z3,271] = Cov[Z3,Z2]
= 2Ipl
can be obtained.
4-2. On Sinale Source (at low S/N ratio) with Uncorrelated
and Correlated Sensor Noises
In this section, a statistical approach is applied
for performance comparison of several direction finding
algorithms.The results given are for the case of a
single source, arriving at a uniform linear array
consisting of three identical sensors with an interelement
distance of one-half of the wavelength.Since a large
number of independent variables are available and it is
difficult to claim that any particular set is
representative, it is not useful to consider results of89
single situations, except as examples of expec,Led
performance. The plots obtained provide statistical
results based on direcLion errors measured from different
angles around the sensor array.
Fig. 4-1 shows the results of a performance
comparison of a FCM (MUSIC) and a SCM the performances of
as a funcLion of signal-to-noise (S/N) ratio for a single
source, stepped between 0° and 180° at a step sizes of
0.02° (for each step, N = 256 samples of data are used and
errors are in multiples of 0.02°) when the sensor noises
are uncorrelated with each other. Though the standard
deviations of signal direcLions are decreased for both
methods as the S/N ratio is increased, it is apparent that
the Sal provides better result than the FOM throughout the
change of S/N ratios. In particular, the SCM estimates
signal direcLion with approximately one-half of the error
of the FOM for S/N ratio levels below 0 dB (refer to Table
4-1).
Fig. 4-2 (N=256) compares the effec,Ls using various
methods, including the FCMSEA, FCMGEA, SCMSEA, and SOMGEA
(refer to page 45 for those abbreviations), for a single
source stepped between 0° and 180° at step size of 0.02°
when the noises are 40% correlated between sensors. As
previously noted, the generalized algorithm offers better
results for the estimation of direcLions of closely spaced
source signals with additive noises that arecorrelated90
between the sensors. In Fig. 4-2, the values plotted
are the standard deviations of direction errors obtained
from 91 signal directions for each of the S/N ratios, as
in Fig. 4-1. For both the SCMSEA and SCMGEA, the
standard deviations of errors in the direction of source
signal measurement are very similar, with less than 1.5° a
S/N ratio levels higher than 0 dB.However, the SCMGEA
provides definitely superior results in comparison to
either the SCM EA, FCMSEA, or FLEA as the S/N ratio
levels are decreased below 0 dB (refer to Table 4-2).
Finally, Fig. 4-3 shows SCMSEA performance for
uncorrelated sensor noises in terms of a number of data
samples,i.e., N = 128, 256, and 512. These results
demonstrate that the provision of additional data points
offers an obviously better performance in direction
finding problem of source signals (refer to Table 4-3).
4.3 Ch Closely-SpacedDiLiltilale (thamdated/Oorrelatal)
SaImzs with arorralated/Clorralated Gassian Sensor Noiges
In section 3.2, it has established that the ordinary
and revised SCM8 provide resolution capabilities which are
supirior to those of the FOM (MUSIC). In this section,
the MUSIC and (ordinary) SCM arecarpared withrespect to
the reliability of resolved peaks for multiple sources at
high S/N ratios, since the MUSIC tends to be unable to
resolve closely-spaced sources as the S/N ratios are91
decreased.Two peaks of plane waves at 01= 5° and
02= 12° are estimated for a sensor array with three
spatially uncorrelated sensors at S/N = 10.97 dB (N =256),
using 30 runs with independent noise records for each run.
As shown in Table 4-4, for all catagories, including mean
error, rms error, and std. of an error, the AIM provides
results which are superior to those of the MUSIC. In
Figs. 4-4 and 4-5, six sample runs are shown for the MUSIC
and the SOM, respectively.It is apparent that the
results shown in these figures indicate the reliability of
the SOM in comparison to the MUSIC near the true direcLion
angles.
Also, in section 3.2, the relative resolution
capabilities between the ordinary and revised SOMs were
noted when different angles were compared, to the
advantage of the revised SOM. In this section, two plane
waves at 01 = 8° and 02= 13° with three sensors at S/N =
-3 dB (1,56) are considered for 30 runs with independent
noise records for each run.The sensor noises are
spatially uncorrelated white Gaussian. In this case, the
ordinary SOM failed to resolve the two peaks 16.67 percent
of the time (5 of 30 runs), while the revised SCM failed
only 3.33 percent of the time (1 of 30 runs)(Table 4-5).
Note that under the given conditions, the two peaks for
the MUSIC could not be resolved throughout entire runs.92
Using the runs which could resolve the two peaks,
the ordinary and revised Sails were compared in terms of
mean error, rms error, and std. of error (Table 4-5).
For both 01 = 8° and 02 = 13°, the revised SCM indicated
smaller mean error and std. of error, but the ordinary SCM
showed a smaller rms error for 01 = 8°, while the revised
SCM had a smaller rms error for 02 = 13°.Therefore,
these limited observations indicatethat the revised SCM
offers better resolution probability than the ordinary
SCM, however it is difficult to reach a conclusion when
the reliability of the resolved peaks for the ordinary and
revised SCMs are compared.
Finally, two plane waves at81= 5° and 02 = 9°, with
three sensors which are 30 % correlated each other, were
resolved at S/N = 2 dB (N =256), using the MUSIC, ordinary
and revised SOMs. Cnce again, the MUSIC failed to
resolve the two peaks throughout the 30 runs, while both
the ordinary and revised SCMs provided 100 percent
resolvability during these runs.As shown in Table 4-6,
for this relatively high S/N ratio it is difficult to
determine which is more reliable, since the ordinary SCM
provided a slightly better std. of errors for both 5° and
9°, while the revised SCM provided better results for rms.
errors at both 5° and 9°.93
Overall, it may be stated that the ordinary and
revised SCMs can be effectively applied to the resolution
of multiple sources, even in such situations as very
closely-spaced sources at low S/N ratios, spatially
correlated sensor noises.Moreover, the revised SOM
provides a resolution probability which is superior to
that of the ordinary SOM when the S/N ratios are
relatively low.
4.4 On Sources with Uniformly Distributed Random Noises
In this section it is demonstrated that the ordinary
and revised SOMS have resolution capabilities even when
the additive sensor noises are uniformly distributed.
Uniformly distributed random noises on (-7c,710 were used as
sensor noises.We have two complex sinusoidal waves from
the directions 01 = 5° and 02 = 13°, with three sensors at
S/N = 8 dB (N=256) for 30 independent runs. The MUSIC
failed to resolve the two peaks for all runs, but the
ordinary and revised SCMs successfully resolved two peaks.
As shown in Table 4-7, for the high S/N ratios, it was
difficult to compare resolution capabilities since the
revised SOM was better in terms of rms. errors at 5° and
13°, while the ordinary SOM was better with respecL to
std. of errors at 5° and 13°.However, the resolution
capabilities of these SCMs can be checked by using lower
S/N ratios.94
Therefore, the SOMs can be successfully applied to
resolve multiple source signals even for uniformly
distributed random noises since they are capable of
rejeuLing the noise variances.O
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20Table 4-1. 1,an,
teriTs of
3 :d. of tne Direction terror
When Sensor Noisesare
Cloh4,r.
FIRST ORDER
(FOMSEA)
METHOD SECOND ORDER METHOD
(SOMSEA)
S/N
RATIO
MEAN
ERROR
R.M.S. S.T.D.
ERRORERROR
MEAN
ERROR
R.M.S.
ERROR
S.T.D
ERROR
-10.0 0.0957.7007.742 0.1093.7943.814
-8.0 0.0956.9336.971 0.1093.2873.303
-6.0 0.0935.7375.768 0.1092.7862.799
-4.0 0.0884.4194.443 0.0972.3162.327
-2.0 0.0823.2373.254 0.0861.9141.923
0.0 0.0752.3432.354 0.0761.5581.565
2.0 0.0681.7171.725 0.0681.3181.324
4.0 0.0621.2521.258 0.0611.1401.144
6.0 0.0551.0821.087 0.055O.9ei'1.991
8.0 0.0500.8910.894 0.0500.8520.856
10.0 0.0440.7520.755 0.0450.7350.738
12.0 0.0400.$'4CC.642 0.0400.6310.633
14.0 0.0350.5490.551 0.0370.5410.543
16.0 0.0310.4710.473 0.0330.4630.464
18.0 0.02d0.4040.406 0.0290.3950.396
20.0 0.0250.3480.349 0.0260.3370.338
100
-in101
Tc=ble 4-2. 1,4==',. R7'7., and Std. of the Direction Error in
term of S/N ratio When Sensor Noises are
40% Correlated Each Other.
FOMSEA FOMGEA SOMSEA SOMGEA
S/N
RATIO
MEANS.T.D.
ERROR ERROR
MEANS.T.D.
ERROR ERROR
MEANS.T.D.
ERROR ERROR
MEANS.T.D.
ERROR ERROR
-7.78 0.0937.4370.0947.2430.0975.6290.1103.230
-5.78 0.0906.5610.0916.1770.0964.9560.1042.806
-3.78 0.0865.5370.0864.9540.0913.9370.0952.436
-1.78 0.0804.5250.0803.7740.0862.4070.0882.066
0.22 0.0733.6280.0742.7530.0791.7500.0801.708
2.22 0.0662.8340.0672.0240.0721.4570.0731.453
4.22 0.0602.1810.0601.4940.0661.2470.0661.247
6.22 0.0541.7020.0541.4990.0591.0670.0591.070
8.22 0.0481.3540.0491.2550.0530.9140.0530.915
10.22 0.0431.0920.0431.0770.0480.7840.0480.785
12.22 0.0380.8940.0390.9380.0430.6690.0430.669
14.22 0.0340.7400.0350.8320.0380.5690.0380.570
16.22 0.0310.6180.0310.7480.0340.4880.0340.488
18.22 0.0270.5180.0280.6800.0310.4190.0310.420
20.22 0.0240.4350.0240.6240.0270.3570.0270.357
22.22 0.0220.3660.0220.5760.0240.3060.0240.307Table \-.
102
of the Direction Error of
the SCivEE.---. with N=128, 256, 512, respervelv,
When Sensor Noises are Uncorrelated Each Other.
SECOND ORDER METHOD
(SOMSEA)
N=128 N=256 N=512
S/N
RATIO
MEAN
ERROR
R.M.S.S.T.D
ERROR ERROR
MEANR.M.S.S.T.D.
ERROR ERROR ERROR
MEANR.M.S.S.T.D
ERROR ERROR ERROR
-10.0-0.0007.5247.5660.1093.7943.8140.0001.4221.430
-8.0-0.0004.9554.9820.1093.2873.303-0.0001.1551.161
-6.0 0.0003.5803.6000.1092.7862.7990.0000.9500.956
-4.0 0.0002.5252.5390.0972.3162.327-0.0000.8460.851
-2.0-0.0002.1372.1490.0861.9141.9230.0000.6360.639
0.0 0.0001.8411.8510.0761.5581.5650.0000.5250.528
2.0 0.0001.5691.5770.0681.3181.3240.0000.4970.500
4.0-0.0001.4291.4370.0611.1401.144-0.0000.4120.414
6.0 0.0001.3411.3490.0550.9870.991-0.0000.3830.385
8.0-0.AC:,1.0751.0800.0500.8520.856-0.0040.3580.357
10.0 0.0000.9550.9600.0450.7350.738-0.0080.3220.323
12.0 0.0000.8710.8760.0400.6310.633-0.0100.2860.288
14.0 0.0000.8070.8110.0370.5410.5430.0120.2510.252
16.0 0.0000.6540.6580.0330.4630.464-0.0090.2030.204
18.0 0.0000.5210.5240.0290.3950.3960.0090.1700.170
20.0-0.0000.4430.4450.0260.3370.338-0.0070.1400.141103
Thinie 4-4. 1,':ean, P75, and Std. of the Direction Error of
the Fa,1 and SO -1 for Two Sources, el=5 ,612=12',
with 3 Uncor-rel-,,ted Sensors at S/N=10.97 ci75,
N=256, Using 30 Runs.
---------------, i
el= 5° ez= 12°
-----------,...___FOMSEA iSOMSEA FOMSEA SOMSEA
MEAN
ERROR
[degree]
0.86 0.61 0.83 -0.02
R.M.S.
ERROR
(degree]
0.89 0.61 0.90 0.10
S.T.D.
ERROR
[degree]
0.21 0.07 0.35 0.10104
Table 4-5. Resolvable Probability, Me an, Rms-, and Std. of
the Direction Error of the FOM and SOM for Two
Scurcs, 878°,02=13°, with 3 Uncorrelated
Sensors atl'N= -3 dB, N=256, Using 30 Runs.
i
el=8` 62= 13'
ordinary
SOH
revised
SOH
ordinary
SOM
revised
SOM
ordinary
SOM
revised
SOM
RESOLVABLE
PROBABILITY
(%)
83.33 96.67
MEAN
ERROR
(degree)
0.11 -0.06 1.32 1.07
R.M.S.
ERROR
(degree)
0.43 0.45 1.63 1.40
S.T.D.
ERROR
(degree)
0.43 0.11 0.98 0.92105
Table 4-6. i.:ean, P7s., and Std. of the Direction Error of
the Ordinary and Revised SCvis for Two Sources,
a50,02=9°, with 30% Correlated 3 Sensors at
S/N=2 r, N=256, Using 30 Runs.
1
Al=50 G2=96
ordianry
SOM
revised
SOM
ordinary
SOM
revised
SOM
MEAN
ERROR
(degree]
0.32 0.21 1.01 1.00
R.M.S.
ERROR
(degree]
0.39 0.31 1.11 1.10
S.T.D.
ERROR I0.22 0.23 0.46 0.47
[degree]106
Table 4-7. Pmc., and Std. of the Direction Error of
the Ordlnary and Revised SOMs for Two Sources,
e,=-50,e2=13°, with Uniformly Distributed 3
Uncorrelated Sensors at S/N=8 cam, N=256, Using
Rians.
oi'5° ez= 13
ordianry
SOM
revised
SOM
ordinary
SOM
revised
SOM
MEAN
ERROR
(degree)
1.14 1.11 0.43 0.37
R.M.S.
ERROR
(degree]
1.14 1.12 0.61 0.60
S.T.D.
ERROR
(degree]
0.08 0.11 I0.43 0.48107
CHAPTER 5
THEORETICAL COMPARISON OF
THE FIRST- AND SECOND -ORDER NEHTODS
In this chapter, the performances of the FCM and SCM
based on the theoretically derived threshold S/N ratio and
computer simulation results, obtained by several runs, for
the resolution of very closely spaced sources, are compared
and discussed.
5.1 Signal-to-Noise Ratio
The FCM and SCM S/N ratio are derived from the
deterministic source s (t) = Aexp(jat), t=1,2,...,N, with
zero-sample mean and complex stationary random noise x(t)
with zero-mean and variance 26,c2.When the source and
noise are uncorrelated with each other, the FCM S/N ratio
can be obtained as
[S/N]f =,42/(26x2). (5-1)
A received signal with additive noise, i.e., r(t) = s(t)
x(t), can be auto-convolved to obtain the second-order
signal, i.e.,
rs(t) = r(t) 0 r(t)
= {s(t) + x(t) } 0 {s(t) +x(t)}
= ss(t) + xs(t) + 2{s(t) 0x(t) },
where ss(t) = s(t) 0 s (t) and xs(t) = x(t) 0 x(t).108
For s(t) and x(t) to be independent, Es[rs(t)] , where
Es[ ]denotes the sarrple mean through t =2,3,-,2N,must
be equal to zero. Therefore, the variance of rs(t) can be
obtained as
Vars[rs(t)] = Es[rs(t)rs*(t)]
=Es[ss(t)ss*(t)] + Es[xszs*(t)] + Es[ss(t)xs*(t)]
+Es[xs(t)xs*(t)] + 2Es[ss(t) {s(t) ® x(t) }*]
+2Es[{s(t) ® x(t)lxs*(t)] + 2Es[{s(t) ®x(t)1ss*(t)]
+2Es[xs(t) {s (t) ® x(t) } *]
+4Es[{s (t) ® x(t)1{s (t) ® x(t)1*]
Given that each odd moment of the zero-mean process is zero
and the independence of s(t) and x(t), the remaining terms
of the obove equation become
Es[rs(t)rs*(t)] = Es[ss(t)ss*(t)] + Es[xs(t)xs*(t)]
+4Es[{s (t) ® x(t) }{s (t) ® x(t) } *]
Thus, the value of Es[fs(t)0x(t)}{s(t)0x(t)}*1 is
approximated in the finite discrete case by
Es[{s(t) ® x(t) } {s(t) ® x(t) } *]
N N
E s(k) x(t-k) s* (1)x* (t-1)] .
1=1
Note that x(t) takes the form
x(t) = a (t) + jb (t)t=12 N
(5-2)
where a (t) and b(t) are independent and real-valued random
variables.109
Ifa (t)andb(t)have the same distributions with zero-mean
and variance 6x2, then
E[x(t)] = E[a (t) + jb(t) ] = 0,
andE[x (t) x (t) ] =E[a2(t) + b2 (t)=
Eq.(5-2) can be rewritten as follows:
i) Whenk=1,
Es[{s(t) ® x(t) } {s(t) ® x(t) }*]
Es[ s(k) s* (k)) (x (t k) x* (t-k) ) ]
k=1
(s(k) s* (k)) Es(x(t-k) x (t-k) )]
k=1
(NA2) ( (N/ (2/V-1) ) (26x2 ))
(N 2A2 (2N-1)) (2c,2 ); (5-3)
ii) Otherwise,
Es[{s(t) ® x(t) } {s (t) ® x(t) }*1 = 0,
since all the terms of the above equation consist of odd
moments of s(t)andx(t)
The values ofEs[ss(t) ss* (t) ]andEs[xs(t) xs* (t)]
are then obtained, one-by-one.The second-order source
signalss(t)can be obtained by taking the auto-convolution
of the first-order source signal as
ss(t) = s(t)s(t)
N
= s(k) s (t-k) , (5-4)Since
ss(t)
A2exp
2A2exp (j2co)
(N-1 )A2exp ( j(N-1) co)
Au42expji\ko)
(max. in magnitude)
(N-1)A2exp (j(N+1) co)
(N-2)A2exp, (i(N+2) co)
A2exp(j (2N-1) co)
0
Es[ss(t) ss* (t)]
2N-1
=(1/(2N-1) )Iss(i)ss*(i)
whent=1,
whent=2,
whent=N-1,
whent=N,
whent=/V+1,
when t=/V+2,
whent=2N-1,
otherwise,
110
i=1
N
=(A4/ (2/V-1) )(2 (i2) A2)
i =1
=(A4/ (2N-1) )(2N(N+1)(2N+1)/6)-N2}
={A4 (2N 3+N) }/ {3 (2N-1)}. (5-5)
The variance of the second-order noisexs(t)can be
expressed asEs[xs(t)xs*(t)]
where
N N
r--::Es[I 1X (k) X (tk) Xfr(1)Xfr (t-1) ]
k=1 1 =1
2N-1
=(1/(2N-1)) / xs(i)xs*(i),
i=1
N
Xs (t) =1 x(k)x (t-k).
k=1
111
(5-6)
Then Ea. (5-6) can be successfully analyzed by considering
the following cases:
i) When .1(#1 and t=k+1 ,
rewrite Eq. (5-6) as
Es[xs(t)xs*(t)]
N N
=Es[1 1x(k) x* (1) x (1) x* (k)]
k=1 1 =1,14
N N
= (1/(2N-1))[/ 1 x(k) x* (k)x (1) zfr (1) ]
k=1 1 =1,14
N N
= (1/ (2N-1) ){1,,f(k)x* (k) }{1x(1)zfr(1) },
k=1 1=1,19*
and for largeN,
(5-7)
(5-8)
N
E[x(t) X* (t) ]=2ax2 =(1//V)1x(1) x* (1). (5-9)
_L=1Thus, Eq.(5-8)
= (1/(2N-1) ) IN 2 (46x4) x2(1)(X*(1))2}
/=1
= (1/ (2N-1) ) {N 2 (46x4) -N(2 (K+1) 6x4) },
where
112
(5-10)
K = {E[a4 (t) ]/E2[a2(t)]}. (5-11)
Note that forx(t) = a (t)+ jb(t)t=1,2,N
wherea (t)andb(t)are independent and real-valued random
processes,
E[x2 (t) ]= E[ (a (t)+ jb (t) ) 2]
= E[a2 (t)b2 (t)+ j2a(t)b(t)] = 0, (5-12)
sincea (t)andb(t)are independent and have the same
distributions with a zero-mean and a variancea2. In
the same manner,
E[(x*(t))2] =0 . (5-13)
Flirthermore,
E[z2(t) (2.(t)) 2]
= E[ (a (t) + jb(t) )2 (a (t)- jb (t))2]
= E[a4 (t) ]+ E[b4 (t) ]+ 2E[a2(t)]E[b2(t)]
= KE2[a2(t)] +KE2[1:2(t)]
= 2K0-x4 +20x4
+ 2E[a2(t) ]E[b2(t)]
= 2 (K+1) 6x4 (5-14)
ii) Whenic7±1and t#k+1113
since Eq. (5-6) is composed of all odd moments and each odd
moment of a symmetrically distributed zero-mean process is
zero, the result is
Es[xs(t)xs*(t)] = 0 (5-15)
iii) Whenk=1
Eq. (5-8) can be rewritten as
Es[xs(t)xs*(t)]
=Es[1,x(k) x* (k) x(t-k) x* (t-k) ]
lc=1
(5-16)
= [x(k) x* (k) ]Es[x (t-k) x* (t-k)] (5-17)
k=1
= (IV2/(2N-1) )(46x4) (5-18)
wherek+1t < N+k .
Now, adding Eqs. (5-10) (5-15)and (5-18) yields
Es[xs(t) xs* (t)]
= (4N-K-1) ((2Nx4)/(2N-1)). (5-19)
The value in Eq.(5-3) causes an error in the SOM
S/N ratio, when the S/N for thescmis defined as
[S/N]s =Es[ss(t)ss*(t)] / Es[xs(t)xs*(t)]. (5-20)
However, the value in Eq. (5-3) can be neglecLed if A2 «114
26,c2, since, under this condition,
Es[fs (t) x(t) } fs(t) ® x(t) }*]
<< Es[xs (t) Xs* (t) ]. (5-21)
From Eqs.(5-5) and (5-19), the SCM S/N ratio can then he
expressed as
[S/N]s = {244(2AT2+1)}/{67x4(4M-K-1)}, (5-22)
or, using the expression of[S/N]fin Eq.(5-1),
[S/N]= ([S/N]f)2{2 (2AT 2+1) } /{ 3 (4M-K-1) }. (5-23)
Example 5.1 If a(t) and b(t) are Gaussian (i.e.,
K*3), then [S/N]s =(N /3) ([S/N]f)2. Eq. (5 -23) shows that
{[S/N]s/[S/N]fl1 so long as
[S/N]f {3(4M--K-1)}/{2(2AT2+1)} (5-24)
which indicates that the SCM provides better resolution
than the FOM so long as the inequality in Eq.(5 -24) is
maintained.
In section 5.3, it is shown that the SCM is
relatively more accurate than the FCM for small S/N
ratios.
5.2 Threshold Signal -toNoise Patio
In this section, the theoretical threshold S/N ratio
criteria for the resolution of two closely spaced
equipowered sources in the FOM and SCM is established.115
The underlying concept for obtaining the resolution
threshold at the S/N ratio is that the resolution of two
closely spaced sources can be achieved when the biases of
both Dc(co) and Dc(co) have values which are less than
that ofDc(com),where cocii is the mid-direction angle
between col and co. The procedure is as follows: 1)
Obtain expressions for E[Dc(cok)], k=1,2, i.e., the mean
value of the FOM and SOM spectra at the desired0k =
2mfo(D/c)sinOk, k=1, 2; 2) Take the mid-direction angle cqn
between col and co, i.e.,com= (O+ co)/2 to obtain the
expression for E[Dc(com)]; and 3) formulate the resolution
threshold in the sense of the S/N ratio for two closely
spaced sources by equating E[Dc(o)k) 1, k=1,2, and
E[Dc(com) ,i.e.,
E[Dc(0)1)] = E[pc( )= E[Dc(4,) (5-25)
with small standard deviations for Dc(c1:0 and Dc(co) in
comparison to their means. The resolution of two closely
spaced sources can be accomplished so long as Dc(c0 and
Dc(co) are both less than Dc(og.When the equality in
Eq.(5 -25) is true, the S/N ratio at a given small angular
separation, with the resolution probability between 0.333
and 0.50, becomes the desired threshold S/N ratio for the116
angular separation, which is defined as 2cod =
2nfo (D/ c) (sin01-sin02). Throughout this study, the sensor
spacing D takes the value of one-half the wavelength,
unless otherwise specified, implying that 2cod=
IT(sinersin02). For the equality in Eq. (5-25), the
resolution probability has its range from 0.333, in which
all the variations of D (col) , D (c o) ,and Dc (o) are
totally uncorrelated, to 0.5, when Dc (col)and D (o)2) vary
in fully correlated manner.
The FOM and SOM threshold S/N ratio expressions can
then be derived.For the MUSIC (FM , using the signal
subpace, the inverse spectrum can be expressed as [20]
Dc (w) = 1 a* (co) [1: VTi.*] a (co)
i=1
where aT (co)= 071/2 [1 ,e--1°), e-j(Q-1)(1)], Q is the
number of sensors, M is the number of sources, Q > M, and
= 2nfo (D/ c) sin°.
Or, using the noise subspace, the inverse spectrum is
expressed as
Q
Dc (co)= a* (co)[1, ViVi*] a (co) .
i=M-1
Therefore, a (coi) 1vi=> D (coi) = 0, for i=/vR1, ...,Q.117
The expression for the E[Dc(co)] is obtained by Kaveh
and Barabell [20],
E [Dc (co) ]
Dc (w)
MQ
a* (co) [a, (eici/N(ei-ej) 2) (ViVi*ViVi*) ] a (co).(5-26)
i =1 j=1
jai
For /./2,
E [ Dc(wk) ] =-1v-1 (0-2) (2ax2) a* (wk) [E271111 */ (E1 26x2) 2 +
E2V2V2*/ (E2-203c2) 2] a (wk),k=1,2, (5-27)
where e1,e1, V1, and V2 are eigenvalues and the
correspond-ing eigenvectors of theestimated array
covariance matrix, and 26x2 is the noise variance.
Define centered d-irection vectors by Ui =
e-i[(0-1)/2]u)ia(coi), i =1, 2, for two uncorrelated signals.
Let d = a* (col) a (cot) , then by [42]
Ei = A20(1 ±I dl )and Vi = (U1 +U2) / [2 (1+ I cil )]1/2,i=1, 2,
where d = e- i (C)-1) wd [1 (0204 / 6)+ (C4od4 / 120) ] ,for
(Cod) 2 « 1 (i.e., very closely spaced sources), with 2cod=
27cfc, (D/c) [sine1-sin02], el' = ei26x2,E,2' = E226x2.
Let 312 = Q2CO2/ 3, then e1' = 2A2Q[1(2/4) + (3A.4/80)],
and E,2' = 2A2Q[ (A.2/4)(34/80)].118
Also,
=>
=>
V1 = (U1+U2)/[2(1+1dI )] 1/2
la* (coi) Vi 12=ei' /(2A2Q)
...--1 012/4)
-1,
V2=(U1-U2)/[2(1-1d1)]1/2
I a* (o)i)V212= &21/(2A2Q)
(3d14/80)
(5-28)
.,.(Al2/4)-(3A2/80)
and
.-- Ai2/4, (5-29)
I a*(corn)V112
...--1 (6-12/8) (5-30)
la*(com)V212.-- 0. (5-31)
Thus,
E[Dc(cok) ] .---1V-1(Q-2)[(1/Ci)+1/ (Ai2C12)] (5-32)
for large N,1 -c-:--1, 2, whereCi =A2Q/(2o3,2)(called array S/N
ratio (ASNR))-
For the mid-arrival ciirec.Lion anglecorn,E[Dc(com)]
can be obtained by substituting Eqs. (5-30) and (5-31) into
Eq. (5-26) and simplifying, i.e.,
E [Dc (o)m) ]= bi + N-1 [ (b2/C1) + (b3/C1 )1, (5-33)
wherecorn =(col + 6)2)/2,
bi = Dc (corn).--A14/80,119
(1/2) (¢2) (1 + Al2/4),and
(1/4) (¢2) (1 + Al2/4) .
Equating Eq. (5 -32) and (5-33), i.e.,
N-1 (Q-2) [ (1/C1) + (1/ (C12Al2) )
=b1+ (b2/C1) + (b3/C12)
yields,
c12 (b2 -Q+2) Ci/ (b1N ) Eb3 (Q-2) Ail-2J / (biN ) =0.(5-34)
Solving Eq. (5-34) for Ci gives
= (2b1/V)(Q-2-b2) {1 + [1 +
4b1N( (Q-2)Ai-2t3) /(Q-2-1)2)2]1/21.
Thus, we have
Ci = 20N-1(¢2)A1 -4{1 + [1 + A412/(5(2-2))]1/21,
since (2-2 -b2)/2blAr...- 20(Q-2)/A4, and
4biN[ (Q-20)Ai-2 -b3]/ (2-2-b2)2 = A412/ (5 (Q-2) ).
(5-35)
Now, the threshold ASNR for the SCM can be
conceptually obtained using the S/N ratio relationship
derived in Section 5.1. For Gaussian noises, i.e., K=3,
from Eq.(5-23),
[S/N]= (N /3) ([S/N]f)2, for large N. (5-36)
Therefore, the threshold ASNR for the FCM should be
Ci C22 (5-37)
whereC2denotes the SOM threshold ASNR.120
Equating Eq. (5 -35) and (5-37) yields
C22 =(2biN2)[30 (Q-2-b2){1 + [1 +
4biN (Q-2-bA2) z1,12 (Q-2-b2)2] 1/2If
or
c2 = Ar1 [600(Q-2)]1/2A-2{1 + [1 + Ark2/5 (Q-2) 1/211/2. (5_38)
Eq.(5-38) indicates the approximated expressions for
the SOM threshold ASNR, while Eq.(5-35) indicates the FOM
threshold ASNR.Based upon these equations, Figs. 5-1
5 -4 show the difference between the FOM and SOM threshold
ASNR becomes larger as fewer sensors are used. Thus,
when only a limited number of sensors is available, the
SOM is capable of resolving closely spaced sources more
effectively than the FOM.Also, variations in the ASNR
have been examined for different numbers of data pointsin
Fig. 5-5. It shows that the ASNR becomes gradually worse
as the number of data points are reduced. In Table 5-1,
simulation results are provided for the PENPs and the
resolution probabilities for the FOM and SOM, for which
the ASNR is chosen for 0.333 to 0.5 resolution probability
region, as explained in page 118.For each result in
Table 5-1, 60 independent simulations have been conducted.
The simulation results indicate close agreementwith the
theoretical calculations carried out for this
investigation.121
5.3 Rivelcpes of the Validity of the SCI
The regions, in which the SCSI offers better
resolution of both equipowered and non-equipowered source
signal directions than the Favi does, are establishedwith
a fixed noise power twoin this section.
5.3.1 Bauipoiv=d Case
When multiple source signals (M=2) have same power,
the resolution superiority between the FON!and SCM has
been determined, using three sensors,with respect to the
bias from true direction angles, throughout 30different
runs at certain angularseparation and S/N ratio. Fig.
5-6 shows that the angularseparation region, in which the
SCM guarantees better resolutionscompared to the FCM,
becomes wider as the S/N ratio becomesless, so long as
two source directions are resolved. Also, from Fig. 5-6,
it is easily seen that the resolutionsuperiority of the
SCM is confined to the smallerregion containing very
closely spaced source signals when theS/N ratio becomes
relatively larger.
5.3.2 Na-i-Equipomated Case
The non-equipowered multiple sourcedirections are
examined in the case that one source poweris fixed to
P1=100 and the other weaker source power p2is changing
(Fig. 5-7).In this case, S/N ratio refersto the ratio122
of weaker source power and noise power. Fig. 5-7 has
very similar form as Fig. 5-6.However, the accuracy
region of the SCM over the FOM in Figs. 5-7 is narrower
than that of the FOM in Fig. 5-6 throughout the S/N ratios
because the ratio of the two source power of the SCM is
squared to the ratio of the FCM, which makes the
resolution of the SCM became worse than that of the ECM.
5.4 .1WI"
Relatively new scheme for the direction finding
problem called the Estimation of Signal Parameters via
Rotational Invariance Techniques (ESPRIT)[27,28] is
briefly discussed and carpared with the SCM in certain
scenarios.The ESPRIT utilizes an underlying rotational
invariance among signal subspaces by constructing the
auto- and cross-covariance matrices.This method can be
applied to a uniformly distributed sensor array or a
pairwise matched arbitrary array with codirectional sensor
doublets When noise are uncorrelated between sensors with
same variance. In this study, for consistency, a
uniformly distributed sensor array will be used.Using
the notation of subarrays with size Q in Eq.(3-32), we
have
r(t) =r(1)(t) = As(t)+ X(1)( t) (5-39)
and
q(t) =r(2)(t) = AGe(t) + X(2) (t), (5-40)123
where A is Q x Q Vandermonde matrix as in Eq. (2-15) and G
is given by Eqs. (3-33) and (3-34) . Therefore, the auto-
and cross-covariance matrices are expressed as
Rrr=APA* +I (5-41)
and
Rrq = APG*A* +0-2B, (5-42)
where B denotes an Q x Q matrix with onesalong the first
lower di agonal off the major di agonal and zeroselsewhere.
Once a2 can be obtained from Eq. (5-41)using the standard
eigenstrucLure algorithm mentioned in section 2.4, wehave
CrrACrq = AP (IM 1G *) A *, (5-43)
where
CrrRrra2I = APA*andCrq = Rrq (B B = APG*A*.
Therefore, the singular values of the abovematrix pencil
(Cri.,;(1)in Eq. (5 -43) are the roots of
ImXG* I =0 (5-44)
because both A and P are of rankM.
Using Eq. (3-34) gives
= xk= exp[-jcoo(D /c) sinOk] ,k = 1,2, ,M.(5-45)
The ESPRIT does not need a searchtechnique to estimate
the direction angles and in that respect_computation and
storage costs are considerablyreduced.However, the
ESPRIT may have inferior results due tothe effect_ of
subtraction the estimated noise variancefrom the
estimated auto- and cross-covariancematrices.124
The following example provides the brief comparisons
between the ESPRIT and proposed SOM for resolving the
direuLion angles of very closely spaced multiple source
signals. Two uncorrelated and very closely-spaced
sources are to be resolved using theSOM and ESPRIT, at
different S/N ratios.While three sensors are used for
the SOM, four sensors which are divided into two
overlapping subarrays of size three are used.As shown
in Table 5-2, broadly, the SOM has the superiorityin
resolution over the ESPRIT in all the cases examined.
However, the ESPRIT is known to have someimplementational
advantages such as speed and storage, incomparison to the
other proposed methods.10
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Table 5-1. Array Threshold S/N Ratio andResolution
Probability in terms of Angular Separation
of TWo Equipcwed Sources for the FOMand SCM,
Q=3 and 1,256.
direction anglesangular separation
2C.Od
FOM SOM
02 ASNR [dB)Res. Prob.ASNR[dB]Res. Prob.
5.007.00 0.1091 8.0 0.40
9.0 0.45
10.0 0.67
5.009.00 0.2177 16.0 0.28 2.0 0.27
17.0 0.37 3.0 0.33
18.0 0.55 4.0 0.52133
Table 5-2. Comparisons of resolution between the SOF and
RSPRIT.
S/N Ida] (ordinary) SOM ESPRIT
0 o 0
80, 130 -3 8.00 ,13.65 cannot resolve
0 0 0 0
8°, 110 00 8.05 ,12.10 10.29 ,17.28
0 0 0 0
12° 8.40,11.90 ,13.52
0 0 0
8°, 10° 18° 8.35,10.400 9.20,11.94134
CHAPTER 6
CONCLUSION
One of the principle issues in array processing is
the estimation of source signal direction angles of source
signals impinging upon a sensor array which may be
corrupted by noise.Eigenstructure-based methods
yielding high resolution direction finding estimates
comparable to any of the other proposed spectral
estimates, including the Bartlett, ML, or AR methods, have
been considered. In particular, this study has shown
that the generalized eigenstructure algorithm efficiently
handles cases in which the sensor noises are spatially
correlated and for which correlation coefficients are
known or can be estimated.
Problem areas continue to exist in situations such
as very closely spaced source signals, lowS/N ratios,
spatially correlated noises without knowledge of the
correlation coefficients, and non-Gaussian noises. The
principal accomplishment of of this study was the
introduction and careful analysis of a nonlinear
second-order method (SOM) for consideration of these
troublesome areas.The key idea of the SOM is to include
information on all of the data points in correlation
operations, at a constant lag, by the introduction of new
data sequences, or second-order signals obtained by135
auto-convolution of the original received data from each
array sensor. Through an elaborate derivation procedure,
it has been demonstrated that the SOM has a spatial
spectral density matrix structure similar to that of the
MUSIC. Thus, the same orthogonality test used with the
MUSIC for the estimation of source direction angles can be
performed for the SCM.The only difference between the
two methods lies in the searching vector. All of the
searching vector elements for the SCM become the squares
of those for the MUSIC.This allows the Sal to double
the effective aperture of the sensor array, theoretically
offering twice the FCM resolution for closely spaced
source signals. These findings have been confirmed by
computer simulation for several different catagories,
including single source detection at low S/N ratios with
uncorrelated and correlated sensor noises, and closely
spaced multiple sources with uncorrrelated and correlated
Gaussian or non-Gaussian noises.
A revised SOM, based upon a different procedure for
obtaining the second-order spatial spectral density
matrix, has been developed for this study. Several
computer simulations have indicated by means of
statistical analysis that the revised SOM offers better
resolvability than the ordinary SCM. Nontheless, it was
difficult to compare both of the SCMs in terms oftheir
reliability.136
In situations where multiple source signals are
well- separated, it cannot be claimed that the SCM
definately offers a better method for estimating direction
angles than the FCM, since the SCM offers much better rms.
and std. of the direction error than the FCM, but the FCM
shows the bias for direction angles which is slightly less
than that of the SCM, regardless of the S/N ratios.
However, when the sources are very closely spaced
and/or at relatively low S/N ratios, the Say! provides
definite resolution advantages in comparison to the FCM.
First, in terms of the angular separation, the theoretical
derivations of the threshold S/N ratios were developed,
along with comparisons of the FCM and SCM S/N ratios.
These results were then verified by computer simulation
with several runs at each angular separation. In all the
cases, consistent agreement between the theory and the
simulation results was clearly indicated.From these
results, it may be readily stated that the difference
between the SCM and FCM threshold S/N ratios becomes
larger as the number of sensors is reduced. This
indicates that the SCM can be used effectively,
particularly in situations where there are only limited
numbers of sensors for the resolution of very close
angular separations of sources.Also, as expected, the
threshold S/N ratios become gradually worse as the numbers
of data points and sensors are reduced.137
In addition, this study has demonstrated that the
SOM can be combined with spatial smoothing techniques,
which are used for the decorrelation of coherent source
signals. In this respect, the results obtained from the
use of the SOM have been found to be superior to those
obtained with the use of the FCM.Also, the SOM has been
compared with the ESPRIT which utilizes rotational
invariance among signal subspaces.
In the future, the performance of real data analyses
can be expected using the methods describedin this study.
These analyses will be used to demonstrate that the
proposed ordinary and revised SCMs have the ability to
effectively respond to the problem areas of closely spaced
source signals, low S/N ratios, correlatednoises between
sensors where the correlation coefficients are notknown,
and uniformly distributed random noises.138
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PLANE WAVE DESCRIPTION[26,27,28,29]
For the one-dimensional wave equation
(a2u/a) (1/c2) (t92 UAt2)
where
c is the speed of propagation,
u= u(x,t),
the variable t represents time and the variable x
represents distance along the line in which the wave
travels.
143
(A-1)
A general solution to this wave equation is
u = g(x ct) (A -2)
where
g is an arbitrary twicedifferentiable function.
The wave in Eq.(A-2) produced by the Eq.(A-1) does not
change its shape as it travels.
We now consider the sinusoidal wave or harmonic wave
varying in space and time as
u(x,t) = A exp[j(wt kx)] (A-3)
where A is a positive constant indicating theamplitude of
the harmonic wave of Eq.(A-3), the quantity wis called
the angular frequency, k is said to be the spatial
frequency or angular wavenuMber. In the case of more144
than one dimension, subscripts x, y, and z are used to
indicate that kx, ky, and kz are spatial frequencies
with respect to the x-axis, y-axis, and z-axis,
respectively.
To show that Eq.(A-3) is a solution toEq.(A-1) rewrite
Eq.(A-3) as
u(x,t) = A exp[j(at kx)]
= A exp[ -jk(x -(c)/k)t)] (A-4)
Then, we can easily see that Eq. (A -4) is of the form g(x-ct)
provided that(c) /k)=c, which is the condition under which
the sinusoidal wave of Eq. (A-3) is asolution to Eq.(A-1).
A sinusoidal wave traveling in thepositive
x- direction can be written as
u(x,t) = exp[j(cot kx)] > 0,co > 0)
while a sinusoidal wave traveling in the negative
x-direction can be written as
u(x,t) = exp[j(cot + ] > 0, co > 0).
In the case of a simple harmonic time dependence, we can
separate the x and t dependence as
u(x,t) = g(x)ex p (jot) .
Considering the sinusoidal wave for fixed angular
frequency coo and spatial frequency ka as
u(x,t) = exp[j(coot -kax)] (A-5)
we have the temporalFourier transform of Eq. (A-5) as145
00
U(x, w)=fexp [ j(coot-kox) ] exp (-jwt)
= 8(co-coo) exp (-jkox) (A-6)
while the spatial Fourier transform of Eq.(A75) as
where
00
U(k, t) =fexp [ j (coot -k c) ] exp( jkx)dx
-00
= 8(k-ko) exp ( jcoot) (A-7)
00
8(co-w0) =fexp [-j (co-coo) t]
-00
00
8(k-ko) =exp[j (k-k 0)x] .
-00
For the case of finitely limited time and space, a
sinusoidal wave has the form
exp [ j (coot -kox) ]-T <T, -L
u (x,= (A-8)
0 elsewhere.
Then, the temporal Fourier transform of Eq. (A-8) is
U(x, w)=fexp [ j (coot -k c) ]exp (-jcot)dt
-T
exp (- jkox)fexp { -j (co -coo)] dt
-T146
= (2T) ( (sin ((co-coo) T) ) / ( (co-coo)T) )exp (-jkox) (A-9)
while the spatial Fourier transform of Eq. (A-8) is
U(k, t) =fexp j (coot -kox) ]exp ( jkx)cox
--L
= exp ( jcoot) exp [ j (k-ko) x] ck
= (2L) ( (sin ((k -ko) L) ) / ( (k -ko) L) )exp ( jcoot) .(A-10)
The graphs of the magnitudes of Eq.(A-9) and(A-10) are
shown in Fig. A.2.From the graphs, we can see that
although the major contribution comes from thefrequencies
and wavenutbers around coo and ko, respectively,they take
infinite number of frequencies to represent a sinusoidal
wave of finite extent.As T becomes larger, the height
of the main lobe (which equalsOr/TM becomes smaller.
In the limit as T -> co we obtain thedelta function d(w
-coo).Also, the longer the harmonic wave is in space,
the smaller the range of wavenutbersis required to
specify the wave.
In the limit asL -> 00we obtain the delta function
8(k-k0).
In summary, we have the resolutionlimits m)=_--
(2,r /T) for frequency and Ak =(21r/ for wavenutber.
These results often hold forother waves, i.e., waves that147
are non-sinusoidal, and haveimportant consequences in
wave propagation.
For the one-dimensional case we have
u(x,t) = exp[j(at Ax)]
traveling along the x-axis with a velocity (dx/dt)=c equal
to the phase velocity 50 = (w /k). Now in three-dimensions
a sinusoidal wave has the form
u(x-,y,z,t) = exp[j(atkxxkyy kzz) ]
= exp[j(wtk-r)] . (A-11)
Defining9 = 9(x,y,z,t) = wtkr
= wt -kKx -kyy -kzz , (A.-12)
we have
k-r(t) = wt -0 = constant (A.-13)
for a given 9 and fixed t .
Therefore,
kr = constant
represents a plane perpendicular to the direction ofk
(see Fig. A-1) .z
k= (kx,ky,kz)
x
r = (x,y,z)
I//
Fig. A-1 Graphical Expression for kr. .
k = Ikl = (cx2 + ky +kz2)1/2
(z2 + y2 + z2) 1/2.
y
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There are other planes in space for which the value
of the complex exponential
exp[-j(k-r(t))] (A-14)
is the same.An example of giving the value of Eq.(A-14)
is the plane
k-e(t) = cot(p+ 2n7= constant . (A-15)
This is so because harmonic func_Lions whose planesdiffer
by 2n7 have the same value.
The distance between the planes given byEq.(A-13)149
and (A-15) is
(k/k)-x" = (k/k)-r
= ((wt9+ 270/k) ((wt 9)/k)
= (2n/k) =
where 000 is a unit vector in the direction of k, and A.
is the wavelength of the sinusoidal wave.
Thus the surfaces, for which the complex exponential
Eq.(A714) has the same value, are a set of planes
perpendicular to the direction of k and separated by the
wavelength A. of the harmonic wave of Eq.(A711).For this
reason, the sinusoidal wave
exp[j(wtkr)]
is said to be a plane wave and the plane surfaces are
referred to as the wavefronts.I u(x, oiI
fa
0)
211 27r
0 0- (0(.00 +--(00 +-
T
IU(k,t) I
k0
ko+1-,!ko +It
Fig. A-2 Magnitudes of Eq. (A -9) andEq.(A-10),
respectively.
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APPENDIX B
EXPRESSION FOR GENERALLY CORRELATED NOISES[25]
This appendix shows how to obtain correlated random
noises instead of statistically independent random noises.
The correlated random noises can be derived from
statistically independent ones by a linear transformation.
For XT = [X1 -,X(2(t)] which is an Q x 1 Gaussian
random vector with 1.12cT = [0,. ..,0] and Cov(X.) = I as
possibly obtained from the program of Gaussian random
number Generator, an Q x 1 Gaussian random vector Y with
= .4.1(2] and Cov(r = eL-11 -12 6i Q
a21a22 a2 Q
61Qa2 Q
can be obtained by the lineartransformation
where
a
Y = TX + (B-1)
T is a lower triangular matrix given as152
T =
.
t-11 0 .0
t21t22 '
.0
.
t01t .tw 02
Eq.(B -1) is valid only if Cov(Y) is a positive definite
matrix, but it is sufficient to obtain a modified T if
Cov(Y) is only positive semi-definite matrix.The
elements of T are obtained by
Cov (Y) = T Cov (X) TT = TVT = TTT.
Going across the first row of T and the first column ofTT
yields the element
t112 611 ortll (611)
1/2
and across the first row of T and the ith column ofTT
gives the element
tii tii cri or tilGil (:711)372.
Going across the second row of T and the second column of
TT yields
t 212 + t 222 = 622 ort22 (1322 -t212) 1/2
and across the second row of T and theith column of TT
gives
t2ltiit22ti26i2 or (Cri2t2ltil)t22153
This is continued for the third row, fourth row, up to Qth
row. Combining these results, the tii's are obtained as
/ (611) 1/2 i = 1,. ..,Q
j-1
tjj
_73 t2)1/2
k=1
tij=
tij
i = 1,...,j -1
j-1
6,,Etjktik
k=1
tij
for j = 2,. ..,0.
i = j+1,...,(2 (B-5)
This method of obtaining correlated random noises from
statistically independent random noises is called "the
square root method" or "Cholesky'smethod".This method
can be used for any randomnoises with the given mean
vector and covariance matrix, not even for theGaussian
random noises.
Example B.1 Let X be a 3 x 1 real Gaussian random
vector with gx = [0,0,0] and Cov(X) = 13 .Then, a 3 x 1
real Gaussian random vector withIlyT =[0,0,0] and154
Cov(Y)=1p0
p 1
p
p
1
where 0 5 p< 1,can be obtained asfollows:
The tiff's are calculated as
tll = /(611)1/2 = 1
t21 621
/(aii)1/2 =
t31=631 /(an)1/2 =Pr
t22 (622
t212) 1/2 =(1-02) 1/2
t32=(632t21 t31)t22(p -p2)(1-p2 )1/2
t33=(an-t312 - t322) 1/2
=(1-P2(P2(1-p) 2/(1-02)1/2
to yield
T=t11 0 0
t21t22 0
t31t32t33
Then, using Eq.(B-1), the correlatedrandom matrix Y is
obtained as
Y tll 0 0 X1
y2 t21t22 0 X2
Y3 t31t32t33 X3=t11X1
t21X1 + t22X2
t31X1 + t32X2 + t33X3I
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