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In 1962, Baierlein, Sharp, and Wheeler produced a reparametrisation invariant Lagrangian for
general relativity. The BSW action was defined on superspace and looked very like the reparametri-
sation invariant Jacobi action of classical mechanics in that it was a product of a square root of a
potential energy term multiplied by a square root of a kinetic term. The key element, not emphasised
to date, is that these are local square roots, taken before one integrates over space. An immediate
consequence of this local square root structure is the existence of a constraint which does not have
any obvious associated symmetry. Therefore the preservation under evolution of this square root
constraint is very problematical. It works in G.R. because of the existence of a ‘hidden’ symmetry,
the reslicing invariance of the resulting spacetime. We have investigated BSW-type actions on su-
perspace and can show that the only self-consistent solution is the BSW action itself (together with a
cosmological constant). This can be viewed as a new and interesting rederivation of general relativ-
ity. It is particularly interesting in that we impose no spacetime conditions whatsoever. Therefore
we find spacetime from space. We extend this method to couple in a scalar field. We discover that
the scalar field can have mass and polynomial self-interaction terms but the canonical speed of the
scalar waves must agree with the speed of the gravitational waves. Thus we recover causality. Next,
when we couple in a general vector field to the metric and demand that the constraints propagate,
we find that the only possible solution is Maxwellian electrodynamics. Finally, we put in a metric,
scalar fields and a vector field with some linkage between the scalars and the vector. We find that
the scalar fields must form complex pairs and the coupling between the scalars and the vector must
be of the standard gauge form. Thus we derive a large part of modern, nonquantum physics from
a purely three dimensional point of view.
I. INTRODUCTION
In this paper we present a novel approach to relativity (both special and general) and the gauge principle. We show
that we can derive all of them from a purely three dimensional perspective.
Traditionally one derives the 3 + 1 formulation of general relativity, with its associated Hamiltonian and Lagrangian
structures by starting in 4 dimensions and projecting down. Thus the four dimensional nature of the gravitational eld
is built in from the start. The classic work going in the opposite direction has been done by Hochman, Kuchar, and
Teitelboim [2]. They start with a three-dimensional fully constrained Hamiltonian. They demand that the constraint
algebra close by reproducing the standard Dirac algebra and they in this fashion derive the ADM Hamiltonian. By
insisting on reproducing the specic structure ‘constants’ of the Dirac algebra they are importing the spacetime back
in. It turns out that this is unnecessary. All one need do is to demand that the algebra closes, with no prejudgement
as to its form, to recover standard general relativity.
Since we wish to use a formulation which is as little tied to a choice of time as possible we nd that it is better
to start with a parametrised Lagrangian. Such objects were codied by Jacobi in analytical mechanics. While we
consistently work in a Lagrangian picture, we realise that one could have derived all the results we present in a
Hamiltonian formulation as well.










This is dened on superspace, the space of Riemannian three-manifolds. λ is a parameter which runs along our chosen
curve in the conguration space (superspace plus whatever additional elds we wish to add on), g is the determinant
of the three-metric, P is the potential function, a three-scalar which is constructed from the three-metric and the other
1
elds, and T is a kinetic energy term. T must be quadratic in the various ‘velocities’, ∂gij/∂λ and so on. Because of
the square root, the Lagrangian is linear in 1/dλ. Therefore we have reparametrisation invariance because of the dλ
outside. Such actions were considered by Dirac [3], who noted that any action which is linear in the velocities will
generate a primary constraint. The key point is that actions of the form (1.1) generate a pointwise primary constraint
while the reparametrisation invariance seems to only allow for one global condition. This mismatch between the
constraint and its associated symmetry plays a key role in the subsequent analysis.
In Section II we give a concise account of the Jacobi action for a point particle and its variation. It illuminates
several points that arise in the variation of the more general action (1.1). We wish to consider a curve in superspace,
but we have to work with a curve in the space of metrics. We need nd a Lagrangian that is invariant under λ-
dependent three-coordinate transformations. λ-independent coordinate transformations are easy. All we need to do
in ensure that T looks like a scalar. λ-dependent three-coordinate transformations are more dicult because ∂gij/∂λ
does not transform like a three-tensor. It picks up extra terms. These are nothing more than the Lie derivative of
gij with respect to the λ derivative of the generator of the coordinate transformation. Therefore we need to add a
gauge term (a Lie derivative with respect to an arbitrary vector eld) to the velocity to maintain the invariance and
we minimize the action by varying with respect to this gauge eld. This way of correcting the kinetic energy term is
called ‘best matching’. It is discussed in Section II. We assume that the ‘velocities’ only couple to the undierentiated
metric. In theory we could introduce terms like






Such an expression preserves the reparametrisation invariance but generates such unpleasant equations of motion that
we ignore it. All other possible candidates for the kinetic energy are even more complicated.
The variation of the action with respect to the gauge eld gives us the dieomorphism constraint. It is just the
standard momentum constraint of general relativity, pij;j = 0, where p
ij is the momentum conjugate to the metric.
The form of this constraint is completely independent of the detailed structure of the action. All we ask is that the
Lagrangian be a function of gij and lij = ∂gij/∂λ−(Kξ)ij where Kξ is the Killing form of a vector ξ. The momentum
conjugate to gij is the variation of the action with respect to ∂gij/∂λ which is identical to the variation with respect to
lij . The variation of the action with respect to ξ is the variation with respect to lij (which is pij) times the variation
of lij with respect to ξ, which is just the gradient of the variation of ξ. We integrate once and get the standard
momentum constraint. As we add extra elds, we will get extra velocities but each one will have the appropriate Lie
derivative correction with respect to the same vector ξ. Variation of these terms will generate a source term in the
momentum constraint but again the form of the source term is completely independent of the detailed structure of
the Lagrangian. Further, if the action is a function on superspace, we expect that the dieomorphism constraint be
preserved by the evolution.
In Sections III and IV we give a fairly complete account of the BSW action. In particular, we show how the constraint
algebra closes. We then translate to the Hamiltonian form and rediscover the ADM Hamiltonian. Therefore ‘many
ngered time’ is the ‘hidden symmetry’ of the BSW action.
Section V contains our rst major new result. We consider a general action of the form (1.1) on superspace. More
particularly, we modify both the supermetric which enters the quadratic form in the kinetic energy and assume an
arbitrary scalar function of the three-metric and its spatial derivatives in the potential energy term. We discover that
the only possible action that gives us a consistent theory on superspace is the BSW action. The only freedom is that
we can add a cosmological constant. All other actions force the metric to be flat and the metric velocity to vanish.
The diculty in each case arises from propagating the square root constraint. The dieomorphism constraint that
arises from varying the gauge eld in the kinetic energy (which is nothing more than the momentum constraint of
standard G.R.) is always conserved. The fact that the propgation of the Hamiltonian constraint xes the form of the
supermetric was rst observed by Giulini [4].
In Section VI we add a scalar eld, φ. We assume that the metric terms take the BSW form but add scalar terms
to the kinetic energy and potential energy. It turns out that there is no ambiguity in the kinetic energy. However,








This is the standard potential energy expression (with an arbitrary constant C) and a polynomial. We nd that the
polynomial gives no diculty but we must have C = 1 for the constraint algebra to close. Therefore the canonical
speed of the scalar eld must match up with the speed of the metric disturbances. This means that the scalar eld
must respect the light cone structure of the gravitational eld.
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Life becomes even more interesting when we try to couple in a three-dimensional vector eld, Aa. This we do in
Section VII. Again the kinetic energy term is clear. We consider a fairly general expression for the potential energy
of the vector eld (this allows all possible terms quadratic in the rst derivative plus a general undierentiated term)






We derive the equations of motion and try to propagate the square root constraint. We nd that, at this level, the
polynomial terms give no diculty but that we are forced to have C1 = −1/4, C2 = +1/4, C3 = 0. Therefore the
potential energy term becomes -(curlA)2/4. In addition, we get an extra secondary constraint relating the divergence
of the momentum of the vector eld to the polynomial terms. We need to propgate this as well and when we try to
do so we discover that it can only be done consistently when all the polynomial terms vanish. We recognise that this
extra constraint is just the Gauss constraint and we recover standard electromagnetics, including the fact that the
null cones of the electromagnetic eld must be the same as the null cones of the gravitational eld.
Finally, in Section VIII, we try to include both scalar and vector elds. If they do not couple, we can have as many
scalar elds as we wish. However, if we wish to couple them we must have two scalar elds. Further, these scalar
elds must form a complex pair and must interact with the vector eld via the standard gauge interaction. Therefore
the two demands that the action be of the form (1.1) and that the equations propgate consistently is sucient to
force general relativity, Maxwell’s equations, and classical gauge theory to appear.
We believe that having an action of the form (1.1) is equivalent to having a completely constrained Hamiltonian. We
must have the momentum constraint because of reparametrisation invariance. Therefore we add to it a Hamiltonian
constraint with a Lagrange multiplier. We place no restrictions on the Hamiltonian except that it be a three-scalar
and that it be quadratic in the momenta while the momentum constraint must be of the standard form to implement
three-covariance. Closure of the algebra now forces the recovery of the standard Hamiltonian constraint of general
relativity.
The rst person to realise that BSW both was a Jacobi type action and that it had a local square root and thus
was not of the standard form was Karel Kuchar. He pointed this out to one of us (JB) in 1980 (see e.g. [11]).
II. BEST MATCHING AND SQUARE ROOT ACTIONS
We rst show how Newtonian particle mechanics can be formulated without time. The mathematical formulation
has long existed as a venerable principle of analytical mechanics: Jacobi’s principle. This describes the orbits of any
conservative dynamical system in its timeless conguration space independently of the issue of how fast the orbit is
traversed.










where E is a constant (the total energy), V is the potential energy, λ is an arbitrary monotonic parameter that labels
the points on the geodesic, and T = (dxi/dλ)(dxi/dλ) is the standard kinetic energy with, however, the absolute
Newtonian time t replaced by λ. The action (2.1) is clearly timeless and is invariant under the reparametrization
λ! f(λ). (2.2)
In accordance with Jacobi’s principle, all Newtonian motions of one xed total energy can be described as geodesics
on the conguration space. The square roots in the action, needed to obtain a geodesic principle, is characteristic
and plays a central role in our paper.














and thus are homogeneous of degree zero in the velocities, exhibiting a pattern that will be repeated throughout the
paper. Because T (quadratic in the velocities) occurs under the square root in the denominator while the velocity
is linear in the numerator, they are like direction cosines. If direction cosines are squared and added, the result is









= E − V. (2.4)
Eq.(2.4) looks like the conservation of mechanical energy equation, but it is not; it is an identity which holds true on
every curve in conguration space, not just on the curves that are solutions of the equations of motion.













where λ is still arbitrary. The solution of the equations of motion is, as expected, a parametrised curve in the
























This is not the end, however. We are free to select the parameter and there exists a special choice which makes the
equations look as tidy as possible. Let us choose λ so that
T
E − V = 1 ) T = E − V. (2.7)




and so we recover Newton’s second law with respect to this special choice of time which has the same properties as
Newton’s absolute time. Let us stress, however, that Eq.(2.7), which is usually regarded as the statement of energy
conservation, cannot be regarded as such in a parametrised theory. In the absence of an external time it becomes the
denition of ‘newtonian’ time.
The relationship between this emergent ‘Newtonian’ time and the ephemeris time of the astronomers is compre-
hensively dealt with in [11]. Also dealt with there is an interpretation of ‘best matching’, the need to introduce a
correction term to each of the velocity terms in the action, in terms of Mach’s Principle.
Let us now apply both our understanding of the Jacobi principle and the concept of best matching to gravity.
The analysis of General Relativity (GR) as a Hamiltonian theory was successfully carried out by Dirac [3] and by
Arnowitt, Deser, and Misner (ADM) [5] 40 years ago. It became clear that the conguration space of GR is the space
of Riemannian 3-geometries on a compact manifold (called superspace by Wheeler [6]).
We will consider a class of geodesic-type actions on superspace. We will show that the requirement that the
equations of motion be strongly local (in a sense to be dened) and self-consistent places a very strong restriction
on the possible actions. In fact, standard GR with locally Lorentz-invariant matter elds that interact through the
gauge principle emerges as the only possibility. We begin by considering superspace alone, i.e., without matter elds.
This will give us a theory of pure geometrodynamics.
For deniteness, let us assume that the compact manifold is S3. We will actually work in Riem, the space of suitably
smooth Riemannian metrics gij(x), x 2 S3. The orbits fgijg of the metrics gij under the action of 3-dieomorphisms
on Riem are the points in superspace. The general innitesimal 3-dieomorphism of gij(x) is generated by the Killing
form
gij ! gij + (Kξ)ij , (2.9)
(Kξ)ij = riξj +rjξi, (2.10)
where ξ(x) is an arbitrary 3-vector eld.
In order to dene a geodesic principle on superspace, we dene the ‘distance’ between two neighbouring points of
superspace using a Jacobi-type action. We denote the two points by fgijg and fgij + dgijg. Since we are working in
Riem, we need to allow for the action of dieomorphisms on the chosen metrics. We dene the distance d as










where g is the determinant of gij , P is some as yet undetermined scalar formed from gij and its spatial derivatives
that represents a potential, and T is the ‘kinetic energy’, a quadratic form in dgij :
T = Gabcd[dgab − (Kξ)ab][dgcd − (Kξ)cd], (2.12)
Gabcd = gacgbd −Agabgcd (2.13)
with an as yet undetermined coecient A.
The extremalization in (2.11) w.r.t. ξ, which we call ‘best matching’, means that the ‘distance’ d is a function on
superspace and not just on Riem. The integrand in (2.11) is invariant when dgij is transformed in the same way
as gij . This corresponds to a situation where one makes the same coordinate transformation on both manifolds.
This is not enough, however. We have to consider the situation where one makes a coordinate transformation on
the second manifold but not on the rst. This is because we aim to construct an action invariant under arbitrary
λ-dependent dieomorphisms along curves in superspace labelled by the monotonic parameter λ. Suppose the λ-
dependent dieomorphisms are represented by a shift dN i(λ). If we then simultaneously change ξi ! ξi + dN i, the
integral is unchanged.
Note that T as written is the most general ultralocal (with supermetric Gabcd dependent only on gij and not on
derivatives of the spatial metric) quadratic form in dgij up to an overall constant (which cannot aect the resulting
geodesic curves). The rst term gives the sum of squares while the second is the square of the trace. The relative
contributions of these two scalar terms has yet to be determined, hence the coecient A. For A = +1, Gabcd is the
DeWitt supermetric.
As already noted, in classical mechanics the geodesic principle dened by Eq.(2.1) determines the timeless path of
a dynamical system in its conguration space. It is important that in (2.11) the square roots are taken before the
integration over space. We call this the local square-root form. In principle, one should also consider the global form










In this paper, however, we shall only study the local form (2.11), which turns out to be much more interesting. It
is above all because of this choice (and also the choice of the ultralocal Gabcd and the restriction to velocities and not
accelerations etc. in T ) that we describe our action as strongly local.
In this paper, we shall show that the single necessary requirement of consistency of any geodesic-type principle
based on the dierent possible choices of P and A in (2.11) and its obvious generalization to include scalar and vector
matter elds dened on Riem leads uniquely to matter-free Einsteinian gravity (Sec. V), local Lorentz invariance and
the equivalence principle for any matter elds interacting with gravity (Secs. VI and VII), and the gauge principle
(Secs. VII and VIII). All these four fundamental principles of physics are latent in (2.11) and are forced to appear just
by the requirement of consistency. The three conditions of three-dimensional best matching, the local square root,
and consistency of the evolution force the appearance of all the main features of modern classical physics. There is
no need to make the prior assumption that a four-dimensional pseudo-Riemannian spacetime is the arena of physics.
III. THE BSW ACTION AND ITS HAMILTONIAN FORM










where the ‘kinetic energy’ T is











where λ is a monotonic parameter that labels the 3-metrics gij(x, λ) on a curve in Riem, R is the scalar curvature of
gij , and the other symbols have been explained.
It can be seen that the BSW action is a dierential geodesic principle based on the distance (2.11) with A = +1
and the ‘potential’ P specialized to R. We shall rst show how ABSW leads to the Hamiltonian form of GR found by
Dirac and by ADM.
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The canonical momenta possess a characteristic and important property. They are homogeneous of degree zero
in the ‘corrected velocities’ ∂gab/∂λ − (KW )ab, which occur linearly in the numerator and quadratically under the
square root in the denominator T. They thus dene a direction in superspace, as opposed to ordinary momenta, which
dene a direction and a magnitude (of speed). This corresponds to the timeless nature of the the BSW action, which
determines only paths in superspace (not speeds along them as well). Just as direction cosines satisfy an identity (the
sum of their squares equals unity), the BSW canonical momenta satisfy
gH = −pijpij + 12(trp)
2 + gR = 0, (3.4)
with trp = gabpab, the trace of p. This will be called the ‘square-root identity’, since it is a necessary consequence of
the local square root in (2.11). This identity can be demonstrated by directly substituting from Eq.(3.3) into Eq.(3.4).
In the language of Dirac [3], Eq.(3.4) is a primary constraint. The only other primary constraint is that the
momentum conjugate to ξi vanishes identically. The Euler-Lagrange equation for ξi reduces to the condition that the













This, on using Eq.(3.3), gives us a secondary constraint
p
gHj = pij;i = 0. (3.6)































+ Lξipij , (3.7)
where Lξi stands for the Lie derivative along ξi.
The square-root identity has the consequence that the standard Hamiltonian vanishes identically, as it does for
all Lagrangians homogeneous of degree one in the velocities. Following Dirac’s treatment of generalized Hamiltonian




where N and Ni are position-dependent multipliers and H and Hi are the two constraints given by (3.4) and (3.6)
respectively. Then variation with respect to N and Ni imposes the constraints H = 0 and Hi = 0.
The expression (3.8) is exactly the constrained Hamiltonian of GR in the Dirac-ADM form; H is the Hamiltonian
constraint; H i is the momentum constraint; N is the lapse; N i is the shift. The standard equations of motion that







































N ;ij − gijr2N+ LNipij . (3.10)










+ ξi;j + ξj;i, (3.11)
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, N i = ξi. (3.12)
With these choices it is clear that the BSW action represents exactly the same dynamical system as the ADM
Hamiltonian, i.e., Einsteinian gravity. One should note, however, that the dynamical equations (3.7) and (3.10), even
after the identications (3.12), are not quite identical. They dier by a multiple of the Hamiltonian constraint. This
is not of particular signicance because the constraints vanish. Further, if, in the ADM Hamiltonian, as emphasised
by York [8], one chooses the densitised lapse,
p
gN , as the independent variable rather than the lapse, N , itself, the
extra term vanishes and one gets complete agreement.
It is important to note that the constraint Hi = 0 must hold at each space point because the variable, ξi, that gives
rise to it is an arbitrary position-dependent 3-vector eld, whereas the constraint H = 0 must hold at each space point
because it derives from the local square root. To ensure that H = 0 holds at each space point in the Hamiltonian
picture, we have to assume that N in (3.8) is an arbitrary function of position. Now variation of (3.8) xes neither
N nor Ni. They remain free functions. This raises the important issue of the consistency of the identication (3.12).
That requires freedom to specify the value of T/R at each space point. But for a general expression of the form
(2.11) [transformed to a dierential form like the BSW action (3.1)] the only freedom that exists is that of making a
global reparametrization λ ! f(λ). This will change T/R by an arbitrary common factor at all space points. It is
evident that we face a serious consistency problem. Note that we do not anticipate any consistency problem in the
identication of N i with ξi, since the latter is by denition a free function.
We shall show how the consistency problem for N is resolved in the next section.
IV. PROPAGATION OF THE BSW CONSTRAINTS
In theories with constraints, it is important to check that the constraints are propagated by the equations of
motion [3]: if they are initially zero, they must remain zero under the evolution. In our case, we must show that
∂H/∂λ = 0 and ∂Hi/∂λ = 0 by virtue of the equations of motion (3.9) and (3.10), which are together equivalent to
the Euler-Lagrange equations deduced directly from (3.1).
Since constraint propagation will play a central role in this paper, we go through the calculations in some detail
for the BSW action. We start with the momentum constraint Hi = 0. We dierentiate with respect to λ and use the
equations of motion (3.7) and (3.11) (the BSW equations of motion not the ADM ones, but with the identication
(3.12)) to replace the derivatives of the dynamical variables gij and pij with respect to λ. Then various cancellations






























vanishes weakly: if the constraints hold initially, it will be propagated
by the evolution.
























pabpab − 12 trp2
i
, (4.2)
so again this constraint propagates consistently.
From the point of view of the BSW action, which is of the type we consider, there is an important dierence between
the result (4.1), which is explained by the explicit presence of the free function ξi in (3.1), and the result (4.2), which
must depend on a hidden symmetry of (3.1). This is, in fact, readily identied, since we know that the Hilbert action,
which is equivalent to (3.1), is invariant with respect to arbitrary position-dependent redenition of the time label.
This means that (3.1) must in fact be invariant under the local reparametrization
λ! f(x, λ). (4.3)
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This invariance is not at all evident in the form of (3.1). It would hold trivially if R were not present in the action,
but (4.3) completely changes the 3-metrics and 3-geometries that appear in the action (3.1) (dierent simultaneity
matchings are established), so one nishes up calculating the action for dierent curves in superspace. The values of
R transform very nontrivially. That the action is nevertheless invariant under (4.3) is the most remarkable property
of the Hilbert action. This resolves the problem of the consistency of the identication (3.11), for T/R can now be
given any preassigned value at all space points by suitable choice of the local reparametrization (4.3).
V. UNIQUENESS OF BSW
The previous section showed that consistent propagation of constraints is a very strong requirement. Many people
have sought conditions under which GR can be derived. Two main strategies have been followed. The older classical
arguments, reviewed by Hojman, Kuchar, and Teitelboim (HKT) [2], relied on four-dimensional general covariance
coupled with simplicity restrictions in a Lagrangian framework. These essentially select the Hilbert action uniquely
(up to an arbitrary cosmological constant). More recently, Teitelboim [9] started from a Hamiltonian viewpoint and
deduced matter-free GR by postulating: 1) that the Hamiltonian should have the local form (3.8); 2) that H and
Hi should depend only on the 3-metric gij and its conjugate momentum pij ; and 3) that the resulting dynamics
should satisfy an embeddability criterion proposed by Wheeler: If one did not know the Einstein-Hamilton-Jacobi
equation, how might one hope to derive it straight o from plausible rst principles, without ever going through the
formulations of the Einstein eld equations themselves? The central starting point in the proposed derivation would
necessarily seem to be ‘embeddability’ [in a four-dimensional pseudo-Riemannian spacetime].
As Teitelboim noted in his PhD thesis [10], this is an extremely restrictive condition. Developing an approach of
Dirac [3], he showed that the embeddability criterion amounts to a very specic requirement on the Poisson-bracket
relations satised by H and H i. They must satisfy the so-called Dirac algebra. In the paper [2], HKT then sought
theories that satisfy this condition - closure of the Dirac algebra in the specic fashion that ensures embeddability -
and showed (again with certain natural simplicity requirements) that GR is the unique theory that does so.
Our rst new result is the demonstration that the embeddability criterion is a much stronger condition than one
needs. It is not necessary to require that the Dirac algebra close in a specic way. It is merely necessary that it
close. As we shall see, this opens up an entirely new derivation of relativity - both the special and the general theory
- in which no a priori assumption of geometrodynamic evolution of spacelike hypersurfaces in a four-dimensional
pseudo-Riemannian spacetime is made. We can derive relativity without relativity merely by postulating an action
based on a metric ’distance’ of the form (2.11) and requiring that its constraints propagate.
The postulate of best matching, which ensures three-dimensional dieomorphism invariance, automatically leads
to a momentum constraint of the form (3.6), while the local square root leads to a local square-root identity like
(3.4) and, in the Hamiltonian form of the theory, to a quadratic Hamiltonian constraint like (3.5) (though dierent
in detail). In this way, we are led to consider a completely local Hamiltonian of the general form (3.8). But the extra
local Hamiltonian constraint, imposed rather drastically by the local square root, puts an immensely strong restriction
on the possible forms of (2.11) if, as we obviously must, we require propagation of all the constraints. It may also be
mentioned that use of the Hamiltonian formalism is a pure computational convenience. Exactly the same constraints
must be propagated by the standard Euler-Lagrange equations - with the same eect.
In this paper we make no attempt at an exhaustive analysis, and we employ a relatively pedestrian technique. We
have the suspicion that some elegant metatheorem lurks behind the various individual results that we obtain but think
it is premature to seek it at this stage, since there are several extensions of the method, which we shall mention at the
end of the paper, that should rst be explored. In the meanwhile, our individual results show clearly the potential of
the method.
We start by considering the simplest possible modication to the BSW Lagrangian that is possible: changing
the coecient A in the supermetric from the DeWitt value A = 1. The inverse to the supermetric is given by
gaegbf − A3A−1gabgef because 
gaegbf − A3A− 1gabgef
 





because when A = 1 we also have B = 1.
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pij − B2 gijtrp

+ ξi;j + ξj;i. (5.6)
The square-root identity now becomes
gH = −pijpij + B2 (trp)
2 + gR = 0, (5.7)
while the form of the equation (the ‘momentum constraint’) arising from varying with respect to ξ is unchanged in
form
p
gHj = pij;i = 0. (5.8)































+ Lξipij . (5.9)
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− 2Npg
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Therefore the time derivative of the momentum constraint vanishes weakly and so the constraint is propagated by
the evolution.





















pabpab − B2 trp2
i





pabpab − B2 trp2
i
. (5.11)
The right hand side of Eq.(5.11) does not vanish weakly.
It is clear that we get a secondary constraint trp = constant. This is the well known CMC gauge condition. This
places a restriction on our choice of initial data. It is also a second class constraint because it does not commute with
the Hamiltonian. When we evolve this constraint, we get the standard CMC slicing condition:
r2N −RN = C, (5.12)
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where C is a spatial constant, essentially half the time derivative of trp. This is yet another restriction on our choice
of initial data.
We have shown that no consistent geodesic-type theory on superspace based on the ‘distance’ (2.11) can exist unless
A = 1. This result was already obtained by Giulini [4].
Thus we see that the form of T is uniquely determined by the notion of best matching and the requirement of
consistency.
We can now apply exactly the same technique to the ‘potential’. There is one obvious modication that works. We
can show that P =  +R gives a consistent theory, where  is the cosmological constant.










with the original T







































+ ξi;j + ξj;i. (5.16)
The square-root identity now becomes
gH = −pijpij + 12(trp)
2 + g(R+ ) = 0, (5.17)
and we get the standard momentum constraint
p
gHj = pij;i = 0. (5.18)






















+ Lξipij . (5.19)
The evolution equations (5.16) and (5.19) can now be used to calculate the evolution of the constraints. The only
major dierence to the previous calculations is that we now dene N =
p








g(R + )− 1pg
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Therefore the time derivative of the momentum constraint vanishes weakly and so the constraint is propagated by
the evolution.
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The right hand side of Eq.(5.21) again vanishes weakly!
Let us consider other possible modications of P. We note rst if we rescale the metric with some constant factor
we get the modication ( + R) ! ( + CR), where C is some constant. This can have no eect, since we can
always take the factor C outside the radicand, where it can have no eect on the equations derived from the product
Lagrangian. The only eect is the renormalization  ! /C, but the value of the cosmological constant was already
freely speciable, so we have achieved nothing,
More seriously, we can try to modify the potential in a more radical way. Rather than discussing the general case,
we will deal with a couple of special situations. Let us begin by considering P = Rα where α is some constant. In










with the original T







































+ ξi;j + ξj;i, (5.25)
which shows that we want to use 2N =
p
T/Rα. The square-root identity now becomes
gH = −pijpij + 12(trp)
2 + gRα = 0, (5.26)
and we get the standard momentum constraint
p
gHj = pij;i = 0. (5.27)












;ij − gijr2NRα−1+ Lξipij . (5.28)
Again the evolution equations (5.25) and (5.28) can now be used to calculate the evolution of the constraints. The
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i





pabpab − 12 trp2
i
. (5.29)
This does not vanish weakly for any choice of α except for α = 1. We get a second class constraint, R = constant.
Conserving this gives yet another, unpleasant, equation. It is dicult to visualise the existence of any solution of this
system except static flat space.
Another choice we tested was
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P = C1R2 + C2RabRab + C3r2R, (5.30)
where C1, C2, C3 are arbitrary constants. If one thinks of the metric as having dimensions (length)2 then the scalar
curvature will have dimensions (length)−2. There is no scalar that can be constructed from the metric with dimensions
(length)−3. The only geometric scalars that have dimension (length)−4 are the three in expression (5.30). The other
two obvious candidates, the square of the Riemann tensor and Rij;ij , need not appear. The Riemann tensor (in three
dimensions) can be written as a sum of the Ricci tensor and the scalar curvature and the divergence of the Ricci
tensor can be eliminated using the Bianchi identity.
One can repeat the calculation as before. One nds the evolution equations and the square-root identity and asks
whether the identity is preserved by the evolution. The momentum constraint propagates but in the Hamiltonian
constraint one nds an explosion of unpleasant terms arising from the extra terms in the potential and these do not
cancel.
One soon sees that the same problems will arise for all possible extra terms. Thus, the conclusion of this section
is that BSW is the unique consistent matter-free theory based on a ‘distance’ of the form (1.5). We believe that
this is a new result. In many respects, our calculations repeat those of HKT. The novelty is that their result can be
obtained with a weaker assumption. The assumptions made by HKT are 1) There is a local Hamiltonian constraint.
2) There is a local momentum constraint. 3) The Poisson bracket of these constraints must reflect embeddability.
Our assumption of a local square root is exactly equivalent to 1). Best matching is equivalent to 2). Finally (our
new result), constraint propagation on its own can replace 3). The pseudo-Riemannian spacetime does not need to
be assumed in advance. Spacetime is already latent in (1.5) and merely needs to be brought out into the open by the
consistency condition.
VI. SCALAR FIELD INTERACTING WITH GRAVITY
It is well known that there exist matter-free solutions of Einstein’s equations on S3. Thus, we obtain a light-cone
structure in the solutions of our equations even though it was not at all assumed in advance. Besides the form of the
Einstein equations, above all their light-cone structure and four-dimensional covariance (which we have shown follow
from our three-dimensional assumptions), the most basic facts about Einsteinian relativity are the universality of
matter-gravity coupling (the equivalence principle) and the way in which matter elds respect the light cone, having
the speed of light as a maximum propagation speed. If a theory based on (2.11) really is the foundation of relativity,
both these features must emerge from it uniquely.
Let us see how a real scalar eld φ can be introduced into the scheme. First, the very nature of best matching
uniquely xes the form in which the scalar eld enters T, the kinetic energy. The point is that the scalar eld is
‘painted’ onto the 3-geometries described by the 3-metrics gij , so that the correction to its velocity ∂φ/∂λ analogous
to the correction Kξ to the metric velocity ∂gij/∂λ induced by Eq.(2.9) is predetermined. It is simply the scalar
product of ξ with the spatial gradient of φ, reflecting the fact that the matter is ‘dragged along’ with the geometry
by the dieomorphisms. Technically, this is just the Lie derivative of φ along ξ just as Kξ is the Lie derivative of gij .
The modied T is therefore obviously

















The coecient of the kinetic-energy term of the scalar eld can always be set equal to unity, as here, because we can
always absorb a constant into the scalar eld.








Here, the rst addition is the standard form of the potential energy for the scalar eld. It has the same dimensions,
(length)−2, as the scalar curvature. We will see that this is the term that gives rise to wave propagation. If C 6= +1,
the scalar eld will not have the same light cone as the gravitational eld, and we shall not have local Lorentz
invariance. The second additional term is some general polynomial nonderivative self-interaction term for the scalar
eld. If n = 2 and A2 = m2/4 we get the standard mass term for the scalar eld. It turns out that we do not even
demand that n be an integer. We have dropped the cosmological constant, but it can be easily added. Further, we
are not considering higher order metric terms of the form we excluded in the previous section, nor are we allowing
higher order metric - scalar eld interaction terms. We expect that these also can be eliminated.
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+ ξi;j + ξj;i. (6.4)
where we dene 2N =
p
























The square-root identity now becomes
gH = −pijpij + 12(trp)
2 − pi2 + g(R+ Uφ) = 0, (6.7)
and we get the momentum constraint by varying with respect to ξ
p
gHj = pij;i −
1
2
piφ;j = 0. (6.8)


































n−1 + Lξipi. (6.10)














n−1 − 2Lξipi = 0. (6.11)
If one sets
p
g = N = 1, n = 2, A2 = m2/4, ξ = 0 this reduces to ∂2φ/∂2λ− Cr2φ−m2φ = 0. This is obviously the
standard wave equation for a scalar eld with mass m and canonical speed
p
C.
The new Hamiltonian and momentum constraints are given by Eq.(6.7) and Eq.(6.8) respectively. These are exactly
the 00 and 0i members of Einstein’s eld equations. Note that piφ;j from (6.8) completes the square of pi2 +1/4(rφ)2
from (6.7). The factor of 1/2 in (6.8) arises because the Hamiltonian constraint has 16piρ while the momentum
constraint has 8piJ i. These are obtained because best matching ‘drags’ the scalar eld in the manner described. This
is why the equivalence principle is obtained in our approach. Note the characteristic modication of the matter-free
momentum constraint. The divergence pij;i of the gravitational momentum no longer vanishes but is equal to the
‘current’ (momentum density) of φ while the Hamiltonian constraint picks up (twice) the energy density.
We now apply our consistency criterion to the two modied constraints. We omit the calculation for the momentum
constraint, which does propagate. For the new Hamiltonian constraint, we nd that the polynomial self-interaction
terms (including the mass term) cause no diculty. The extra terms arising in the time derivative of the Hamiltonian






































− 1pg (pabpab − 12 trp2 + pi2i
+ (1 − C)Npir2φ+ (2− 2C)N ;ipiφ;i + (1− C)Npi;iφ;i. (6.12)
It is clear that most of the terms in Eq.(6.12) vanish weakly. However, we do have the last three terms, all of which
are proportional to 1 − C, which do not vanish and thus generates a secondary constraint. This is in fact a second
class constraint and so generates yet another constraint. Thus the Hamiltonian constraint will not propagate and we
get a most unpleasant theory except when C = 1.
It is interesting to consider how these unpleasant terms which are proportional to 1−C arise. The time derivative of
the ‘geometric’ (gij and pij) terms in the constraint generate the leading term of the momentum constraint (pba;b and
pab;ab). We need add terms to get the full momentum constraint. However, the full momentum constraint, Eq.(6.8),
arises from varying the kinetic energy term only so therefore does not have any C in it. However, since the square root
identity, Eq.(6.7), arises from an interplay between the kinetic and potential terms there is an explicit C dependent
term in it. The time derivative of this C dependent term gives exactly the same terms we need to add to complete
the momentum constraint. Thus when we set C = 1 everything cancels.
For the scalar eld, we have derived the correct light-cone behaviour of Lorentz-invariant eld theory from our
principles. We believe that this is a new result. It is clearly inherent in the form of our theory that the same result
will be obtained for all elds (as we shall shortly conrm for a vector eld). We also can show that a derivative
coupling term in (6.2) cannot be included consistently in the potential of our Lagrangian.
VII. THREE-VECTOR FIELD INTERACTING WITH GRAVITY
Since the kinetic and potential energy terms of dierent elds are simply added separately to the potential and
T and do not mix unless an interaction between them is introduced explicitly, we can treat dierent elds (scalar,
vector, spinor) separately. Let us now consider a 3-vector eld Aa. We use the covariant Aa as the independent
object, matching up with our use of the covariant metric gab and covariant shift ξa.
The correction to its velocity induced by the eld ξ employed in the 3-dieomorphisms used to implement best





− LξAa = ∂Aa
∂λ
− gbcAa;bξc − gbcξb;aAc. (7.1)









− gbcAd;bξc − gbcξb;dAc

(7.2)
to the metric kinetic energy.
The additions UA to the potential are equally obvious:
























Tg + TAd3x, (7.4)




























+ ξi;j + ξj;i. (7.6)
where we dene 2N =
p

























The square-root identity now becomes
gH = −pijpij + 12(trp)
2 − piapia + g(R+ UA) = 0, (7.9)
and we get the momentum constraint by varying with respect to ξ
p
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kBk(AaAa)k−1Ai + Lξpii. (7.12)
We now check whether the constraints (7.9) and (7.10) are preserved under the evolution as given by Eqns. (7.6),
(7.8), (7.11), and (7.12). As in both previous cases (pure gravity and gravity with a scalar eld), the momentum
constraint propagates . In the Hamiltonian constraint the simple self-interaction terms with no derivatives of either
Aa or gij (the terms with the coecients Bk in the potential) give no problem. However, in ∂H/∂λ we do nd terms
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The undesirable terms are the last four terms in expression (7.13). The only obvious way of ensuring that these terms
cancel is to choose C1 = −C2 = −1/4, C3 = 0 (which means that UA = −(curlA)2/4) and to require in addition that
pib;b = 0 as a new constraint.














The only reasonable way to ensure that the right hand side vanishes is to set Bk = 0 8 k. Therefore the undier-
entiated potential terms which did not give any diculty when propagating the Hamiltonian constraint turn out to
be incompatible with the extra divergence constraint. A scalar eld with mass (or powerlaw nonlinear coupling, say
φ4) is consistent with our method of construction while massive electrodynamics is not. The only vector eld that
survives is the Maxwell eld and the electromagnetic waves are exactly locked to the gravitational waves.
Since only curlA appears in the potential we are free to add a gradient of a time-independent scalar to it without
changing the action, Aa ! Aa + ∂a. . This is the exact analogue of making a time-independent three-dimensional
coordinate transformation. If, however, as seems more natural, we want to pick a time-dependent , we need to add
an extra term −∂a to (7.1). ’s role is to absorb the ∂/∂λ that arises from the ∂A/∂λ term. This is exactly the
same role that the terms in ξ play vis a vis time dependent coordinate transformations.
Now it is easy to build the divergence constraint, pib;b = 0, into the action. All we need to do is to regard  as an
independent variable and minimize the action with respect to it, just as we do with ξ. Thus we regard Aa as a gauge





− ,a − LξAa = ∂Aa
∂λ
− gbcAa;bξc − gbcξb;aAc − ,a, (7.15)
and we minimize with respect to  in exactly the same way as we minimize with respect to ξ. This minimization
gives us the Gauss constraint.
The upshot is that the only simple way to achieve consistent propagation of the Hamiltonian constraint for a vector




























− gbcAd;bξc − gbcξb;dAc − ,d

(7.16)
The resulting complete set of equations are thus exactly the Einstein-Maxwell equations (with correct propagation
speed of the Maxwell eld). Thus, we nd that a nongauge vector eld cannot be coupled in any simple manner to
the BSW action. For the reasons to be explained in the conclusions, we think it would be premature to attempt at
this stage to nd a rigorous no-go theorem, but we feel the provisional result is already remarkable and even hints
at a partial unication of gravity and electromagnetism. The fact is that, within our framework for describing pure
geometrodynamics, the BSW action (with cosmological constant) is uniquely singled out by the consistency condition,
and we have also found that there is only one simple way to couple a vector eld - it must be Maxwellian electrody-
namics with propagation velocity correctly determined. Since our approach exploits three-dimensional Riemannian
geometry to the maximal extent possible but nothing else, we can say that Maxwellian theory is uniquely inherent in
Riemannian 3-geometries.
Our result also gives us further insight into the origin of full Lorentz invariance. The fact is that we start with a
quantity that, like the 3-metric, is unashamedly three dimensional: the vector eld Aa. How does the full panoply of
the 4-potential An, n = 1,2,3,4, and the electromagnetic eld tensor Fmn arise? The answer is that the extra (‘time’)
elements arise necessarily from the combined eect of the Lie-derivative best-matching correction to the ‘bare’ velocity
∂Aa/∂λ and the exigency of having to propagate the new Hamiltonian constraint, which is forced upon us by the
local square root.
It should be said that our result is only partly new, since Teitelboim [9] demonstrated the necessity of gauge
coupling in the framework of the postulates listed at the end of Sec. 4. As in the case of the HKT result [2], we
obtain his result with a signicantly weaker assumption, and we also obtain all the additional nontrivial results about
local Lorentz invariance, including the propagation speed of light. In fact, we obtain an explanation of the Michelson-
Morley experiment from purely 3-geometrical principles. Finally, Teitelboim’s results [9] suggest that non-Abelian
gauge elds coupled to spinor elds will interact consistently with gravity in our framework and also that it would be
well worth considering the status of supergravity, which he showed was compatible with his principles. We shall say
something about this in the conclusions.
VIII. COUPLED SCALAR AND VECTOR FIELDS
As the nal calculation, we now ask: Is it possible to couple consistently a scalar eld to the electromagnetic eld?
The answer is in fact already known from standard Lorentz-invariant gauge theory - one can couple electromagnetism
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to a complex scalar eld - but it is still interesting to consider the question from the point of view of our approach,
which reverses the normal order of argumentation.
The point is that gauge theory arose from the notion of the introduction of a ‘compensating’ gauge eld. The scheme
is as follows. One starts, for example, with a free complex scalar eld on spacetime described by the Lagrangian
L = ∂µφ∂µφ (8.1)
and notes that the action is invariant under the global U(1) symmetry
φ! e−ieΛφ, (8.2)
where  is a constant. By the rst part of Noether’s theorem, the U(1) symmetry implies the existence of a conserved
quantity, which is identied with the electric charge:  = 1/c.
Heuristic arguments based on the notion of locality then lead one to try to replace the constant  in (8.2) by
a position-dependent (x), but this immediately leads to diculties, since even the free eld equation is no longer
invariant under
φ! eieΛ(x)φ. (8.3)
This diculty is avoided by the introduction of a ’compensating’ vector gauge eld Aµ, and the theory is then made
invariant under the combination of (8.3) with the standard gauge transformations
Aµ ! Aµ + ∂µ, ∂µφ! (∂µ + ieAµ)φ. (8.4)
This leads in the well known manner to minimal coupling of the complex scalar eld to the gauge eld and to
the beautiful geometrical interpretation of the latter as a connection. We emphasize that this is all done in the
four-dimensional Lorentz-invariant formalism.
In contrast, our starting point is Riemannian 3-geometry, which has just sucient structure to support covariant
derivation with respect to the 3-metric gij and enables us to formulate a geodesic-type theory that is invariant under
3-dieomorphisms. We then nd that there is a unique best-matching theory of pure geometrodynamics with local
square root that propagates its constraints. The next step is the discovery that the structure of pure geometrodynamics
is very rigid and can only be coupled in a Lorentz-invariant manner to a gauge vector eld, which appears as its source.
We now wish to go further and ask what kind of source this gauge vector eld can have. Thus, we are reversing the
normal procedure, which starts from a conserved quantity associated with a global transformation and attempts to
‘gauge’ this transformation. We already have the gauge eld and its transformation and wish to nd what source it
can have. We shall see that the source must have a U(1) symmetry.
The argument consists of two steps. First, we attempt to couple a single real scalar eld to our gauge vector eld
and nd that it is impossible to make the constraints propagate in this case. More explicitly, we assume that we have
a BSW-type action with a metric, a scalar, and a vector eld, gij , φ, Aa, as variables. We further assume
T = Tg + TA + Tφ, (8.5)
where Tg and TA are given by Eq.(7.16) and Tφ is given by
∂φ
∂λ
− φ;iξi − f
2
. (8.6)
This is Eq.(6.1) together with some gauge dependent term where f is some general function, and
P = R+ UA + Uφ + UAφ, (8.7)
where UA is given by Eq.(7.16), Uφ by Eq.(6.2) (with C = 1) and UAφ is the interaction term. We write a general











where (l,m, n) is some array of numbers and C and D are constants.
We now work out the constraints and evolution equations for this action It is clear that the constraint algebra
only closes when l = 0 and n = 0. Therefore the interaction terms all vanish and we just get a superposition of the
independent vector and scalar elds.
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We then see if it is possible to couple two scalar elds φ and ψ with the vector eld and the metric. We start with
the assumption that the scalar elds are not gauge-coupled to each other and to the electromagnetic eld. Again, we
nd that the system does not close except in the trivial case where everything is independent.
Let us now check that the standard form of gauge coupling works. We assume
T = Tg + TA + Tφ + Tψ









































gab(φ,a − eAaψ)(φ,b − eAbψ)− 14g






C and n are constants so that the last term represents some form of polynomial dependence on the scalar eld. We
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where we dene 2N =
p
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. (8.13)






+ LξAb + ,b. (8.14)























+ φ,iξi + eψ, (8.16)
























+ ψ,iξi − eφ, (8.18)
The square-root identity now becomes
gH = −pijpij + 12(trp)
2 − piapia − pi2φ − pi2ψ + gP = 0, (8.19)
and we get the momentum constraint by varying with respect to ξ
2
p
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ψ + Lξpiψ . (8.24)
























gab(φ,a − eAaψ)(φ,b − eAbψ) + gab(ψ,a + eAaφ)(ψ,b + eAbφ)

+ Lξtrp. (8.25)
We now evaluate the ‘time’-derivative of the hamiltonian constraint. We ignore the terms depending on ξ because
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This means that we get a secondary constraint
pib;b − e [ψpiφ − φpiψ ] = 0. (8.35)
This is the Gauss constraint and it is exactly the constraint that arises if we vary with respect to the gauge variable .
Now we need to check whether this constraint is preserved by the evolution. When we do this we nd that everything
works. The Gauss constraint is preserved by the evolution and the algebra closes.
As with electromagnetism, we could have started with an action without the  terms. Everything goes through
just as before and we would emerge with the extra second class constraint, Eq.(8.35). We could interpret this as a
condition that the initial data must satisfy and leave it at that. Alternatively, we could realise that this a sign of
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some gauge freedom and ‘discover’ how to add the gauge eld  into the action and nd an action whose constraint
algebra closes.
We are making the much stronger claim that this is the only form of the action whose algebra closes. All one need
do is look at the cancellations required to go from combining Eqns.(8.26) to (8.33) to obtain the incredibly simple
expression of Eq.(8.34). It is clear that this is a very delicate structure which is remarkably easy to disturb. Let us
just discuss a few special cases:
Let us consider the polynomial coupling term and assume that it is of the form C(φ2 + αψ2)n, where α is some
parameter. It turns out that Eq.(8.34) is completely unaltered. The trouble arises when one computes the time
derivative of the Gauss constraint. One gets an extra term of the form NC(α−1)(φ2 +αψ2)n−1φψ. This must vanish
so the only possible value of α is 1.
Let us consider the possibility of adding some polynomials in φ and ψ to the ∂φ/∂λ and ∂ψ/∂λ terms in the kinetic
energy. Let us call them f1 and f2 respectively. These will generate extra terms in the Euler-Lagrange equations for















This expression must vanish. The only way to achieve this is to have ∂f1/∂φ = ∂f2/∂ψ = 0 and ∂f1/∂ψ = −∂f2/∂φ.
In other words we must have f1 = Dψ and f2 = −Dφ. This is just equivalent to adding a constant D to the gauge
eld . We are always free to do this anyway because only the derivative of  appears with the vector potential.
Let us now consider the potential term and write some sort of general expression of the form








abψ,aψ,b + UAφψ, (8.37)
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, (8.38)
where (l,m, n, p) is some array of numbers and C, D, and E are constants. We can painfully work our way through














































When we try to preserve this constraint we discover we require many restrictions on the constants which force us back
to the original form of the action.
To conclude: we have shown that the the complete Lagrangian of what is certainly the only simple consistent
theory of interacting 3-tensor, 3-vector, and scalar elds with the structure as prescribed by Eq.(2.11) and thus
implementing the two ideas of best matching and a local square root is given by Eqns(8.9) and (8.10), with the
addition of a cosmological constant.
The only free parameters that occur in this action are the mass of the complex scalar eld, the self-interaction terms
of the scalar eld, and the value of the gauge constant e, which determines the electric charge. We should also say that
although we can always choose the units of the scalar and vector elds to make their kinetic energy terms enter with
unity as coecient, the coecient could be 1 (this is then matched by the terms that give rise to propagation in the
potential, so that the propagation speed is always correct). Thus, our scheme does not ensure positive deniteness of
the eld kinetic energies (but this is also true of the standard arguments within classical physics). However, everything
else does seem to be determined: Einstein’s eld equations, full local Lorentz invariance with its striking light-cone
structure, and gauge theory (including the specic U(1) symmetry for scalar elds).
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IX. CONCLUDING REMARKS
Hitherto it has always seemed that four-dimensional general spacetime covariance is the very essence of general
relativity. Many physicists have expressed strong reservations about the 3+1 Hamiltonian formalism developed by
Dirac and ADM. It is held to be against the spirit of general covariance and incapable of encompassing the wide
range of topologies allowed by GR. The restriction to globally hyperbolic spacetimes - a necessary condition for the
Hamiltonian treatment - is often severely criticized. We believe that the present work puts these issues in a dierent
light. We suggest that the local square root, rather than spacetime covariance per se, could be the essential ingredient
in relativity. Best matching, though perhaps unfamiliar, should not be controversial since it is the natural way of
imposing three dimensional covariance via a gauge eld and the associated constraint is exactly equivalent to the
ADM momentum constraint. The local square root, however, when coupled with best matching, does ensure that any
consistent theory in which it is used is governed by four constraints, one of them quadratic. Thus, the number and
nature of the constraints is just the same as follows from the requirement of four-dimensional spacetime covariance.
However, we believe there are several reasons for serious consideration of the possibility that the local square root is
truly fundamental and spacetime secondary.
First, the local square root in conjunction with best matching seems to oer a derivation of relativity in all its
manifestations. Second, these two elements are stronger than the covariance requirement, since they enforce not
only relativity but also the gauge principle. Third, the argument about the inability of the Hamiltonian approach
to reproduce the full set of solutions of GR can be turned on its head. To many people, the plethora of solutions
of GR with bizarre properties - for example, closed timelike worldlines - is an embarrassment rather than a virtue.
Indeed, one should surely always prefer a more rather than a less restrictive scheme. Finally, we should like to mention
that it is possible to extend the two ideas of best matching and a local square root very naturally from superspace
to a theory on conformal superspace [12], which we have called conformal gravity. As yet, we have performed this
extension only for the matter-free case, but the results so far obtained are promising. This too suggests to us that
it may be protable to replace the requirement of four-dimensional general covariance by our two principles. In fact,
we may mention that the present work - adding matter to BSW (with results that took us entirely by surprise) - was
actually undertaken as a ‘dummy run’ in order to get an idea how matter should be added to conformal gravity.
If we take three dimensional covariance seriously, it is clear that the obvious conguration space for gravity is
superspace. We are then, in the Lagrangian picture, forced into best matching. We have to include a Lie derivative
with every velocity and we recover the standard momentum constraint. We are still free to decide how to choose how
to incorporate the potential. We know that linearized gravity must look like a massless spin two eld. However, it
cannot be the massless limit of a massive spin two eld. This gives the wrong solar system physics (see, e.g. [13]). The
massless limit has three degrees of freedom per space point and we need a theory with only two degrees of freedom.
Therefore we need a theory with an extra constraint. A natural way of introducing this is via a Jacobi-type action
with the local square root structure we have been advocating. As expressed, this is a somewhat circular argument in
that we use a four-dimensional argument to subvert the four-dimensional nature of spacetime. A reformulation would
be to say that actions of the form (2.11) are the only reasonable ones which are dened on superspace and have only
two degrees of freedom per space point.
At one level, once we decided to have an action which denes a timeless geodesic on superspace adding the extra
gauge eld to the ‘time’ derivatives seems, in retrospect, the obvious thing to do. Therefore much of the emphasis
in the paper has been directed at the rest of the structure of the action, what we call the ‘local square root’. This
is somewhat misleading. When one looks in detail at the conservation of the square root constraint it is clear that
the momentum constraint plays a key and unavoidable role. This holds true both in the case of pure gravity and
when gravity is coupled to matter. The action is a balanced structure where the same weight is given to the potential
energy as to the kinetic energy and it is this balancing act which allows us to nd viable solutions to the equations
of motion where we had no reasonable expectation of doing so. A better title for the system might be ‘local best
matching’, emphasising the key roles played both by the local nature of the interaction between the potential and
kinetic parts and by the best matching.
Finally, it is worth mentioning that the local square root creates a theory that seems to be maximally sensitive to
all properties of Riemannian 3-geometries, as can be seen by comparing the global form ( 2.14) with the local form
(2.11). The product of two global integrals in (2.14) cannot be as sensitive as the local form. Indeed, it seems to us
that the twin principles of best matching and the local square root may implement the Cartesian ideal of explaining
all dynamics by geometry. All properties of Riemannian 3-geometries are exploited, and nothing remotely resembling
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