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Esta tesis esta´ dedicada a la investigacio´n de las propiedades de transporte de
diversos sistemas de baja dimensionalidad. En concreto, se ha realizado un
estudio de las propiedades de transporte de grafeno (sistema bidimensional),
de nanotubos de carbono o de oro (sistemas quasi-unidimensionales), o los
fulerenos de carbono (sistema de dimensio´n cero). En la investigacio´n de las
propiedades de estructura electro´nica de estos materiales se han empleado
diversas te´cnicas, desde me´todos ab-initio o de primeros principios hasta
aproximaciones del tipo de ligaduras fuertes. Combinadas con me´todos para
el estudio de propiedades de transporte en el esquema de Landauer y con la
ayuda que ofrece el formalismo de las funciones de Green, constituyen una
valiosa herramienta para investigar propiedades de transporte en sistemas
de dimensiones moleculares, permitiendo una determinacio´n ato´mica de las
estructuras.
Los resultados obtenidos en estos estudios se pueden dividir en cuatro gru-
pos:
(i) estudio de las propiedades vibracionales de fulerenos, publicado en Physics
of Semiconductors 2002, (ISBN:0750309245) con el t´ıtulo“Electromodulation
of charge transfer and vibrational properties of C60 on surfaces”,
(ii) ana´lisis de las propiedades de conductancia de un sistema de tres ter-
minales con nanotubos de carbono como elemento constituyente, donde los
defectos estructurales dan lugar a resonancias de tipo Fano, que pueden ser
empleadas para controlar el transporte en estas uniones como se muestra en
el trabajo “Defective transport properties of three-terminal carbon nanotube
junctions” [1],
(iii) estudio sobre los nanotubos de oro con la obtencio´n de una fo´rmula
anal´ıtica que permite comprobar el comportamiento de la conductancia al
variar el helicidad o el dia´metro de estos tubos, publicado bajo el t´ıtulo
“Scaling of the conductance in gold nanotubes” [2],
(iv) examen del transporte a trave´s de una mole´cula biestable, el azobenceno,
conectada a nanotubos de carbono de diferentes quiralidades que se expone
en el trabajo “Tuning the conductance of a molecular switch” [3].
1
Introduction
The success of the current information technology originates from the ad-
vances in the fabrication of silicon based devices. Such accelerated tech-
nological development was a driving factor for most scientific achievements
in mesoscopic physics which is the fundamental understanding of electron
dynamics in the reduced dimensions.
Lithographic techniques allow for the very-large-scale integration of elec-
tronic devices. They are nevertheless constrained by optical resolution limits
which will necessarily hinder the miniaturization trend forseen by Moore’s law
when arriving at feature sizes in the nanometer scale. Bottom-up electron-
ics, i.e. the possibility to assemble electronic devices using the self-assemble
capabilities of functional molecular building blocks, proposes itself as a post-
silicon solution to the end-of-the-roadmap for semiconductor technologies.
Still, understanding the behavior of single molecule quantum transport is a
condition towards this ambitious goal of molecular electronics [4].
Electron transport through a single molecule device relies on exotic quantum
effects of electrons confined in low-dimensional systems. A deep understand-
ing of this problem was developed during the last two decades within the
mesoscopic physics at the sub-micron scale. Indeed, classical “solid state
physics” does allow for an accurate description of electron dynamics in bulk
crystalline materials in the three physical dimensions (3D). But it was the
possibility to confine electrons at the interface of semiconducting heterostruc-
tures in the so-called two-dimensional electron gas (2D), or further in quan-
tum wires (1D) or even in quantum dots (0D) that allowed to test truly
quantum mechanical phenomena via optical and transport low temperature
experiments. Additionally, beyond a mere test of quantum mechanics, new
quantum phenomena were discovered in such electronically confined systems;
one for all, the quantum Hall effect, indeed awarded two times with the pres-
tigious Nobel prize [5, 6, 7, 8].
Semiconducting heterostructures represent, though the first, only one of the
possible materials for investigating electronic dynamics in low dimensions.
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As a matter of fact, in a parallel development of chemical and physical sci-
ences, new materials for electronics have been posed to the attention of the
scientific community. The so-called carbon family plays a prominent role
among these classes of new electronic materials. The two forms of known
carbon solids (diamond and graphite) were complemented by the discov-
ery of the controlled synthesis of fullerenes [9], carbon nanotubes [10], and
single graphene layers [11], to follow the historical development. Graphene
(2D), carbon nanotubes (1D), small organic molecules and fullerenes (0D)
are nowadays under an intense investigation not only because they represent
the ultimate atomistic limit of quantum confinement but also because of the
new phenomenology related to their lattice topology. As an example, π elec-
trons in graphene and nanotubes display at low energies Dirac-like (massless)
electronic dispersion relations [12, 13], reflected for instance in the relativistic
Landau levels of graphene in an external magnetic fields and in the expected
spin-charge separation effect in carbon nanotubes under a bias voltage. Such
effects which, for the low energy physics, can be easily understood within a
continuum, field theoretical approach have to be complemented by an atom-
istic description of electron dynamics that allow us to access the full electron
spectrum.
This thesis aims at merging, within the study of molecular systems, theoreti-
cal tools typical of mesoscopic physics and an atomistic determination of the
electronic structure. The Leitmotiv of our investigations is the calculation of
quantum transport observables at the molecular scale.
Quantum conductances of the order of 2e2/h characteristic of a single
molecule or a single nanotube with a typical lateral dimension of at most
1 nm, are at best understood, in contrast to classical dissipative conduction
in the bulk state, as an electron wave diffraction problem. As already realized
in 1957 by Rolf Landauer [14] the conductance of a phase coherent system
is proportional to the quantum mechanical transmission. The latter can be
calculated within the formalism of the Green functions.
Finite size effects such as for example surface states in carbon nanotubes, are
captured only by an atomistic description of the molecular device. The Den-
sity Functional Theory based on Tight Binding (DFTB) approach adopted
in this thesis attempts to combine the accuracy of an ab initio description
with a relatively modest numerical demand.
All in all, these theoretical tools are important instruments for calculation
of quantum transport characteristics in systems where charging and inelastic
effects could be neglected. They are applied in this thesis to understand the
transport properties of different molecular scale devices.
4
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The outline of this thesis is organized as follows:
Electronic structure Chapter 1 presents an illustration of the different
instruments that will be needed throughout this
thesis for the determination and characterization
of the electronic structure of nanoscopic systems.
Both density functional theory and tight-binding
approaches are treated and references are given
for an extension of this introduction in electronic
structure methods.
Quantum transport In Chapter 2 an overview of the tools used in this
work is given which allow for the charge transport
calculations in the equilibrium regime. Together
with Chapter 1 completes the description of the
methods applied in the studies described bellow.
Carbon-based materials The characteristics of carbon-based systems are
exposed in Chapter 3. These materials, compris-
ing fullerenes, carbon nanotubes and graphene
layers, constitute the major part of the systems
studied in this thesis. Examples of transport ob-
servables for carbon-based systems are also given.
Carbon nanotube junctions Chapter 4 will be devoted to the study of trans-
port properties through different three-terminal
carbon nanotube junctions, where two terminals
are used for charge transport which is modified
by applying a gate voltage on the third arm. A
discussion of an addition control of the transport
through these systems is also enclosed.
Electromodulation of C60 In Chapter 5 a study based on density-functional
theory calculations is presented on the modula-
tion of charge transfer to a C60 molecule, placed
onto a graphene substrate, due to an external ap-
plied electric field.
Gold Nanotubes Chapter 6 will be centered on the analysis of
transport through gold nanotubes, where a model
of the systems allows to prediction of conductance
values through an analytical formula.
5
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Molecular junctions Finally, Chapter 7 analyzes the conduction prop-
erties of a single molecule of azobenzene attached
to nanoscopic metallic electrodes. A study of the
switching capacity of this bistable molecule, to-
gether with the properties of the contact to the





This chapter presents an overview of some of the theory and meth-
ods to calculate the electronic structure of solids and molecules, which
constitute the fundamentals for understanding the properties of matter.
Nevertheless such a task poses problems of such a great complexity that
approximations are needed to deal with them. A good control of these
approximations is thus essential to understand the obtained results.
1.1 Solving the Schro¨dinger equation
Describing systems at the atomic level requires the use of quantum mechanics.
To describe these systems solutions to the many-body Schro¨dinger equation
for isolated systems in time-indepedent fields (see e.g. [15]) are therefore
needed, which determine the wavefunction of the system:
H (r,R)Φ (r,R) = EΦ (r,R) (1.1)
where H is the time-independent Hamiltonian operator for a system of Ne
electrons and Ni nuclei, or more properly ions, described by position vectors





Υ (r,R, t) = HΥ (r,R, t) . (1.2)
But, since the problems that we will consider in the following are described by
a time-independent Hamiltonian H, a separation of time and space variables
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can be made. This separation Ansatz, Υ (r,R, t) = Φ (r,R) χ (t), yields for
time-independent Hamiltonians a trivial time evolution, leaving the problem
of solving the time-independent Schro¨dinger equation, Eq. (1.1).





















= Ti (R) + Vii (R) + Te (r) +Vee (r) + Vie (r,R)
(1.3)
where the different terms in which it has been decomposed are respectively:
• Ti: ionic kinetic energy operator,
• Vii: ion-ion coulomb repulsive potential energy operator,
• Te: kinetic energy operator of the electrons,
• Vee: coulomb repulsion between electrons,
• Vie: electron-ion coulomb interaction, which is the only attractive term.
Mα is the mass of the nuclei, m that of the electron, and pα and pi are the
ionic and electronic momentum operators. Zα denotes the nuclear charge of
the corresponding atom, r = (r1, . . . , rNe) and R = (R1, . . . ,RNi). Greek
character indices are used for ionic degrees of freedom and latin indices sum
over the electronic degrees of freedom. For the rest of this chapter, atomic
units will be adopted, where m = 1, e = 1, h¯ = 1, which will simplify the
expressions.
To solve such a complex problem some approximations have to be introduced.
1.1.1 The Born-Oppenheimer approximation
Nuclei are considerably heavier than electrons and move therefore slower.
Hence, to a good approximation, the electrons in a molecule can be considered
to be moving in the field of fixed nuclei, so that the dynamic evolution of
electrons and nuclei can then be decoupled. In this way, the Hamiltonian









1∣∣ri − rj∣∣ −∑α,i
Zα
|Rα − ri| (1.4)
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where the first two terms in Eq. (1.3) can be taken as constants. This adi-
abatic Hamiltonian Ha thus depends explicitly only on the electronic coor-
dinates and the dependence on the nuclear coordinates is just parametric:
Ha (r;R).
From now on, the problem to be concerned with is the solution of the follow-
ing equation:
Ha (r;R)Ψ (r;R) = EaΨ (r;R) . (1.5)
Its solution Ψ is the normalized wavefunction for the electrons. Due to the
fermionic character of electrons Ψ must be antisymmetric with respect to the
interchange of the coordinate r of any two electrons:
Ψ
(
r1, ..., ri, ..., rj, ..., rNe
)
= −Ψ (r1, ..., rj, ..., ri, ..., rNe) . (1.6)
This requirement, known as the antisymmetry principle, is a consequence of
the familiar Pauli exclusion principle.
On the other hand, the nuclei will move on a potential energy surface obtained
by solving the electronic problem and will be described following the classical










ZαZβ∣∣Rα −Rβ∣∣ + Ea (R)
]
φ (R) = Eφ (R) . (1.7)
The total wavefunction is then written as the product of the nuclear and
electronic parts:
Φ (r,R) = Ψ (r;R) φ (R) . (1.8)
Within the Born-Oppenheimer approximation, for a given set of nuclear po-
sitions the ion-electron interaction can be included in an external potential
for the electrons. The Hamiltonian of a system of Ne interacting electrons
in an external potential Vext(r) can be expressed as H = T + U + Vext. T
and U are the electronic kinetic energy and the electronic interaction poten-
tial energy, respectively, and will depend only on the electronic properties
(“universal”), whereas Vext is a characteristic of the particular system.
In density functional theory (DFT), on the other hand, the electronic prop-
erties of the system will be considered as functionals of the electronic den-
sity distribution of the ground state energy. The fundamental variable is
then n(r) instead of the electronic wavefunction Ψ ({r}), as we will see in
Sec. 1.3. But let us first have an overview of a wavefunction based method:
the tight-binding formalism.
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1.2 Tight-binding
The tight-binding (TB) method provides quite satisfying descriptions of the
electronic structure and bonding properties and at the same time provides an
intuitive picture which allows for a better understanding of the fundamental
features of electronic bands. It has been largely used in the physics commu-
nity, for these reasons and for its efficiency in simulations and calculations
with a large number of atoms. For a more complete and clear introduction
to the tight binding approximation we refer the reader to standard books of
solid state physics [16, 17]. A simplified form of the tight-binding is known
in the chemical community as the Hu¨ckel model [18, 19, 20, 21].
In this approximation the wave function is expanded in a linear combination
of fixed energy-independent orbitals, each associated to a specific atom in the
molecule or crystal. This working hypothesis, called linear combination of
atomic orbitals, makes sense if the full Hamiltonian resembles that of a single
atom in its vicinity. An appropriate choice for these localized basis functions
is a set of atomic-like functions centered on the atom sites. On each site the
basis functions can be written as a product of radial functions and spherical
harmonics,
χ (r)→ χnℓm = χnℓ (|r|)Yℓm (r) , (1.9)
where n indicates different functions with the same angular momentum (la-
belled by {ℓ,m}). The matrix elements of the Hamiltonian matrix between
two orbitals of the localized basis Hχ χ′ can be divided into one-, two- and
three-center terms. One-center terms are those where both orbitals as well
as the potential energy operator of the Hamiltonian are centered on the same
site. In two-center terms, the orbitals are centered on different sites and the
potential is on one of the two. And for the three-center terms, the orbitals
and the potential are all centered on different sites. The overlap matrix el-
ements can only have one-center terms if both orbitals are on the same side
or two-center terms otherwise. The semi-empirical tight-binding approaches
involves only up to two-center terms with matrix elements expressed in a
parameterized form. Using the crystal symmetries the number of parameters
needed to describe a solid can be considerably reduced, as can be seen in the
valuable tables given by Papaconstantopoulos [22].
Slater and Koster [23, 24] (SK) developed a widely used approach, by ap-
proximating the Hamiltonian matrix elements with the two-center form. The
values of the matrix elements may be derived approximately or fitted to ex-
perimental data or accurate theoretical calculations. In this approach all
10
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matrix elements have the same symmetry as of two atoms in free space. The
choice of the SK parameters depends often on the properties one is interested
in.
1.3 The density functional theory
Many reviews and books have been written about density functional theory
(DFT) methods and algorithms [25, 26, 27, 28, 29, 30, 31], so that in this
section just a short description of the theorems that gave birth to DFT will
be given.
The first density functional theory of quantum systems is the method pro-
posed in 1927 independently by Thomas [32] and Fermi [33], and extended
by Dirac [34] to include exchange among the electrons. This method, though
including too hard approximations, showed the appeal of a density functional
theory, since it is remarkably simpler to deal with one equation for the den-
sity than with the full many-body Schro¨dinger equation with 3Ne degrees of
freedom.
The modern formulation of density functional theory begins with the publi-
cation in 1964 of two important theorems by Hohenberg and Kohn [35, 30],
which constitute the formal basis of a density functional theory as an exact
theory of correlated many-body systems. The formulation applies to any
system of interacting particles in an external potential V(r).
Theorem 1 For any system of interacting particles in an external potential
V(r), this potential V(r) is determined uniquely, except for a constant, being
a unique function of the ground state particle density n0(r).
As a consequence, the complete Hamiltonian of the system is fully determined
by n0(r), and therefore also the many body wavefunction for the ground
state. The use of this theorem an the central point of DFT is to transfer
every functional dependence on V into a functional dependence on n by
substituting the single-valued V[n].
Theorem 2 A universal functional for the energy E[n(r)] in terms of the
density n(r) can be defined for any external potential V(r). The exact ground
state energy of the system is the global minimum of this functional and the
density n(r) that minimizes the functional is the exact ground state density
n0(r).
11
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The electronic ground state energy of the system can be obtained by mini-















where δ indicates the functional derivative of E, de-
fined as δF[n] = F[n + δn] − F[n] and δF[n]/δn(r) =
limη→0+ {F[n(r ′) + ηA0δ(r− r ′)]− F[n(r ′)]} / (ηA0), assuring A0 for the
correct dimensions [28]. The Lagrange multiplier, µ, acts as the chemical
potential of the system.
No guidance whatsoever was given by Hohenberg and Kohn for constructing
the energy functionals explicitly. Nevertheless, their variational principle is
general and rigorously based on quantum theory. The generality of DFT has
been emphasized by many extensions as the work of Mermin [36] in 1965 to
include finite temperature canonical and grand canonical ensembles, or the
alternative definitions of Levy and Lieb [37, 38, 39].
1.3.1 Kohn-Sham equations
The real break-through in density functional theory came from the Ansatz
made by Kohn and Sham [40] in 1965, which made possible the application
of the previous theorems by the development of useful independent particle
approaches. They proposed to replace the many body interacting electron
system with a different auxiliary independent particle system, assuming that
the ground state density of the original interacting system is equal to that of a
non-interacting system of particles. This automatically leads to independent
particle equations that are in principle exactly soluble with all the complexity
of the many-body terms incorporated into an exchange-correlation functional
of the density Exc[n].




∇2 + vext(r) + vH (r) + vxc ([n] ; r)
}
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being the Hartree potential, which can be evaluated either by direct integra-
tion or by solving the equivalent differential Poisson equation,
∇2vH (r) = −4πn (r) . (1.13)
vxc is the exchange-correlation potential, which is formally defined as




The density of the auxiliary system is defined in terms of the Kohn-Sham






Figure 1.1: Schematic illustration of the self-consistent procedure to obtain the
final total energy of the system. The solution of Eq. (1.11) produces the wavefunc-
tions ψi to obtain the electronic density from Eq. (1.15), which is used to define
the effective potential in Eq. (1.11), applying Hohenberg-Kohn theorem to the
non-interacting problem (Kohn-Sham). An initial guess of the density od states
must be made to start the process. This self-consistency cycle is repeated until




∣∣nout − nin∣∣ < ηn. The convergence criterium can be equivalently
imposed on the difference of total energies. Finally, the solution obtained for
the independent particle Kohn-Sham problem determines all properties of the full
many-body system.
These equations correspond to the Schro¨dinger equation of a particle in an
effective potential that has a functional dependence on n and results of the
13
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external potential, the Hartree electronic interaction and the exchange and
correlation potential:
veff(r) = vext(r) + vH(r) + vxc(r), (1.16)
which must be found self-consistently, as illustrated in Fig. 1.1. The KS
equations are independent of any approximation to the functional Exc[n],
and they would lead to the exact ground state density if the exact form of
Exc[n] was known. The accuracy is thus only limited by the approximations
made in this exchange-correlation functional.
The Kohn-Sham Hamiltonian eigenvalues ǫi do not represent the excitation
energies of the interacting many-body system. Only the highest eigenvalue
associated to an occupied state in a finite system can be directly interpreted
as being minus the ionization energy. Originally ǫi’s are introduced as the La-
grange multipliers of the KS variational equations that ensure the orthonor-
mality of the non-interacting particle wavefunctions. However, they allow to











vext(r)n(r)dr + EH + Exc
= ∑
i









where usually EBS = ∑i niǫi is defined as the band structure energy. The
eigenvalue ǫi describes the first-order change of the total energy with respect
to small changes of the orbital occupation number ni. This relation is known
as Janaks theorem [41]. A non rigorous interpretation of this equation asso-
ciates ǫi with the energy levels occupied by the interacting electrons whereas
the remaining terms are corrections to the energy due to the double count-
ing of the electron-electron interaction included in EBS. When performing
geometry optimization or nuclear dynamics the repulsive Coulomb term cor-






ZαZβ∣∣Rα − Rβ∣∣ . (1.18)
In order to solve the KS equations (1.11) it is necessary to reduce the problem
to a finite number of variables. Except in the so-called real-space scheme,
where functions are sampled in a real-space mesh (see for instance Ref. [42]),
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this is done by expanding the unknown ψi(r) in terms of known basis func-
tions, χµ, as ψi(r) = ∑µ cµiχµ(r).
Depending on the type of basis functions used in the expansion, two popular
choices exist: plane waves and localized orbital methods. Plane waves are
the simplest representation in the description of the wavefunctions. They
are eigenfunctions of the Schro¨dinger equation with constant potential, and
therefore they are natural basis for the description of bands in the nearly
free electron approximation. They provide a simple derivation of the Bloch
theorem when the Schro¨dinger equation is solved accounting for periodic
boundary conditions with the crystal symmetry. On the other hand, localized
orbital methods, usually referred as linear combination of atomic orbitals
(LCAO) use basis functions that reproduce the essence of the atomic-like
features of atoms in solids and molecules.
A further approximation usually taken is to introduce so-called pseudopo-
tentials that describe the effect of the core electrons in the internal region of
the atoms but leave everything unchanged outside this core region defined
through a cutoff radius. These fictitious potentials describe the screening
effects of the core electrons on the nuclear potentials and also the oscillatory
behavior in the wavefunctions of the valence electrons around the core region
that comes from the orthogonality of these wavefunctions with those of the
core electrons. The description of these oscillations through the pseudopoten-
tials saves high computational costs that would be required to describe them
with an all-electron calculation (many more basis functions or real space grid
points would be needed). A pseudopotential is usually generated in an atomic
calculation and then used to compute the properties of valence electrons in
molecules and solids.
1.3.2 Exchange and correlation
One key point in the success of the Kohn-Sham approach is that, though
being the exchange and correlation functional (Exc[n]) unknown, it can be
reasonably approximated by a local or nearly local functional of the density,
by the explicit separation of the independent particle kinetic energy and long-




n(r)εxc ([n(r)] , r)dr, (1.19)
with εxc ([n(r)] , r) being the exchange and correlation energy density per
electron at point r.
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Even though the exact form of Exc[n] has to be very complex, a lot of progress
has been made with remarkable simple approximations. Perhaps the most rel-
evant ones are the local density approximation and the generalized-gradient
approximation, which we will shortly comment here. In the local density
approximation (LDA), Exc[n] is an integral of the exchange-correlation en-
ergy over all space, in which the εxc is assumed to be the same as in an





n(r)εLDAxc (n(r)) dr. (1.20)
This approximation is expected to be best when n(r) is smooth, i.e., for
solids close to the homogeneous electron gas. Though it also seems to work
for inhomogeneous cases, such as molecular systems where the density has to
go continuously to zero outside the atom, for some systems the generalized-
gradient approximation (GGA) proves to be a better one. However, the
validity of the local approximation must be checked with experimental results
for the given system.
The generic formulation of the GGA approximation to Exc[n] is:
EGGAxc [n] =
∫
n(r)εGGAxc (n (r) , |∇n(r)|)dr, (1.21)
which is the first step beyond the local approximation, including not only a
dependence on the local density but also on gradients of the density, allowing
to take into account the variations of the electronic density that characterize
very inhomogeneous systems. A gradient expansion approximation was even
already suggested in the original paper of Kohn and Sham.
To preserve the desired properties in GGA the exchange-correlation energy
is expressed as (see i.e. [43]):
EGGAxc =
∫
n(r)εhomxc (n(r)) Fxc (n(r), |∇n(r)|) dr (1.22)
where the dimensionless function Fxc is required to satisfy a series of formal
conditions related to the exchange and correlation hole.
1.4 Computational length scales
We can generally assign a length scale to any solid scale computational tech-
nique, which constitutes a measurement of the applicability range of the
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method. Primarily this length is dependent on the scaling properties of the
computational scheme, but other factors such as the optimization of numeri-
cal libraries or the availability of parallelization techniques play an important
role. The assignment of such a length is not a precise task but it helps in
order to have a quick comparison factor to evaluate different techniques.
Density functional theory scales in typical calculations as N3, though as it will
be seen in Sec. 1.5, order-N methods are already available. A large number
of codes implementing this scheme of electronic structure calculations exit
nowadays, and typical systems studied with these codes consist of hundreds
and even thousand atoms. The length characterizing DFT methods can be
estimated to be of around 102 A˚.
Tight-binding calculations on the other hand, based on the fact that a rela-
tive small set of parameters is needed to express the Hamiltonian and these
parameters are then calculated or fitted from experiments, but in general
this process is not a self-consistent one. For these reason this computational
scheme can be used to study large scale systems. The characteristic length
associated with this method is therefore much larger than the previous one
and can be set to be of circa 106 A˚.
1.5 The SIESTA method
The DFT code SIESTA (Spanish Initiative for Electronic Simulations with
Thousands of Atoms) is a flexible LCAO method based on the use of nu-
merical atomic orbitals of finite support to expand the electron wavefunc-
tions [44, 45]. The choice of a localized basis is made since they allow the
construction of the Hamiltonian and overlap matrices in O(N) operations.
It is an “ab initio” (or “from first principles”) methodology as there are no
free parameters in the calculations.
Exchange and correlation are treated within Kohn-Sham DFT, either with
the local spin density or with generalized gradient approximations. Standard
norm-conserving pseudopotentials [46]in their fully nonlocal form [47] are
used, usually adopting the Troullier-Martins parametrization [48], but other
parametrizations can be given by the code user.
As already mentioned, SIESTA is based on a flexible LCAO basis set, with
essentially O(N) scaling. These orbitals are localized, i.e. defined to be zero
beyond a specified cutoff radius. This condition assures the sparsity of the
Hamiltonian and overlap matrices, a necessary requirement for the O(N)
scaling. Within the cutoff radius, the basis orbitals are given by the product
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of a spherical harmonic times a radial function as in Eq. (1.9), where there
will be several orbitals with the same angular dependence, but different radial
dependence, which is conventionally called a “multiple-ζ” basis. The radial
functions are defined by a cubic spline interpolation from the values given on
a fine radial grid. The generation of the basis set, like that of the pseudopo-
tential, is to a large extent up to the user and independent of the SIESTA
method itself. Nevertheless automatic procedures are included based in the
numerical atomic orbitals originally proposed by Sankey and Niklewski [49],
which are implemented also in other codes such as FIREBALL [50]. Soft
confining potentials for the radial Schro¨dinger equation for the correspond-
ing orbital instead of hard ones are implemented in SIESTA as proposed by
Junquera et al. [51].
The basis functions and the electron density are projected on a real-space
grid, in order to calculate the Hartree and exchange-correlation potentials
and matrix elements, with a number of operations that scales linearly with
the size of the system. Some terms of the Hamiltonian and overlap matrix
elements are calculated in a real space grid and others in the Fourier space.
The simplest ones to calculate in O(N) operations are those involving two-
centre integrals between overlapping orbitals, because each orbital overlaps
only with a small number of other orbitals, independent of the system size,
as well as the two-centre integrals of the Hamiltonian, which are the terms
involving the kinetic energy operator. All of these are calculated in Fourier
space, using convolution techniques, and stored as a product of spherical
harmonics times numerical radial functions, interpolated in a fine radial grid.
To evaluation of n(r) is an O(N) operation as for a given point r, only
a few orbitals are nonzero and contribute to the sum in Eq. (1.15). From
n(r) the Hartree potential vHis calculated using fast Fourier transforms. The
exchange and correlation potential vxc is computed in LDA or GGA approx-
imations, the latter using finite difference derivatives. The total effective
potential veff is calculated by adding the local pseudopotentials of all the
atoms to vH+ vxc. Since both vH and the local part of the pseudopotentials
have long range parts with opposite signs, the electrostatic potential created
by a reference density (the sum of the electron densities of the free atoms)
is subtracted to each of them. Finally the matrix elements
〈
χµ|Ve f f |χν
〉
are
calculated by direct integration in the grid points. Also here, the effort of
this step has O(N) scaling, since the number of nonzero orbitals at each grid
point is independent of the system size.
The evaluation of the total energy, atomic forces, and stress tensor, proceeds
simultaneously to that of the Hamiltonian matrix elements, using the last
density matrix available during the self consistency process.
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Once the Hamiltonian and overlap matrices have been calculated, a new den-
sity matrix is obtained either by: (i) solving the generalized eigenvalue prob-
lem by conventional O(N3) methods of linear algebra, or (ii) using the O(N)
orbital minimization method of Kim et al. [52, 53], for which a modified en-
ergy functional is used, whose minimization produces orthogonal wavefunc-
tions and the same energy and density as the Kohn-Sham energy functional,
without the need for an explicit orthogonalization.
The reader is referred to the cited literature for a deeper knowledge of the
characteristics of this widely used method.
1.6 The density functional based tight-
binding (DFTB) method
One appropriate approach to calculate extended systems with reasonable
computational costs is the self-consistent, nonorthogonal density functional
based tight-binding (DFTB) scheme developed by Porezag et al. [54], in
which the Hamiltonian and overlap matrix elements are tabulated before-
hand on the basis of self-consistent DFT-LDA linear combination of atomic
orbitals LCAO calculations, retaining only two-center contributions to the
Hamiltonian matrix elements. The procedure for the determination of the
desired matrix elements is well-defined and does not involve any fitting. This
method is an extension of the tight-binding formalism described in Sec. 1.2
and is a good compromise between the sophisticated but much more com-
putationally expensive ab initio or first principles techniques and the simple
empirical potentials, which lack transferability (e.g. [55]).
The original formulation of DFTB was given by Seifert, Eschrig and
Bieger [56, 57] around 1985, applying the formalism of optimized linear com-
bination of atomic orbitals (O-LCAO) as introduced by Eschrig and Bergert
for band structure calculations [58]. In this approximation, the Kohn-Sham
orbitals ψi of the system, solutions of Eq. (1.11), are expanded in terms of





cνiϕν (r− Rνα) (1.23)
where M is the total number of basis functions and Rνα the center of the func-
tion ϕν. As a result of the expansion, the Kohn-Sham equations, Eq. (1.11),
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∣∣H |ϕν〉 , Sµν = 〈ϕµ∣∣ ϕν〉
(1.24)
The first step (i) is thus the creation of the wavefunctions to expand the
Kohn-Sham orbitals as in Eq. (1.23), then (ii) the Hamiltonian and overlap
matrix elements of Eq. (1.24) must be calculated. With the definition of
the Hamiltonian the band structure energy EBS can be obtained as seen in
Eq. (1.17). The corrections terms in this equation can be approximated by
a short-range repulsive potential [59, 60, 61], which here is assumed to be a
pair potential:









The last step (iii) is to determine the repulsive contributions Vrep.
(i) Creation of (spin-unpolarized and spherically symmetric) pseu-
doatomic wavefunctions
The Kohn-Sham orbitals of free atoms do not represent a very efficient
basis for condensed systems. Therefore Eschrig et al. [58] suggested to
improve them introducing an optimized set of pseudoatomic orbitals,
which can be obtained by solving self-consistently a modified Kohn-
Sham equation for an isolated atom, with an effective one-particle po-
tential veff approximated by
v
psat





The last term forces the electrons to avoid areas far away from the nu-
cleus, thus resulting in wavefunctions that are more short-range (con-
tracted) in comparison to those of the free atom, and solving in this way
many numerical difficulties. For small molecules though the contraction
of the wavefunction may also be omitted. The potential Vpsat deviates
from that of the free spin-unpolarized and spherically symmetric atom











The parameters n and r0 to be fitted for every atom type are also chosen
in such that this condition is fulfilled. The exchange and correlation
potential included in Vpsat (free atom potential) is expressed in terms
of the local density approximation as parameterized by Perdew and
Zunger [62].
(ii) Calculation of the matrix elements
The eigenfunction solutions of the Kohn-Sham equation with effective
potential v
wholeKSsystem
eff as described in Eq. (1.27) and Eq. (1.26), ϕ
psat
ν ,
are then used as a basis set for the LCAO treatment of the whole non-
interacting system. In DFTB only valence orbitals are considered, that
is, it restricts to a minimal basis description.
The overlap matrix elements which are at most two-center terms are
calculated directly. For the Hamiltonian matrix elements only two-
center Hamiltonian matrix elements are treated, and consistently with
the previously made approximations for veff, several contributions have




εAµ (free atom) if µ = ν and A = B〈
ϕAµ
∣∣∣T + VpsatA + VpsatB ∣∣∣ ϕBν〉 if µ 6= ν
0 otherwise
(1.28)
The indices A and B indicate the atom on which the wavefunctions
and the potentials are centered and µ and ν the basis orbital. Since the
diagonal elements of the Hamiltonian are determined by the eigenvalues
of the free atom, the correct limit for large distances is guaranteed.
Due to the fact that all matrix elements depend only on interatomic
distances, they need to be calculated only once for each pair of atom
types and can be stored as a function of the interatomic distance. Ma-
trix elements corresponding to any given interatomic distance may be
easily obtained by interpolating between the stored values.
(iii) Determination of the repulsive potential
The short-range repulsive potential Vrep is the difference between the
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Vrep is then obtained by a fitting procedure, where the following Ansatz






n=2 dn (Rc − R)n for R < Rc
0 otherwise
(1.30)
This Ansatz guarantees that Vrep vanishes for R ≥ Rc. The polynomial
expansion goes usually up to polynomials of order 5, but the range of n
can be varied. The two adjustable parameters dn and Rc are determined
by fitting the vibrational frequency and equilibrium distance of the
corresponding diatomic molecules.
To improve the description of systems with a substantial amount of trans-
ferred charge, a second-order expansion of the Kohn-Sham total energy,
Eq. (1.17), with respect to charge density fluctuations is made [63]. The


























with U being the difference of the experimental ionization energy and electron
affinity. It is frequently called chemical hardness and can be determined
for each atom type from a self-consistent LDA calculation as the second







The expression of Eq. (1.31) guarantees the correct limit for |RA − RB| = 0
and a smooth transition to Coulomb-like behavior as |RA −RB| increases.


























Besides the usual short-range repulsive terms the final approximate Kohn-
Sham energy additionally includes a Coulomb interaction between charge
fluctuations.





(H˜µν − ǫiSµν) cνi = 0, (1.35)
where the Hamiltonian matrix elements H˜µν differ from those given in
Eq. (1.30) as










, with µ ∈ A, ν ∈ B.
(1.36)
















Note that Hamiltonian matrix elements H˜µν depend now on the charges and
therefore on the expansion coefficients cνi themselves, so that the problem
needs to be solved self-consistently. Nevertheless, such a DFTB calculation is
still at least two orders of magnitude faster than a full-potential self-consistent
LDA calculation.
This method together with the quantum transport calculation techniques
described in Chapter 2 are applied in Chapter 7 in the implementation






In this chapter, we will give a brief introduction to the theory of trans-
port in systems ranging from the mesoscopic to the molecular scale.
Mesoscopic conductors are much larger than objects like atoms, but
smaller than macroscopic (“ohmic”) conductors like ordinary metal
wires. We will start presenting the classification of transport due to
the correlation between the size of the conductor and the characteristic
transport lengths. Then, we will introduce the Landauer approach to
transport in mesoscopic systems and the linking between the Landauer
formula and the Green functions.
2.1 Transport classification:
Characteristic lengths
The transport behavior of a conductor is usually classified by the interplay
between its length L and the characteristic transport lengths. We will next
discuss the relevant lengths connected to the motion of the electrons in a
material (see Ref. [66, 67]).
2.1.1 Fermi wavelength (λF)
An important quantity is the wave length of the conducting electrons. As the
current is effectively carried by a small fraction of the total electrons, those
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where kF is the Fermi wavenumber, vF is the Fermi velocity, and m is the
effective mass which incorporates the effects of the lattice potential.
In typical metals such as copper and silver λF is of the order of few A˚ngstroms,
while in semiconductor heterostructures, in a two-dimensional electron gas,
it can reach considerable values of about λF ∼ 400 A˚ (see Sec. 2.1.6).
2.1.2 System size (H,W, L)
The ratio between the size of the system at hand and the Fermi wavelength of
the conduction electrons in it, determines the relevant physics of the device.
For simplicity, consider a system as sketched in Fig. 2.1, confined in all three
spacial directions in a box of dimensions (H,W, L). As schematically drawn
we will on the following assume H < W < L.
Figure 2.1: Box defining the characteristic dimensions of a finite system, of length
L, width W, and height H.
The relation between the Fermi wavelength and H, W, and L allows us to
defined the dimensionality of the system. In particular, we can identify the
different classes of devices simply with the help of the inequalities shown in
Table 2.1.























λF ≪ H 3D bulk crystals
λF ∼ H quasi-2D thin films
H < λF ≪ W 2D MOSFET, graphene near EF
W ∼ λF < L quasi-1D quantum wires
W < λF < L 1D CNTs near EF
L < λF 0D quantum dots
Table 2.1: Rough classification of finite systems according to their dimensionality.
with nx, ny, nz integer quantum numbers identifying the electronic state. If
for instance W ≪ λF, energy levels with different ny will be very far apart
and only that with the lowest ny will be occupied. That is, the y direction







Figure 2.2: Density of states (DOS) as characteristic of non-interacting electrons
in three to zero dimensions.
If, according to the Table 2.1, the system can be classified as three-

















since the energy spectrum is continuous. The corresponding density of states
N is thus















kx , ky, kz
)
, σ runs over the two possible spin states and V =
H×W × L is the bulk volume. The typical square root shape of the density
of states of such a bulk system can be seen in Fig. 2.2.
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In the case of a two-dimensional system, where the electron motion in one
direction is quantized into discrete electric subbands but has an unlimited























+ Enx , (2.5)
and the corresponding density of states shows therefore a step-like behavior
as observed in Fig. 2.2:














Θ (E− Enx) , (2.6)
with the area S = W × L and Θ being the Heaviside function.

















+ Enx + Eny , (2.7)
from which square root divergences in the density of states are obtained:














E− Enx − Eny
. (2.8)
This characteristic behavior of one-dimensional systems (Fig. 2.2) will later
on be observed in the nanotube-systems studied.
If an additional confinement is imposed on the electron motion, so that it has
restrictions in all three dimensions, one comes back to the zero-dimensional
box with a dispersion relation given by Eq. (2.2). The energy spectrum is
hence built by discrete levels, and the density of states is composed by series
of delta-function peaks as




E− Enx − Eny − Enz
)
. (2.9)
2.1.3 Elastic mean free path (ℓm)
An electron moving in a real crystal, i.e. with impurities, lattice vibrations
and other electrons, experiences collisions which change its state. We define
the time between two scattering processes which lead to a change in the
electron momentum as the momentum relaxation time τm. The time between
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any two scattering processes is the collision time τc. The relation between





αm, with 0 ≤ αm ≤ 1, (2.10)
the factor αm describing the efficiency by which an individual collision
changes the momentum of the electron. If the electron has been scattered
only by a small angle, the momentum loss, and therefore αm, is very small so
that the momentum relaxation time is much longer than the collision time.
The momentum change is given by scattering processes which do not change
the electron energy, usually scattering to impurities or interfaces. Since the
electron energy is conserved, the phase of the wave function is also conserved.
The length corresponding to the momentum relaxation time is the mean free
path ℓm. The mean free path is the average distance an electron can travel
before its initial momentum has been destroyed. It is given by the relation
ℓm = vF τm. (2.11)
2.1.4 Phase relaxation length (ℓϕ)
In analogy to the expression for τm, Eq. (2.10), we can relate a phase relax-
ation time τϕ to τc through a factor αϕ describing the efficiency by which a





αϕ, with 0 ≤ αϕ ≤ 1. (2.12)
The phase relaxation length ℓϕ, or phase coherent length, denotes the aver-
age distance an electron can travel with a well defined phase. Since changes
in the phase information affect the ability of the electron waves to interfere,
we will not expect interference effects for lengths exceeding ℓϕ. Examples of
scattering events changing the energy of the electrons are scattering to lat-
tice vibrations, electron-electron scattering, or more generally the interaction
with a dynamic scatterer with some kind of degree of freedom with which
the electron exchanges energy. That is, rigid scatterers do not contribute
to phase relaxation; only fluctuating scatterers are phase-randomizing. At
low temperatures the dominant source of phase relaxation is the electron-
electron scattering, which nevertheless tends to zero with the temperature as
the exclusion principle suppresses the states an electron can scatter into.
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Since not all the scattering events are inelastic, generally ℓϕ > ℓm. Though,
if the phase relaxation time is of the same order of the momentum relaxation
time, that is τϕ ∼ τm, we get the following relation between τϕ and ℓϕ:
ℓϕ = vF τϕ. (2.13)
If the momentum relaxation time is much shorter than the phase relaxation
time, τϕ ≫ τm, the trajectory of an electron over a phase relaxation time
can be seen as sum of short trajectories of length ∼ ℓm. In this case, the




ϕ = Dτϕ, (2.14)
with D = v2Fτm/2 being the diffusion constant. This result is obtained since


























Summarizing: elastic scattering, for example to static impurities or interfaces,
conserves the energy of the electron and therefore the phase, but changes the
momentum, so that αm 6= 0 but αϕ = 0. Electron-electron scattering changes
the energy of the electron but does not affect ℓm. Since any momentum
lost by one electron is picked up by another, there is no change in the net
momentum, so αm = 0 but αϕ 6= 0. Inelastic scattering, for example to
lattice vibrations (phonons) or impurities with an internal degree of freedom,
which allows them to change the state, lead to a change of both the energy
and the momentum, αm 6= 0, αϕ 6= 0.
2.1.5 Transport classification
For a sample of length L we can distinguish between several transport
regimes, depending on the relation between L and the characteristic transport
lengths [68].
We speak of ballistic transport if L < ℓm, of diffusive transport if L > ℓm
(see Fig. 2.3), of phase coherent transport if L < ℓϕ, and of phase incoher-
ent transport if L > ℓϕ. Classical conductors, which show ohmic transport
behavior, are both in the diffusive and phase incoherent transport regime,
30
2.1. CHARACTERISTIC LENGTHS
Figure 2.3: Schematic illustration of the difference between a (a) ballistic and a (b)
diffusive conductor, where many scattering events can take place during transport
through it.
L ≫ ℓm, ℓϕ, λF. Usually one refers to a sample as a ballistic conductor (with
effectively no scattering) when the sample shows both ballistic and phase
coherent transport behavior, L ≪ ℓm, ℓϕ. In this case the energy is not dis-
sipated as resistance in the device and the current can be calculated using
the Landauer formalism (see Sec. 2.2). In analogy it is usually referred to
a diffusive conductor when L ≫ ℓm, ℓϕ. In this case ℓϕ is rather short and
quantum interference is averaged out. The transport is then described by
Boltzmann equations, which govern the evolution of the electron momentum
distribution [69]. These facts are summarized in Table 2.2.
L < ℓm ballistic L ≫ ℓm diffusive
L < ℓϕ phase coherent L ≫ ℓϕ incoherent
L < λF size quantization L ≫ λF no size quantization
Table 2.2: Classification of transport regimes. The left column shows those features
that might be present in mesoscopic devices, whereas the characteristics shown in
the right column are all present in so-called conventional devices.
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The classification of the different transport regimes is not to be taken as
completely rigorous, and there are for instance devices where the electrons
behave ballistically at low temperature and diffusively at high temperatures.
These are difficult situations as some hybrid descriptions crossing different
transport regimes are needed.
Theoretical works predicted the possibility of ballistic transport in metallic
SWCNTs [70, 71]. By now, this prediction has been confirmed by different
experiments, revealing ballistic transport with mean free paths and phase
coherent lengths of order of microns, both for SWCNTs and commensurate
MWCNTs, even at room temperature [72, 73, 74, 75, 76]. It has been also
shown that transport through CNTs is strongly dependent on the purity of
the sample and on the transparency of the contacts [77].
2.1.6 Length scales
Let us make some estimations of the order of magnitude of the quantities
described in the previous sections. We first make a rough calculation of the
Fermi wavenumber kF, assuming a parabolic dispersion relation characteristic





measured from the bottom of the subband (set as the zero of energies). For a
two-dimensional gas the density of states per unit area is given by Eq. (2.6)
















with S being the area of the conductor, πk2 the area enclosed by the circle in
the momentum space with radius k(E), and 4π2/S the area of an individual
state, as the k vectors take quantized values due to the finite dimensions of
the sample.
The equilibrium electron density n is obtained by integration of the previously
introduced N (E) with a weight given by the Fermi distribution function
f (E) = [1+ exp [(E− EF) /kBT])−1, where EF and kB are the Fermi energy
and the Boltzmann constant respectively. For low enough temperatures, the
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Fermi distribution is very accurately described by a simple step function:
f (E) ≈ Θ (EF − E). Thus
n =
∫




Applying once more the parabolic dispersion relation we obtain the estima-








For an electron density in a sample of 5× 1011 cm−2, we can estimate a
value for λF (see Eq. (2.1)) of λF ≈ 354 A˚. Moreover the Fermi wavelength








For the density value given above, the (2D) Fermi velocity is ∼ 293 km/s for
an effective mass m = 0.07me, that is, approximately two orders of magnitude
smaller than the free electron mass. Assuming a momentum relaxation time
of 100 ps, the mean free path, Eq. (2.11), has a value of ℓm ≈ 29.3 µm. This
quantity depends strongly on the metallicity and purity of the material, and
it could also be as small as of the order of a few atomic planes, that is a
few A˚. Since not all scattering events are inelastic, generally ℓϕ > ℓm, an
estimated value could be one order of magnitude greater than ℓm, but its
value also depends strongly on the sample and the temperature.
It is important to compare these length scales with the range of applicability
of modern quantum mechanical methods (see Sec. 1.4).
2.2 Landauer approach to quantum trans-
port
The Landauer approach [14, 78] has proved to be a very useful tool in describ-
ing the transport in mesoscopic systems, by expressing the current through a
conductor in terms of the probability of an electron to be transmitted through
it, that is, the transmission probability.
Landauer related the linear response conductance to the transmission prob-
ability. Later this formalism was extended to multiterminal devices and
magnetic fields, being called the Landauer-Bu¨ttiker approach.
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2.2.1 Conductance of a ballistic conductor
Let us consider a (2D) ballistic conductor smoothly connected to two bulk
contacts, that is, where electrons can be fed to and absorbed from the con-
ductor without any scattering (see Fig. 2.4). The contacts have chemical
potentials µ1 (left lead) and µ2 (right lead), with µ1 − µ2 → 0+. Let us
assume that the applied voltage generating this chemical potential difference
drops entirely across the conductor, that is, the leads are infinitely more
conducting than the central region. For simplicity we will assume zero tem-
perature, so that Pauli exclusion principle prevents electrons with an energy
outside the window µ1 > E > µ2 to flow through the system.
Figure 2.4: Schematic description of a ballistic device with a ballistic conductor
between two bulk contacts at different external chemical potentials when applying
a bias voltage. W is the width of the conductor, and L its length.





where the conductivity σ is a material constant, W and L are respectively
the width and the length of the conductor. Assuming the validity of this
ohmic scaling relation, we would expect the conductance to grow indefinitely
by decreasing the length of the conductor. Yet experiments reveal an upper
limit GtotC of the conductance for conductor lengths much smaller than the
mean free path, L ≪ ℓm. This is quite surprising, since a ballistic conductor
should have zero resistance, as there is no scattering in the transmission
process.
This conductance limit is actually due to the interfaces between the conductor
and the leads: The current is carried in the contacts by infinitely many
transverse modes, while in the conductor only a few independent conducting
modes are available. In this sense the classical result is not completely lost
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also at the mesoscopic level: The resistance of a ballistic conductor measured
on the conductor itself is zero, but in series with two contact resistances (see
for example Imry).
For the moment we assume that the number of modes in the energy window
[µ2, µ1] are energy independent, M (E) = M, consistent with the fact that
µ1 − µ2 → 0+. This requires a redistribution of the current at the interface,
from many modes in the contacts to the few in the conductor, which leads





In order to calculate GtotC , let us consider a conductor with only one conduct-





(µ1 − µ2) , (2.22)










∂k . The current carried by a mode is the








(µ1 − µ2) . (2.24)





















(µ1 − µ2) . (2.26)
dn
dE |F × vF is just an integer proportional to the number of bands crossing the
projection of the Fermi surface on the plane perpendicular to the direction
of the transport [79].
Since the number of modes is energy independent, the total current for a
conductor with more than one conducting mode is obtained by multiplying
the current per mode by the number of modes M:
I = M IM =
e
h
M (µ1 − µ2) . (2.27)
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Considering the bias voltage through the chemical potential difference
e∆V = ∆µ, (2.28)




M = Gtot0 M, (2.29)







≈ 77.5 µS. (2.30)
The contact resistance of a single-moded ballistic conductor is thus ∼ 13 kΩ,
which is certainly not negligible, but which becomes very small for wide con-
ductors with thousands of modes. As the number of modes is proportional to
the width W, (actually to the ratio W/λF) as we decrease its size, Eq. (2.29)
means that the conductance goes down in discrete steps of height 2e2/h: The
conductance is quantized in units of Gtot0 , independently of the nature of the
conductor and of its length (see for instance the experiments described in
Ref. [80, 81]).
2.2.2 Landauer formula
Finally, let us consider the case of a conductor with M modes, having a
scattering region as displayed in Fig. 2.5. Let us call the ballistic parts of
the conductor, to the left and right of the scattering region, left and right
lead respectively. We define Tij as the probability of an electron of being
transmitted from the jth channel of the left lead in the ith channel in the right














Figure 2.5: Schematic description of a ballistic conductor with a scattering region
(shaded area). T and R are respectively the transmission and reflection probabil-
ities for the incident electron I, corresponding to the scattering potential.
This is the multi-channel generalization of the Landauer formula, giving the
connection between the transport and scattering properties of a device. We
can write the Landauer formula also in terms of the average probability T





which takes into account the contact resistance as well as the resistance rising
from the presence of scatterers. For a ballistic conductor T = 1 for all modes,
whereas its value is reduced by the possible scattering processes.
Note that in general T = T (E) is energy dependent and since we are con-
sidering µ1 − µ2 → 0+, then the relevant T is that calculated at the Fermi
level T (EF).
2.3 Transmission calculation
With the Landauer formula we can calculate the conductance if the trans-
mission is known. Next, we will introduce the calculation of the transmission
function using the scattering matrix (S-matrix) and Green functions.
2.3.1 Transmission function and the S-matrix
A coherent conductor can be characterized at each energy by an S-matrix
relating the outgoing wave amplitudes to the incoming wave amplitudes at
the different leads:
ψOUT = SψIN. (2.34)
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The dimension of the S-matrix is MT (E), which is the total number of modes
in the leads, obtained by summing the number of modes in each lead Mp (E):
MT (E) = ∑
p
Mp (E) . (2.35)
The transmission between the mode j in the lead q and the mode i in the
lead p can be expressed in terms of the elements of the S-matrix as
Tij = |Sij|2. (2.36)
This relation follows from the definition of the quantum mechanical trans-
mission, as the ratio between the amplitude of the outgoing wave and the
amplitude of the incoming wave. For the transmission between the lead q






The S-matrix is a unitary matrix, fact that ensures current conservation [66].
If we are dealing with an incoherent conductor (or just a large one), the
problem of transport through it can be tackled by dividing it into segments
where the transport is coherent, computing the S-matrices for these segments
and combining them to a composite S-matrix, which can be done incoher-
ently. For details of the know-how of this combination process we refer to
the literature [66].
2.3.2 Green functions
Green functions constitute a very useful tool in the perturbation theory for
describing the response at any point (inside or outside the conductor) due to
an excitation at any other, and can include effects of interactions. For non-
interacting transport, they can be viewed as generalized S-matrices, which
are limited to the description of the response at one lead due to the excitation
at another lead.
Consider the response function Ψ (x) related to an excitation f (x) by a
differential operator D:
DΨ (x) = f (x) . (2.38)
The general solution for this inhomogeneous differential equation is
Ψ (x) = Ψ0 (x) +
∫
dx′G (x, x′) f (x′) , (2.39)
38
2.3. TRANSMISSION CALCULATION
with the Green function G defined through
DG (x, x′) = δ (x− x′) =⇒ G = D−1. (2.40)
To obtain solutions for G, we need to specify boundary conditions, as the
inverse of a differential operator is not uniquely defined.
Let us consider now the simple case of an infinite one dimensional wire with
a constant potential energy ǫ0. We can write Eq. (2.38) in terms of the
Hamiltonian operator:
























G (x, x′) = δ (x− x′) , (2.43)
which is similar to the Schro¨dinger equation(






Ψ (x) = 0, (2.44)
except for δ (x− x′). Considering this similarity, one can think of the Green
function G (x, x′) as the wave function at x resulting from an unity excitation
at x′. When an excitation occurs at x′, one expects two waves with the
amplitudes A+ and A−, moving outwards from x′ (see Fig. 2.6, left). We
can write
G (x, x′) = A+ exp [ik (x− x′)] for x > x′
G (x, x′) = A− exp [−ik (x− x′)] for x < x′ (2.45)
with k = [2m (E− ǫ0)]1/2/h¯. For any A+, A−, these solutions satisfy
Eq. (2.43) for x 6= x′. The values of A+ and A− are obtained by considering
the boundary conditions for x = x′:[G (x, x′) ]
x = x′+ =
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Figure 2.6: Retarded and advanced Green functions for an infinite one dimensional
wire with a unit excitation taking place at x = x′.
We obtain for the wave amplitudes






Hence one of the solutions satisfying Eq. (2.43) is the so-called retarded Green
function:




ik|x − x′| ], (2.48)
which corresponds to outgoing waves that originate at the point of excitation
(see Fig. 2.6, left).
There is also another solution of Eq. (2.43): the so-called advanced Green
function given by
Ga (x, x′) = + i
h¯v
exp
[− ik|x − x′| ], (2.49)
and corresponding to incoming waves that disappear at the point of excitation
(see Fig. 2.6, right).
The infinitesimal η
A way to incorporate the boundary conditions directly into Eq. (2.43) is the
addition of an infinitesimal imaginary part to the energy:(







Gr (x, x′) = δ (x− x′) , (2.50)
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for η > 0. The only suitable solution to this equation is the retarded Green
function, since the solution must be bounded and the imaginary part makes
the advanced Green function divergent as it introduces a positive imaginary
component to the wavenumber k. By virtue of the same argument, the ad-
vanced Green function is the only adequate solution to the equation(







Ga (x, x′) = δ (x− x′) . (2.51)
In general, the retarded and the advanced Green functions are then defined
as
Gr = [E−H+ iη]−1, (2.52)
Ga = [E−H− iη]−1, (2.53)
where η → 0+. It is important to noticed that the advanced Green function
is the hermitian conjugate of the retarded Green function:
Ga = Gr†. (2.54)
From hereon, if it is not explicitly mentioned, we will refer to the retarded
Green function generally as the “Green function”.
Green functions and S-matrix
Figure 2.7: A unit excitation in lead p generates two waves, the wave with the
amplitude A−p moving away from the conductor, the one with the amplitude A+p
being partially transmitted to each of the other leads.
Next we will relate the Green functions and the S-matrix. Let us consider a
conductor connected to a set of one-moded leads (Fig. 2.7). The points xp =
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0 and xq = 0 denote the interfaces between the lead p and the conductor and
between the lead q and the conductor respectively. Gqp is the Green function
between these interfaces, xp = 0 and xq = 0. A unit excitation at xp = 0
will give rise to two waves, one with the amplitude A−p propagating away
from the conductor and one with the amplitude A+p propagating through the
conductor and being partially transmitted to each of the leads.
We can write the Green function in terms of the wave amplitudes and of the
scattering matrix as





The square-root factor on the second term of the right-hand side comes from
the fact that the plane-waves used for the definition of the scattering matrix
are normalized to unit flux by dividing by the square-root of their group
velocities, which makes the S-matrix unitary.
Using the values of the wave amplitudes given in Eq. (2.47) we obtain the
desired equation expressing the S-matrix in terms of the Green function:
Sqp = −δqp + ih¯√vqvpGqp, (2.56)
with vp,q = h¯kp,q/m.
By now we have all relations we need to calculate the transmission and there-
fore the conductance, but still we have to obtain the Green function by the
(numerical) inversion of the matrix
[
E−H+ iη], as seen in Eq. (2.52). Yet
the Hamiltonian of the system has infinite extent in real space, as we are
dealing with an open system, so the explicit manipulation of the Green func-
tion is impossible. To solve this problem, we have to partition the Green
function of the system into manageable parts.
2.3.3 Transmission and Green functions
Consider the system as consisting of a left lead, a conductor and a right lead
(see Fig. 2.8). We can write the Hamiltonian of the system
H =





where HL,R and HC are the Hamiltonians of the leads and of the conductor,
respectively. HLC is the coupling Hamiltonian between the left lead and the
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Figure 2.8: Setup of a system of a conductor sandwiched between two leads that
stretch out to infinity.
conductor; HRC the coupling Hamiltonian between the right lead and the
conductor. We assume that the coupling integrals between both leads are
zero as they lie sufficiently apart. Hence we can write Eq. (2.52), partitioning
the Green function into submatrices as follows:





 ε−HL −HLC 0−H†LC ε−HC −H†RC
0 −HRC ε−HR

 = 1 (2.58)
with ε = (E + iη) 1. The Green functions corresponding to the isolated leads
and conductor, respectively are:
gL = (ε−HL)−1 for the left lead,
gR = (ε−HR)−1 for the right lead,
gC = (ε−HC)−1 for the conductor.
Our interest is to obtain the effective Green function of the conductor GC =
(ε−Heff)−1, i.e. the Green function corresponding to the conductor with
attached leads, including them effectively in the conductor region. From
Eq. (2.58) we can extract the following set of equations:
GCL (ε−HL)− GCH†LC = 0 (2.59)
− GCLHLC+ GC (ε−HC)− GCRHRC = 1 (2.60)
− GCH†RC + GCR (ε−HR) = 0 (2.61)
from which we derive the expression of GC we are interested in, by substi-
tuting in Eq. (2.60) GCL and GCR (obtained from Eq. (2.59) and Eq. (2.61)
respectively). Hence we obtain for the effective Green function of the con-
ductor:
GC = (ε−Heff)−1 =
(
ε−HC −H†RC gRHRC −H†LC gLHLC
)−1
= (ε−HC − ΣR − ΣL)−1 , (2.62)
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Figure 2.9: Schematic representation of the replacement of the original infinite
open system with an equivalent finite one due to the inclusion of the self-energy
terms.
where we define ΣR ≡ H†RC gRHRC and ΣL ≡ H†LC gLHLC as the self-energy
terms due to the leads. They can be seen as effective Hamiltonians arising
from the interaction of the conductor with the leads, describing exactly the
effect of the leads on the conductor. Their effect is schematically depicted in
Fig. 2.9.
In general, Eq. (2.62) can be extended to include any number of different









In the Eq. (2.62), all matrices are finite except for the Green functions of
the isolated leads gL and gR. In Sec. A.1 of Appendix A, several methods to
calculate these quantities are discussed.
Once we have calculated the Green function, we can use it to obtain the
elements of the S-matrix with Eq. (2.56), from which the transmission can
be calculated using Eq. (2.36). The transmission can then be expressed in a
very compact form as [66, 82]:
TLR (E) = Tr[ΓLGrCΓRGaC]. (2.64)
known as the Fisher-Lee relation. The terms ΓL = i[ΣL − Σ†L] and ΓR =
i[ΣR− Σ†R] are the injection rates, describing the strength of the coupling of
the leads to the conductor.
The coupling strength Γ = i[Σ− Σ†] is not zero as generally the self-energy




is also not Hermitian. This implies that the eigenvalues of the problem
described by this Hamiltonian will be in general complex eigenenergies, which
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we could write as
ǫα = ǫ
0




where ǫ0α is the corresponding αth eigenvalue of the problem of the associ-
ated isolated system (without leads) described by the Hamiltonian HC, and
−∆α − iγα/2 come from the inclusion of the self-energy terms. The time






















∆α represents a shift in the energy due to the modification of the dynamics of
an electron in the conductor by the interaction with the leads and γα reflects
the fact that an electron injected anywhere in the conductor will eventually
disappear in one of the leads. h¯/γα represents then the average time or
lifetime of an electron remaining in state α before going into one lead. Hence
γα broadens the peaks of the eigenenergies ǫ
0
α. The complex eigenvalues
coming from the coupling to the leads also make the previously introduced
infinitesimal part η unnecessary for the calculation of the Green functions.
Density of States
For the spectral density of states (DOS) we can write:
N (E) = − 1
π
Im [TrGC (E)] , (2.67)
and the local density of states is given by the diagonal elements of the green
function
N (r, E) = − 1
π




The interest on carbon-based materials has experienced an incredible
boom in the last decades. Mainly to the fact that new forms of carbon
materials have been discovered, as fullerenes and carbon nanotubes,
but also because recently new properties of the well-known graphite
have been brought to light. The beauty of these materials is always a
center of attraction for physicists and comes from the richness that is
hidden in their simplicity. For theoreticians, their simplicity seems even
more striking, as for carbon nanotubes for instance, all their important
properties can be extracted already from tight-binding calculations for
the π electrons.
3.1 The carbon family
Carbon is the sixth element of the periodic table, having six electrons that
occupy the atomic orbitals: 1s2, 2s2, and 2p2. That is, we have four valence
electrons in the 2s22p2 orbitals, much more weakly bounded that the core
electrons. The richness of the carbon family comes actually from the fact
that the wave functions of these valence orbitals can mix with each other in
different ways, giving rise to different occupation-probability distributions.
The hybridization, that is, this mixing of atomic orbitals on the same atom,
occurs always so as to enhance the binding energy of the C atom with its
neighboring atoms, forming so-called σ bonds. This model was first developed
by Linus Pauling in 1931 [83] to explain the observed shapes and bond orders
in molecules and has become an effective heuristic approach widely used
for understanding organic chemistry. The remaining p orbitals, which are
perpendicular to the σ bonds, may also bond to other neighboring C atoms,
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forming the relatively weak π bonds. We will denote as spn hybridization
the linear combination of a single 2s electron with n = 1, 2, 3 2p electrons. In
spn hybridization, (n + 1) σ bonds per C atom are formed, which make the
skeleton of the structure, while 4− (n+ 1) electrons are in π orbitals, which
as we will see are the most important ones for determining the transport
properties.
Figure 3.1: Allotropic forms of carbon: due to the different hybridization of
its atomic orbitals, the carbon atom displays many possible configurations of its
electronic states, which give rise to different types of binding combinations and
thus to different materials.
Apart from the two well-known allotropes of carbon, diamond and graphite,
carbon appears in other forms, from which the most significant are those of
fullerenes and nanotubes (see Fig. 3.1). We can even speak from different di-
mensionality of these forms. The diamond has a three-dimensional structure
consisting of two interpenetrating face-centered cubic Bravais lattices, dis-
placed by the vector (a/4, a/4, a/4), a being the cube side of approximately
3.57 A˚. The graphite, though actually three-dimensional, can be considered
of lower dimensionality as it is formed by the stacking of planar layers, thus
of dimension two, joined between them by the much weaker π bonds. Car-
bon nanotubes and fullerenes can be thought of as quasi-one-dimensional and
quasi-zero-dimensional compounds respectively.
The sp3 hybridization is the one characterizing the crystal structure of dia-
mond, with all electrons distributed between the four σ bonds, which built up
a tetragonal bonding to four nearest neighbors (see Fig. 3.4). The four tetra-
hedral directions of these bonds determine the three-dimensional structure.
As for molecules, an example of sp3 hybridization is the organic molecule
methane (CH4).
The sp hybridization (see Fig. 3.2) forms two covalent bonds and two weaker
π bonds. The structure is defined by the single axis where the σ bonds align,
making thus at most polymeric forms of linear chains. Such a polymeric chain
is the one of carbynes ([· · · −C ≡ C− · · ·]n), and the simplest example is
the acetylene (HC≡CH).
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Figure 3.2: A linear combination of a 2s orbital and a 2p orbital yields two sp
orbitals and determines a linear configuration of the sigma bonds they will form.
Figure 3.3: The three sp2 orbitals are obtained by combining the 2s orbitals and
two of the 2p orbitals, and they rearrange in a planar trigonal configuration, each
one rotated 120◦ relative to the other. The leftover p orbitals remains perpendic-
ular to this plane.
Figure 3.4: All three 2p orbitals and the 2s orbital mix to give four sp3 hybrid
orbitals. Each is equal to the others but they are rotated by 109.5◦ relative one
other, building a tetrahedral. On the right, the resulting four sp3 hybrids are
shown superimposed.
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The carbon compounds we are interested in, display actually sp2 hybridiza-
tion, as pictured in Fig. 3.3. Here the 2s orbital and two 2p orbitals are
combined to give three σ orbitals with large amplitude in the direction of
the three nearest-neighbor atoms. These bonded atoms are situated on the
same plane and are distributed symmetrically around the central atom. This
binding geometry is at the base of the zigzag structure of trans-polyacetylene,
and of the honeycomb lattice of the two-dimensional graphite.
3.2 Graphene
3.2.1 Geometric structure of graphene
As already mentioned, graphite is a three-dimensional (3D) layered crystal
composed by planar sheets of carbon atoms arrange in a honeycomb lattice.
The two-dimensional (2D) sheets of graphite (also referred to as graphene
layers) are stacked usually in an AB alternation. The interaction between
them is relatively weak, as the interlayer spacing of 3.35 A˚ is much larger
than the carbon-carbon bond length aC-C = 1.42 A˚ in the hexagonal rings,
which are held together through σ bonds.
Figure 3.5: (a) The 2D triangular lattice, which is the Bravais lattice underlying
the honeycomb network of the graphene. (b) The graphene is a triangular lattice
with a two-atom basis (atom A and atom B). The dotted lines indicate one possible
choice of unit cell, whereas the gray shaded hexagon represents the Wigner-Seitz
unit cell. The chosen choice of translational vectors a1 and a2 which expand the
Bravais lattice, is shown in this figure and is described by Eq. (3.1).
In order to describe the geometry of graphene, we start considering the 2D
hexagonal Bravais lattice, which consists of atoms ordered in a triangular
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pattern in the plane as illustrated in Fig. 3.5 (a), but with a basis containing
two inequivalent atoms, called A and B, as shown in Fig. 3.5 (b). Its structure

















with the lattice constant a = |a1| = |a2| =
√
3 1.42 = 2.46 A˚. This is just a
particular choice of vectors forming an angle of 60◦, but any other valid choice
will yield the same results. There are then several possibilities to choose a
unit cell, the dotted lines in Fig. 3.5 (b) indicate one in real space which has
the shape of a rhombus and is defined by the lattice vectors of Eq. (3.1).
The reciprocal lattice of both the hexagonal lattice and of graphene is again
hexagonal but rotated by 90◦ respectively to the real space one and with a
different lattice constant, which now is b = 4π/
√
3a. The reciprocal lattice

















Figure 3.6 shows the reciprocal lattice vectors pointing at the reciprocal
Figure 3.6: The reciprocal lattice of graphene is a two-dimensional hexagonal
lattice. The shaded area represent two possible unite cells of this lattice, being the
hexagonal one the symmetrical first Brillouin zone.
lattice points, while the shaded hexagon indicates the Brillouin zone. The
whole system has once more a six-fold rotational symmetry, which means
that rotations by 60◦ do not change the lattice. Γ, K (there are actually two
inequivalent K points: K and K’) and M are high-symmetry-points and are
situated respectively at the center, the corner, and the center of the edge of
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the Brillouin zone, and it is usual to calculate the dispersion relations along
the lines connecting this three points. These points are given by:























3.2.2 Dispersion relation of graphene
We will derive now the graphene band structure in the tight-binding approx-
imation as was first done by P. R. Wallace [84] in 1947, assuming that the
graphene plane is infinite in its two dimensions.
Each atom of the graphene has three σ electrons forming the bonds to the
nearest neighbors and contributes with one π electron (its fourth electron)
to the valence band. The bands corresponding to the σ electrons correspond
to localized σ molecular orbitals and lie much lower in energy from the Fermi
level and can be in a first approximation neglected [85]. Within the tight
binding approximation, the π electron is localized at the atomic site and has
a normalized wave function χ (r). The total wave function can be written as
a linear combination

























are the Bloch wave functions of the A and the B electrons respectively and λ
is a combination coefficient which we will eliminate later. The value of N in
the normalization factor is the number of unit cells in the system. Now having
the Schro¨dinger equation Hψ = Eψ, we multiply it by φ∗A and integrate and
do the same with φ∗B to get the following equations:
HAA + λHAB = ESAA + λESAB,


















We can now eliminate λ from Eq. (3.6) using the secular equation, assuring
a non-trivial solution:∣∣∣∣ HAA − ESAA HAB − ESABHBA − ESBA HBB − ESBB




E2 + (SABH∗AB + S∗ABHAB −HAA −HBB) E
+HAAHBB − |HAB|2 = 0,
(3.8)
as HBA = H∗AB, SBA = H∗AB and we neglect overlap integrals between















































) ∣∣∣ χA (r− RA)〉 = 1
(3.9)
and equivalently for B-type atoms SBB ∼= 1.
If we further assume that the overlap integral between neighboring π orbitals
of any type is negligible, i.e.,
〈
χ (r− RA)
∣∣∣ χ (r− RB)〉 ∼= 0 so that SAB ∼=








(HAA −HBB)2 + 4 |HAB|2
}
. (3.10)
Since atoms A and B are identical, HAA = HBB, so that we finally get
E = HAA ± |HAB| . (3.11)
We have now just to calculate the matrix elements HAA and HAB. Fig-
ure (3.7) shows the six nearest neighbors of type A and the three nearest
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Figure 3.7: Nearest A and B neighbors of an A atom in graphene.
neighbors of type B to a central A atom. The vectors connecting these






























, RA6 −RA0 = (0, a) ,
(3.12)
for the atoms of the same kind. For the three neighboring B atoms they are
given by
























The Hamiltonian element HAA is, as seen before, defined by the expression





















and if we consider just first A-neighbor interactions we can write it as



















which can be expressed in a more compact form, considering the posi-
tions of the neighboring atoms, Eq. (3.12), and taking into account that
in Eq. (3.15) two types of integrals appear, namely a nearest A-neighbor





drχ∗ (r)Hχ (r). In general, the integrals ∫ drχ∗i (r)Hχi (r)
are called the Coulomb integrals and represent the energies of an atomic or-
bital χi.
∫
drχ∗i (r)Hχj (r′) with i 6= j, are known as resonance integrals
or transfer integrals and express the energy of an electron moving under
the influence of two different nuclei, hence giving a measure of the bonding
energy.
The resulting expression takes the form:




















In a similar way we can calculate the value of HAB, now taking into account
the nearest B-neighbors of A described in Eq. (3.13):





































where γ is the A-B nearest neighbor transfer integral or hopping parameter.
As γ′ ≪ γ, we can restrict ourselves to strictly nearest neighbors of the
honeycomb network (that is, to B nearest neighbors for a central A atom
and viceversa) and obtain the dispersion relation in this approximation by
substituting Eq. (3.16) and Eq. (3.18) in Eq. (3.11):
E = ε0 ± γ


















The band structure within the approximations made is plotted in Fig. 3.8.
As we have consider the 2pz atomic orbitals of the lattice carbon atoms, from
their interaction with adjacent atoms a bonding π-band and an anti-bonding
π∗-band are formed. The two different signs in Eq. (3.19) represent the π-
and π∗-bands. The degenerate points where the bonding and anti-bonding
bands touch are the six corners of the hexagonal first Brillouin zone. This
can be better seen in the left plot of Fig. 3.9, where it is clear that these
points where the bands touch correspond to the K and K′ points sketched in
Fig. 3.6. Towards these points the dispersion relation shows a linear behavior,
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Figure 3.8: Dispersion relation of the graphene sheet for the k of the first Brillouin
zone. The two bands are degenerate at the six Fermi points. Graphene has there-
fore no gap, though real graphite is a metal as the bands overlap by ∼ 40meV due
to the interaction of the graphene planes. The whole band structure is shifted by
ε0 and rescale by the hopping parameter γ. For this figure the parameters chosen
are ε0 = 0 and γ = −2.66 eV, a value typically used in the carbon literature.
Figure 3.9: The band structure of graphene as shown in Fig. 3.8 is seen here with
more detail and clarity by projecting it on the planes perpendicular to the three
axis.
whereas in the vicinity of the Γ point it is parabolically shaped. Since there
is only one π electron per atom, at T = 0K the first band (the π-band) is
complete occupy and the anti-bonding band is completely empty. The six
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points where the bands touch constitute then by definition the Fermi surface,
or rather the Fermi points. We are dealing thus with an unusual situation of
a gap-less semiconductor. The existence of a zero-gap at the K-points comes
from the requirement of identity of A-type and B-type atoms. If we break
this requirement and impose different onsite energies to these two types of
atoms in each unit cell, a gap opens destroying the semi-metallic character
of graphene as seen in Fig. 3.10(b).
On the left hand-side of Fig. 3.10 we can observe how the inclusion of a
nonzero overlap integral between orbitals of nearest neighbor atoms changes
the dispersion relation breaking the electron-hole symmetry seen in Fig. 3.8.
Namely if we do not neglect the overlap integral between just nearest neigh-



















































































Around the Fermi points the band structure can be expanded for small δk.
Instead of expanding the cosine functions in Eq. (3.19), let us for the sake
of simplicity expand the exponential functions in Eq. (3.18) which we then
substitute in Eq. (3.11). That is, we start from the following expression for
the dispersion relation
E = ±
∣∣∣γ [ei a√3 kx + e−i a2√3 kx (ei a2 ky + e−i a2 ky)]∣∣∣ , (3.22)
where we have set ε0 = 0, which is setting the zero of energy at the Fermi
energy. We will expand the exponential functions around a K point as
exp(x + δx) ∼= exp(x) + δx exp(x) for small values of δx, neglecting sec-
ond and higher order terms in δx. That is, we consider then a momentum
like









, for α, β≪ 1 . (3.23)
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Figure 3.10: The bands of a graphene sheet for a π orbital calculation are shown
here for the same hopping integral γ as in Fig. 3.8 but including a non-zero overlap
integral between nearest neighbors in (a) of value s = 0.12. On the right (b), no
overlap is included but an asymmetry of the onsite energies of the A and B atoms
is introduced, opening a gap in the system.
The dispersion relation becomes then























































Around the Fermi points the bands are described by the linear dispersion
relation
E (k) = ±v (h¯ |δk|) , (3.25)
with v = γ a
√
3
2h¯ . This linear dispersion relation allows an exact treatment of
low-energy electronic excitations described in terms of Dirac fermions [86].
3.3 Carbon nanotubes
The existence of carbon nanotubes was first hypothesized by Smalley and
Dresselhaus [87] at the beginning of 1990s, after the successful production
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of fullerenes. They were postulated as elongated forms of the C60 molecule,
and some of its symmetry-based properties were predicted. In 1991 their for-
mation in substantial quantities was first observed by Iijima et al. [10] using
an arc-discharge evaporation method and transmission electron microscopy
(TEM) for the observation of the resulting fullerene soot. This report defi-
nitely boosted the work on carbon nanotubes. Nevertheless these structures
had been observed much before [88], actually back to 1952 [89], though in
this work as well in later ones (e.g. [90]) the focus was not set in these tubes.
Just two years after Iijima’s report, it was possible to obtain much thinner
tubes consisting of one single shell [91, 92]. Since then an incredible amount
of work has been done to investigate the properties of these fascinating ma-
terials, efforts coming both from experimental as theoretical studies. There
are numerous reviews and books in the literature which will complete the
description given here (see for instance [85, 93, 94, 95, 96, 97]).
3.3.1 Geometric structure of carbon nanotubes
A single-wall carbon nanotube (SWCNT) is built by a single graphite layer
rolled up into a seamless hollow cylinder with a typical diameter of 0.7-
1.5 nm. Its structure is macroscopic along the tube axis, but of atomic
dimensions in its circumference, building a quasi-one-dimensional system.
We will see that the geometry of the graphene lattice is transferable, with
some adaptations, to carbon nanotubes. Carbon nanotubes usually appear in
a concentric configuration. A carbon nanotube (CNT) consisting of several
concentric cylinders is called a multi-wall carbon nanotube (MWCNT).
Carbon nanotubes differing in diameter and chirality are obtained by wrap-
ping up the graphene sheet in different ways (see Fig. 3.11). The resulting
types of carbon nanotubes can be distinguished not only by their geometrical
structure but also by several important physical properties like the electronic
band structure and the spatial symmetry group.
Depending on the winding of hexagons along the tube, one talks of nanotubes
of different chiralities. A slight change in chirality can transform a metallic
tube into a large-gap semiconductor. SWCNTs have thus metallic or semi-
conducting properties depending on their chirality, due to quantization of
electron waves along the circumference of the tube [99, 100, 101]. We can
classify the carbon nanotubes in two categories: chiral and achiral nanotubes.
The first ones have a spiral symmetry while the second ones are completely
symmetric around the nanotube axis. There are only two types of achiral
nanotubes: armchair and zigzag CNTs, which receive their names due to the
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Figure 3.11: This figure illustrates how carbon nanotubes can be actually obtained
by wrapping up a sheet of graphene. Depending on the axis we choose for folding
up the graphene piece, we will obtain nanotubes of different chiralities. Here both a
zigzag (top) and an armchair (bottom) nanotubes are shown [taken from Ref. [98]].
shape of the cross section along the circumference. In Fig. 3.12 an armchair,
a zigzag and a chiral CNT are shown. It can be clearly seen in this figure
that in the achiral tubes the winding of hexagons runs parallel to the tube
axis, while in the chiral tube it builds an spiral.
Because the microscopic structure of carbon nanotubes is derived from that
of graphene, carbon nanotubes are usually labeled in terms of the graphene
lattice vectors given by Eq. (3.1). The unit cell of a CNT is defined on
the graphene layer through the so-called chiral vector and the translational
vector.
Chiral vector C
The chiral vector uniquely determines the whole microscopic and geometric
structure of a particular nanotube and provides its classification in different
categories. C is a circumferential vector and is defined in terms of the unit
vectors of graphene:
C = na1 + ma2 = (n,m), (3.26)
60
3.3. CARBON NANOTUBES
Figure 3.12: Lateral and front sight of three CNTs: two achiral ones (an armchair
and a zigzag nanotube), where the mirror image has an identical structure to the
original one, and one chiral tube, where the mirror image cannot be superposed
to the primary one. The tubes are chosen so as to have similar diameters and are
respectively (a) a (8,8) CNT, (b) a (13,0) CNT, and (c) a (12,2) CNT.
where n and m are integers. The symmetry of the hexagonal lattice allows to
restrict the choice of n and m, so that the C lies within a wedge comprising
one twelfth of the Bravais lattice (see Fig. 3.13). For any other CNT we can
find an equivalent one in this region. Hence we will use the convention of
values of (n,m) such that 0 ≤ m ≤ n, and n > 0.
As C rolls up to build the circumference of the CNT, the tube diameter can








n2 + m2 + nm, (3.27)
where a1 · a1 = a2 · a2 = a2 and a1 · a2 = a2/2, as a1 and a2 are not orthog-
onal. Figure 3.13 shows the unrolled honeycomb lattice with the graphene
unit vectors a1 and a2 and an example of chiral and translational vector,
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which will be described below. The dotted arrows indicate the directions the
C should have in order to obtain zigzag or armchair nanotubes.
The chiral vector C also settles the tilt angle of the hexagons with respect
to the tube axis, the so-called chiral angle θ, which is defined as the angle







n2 + m2 + nm
. (3.28)
As explained before the symmetry of the lattice, allows to keep the choice
of θ between 0 and π/6, without loosing generality, where 0 is the special
case of a zigzag and π/6 of an armchair nanotube. CNTs with a θ between
these two angles are chiral as already mentioned, i.e., they produce a mirror
image of their structure upon exchange of n and m. Table 3.1 summarizes
these facts.
Translational vector T
The translational vector is perpendicular to the chiral vector, running thus
along the tube axis. Its length gives then the periodicity of the nanotube
structure along the axis direction. We can write T in terms of two integers
t1 and t2:
T = t1a1 + t2a2 = (t1, t2). (3.29)
t1 and t2 are chosen in such a way as to fulfill the requirement C · T = 0,
given by the definition of T. They must therefore fulfill: (2n + m) t1 =
− (2m + n) t2. After imposing the smallest length to T to reach an equivalent




, t2 = −2n + m
dR
(3.30)
where dR is the greatest common divisor of 2m + n and 2n + m.
The translational period |T| is strongly dependent on the chirality of the
tube, in fact armchair nanotubes have the shortest unit cells with less number
Type C θ
armchair (n, n) π/6
zigzag (n, 0) 0
chiral (n,m) 0 < |θ| < π/6




Figure 3.13: The chiral vector C and the translational vector T are shown on
the graphene honeycomb lattice. The example sketched corresponds to the CNT
characterized by C =(6,3). Together with its translational vector, given in this
case then by T=(4,-5), it builds the rectangular unit cell of the CNT (shaded area).
θ is the chiral vector described in the text, which takes values between 0 and π/6
covering all non equivalent CNTs.
of atoms and chiral tubes can have very long unit cells comprising a large
number of atoms. It can be calculated to be |T| = a√3√n2 + m2 + nm/dR.
The area of the rectangular unit cell of a nanotube is |C×T|, so that we can




|a1 × a2| =
2(n2 + m2 + nm)
dR
. (3.31)
Since the graphene unit cell contains two atoms, the number of atoms per
unit cell is 2N. Hence there will be N pairs of bonding π and anti-bonding
π∗ electronic energy bands for the one-orbital tight-binding approximation.
For the nanotubes presented in Fig. 3.12, the number of atoms per unit cell
increases from left to right, being 32 for the armchair (8,8) CNT, 52 for
the zigzag (13,0) CNT, and for the chiral (12,2) CNT of similar radius this
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number increases up to 344.
3.3.2 Brillouin zone and dispersion relation of carbon
nanotubes
was
The unit cell in real space of a SWCNT is defined, as already mentioned,
by the lattice vectors C and T. The reciprocal lattice vectors have to be
perpendicular to the unit vectors in real space, therefore we obtain one in
the direction of the tube axis, defined as K2, and one that points along the
circumference, K1. We can calculate them through the relations
C ·K1 = 2π, T ·K1 = 0,
C ·K2 = 0, T ·K2 = 2π (3.32)




(−t2b1 + t1b2), K2 = 1N (mb1 − nb2) (3.33)
where b1 and b2 are the reciprocal lattice vectors of graphene (see Fig. 3.6).














and they define the unit cell of the reciprocal lattice, as can be seen in the
example of Fig. 3.14.
The vector K1 is naturally discretized by the periodic boundary condition
of the circumferential direction of the nanotube, while K2 depends on the
boundary condition at the nanotube edges. That is, while the density of
allowed quantum mechanical states in the circumferential direction will be
very limited, the number of states in axial direction may be very high. In
case of an infinitely long nanotube the vector K2 is continuous. Considering
that, due to the boundary conditions along the circumference, the spacing of
allowed k’s is 2π/ |C|, that is, that the spacing of allowed k’s in the direction
of K1 equals the length of the Brillouin zone (BZ) in this was direction, it
follows that the BZ of a CNT is actually a line in the momentum space
defined by K2. The dispersion relation can be then calculated for the k
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Figure 3.14: The Brillouin zone of a (9,0) CNT on the underlying reciprocal lattice
of a graphene layer, with translational vectors b1 and b2. The reciprocal lattice
vectors of the CNT are given by K1 and K2, which build the Brillouin zone (BZ)
in the momentum space (dotted shaded area). The extended BZ in the graphene
reciprocal lattice consists of N lines parallel to K2, the reciprocal lattice vector
along the tube axis, separated by a distance |K1|. These discrete set of allowed
values defined the bands of the nanotube as cuts of the dispersion relation for
graphene (here projected into its BZ). The lines lying outside the first BZ of
graphene can be always mapped back into it with the corresponding lattice vectors.
In this case, the (9,0) CNT shows a metallic behavior as these lines go through
the corners of the hexagonal graphene BZ, the K points.
vectors belonging to this line, as has been done for the graphene in Sec. 3.2.2,
obtaining the bands for the CNT. This calculation could nevertheless involve
quite big matrices even in a one-orbital approximation, as in general the
number of atoms in the unit cell in real space of a CNT may be quite large,
2N as given by Eq. (3.31). Knowing the dispersion relation of graphene, it
is however much more convenient to extract the information needed from it,
exploiting their structural relation. We can then expand the BZ of the CNT
by translating it by αK1 with α = 0, . . . , N − 1, as N K1 = −t2b1 + t1b2 is
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already a reciprocal vector of two-dimensional graphite, and thus equivalent
to the one we started from –for α = 1, ..., N− 1 none of the N− 1 vectors αK1
are reciprocal lattice vectors of graphene, because t1 and t2 have no common
divisor as seen in Eq. (3.30)–. Hence, N lines compose the BZ of the CNT
in this extended zone scheme, which give rise to 2N one-dimensional bands,
obtained simply by substituting these allowed k vectors in the expression of
the dispersion relation of graphene as given in Eq. (3.19). Figure 3.16 shows
the bands for several CNTs.
The extended one-dimensional Brillouin zone of carbon nanotubes is therefore
a cut through the Brillouin zone of graphene and consists of N lines parallel
to the axis direction of length 2π/|T|, as illustrated in Fig. 3.14. The number
of lines increases with increasing diameter, while the distance between them
decreases. The allowed states are given by
k = αK1+ β
K2
|K2| with α = 0, ..., N− 1, −
π
|T| ≤ β ≤
π
|T| . (3.35)
If one of these lines goes through a K point, the nanotube is metallic, other-
wise it is semiconducting.
Equivalently, the values of allowed k can be derived by imposing directly
the boundary conditions: quantum mechanically, these boundary conditions
define allowed modes (1D states) with wave vectors along the circumferential
direction obeying the following quantization requirement:
C · k = 2πα ⇒ k = αK1. (3.36)
Figure 3.15: Projection of the allowed states of several CNTs onto the first Bril-
louin zone of graphene. Armchair CNTs as the (5,5) CNT in (a) show a metallic
behavior, as it allowed momenta include the corners of the hexagon. Zigzag CNTs
might show a metallic as well as a semiconducting behavior. In Fig. 3.14 a metallic
zigzag NT was shown, in (b) the resulting BZ for the (5,0) CNT represents an ex-
ample of semiconducting CNTs. In (c) the BZ of the chiral (4,2) CNT is sketched,
consisting of 28 lines parallel to K2 = (2/28b1 − 4/28b2).
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Let us consider for instance an armchair CNT. The translational vectors for
the real and reciprocal lattice are respectively
C = (n, n), T = (1,−1), and
K1 =
1
2n (b1 + b2) =
2π√
3na
kx , K2 =
1
2 (b1 − b2) = 2πa ky. (3.37)
Thus the lines building the BZ are parallel to the ky axis (see Fig. 3.15 (a))
and obviously, the K points are allowed states for CNTs of this chirality.
For a zigzag CNT, the corresponding translational vectors are then:
C = (n, 0), T = (1,−2), and
K1 =
1
2n (2b1 + b2) , K2 = − 12b2.
(3.38)
which correspond to BZ lines parallel to vector b2 (see Fig. 3.15 (b)). The
condition for the CNT to be metallic, that is, for the line to include a K






= (2b1 + b2) /3, is that α/2n = 1/3.
Thus for (n, 0) CNTs where n is a multiple of 3, a metallic behavior will be
seen.
Figure 3.16: Band structure of (a) a (5,5) CNT, (b) a (5,0) CNT, (c) a (9,0) CNT,
and (d) a (4,2) CNT. The bands are cross sections of the bands of graphene (see
Fig. 3.8). k represents here the momentum of the electron along the tube axis,
which in general is a combination of kx and ky components. If the cutting lines
pass through a K point, the one-dimensional energy bands have a zero energy
gap. Otherwise they will have a finite gap. It can be observed that tubes fulfilling
n−m = 3q, for any integer q, are metallic.
For a general (n,m) CNT, the condition to have allowed K points in the
bands can be written as
αK1 + βK2 =
1
3
(2b1 + b2) (3.39)
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Then the general condition for metallic nanotubes is that 2n + m (or equiv-
alently n− m) is a multiple of 3. As a consequence, one third of all CNT
types are metallic for a statistic distribution of chiralities.
The band structure of carbon nanotubes can be also calculated without re-
ferring to the one of graphene. It is for this case less convenient, but we will
nevertheless introduce it here because is a more general procedure and can be
applied to any periodic structure, as for instance, double-walled nanotubes.
Since CNTs are periodic systems, the system can be sliced into repeating
unit cells as seen in Fig. 3.17. We will considered here a system periodic in
one of its spatial dimensions, which we will take as being the x axis direction.







H†1 H0 H1 0
H†1 H0 H1






where H0 and H1 are the unit cell Hamiltonian and the Hamiltonian for the
coupling between two neighboring unit cells, respectively.
Figure 3.17: Simplified picture of a system periodic in one dimension. The sys-
tem can be divided into equivalent parts, translated one from another by integer
multiples of the period a. It is convenient to choose this periodic slices as small
as possible. Therefore one usually takes the unit cell of the system as the repe-
tition unit, being a the lattice constant in that direction. H0 is the Hamiltonian
describing one of these slices in which the system is divided. H1 is the Hamilto-
nian coupling two neighboring slices. No coupling beyond first neighbor layers is
considered here.
According to Bloch theorem, for a periodic Hamiltonian the wavefunction of
the system can be written as a modulated plane wave with a with a modu-
lation function containing the periodicity of the Hamiltonian. By separating
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the wavefunction in its spatial directions and using Bloch Ansatz for the
periodic one, we can write the wavefunction as
Ψ(k, r) = eikxxχ(x)ξ(ky , kz; y, z) (3.42)
And substituting it into Schro¨dinger equation, Eq. (1.1), we obtain the fol-
lowing equation by taking into account the structure of our Hamiltonian
given in Eq. (3.41):[
H†1eikx(n−1)aχ ((n− 1)a) +H0eikxnaχ (na)
+H1eikx(n+1)aχ ((n + 1)a)
]
ξ = Eeikxnaχ (na) ξ.
(3.43)
Taking into account the periodicity of the modulation function χ, it is
straightforward to see that the band structure E(kx) for an infinite nan-
otube can be calculated by solving the eigenvalue problem of the effective
Hamiltonian
Heff = H0 +H1eikxa +H†1e−ikxa. (3.44)
It can be observed that Heff is an hermitian operator.
3.4 C60: the bucky-ball
The C60 molecule is part of a large family of cage-like carbon clusters known
as fullerenes (see Fig. 3.1), which were named after the architect Richard
Buckminster Fuller, who was responsible for the design of the first geodesic
domes. For this same reason the C60 is also called the bucky-ball.
C60 is a soccer-ball shaped molecule, built up of fused pentagons and
hexagons. The pentagons, absent in graphite and diamond, provide the
characteristic curvatures. The Ih-symmetrical (icosahedral) C60 is the most
abundant fullerene obtained by usual preparation. Since its discovery in
1985 [103] it has attracted a lot of interest worldwide (see for instance
Ref. [104, 105, 106, 107, 108]). This is due to the great number of applications
of this material and the progress that has been accomplished in the experi-
mental field, especially after the invention of techniques for the production
and isolation of bulk quantities of fullerenes (fullerites) in 1990 [109, 110, 111].
Particularly they have recently been subject of extensive study because of
their superconducting properties [112].
Fullerenes can be understood as formed from a graphitic layer, having though
a hybridization a bit different from that of graphite, as the curvature induces
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Figure 3.18: Some examples of fullerenes. C60, being the simplest among them,
has a more homogeneous distribution of curvature. For bigger fullerenes the cur-
vature effect around the twelve pentagons is much more clearly seen [taken from
Ref. [102]].
some mixture with sp3 hybridization. We could referred to it as a sp2+δ
hybridization with 0 < δ < 1. We will discuss more about fullerenes and
particularly about the bucky-ball in Chapter 5.
3.5 Carbon nanostructures as model systems
for quantum transport
Let us apply now the methods presented up to here in this and in the previous
chapters. As model systems we will considered graphene ribbons and carbon
nanotubes, both systems which attract a lot of interest as they are now
available for experimental investigations, they are characterized by a simple
structure and nevertheless they present a whole range of interesting quantum
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phenomena.
3.5.1 Transport in an infinite carbon nanotube
The transport properties of perfect infinite CNTs are expected to be char-
acterized by their ballistic behavior, so that conduction occurs through well-
separated channels with a transmission probability per conducting channel
of 1. As shown in Eq. (3.25) for graphene, for metallic CNTs the dispersion
relation around the Fermi points is linear. Furthermore, at these points the
energy separation between the bands was crossing the Fermi level and those
next in energy is of the order of electron volts, as depicted in Fig. 3.19. This
large spacing in energy prevents interband scattering even at room temper-
ature. The transport is thus constrained to a single one-dimensional mode.
Figure 3.19: One-dimensional dispersion spectrum of a (5,5) CNT around the
Fermi energy (set at zero). The linear behavior of the bands around the both
Fermi points can be observed as well as the separation in energy of the next lying
bands.
As there are subbands with positive and negative slope at both Fermi points,









that is, of two conductance quanta, according to Landauer formula,
Eq. (2.33).
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Figure 3.20: Band structure, density of states and transmission from left to right
for an infinite zigzag (5,5) SWCNT.
Fig. 3.20 and Fig. 3.21 show the band structure, density of states and trans-
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Figure 3.21: Band structure, density of states and transmission from left to right
for an infinite zigzag (9,0) SWCNT.
The band structure has been calculated according to the Bloch theorem as
introduced in Sec. 3.3.2. Note that for SWCNTs the bonding and antibonding
states are symmetric.
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For the calculation of the transmission of the infinite single wall CNTs, we
used the formalisms introduced in Chapter 2, through the Fisher-Lee relation
contained in Eq. (2.64). Also from the dressed Green function, Eq. (2.62),
we obtain the density of states, as shown in Sec. 2.3.3.
The DOS of CNTs is characterized by a series of van-Hove singularities (VHS)
corresponding to extrema in the energy dispersion. The peak form of the
VHS is characteristic for one dimensional systems as seen in Sec. 2.1.2. At
the Fermi energy, as both examples correspond to metallic nanotubes, they
show a finite DOS, while the DOS of semiconducting nanotubes has a value of
zero. The shape of the DOS has been experimentally confirmed by scanning
tunnel microscope (STM) measurements [94].
In the transmission plots we see the expected steps as a function of the energy.
According to the Landauer theory for ballistic transport seen in Sec. 2.2,
the transmission at a certain energy is equal to the number of conducting
channels, corresponding to the number of bands crossing the energy level
(note that the bands can be either degenerate or not).
3.5.2 Graphene stripes
Although graphite has been studied for decades, graphene was only isolated
in 2004 [11]. The method which led to this important achievement seems
to be as simple as the removal one by one of the weakly coupled layers of
graphite with adhesive tape, until a single layer remains. The dimensions of
these systems are though what make this achievement so astonishing. Since
then several experiments [12, 13] have shown the remarkable properties of
graphene, which proves to be a very good conductor, in which electrons
move as massless relativistic particles. This is due to the linearity of the
linear dispersion of conduction electrons around the Fermi points, as shown
before in Sec. 3.2.2. Electrons in graphene are of course not massless and their
typical speed is almost 400 times lower than the speed of light in vacuum,
but because of the linear dispersion relation the effective mass is zero. The
conclusions of these experiments are based on their observations of quantum
Hall effect in graphene, which furtheron indicate the good quality of the
samples. Since these results appeared an overwhelming amount papers have
been published about the electronic properties of single and double layer
graphene, see for instance Ref. [113, 114, 115, 116, 117, 86].
We present here some results for the band structure, density of states and
transmission of several graphene ribbons or graphene stripes. The nomen-
clature used to define the stripes is that described before for characterizing
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the nanotubes, taking leaving only unsaturated atoms with two sigma bonds,
that is pending atoms are removed from the unit cell. Calculations are per-
formed both within a π-orbital approach, as usually done for these systems,
and in a more complete way, taking into account 2s and 2p orbitals within the
Slater-Koster scheme. The parameters used are orthogonal sp3 two-center
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Figure 3.22: Band structure, density of states and transmission from left to right
for an infinite graphene ribbon (5,5) for a one-orbital approximation.
Fig. 3.22 and Fig. 3.23 show results for a (5,5) graphene stripe for one-orbital
and multi-orbital calculations respectively. The corresponding results for the
(9,0) stripe, having armchair edges, are seen in Fig. 3.24 and Fig. 3.24. It is to
notice that the stripes with zigzag edges are to be compared to armchair CNT
and viceversa. Fig. 3.26 shows for these two types of graphene the change
in transmission that takes place by introducing Anderson disorder in the
system. The disorder is introduced in the diagonal terms of the Hamiltonian
in a random way, changing their magnitude up to W. The transmission
characteristic must be then averaged over different realizations of disorder.
One can observed that graphene stripes, unlike CNTs [93], are much less
protected to disorder. That is, elastic scattering is much more important in
these systems.
Another feature to remark is the importance here of studying the differences
that appear in these effects by going beyond the π-orbital approximation. In
Fig. 3.27 can be observed how s orbitals have a not neglectable contribution in
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Figure 3.23: Band structure, density of states and transmission from left to right
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Figure 3.24: Band structure, density of states and transmission from left to right
for an infinite graphene ribbon (9,0) for a one-orbital approximation.
a small energy window inside the π band. The Fermi energy is also shifted
downwards in energy, changing the conductance value at this point. It is
therefore of interest to follow the study of the influence of disorder in such
systems considering all conduction electrons.
A further goal is also to go towards more realistic sizes for the stripes, and
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Figure 3.25: Band structure, density of states and transmission from left to right













Figure 3.26: Transmission probability after averaging out 100 samples with An-
derson disorder of W = 0.5 for two graphene stripes.
see the influence of disorder with length as in Fig. 3.28.
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Figure 3.27: Density of states for the (5,5) graphene stripe, for a multiorbital
calculation. The contributions of p and s orbitals are highlighted. The gray vertical
line indicates the Fermi energy.
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Figure 3.28: For the previous stripe (30,0) the transmission probability is presented






Three-branch junctions are envisioned as potential three-terminal units
likely functioning as a molecular transistor in the nanometer scale. We
investigate the transport properties of three terminal carbon based
nanojunctions within the scattering matrix approach. The stability of
such junctions is subordinated to the presence of nonhexagonal arrange-
ments in the molecular network. Such “defective” arrangements do in-
fluence the resulting quantum transport observables, as a consequence
of the possibility of acting as pinning centers of the correspondent wave-
function. By investigating a fairly wide class of junctions we have found
regular mutual dependencies between such localized states at the car-
bon network and a striking behavior of the conductance. In particular,
we have shown that Fano resonances emerge as a natural result of the
interference between defective states and the extended continuum back-
ground. As a consequence, the currents through the junctions hitting
these resonant states might experience variations on a relevant scale
with current modulations of up to 75%. Furthermore, we study the
influence in transport of a time dependent electric field excitation on
a carbon nanotube junction and for that we generalize, for molecular
transport, one of the ways of tackling with a time-dependent problem,
making use of the Floquet theory.
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4.1 Introduction
CNTs have been proposed as leads and bridge molecules, since they possess
a great versatility, allowing for metallic as well as semiconducting behavior,
depending on their diameter and chirality, that is, their degree of helicity
(see Sec. 3.3.1). Nanotubes can be easily modified by introducing pentagons,
heptagons or octagons into their hexagonal network, as was already shown
in the 90’s [119, 120]. By joining a metallic nanotube with a semiconducting
one, a heterojunction is formed showing a transport behavior correspond-
ing to that of a rectifying diode, as already seen experimentally [121]; ac-
tually several applications of CNTs in nanoscale devices have been already
described [122, 123, 124, 125, 126].
Yet, for making efficient molecular electronic circuits multi-probe junctions
are also needed and their transport characteristics must be understood [127].
Three-terminal junctions are especially appropriate for these studies, as they
can be taken as building blocks of multi-terminal junctions, where all three
branches can be independently contacted by three leads. The understanding
of the transport properties of these three-terminal systems is the goal of this
work.
The first experimental observation of three-terminal CNTs were as branches
in L-, T-, and Y-patterns occurring during the growth of carbon nanotubes
produced in an arc-discharge method [128]. but the formation of these junc-
tions was totally random. Since then, new growth methods have been de-
veloped to obtain these multi-terminal junctions in a more controlled and
high-yield production way: a template-based pyrolytic technique which yields
large numbers of well-aligned Y-junctions of multi-walled CNTs (MWCNTs,
a coaxial arrangement of CNTs) [129, 130], a hot filament chemical vapor
deposition (CVD) system where uniformly Y-shaped junctions are obtained
as by-product, with structures that match those of topological models where
only heptagons are included as defects in the hexagonal network [131], or
pyrolysis of nickelocene in the presence of thiophene [132], or of ferrocene
and cobaltocene [133]. Also a simple thermal catalyst CVD method without
templates yields a production of H- and Y-junctions as well as 3D-CNT-
webs [134, 135]. All these last methods are characterized by growth tem-
peratures just moderately high (650 ◦C-1000 ◦C) or even quite low (room
temperature). But also the high-temperature arc-discharge technique has
been improved to produce Y-junctions in a reasonable proportion [136, 137].
Nearly at the same time, the first observations of three-terminal single-walled
CNTs (SWCNTs) were made where the junctions were produced by thermal
decomposition of fullerenes [138] or by more sophisticated methods including
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electron irradiation on welded nanotubes to finally tailor the transformation
of the junction geometry with the formation of heptagonal and octagonal
defects [139].
By now, it has been made clear that Y-junctions are not any more a rare
phenomenon. Actually taking into account all the different methods which
yield similar CNT Y-junctions, these have to be accepted as regular mem-
bers of the carbon nanostructure family. Although less experimental data is
available, transport measurements have been carried out on nanotube junc-
tions, by overlaying one individual SWCNT over another with four electrical
contacts where a good tunnel contact at the junction is observed [140], or
measuring the I-V characteristics of truly Y-junction MWCNTs which be-
have as intrinsic nonlinear and asymmetric devices, displaying a clear rectify-
ing behavior [132, 141]. Moreover the transport properties of three-terminal
junctions obtained by merging together SWNTs via molecular linkers have
also been studied [142].
From the theoretical point of view, much work has been done to clarify the
structure of these junctions as well as their intrinsic transport properties.
To provide an accurate description of quantum transport in CNT-junctions
one cannot neglect their electronic structure via an atomistic model. The-
oretical predictions are then based on hypothesized atomic configurations,
which try to match the experimental observations on branching angles and
tube diameters. But especially the latter have always a wide uncertainty,
(due to lack of knowledge of the tip in an STM device, etc). Most of the ex-
periments on Y-junctions are nevertheless dealing with MWCNTs and even
with a fish-bone like structure as some growth methods do not achieve a
complete graphitization of the tubes. There is therefore still a need for a
better experimental characterization of the junctions. Different approaches
have been followed to come up with different proposed structures, like con-
sidering the junction as evolved from two bend tubes [143] or by considering
that three carbon nanotubes join via two triangular central spacers [144].
But no matter how this structure is reached, non-hexagonal elements must
be included in the honeycomb-like lattice, following the generalized Euler
rule [145], which predicts a bond surplus of six for three-terminal junctions.
These pentagons, heptagons or octagons are playing an important role in the
transport properties characterizing these junctions, with an electronic struc-
ture which differs considerably from that of the nanotube“bulk”region. Thus
several groups [146, 147, 148, 144, 149] have analyzed the geometry of multi-
terminal junctions and its stability using topological arguments, molecular
dynamics techniques or first-principle methods. The role of the symmetry
of the junctions and of the chirality of the arms is also addressed by many
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authors [150, 151, 152, 153] as well as the electronic interaction [154]. How-
ever, the controversy remains over the origin of the rectifying behavior, with
some studies claiming it to be a characteristic intrinsic to the symmetry of
the junction [151], and other works tracing it back to the interfaces with
contacts [152].
Until now Fano resonances have not been exploited as an interesting feature
in the transport through this kind of CNT junctions. This phenomenon
emerges from the coherent interaction of a discrete state and a continuum
and was first discovered by studying the asymmetric peaks of the helium
spectrum [155]. Recently the occurrence of this effect and its applications
have been studied in numerous mesoscopic devices, including MWCNTs [156,
157], and MWCNT bundles [158] or SWNT bundles [159], and most recently
in multiply-connected CNTs [160]. As we will see the conductance through
multi-terminal CNT junctions exhibits Fano resonances and these may be
used in transport allowing for major changes of the current intensity in short
intervals.
The aim of this work is the calculation of transmissions and conductances
for different types of three-terminal CNTs, keeping in mind the properties of
semi-infinite CNTs considered as partial components of our system analyzed
before.
4.2 System and method
Fig. 4.1 shows four archetypical three-terminal CNT devices. These devices
have a much greater versatility than two-terminal junctions as the third ter-
minal can be used to apply a gate voltage and thus control the current flow in
the channel built by the two other arms, using the gate as a current probe or
as a voltage probe. Out of the many possibilities of building three-terminal
junctions, we have chosen these four as to have within a few junctions different
elements of comparison: different symmetries, different geometries, different
chiralities. These junctions have nevertheless common properties, from which
in conjunction with their disparities we may draw some general conclusions.
As a model for nanoelectrodes, we will use semi-infinite carbon nanotubes
and try to gain insight in the quantum transport through these junctions.
We calculate the quantum conductance within the well-known Landauer-
Bu¨ttiker formalism [161, 162] (see Chapter 2) by making use of equilibrium
Green functions for tight-binding Hamiltonians [163]. Our structures have
been optimized by a relaxation algorithm following a density-functional based
nonorthogonal tight-binding scheme (DFTB) [164] (see Sec. 1.6) in order to
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Figure 4.1: Four junctions entirely made out of semiconducting (10, 0) and metal-
lic (6, 6) CNT leads. (a) Y-junction where three armchair tubes join at 120◦.
(b) T-junction where two armchair nanotubes join with a semiconducting zigzag
nanotube. (c) Y-junction where three armchair nanotubes join forming an angle
of 72◦ between the upper arms. (d) T-junction where two semiconducting zigzag
nanotubes join with an armchair nanotube. Both Y-junctions have heptagonal
rings whereas the T-junctions achieved their relaxed structure by the introduction
of four octagons and two pentagons. After relaxation, the average bond length of
the heptagons is 2.02% larger in (a) and 1.47% larger in (c) than the bond length
of the hexagonal network. In the case of the T-junctions the average bond length
of the octagons is in (b) and (d) 1.35% larger, the bond lengths in the pentagons
not shared with the octagons are nonetheless smaller than that of the hexagons
by 1.07% in (b) and 1.31% in (d). These values are reasonable for having stable
configurations. The defects pointed by the arrows are shown in more detail in the
next figures.
deal with stable structures. The basis set used is minimal but conveniently
optimized for carbon atoms.
The semi-infinite leads are treated with a decimation technique, an applica-
tion of the renormalization-group method which allows us to calculate the
electronic properties of extended systems with a low computational cost. We
follow the iterative procedure to decimate the individual layers (see App. A)
83
CHAPTER 4. MULTITERMINAL NANOTUBES JUNCTIONS
and operate in the space of localized orbitals. As principal layers for our
system, we take slices of the CNT and for convenience we choose the CNT
unit cell as unit slice. In this way, we renormalized out 2n slices after n
iteration steps, and this exponential behavior allows us to quickly achieve
convergence.
The systems considered are all-carbon devices for which a π orbital descrip-
tion level has been proved to yield very satisfactory quantitative results [85],
since the properties of carbon nanotubes are basically determined by sp2 π
orbitals.




hij |i〉 〈j| (4.1)
where hij is the coupling or hopping parameter. This transfer integral is only
non-zero between nearest-neighbors and takes the value of 2.66 eV. We have
also made this parameter distance-dependent, but no significant changes are
observed. This can be seen in Fig. 4.2, where the DOS is plotted for one of the
T-junctions for which another relaxation was available, making a comparison
possible. The DOS calculated with distance-dependent hopping parameters
for two differently relaxed structures show an almost identical behavior at
low energies.
For calculating the conductance, we divide the system into a central region
or scatterer (S) and the three leads (L1, L2, L3). The Green function for our
system, G = (E − H)−1, can be written in terms of block matrices


GS GSL1 GSL2 GSL3
GL1S GL1 GL1L2 GL1L3
GL2S GL2L1 GL2 GL2L3




















where the different leads are independent as we restrict our calculations to
nearest-neighbor interaction throughout the whole system. Note that HL
and GL are infinite-dimensional matrices. It is straightforward now to obtain
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Figure 4.2: DOS for the T-junction (Fig. 4.1.d) for the structure as relaxed using
a Tersoff-Brenner potential with molecular dynamics (lighter color) [149] and after
relaxation with DFTB (Sec. 1.6) (darker line). Even if the different relaxation
methods yield visibly different structures at the junction saddle zones, the DOS
around the Fermi energy (with a distance-dependent hopping parameter) is nearly
equal.
via a Dyson equation an explicit expression for GS, which has now only finite
matrices:
GS = (E−HS − Σ)−1 (4.2)
where we define Σ = ΣL1 +ΣL2 +ΣL3 as the self-energy terms containing the
contribution of the semi-infinite leads ΣLα = H†LαS gLα HLαS, being α = 1, 2
or 3 and gLα = (E−HLα)−1 the lead Green functions. And these functions
are calculated using the decimation technique explained in Sec. A.1.1.
With the lead Green functions we can easily calculate the strength of the
coupling of the scatterer to the leads
ΓLα (E, µα) = i
(
ΣLα (E, µα)− Σ†Lα (E, µα)
)
. (4.3)










where the factor two accounts for the spin degeneracy. The Landauer-
Bu¨ttiker formula relates the conductance in a multi-terminal conductor to
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its scattering properties. For the three terminal case, if we take one of the
leads to be a voltage probe (say for instance lead L3), we constrain the chem-









Although this constriction assures a zero current at terminal L3, this probe
is dissipative as the carriers in it loose their phase memory, accounting for
a phase-incoherent contribution to the coherent current of carriers reaching
directly probe L1 from L2. The total conductance can then be written as









For our systems the inelastic contribution to the conductance is very small
at energies around the Fermi level.






dE [ fL1 (E)− fL2 (E)] T12 (E, µ1, µ2) , (4.7)




is the Fermi function in the lead Lα,
µ1 = eV/2, µ2 = −eV/2, and T12 is the total transmission between lead L2





) T12. The voltage drop V is small enough
to validate the linear-response regime, and we restrict our calculations to the
zero temperature limit.
4.3 Transport properties
We have studied different types of SWCNT junctions, from which four are
now presented in Fig. 4.1, chosen in such a way that a variety of het-
erojunction combinations and a variety of shapes are covered. In these
junctions the following groups of three semiinfinite CNTs welded together:
(6, 6) − (6, 6) − (6, 6) in a Y-shape, (6, 6) − (10, 0) − (6, 6), both Y- and
T-shaped, and (10, 0)− (6, 6)− (10, 0) with a T shape. Two types of CNT
leads have been adopted: (6, 6) armchair tubes and (10, 0) zigzag tubes. As
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known (n,m) CNTs, where (n,m) are the indexes unambiguously determin-
ing the characteristics of the CNT, are metallic if n−m is a multiple of three,
neglecting the π− σ hybridization. We thus have a metallic tube, the (6, 6)
CNT and a semiconducting one, the (10, 0) exhibiting a gap of 0.82 eV. Then
by using just these two different CNTs we are able to make M-M and M-S
heterojunctions (where M stands for metallic and S for semiconducting).
In the chosen configurations, one of the terminals is taken to be either a
voltage probe or a current probe. This gate voltage is controlled in our
model by changing the onsite energies of this arm, which are fixed at a far
end of the terminal and gradually change in the central region to meet the
value set for the other two arms and the junction.
We will now proceed to describe the obtained results for the DOS and con-
ductance of these junctions, which are given in Figs. 4.3, 4.4, 4.5 and 4.6.
Let us consider the electronic structure of the first Y-junction (Fig. 4.1.a),
a highly symmetric junction where three metallic (6, 6) armchair nanotubes
intersect at 120◦. This structure has mirror symmetry with respect to four
planes, being thus the most symmetrical of all four studied junctions, as the
other three are characterized by two mirror planes. The necessary negative
curvature is provided by the introduction of heptagonal defects, in a number
of six to meet the topological constraints imposed by Euler theorem, and
distributed symmetrically, two at each saddle region.
This junction shows a metallic behavior, but the transmission probability
around the Fermi level is small as seen in the lower panel of Fig. 4.3. The
localization of the states at the Fermi energy is schematically seen in the inset
of this figure, showing that this is an extended state but also pinned by the
defects. This is an effect we see along all the different junctions. It is known
that heptagons and pentagons can induce additional electronic states close
to the Fermi energy [148, 136], which are seen here (upper panel of Fig. 4.3)
between the subbands.
The first T-junction (Fig. 4.1.b) is made up of two metallic (6, 6) armchair
nanotubes and a semiconducting (10, 0) zigzag nanotube. This is achieved
by introducing two octagons and one pentagon at each bending point. This
junction also shows a metallic behavior (upper panel of Fig. 4.4) although
one of its branches has a semiconducting character. Remarkable are the two
sharp peaks located symmetrically around the Fermi level (approximately at
0.35 eV below and above it). The distribution of these states in the area of
the non-hexagonal defects is seen in the upper insets of Fig. 4.4. These are
states which do not extend at all to the upper part of the junction and are
mainly localized at the defects. To corroborate this thesis, we have checked
87










































Figure 4.3: DOS (projected on the junction) and conductance of the Y-junction
shown in Fig. 4.1.a as a function of the incident electron energy. The inset in the
upper panel shows the defect region pointed by the arrow in Fig. 4.1.a with the
atomic distribution of the LDOS at a localized state, whose conductance can be
seen in the inset of the middle panel. The LDOS takes values from zero (white)
to a its maximum value in dark-blue. The evolution of the atomic distribution of
the LDOS at the junction have been followed up in an energy window around the
Fermi level (see http://www-mcg.uni-r.de/downloads/CNTJunction/). In the
inset of the middle panel we see a blow-up of Gel12 near the Fermi energy where
resonant states are observed. The units of the conductance is the conductance
quantum 2e2/h. In the lower panel the total conductance Gtot12 for the upper arms
of the junction when making a voltage probe out of the third lead is presented
(dark line) together with the conductance of the perfect infinite CNT of chirality
matching that of the source-drain tubes, in this case the (6, 6) CNT (light line).















































Figure 4.4: The same properties as in Fig. 4.3 are plotted here for the T-junction
of Fig. 4.1.b. In the insets the asymmetric line shapes corresponding to a Fano
resonance are clearly observed.
the behavior of the local density of states (LDOS) at the resonant energies.
The presence of both extended states and localized defective states in the
junction creates the conditions for the Fano resonance to be observed [155].
The resonance-like structure in the transmission exhibits indeed asymmetric
line shapes resembling those of Fano resonances. These line shapes result
from the interaction of a discrete state with a continuum of metallic states.
The degree of asymmetry of these curves is determined by the so-called Fano
parameter, which changes here its sign. Therefore at the resonances we have
that T ∝ (q + E)2 / (1+ E2) where q = Re G0/Im G0 is the Fano parameter
and G0 is the undressed Green function for the continuum. Due to the ana-
lyticity properties of the Green functions (causality), the real and imaginary
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parts of G0 are related by a Kramers-Kronig (Hilbert) transformation:






E′ − E dE
′, (4.8)
where P means principal value. From these equations, we see that for an
asymmetric DOS with most of its weight situated at frequencies below the
energy EFano in a small window around this energy, it is likely to obtain
q > 0, whereas for asymmetric DOS with more weight at E > EFano, q
is likely negative. The shape of the DOS of the continuum of states of
this metallic junction decreases rapidly before the left peak, and increases
just after the one to the right. This accounts for the different signs of q as
observed in the plot. Though the states around EFano are the most significant
for determining the sign of q, it is necessary to take into account the whole
range of energy of the band.
These characteristics are then observed in the I-V curves (Fig. 4.7.b), though
its effect is not that of a switch-off of the current, as the transmission back-
ground of the continuum is too strong. Nevertheless differences in the current
amplitude up to 30% are observed.
The second Y-junction, shown in Fig. 4.1.c, is made up with the same com-
bination of leads as the previous T-junction, but forcing now the armchair
tubes to bend, forming a Y-shape. In this case, we have a very different re-
arrangement of the defects. Four of the heptagons are situated on the upper
saddle while the other two are shared by the obtuse angles. The junction is
indeed metallic, as shown in Fig. 4.5, but as in the previous case quickly as-
sumes the electronic character of the corresponding arms. Above the Fermi
energy, the necessary conditions for a Fano resonance appear again. The
sharp peak of a localized state is seen in the DOS and its corresponding
Fano resonance in the conductance. Its behavior all in all resembles that of
the junction in Fig. 4.1.b but anyhow presents remarkable differences, as a
greater asymmetry, which are exclusively due to the junction shape and the
situation of the defects.
The I-V characteristics of this junction shown in Fig. 4.7.c present an inter-
esting profile, as the big change in current makes it interesting for its use as
a circuit component.
The last of the presented junctions shown in Fig. 4.1.d is again a T-shaped
one but built up of one metallic and two semiconducting tubes. Like in
the other T junction the defects are octagons and pentagons, distributed
symmetrically in both bending regions. The transport properties of this













































Figure 4.5: The same properties as in Fig. 4.3 are plotted here for the Y-junction
of Fig. 4.1.c.
the upper branches, whose gap is reflected in the conductance of this junction.
A non-equilibrium study of its properties would be necessary to fully explore
its possible applications in electronics.
The influence of the gate voltage on the current is shown in Fig. 4.7. Here the
current flowing between the upper branches is calculated under a small bias
voltage of the order of a few tens of meV, while we smoothly change a gate
voltage which shifts the levels of the orbitals at the third arm of the junction.
We should stress at this point that the bias voltages used in this calculation
allows us to remain within the linear response regime. As can be seen the
current suffers a great modulation in some of the junctions, increasing its
amplitude in up to 75%.
Despite the fact that our model is adequate for getting linear response, we
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Figure 4.6: The same properties as in Fig. 4.3 are plotted here for the T-junction
of Fig. 4.1.d.
apply it to a nonlinear situation for sheer comparison of our results to previ-
ous calculations [151]. We calculate the I-V characteristics of these junctions
considering different possible experimental setups. In Fig. 4.8 we report the
current through the third lead in two different situations: first the upper
branches are grounded and the third lead is biased with a voltage Vbias.
That is,
µ1 = µ2 = 0; µ3 = Vbias. (4.9)
Under these conditions a certain degree of rectification power is present in
the setup, but the rectification is not an inherent property of the junctions.
This can be seen in a second case where the third lead is grounded while
a bias is applied between the first and second lead, i.e. when plotting the
current versus the bias voltage for the setup
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Figure 4.7: Current vs. gate voltage using one arm of the three-terminal junctions
as gate electrode (L3). The switch-on of the gate shows to be of interest for possible
future applications of these junctions, and especially of the second of the Y-shaped
ones. The labels a, b, c, d correspond to the notation given in Fig. 4.1 for the four
junctions considered.


















Figure 4.8: Current I3 vs. bias voltage for the four junctions of Fig. 4.1. I3 is the
total current through lead L3, that is I3 = I31 + I32. The current is calculated for
the experimental setup described in Eq. (4.9) as well as for a different situation
given by Eq. (4.10) and plotted in the inset. As in the previous figure the labels
a, b, c, d correspond to the notation given in Fig. (4.1) for the four junctions we
consider.
µ1 = −µ2 = −Vbias/2; µ3 = 0, (4.10)
as shown in the inset of the same figure. The degree of asymmetry in view
at the I-V curves when using the first of the experimental setups disappears
for the second setup. In this case the current curves are symmetrical with
respect to the bias voltage, both for I3, plotted in the inset, as for the current
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flow through the upper arms.
4.4 Discussion
By making use of the Landauer formalism and equilibrium Green func-
tions techniques, we have studied the transport properties of different car-
bon nanotube junctions, at an atomistic description level, and paid espe-
cial attention to bound states. Our analysis of the conductance behav-
ior of several three terminal carbon nanotube junctions allows us to iden-
tify common patterns and draw general conclusions. This can be done
by sorting out different factors in the qualitative features of the con-
ductance, namely (i) the role of structural defects in the molecular net-
work, (ii) the resulting geometrical symmetry properties, and (iii) the elec-
tronic nature of the contacted leads (whether metallic or semiconduct-
ing tubes). By opening the energy of the electron incoming in the in-
jecting lead one encounters typical resonant behaviors of the LDOS (see
http://www-mcg.uni-r.de/downloads/CNTJunction/). For such energies
most spectral power is associated to the defective atoms at the saddle re-
gions. The presence of background states, mostly contributed by the at-
tached leads, creates the conditions for an interference between localized and
extended states, with the appearance of the so-called Fano resonance. In-
deed resonant defective states in the DOS are paired by the typical Fano line
shape of the form




This feature could be eventually detectable in experiments, as differences in
current amplitude up to 75% are observed when using one arm of the three-
terminal as a gate electrode. We have thus shown how through the localized
states, we can control the current flow through the upper branches which is
driven by a bias voltage applied across the first two terminals.
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4.5 AC-response of a carbon nanotube Y-
junction
The influence of an ac-field on carbon nanotube junctions could provide a
useful way of tailoring the transport at the nanometer scale. Indeed, quan-
tum systems exposed to strong time-dependent external fields show a variety
of novel phenomena, which are otherwise not accesible within ordinary sta-
tionary quantum mechanics. Hence, the study of the effect of an external
field in the charge transport through these systems described in the previous
sections seems to promise interesting results which may show new control
mechanisms of conductance.
The problem to deal with is described now by a time-dependent periodic
Hamiltonian. One way of tackling such a problem is to apply the Floquet
formalism which respects the time periodicity of the Hamiltonians at all
levels.
Thanks to Floquet theorem our system is mapped into an equivalent one de-
scribed by a time-independent Hamiltonian. This fact will allow us to apply
Green function techniques to deal with the transport calculations, as already
done to analyze time-independent transport problems. This method is ex-
plained in App. C and applied to a model system of a sandwiched molecular
chain, so to illustrate more properly the implications of this technique.
The system under study swill be considered at the atomic level and will be
described within a homogeneous tight-binding model in the limit of linear
radiative response, zero temperature and low bias voltage. The radiation on
the system is treated classically.
4.5.1 CNT Junction
The carbon nanotube junction is studied within a π-orbital tight-binding
approach, which describes well the properties of these tubes as done before
in this thesis work. The conduction properties are calculated using a one-
electron model of the electron transfer (a scattering theory approach to the
problem) in the absence of disorder, dissipation or any other environmental
perturbation. For the leads we consider for the moment the wide-band limit.
The IC approximation (see App. C) is not made here.
Current is induced by the application of dc voltages across the two electrodes
through which the current flows, raising the Fermi level of one reservoir
95
CHAPTER 4. MULTITERMINAL NANOTUBES JUNCTIONS
Figure 4.9: Symmetric carbon nanotube Y-junction as considered in this study.
The central part shown here consists of 258 atoms. The branches of this junction
are metallic (6,6) CNTs, joined together in this three-fold symmetric junction.
relative to the other. The third lead can be used as a gate electrode, as
shown in Sec. 4.3.
The carbon junction Y-junction that we will study is a metallic junction
composed of three merged armchair CNTs as described in Fig. 4.9. We will
assume the metallicity of leads attached to each end of the junction.
In the absence of an external AC-field, the system is described by the follow-
ing tight-binding Hamiltonian for the scatterer (S), leads (L1, L2, L3) and











where the index α now runs over the different parts of the system S, L1, L2,
and L3, εiα is the on-site energy of the state i of α and Viα,i′β
the hopping
integral which is non zero up to nearest neighbor interactions. For simplicity
96
4.5. AC-RESPONSE OF A CARBON NANOTUBE Y-JUNCTION





) |i〉 〈j| , (4.13)
so the indices i and j run over all the states of system: those of the scatterer
and those of the leads. When taking the leads as semi-infinite tubes, all the
hopping terms Vij will be approximately the same as they couple equivalent
orbitals. We will thus have Vij = −γ if i, j are nearest neighbors (〈i, j〉), or
Vij = 0 otherwise.
We now switch on a monochromatic electric field E(t) = E0 cos(Ωt) Eˆ of
period T = 2π/Ω. Again, the spatial dependence can be discarded as we are
assuming that the wavelength of the laser is much longer than the dimensions
of the junction. The total Hamiltonian will then include the effect of the field




eE0 cos(Ωt) Eˆ · ri |i〉 〈i| . (4.15)
−er can be considered as the electric dipole operator in the molecule, assumed
diagonal in the basis of atomic orbitals, as the spatial overlap between dif-
ferent orbitals is negligible, and to a good approximation is then given by
taking r as the center of the orbital. We will once more assume that the leads
are perfect conductors, so that the electric scalar potential is constant inside
the reservoirs. For each lead we then assume r to take the same value for all
its states, namely that of the position of the contact to the central region. It
is important to notice that from now on we will need to consider the exact
3-dimensional structure, as we will make use of the position vectors of the
orbitals and not just of their topological connections.
Before proceeding further, we move from the Schro¨dinger representation into
an intermediate representation, as described in App. C.5. In this new frame
the contribution of the laser field is removed from the diagonal terms of the
Hamiltonian. We thus end with a Hamiltonian which has time-dependent
driving terms just in the off-diagonal elements.
The Hamiltonian H˜ in this representation is given by
H˜ = UH0U−1. (4.16)
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+eE0cos(Ωt) Eˆ · ri δi,j.(4.17)
The wavefunction can be expanded as in Eq. (C.22) and Eq. (C.23)

















Substituting this equation into the Schro¨dinger equation, Eq. (C.17), simul-
taneously with the following Fourier expansion for the driving terms:




Jn (a) exp (−inΩt) . (4.19)
after defining















) |i〉 〈j| φǫ,n′(r)− nh¯Ωφǫ,n(r) (4.21)












So we arrive at the following expression for the Floquet Hamiltonian:
HFlin,jn′ = Hij Jn−n′
(
aij
)− nh¯Ωδi,j δn,n′. (4.23)
The Floquet states are naturally labeled by two indices i and n, where i runs
over the different physical states and n over the number of Floquet replicas.
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Green function techniques can be then applied to calculate transport prop-








Some results of the calculations of density of states can be seen in Fig. 4.11
and Fig. 4.12, for two different laser frequencies. The transmission in these
cases is shown in Fig. 4.13 and Fig. 4.14. As a comparison the results for the
nondriven case are given in Fig. 4.10.
Figure 4.10: Density of states and transmission through two arms of the symmetric
junction shown in Fig. 4.9.
We can observed the big influence the laser field can have on the transport
through the system, being thus definitely an important additional control
mechanism of current. The frequency of the field should be tuned according
to the expected results, for which a much complete study should be made.
Nevertheless, by generalizing to 3D structures the work of Ref.[165], a general
framework for AC transport at the molecular scale have been developed which
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Ω= 0.803*105 m-1 (0.1eV)
Figure 4.11: Density of states of the Y-junction studied under the influence of an
AC-field of frequency Ω.





Ω=2.08*106 m-1 (2.6 eV)
Figure 4.12: Density of states of the Y-junction studied under the influence of an
AC-field of frequency Ω.
is easily extendable to other geometries or materials. AC transport in realistic
molecular structures and tuning the field frequency will allow for different
transport behaviors. Still much work remains to be done, including a detailed
study of the orientational dependence of the junction relative to the laser field
polarization and an atomic-level description of CNT leads.
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Figure 4.13: Transmission of the Y-junction studied under the influence of an
AC-field of frequency Ω.







Figure 4.14: Transmission of the Y-junction studied under the influence of an
AC-field of frequency Ω.
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Chapter 5
Ab-initio study of the
vibrational properties of
fullerenes on a surface
5.1 Vibrational properties of C60 on graphene
After checking some of the properties of this molecule with ab-initio calcula-
tions, we place it onto graphene, in order to observe the effect of a substrate
on its vibrational properties.
5.1.1 Method
We study the fullerene on a graphene substrate, using accurate ab-initio
calculations [166] within the local density approximation to density functional
theory, and replacing the core electrons by nonlocal pseudopotentials. We
use a minimal basis set of 4 sp orbitals per carbon atom. Although this basis
is not complete, it provides a sufficiently accurate description of the systems
and effects that we intend to study.
5.1.2 Structure: the free molecule
As already mentioned C60 molecule has the soccer ball structure of a trun-
cated icosahedron, which places each atom in an identical molecular envi-
ronment. Pentagons and hexagons build this hollow sphere of carbon, being
the C60 the smallest fullerene having all twelve pentagons separated. These
103
CHAPTER 5. C60 UPON A SURFACE: VIBRATIONAL PROPERTIES
twelve pentagons are necessary for the closure of a surface with an arbitrary
number of hexagons into a spheroid, as follows from Euler’s theorem [145].
The fact that in C60 all pentagons are isolated contributes to its stability,
as adjacent pentagons increase the strain energy. The response to the non-
planarity achieved by the introduction of pentagons is a rehybridization from
sp2− σ and p−π orbitals. Even though, the fullerene still maintains a high
degree of π orbital alignment.
In the relaxed structure we observed that this molecule, with a calculated
diameter of 7.07 A˚, has two inequivalent bonds. And indeed we have found
that the pentagonal edge ones with d[5,6] = 1.488 A˚ are longer than the
bonds shared with hexagonal rings with d[6,6] = 1.431 A˚ as seen in Figure 5.1
(compare with i.e. [167]). This bond length alternation shows that in the
lowest Kekule´ structure, the double bonds are located at the junctions of
hexagons ([6,6] bonds) and that there are no double bonds in pentagonal
rings.
Figure 5.1: The icosahedral buckyball.
In order to check our method and its accuracy we have calculated further
properties of this fullerene, verifying that it is indeed a very stable and strong
molecule. By applying a finite-difference approach, described in Sec. 5.1.4,
to simulate a hydrostatic pressure on the molecule, we calculate the bulk
modulus for the C60 . The value obtained is B0 = 816GPa, approaching
that reported by other authors [168].
To understand the electronic structure of C60, it is important to have a look
at the molecular orbitals (MOs). The MO diagram (Fig. 5.2) shows low
lying triply degenerated LUMOs (Lowest Unoccupied MOs) and a five-fold
degenerated HOMO (Highest Occupied MO).
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Gap: 2.05 eV
Figure 5.2: MO diagram.
5.1.3 Structure: C60 on graphene
Environment plays an important role in the transport properties of a
molecule. In order to study the effect of a substrate we place the fullerene
onto a graphene-like plane molecule with 24 carbon atoms and let the struc-
ture relax. Two minima were found for structures with distances to the
substrate of 3.1 A˚ and 3.3 A˚, the former being the one with lower energy.
5.1.4 Vibrational modes
The free C60 has 174 vibrational modes (3N − 6), which are also the dom-
inant ones in solid C60. Due to the high symmetry of C60, from its 174
vibrational normal modes, only four are IR active (T1u) and ten are Raman
active (Ag, Hg). The normal modes T1u’s are 3-fold degenerate and of odd-
parity. Ag and Hg modes are 1-fold and 5-fold degenerate respectively. The
Ag modes are the only two degrees of freedom, which conserve the Ih symme-
try. The Ag mode with lowest frequency corresponds to a sphere breathing,
a symmetric bond stretching. This mode is known as the Radial Breathing
Mode. The highest Ag corresponds to an antisymmetric stretching of [6,6]
bonds out of phase with [5,6] bonds. In general we can say for every kind
of vibrational modes that the low-frequency modes involve radial motion,
whereas the high-frequency modes are primarily tangential.
We calculate the frequencies for the Ag and Hg modes using the Frozen
Phonon Method [169]. It consists of the computation of the total energy as a
function of atomic displacements. A distorted crystal is treated as a crystal
in a new structure with a lower symmetry than the undistorted one. The
electronic energy of the crystal can be computed as a function of a suitably
chosen phonon coordinate and used for dealing with both the undistorted and
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A (1) A (2)g g
Figure 5.3: The two symmetry-conserving phonon modes.
the perturbed crystal. The interatomic force constants can be obtained by
numerical differentiation of the calculated energy. Unfortunately, symmetry
reduction due to perturbation increases drastically the computational effort.
To retain partial symmetry one could use displacements corresponding to
superstructures, which restricts the practical application of the method to
phonons with high-symmetry wave vectors.
Therefore the frozen phonon method is a finite-difference approach for which
we have used finite-atomic displacements of 0.02 A˚, moving the bonds in the
two directions of the phonon movement (e.g. for the Breathing Mode we both
increase and decrease the molecular radius) in order to eliminate anharmonic
effects. Then the total energy for each configuration is calculated.
The dimensionless electron-phonon coupling constant used in the theory of
superconductivity is given by [170, 112]
λ = N(ǫF)V (5.1)
where N is the density of states at the Fermi level and V measures the
electron-phonon scattering. As the value of V is dominated in C60 by the
on-ball modes Ag and Hg [171], we also calculate its value for these modes








where MC60 is the mass of C60 and
∂ǫ
∂u represents the change of the energy
levels with the displacements of the atoms.
From the values obtained for V for the diverse vibrational modes of wave
number k, summarized in Table 5.1 and Table 5.2, we can conclude that
the graphene plane is not affecting the electron-phonon coupling, and not
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Free C60 Free C60 On Graphene On Graphene
k/2π(cm−1) V(eV) k/2π(cm−1) V(eV)
Ag(1) 507.6 0.002 497.2 0.006
Ag(2) 1533.7 0.051 1531.4 0.050
Hg(1) 285.25 0.006 282.3 0.007
Hg(2) 500.3 0.017 503.3 0.017
Hg(3) 819.6 0.011 821.4 0.011
Hg(4) 862.3 0.016 865.8 0.017
Hg(5) 1184.4 0.017 1185.78 0.017
Hg(6) 1373.23 0.020 1376.4 0.021
Hg(7) 1653.6 0.042 1650.8 0.017
Hg(8) 1793.3 0.041 1783.2 0.040
Table 5.1: k and V for the LUMO
Free C60 Free C60 On Graphene On Graphene
k/2π(cm−1) V(eV) k/2π(cm−1) V(eV)
Ag(1) 507.6 0.0073 497.2 0.0035
Ag(2) 1533.7 0.0216 1531.4 0.0240
Hg(1) 285.2 0.0216 282.3 -
Hg(2) 500.3 0.0131 503.3 -
Hg(3) 819.6 0.0174 821.4 -
Hg(4) 862.3 0.0154 865.8 -
Hg(5) 1184.4 0.0068 1185.8 -
Hg(6) 1373.2 0.0199 1376.4 0.0189
Hg(7) 1653.6 0.0413 1650.8 0.0385
Hg(8)− nm172 1793.3 0.0467 1810.2 0.0446
Table 5.2: k and V for the HOMO
changing much the phonon modes, when the LUMO is the driving orbital
in the conduction. These results are nevertheless different for the HOMO,
where a rehybridization occurs for some modes, when C60 is placed upon
graphene.
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5.2 Electromodulation of charge transfer and
of the breathing-mode of C60 on surfaces
A study based on ab-initio density-functional calculations is presented on
the modulation of charge transfer to a C60 molecule, placed onto a graphene
substrate, due to an external applied electric field. Charge transfer results
to be asymmetrical with respect to the field direction. The charged molecule
adopts a slightly different structure, deviating from the perfect icosahedron
of free buckyballs. These structural changes lead to modifications of the
phonon properties. We focus our attention on the radial breathing mode and
study the effect of the vibration on the electronic levels.
5.2.1 Introduction
C60 has been found to possess a great ability to adapt itself to different envi-
ronments, as seen in many experiments. By an applied gate voltage in a field-
effect transistor geometry (FET-device) a precise control of the charge per
molecule is achieved, without changing the molecular arrangement through
dopants. C60 can either act as an electron donor or as an electron acceptor,
where a clear asymmetry between the properties of the hole-doped and the
electron-doped fullerenes has been seen. There is a continuing effort to uti-
lize transverse static electric fields in such devices to modulate properties of
known superconductors.
By applying an electric field we compute the asymmetric transfer of charge
to the fullerene. In these conditions we allow the geometry to relax, where
the residual forces were kept smaller than 0.09 eV/A˚. The transferred charge
induces a change in the ionic structure, which is going to alter its vibrational
characteristics.
5.2.2 Results: charge transfer
By applying an electric field perpendicular to the graphene plane, we compute
the transfer of charge to the molecule and the change in the ionic structure
induced by the electric field.
In Figure 5.4 we can see an example of how the electronic properties are
changed because of this charge transfer. The electronic energy levels of an
electron-doped fullerene on a graphene plane can be seen in Fig. 5.4(a). By
projecting these molecular orbitals onto the original atomic orbitals, we can
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Figure 5.4: Electronic energy levels around the gap of the C60 for (a) a deformed
C60 on a graphene plane in the presence of an applied field of 0.014 a.u. (1a.u.=51.4
eV/A˚), which leaves the buckyball negatively charged; (b) a perfectly-shaped C60
on a graphene plane, (c) a free C60 , and (d) a graphene plane characterized at
the atomic level with 24 carbon atoms. The darker color in the figure indicates
occupied levels.
follow the evolution of the original HOMO and LUMO of the free C60 (see
Fig. 5.4(c)). The degeneracy of these levels is broken as the structure loses
its icosahedral symmetry.
On the graphene substrate the fullerene becomes negatively charged. Apply-
ing then an external electric field, we observe the charge transfer, which is
highly asymmetric with respect to the direction of the field as seen in Fig. 5.5.
The distribution of the transferred charge within the molecule shows also a
difference between electron-doped and hole-doped fullerenes in the presence
of the applied field (see Figure 5.6).
5.2.3 Results: vibrational properties
Phonons and electron-phonon interactions are essential in the transport prop-
erties of C60. Our interest is therefore in the effect of the applied electric field
and of the substrate on the vibrational modes of the fullerene. We concen-
trate on the low frequency radial Ag mode or “breathing mode”, which is one
of the two non-degenerate modes of the molecule. This mode is Raman ac-
tive (with a Raman-scattering activity of 112.96 A˚4 amu−1) and is totally
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Figure 5.5: Charge transfer vs. applied field, both for a fixed geometry (open
circles) and letting the structure relax with the different applied electric fields (X).
symmetric.
We first performed a test calculation, computing the frequencies of this mode
for the free C60, both by diagonalizing the Hessian (see e.g. Ref. [172]) and
by applying the Frozen Phonon Approximation [169]. The results for these
two approaches are as follows:
Ab-initio Dynamical Matrix Calculation: 550 cm−1
Ab-initio Frozen Phonon Mode: 508 cm−1
The deviation from the experiment [173, 174] is around 6%.
Figure 5.6: Distribution of the excess charge, for a hole-doped (a) and an electron-
doped (b) fullerene.
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Figure 5.7: View of the computed displacement pattern (arrows) for the Ag mode
















Figure 5.8: Change of HOMO and LUMO levels due to the breathing phonon
mode. (Field: 60 a.u.) (a) Relaxed structure (b) Expanded fullerene through the
phonon mode.
The influence of this radial phonon mode on the C60 on graphene in the
presence of an electric field can be seen in the evolution of the HOMO and
LUMO levels in Figure 5.8. The change of the levels is not linear with the
displacement, and then can not assumed that the Frozen Phonon Mode is a
good approach in this case.
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Chapter 6
Conductance scaling in gold
nanotubes
A new form of gold nanobridges has been recently observed in ultrahigh-
vacuum experiments, where gold atoms rearrange to build helical nan-
otubes, akin in some respects to carbon nanotubes. The good repro-
ducibility of these wires and their unexpected stability allow for con-
ductance measurements and make them promising candidates for fu-
ture applications. We present here a study of the transport properties
of these nanotubes in order to understand the role of chirality and of
the different orbitals in quantum transport observables. The conduc-
tance per atomic row shows a light decreasing trend as the diameter
grows, which is also shown through an analytical formula based on a
one-orbital model.
6.1 Introduction
Gold is known to be a good conductor for ages but its application to the elec-
tronics at a nanometer scale requires new approaches and an understanding
of its physical properties at these small scales, as they will differ from the
bulk properties. A great interest has been raised on the nature of electron
transport through quasi one-dimensional channels, such as quantum wires,
quantum point contacts and nanotubes. This is just a natural process as the
scale of electronic devices continues to shrink.
Gold nanowires have been the focus of intense investigation efforts since
decades. Especially gold nanocontacts have been extensively studied. These
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contacts were normally obtained by dipping a STM (scanning tunnelling mi-
croscope) gold tip into a gold substrate and subsequently slowly withdraw-
ing the tip, obtaining a ”nanoneck” which is thinned and elongated until the
contact breaks [175, 176, 81, 177]. Mechanically controlled breaking junc-
tions [178, 179], or switching regular [180] are other techniques used for this
purpose. Metal nanowires were found to show quantized conductance when
the nanowires have diameters of the Fermi wave length’s scale. Even at room
temperature the conductance displays for these atomic contacts a quantiza-
tion in units of a conductance quantum Gtot0 = 2e
2/h, where e is the electron
charge and h is Planck’s constant. Findings that triggered new interest on
metallic contacts, so that a burst of theoretical and experimental work is
under way.
A different approach for obtaining such nanowires has been followed in Japan
in the group of Prof. Takayanagi and coworkers [181]. In this case a very
thin gold film was bombarded with an electron beam working at high inten-
sities, boring nanoholes in the gold. In this way freestanding nanobridges
were formed between neighboring holes which were thinned by further irradi-
ation. For some surface orientations the obtained bridges did no longer show
a neck-shape, but a shape of straight and uniform nanowires with regular
structures [181]. The formation of these bridges was followed up by using
an ultrahigh vacuum transmission electron microscope, in which the elec-
tron gun was situated, allowing for an in situ device fabrication, eliminating
effects of contamination on the structure. The obtained wires were stable
under low beam intensities. The model fitting with the structure of these
nanowires consists of a prism of a hexagonal close-packed lattice with a core
showing a face-centered-cubic (fcc) structure. These wires have diameters
greater than 1.5 nm, but continuing with the thinning technique new struc-
tures are formed spontaneously with smaller widths and lengths of 3 to 15
nm. Through a prolonged gentle irradiation a stepwise change of the diam-
eter of the nanowires could be observed, being the smallest width reached
of nearly 0.57 nm at room temperature [182] and of 0.4 nm at 150 K [183].
These new wires exhibit fascinating ordered structures that resemble those
of the by now well-known carbon nanotubes (CNTs) [93]. High resolution
microscope images, as seen in Fig. 6.1 indicate that these wires consist of
coaxial nanotubes of helical atom rows coiled around the wire axis. These
wires present therefore different possible chiralities as carbon nanotubes do,
depending on the angle in which the atom rows rotate around the tube axis.
Experimental evidence so far seems to support the fact that small chiral an-
gles are preferred by the fabricated nanotubes. The multi-shell nanotubes
keep the difference in the number of atom rows between adjacent shells con-
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stant, leading to a kind of magic shell-closing number which is always seven.
This fact can be understood as a new inner shell arises when the radii differ
in approximately a = 2.88 A˚, the neighboring distance of bulk gold, which
implies a perimeter difference (2πa ∼ 7a) corresponding to seven atom rows
nearly parallel to each other. So single-walled nanotubes should exist with six
or less atom rows, and actually one single-walled tube with five atom rows has
been observed [183]. With seven or more atom rows a double-walled tube
should be seen, which becomes a triple-walled nanotube when more than
fourteen rows are present, and so on. The thinnest nanowire obtained is
though a single strand of atoms exhibiting an anomalously large interatomic
distance of up to 0.4 nm [175]; similar values were also seen in experiments
using other techniques (i.e. [179]). Different theoretical proposals have tried
to find an explanation to these large spacings [184, 185] but no certainty of
the mechanism behind these distances is still at hand.
Figure 6.1: Transmission electron microscopy images of stable gold nanowires
observed during one thinning process. The diameters of the wires in (A), (B),
(C), and (D) are 1.3, 1.1, 0.8, and 0.6 nm, respectively. The dark dots represent
positions of atoms projected on the image plane [image taken from Ref. [182]].
The good reproducibility of these wires, and their stability, [186, 187, 188,
189] which is better for those with outer tubes with an odd number of atom
rows, makes them promising candidates for future applications. Though
gold nanowires become harder to break at lower temperatures, they can be
studied at room temperatures, where they can even reach longer dimensions
due to diffusion. Generally, cylindrical structures are less stable than an
icosahedral structure of metallic clusters would be, but these structures are
induced and stabilized by the substrate. In this sense one should think of
the observed nanowires as stable tip-suspended wires. The preferred radii
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in experiments correspond to more favorable structures for which the wire
tension is locally minimized [189]. These minima mean long-lived metastable
states. The exchange of atoms between tips and wire plays a crucial role,
leading to focus on string tension instead of free energy [189].
In order to observed such structures with other metals, these should have
similar atomic mobility to gold, which is related to the ability to reconstruct
surfaces. Gold surface reconstruction is related to s-d competition in bulk
cohesion [190]; silver does not reconstruct and indeed no evidence of such
nanotubes have been seen nor are expected [189].
Nearly parallel to this astonishing discovery of gold nanotubes, which rep-
resent a novel organization of matter, ultrathin metal wires (Al & Pb) were
predicted to adopt noncrystalline stable atomic structures below a critical
radius of the order of a few interatomic spacings of the bulk metal. These
regular structures, among which coaxial helical cylindrical shells were found,
result from the competition between optimal internal packing and minimal
surface energy, displaying a single closed-packed surface with no edges at
these small radii. That is, the surface atoms prefer a smooth well-packed low-
surface energy structure optimizing the attractive cohesive forces [186]. An-
other molecular-dynamics simulation revealed a similar tubular multi-walled
geometry for gold [187].
In these gold nanotubes conductance quantization has been detected and
observed. Ballistic conductance measurements [191] help to confirm the pro-
posed structural model through its derived electronic structure. Astonish-
ingly enough several works hint at the fact that the conductance per atom
row might decrease with the number of circumferential atoms and that the
number of channels does not coincide with the number of atom rows coiling
around these helical structures [192, 193].
6.2 Structural properties
Determining the structure of gold nanotubes is fundamental in order to un-
derstand their physical properties, such as conductance quantization. Ex-
perimental evidence points out that a structural transition from the thicker,
internally crystalline wires into these thinner regular but noncrystalline ones
takes place at a critical radius below 2 nm. Lattice spacing has been mea-
sured to be almost 2.88 A˚, the neighboring distance of gold, for all the wires
with diameters between 0.5 and 1.5 nm. We therefore take this distance as
the interatomic spacing of the triangular lattice, as we can think of these
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cylindrical tubes as rolled-up lattice planes of fcc Au (111), as depicted in
Fig. 6.2. Atoms in successive shells appear to strain a bit to maintain com-
mensurability between inner and outer shells. Ab-initio calculations show
though that this shear strain should have just a very small effect on the
electronic structure [194].
Despite the strong intershell interactions, these structures greatly resemble
those of CNTs, where the honeycomb network of carbon atoms is replaced
by the triangular lattice of gold atoms. These are actually complementary
networks, and the gold nanotube structure can be obtained from the one of
CNTs by putting gold atoms at the center of the honeycomb framework.
We use the indices (n,m) to classify the gold nanotubes (AuNTs), where
n and m are integers defining the chiral vector, which is wrapped to form
the tube. The chiral vector is then (na1 + ma2), perpendicular to the tube
axis, where the vectors a1 and a2 span the 2D unit cell. The number of
atom rows coiling around the tube axis is then n + m while the nanotube
translational vector reads T(n,m) = [(2m + n)/dR ] a1 − [(2n + m)/dR] a2,
being dR the greatest common divisor of (2m+ n) and (2n+m), as T should
Figure 6.2: Some gold nanotubes are shown as well as the 2D triangular network,
from which we can build these models. The coordinate system used is sketched
on the lattice, the basis vectors being a1 and a2. The chiral vector C specifies
the nanotube and corresponds to its circumference. The highlighted atoms on the
lattice are those defining the region of inequivalent chiral vectors, which spans an
angle of 30◦ as can be easily understood analyzing the symmetry of the lattice.
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be the smallest lattice vector in its direction. Due to the symmetry of the
triangular lattice the chiral vectors of all inequivalent tubes are comprised
in a 30◦ angle, that is, in a one-twelfth irreducible wedge of the Bravais
lattice. Consequently, without loosing generality we will restrict to indices
with n > 0 and 0 < m < n. Tubes of the form (n, 0) and (n, n) are achiral,
presenting thus no handedness. Only wires with an even number of strands
may have the structure (n, n). Note that we can decoded our notation (n,m)
into the one used in parallel with lattice vector spanning an angle of 120◦
like (n + m, n), for an equivalent AuNT for transport.
For a fixed n, the radius is minimized for higher values of m (string tension
decreases with shrinking radius), so as to fulfill simultaneously the tightest
external packing and minimal wire radius [189]. The largest m for an odd
number of atom rows is n− 1, leading always to a finite chirality and thus
a helical structure in these cases. The outer tubes with an even number
of atom rows seem to take nonhelical structures with shorter periods. The
helicity of the tubes is observed experimentally through a wavy modulation
of the STM images [182, 183].
This same structure of the triangular lattice is the one characterizing boron
planar clusters and boron nanotubes when rolled up. In contrast to the per-
fectly round surfaces of CNTs or AuNTs, these tubes exhibit a puckered
surface which is shown to be an important stabilizing factor [195] resulting
from the nature of the chemical bonds built by this element. These related
structures have also been shown to be stable and are predicted to have a
metallic behavior [196, 197], as is also easily conjectured for gold nanotubes.
The synthesis of such boron nanotubes have been recently achieved [198]
though conductance measurements still seem to require a further develop-
ment of the experimental techniques.
6.3 Method
We study the transport properties of several of these AuNTs using a mul-
tiorbital tight-binding Hamiltonian and Green function techniques. In par-
ticular, we adopt a Slater-Koster-type [23] tight-binding approach, with the
parameters taken from the nonorthogonal parametrization of Papaconstan-
topoulos [22]. Our approach remains of a microscopic nature since the sym-
metries of the atomic s, p, and d valence orbitals are taken into account. Ab
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Figure 6.3: One-dimensional band structure, density of states and conductance for
the (4, 3) gold nanotube. For this tube the translational vector is T = |T| = 3.03
nm. The energies are shifted to set the origin at the Fermi energy, as in the next
figures.
As a result, we analyze the differences in the transport calculations that raise
from (i) the inclusion of all outer s, p, and d orbitals and from (ii) the sim-
plified model of s orbitals, which is a tempting approximation for these kind
of systems. In order to compare results, we will thus use both a one-orbital
Hamiltonian describing just the s orbitals, and a nine-orbital Hamiltonian,
containing s, p, and d orbitals including all conduction electrons.






where the indices 〈i, j〉 indicate nearest neighbor atom sites and the indices
α, β mark the different orbitals. The transfer integrals Hiα,jβ are the onsite
energies or hopping parameters, dependent on whether i equals j or not.
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The conductance is calculated from the transmission values applying the
Landauer formula, using Green function techniques [163]. In particular, we
derive the elastic linear response conductance via the Fisher-Lee formula for




ΓL G ΓR G†
}
, where
ΓL/R = i(ΣL/R − Σ†L/R), ΣL/R is the self energy of the left or right lead
respectively, and G is the Green function of the central region dressed by the
electrodes. The wave functions of the nanotubes are assumed to extend to
the leads, allowing us to remain in a phase-coherent regime.
We consider semi-infinite single-walled nanotubes (SWNTs) as leads. To
deal with such semi-infinite leads, we adopt the recursive renormalization
procedure described in Sec. A.1.1. Considering the leads as bulk gold will
yield an increased imaginary part of the lead self energies, which will slightly
decrease the conductance values. For multiwalled nanotubes (MWNTs), it
has been suggested that the conductance G is mainly determined by the
outer shell which is also responsible for the structural stability [199]. A
slight reduction of the conductance is expected from finite size effects.
To include temperature effects a generalization of the Landauer approach
is followed as introduced earlier by Bagwell and Orlando [200], giving the
finite temperature elastic coherent conductance as a convolution of the zero
temperature conductance and the thermal smearing function − ∂ f (E)∂E =
1
4kBT
sech2( E2kBT ), f being the Fermi distribution. This convolution is a nat-
ural way to incorporate finite temperature effects leading to a broadening of
the energy levels, as it averages the conductance over an energy range kBT
near the Fermi level.
6.4 Results and discussion
The calculated density of states and the conductance for the gold nanotube
(4, 3) are shown in Fig. 6.3. This tube is one of the simplest possible candi-
dates with seven atom rows around its circumference (Fig. 6.2). The colored
areas show the contribution of the different orbitals to the total density of
states, indicating a dominance of s orbitals around the Fermi level. Consid-
ering only s orbitals around the Fermi energy is thus a good approximation,
but when applying a bias it can be critical to include all s, p, d outer orbitals,
as they play an important role in the opening of new conduction channels.
A comparison of the conductance of nanotubes of the same diameter but dif-
ferent chiralities, as shown in Fig. 6.4, suggests that no significant difference
is expected in their conductance values at the Fermi energy. For applied bias
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Figure 6.4: Conductance of AuNTs with seven atom rows but different chiralities.
Thin lines indicate results including s orbitals only, whereas the thicker ones are
showing the calculations with all nine outer orbitals.
voltages the current will show a chirality dependence, reflecting the different
energies at which scattering states open.
In Fig. 6.5 the conductance is plotted for nanotubes of different radii, chosen
as to have the smallest chirality possible for a given radius. The number of
atom rows around the nanotube axis in each of them is 6, 7, 9, 11, 13, and
14 respectively. We see that, though the conductance increases for thicker
nanotubes, this is not the general trend if divided by the number of atom
rows. We can observe again how the expansion of the orbital basis to include
all conduction electrons changes the energies at which new channels open,
being critical to obtain correct current values.
By analyzing the Brillouin zone of the two-dimensional gold lattice taking
into account only s orbitals, one can easily demonstrate after studying its
dispersion relation as seen in Fig. 6.7 that the Fermi surface is with great
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Figure 6.5: Conductance of AuNTs with different radii r. Thin lines indicate re-
sults including s orbitals only, whereas the thicker ones are showing the calculations
with all nine outer orbitals.
where a = 2.88 A˚. This simple model allows us to have an analytical ap-
proach to the conductance, as the number of energy bands crossing the Fermi
surface, since the Brillouin zone of the gold nanotubes consist of parallel line
segments due to the quantization of the wave vector along the circumferential
direction. For simplicity we can restrict this counting to the first Brillouin
zone by folding back to this area the segments lying outside it, which will
elongate the lines inside it, as pictured in Fig. 6.6 (Ref. [201]). The conduc-















and is only dependent of the nanotube indices and not on hopping parameters
or onsite energies. This model yields a perfect matching with the numeri-
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Figure 6.6: Schematic illustration of the reciprocal lattice of the 2D hexagonal
Bravais lattice of Au (111) where the first Brillouin zone is highlighted through
a darker background. The k-vectors lying at the Fermi surface give rise to a
nearly perfect circle in this 2D structure. The thicker cutting lines represent the
Brillouin zone of a nanotube in an extended zone scheme which allows the use
of the dispersion relation calculated for the 2D gold layer to get the bands of a
folded nanotube. In this example we show the wave vectors giving the bands in
a (6,0) AuNT, a good candidate for this visualization as it has a small number of
bands. These lines are plotted as solid bands inside the first Brillouin zone, and
are plotted thinner when folded back into it through the reciprocal lattice vectors
of the gold layer.
cal calculations described before. The result of this approximation of the
conductance at the Fermi level is plotted in Fig. B.7 for nanotubes of dif-
ferent radii and chiralities, presenting the conductance per atom row. The
solid line in this figure marks the results of AuNTs with the smallest helicity
as characterized in Fig. 6.5. All these tubes present a number of channels
smaller than the number of coiling atom rows, which is thus a characteristic
of the geometry and electronic states of the nanotubes. We can observe how
the upper envelope of all these points slowly decreases with an increasing
number of coiling atom rows, or likewise with an increasing diameter. The
conductance values will nevertheless be reduced by considering more realistic
gold leads. This has also been confirmed in first-principles calculations [193].
Gold nanotubes have been observed as short (L ∼ 4 nm) conductors be-
tween bulk gold electrodes. This calls for an extension of our theory to
account for finite size effects. We did this by parametrically introducing
into the nanotube two tunneling barriers at a distance L. Figure 6.9 shows
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Figure 6.7: The Brillouin zone of the two-dimensional gold lattice is plotted in a
color plot in (a), where the Fermi surface is highlighted in black. In (b) one can
observe that there are just minimal differences between the actual Fermi surface
and a circle of the appropriate diameter.
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Figure 6.8: The conductance per atom row at the Fermi energy based on the
analytical model accounting only for s-orbitals described in the text is shown for
all possible (n,m) NTs, reproducing exactly the values of the numerical calcula-
tions. The solid line highlights the AuNTs with the smallest chiralities seen in the
experiments.
the conductance between two homologous semi-infinite electrodes which are
taken into account through modified self-energies. This modification is in-
troduced by a multiplicative factor α, which simulates the barriers. Finite
size effects can be made equally apparent by considering wide band leads,
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i.e. ΣWB(E) ∼= −i ImΣ(E = EF) to simulate bulk gold electrodes. As we can
see in Fig. 6.9, we obtain the same kind of oscillating behavior with both
approximations. This shows that the results of our model provide an upper
limit for the conductance.
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with wide band leads
Figure 6.9: Conductance of the (4,3)-AuNT for a perfect infinite NT, for a finite
tube with barriers in the connecting regions to the electrodes (where the constant
α introduced in the text equals 0.6) and for a finite tube like in the previous case
but in the wide band limit approximation taken at the Fermi energy. The lines
corresponding to the last two cases show oscillations due to scattering at the ends
of the finite size tube. The thicker lines correspond to room temperature conduc-
tance [200] while the thin lines underlying them correspond to zero temperature
conductance.
6.5 Conclusions
In conclusion, we investigated the electronic properties of several gold nan-
otubes. We built the Hamiltonians of the systems by applying a tight-binding
model for s orbitals as well as for all outer orbitals. All AuNTs are equally
metallic independent of their chirality or diameter in contrast to the results
obtained for their carbon counterparts [99], but expected from gold electronic
nature. In the case of gold the quantization of electron waves along the cir-
cumference of the tube results in a Brillouin zone composed of line segments
that always cut the Fermi surface of the Au [111] layer due to the continuity
of this surface.
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The s-orbital calculations demonstrate that a one-orbital approach to the
problem of gold nanotubes is an excellent approximation for energies around
the Fermi level, but should be avoided when applying a finite bias voltage to
the system.
An analytical formula for the conductance of the s-orbital calculations,
matching the numerical results perfectly, shows that the number of con-
duction channels is smaller than the number of atom rows and that there is
a slight decrease of the conductance per atom row as the radius increases,




Azobenzene offers a paradigmatic example to realize light-driven
switches at the molecular scale and thus has exciting potential ap-
plications in molecular electronics. Hence, it is crucial to clarify the
transport characteristics of this molecule in both cis and trans iso-
meric states. Here, we address this issue by analyzing charge transport
in a molecular junction consisting of carbon nanotubes (CNTs) act-
ing as electrodes which are bridged by cis/trans azobenzene. In clear
contrast to the conventionally used gold electrodes, the similarities of
the energy scales on the nanotubes and the molecule may lead to the
emergence of strongly hybridized states within the band gap of the iso-
lated molecule. The low energy conduction properties of the junction
can thus be dramatically modified by changes of the molecule-electrode
contact topology as well as by changes of the tube chiralities. The I−V
characteristics are studied in the linear response regime using first prin-
ciple based methods and Green function techniques. We further show
that the trans state proves to be a better conducting element than its
metastable cis configuration, although the absolute values of the cal-
culated currents can be tuned by the choice of the tube chirality. We
propose some possible experimental ways to realize the trans-cis tran-
sition for this kind of constrained geometries.
7.1 Introduction
In the past years, electrical transport at the single-molecule level has been
widely explored in view of a variety of possible applications in molecular
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electronics [202, 203, 204, 205, 206, 108, 207, 208, 209, 210, 211, 212]. As al-
ready mentioned, using molecules as device components may allow for future
high-density logic circuits, as organic molecules are typically several orders of
magnitude smaller than present feature sizes. Biologists, chemists, physicists,
and material scientists face an amazing challenge: to design structures, tailor
the molecules in their chemical synthesis and build them in into electronic
devices, constituting switches, storage elements or other functions they were
designed for. The dream of realizing electronic functions at the molecular
scale has thus triggered cooperations among scientists of different fields [4].
This idea has its origin in the ground-breaking study of Aviram and Ratner
in 1974 [213] where they suggested, just based on theoretical assumptions,
that a molecule with a donor-spacer-acceptor structure would have a diode-
like I − V characteristics as those of traditional semiconductor pn-diodes,
where the spacer is given by the depletion region at the interface.
Figure 7.1: Proposed rectifying electronic device based on the use of a single
organic molecule consisting of a donor π system and an acceptor π system sepa-
rated by a sigma-bonded tunneling bridge, as described by Aviram and Ratner in
their seminal paper. Figure (a) shows the structure with no bias voltage. In (b) a
positive voltage is applied, lowering the potential on the right lead, and allowing
current to flow from the cathode to the acceptor to the donor and finally to the
anode. With the opposite bias (c) current can only flow at much higher voltages,
giving thus an overall rectifying behavior (c) [images taken from Ref. [213]].
The rectifying molecule proposed in this work is built of a donor and accep-
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tor delocalized π systems, separated by a linker, which must be insulating
enough to preserve the energy difference between these two π systems but
still allowing transport through the system. It must also fulfill the condi-
tion of being rigid to prevent short circuiting of the two units. The different
energies of the frontier orbitals (HOMO and LUMO) of the two separated
π systems set a preferential direction for transport, the one going from the
acceptor to the donor as shown in Fig. 7.1.
This idea was at first far from being feasible to realize, but presently, experi-
mental groups have come considerably closer to it [214, 209] by demonstrat-
ing rectifying behavior at the single-molecule level due to the advances in
scanning probe techniques, nanolithography and other techniques for gain-
ing control at the nanoscale. First successful experiments to immobilize a
single molecule between two electrodes were reported by the groups of Reed
and Tour [215], where using a mechanically controlled break junction a gold
wire is broken into two electrodes which are quickly covered with strongly
adhering self-assembled monolayers of a dithiol compound. The tips are then
moved again close together until the onset of conductance is achieved.
One key element to realize electronics at the nanoscale is to manipulate in
a controlled way the conduction properties of individual molecules [108, 216,
217]. Still, contacting a single molecule is a challenge for experimental physi-
cists, though the advances in nanotechnology have allowed for manipulation
of even single molecules. At least four different ways can be identified: me-
chanical means by e.g. acting with a STM-tip (i.e. [217]), electrical means by
applying a gate electrode which controls the position of the molecular levels
and thus can bring them in and out of resonance with the electrode con-
tinuum (i.e. [108, 105]), chemical manipulation by introducing radicals with
pre-established electrical properties (i.e. [218]). Closely related to the latter
is the use of photochrome radicals inserted at selected places in a molecular
wire. Via the introduction of photochrome groups a structural modification
can be induced by irradiation with light. As a result the π-conjugation of the
molecular frame can be modified. Some typical examples are stilbene [219]
and azobenzene [220] which undergo a cis-trans transition under irradiation.
7.2 Azobenzene: a bistable system
Bistable molecules are characterized by having two different metastable
states. The physical properties of these molecules may differ for these two
states, in particular differences in conductance and thus in their current trans-
port properties make these systems of special interest for molecular electron-
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ics. To use them as switches and possibly as molecular storage elements
a good control of the addressing and switching of the molecules must be
achieved.
Systems providing molecular switches can be based on different kinds of bista-
bilities: for example a reduction-oxidation process which changes between
a neutral and ionized state of its units, a configuration change through a
reversible re-arrangement reaction, a change to a long-living electronically
excited state, or a conformation change controlled in such a way that both
conformations are sufficiently stable at the operation temperatures. It is the
latter we are going to address in this study.
We will study the switching mechanism of azobenzene which offers an
archetypal example to realize light-triggered switches. A drawback of us-
ing light as the external stimulus to control the switch is the difficulties to
integrate it in a circuit. However there are successful experiments proving
light-driven switching behavior as that of M. Irie [221]. In fact, the motiva-
tion to start this work has come from the interaction with Dr. U. Beierlein
and Dr. A. Holleitner from the Center for NanoScience (CeNS), who have
started to perform ongoing transport experiments on azobenzene contacted
by carbon nanotubes in the group of Prof. J. Kotthaus at the Ludwig Max-
imilian University of Munich.
Azobenzene is an organic molecule composed by two phenyl rings connected
by a nitrogen bridge. As shown in Fig. 7.2, it has two metastable configu-
ration, the trans and cis isomers and can reversibly change its conformation
between these two states by stimulus with light in the proper wavelength
range. The cis configuration in bulk measurements on azobenzene containing
peptides shows thermal relaxation times of several hours at room tempera-
ture [222].
Some experiments with azobenzene applied as a mechano-optical device have
been successfully performed [220], but more recently, the capability of azoben-
zene as an electronic switch has been the center of renewed interest. The
theoretical studies of Zhang et al. [223, 224] explore this potential applica-
tion as a molecular electronic device for the case of azobenzene attached to
gold leads (see Fig. 7.3), finding promising results as a significant change in
conductance is seen between both conformations. Though a mechanism is
proposed to allow for a certain movement of the gold leads, azobenzene and
similar molecules undergoing isomerization transitions require more versatile
nanocontacts which suitably adjust to the change of length in going from
one configuration to the other. Moreover, in view of the different energy
scales associated with gold and with organic systems, a strong modification
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Figure 7.2: As a typical case of bistability, azobenzene shows double well potentials
concerning its energy. The reversible azobenzene cis/trans transition along the
inversion pathway on its potential energy landscape is sketched here. The relevant
conformational coordinate is the bond angle ΦNNC. The transition can be induced
by optical excitation from the electronic ground state S0 to the first excited state
S1 [image taken from Ref. [220]].
of the molecule electronic spectrum is not expected. Indeed, the coupling
to Au-electrodes only leads to a broadening of the molecular orbitals, with-
out essentially perturbing the molecular electronic structure. More excit-
ing is the possibility of having nanoscale electrodes with similar intrinsic
energy scales as those of the molecule, which may –in strong contrast to
Au-electrodes– eventually lead to a strong renormalization of the low en-
ergy molecular electronic structure and hence to dramatic changes in the
conductance (mixed states arising from a strong hybridization of electrode
electronic states with molecular states may emerge within an energy window
lying inside the HOMO-LUMO gap of the isolated molecules). The most
attractive candidates are CNTs [225], which are essentially 1D systems and
whose conduction character (metallic or semiconducting) can be tuned by
changing their chirality. Changing their chirality is not such an easy task
for experimentalists as for theoreticians but at least the different conduction
behavior can be exploited.
We will thus study the transport characteristics of single trans and cis
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Figure 7.3: Device structure of the molecular switch that consists of two gold
leads and an azobenzene molecule as proposed in Ref. [223, 224] [image taken from
Ref. [224]].
azobenzene molecules contacted by metallic carbon nanotubes with two typ-
ical chiralities: armchair and zigzag CNTs. The system constitutes thus a
mono-molecular electronic device, as the connecting wires are full nanoscale
devices. Our scope is to highlight the dependence of charge transport on the
electronic structure of the electrodes and the differences between the isomers,
in view of their possible identification by electrical measurements as well as
their potential application as molecular switches.
7.3 The isolated molecule
The trans isomer is characterized by a planar structure while in the cis isomer
the phenyl aromatic rings are tilted with respect to each other, as can be seen
in Fig. 7.6. Total energy calculations yield an energy difference between the
isomers of ∼ 0.4 eV (SIESTA) and ∼ 0.5 eV (DFTB); the trans state being
always the one with the lowest energy, and thus the true ground state of the
molecule. The HOMO (Highest Occupied Molecular Orbital)-LUMO (Lowest
Unoccupied Molecular Orbital) gap for the azobenzene molecule is of about
∼ 1.98 eV.
Both, the density-functional (DFT) code SIESTA [44, 45] as well as DFT-
based tight-binding (DFTB) [63] methodologies (see Sec. 1.6) have been used
for geometry optimization of the isolated molecules. Relaxation of the molec-
ular junctions and the corresponding charge transport calculations were car-
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Figure 7.4: The trans (up) and cis(down) isomer of the isolated azobenzene
are shown here. On the left the length difference between the two is highlighted
whereas on the right the lateral view of the molecules is given where one can better
observed the planarity of the trans configuration and the tilted angle of the cis.
ried out by a combination of the DFTB method with Green function tech-
niques in the frame of the Landauer approach for transport [65].
7.4 Azobenzol
In order to improve the molecule-electrode coupling, the hydrogen atoms
at the para-positions on the molecules are substituted by NCOH-groups,
which have been used as linkers to CNT electrodes in recent transport ex-
periments [226]. As we will see, it turns out that the oxygen atom plays a
critical role in determining the conductance near the Fermi level.
The use of these linkers comes from the chemical process followed in the
group of CeNS to attach the azobenzene molecules to the CNTs. The first
step in this functionalization process is the treatment with an acid solution
which produces nanotubes with open ends and carboxyl end-groups as seen
in Fig. 7.5. These carboxyl end-groups are the starting point for chemical
modifications. They are then converted to the corresponding acid chloride
by refluxing in thionyl chloride:
(CNT)− COOH + SOCl2 −→ (CNT)− COCl + SO2+ HCl (7.1)
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The chlorine group then attached to the nanotubes is very reactive and allows
versatile modification. The chloride is replaced by an amino group, which is
then attached to the azobenzene molecule, resulting thus in the previously
mentioned linkers. The experimental process being performed continues after
the chemical procedure with the deposition of a droplet of solution with
functionalized tubes on a Si chip where the interesting structures are located
with Atomic Force Microscopy (AFM) and then contacts are made using
optical and e-beam lithography.
Upon addition of the linkers, the gap slightly increases to 2.03 eV. Conversely,
the gap for the cis isomer decreases from 2.55 eV to 2.34 eV. However, the
isomer geometries are not appreciably modified after relaxation. In Figure 7.6
we show the energetic position of the frontier orbitals of the isomers as well
as the optimized geometries.
Remarkable is that after including the linkers, the length difference between
the two isomers is slightly reduced. An further effect of the inclusion of
chemical linkers is the increase of flexibility.
7.5 Azobenzene connected to CNT elec-
trodes
Let us consider the CNT-azobenzene-CNT molecular junction. The complex-
ity of the system leads to a very structured potential energy hypersurface with
Figure 7.5: A necessary previous step towards the functionalization of carbon
nanotubes for the self-assembly of hybrid structures is the acid treatment, leading
to carboxyl end-groups [image from Udo Beierlein].
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many metastable states. This nontrivial energy hypersurface makes the pro-
cedure of detection of a global minimum rather tedious. For the relaxation
of the structure we first let all atoms move freely, without any constrictions,
to obtain the optimized distance between left and right leads. For the sake of
simplicity we only consider co-axial arrangements of the left and right CNTs,
taking the optimized distance between the tubes from the previous relaxation.
More general transport configuration set-ups may also be considered, though
the conclusions about the differences in transport of the two isomers are not
expected to change. Different junction geometries differing by the way the
molecule is attached to the CNT surfaces were optimized using conjugated-
gradient techniques (see some results of these relaxations in Fig. 7.7). The
lowest-energy configurations were then used for the transport calculations,
as no other experimental information about the contact topology is known.
We remark at this point that the energy differences between the investigated
metastable states are roughly of the order of a few meV/atom, so that our
transport calculations can be considered as giving expected trends. Other
energetically closer configurations may lead to slightly quantitative different
results. However, our basic conclusions are not expected to be affected.
The electrical transport properties of the CNT-azobenzene-CNT junction
are calculated using the “extended-molecule” concept. That is, to compute
Figure 7.6: The positions of the frontier molecular orbitals of trans (left) and cis
(right) azobenzene including the NCOH-linkers are shown. The HOMO-LUMO
gap is slightly smaller in the trans state, which is also the lowest-energy config-
uration. The presence of the linkers does not appreciably modify the geometric
structure of the isomers. Also shown is an isosurface plot of the electron density
for the HOMO and LUMO orbitals. The trans-HOMO is mainly localized around
the N-N dimer with almost no weight on the linker groups.
135
CHAPTER 7. MOLECULAR SWITCH
Figure 7.7: As already mentioned, for each configuration local minima are obtained
very close in energy. Here we show some of these local minima for one of the cases
studied corresponding to the trans isomer attached to armchair CNTs on both
sides. The configuration with lowest minimum is the one shown in the center
of the figure, and coincides with that of the most planar configuration for the
azobenzene. Large series of simulation runs were always performed as the danger
of falling into local minima is rather high. The energies are given in atomic units
(1 a.u. ≃ 27.211eV.
not only the organic molecule but also the interaction with the electrodes,
one considers a “super-molecule” including parts of the metallic contacts (see
e.g. Ref. [227]). The structures are then relaxed, being now only mov-
able those atoms of the extended molecule, around 100 atoms, that is, the
azobenzene with the linkers and the first one (or two for the case of armchair
nanotubes) unit cells of the leads.
Let’s first consider some relevant structural details of the relaxed molecular
junctions. Fig. 7.8 shows the density of states of the trans configuration
for armchair and zigzag nanotubes and Fig. 7.9 and Fig. 7.10 show the con-
ductance of the two azobenzene isomers for the cases of armchair and zigzag
nanotubes respectively. In the trans configuration attached to armchair leads
one of the benzene rings slightly rotates out of plane by about 8◦, so that the
relaxed state deviates from the perfect planar geometry found in the isolated
molecule. This structural distortion becomes even stronger when attaching
the trans molecule to zigzag tubes (14◦). On the contrary, for the cis isomer
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geometrical modifications upon attachment to the leads do not depend so
much on the chirality of the CNTs, and consist basically of a slight reduction
of the tilt angle.
Figure 7.8: Density of states for the trans isomer for the cases of armchair(AC)
nanotubes as leads (left) and zigzag(ZZ) nanotubes. The gray lines plot the density
of states of the corresponding semi-infinite CNTs.
Concerning the CNT-molecule contact, two direct covalent bonds are formed
between the azobenzene complex and the CNT leads, a CCNT-C1 bond and
a CCNT-O bond. The bond topology is however different for armchair and
zigzag tubes, as shown in the insets of Fig. 7.9 and Fig. 7.10. In the former
case a hexagon is formed, while in the latter case a pentagon is built. This
appears to be a common feature of the bonding topology, since other initial
configurations led to similar connectivities upon relaxation.
Once the geometries were optimized, we first focused on the dependence of the
linear conductance on the charge injection energy (Fig. 7.9 and Fig. 7.10)
for armchair and zigzag junctions, respectively. We calculate the energy-
dependent transmission function T(E) at zero voltage which is equivalent
to the Landauer conductance G = (2e2/h)T(E,V = 0). Charge transport
properties were investigated by a combination of the DFTB method with
Green function techniques (see Sec. 1.6) in the frame of the Landauer ap-
proach to transport, where the linear conductance G can be obtained from
the quantum mechanical transmission probability at zero voltage. We stress
that when calculating the current I(V) the full voltage dependent T(E,V) is
used: I(V) = (2e/h)
∫
dE [ fL(E)− fR(E)] T(E,V). In the last expression
fL/R(E) are the Fermi functions of the left and right electrodes. We remark
that T(E,V) is calculated for the so called extended molecule, which contains
not only the azobenzene and the linkers, but also part of the electrodes. This
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Figure 7.9: Linear conductance at zero bias for a (5,5) armchair-trans(cis)-
armchair junction.
As a reference we indicate by vertical lines the energetic positions of the
HOMO and LUMO orbitals of the isolated trans (dashed lines) and cis (dot-
ted lines) molecules. Despite the fact that the isolated molecule has a HOMO-
LUMO gap of about 2 eV, no clear signatures of it can be seen in the con-
ductance. This is related to the presence of CNT states inside the gap, which
strongly hybridized with molecular states. Top panel: density isosurface plot
of a selected molecular orbital (at an energy indicated by the arrow near the
Fermi level in the conductance plot) of the extended trans molecule. The low
weight on the molecule reflects the rather low conductance at this energy.
The inset is a zoom of the CNT-molecule interface showing the formation of
a carbon hexagon with an oxygen defect upon relaxation. This configuration
is the same for both isomers. Notice that the “bottleneck” of the junction is
built by a single carbon atom, denoted by C1. It is just the spectral weight on
this atom which will strongly determined the effectivity of charge transport.
allows to treat the molecule-electrode coupling and the molecule electronic
structure on the same footing [227, 65].
First of all, it turns out that the trans configuration shows an overall better
“transparency” (higher conductance) than the cis state, independent of the
CNT chirality, thus suggesting that the switching behavior may be already
expected at low bias. The conductance of the armchair-cis junction displays
138
7.5. AZOBENZENE CONNECTED TO CNT ELECTRODES
Figure 7.10: Linear conductance at zero bias for a (9,0) zigzag-trans(cis)-zigzag
junction.
As in Fig. 7.9, the vertical dashed (dotted) lines indicate the positions of
the frontier orbitals of the isolated trans(cis) isomers. Notice the increased
conductance around the Fermi energy for both isomers as well as the more
complex structure of the spectrum in this energy region. This is related to
the quasi-singular behavior of the surface density of states of zigzag tubes,
which displays a strongly localized edge state at the Fermi level. Top panel:
for illustration, we also show the density isosurface plot of a selected orbital
of the extended trans molecule (at an energy indicated by an arrow in the
conductance plot). Notice the much higher weight on the molecule when
comparing with the armchair junction in Fig. 7.9, which explains the higher
transmission at this energy for the present case. The inset shows the local
atomic structure at the CNT-molecule interface, where a pentagon is formed
upon relaxation. As for armchair junctions, this local bonding topology is
the same for both isomers.
a parabola-like gap around the Fermi level indicating that transport can only
take place via virtual tunneling and thus very low currents are expected. On
the contrary, several resonances are seen for the trans state around the Fermi
energy, which despite their relative low intensity may give rise to resonant
transport. These mixed states have a non-negligible overlap with the CNT
extended bulk states and thus can contribute to transport. The fact that
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such states lie within a low-energy window around EF is a consequence of the
similar energy scales on the molecule and the electrodes, hence the advantage
of using carbon-based leads instead of the conventional Au-electrodes. As
a result, conductance manipulation may become more feasible, since these
states will sensitively depend on the molecule-CNT contact topology, as can
be seen from our calculations. The low transmission of the cis-state is related
to its distorted geometry which considerably breaks the π-conjugation along
the molecular frame.
Turning now to the zigzag-azobenzene junctions, the conductance appears
to be considerably larger for both isomers than for armchair junctions, see
Fig. 7.10. One should notice at this point that for both chiralities there is
essentially a single pathway from the CNT to the azobenzene molecule going
through a carbon atom belonging to the linker and denoted as C1 in Fig. 7.9
and 7.10. Thus, the local density of states (spectral weight) A(E) on this
atom completely determines the effectivity of charge transport through the
junction. A major factor influencing A(E) is related to the presence of the
oxygen atom in the NCOH linker as can be seen in Fig. 7.11. Due to its
higher electroaffinity, the oxygen tends to deplete the spectral weight on the
C1 atom. This mechanism is very effective for armchair junctions but fails to
have a dominant effect for zigzag junctions. The reason is that the surface
density of states of a zigzag tube has, as is well-known, a large spectral weight
close to the Fermi energy (corresponding to a localized state at the zigzag
edge –see Sec. B and for instance [228]–). Our DFT-based calculations as
well as a minimal π-orbital model Hamiltonian (see Fig. B.7)for the junction
show that -contrary to the armchair system- in zigzag junctions a much larger
spectral weight on the C1-atom persists for energies around the Fermi level.
Moreover, the strong zero-energy edge resonance leads to a quasi-singular
behavior of the electrode self-energies ΣL/R(E) and, as a result, to a rather
complex renormalization of the molecular electronic states which is absent
for armchair junctions. Thus, the conductance difference for both junctions
is a result of the interplay between local (interface) chemistry and electrode
surface electronic structure.
Moreover, calculations have been also performed upon saturating the CNT
surface dangling bonds not in contact with the molecule with hydrogen, but
no appreciable qualitative changes in the conclusions of this work were found.
To round off our discussion, we have calculated the I-V characteristics of
the junctions to confirm the possible switching behavior already suggested
by the analysis of the linear conductance. For the sake of completeness, a
hybrid armchair-azobenzene-zigzag system was also investigated. The results
for the three cases are displayed in Fig. 7.13. Charge transport for the cis
140
7.5. AZOBENZENE CONNECTED TO CNT ELECTRODES
Figure 7.11: Change in conductance upon substitution of the oxygen atoms by
carbon atoms on the same positions. The change is significant for all configurations
indicating the key role of the linker oxygen atom in transport. The black thicker
lines show the result with the NCOH linkers whereas for the red thinner lines the
oxygen atom has been substituted by carbon atoms.
state is strongly suppressed already at low bias for all junctions, indicating
a switching behavior. Note that the zigzag-trans-zigzag junction shows one
up to three orders of magnitude larger currents than the other two junctions,
where armchair tubes were used. This is even more dramatically seen in
Fig. 7.14 where the average conductance I/V is shown. These results fur-
ther support the conclusion that the electronic structure of both molecule and
electrodes is crucial in determining the low-voltage transport when nanoscale
electrodes are used. We would like to mention, that our equilibrium treat-
ment of transport is validated by recent non-equilibrium calculations [224]
using Au-electrodes which showed a similar qualitative behavior for the two
isomers, i.e., Itrans(V)≫ Icis(V). Finally, we would like to comment on pos-
sible experimental realizations of the conformational switching when using
CNT electrodes. One precondition to achieve it, is to increase the flexibility
of the junction, either by using longer linkers, e.g., NCOH-(CH2)n or by incor-
porating movable electrodes which would allow for a change in their relative
orientation. We might expect that for a kinematically constrained molecule
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Figure 7.12: A π orbital Hamiltonian is used to describe the model system com-
posed of a CNT, a C-O dimer (joined as sketched in the insets of Fig. 7.9 and
Fig. 7.10) and a molecular wire (MW) attached to the C atom of the dimer. The
plots on the left are for armchair CNTs and on the right for zigzag CNTs. The top
panels correspond to setting equal onsite energies for the “C” and “O”atoms of the
dimer, whereas in the bottom panels the onsite energy of the “O” atom is lowered
approximately in the value of the hopping parameter γ. It can be observed that
the effect of introducing differences in energy in the oxygen π orbital has a much
more important effect in the configuration joining to armchair CNTs.
as the one studied here, the “standard” isomerization pathway upon laser
excitation would in principle be of difficult realization. While this is true for
Au-electrodes, the 1D nature of CNTs can considerably increase the mechan-
ical flexibility of the junction. Additionally, alternative pathways through
other metastable states compatible with the constrains can also become ef-
fective. Indeed, we have structurally optimized several molecular junctions
and found out that the relaxed conformations have geometric characteris-
tics lying between those of the trans and cis isomers. Light irradiation or
mechanical actions may then trigger the transition from these metastable
configurations to the final cis state. Another advantage of using CNT elec-
trodes lies in the fact that they may posses a negative thermal expansion
factor [229], so that a combination with other metallic electrodes may lead
to thermally more stable junctions. This can be very important e.g., upon
irradiation of the molecular junction with a laser pulse in order to trigger
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7.5. AZOBENZENE CONNECTED TO CNT ELECTRODES
Figure 7.13: I−V characteristics for the two isomeric configurations of the azoben-
zene molecule attached to armchair (upper plot) and zigzag (lower plot) CNTs and
to both an armchair and a zigzag CNT (middle plot). The results for the trans
isomer are shown by the thick lines whereas for the cis isomer thin lines are used.
In the case of the trans isomer as well as for the cis isomer, higher current values
are obtained for zigzag electrodes and decrease in the mixed case and are lowest
for armchair electrodes.
the trans− cis transition, since normal metal electrodes would expand upon
heating, thus reducing the junction flexibility.
In conclusion, we have presented a study of the transport properties of differ-
ent CNT/NCOH-linker/azobenzene/NCOH-linker/CNT systems under low
bias using a first-principle based method that combines DFTB and Green
function techniques. Our calculations show that the HOMO-LUMO gap for
the trans configuration is always smaller than for the cis configuration, re-
sulting in higher current values for the trans configuration for bias voltage
below one volt. This suggests that light-driven switching behavior for this
molecule is stable under small bias voltages. Different chiralities of CNTs
used as leads seem to have a big influence in the absolute current values,
putting forward the possibility of recognizing the CNT chirality through the
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Figure 7.14: Average conductance I/V of the CNT-azobenzene junctions al-
lowing for a direct comparison of the current amplitudes. Three possible CNT-
molecule junctions are shown: zigzag-trans/cis-zigzag, armchair-trans/cis-zigzag,
and armchair-trans/cis-armchair. A systematic hierarchy can be seen, showing (i)
that the trans state is always better conducting that the cis one and that (ii) the
inclusion of armchair CNTs acts always as to deteriorate the conductivity of the




Carbon is an essential element in life sciences. Organic chemistry in its
variety and complexity relies after all on the characteristic and fascinating
properties of this element. Consequently, it does not surprise so much to
realize how large the effort has been to investigate its properties; but never-
theless, mainly from the chemists community. For the physicists the interest
had mostly been lain on carbon solids as graphite and diamond, and these
systems seemed to have exhausted their appeal. This picture was though
completely changed some decades ago, when the family of carbon materi-
als officially grew to include new members in the nanoscale: fullerenes and
carbon nanotubes. They were discovered and characterized thanks to the ad-
vances in experimental techniques for studying systems at these nanoscopic
scales. Moreover, most recently graphite has been synthesized as a monolayer
and bilayer graphene, unfolding a rich realm of unknown properties. Carbon
has thus found lately an outstanding role in the emerging field of new ma-
terials for electronics. It is accordingly of great interest and importance to
study the transport properties of these materials, which better reveal, due
to their dimensions, the laws of quantum mechanics and allow the possible
discovery of new phenomena which are still missing a deep understanding.
Theoretical studies play here an important role in identifying the conduction
mechanisms, in clarifying the new physics underlying the experiments or even
in the discovery of new quantum phenomena.
Small organic molecules, fullerenes, nanotubes and graphene are hence at
the focus of current research of quantum transport. The possibility of using
such molecular (molecular in a broader sense) systems for electronic applica-
tions, that is to realize molecular electronics [230, 231, 232], is an encouraging
and promising aim for researchers. Employing molecules as active electronic
devices requires to bring together the know-how from the solid-state and
semiconductor research as well as from chemistry, chemical physics, and bi-
ology. The combination of these expertises would allow in the long run to
go from hybrid molecular electronics, where the molecules are directly con-
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tacted by inorganic electrodes, to pure molecular electronics, where all major
functions of logic circuits are integrated into molecules which are connected
to each other and where the non-molecular electrodes just accomplish the
exchange of data and energy. On the other hand, gaining understanding in
transport through molecules and their dynamics may even bring important
breakthroughs in electronics of nanodevices, where bottom-up approaches
have been up to now only poorly explored, in the more conservative attempt
of translating well-known concepts of more conventional electronics.
Nearly all carbon-based materials have attracted the research activity ex-
posed in this thesis: fullerenes, carbon nanotubes and junctions of these
tubes, graphene, the organic molecule of azobenzene, and the gold varia-
tion of the nanotubes. To describe accurately quantum transport in realistic
molecular systems one needs a reliable method to characterize the underly-
ing electronic structure. For this reason, different methods have been ap-
plied during this thesis. The combination of density functional theory and
the tight-binding approach and the merging of various calculation techniques
such as Green function and decimation and Landauer transport approach,
have allowed to tackle a manifold of transport problems. These tools per-
mit the study of the aforementioned molecular scale systems in the whole
energy spectrum, in contrast to other field-theoretical models valid only at
low energies.
Well-established DFT codes have been used, like GAUSSIAN or SIESTA,
as well as DFT-based codes such as DFTB. Implementations for transport
of Green function techniques for systems with charge transfer as gDFTB
have also proved of great help. Independently of these codes, well-known
for the scientific community, an own code have been developed in this thesis
which implements a combination of Slater-Koster tight-binding and Green
functions techniques. It allows fast conductance and current calculations
of large systems of several hundreds of atoms, such as helical nanotubes or
multi-walled nanotubes, and implements multi-orbital calculations via the
Slater-Koster scheme.
In three-terminal branched carbon nanotube junctions, an essential compo-
nent for high-density integrated-circuit devices, we have been able to show,
as explained in Chapter 4, that gating one of the arms of these junctions
can have a big influence in the current flowing through the other two arms.
We were able to show that these changes are due to Fano resonances in the
junction arising from the interference between defective states and the ex-
tended continuum background. These defective states are associated to the
non-hexagonal “defects” that are needed to obtain such junctions by wrap-
ping up the honeycomb lattice of graphene. Through a thorough examination
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of the projected density of states on the whole junction structure we could
determine the degree of localization/extension of these states. A systematic
study of the transport properties of different junctions allows us to propose
an optimized combination of carbon nanotubes and symmetries to obtain a
controlled change in current of up to 75%, which is a remarkable result and
suggests the importance of further future work in these systems [1].
In the problem of transport in gold nanotubes, exposed in Chapter 6, we
have been able to apply the knowledge gained through the investigation of
carbon nanotube systems to these recently synthesized structures. As a re-
sult, we could provide an analytical formula for the conductance through
these tubes. This formula yielded results matching perfectly those obtained
numerically for more complex calculations, including all conduction electrons.
Thanks to this analytical expression, a fast overview can be acquired over
the trends of the conductance versus growing tube diameter or versus helic-
ity. The use of two different approaches, one considering just a one-orbital
tight-binding scheme and another regarding all conduction electrons, allowed
us to discriminate the different contributions of the physics underlying this
problem [2]. In these transport calculations, we had to deal with systems of
very large sizes. This is due to the fact that gold nanotubes appeared with
a finite chirality, so that the unit cells are correspondingly large, comprising
several hundreds of atoms. We proved, though, that a good combination of
different decimation techniques (see Sec. A.1.1 and Sec. A.2) can result in a
very efficient computational tool.
The work on transport on the azobenzene molecules is presented in Chap-
ter 7. Though the trans-cis isomerization of this molecule has been exten-
sively investigated both theoretically and experimentally, these studies are
basically related to the investigation of the isomerization properties of free
azobenzene molecules but not directly to role of the molecule isomeric state
and/or the molecule-electrode contact topology and chemistry in transport.
Only recently Zhang et al. [223, 224] addressed the differences in transport
of the two isomers of azobenzene but only for a fixed contact geometry. In
our study, on the other hand, the use of nanotube-based electrodes, which in-
duce a much stronger renormalization of molecular electronic states around
the Fermi energy, allows for wider possibilities of conductance manipula-
tion [3]. We have shown through a study of the I −V characteristics in the
linear response regime, that the trans state is better conducting than the
metastable cis configuration, supporting the idea of considering the differ-
ent conductances as an universal feature of the molecule independent of the
contacts. This work provides evidence of the possibility of realization of a
molecular rectifier with this system setup. Moreover, we have put forward
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in this study the relevant role of the interface chemistry related to the linker
groups, which turns out to have dramatic consequences. The oxygen charge
states, associated to the NCOH linker group, can e.g. influence the spectral
weight on the C-atom, which forms the bottleneck of the junction, and thus
change the “transparency” of the contact. Furthermore, a new way to tailor
the conductance of the device is suggested via the use chiralities of the tubes
used as electrodes.
The work of this thesis opens further questions for the investigation of these
systems and materials. For much of this work a further analysis on a higher
voltage regime would be undoubtedly of interest and could show new inter-
esting phenomena. An extension to non-equilibrium techniques through the
Keldysh formalism is therefore planned and underway. In the specific case
of transport through azobenzene, this could lead to the study of a possible
switching mechanism driven by current, of undisputed experimental interest
(private communication of Jose´ Ignacio Pascual). Moreover, since molecules
are typically very flexible objects, to be able to operate molecular devices at
room temperature and at finite voltage it is extremely important to under-
stand the role of molecular vibrations on quantum transport. Thus investi-
gation of interplay of correlation and vibration effects is a main theoretical
challenge here, towards which the work of this thesis will continue.
Another key issue which demands still much investigation effort is the role
of contacts. For studies of transport through a single molecule, where the
importance of the linker and the electrodes have been shown, a systematic
study of different linkers should be made to explore how the conductance of
the junction can be chemically tuned. For the other systems under study
the inclusion of more realistic contacts and their effects is a next goal ahead.
Depending on the quality of the molecule/leads contacts one could observe a
whole range of physical effects ranging from coherent transport to sequential
tunneling (the Coulomb blockade effect).
Another challenge ahead in the azobenzene problem (of great importance for
understanding the experiments being currently performed) is how to realize
the trans-cis isomerization for a constrained geometry, which can feasible by
using carbon nanotubes, in strong contrast to Au electrodes.
In the study of transport through gold nanotubes, an extension of the work
to include the effects of inter-shell interaction in multi-walled nanotubes was
initiated and should proceed, as interesting results are expected from it, and
describes in a more realistic way the experimental observations.
Of special interest is the prosecution of the work started on the effect of a
laser field on carbon nanotube junction, which still requires more detailed
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analysis and further investigation. It is nevertheless a promising way of have
external additional control in transport, and some experimental groups are
also putting an effort in realizing such molecular setups.
Also still open is the investigation of transport in defective graphene stripes.
The works in these systems have experienced an incredible boost in the last
months since the experimental results in mono- and bi-layers of graphene
appeared. Still most results referred to one-orbital approximations, which,
we have seen, do not capture all the physics of these rich systems.
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En esta tesis pra´cticamente la totalidad de los miembros de la llamada fa-
milia de carbono han sido objeto de estudio: fulerenos, nanotubos incluyendo
uniones de e´stos, grafenos, mole´culas orga´nicas como el azobenceno. Tambie´n
han sido estudiados sistemas de nanotubos de oro. Para describir de forma
apropiada el transporte cua´ntico en sistemas moleculares realistas se necesi-
tan me´todos fiables para caracterizar la estructura electro´nica. Por este mo-
tivo se han empleado diversos me´todos a lo largo de esta tesis, combinando la
teor´ıa del funcional de la densidad y aproximaciones de ligaduras fuertes con
te´cnicas de funciones de Green y de decimacio´n y el formalismo de transporte
de Landauer. Estas herramientas permiten estudiar los sistemas moleculares
anteriormente mencionados en todo el espectro energe´tico, a diferencia de
otros me´todos de teor´ıa de campos va´lidos so´lo a bajas energ´ıas.
Se han empleado co´digos de teor´ıa del functional de la densidad (DFT) bien
establecidos como GAUSSIAN o SIESTA, y otros basados en esta teor´ıa como
DFTB. Tambie´n han sido de gran ayuda implementaciones de las te´cnicas de
transporte basadas en funciones de Green para sistemas con transferencia de
carga como gDFTB. A parte, he desarrollado un co´digo propio que combina
el uso de la aproximacio´n de ligaduras fuertes incluyendo varios orbitales
por a´tomo mediante el esquema propuesto por Slater-Koster con te´cnicas
de funciones de Green. Este programa permite ca´lculos de conductancia y
corriente para sistemas de varios cientos de a´tomos, como nanotubos con
cierta quiralidad o de varias capas.
En uniones de nanotubos de carbono de tres terminales, que suponen un
elemento indispensable a la hora de componer sistemas de alta densidad de
circuitos, hemos demostrado, como se expone en el cap´ıtulo 4, que al utilizar
uno de los brazos de la union para aplicar un voltaje puerta se puede controlar
la corriente que circula por los otros dos brazos. Estos cambios en la corriente
se deben a resonancias de tipo Fano que aparecen al interaccionar estados
extendidos con estados asociados a los defectos estructurales que aparecen es
estas uniones. A trave´s de un examen completo de la densidad de estados
151
CONCLUSIONES
proyectada en la estructura de la unio´n se ha podido determinar el grado
de localizacio´n/extensio´n de estos estados. Un estudio sistema´tico de las
propiedades de transporte de diferentes uniones nos a permitido proponer una
combinacio´n o´ptima de los tipos de nanotubos empleados y de las simetr´ıas
de la unio´n para obtener un cambio controlado en la corriente de hasta el
75% [1].
En el problema de transporte en nanotubos de oro tratado en el cap´ıtulo 6,
hemos podido aplicar los conocimientos obtenidos de los estudios de nan-
otubos de carbono a estas estructuras recientemente descubiertas. Como
resultado de este estudio hemos podido aportar una fo´rmula anal´ıtica para
la conductancia en estos sistemas que permite evaluar de forma ra´pida esta
propiedad y obtener una visio´n global de la dependencia de la conductancia a
la energ´ıa de Fermi con el dia´metro o la quiralidad de los tubos [2]. Los resul-
tados de esta fo´rmula coinciden con los resultados nume´ricos de ca´lculos de
ligaduras fuertes incluyendo todos los electrones de conduccio´n. Para estos
ca´lculos que implican matrices de grandes dimensiones, por el alto nu´mero
de a´tomos en la celda unidad y por el nu´mero de orbitales que han de ser
considerados por a´tomo, se han tenido que combinar diversas te´cnicas de
decimacio´n, explicadas en las secciones A.1.1 y A.2, que resultan de gran
eficacia.
El trabajo sobre transporte en mole´culas de azobenceno se presenta en el
cap´ıtulo 7. Aunque la isomerizacio´n de esta mole´cula ha sido ampliamente
estudiada tanto de forma experimental como teo´rica, estos estudios se refieren
principalmente a las propiedades de esta mole´cula aislada pero no tanto su
papel en transporte ni los efectos en e´ste de la topolog´ıa de los contactos.
Recientemente se han publicado estudios de transporte en esta mole´cula de
Zhang et al. [223, 224] que investigan las propiedades en transporte de los dos
isomeros de azobenceno pero en una geometr´ıa fija con electrodos de oro. En
nuestros estudios se utilizan nanotubos de carbono como electrodos. Estos
inducen una renormalizacio´n mucho ma´s acentuada de los estados electro´ni-
cos en torno a la energ´ıa de Fermi, permitiendo una mayor manipulacio´n de
la conductancia [3]. A trave´s de un estudio de las caracter´ısticas I −V en el
re´gimen de respuesta lineal, se ha podido demostrar que el isomero trans es
mejor conductor que el isomero metaestable cis, permitiendo el uso de esta
estructura como interruptor ele´ctrico. Adema´s se ha puesto de manifiesto la
importancia de la qu´ımica relacionada con los grupos que forman el contacto
con los electrodos.
Este trabajo abre tambie´n muchas preguntas y esta´ previsto la continuacio´n
de estos estudios ampliando las te´cnicas para poder incluir efectos como
los correspondientes a sistemas fuera de equilibrio, as´ı como el papel de las
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In order to deal with systems composed of a large number of atoms
and keep efficiency in the computational calculations we make use of
different decimation techniques. These are different implementations
of renormalization-group methods [233] and provide a very computa-
tionally efficient tool to deal with such systems.
A.1 Dealing with semi-infinite leads
One task to face when calculating the transport properties of a system con-
nected to semi-infinite periodic leads is the description of these leads without
taking a huge amount of atoms into account, calculating the self-energies
(see Eq. (2.62)) accounting for the effects of the semi-infinite leads which
couple propagating electrons states to the heterostructure conductor. In a
self-energy term, the semi-infinite matrix describing one lead has to be col-
lapsed into a finite one.
One way to tackle this problem is to realize that the semi-infinite nature
of the lead allows us to describe the self-energy term using the very self-
energy in a self-consistent way. As depicted in Fig. A.1, the shaded portion
of the matrix is equivalent to the whole matrix itself. The self-energy as in
Eq. (2.62) is given by Σ = H†Lead−Conductor gHLead−Conductor where g is the
Green function corresponding to the isolated lead. Due to the semi-infinity
of the system one can absorb the self-energy into the first element of the lead
described by Hsurf, and write
Σ = H†Lead−Conductor (E−Hsurf− Σ)−1 HLead−Conductor (A.1)
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Figure A.1: Semi-infinite matrix (E−H) of a lead consisting of an atomic one-
dimensional chain in the space-basis nearest-neighbor approximation.
which is a self-consistent equation. For the trivial case of a one-dimensional
lead with a constant potential ǫ0 and only nearest-neighbor interactions given
by t as illustrated in Fig. A.1, the self-energy is Σ = |t|2 g, and from Eq. (A.1)
one obtains the following self-consistent equation for g:








− |t|2 g2 + (E− ǫ0) g− 1 = 0 (A.4)




(E− ǫ0)2− 4 |t|2
2 |t|2
. (A.5)
For more general cases, Eq. (A.1) is not exactly solvable and numerical pro-
cedures as iteration must be used [234]. It is then convenient to use other
techniques such as decimation methods.
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Figure A.2: Schematic setup of a semi-infinite system divided in an infinite set of
slices or so-called principal layers, being the 0th principal layer the surface layer.
Each layer may contain any number of atoms and orbitals per atom and must be
identical to the others, to which it connects only via nearest neighbor interactions.
We will apply different decimation techniques in order to obtain an effective
Hamiltonian of an isolated surface without loosing the information of the
original periodic semi-infinite system. The first technique corresponds to the
one explained in the work of Guinea et al. (Ref. [235]), while the second one
was proposed later by Lo´pez-Sancho et al. (Ref. [236]). We will also discuss
the differences between these techniques.
A.1.1 Following the technique proposed by Guinea et
al.
The Green function G describing a periodic semi-infinite system of lattice
electrons is defined by the following matrix equation:
(E1−H) G = 1 (A.6)
where E is the energy, H the Hamiltonian in a given basis. Since our system
is periodic (necessary condition for the application of this method) we can
always consider it as a set of a semi-infinite number of subsystems connected
as shown in Fig. A.2. We can then define a so-called principal layer as one
of these subsystems which may be built up by several crystal layers. We will
firstly define these principal layers in such a way that interactions are only
present between nearest neighbor layers. We can rewrite the previous matrix
Eq. (A.6) in terms of block matrices as
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

E100 −H00 −H01 0 0 . . .
−H10 E111 −H11 −H12 0
0 −H21 E122 −H22 −H23








G00 G01 G02 G03 . . .
G10 G11 G12 G13
G20 G21 G22 G23






where the subindices label the different principal layers, that is, Gmn is the
Green function connecting the mth and nth layer of the system. We can
separate the Dyson equations connecting the surface layer or 0th layer with
the rest, obtaining
(E1−H00) G00 −H01G10 = 1,
(E1−H11) G10 −H12G20 −H10G00 = 0,
(E1−H22) G20 −H23G30 −H21G10 = 0,
· · ·
(E1−Hmm) Gm0 −Hm m+1Gm+1 0 −Hm m−1Gm−1 0 = 0,
· · ·
(A.8)
For an ideal structure, we can assume the Hamiltonians of the principal lay-
ers to be equal, that is H00 = H11 = H22 = . . . = Hmm ≡ HPL, which is the
intra-slice matrix, and the assumption can be extended to the Hamiltonians
for the coupling between the layers: H01 = H12 = . . . = Hm,m+1 ≡ Hcoupl
for the inter-slice matrix and H10 = H21 = . . . = Hm,m−1 ≡ H†coupl as
actually H10 = H†01.
Thus we can rewrite the set of equations (A.8) as
(E1−HPL) G00 −HcouplG10 = 1, ←
(E1−HPL) G10 −HcouplG20 −H†couplG00 = 0, → G10
(E1−HPL) G20 −HcouplG30 −H†couplG10 = 0, →←
(E1−HPL) G30 −HcouplG40 −H†couplG20 = 0, → G30
(E1−HPL) G40 −HcouplG50 −H†couplG30 = 0, ←
· · ·












where we resolve the explicit expression of the Green functions Gm0 for odd
m and substitute it into the neighbor equations for even m as schematically




s G00 + τ(1)1 G20 = 1,
W
(1)
b G20 + τ
(1)
1 G40 + τ(
1)
2 G00 = 0,
W
(1)
b G40 + τ
(1)
1 G60 + τ(
1)
2 G20 = 0,
W
(1)
b G60 + τ
(1)
1 G80 + τ(
1)
2 G40 = 0,· · ·
W
(1)
b Gm0 + τ
(1)
1 Gm+2 0 + τ(1)2 Gm−2,0 = 0,· · ·
(A.10)
where we have defined
W
(1)
s = (E1 −HPL)−Hcoupl (E1 −HPL)−1H†coupl,
W
(1)




1 = −Hcoupl (E1−HPL)−1Hcoupl,
τ
(1)
2 = −H†coupl (E1−HPL)−1H†coupl.
(A.11)
We have actually recovered Eq. (A.9) with new renormalized parameters.
The first equation in A.10 connects now the renormalized 0th and 2nd layers
and τ1 and τ2 are giving the effective interaction between them, while Ws
is the effective matrix of (E1 −H) for layer 0. We proceed in successive
steps by eliminating the Green functions of the next alternating layers, which
will now be G2n 0 for odd n. One can easily see that this procedure can be
iterated, obtaining at each step the corresponding renormalized Wb, Wb, τ1,
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and the corresponding equations describing our system take the form
W
(i)
s G00 + τ(i)1 G2i0 = 1,· · ·
W
(i)
b G2in 0 + τ
(i)
1 G2i(n+1) 0 + τ(i)2 G2i(n−1),0 = 0,
· · ·
(A.13)
for positive integer values of n.
After the ith step τ1 and τ2 gives the effective interaction between layers 0
and 2i having renormalized out those in between. We can thus expect both
τ1 and τ2 to decrease for any energy value with increasing number of steps,
becoming quickly negligible as the layers they effectively connect are just too
far apart. The surface and bulk layers are then practically decoupled, and
we are left with the equations:
W
(N)
s G00 = 1,
W
(N)
b G2N n 0 = 0,
(A.14)
where N is the number of steps necessary to achieve convergence in the
iteration process. The criterium for reaching convergence is set with an arbi-
trarily small parameter δ which determines the required precision, imposing
τN1 , τ
N









It is straightforward to see that the Green function for the dual surface, i.e.,
for the 0th layer of the complementary chain, is obtained by exchanging τ1








result that can be also obtained repeating the same decimation process but
starting from an infinite system:
· · ·
(E1−HPL) G−10 −HcouplG00 −H†couplG−20 = 0,
(E1−HPL) G00 −HcouplG10 −H†couplG−10 = 1,




As the number of renormalized layers grows exponentially with the number
of steps the convergence of this decimation process is very quick and can save
precious computer time.
If instead of semi-infinite nanotubes we have to deal with systems infinite
in the direction(s) parallel to the surface (the bulk periodicity parallel to
the surface is preserved by all atomic planes right up to the surface), the
same decimation technique is still valid. We just have to do as a first step
a change of basis, in order to work with a fixed momentum k. Due to
the symmetry in the parallel directions, the Hamiltonian commutes with
translational operators in these directions and the eigenstates Ψ(k‖, E) will
have a well-defined energy and momentum, which allows us to treat the
problem as a sum of decoupled problems for each k‖. We will thus start the










instead of with Eq. (A.6) in a localized basis. In a last step the effective
surface Hamiltonian in the real space is obtained by an appropriate Fourier
analysis.
As is well known, in all the matrix-transfer methods a finite broadening must
be introduced in the energy in order to get meaningful results. This amounts
to substituting E by E + iη where η is related to the degree of accuracy
requested in the calculation. The value of η we usually assumed throughout
the different problems studied during this thesis is 10−5.
At last it is convenient to remark that this decimation method has no restric-
tion to the extension of the interactions as long as they extend throughout a
finite range. If, for instance, we want to consider interactions up to second-
neighbor slices, we can just redefine our principal layer as composed of two
of these slices instead of one, returning to the definition described above of
nearest-neighbor interactions. Another alternative would be to derive again
the decimation procedure including second nearest-neighbor interactions as
actually described in the original paper [235].
Decimation with the overlap matrix
If the tight-binding approach includes overlap matrix elements between the
localized orbitals, we can easily extend the previous method by starting from
the corrected equation:
(ES −H) G = 1 (A.19)
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If we define our principal layers again as being identical to each other and
interacting and overlapping only at the nearest-neighbor level, we obtain the
following set of equations:
(ESPL −HPL) G00 +
(
EScoupl −Hcoupl
) G10 = 1,
(ESPL −HPL) G10 +
(
EScoupl −Hcoupl
) G20 + (ES†coupl −H†coupl)G00 = 0,
(ESPL −HPL) G20 +
(
EScoupl −Hcoupl
) G30 + (ES†coupl −H†coupl)G10 = 0,
· · ·
(A.20)
Going through the same elimination procedure as before, we will arrive to the
same recursive set of equations described by A.13 with the same definitions

























































A.1.2 Following the technique proposed by Lo´pez-
Sancho et al.
We will now see another equally valid approach to the problem of a semi-
infinite crystal which is actually a transfer-matrix approach. We describe the
system in the same way as before as a stack of identical principal layers with
nearest neighbor interaction. Taking the matrix elements of (E1 −H) G = 1
coupling to the surface layer, we obtain the usual chain of equations given
by A.8. We make again the assumption (which is simplifying the equations
though not being essential) that the surface layer is identical to the rest, i.e.,
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an ideal surface and we can rewrite this chain of equations as in Eq. (A.9)
like
(E1−HPL) G00 = 1 +HcouplG10,
(E1−HPL) G10 = H†couplG00 +HcouplG20,
(E1−HPL) G20 = H†couplG10 +HcouplG30,
· · ·
(E1−HPL) Gm0 = H†couplGm−1,0 +HcouplGm+1 0,
· · ·
(A.22)
The general term is then




= t0Gm−1 0 + t˜0Gm+1 0
(A.23)
with t0 = (E1 −HPL)−1H†coupl and t˜0 = (E1−HPL)−1Hcoupl.
Applying Eq. (A.23) again to Gm−1 0 and Gm+1 0, we obtain
Gm0 = t0 (t0Gm−2 0 + t˜0Gm0) + t˜0 (t0Gm0 + t˜0Gm+2 0)
= t1Gm−2 0 + t˜1Gm+2 0 (A.24)
with m ≥ 2 and where we define t1 = (1− t0 t˜0 − t˜0t0)−1 t20 and
t˜1 = (1− t0 t˜0 − t˜0t0)−1 t˜20.
Since both equations, Eq. (A.23) and Eq. (A.24), are isomorphic, the
process can be repeated iteratively. After i iterations we get
Gm0 = tiGm−2i 0 + t˜iGn+2i 0, m ≥ 2i (A.25)
with
ti = (1− ti−1 t˜i−1− t˜i−1ti−1)−1 t2i−1,
t˜i = (1− ti−1 t˜i−1− t˜i−1ti−1)−1 t˜2i−1
By replacing m in the general equation of the iteration step N with 2N, we
obtain the following system of equations
G10 = t0G00 + t˜0G20,
G20 = t1G00 + t˜1G40,
· · ·
G2N 0 = tNG00 + t˜NG2(N+1) 0,
(A.26)
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and by successive substitution from the last equation up to the first we obtain
G10 = t0G00 + t˜0 (t1G00 + t˜1G40)
= (t0 + t˜0t1) G00 + t˜0 t˜1 (t2G00 + t˜2G80)
= . . .
= (t0 + t˜0t1 + t˜0 t˜1t2 + . . .+ t˜0 t˜1 t˜2 . . . t˜N−1tN) G00 + t˜0 . . . t˜NG2N+1 0.
(A.27)
N is the iteration step after which convergence is reached, which means that
the number of iterations is such that tN+1, t˜N−1 < δ is fulfilled, that is, the
required precision is achieved, where the cut-off δ may be in principle chosen
arbitrarily small. In this case, in the next iteration step we would have
G2N+1 0 ≃ 0, which is the reason of obtaining a finite number of equations in
the set of Eq. (A.26).
We are left then with only the first term in Eq. (A.27), and we can define
the coefficient relating the Green functions as the transfer matrix T, which
incorporates the effects of 2N layers:
T = t0 + t˜0t1 + t˜0 t˜1t2 + . . .+ t˜0 t˜1 t˜2 . . . t˜N−1tN , (A.28)
where the Nth term is of order 2N+1 in Hcoupl and should get vanishingly
small rapidly.
In an analogous way,
T˜ = t˜0 + t0 t˜1 + t0t1 t˜2 + . . .+ t0t1t2 . . . tN−1 t˜N . (A.29)
We can now write the Green function of a certain layer in terms of the Green
function of the preceding (or following) layer, through the introduced transfer
matrices T, T˜:
G10 = TG00 (A.30)
G00 = T˜G10 (A.31)
One can easily see that T is indeed a transfer matrix by substituting
Eq. (A.30) in the first line of Eq. (A.22):








In particular, it can be concluded from Eq. (A.33), and considering Eq. (A.1),
that the expression of the self-energy of the semi-infinite lead is given by:
Σ = HcouplT. (A.34)
Thus the general formula of the Green function for a system consisting of a
conductor composed of one principal layer between two identical semi-infinite
leads is
G (E) = (E−HPL − ΣR − ΣL)−1 , (A.35)
with
ΣR = HcouplT, ΣL = H†couplT˜. (A.36)
Decimation with the overlap matrix
If again we are dealing with non-negligible overlap matrix elements, we have
to rewrite the equations of this decimation technique, starting once more
from Eq. (A.19). Eq. (A.23) will be now











= t0Gm−1 0 + t˜0Gm+1 0
(A.37)
with









We substitute this equation in Eq. (A.37) for Gm−1 0 and Gm+1 0, obtaining
an isomorphic one which allows us to iterate the process, having for the ith
step the same expression as in Eq. (A.25), and thus
G10 ≃ (t0 + t˜0t1 + t˜0 t˜1t2 + . . .+ t˜0 t˜1 . . . t˜N−1tN) G00
= TG00
(A.38)
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That is, the expressions for the Green functions of a system described by
a general nonorthogonal localized-orbital Hamiltonian can be obtained from
the expressions for the case of an orthogonal basis by making the substitu-
tions:





as also seen in Sec. A.1.1.
A.1.3 Differences between both techniques
Both methods presented above are valid and efficient approaches for the cal-
culation of the Green function terms for an semi-infinite periodic system.
These methods are applicable to any general Hamiltonian that can be de-
scribed within a localized-orbital basis. Their formulations allow to fully
consider the complete microscopic structure of the semi-infinite leads with
a very limited computational cost. Other iterative methods for the compu-
tation of the Green function at the surface layer have to be applied with
care in the neighborhood of singularities of G and require a big number of
iterations before reaching convergence. That is the case of other “effective
field” or transfer matrix approaches [237, 238, 239, 240] which, as such, give











which is then calculated via an iteration process until self-consistency is
achieved. This involves many iteration cycles (an average of ∼ 50), par-
ticulary near singularities. In contrast, the previous methods, as described
in Sec. A.1.1 and Sec. A.1.2, require an average of ∼ 20 cycles for much
stronger requirements: a cutoff of 10−20 and an added imaginary part of
η = 10−5. Both allow for the inclusion of 2N layers after N iterations (the
effective interlayer interactions becoming vanishingly small after a few itera-
tions), and for the simultaneous calculation of the Green functions for both
the ‘normal’ and ‘dual’ surface and for the bulk layer, and in principle allow
the use of an imaginary part η as small as one wishes. In practice though,
making η very small can lead to numerical errors (of course depending on
the computer). The occurrence of these errors is higher and for the Lo´pez
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Figure A.3: Density of states of the semi-infinite (9,0) CNT projected on the
surface unit cell, calculated both with the algorithm proposed by Guinea et
al. (Sec. A.1.1) and with that proposed by Lo´pez Sancho et al. (Sec. A.1.2). The
calculation follows a one-electron tight-binding approximation with only nearest
neighbor interactions. The parameters used are 2.66 eV for the hopping interac-
tions and 0 eV for the on-site energies, lying thus the Fermi energy at 0 eV. The
thin peak at the Fermi energy corresponds to the localized surface state discussed
in Sec. B. The plot on the left is calculated adding an imaginary part to the energy
iη with η = 10−5, while for the graph on the right a value of η = 10−10 has been
used.
Sancho et al. algorithm (Sec. A.1.2), as can be seen in the right-hand graph
of Fig. A.3. It also is slightly more time-consuming.
We thus conclude that the decimation scheme outlined in Sec. A.1.1 proved
to us to meet highest computational accuracy. The very similar algorithm
exposed in Sec. A.1.2 is, due to the mathematical operations involved, a
bit slower and more dependent on the computer accuracy. Nevertheless for
values of η = 10−3 or even η = 10−5, both work perfectly well and the latter
has indeed been extensively applied to CNT calculations, see for instance
Ref. [241].
A.2 Dealing with large unit cells
As we have seen during this thesis, numerical methods have played an im-
portant role in these studies. In order to gain more efficiency performing the
calculations and to make feasible the computation of transport properties
through large systems, we employ yet another kind of decimation algorithm,
which allows us to reduce the effective size of the central region of our sys-
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tems. This method is especially useful for tight binding Hamiltonians H in
which one has finite matrix elements between only a few neighboring sites
and where the Green function is not required at every position in the system.
This decimation method is an efficient way of performing Gaussian elimi-
nation in such systems. As in other decimation techniques one sublattice
of a large (in principle, even infinite) system is removed with the definition
of effective interactions on the remaining sublattice which is then subjected
to the same process. This technique has been used in several works as for
instance in Ref. [242, 243, 244]. This method is based on Lo¨wdin’s tech-
nique [245] (see also [246] in [247]) for the determination of eigenvalues of
a secular matrix from the diagonalization of a smaller one. This method is
exact if carried to all orders and, moreover, this does not have to be done
by the summation of the Lo¨wdin perturbation series but rather by simply
folding back the matrix one row and column at a time, as describe below.
Though this procedure has been referred to as truncation of the Hamiltonian
matrix, it is more appropriate to apply the expression “folding down of the
matrix”, as the effects of the excluded parts of the Hamiltonian have been
folded into the smaller remaining effective Hamiltonian.
Let us start again from the defining equation for the Green function G,
Eq. (A.6), but rewriting it as
A (E) G (E) = 1 (A.43)
by defining A = E1−H. The element ik of this matrix equation is









AijGjk +AiNGNk = δik (A.45)
where N is the dimension of the Hamiltonian H. By choosing i = N we
obtain for the expression of GNk (E):















ANN Gjk = δik. (A.47)
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We are left with a system of equations of the variables Gik with i = 1, . . . , N−
1 and k = 1, . . . , N − 1, and thus the second term of the left hand side of
Eq. (A.47) vanishes. The variables GNk have been explicitly eliminated and
thus the orbital or basis vector associated with N has been renormalized out.









Gjk = δik (A.48)
is equivalent to Eq. (A.44) with an effective matrix A(1), instead of A, de-




A(1)ij Gjk = δik (A.49)
where
A(1)ij = Aij −
AiNANj
ANN . (A.50)
In this way, by substituting the definition of A, it is straightforward to obtain
the expression of the effective Hamiltonian H (E) with matrix elements
H(1)ij = Hij +
HiNHNj
E−HNN . (A.51)
where we have again used the fact that δiN = δNj = 0, as i and j are not
reaching the value N in this effective system.
The Green function corresponding to this effective Hamiltonian is identical
to that of the full Hamiltonian on all non-decimated sites. Moreover, the
eigenvalues of the reduced matrix give the eigenvalues of the original matrix
(see for instance Ref. [242]). We can repeat this process, eliminating succes-
sively and one by one different sites, until we just remain with the “relevant”









where i, j 6= N, M. We can thus reduce the scattering region, using this
decimation technique, to a Hamiltonian for only those sites with finite ma-
trix elements between themselves and the leads. This process can make our
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system Hamiltonian much smaller, hence resulting in an important amount
of saved computational time. Even if starting from a Hamiltonian with only
nearest neighbor interactions, it is clear from Eq. (A.52) that after decimation
the renormalized Hamiltonians will in general contain long-range interactions
and hence, not only interactions between nearest neighbor pairs of sites must
be stored. One further advantage of this method is that, when applied to very
large systems, by studying the asymptotic behavior of the renormalized in-
teractions one can discriminate between localized and extended states. This
is due to the fact that the off-diagonal matrix elements of the renormalized
Hamiltonians are expected to scale to zero in the localized regime.
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Surface states in Carbon
nanotubes
To use semi-infinite carbon nanotubes as a model for nanoelectrodes, it is im-
portant to gain insight into their properties as semi-infinite systems. For the
quantum conductivity calculations we use the well-known Landauer expres-
sion and for the transmissions the Green function techniques as explained in
Chap. 2, with tight-binding Hamiltonians for the systems. This has become
a common choice in many theoretical investigation works, as it provides a
good description, keeping its simplicity.
We will first deal with the semi-infinite leads alone (Fig. B.1 (a) and (b)), and
follow up addressing the influence of surface and defect states of these leads
on the transport across a molecular wire sandwiched between two of these
semi-infinite CNTs (Fig. B.1 (c) and (d)). We will limit ourselves to the case
of a single contact between the molecular bridge and the electrode, that is,
the case where one single atom of the outer surface of the lead contacts the
molecular wire. For this situation it has been shown that the conductance
spectra exhibit quantum features of both the molecule and the electrode,
whereas for the multiple contact case the quantum features of the CNT, in
which we are interested, disappear [248, 249]. Experimental attempts to build
nanotube-molecule-nanotube hybrids have been recently performed success-
fully, opening new applications for CNTs (e.g. [250]) and producing also
three-terminal junctions through this chemical interlinking. A related setup
where carbon nanotubes can be directly connected to a molecular structure
is achieved when using them as scanning probe tips (e.g. [251]).
The semi-infinite leads are treated with a decimation technique, operating
in the space of localized orbitals and not in the momentum-space. After
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n iteration steps we have in this way renormalized out 2n slices, and this
exponential behavior allows us to quickly achieve convergence. This method
is thoroughly explained in Sec. A.1.1.
The systems we considered are all-carbon devices for which a π orbital de-
scription level has been proved to yield a very good approximation [85], since
the properties of carbon nanotubes are basically determined by these sp2 π
orbitals. Just for (n,m) tubes with (n + m) < 5, this π orbital approxima-
tion must be reconsidered, as for these cases the pπ are more strongly mixed
with the σ states owing to the reduction in the bond angle. Such thin tubes
have atomic configurations with hybridization closer to sp3 than to sp2.





) |i〉 〈j| (B.1)
where εi is the on-site energy and Vij is the coupling or hopping parameter
which we estimate as being 2.66 eV, taking only nearest neighbors pairs of ij.
For calculating the conductance in the two-terminal case, we partition the
system considered in three parts: the central region or scatterer and the left
and right lead (H = HL + HS + HR). The Green function for our system
is G = (E + i0+ − H)−1 and can be written in terms of these submatrices
Figure B.1: The structure of a (9,0) zigzag CNT is illustrated here, which is going
to the left to infinite, and (a) has an open end on the right, or (b) is capped by half
a bucky-ball. Infinite systems of molecule-CNT hybrids are built when a molecular
wires bridges two of these semi-infinite CNTs: (c) a molecular wire bridging two






E + i0+ −HS − Σ
)−1
, (B.2)
that is, including only finite matrices. Σ = ΣL + ΣR is the self-energy term
as introduced in Sec. 2.3.3.
B.0.1 Carbon nanotube leads
Localized states at the Fermi level are found at the cut end of zigzag nan-
otubes, a fact which is already seen at zigzag edges of semi-infinite graphite
sheets (see for instance [252] and references therein). Similarly a quasi-bound
state is observed at the end of a capped nanotube, where the pentagonal de-
fects pin the level. Here we choose the zigzag CNT (9,0) which is a metallic
nanotube to which later a voltage difference at its far ends can be applied,
and it can be capped with half a C60 fullerene. The diameter of this tube
is of about 6.8 A˚. The observed localized states appear nevertheless also in
semiconducting zigzag tube edges.
Figure B.2: LDOS of a semi-infinite open-ended (9,0) zigzag nanotube at one of
its outermost atoms and distribution of this edge state onto the first unit cells.
The color scale goes from red for highest density values to blue for the lowest.
In Fig. B.2, the localized nature of this state at the equilibrium Fermi level
is shown, whose wave function decays rapidly when going inside the tube
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and disappears when it is far enough. This can be seen in the color plot of
the inset where red denotes the higher localized density of states (LDOS) or
projected density of states.
For the cap-ended CNT a defect state opens in the gap above the Fermi
energy. The wave function corresponding to this state is mainly located
around the ring of pentagons introduced to close one of the ends of the CNT,
as seen in Fig. B.3.
Figure B.3: LDOS of a semi-infinite cap-end zigzag nanotube at the cap with
the distribution of the LDOS of the defect state plotted with a color scale as in
Fig. B.2.
B.0.2 Two-terminal hybrid configurations
In order to investigate the effect of these localized states in transport we
calculate the conductance of a homogeneous tight-binding chain (black lines)
and of a dimerized one (red and blue lines), sandwiched between two semi-
infinite nanotubes, both with a functionalized end or with a capped end.
This is one of the simplest systems we can use to see the interference effects
of the previous analyzed surface states (see Fig. B.4 and Fig. B.6).
A sandwiched chain between two nanotubes shows quantum features of both
the molecular wire and the carbon nanotubes, with resonances of quantum
unit height at energies close to those of the energy spectrum of the isolated
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Figure B.4: Conductance of a molecular chain of 14 and 15 atoms sandwich
between two cut-end CNTs.
chain (squares and triangles). Calculations with cut end nanotubes have
already been performed (see for instance Ref. [248, 253]).
Figure B.5: Conductance of a molecular chain of 14 and 15 atoms sandwich
between two capped-end CNTs. The dashed line shows the LDOS of the capped
CNT.
We only see the manifestation of the resonant states of the cap or of the cut
end when these states are supported by the molecular bridge. In these cases a
peak is found when looking closely, but normally it shows a small transmission
probability and just a slight broadening. Nevertheless the influence of the
localized states is not likely to be overlooked as a anti-resonance dip shows
up as a result of the interference of these surface states.
We can understand it with a very simple model, calculating the transport
through a one-atom chain, which has an onsite energy ε0, energy of its single
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Figure B.6: Conductance of a molecular chain of 14 and 15 atoms sandwich
between two capped-end CNTs. The dashed line shows the LDOS of the capped
CNT.
eigenvalue. The transmission probability along this chain is given by:
T (E) = 4∆
2
(E− ε0 − 2Λ)2 + 4∆2
(B.3)
where Λ and ∆ are the real and imaginary part of the selfenergy of the leads,
which we take to be identical on both sides:
Σleft = Σright = Λ− i∆ (B.4)
Figure B.7: Model transmission for ε0 = 0 eV, B = 1 and Γ = 2.66 eV
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We model now our leads as having a constant density of states (like the
“wide-band” limit) and a Lorentzian peak centered at E = 0 as the surface
state. This leads us to the following approximation for ∆:




where Γ is the hopping parameter between the chain atom and the leads, δ
is the width at half-maximum of the peak and B is the background density
of states. As the selfenergy is built from the Green function of the lead, we
can reconstruct Σ taking into account the causality of the Green function.





The result we obtain resembles the one we obtain for the CNT-leads at en-




C.1 Periodic time-dependent Hamiltonians
A way of solving problems described by time-dependent Hamiltonians with
driving terms periodic in time is to apply Floquet formalism, a method that
respects the time periodicity of the Hamiltonians at all levels. Via the Floquet
theorem we map our system into an equivalent one described by a time-
independent Hamiltonian with an additional degree of freedom.






In this way, we go from our original state system to a modified and aug-
mented Hilbert space, where we have an infinite number of replicas for the
scatterer and the leads, as we will see in the following sections. This would
not be a great gain if it was not for the fact that when expanding the driving
terms of the Hamiltonian in their harmonics, these terms are weighted with
Bessel functions, which will allow us to retain just a small amount of terms.
The new Hamiltonian characterizing the effective quantum system has the
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same essential structure as the one corresponding to the nondriven system.
This will allow us to apply Green function techniques to deal with the trans-
port calculations, as has been done to analyze nondriven scattering problems
throughout this work.
C.2 Transport through a molecular wire
To illustrate this approach, we will next consider a simple model system: a
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Figure C.1: Sketch of a molecular wire sandwiched between two electrodes with
a schematic description of the hopping integrals. We consider the wire to extend
along the x axis.
C.2.1 The nondriven system
The Hamiltonian describing this model system within a one-electron tight-
binding model can be written as
H0 = HS+HL +HLS, (C.1)
that is, results from the contributions of the scatterer HS, in this case a
molecular wire, of the leadsHL, and of the coupling Hamiltonian of conductor





) |α〉 〈β| , (C.2)
where the indices α and β run over the different sites of the system. We will
designate the states in the left lead Li as |i〉, those belonging to the molecular
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wire as |I〉, and those of the right lead Ri, the final states of the transferring
electrons, as | f 〉. The onsite energies are εα, whereas the hopping parameters
are characterized by the integrals Vαβ. The left and right leads, Li and Ri,
do not couple directly to each other.
To get current to flow, the application of a static field VDC is required. The
effect of this field can be seen as a shift of the onsite energies: ε → ε′.




εα if α ∈ Li
εα − eφDCαα if α ∈ I (wire)
εα − eVDC if α ∈ Ri
(C.3)
The electrostatic potential φDC is assumed to be constant in the reservoirs.
In the wire, φDCαα = 〈α| φDC (x) |α〉, where φDC (x) changes linearly with x. On
the following, we will nevertheless work in the limit of bias voltage close to
zero, VDC → 0.
The Schro¨dinger time-dependent equation, Eq. (1.2), describing the system
is written as
ih¯
∣∣Ψ˙(t)〉 = H0 |Ψ(t)〉 (C.4)
which can be expressed in terms of the expansion coefficients cα of the wave-
function Ψ(t) in the basis of the states {|α〉} = {{|i〉} , {|I〉} , {| f 〉}}, that








The transport properties can be calculated by applying Green function tech-
niques, as described in Chapter 2. Namely, we calculate the Green function
as
G = [E− iη−HS − Σ]−1 , (C.7)
where Σ = ΣLi +ΣL f is the self-energy, taking into account the effects of the






as defined in Eq. (2.64) with the therein defined coupling matrices Γ.
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C.2.2 The driven system
Our interest is to investigate the influence of an external AC field in a
nanoscopic system, and in particular, as a first step, in this model system of
a molecular wire. We will therefore consider the same system as before in
Sec. C.2.1, now under the presence of a monochromatic electric field, E, as
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Figure C.2: Model of a laser-driven molecular wire. The molecular wire attached
on both ends to perfect conducting leads in set under a monochromatic electric
field.
A monochromatic electric field along the axis of the bridge molecule is thus
switched on. The field is treated within the dipole approximation as a
monochromatic infinite plane wave linearly polarized along the direction of
the incident electron. Usually the wavelength of the radiation field is far
larger than the size of the quantum system. We will work with this assump-
tion known as the long wavelength approximation. It implies that the spatial
dependence of the electric field can be neglected in the region of the molecule,
and we can write for the electric field:
E(t) = E0 cos(Ωt) Eˆ , of period T = 2π/Ω , (C.9)
and of direction given by the unitary vector Eˆ , along the wire axis.
The Hamiltonian of the whole system has to be extended now to include the
effects of this external field,
H0 → H = H0 +H1 (C.10)
that is, the external perturbation H1 adds to the non-driven system Hamil-
tonian H0, to obtain the total Hamiltonian H describing the system. H1
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represents the interaction energy between the quantum system and the clas-
sical electric field, and it can be written as H1 = −µ(x) · E(t), where µ is
the electric dipole operator. We consider the leads to be perfect conductors
so that the field is zero inside them, i.e., the electrical potential φ (defined by
E = −∇φ) takes a constant value in the leads. The electric dipole operator
is diagonal in the basis of the site orbitals {α} due to the small overlap be-
tween different orbitals, and the diagonal elements are assumed to be given
to a good approximation by the position of the site orbital. That is,

if α ∈ Li: µα = −exLi ≡ 0, φ: constant
if α ∈ I (wire): µα = 〈I| µ |I〉 = −exI , φ: varies linearly
if α ∈ Ri: µα = −exRi , φ: constant
(C.11)




exαE0 cos(Ωt) |α〉 〈α| . (C.12)





ε′α − µLiE0 cos(Ωt) if α ∈ Li
ε′α − µIE0 cos(Ωt) if α ∈ I (wire)
ε′α − µRiE0 cos(Ωt) if α ∈ Ri
(C.13)
with the terms with a explicit dependence on time on the diagonal matrix
elements.
The problem has thus the same form as the non-driven one with a Schro¨dinger




but with a time-dependent Hamiltonian.
It is convenient to go over to another representation (see Sec. C.5), to remove
the driving terms from the diagonal elements.






H1 (t′) dt′) , (C.15)
and the wave function Ψ in this new frame is defined as
Ψ Int(x, t) = UΨ(x, t). (C.16)
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It satisfies the following evolution equation:
ih¯∂tΨ
Int(x, t) = H˜Ψ Int(x, t) (C.17)
where H˜ is the time-independent Hamiltonian in this representation as seen
in Sec. C.5 below, given by
























/h¯Ω. It can be observed that this transformation has put the
driving terms into the off-diagonal terms, as aαα = 0.
Making use of the Floquet Ansatz to solve problems with a periodic time
dependence as described in Sec. C.3 of this appendix, we postulate solutions
of the wavefunction such that







where ǫ is the Floquet energy or quasienergy and ψǫ(x, t) = ψǫ(x, t + T).
ψǫ(x, t) can be thus be expanded in a Fourier series based on the periodicity
of the driving field:








exp (−inΩt) φǫ,n(x), (C.22)








bα,n(x) |α〉 . (C.23)



























where the driving term in Eq. (C.20) has been Fourier expanded, with the
Bessel functions of order n, Jn, entering as expansion coefficients:




Jn (a) exp (−inΩt) . (C.25)








bβ,m − nh¯Ωbα,n , (C.26)
equation isomorphic to the eigenvalue Eq. (C.6), by defining the Floquet
Hamiltonian, which is time-independent :
HFlαn,βm = H0αβ Jn−m
(
aαβ
)− nh¯Ωδα,β δn,m . (C.27)
The Floquet Hamiltonian HFl is associated with an augmented state space,
described by the basis states |α〉 and the label n for the replica. So our
system is no longer described merely by physical states |α〉, but each of these
states has a formally infinite number sidebands associated to it. It consists
of a formally infinite electronic state space, with appropriately renormalized
interstate couplings. We make now an approximation by truncating this
state, keeping only the minimal number of Floquet channels needed in order
to obtain convergence. For each state in the physical system there is a finite-
dimensional discrete manifold of states in the Floquet system. Due to the
decay of the Bessel functions with n just a small number of replicas is required
for convergence to be met (see Sec. C.3). If a sufficiently large amount of
Floquet replica states are included in the calculations, a numerically exact
solution of the field-driven dynamics can be obtained.
A further approximation that can be made in some cases is the independent
channel approximation (IC), where off-diagonal terms coupling different Flo-
quet replicas (with a different index n), are neglected. The inter-channel
coupling comes from off-diagonal elements of HFl on the bridge, and from
coupling terms to the leads. Both contributions are suppressed if the laser
intensity tends to zero, the electronic coupling elements are small enough or
the gap between the quasienergies of different bridge replicas is large enough,
i.e., the photon frequency is high. All these conditions lead to a poor mixing
of the different replicas and may make of the IC approximation a reason-
ably good way to treat the problem. This simplification, which leaves a
block diagonal Hamiltonian, when justified, may lead to a better insight of
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the physics of the problem. The validity of such approximation should be
checked by coupling several bridge replicas and verifying the small influence
of these coupling in the results.
As the new Hamiltonian has the same essential structure as the one cor-
responding to the non-driven system we can again apply Green function
techniques to study transport properties.











∑ν Jν−m (−aL) Jν−m′ (−aL)ΣLi1,1(Ei0 − νω) if I = J = 1







∑ν Jν−m (aR) Jν−m′ (aR)Σ
L f
N,N(Ei0 − νω) if I = J = N
Σ
L f
I,J = 0 otherwise
(C.30)
An electron from lead Li starting with energy Ei0 can end up in a final state
of energy E f0 = Ei0 + Nph¯Ω with the absorption or emission of Np photons.
To compare our results with those of Ref. [165] we calculate the transition





























Ei0 −HFlM − ΣLi,Fl − ΣL f ,Fl
]−1
(C.32)
and aLi = a1 Li, aRi = aRi N (leads only couple to one state in the molecular
























V is the coupling between reservoirs and bridge and γ is the coupling element
inside the leads. We used the values V
2
γ = 0.12 and γ = 0.5 as in Ref. [165].
The sum over k runs over the bridge replicas and the one over Np over
the number of photons interchanged with the field. It seems that taking a
maximum for Np of 4 is more than enough as it already shows all the features






Figure C.3: Transmission rate from a state of energy Ei0 with a net Np-photon
emission through a three-atom chain. The values taken for this calculation are:
aB = a21 = a32 = 0.2, aL = a1L = 2, aR = aRN = 2, VB = 0.1, EB = 0.8 and
Ei0 = 0.0.
C.3 The Floquet theorem
The fact of dealing with a Hamiltonian periodic in time, i.e. symmetric under
time translations t → t+ T, allows us to apply the Floquet theorem [254, 255,
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256, 257], according to which there exists a set of fundamental solutions to
the time-dependent Schro¨dinger equation, which can be written in the form







which are the so-called Floquet-state solutions, where ψǫ(r, t) is a periodic
function of time, ψǫ(r, t) = ψǫ(r, t + T), and ǫ is the Floquet energy or
quasienergy. A general solution to the Schro¨dinger equation is given by a su-
perposition of many Floquet states. The quasienergy shows through its name
the analogy to the quasimomentum characterizing the Bloch eigenstates in a
spatial periodic potential [16]. The quasienergy ǫ is unique up to multiples
of h¯Ω, with Ω = 2πT . Two Floquet states
|ψǫ〉 and
∣∣ψ′ǫ〉 = einΩt |ψǫ〉 (C.36)
yield the identical solution to Eq. (C.35) but have quasienergies differing in
nh¯Ω, ǫ and ǫ′ = ǫ + nh¯Ω respectively, for an integer n. It is therefore
sufficient to know the quasienergies and their corresponding Floquet states
in the interval −h¯Ω/2 < ǫ < h¯Ω/2, as all others can be mapped back to
this part of the spectrum.
The Floquet decomposition, Eq. (C.35) arises from the fact that the eigen-
states of a periodic Hamiltonian can change at most by a phase factor upon
action of a symmetry operator ST on them (it has to conserve the norm) [258]
ST : t −→ t + T, (C.37)
where ST is a discrete time translation by one period of the driving.
By substituting Floquet Ansatz, Eq. (C.35), into the time-dependent
Schro¨dinger equation, Eq. (1.2), one obtains the eigenvalue equation for the
quasienergy ǫ:[
H(r, t)− ih¯ ∂
∂t
]
ψǫ(r, t) = ǫψǫ(r, t), (C.38)
which has the form of the time-independent Schro¨dinger equation, Eq. (1.1),
if HFl =
[
H(r, t)− ih¯ ∂∂t
]
is redefined as the hermitian Floquet operator.
That is, the Floquet states are stationary states of this Hamiltonian.





exp (−inΩt) φǫ,n(r). (C.39)
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The wave function can be written in the basis of the states of the system,
assumed to be orthogonal and unit normalized {|α〉}:
|Ψ〉 = ∑
α




















exp (−inΩt) bα,n(r) |α, n〉 . (C.40)
From Eq. (C.40), we obtain the corresponding equation for φǫ,n by substi-
tuting this into the Schro¨dinger equation, Eq. (1.2), simultaneously with the
corresponding Fourier expansions for the driving terms of the Hamiltonian.
C.4 The augmented space
The Floquet Hamiltonian HFl is associated with an augmented state space,
described by the basis states |α, n〉. The label n indicates that there are
sidebands (formally an infinite number of them) associated to each state.
We can schematically see our system as described by multiple reproductions
or “replicas” of our original system, shifted by multiples of the energy quan-
tum h¯Ω, as represented in Fig. C.4.
Figure C.4: A na¨ıve representation of the multiplicity of states in the Floquet
state space, where replicas differ by integer multiples of h¯Ω.
As in a time-dependent system energy is not a conserved quantity, it is of
interest to defined a mean energy in a Floquet state Ψ, averaged over one
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(ǫ+ nh¯Ω) 〈φǫ,n | φǫ,n〉 , (C.42)
which can be seen as the energy accumulated in each harmonic mode of Ψ
and averaged with respect to the weight of each of these harmonics. One can
understand the states at energies E+ nh¯Ω as inelastic scattering channels by
which the electrons exchange energy with the driving field, and they can be
referred to as photonic sidebands. They can be interpreted as new transport
channels mediated by the emission or absorption of photon quanta. It must
be though kept in mind that the Floquet state is a particular way to described
a single, coherent wave function, with a wave vector k.
As the Fourier expansion of driving terms of the Hamiltonian involves Bessel
function as weighting factors of order n. The number of Floquet replicas or
sidebands is formally infinite but the fast decay of the Bessel functions as seen
in Fig. C.5 allows us to described the system by just retaining a moderate
number of them. For each state in the physical system there is then just a
finite-dimensional discrete manifold of states.
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Figure C.5: Schematic representation of the decay of the weighting factor of the
Bessel function as a function of their order number n.
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C.5 Derivation of the intermediate picture
Between the Schro¨dinger picture and the Heisenberg picture one can define
the interaction picture or Dirac picture [259], in which both the wavefunctions
and the operators evolve with time. The evolution of the wavefunctions
is determined by the time-dependent part of the Hamiltonian, whereas the
evolution of an observable is set by the unperturbed part of the Hamiltonian
(time-independent part). Instead, we will define here another intermediate
picture which leads to opposite evolution dependences.
Given that the Hamiltonian of the system can be separated into a time-
independent part H0 and a time-dependent perturbation H1:
H = H0 +H1(t), (C.43)
we define a state in this intermediate representation as








where Int refers to this picture while S labels elements in the Schro¨dinger
picture, which is in general omitted. An operator A in the interaction picture

























































where we have made use of the Schro¨dinger equation, Eq. (1.2). One can see




|φ(t)〉 Int = H0Int |φ(t)〉 Int (C.48)
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which express the time evolution completely in this intermediate picture. In
the same way, one can show that the time evolution of an operator in this
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