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Abstract 
Due to increase in internet based services, the size of network traffic data has become so large and complex that it is very 
difficult to process with the traditional data processing tools.  Fast and efficient cyber security intrusion detection is a very 
challenging problem due to big and complex nature of network traffic data. A realistic cyber security intrusion detection system 
should be able to process large size of network traffic data as fast as possible in order to detect the malicious traffic as early as 
possible.  This paper used Apache Spark, a big data processing tool for processing the large size of network traffic data. In this 
paper, we have proposed a framework in which first a well-known feature selection algorithm is employed for selecting the most 
important features and then classification based intrusion detection method is used for fast and efficient detection of intrusion in 
the massive network traffic. In this work, we have used two well-known feature selection algorithm, namely, correlation based 
feature selection and Chi-squared feature selection and five well known classification based intrusion detection methods, 
namely, Logistic regression, Support vector machines, Random forest, Gradient Boosted Decision trees & Naive Bayes. A real 
time DARPA’s KDD’99 data set is used to validate the proposed framework and performance comparison of classification based 
intrusion detection schemes are evaluated in terms of training time, prediction time, accuracy, sensitivity and specificity. 
 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
As the use of internet based services are increasing rapidly, so the cyber security concerns are also growing. In 
recent years, cyber security intrusion detection has become a very challenging research area in communication 
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(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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network [1]. An intrusion detection system (IDS) is a complete ecosystem for monitoring the network traffic for 
detection of malicious activities and generates alerts messages to the controlling station [1] [2] [3]. Due to increase 
in internet based services, the size of network traffic data has become so large and complex that it is very difficult to 
process with the traditional data processing tools.  Fast and efficient cyber security intrusion detection is a very 
challenging problem due to big and complex nature of network traffic data. A realistic cyber security intrusion 
detection system should be able to process large size of network traffic data as fast as possible in order to detect the 
malicious traffic as early as possible. 
 Cyber security intrusion detection commonly requires an efficient real-time storing and processing of the large size 
of network traffic data as well as analysis to identify malicious network traffic [4]. In this paper, we aim to design a 
framework using Apache Spark: a big data processing tool for fast and efficient detection of cyber security attacks. 
In the proposed framework, first a well-known feature selection algorithm is employed for selection the most 
important features and then classification based intrusion detection method is used for fast and efficient detection of 
intrusion in the massive network traffic. In this work, we have used two well-known feature selection algorithm, 
namely, correlation based feature selection and Chi-squared feature selectionand five well known classification 
based intrusion detection methods, namely, Logistic regression, Support vector machines, Random forest, Gradient 
Boosted Decision trees & Naive Bayes. A real time DARPA’s KDD’99 data set is used to validate the proposed 
framework and performance comparison of classification based intrusion detection schemes are evaluated in terms 
of training time, prediction time, accuracy, sensitivity and specificity. 
This paper is organized as follows: Section II presents the related work. In section III, brief descriptions of the 
various classifiers are given. In Section IV, we give a comparative study of these methods based on various metrics. 
And finally Section V carries the conclusion. 
2. Related Work 
Design and development of a fast and efficient cyber security intrusion detection system has been a very popular 
research area in the field of cyber security of the network systems [1[ [2] [3] [4] [5]. In [2], Lee et al. has discussed 
signature based intrusion detection model in which rules are formulated based on the 41 features of the datasets. In 
[5], Tan Z et al. has proposed a collaborative intrusion detection system for enhancing big data security. Susan et. at. 
[6] proposed the use of fuzzy data mining and genetic algorithm for detection of intrusion detection. Application of 
unsupervised outlier detection scheme for network intrusion detection has been discussed in [7]. A comparative 
analysis of anomaly detection schemes for detections of network intrusion is presented in [8] by Lazarevicet. al. G. 
V. Nadiammaiet. al. [9] presented a comparative study of all rule based and some function based classifiers for 
detecting intrusion and provides results in terms of accuracy, sensitivity, specificity, time and error. In [10], Himadri 
et al. discussed a comparative study of classification techniques for detection of intrusion and they used ten 
classification algorithms namely J48, BayesNet, Logistic, SGD, IBK, JRip, PART, Random Forest, Random Tree 
and REPTree for detecting the intrusion in the network traffic and present their performance analysis. In this 
comparative analysis, they have used a very low size instance of data set i.e. in thousands records.  
    All the related work discussed so far, do not focus of fast and efficient detection of attack traffic, they only focus 
on accuracy. However, in this paper, we have proposed a framework for fast and efficient cyber security intrusion 
detection. In the proposed work, we have taken big data size where number records used for processing are of big 
size i.e. around 5 million. In this paper, we not only focus on selecting an efficient and fast scheme but also measure 
its accuracy, scalability. 
3. A Framework for Fast and Efficient Cyber Security Intrusion Detection  
In this section, we have discussed about a framework for fast and efficient cyber security intrusion detection system 
and also discussed the algorithms used in different sub-processes of the framework.  Fig.1. illustrates the different 
components of the proposed framework and their interactions. 
826   Govind P. Gupta and Manish Kulariya /  Procedia Computer Science  93 ( 2016 )  824 – 831 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1. A Framework for Fast and Efficient Cyber Security Intrusion Detection 
 
3.1. Feature Selection Schemes 
In this section, we have presented two well known feature selection algorithms, namely, correlation based feature 
selection [11] and Chi-Squared feature selection[2] [12] thatare used for evaluation of the proposed framework. 
3.1.1. Correlation based feature selection 
 
         In the correlation based feature selection algorithm [2] [11], a correlation based heuristic is used for the 
evaluation of the features. The heuristic used in this method considers the usefulness of individual features for 
predicting the class labels as well as the level of inter correlation among them. The hypothesis, on which this 
scheme is based on, can be stated like this. Subsets of Good feature forms a highly correlated class, however, 
uncorrelated with each other. Correlation basically tells the dependence among various attributes, so the attributes 
which are highly correlated, i.e. depended on other attributes can be removed. It saves a lot of time and gives the 
better results.  
3.1.2. Chi-Squared feature selection 
 
In Chi-Squared feature selection algorithm, chi-square metric [2] [12] is used to find out the fact that how the 
distributions of categorical variables are different from each other. In this algorithm, goodness of a feature is 
evaluated by hypothesis testing [6]. Hypothesis testing [25] is a tool to determine whether a result is significant or 
not. In Apache Spark‘s MLlib library, Pearson’s chi-squared (Ȥ2) tests for evaluation of goodness of fit and 
independence are formulated.  It is used to determine whether distributions of values of a feature for two different 
classes are distinct or not by using a t-test. If the attributes are found to be distinct within a certain confidence 
interval, we can include the feature in our classifier model [13]. 
3.2. Classification based Intrusion Detection Schemes 
3.2.1. Logistic Regression 
 
      Logistic regression [17] [18] [19] is a linear method. It is widely used for binary responses. It is based on the 
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desire to model the posterior probabilities of k classes by using a linear function in  x, While ensuring at the same 
time that their sum should be one and they should lie in [0,1]. Logistic regression models are mostly fit by maximum 
likelihood, using the conditional likelihood of G given X. Since Pr(G|X) completely specifies the conditional 
distribution, the multinomial distribution is appropriate. The logistic loss function is  
  
L (w; x, y):=log (1+exp (−ywTx))                                                (1) 
 
In case of binary classification problems, the model predicts a binary output model, if a data point x is given it will 
predict as       
f(z) =1/(1+e −z )                                                                                     (2) 
     
Where z = wTx. By, when (wTx)>0.5, the outcome is positive, else negative.   
3.2.2. Support Vector Machine 
 
     Support vector machine [17] [19] [20] is a well known classification technique, which is based on creating a 
maximum-margin hyper plane, which is as far away as possible from each of the classes. A dividing line has been 
chosen so that the parallel lines that touch the items from each class are as far from it as possible. The point that are 
near to the line are called the support vectors. Support vectors machine can classify data efficiently in a high 
dimensional dataset. It is mostly used with data intensive scientific problems and complex datasets. 
3.2.3. Naïve Bayes 
 
       Naïve bayes [17] [19] is a popular classification technique, It is basically based on the bayes rule of 
classification.  It works with the assumption that each feature is independent i.e presence of a feature in a class has 
no relation with the presence of any other feature in that calss. It is a very easy model to build, and works better with 
large datasets.Bayes theorem [20] is used to calculate posterior probability 
 
ܲሺܥȁݔሻ ൌ ௉ሺ௫ȁ஼ሻ௉ሺ஼ሻ௉ሺ௫ሻ                                                                       (3) 
 
Where P(C) and P(x) are the individual probabilities of C(class) and x(attributes). P(C | x), is a conditional 
probability, probability of getting event C given that x is true. P(x | C), probability of getting event x given that C is 
true. 
3.2.4. Random Forest 
 
       Ensembles of decision trees are Random forests [17] [19]. Random forest is considered as one of best 
algorithms and it is used for the tasks: classification and regression. To reduce the over fitting risk this algorithm 
combine a lot of decision trees. Same like decision trees, the random forests can handle the categorical features, can 
be extended to the multiclass classification settings, and does not require feature scaling, it can capture non-linear 
aspects and feature interactions. Random forest grows multiple tree and to predict a point each tree gives a 
classification or the tree votes for that particular class, a class with maximum votes is chosen by the model. What 
random forests do is train a set of decision trees separately because the training is done in parallel. The random 
forests inject randomness inside the training process so that each decision tree is different from the other. Predictions 
from each tree are combined which reduces the variance of the predictions, and thus improves the performance on 
the given test data. 
3.2.5. Gradient Boosted Decision Tree 
 
         Gradient Boosted Decision Tree (GBDT)scheme is aensembles of decision trees [17]. It is a machine learning 
algorithm which iteratively constructs an ensemble of weak decision tree learners through boosting techniques. In 
order to minimize the loss function, GBDT iteratively train decision trees. In each iteration, GBDT scheme uses the 
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current ensemble to predict the label of each training instance and then compares the prediction with the true label. 
This scheme re-labels the dataset in order to put more emphasis on training instances with poor predictions. In this 
way, in the next iteration, the decision tree will help to correct the previous mistakes. This algorithm is used with 
large datasets to make prediction with high prediction power. 
4. Big Data Processing Tools: Apache Spark 
Apache Spark [21] is an open source cluster computing platform designed for big data processing. In Comparison to 
the  other big data processing tools such as Hadoop and Storm, it uses multi-staged in-memory processing scheme 
which results in 100 times faster processing than map-reduce processing. It also supports multiple languages like 
Java, Scala, or Python and provides a user friendly API and shells in Python, Scala, Java and SQL for handling jobs 
and writing queries. Spark can run Hadoop clusters and can access and process any Hadoop data sources [21]. The 
main core of Apache Spark [21] contains some basic functionality such as component of task scheduling, memory 
management, fault recovery and interaction with storage systems. RDDs (resilient distributed data sets) are the main 
programming abstraction of Apache Spark. It represents a set of things which is distributed across many computing 
nodes for processing data in parallel. 
5. Experiments and Result Analysis 
      This section presents description of datasets used for experiments and result analysis, performance metrics used 
for comparisons and a detail performance analysis of the proposed framework by using different feature selection 
and classification based intrusion detection schemes. For experiment and result analysis, we have used a latest Big 
Data Processing Tool: Apache Spark and its MLlib[19] library. In the experiments, two well known feature selection 
schemes are used, namely, correlation based feature selection and hypothesis based feature selection and five  well 
known machine learning algorithms such as Logistic regression[17], Support vector machines [20], Random 
forest[17], Gradient Boosted Decision trees [17]& Naive Bayes[17] are used for performance evaluation of the 
proposed framework. 
5.1. Description of Datasets 
       In order to verify time efficiency and the effectiveness of the proposed cyber security intrusion detection 
framework, we have used two real time network traffic datasets, namely DARPA KDD’99 dataset [22] [24] [25] and 
NSL-KDD Dataset [23]. DARPA KDD’99 dataset contains approximately 4GB network traffic data in the form of 
tcpdump. This dataset was processed and stored by using approximately five million network connections at 
DARPA. Each network connection record has 41 features and it is also labeled as either normal or as an attack type.  
In this dataset, total 22 types of attack are mentioned and these attacks are classified into four groups such as Denial 
of Service ( DoS), Port Scanning attack (Probe), unauthorized access to remote machine(R2L) and unauthorized 
access to root super user privileges (U2R attack). NSL-KDD [23] dataset is an improvement version of KDD’99 
dataset. In order to avoid biased classification results, all the duplicate instances are removed from KDD’99 dataset 
and formed a new dataset called NSL-KDD dataset [25]. 
5.2. Performance Matrices 
      In order to compare the performance of the proposed framework, we have used five performance matrices such 
as accuracy, sensitivity, specificity, training time and prediction time. True Positive (TP) measures can be described 
as number of attacks correctly identified as attacks. False Positive (FP) measures can be described as number of 
normal connection incorrectly identified as attack connections [18]. True Negative (TN) measurescan be described 
as number of normal connection correctly identified as normal. However, False Negative (FN) Measures can be 
described as number of attack connection incorrectly identified as normal. Definition of the performance metrics are 
described as follows [18]: 
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a) Accuracy: It is the most important measure of any classification scheme. It describes how accurately a scheme 
can detect connections as normal or attack.  
 
Accuracy= ்௉ା்ே்௉ା்ேାி௉ାிே            (4)
   
b) Sensitivity:It is also called true positive rate. It is used to measures the proportion of positives that are correctly 
identified as such.  
 
             Sensitivity=  ்௉்௉ାிே                                                             (5) 
      
c) Specificity: It is also called true negative rate. It is used to measures the proportion of negatives that are 
correctly identified as such. 
 
 Specificity= ்ே்ேାி௉                            (6)
    
 
d) Training Time: Time taken to train a classifier. 
 
e) Prediction Time: This describes how much time a particular algorithm has taken to predict whole data set as 
normal or attack.  
 
5.3. Result Analysis 
    In this section, we discuss the result analysis of the classification based intrusion detection schemes. Performance 
is evaluated using KDD’99 and NSL-KDD datasets. 
5.3.1. Performance analysis of the proposed framework using correlation based feature selection scheme  
 
        In this experiment, we have used correlation based feature selection scheme for the selection of the most 
relevant features of the dataset for efficient and effective identification of the cyber attacks. By applying the 
correlation based feature selection, we observed that some of the attributes are highly correlated such as src_bytes, 
logged_in, num_compromised, src_count, srv_serror_rate, rerror_rate, diff_srv_rate, dst_host_srv_count, 
dst_host_same, srv_rate, dst_host_diff_srv_rate, dst_host_srv_diff_host_rate, dst_host_serror_rate, 
dst_host_srv_serror_rate, dst_host_rerror_rate, dst_host_srv_rerror_rate. After removing the these highly correlated 
attributes, we trained the classification based intrusion detection model. 
 
Table 1: Performance evaluation using correlation based FS method on KDD’99 dataset 
 
 
 
 
 
 
 
 
       It is observed from the Table 1 that Logistic regression based scheme shows highest accuracy approximately 
91.56% whereas SVM based scheme records lowest accuracy as 78.84%. Naïve bayesbased scheme shows highest 
sensitivity 98.62% and GB tree based scheme shows lowest as 89.23% in terms of specificity. GB tree performs 
better than others by showing 99% specificity and SVM shows lowest specificity. Naïve bayes based scheme takes 
lowest time to train the model about 80 seconds, and SVM based scheme takes highest time 480 seconds. It is clear 
Method Accuracy Sensitivity Specificity Training 
Time 
Prediction 
Time 
Logistic Regression 91.56 89.91 98.4 289.105 12.909 
SVM 78.84 90.53 30.48 479.124 10.085 
Naive Bayes 90.68 98.62 57.85 79.552 12.75 
Random Forest 88.65 94.62 63.97 155.64 15.65 
GB Tree 91.13 89.23 99.0 294.74 22.25 
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that all the schemes took less time to train after removing correlated attributes. Prediction time is also decreased as 
SVM takes about 10 seconds to predict and GB tree based scheme takes about 22 seconds.  
 
 
Table 2: Performance evaluation using correlation based FS method on NSL-KDD dataset 
 
 
 
 
 
 
 
 
      It is observed from Table 2 that accuracy and sensitivity of Logistic Regression, SVM and Naïve bayes 
decreased after removing correlated attributes and in case of Random Forest and GB tree it increases. The accuracy 
for random forest and GB tree is as 82.35% and 79.91% respectively. Training time and prediction time are also 
decreased as expected, Naïve bayes takes least time to train the model and to predict the data about 2.8 seconds and 
0.84 seconds respectively. GB tree based scheme takes highest time to predict as 1.6 seconds. 
5.3.2. Performance analysis of the proposed framework using Hypothesis testing based feature selection schemes  
 
 
Table 3: Performance evaluation using Hypothesis testing based FS method on KDD’99 dataset 
 
 
 
 
 
 
 
 
 
It is observed from the Table 3 that accuracy of Logistic Regression, SVM and Naïve Bayes based scheme are 
approximately same whereas accuracy of random forest and GB tree has increased to 92.13% and 91.38% 
respectively. Training time and prediction time is also decreased. Sensitivity and specificity is almost same for 
logistic regression, SVM and Naive Bayes whereas in case of random forest and GB tree it changes slightly. 
 
Table 4: Intrusion detection methods evaluation using hypothesis testing based FS method on NSL-KDD dataset 
 
 
 
 
 
 
 
 
 
 
It is observed from Table 4 that accuracy and sensitivity of all the schemes except random forest is not performing 
better when applying Chi-squared feature selection scheme. Training time and prediction time for NSL-KDD dataset 
are decreased by a little margin compare to KDD’99 dataset. The increased accuracy of random forest as well as 
highest among all the schemes is 80.96%. 
Method Accuracy Sensitivity Specificity Training 
Time 
Prediction 
Time 
Logistic Regression 73.43 58.67 92.93 6.363 1.357 
SVM 37.89 65.01 2.05 10.486 1.056 
Naive Bayes 23.83 0.8 54.27 2.816 0.842 
Random Forest 82.35 72.72 95.07 6.159 1.387 
GB Tree 79.91 66.99 96.98 7.795 1.6 
Method Accuracy Sensitivity Specificity Training 
Time 
Prediction 
Time 
Logistic 
Regression 
91.64 90.02 98.31 320.256 15.686 
SVM 92.13 92.17 91.96 530.45 19.02 
Naive Bayes 91.45 99.41 58.56 93.871 14.025 
Random Forest 92.13 90.85 97.43 159.739 16.326 
GB Tree 91.38 89.35 99.79 344.771 19.910 
Method Accuracy Sensitivity Specificity Training 
Time 
Prediction 
Time 
Logistic 
Regression 
74.37 60.01 93.34 6.412 1.336 
SVM 40.51 58.45 16.87 10.456 1.53 
Naive Bayes 35.4 0.65 81.32 0.875 0.345 
Random Forest 80.96 69.28 96.4 6.753 2.242 
GB Tree 76.57 60.85 97.33 8.757 1.674 
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6. Conclusion 
      This paper proposed a framework for the fast and efficient cyber security intrusion detection system. The 
performance of the proposed framework is evaluated by using Big Data processing tool like Apache Spark and 
machine learning algorithms. We have used two real time dataset such as KDD’99 and NSL-KDD dataset for the 
performance evaluation of the proposed framework by employing different feature selection and classification 
models. Removing highly correlated features from KDD’99 dataset affects the accuracy by a very low margin, but it 
reduces the time taken by all the techniques to train the model or predict the data. Removing attributes according to 
chi square test does affect the accuracy, increases in case of random forest and GB tree and alsoreduces the time 
taken by schemes. If we remove highly correlated features from NSL-KDD dataset, accuracy of logistic Regression, 
SVM and Naïve Bayes reduces by small margin whereas accuracy of random forest and GB tree goes up. Time 
taken by all the schemes to train and predict are also come down. If we remove attributes from NSL-KDD dataset 
according to chi square test, accuracy remains almost constant, but increases in case of random forest. 
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