beyond the coverslip surface poses substantial challenges due to sample-induced aberrations that distort and blur single-molecule emission patterns. We combined active shaping of point spread functions and efficient adaptive optics to enable robust 3D-SMSN imaging within tissues. This development allowed us to image through 30-μ m-thick brain sections to visualize and reconstruct the morphology and the nanoscale details of amyloid-β filaments in a mouse model of Alzheimer's disease.
Application of single-molecule switching nanoscopy (SMSN) beyond the coverslip surface poses substantial challenges due to sample-induced aberrations that distort and blur single-molecule emission patterns. We combined active shaping of point spread functions and efficient adaptive optics to enable robust 3D-SMSN imaging within tissues. This development allowed us to image through 30-μ m-thick brain sections to visualize and reconstruct the morphology and the nanoscale details of amyloid-β filaments in a mouse model of Alzheimer's disease.
3D-SMSN imaging at depths beyond the coverslip surface poses substantial challenges 1 . One major obstacle is that sample-induced aberrations distort and blur single-molecule emission patterns, known as point spread functions (PSFs), thus rendering 3D inference of molecular positions unreliable 1 . Adaptive optics (AO)assisted SMSN developments have helped to extend the volumetric 3D-SMSN imaging depth to whole cells. So far, however, robust 3D-SMSN reconstruction of more than a couple of layers of cells or in tissues remains a practical challenge 1,2 because of the permanent information loss caused by aberrations induced by fixed or living specimens. We developed a method of combining adaptive PSF shaping and an efficient AO routine to simultaneously correct sample-induced aberrations and enforce a consistent PSF response through large depths, which allows robust 3D super-resolution volumetric imaging of fluorescently stained tissues. Here we demonstrate imaging through 30-μ m-thick brain sections from mouse frontal cortices, which allowed us to reconstruct fine details of fibrillar amyloid-β plaques found in Alzheimer's disease.
3D-SMSN relies on pinpointing of thousands to millions of single molecules with high precision and accuracy 3 in lateral and axial dimensions. Both light-sheet illumination 4 and activation 5 of fluorescent probes have been used to substantially reduce background fluorescence, thus allowing the detection of single molecules through large depths ( Supplementary Table 1 ). At the same time, advanced sample-preparation techniques provide considerable reduction of background and scattering in fluorescence microscopy of tissues, and increase probe penetration depth during immunolabeling 6, 7 (Supplementary Note 1). Despite the success of these new techniques, the emitted photons from single molecules, the sole source of molecular information in SMSN, experience inhomogeneous refractive indices while passing through the specimen, and their PSFs are therefore distorted and, more important, blurred. Distortion of the PSF biases position estimation of singlemolecule centers 8 but can be corrected through recently developed localization analysis 9, 10 or post-processing techniques 8, 11 . The increased blurring due to aberrations leads to a permanent loss in the inherent information of the molecular position ( Fig. 1 and Supplementary Fig. 1 ), which limits the practical imaging depth of 3D-SMSN 2 . AO-based wave-front correction methods compensate for aberrations by using a deformable mirror (DM) to restore the constant phase delay of an aberrated wave front 2, [12] [13] [14] . However, even with these corrections, the practical imaging depth and robustness of 3D-SMSN are generally limited to within several micrometers of the coverslip surface 2, 13 by the achievable wave-front correction complexity of the available methods and hardware.
We developed an approach that combines adaptive PSF shaping with an efficient sensorless AO method to allow robust volumetric 3D-SMSN imaging through thick specimens. First, to achieve efficient aberration correction through several tens of micrometers, we used Nelder-Mead simplex optimization for AO correction. In our approach, the shape of the DM is optimized on the basis of the Nelder-Mead simplex algorithm whereby the amplitudes of the microscope-calibrated aberration modes are optimized by the directional search method according to the quality of single-molecule blinking events (Methods). This approach avoids potential biases associated with presumptions from the coordinate search method 2 and converges rapidly to the local minimum compared with stochastic approaches 12 . Furthermore, we found that our system corrects high-order aberration modes such as first-and second-order spherical aberrations, the principal aberration modes encountered when imaging through thick specimens ( Supplementary Fig. 2 ). This allowed us to remove aberrations and restore the PSF sharpness effectively, and we tested this through a large sample depth of up to 170 μ m ( Fig. 1a-l) . Deterioration of the resolution along lateral ( Supplementary Fig. 1 ) and, most notably, axial dimensions ( Fig. 1a -c,l) occurred as a result of sample-induced aberrations introduced primarily from refractive index mismatch between immersion media and the sample. This effect in the axial dimension made robust reconstruction and quantification of super-resolution volumes at these depths difficult ( Fig. 1l,m ). Using the developed methods, we found that the corrected PSF closely approached the PSF on the coverslip surface ( Fig. 1d-f ). Removal of large aberrations ( Fig. 1g -i) allowed us to restore a sharp focus for single-molecule emissions throughout the thick cavity ( Fig. 1l and Supplementary Fig. 3 ).
Although maintenance of a sharp focus through thick specimens provides the foundation for effective detection of single molecules, the axial positions of these single molecules are encoded by their astigmatic shape 1 . The precision in the axial dimension relies on the rate at which the PSF shape is modulated along the axial dimension.
Although our approach largely restored the peak intensity and sharpness of single emitters at the focal plane at various sample depths ( Fig. 1d-f and Supplementary Figs. 4 and 5), the axial modulation of the PSF still became weaker with increasing imaging depth ( Fig. 1j and Supplementary Fig. 5 ). This weakened modulation led to substantial losses of axial information in the detected PSFs, reducing resolution in the axial dimension and thereby introducing image artifacts. We visualized these aberration-induced reconstruction artifacts through cross-sections in the axial plane of a reconstructed super-resolution volume ( Fig. 1m ). To address this challenge, we developed a method that adaptively changes the k j , and c (f). g-i, Magnitude of Zernike modes used to remove depth and sample aberrations in for the PSFs shown in a (g), b (h), and c (i). j, Astigmatic shape modulation around the focal plane at different depths with AO correction (solid lines) and without AO correction (dashed lines). A constant astigmatism was used at all depths (inset). k, Astigmatic shape modulation with AA, which adaptively changes the amplitude of astigmatism at each depth (insets; outline colors correspond to depth according to the key) to create a consistent shape modulation through a large axial range. A total of nine beads at different depths were recorded ( Supplementary Figs. 2 and 4 ). The gray arrows show the direction of improvement with AA. l, Theoretical axial precision limit calculated using the Cramér-Rao lower bound for the beads in a-k. The lines represent the optimal precision achievable within ± 500 nm of the original focal spot. The shaded regions represent averages of the axial localization precisions from ± 500 nm of the optimal axial localization precision calculated for each depth. m, Super-resolution image of mitochondria in a COS-7 cell labeled with TOM20-Alexa Fluor 647 without AO correction, imaged through a depth of ~90 µ m. Inset, cross-section of the mitochondria, corresponding to the region outlined by the dashed box in the main image. n, Superresolution image of mitochondria in a COS-7 cell imaged through a depth of ~95 µ m with AO correction and AA (Supplementary Note 1). Inset, axial profile of the region outlined by the dashed box in the main image. m,n, Demonstration of large aberrations; images shown are representative images from three datasets. Scale bars, 500 nm (a-f, insets in m,n) or 2.5 µ m (m,n). magnitude of astigmatism introduced by a single DM with respect to imaging depth, termed adaptive astigmatism (AA). Using this approach, we achieved almost identical shape modulation of PSFs at various depths in the specimen ( Fig. 1k and Supplementary Fig. 5 ).
To quantify the amount of information that could be gained through the combination of the developed methods, we calculated the theoretical axial information limit for single-molecule localizations at various depths ( Fig. 1l ). We found that our approach significantly improved the axial localization precision limit while maintaining nearly the same precision from the coverslip surface to a depth of ~170 μ m ( Fig. 1l , Supplementary Figs. 1, 3 , and 5, and Methods).
As a demonstration, we imaged TOM20 in COS-7 cells labeled with Alexa Fluor 647 (Methods). We created a sample cavity with 90-μ m-diameter beads acting as spacers separating two coverslips (Methods), with the labeled cells on the upper coverslip. Without AO correction, imaging directly with astigmatism-based conventional 3D-SMSN, we found that the sample introduced large amounts of aberrations, including first-and second-order spherical aberration, astigmatism, and coma ( Supplementary Fig. 2b ). Left uncorrected, aberrations led to artificial band structures in the axial direction caused by the significantly weakened shape modulation and the resulting loss of information in the PSF (Fig. 1j,m) . In contrast, with the developed method, we were able to achieve high resolution in each optical section and align the sections with high fidelity ( Supplementary Fig. 6 ). In the reconstructed 3D volume, our method enabled us to restore the shape of the mitochondria, as shown in the axial cross-section, despite the fact that we imaged through an ~95-µ m cavity ( Fig. 1n and Supplementary Note 2), thus providing a proof-of-concept demonstration of the ability to recover single-molecule emission information.
Because of the large amount of aberrations introduced by the heterogeneous refractive index in the densely packed tissue, 3D-SMSN imaging of brain slices has been generally restricted to within a couple of micrometers from the coverslip surface 15, 16 . One way to circumvent this problem is to image ultra-thin brain slices, each with a thickness of tens of nanometers. 2D-SMSN on these slices can subsequently be combined into 3D volumes through post-processing 17 . This method allows high-quality reconstruction of brain sections, as the imaging of a single, thick specimen, which poses challenges resulting from potential distortions and artifacts, is replaced by 2D-SMSN imaging of hundreds to thousands of ultrathin slices. However, this approach requires specialized expertise and is relatively low throughput, which could hinder studies in which multiple reconstructions of brain slices are required for statistical quantification.
To further demonstrate our approach, we carried out 3D-SMSN imaging at various depths in 30-μ m-thick mouse frontal cortices of fibrillar amyloid-β (Aβ ) plaques, a hallmark of Alzheimer's disease 18 ( Fig. 2a , Supplementary Figs. 7-10, and Supplementary  Table 2 ), and achieved substantial improvements compared with previous demonstrations of 3D-SMSN of the brain. This capability is unlocked by two keys: an efficient AO approach that corrects aberrations at different depths, and the AA that restores the z-dependent PSF shape modulation (Supplementary Fig. 11 and Supplementary Data 1).
Aβ -plaque deposition is the earliest detectable pathological change in the brain and increases throughout the course of Alzheimer's disease and in advance of impaired cognition. Confocal microscopy is often used to measure the number and area of Aβ plaques; however, as a result of the diffraction limit, filaments blur together and small changes are susceptible to noise, which can result in contradictory findings with this method 19 . 2D-SMSN has shown morphological changes in Aβ fibrils, despite there being no changes in overall plaque area or number as determined by conventional imaging 20 . 3D-SMSN allows quantification of subtle changes in plaque morphology and 3D arrangements of the fibrils that are not observed with conventional imaging or 2D projections. We reconstructed super-resolution volumes of Aβ plaques and found that their sizes varied from 5 µ m with a low density of filaments to larger than 15 µ m with a high density of filaments (Supplementary Figs. 7 and 12 and Supplementary Note 3). In comparison with confocal equivalents 20 , we found that larger plaques consisted of filaments with widths ranging from 90-100 to 200-300 nm ( Fig. 2 and Supplementary Figs. 7, 9, and 10). We were able to distinctly observe the morphology of individual filaments ( Supplementary Fig. 10 ) and reconstruct their 3D arrangement in the plaque center while imaging through the thick tissue ( Fig. 2b-l and Supplementary Fig. 9 ).
We found that the developed method enables recovery of the information encoded in the PSF of individual probes through a highly aberrated specimen. Our method restores and enforces an effective and consistent PSF at the detector through a large sample depth and therefore enables the imaging and robust reconstruction of single-molecule emission events in three dimensions through a thick specimen. This allowed us to reconstruct the entire Aβ plaque volume in three dimensions, and could allow structural and potentially functional studies of a variety of Aβ fibril clusters, which are known to be structurally heterogeneous on the basis of their differential reactivity with various antibodies and chemical probes, in densely packed brain tissues. The future combination of advanced clearing techniques, sophisticated single-molecule illumination and detection methods, and new probes with the demonstrated method could permit nanoscale reconstructions that reveal the interactions between plaques and glial cells (which mediate plaque remodeling) during disease progression. Furthermore, we hope that this combination of active PSF shaping and AO will allow new biological observations of the nanoscale details of cellular and tissue structures.
Methods
Methods, including statements of data availability and any associated accession codes and references, are available at https://doi. org/10.1038/s41592-018-0053-8.
Super-resolution instrument setup with deformable mirror. The system was built around an Olympus IX-73 microscope (IX-73, Olympus America) with a 100× /1.35-NA (numerical aperture) silicone oil-immersion objective lens (FV-U2B714, Olympus America) and a PIFOC objective positioner (ND72Z2LAQ, Physik Instrumente). Samples were excited with a 642-nm laser (2RU-VFL-P-2000-642-B1R, MPB Communications) and activated with a 405-nm laser (DL-405-100, Crystalaser). The lasers were focused to the back aperture of the objective and offset from the optical axis (for HILO 21 ) . A square aperture (SP60, OWIS) limited the excitation area to ~32 × ~32 µ m 2 and a HILO sheet thickness of ~11 µ m 21 . The filter turret held a quadband dichroic mirror and quad-bandpass filter (Di03-R405/488/561/635-t1 and FF01-446/523/600/677, Semrock). The fluorescence was magnified by relay lenses arranged in a 4f alignment to a magnification of 0.78 to achieve a pupil diameter of 3.8 mm at the surface of the DM (Multi-3.5, Boston Micromachines) ( Supplementary Note 4) . After the DM, relay lenses resulted in a final magnification of 52.7 for a 120-nm effective pixel size at the sCMOS (scientific complementary metal-oxide semiconductor) camera (Orca-Flash4.0v3, Hamamastu) 22 . The fluorescence signal passed through an additional bandpass filter (FF01-731/137-25, Semrock) placed before the camera. The optical hardware was optimized to limit the inherent system aberrations ( Supplementary Fig. 13 ).
Generation of microscope-specific Zernike modes. The DM was calibrated according to a previously described protocol 13 . Briefly, theoretical mirror deformation modes (mirror modes) were derived from the theoretical response of the membrane surface of the DM 23, 24 . These mirror modes resemble Zernike polynomials commonly used to describe aberrations in microscope systems 24 . Subsequently, we retrieved pupil functions for five different amplitudes for each mirror mode with a phase retrieval algorithm by imaging an isolated bead on the coverslip surface 13, 25 . Each pupil function (28 modes and 5 amplitudes per mode) was decomposed into 55 Zernike polynomials. For each mode, the amplitude coefficient associated with each theoretical Zernike polynomial was extracted for different amplitudes. The slope of these coefficients against input mirror mode amplitudes was linearly fit, which resulted in an underdetermined system of 28 linear equations 13 . When these equations are solved with least-squares, each Zernike polynomial can be expressed as a linear combination of the theoretical mirror modes 13 . Although the system allows the generation of a large number of higher-order Zernike modes, we restricted our sample correction to six Zernike modes observed to have major contributions from sample induced aberrations 26 .
Other aberration modes can be included in the simplex routine as desired.
Simplex adaptive optics implementation. The Nelder-Mead simplex algorithm (referred to as the simplex algorithm 27 ) was implemented to optimize the DM shape to achieve an aberration-free, flat wave front. PSFs obtained from imaging of 100-nm beads at the coverslip were optimized by the following method. An initial guess vector with N amplitudes that corresponds to N different Zernike modes is considered a single vertex. To generate a simplex, we generate multiple vertices by combining N initial guess vectors where each vector contains a single nonzero element for a specific Zernike mode with another guess vector that has nonzero elements for all Zernike modes. For example, to correct aberrations using two Zernike modes, the initial inputs, ν, take the following form: where a 1 and a 2 represent initial guesses for the two Zernike modes under optimization.
Here, correction of N Zernike modes requires an N + 1 × N matrix, where N is the number of Zernike modes being corrected and N + 1 is the number initial vertices in the simplex. For each vertex (ν ertex i , that is, the ith row in matrix υ), the DM is adjusted according to the amplitude of the vertex and a single camera frame is recorded. Subsequently, an image metric f(ν ertex i ) was determined using image metrics (see below). After evaluation of f(ν ertex 1 ) through f(ν ertex N+1 ), the initial simplex is formed. Subsequently, the algorithm evaluates the image metric at new vertices generated through four defined processes, 'Reflection' , 'Expansion' , 'Contraction' , and 'Shrink' , to generate a new simplex. This process continues until the simplex converges (that is, all rows are identical to within a user-set threshold) or until the maximum number of iterations has been exceeded. Typically, the algorithm converged within 10-20 iterations. This process was repeated over a range of depths ( Fig. 1 and Supplementary Figs. 2a and 4) .
The AO corrections for beads at different depths serve as a guide for AO corrections in biological samples. We estimated the depth of the biological region of interest (ROI) by measuring the distance from the coverslip to the ROI using the PIFOC objective positioner. For large depths (> 15 µ m), the apparent focal shift due to the spherical aberration becomes significant enough to shift the axial position of the ROI away from the original focal position ( Supplementary Fig.  14b ). To account for this, we set the first-and second-order spherical aberrations to correspond with the approximate depth settings ( Supplementary Fig. 2a ) and readjusted the position of the PIFOC to ensure that the ROI was in focus before the simplex algorithm was initiated. The simplex process starts at the beginning of each data acquisition for a specific ROI when the molecular density is highest and readjusts for every ~1.6-2 µ m of depth.
Image metrics for spherical aberration and other Zernike modes.
We used two different metrics to determine the PSF quality, the first of which was a modified version based on the sharpness metric reported previously 2 . For optical aberrations such as astigmatism and coma, we modified the sharpness metric 2 to have additional weights. The metric has the profile
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where n and m are incremented by 1, ∈ − ∕ ∕ − n m L L , [ 2, 2 1] (L is the number of pixels along a single dimension), Î n m , is the discrete Fourier transform magnitude of the image, OTF n,m is the discrete Fourier transform of an ideal PSF for our system, α is an empirically determined value (α = 1.3 here), μ n,m is a circular mask,
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, ∆ x and ∆ y represent the pixel size of the image in two dimensions (generally, ∆ x=∆ y), and w = NA/λ, where λ is the emission wavelength and NA is the numerical aperture of the objective lens. The highest weighted region of this metric is located where the deviation between the Fourier transform, Î n m , , and the ideal OTF n,m is most pronounced. We note that this metric works optimally when the Zernike modes under optimization do not influence the apparent focus of the image, such as astigmatism and coma.
For optimization of Zernike modes that induce apparent changes to the focal position, such as first-and second-order spherical aberrations, we found the above metric could lead to an incorrect solution strongly dependent on the initial depth of the PSF. For optimization of spherical aberrations, we used the following metric in which higher frequencies were masked so that only lower frequencies were considered. Mathematically this metric is proportional to the intensity of the image in real space convolved with a blurring kernel similar to the intensity metric that was used in conventional microscopy methods 28 and previous AO assisted interferometric nanoscopy approaches 13 . The use of two different masks necessitated splitting the simplex optimization into two steps. The simplex algorithm corrected first-and second-order spherical aberrations using the above metric (equations (3) and (4)) first, followed by simplex correction on both astigmatisms and both comas using the first metric (equations (1) and (2)).
Data-acquisition sequence. First, the ROI was found and the desired axial (thickness) region was determined. Next, the simplex algorithm optimized the DM for the best correction values (described above) for the initial image plane and again for every ~1.6 µ m of depth. This distance was empirically chosen, as little change occurs to the PSF over an axial range of ~2 µ m, and the correction was performed with astigmatism for 3D imaging turned off. The correction values were recorded. It should be noted that determination of the optimal DM shape before imaging works only for static samples. Once the DM correction values were found, typical imaging parameters were set (Supplementary Table 2 ) and the DM shape was adjusted on the basis of the optimized DM parameters and the AA values ( Supplementary Figs. 5 and 14) .
Typically, in 3D-SMSN, when the ROIs to be imaged are thicker than the optical section, the raw data are collected from multiple optical sections encompassing the ROI. These optical sections (or z-steps) are typically separated by 300-600 nm. Often, several thousand frames of raw data are taken at each z-step, with the stepping pattern repeated for many cycles. This cyclic approach allows uniform detection of molecules over the depth range and counters the effects of out-of-focus photobleaching. For thick ROIs, typically > 3 µ m, we used an alternative stepping methodology to enhance correlation of a specific optical section between multiple cycles, where large drift can cause the loss of such correlation, which is critical for high-accuracy in drift correction and opticalsection alignment. SMSN imaging in the first five steps occurs as usual. When the next cycle begins, the first step is offset by one. Each subsequent cycle begins at one z-step deeper than the previous cycle. Recording data in such a way results in entire axial subsections of the ROI being recorded over shorter time periods, which increases the ability to properly align all optical sections and mitigates the effects of axial drift. Also important, implementation of HILO reduces the amount of photobleaching in the out-of-focus sections of the ROI, and the light-sheet thickness can be further reduced with more sophisticated light-sheet illumination modalities 4, 29 .
Bead sample preparation and imaging. Cleaned coverslips were treated with poly-l-lysine for 10-20 min and washed three times with PBS. 100-nm-diameter beads (Thermo Fisher Scientific) were diluted from the stock to a concentration of ~10 −5 . Approximately 100 μ l of diluted beads were placed on the coverslip for ~20 min and washed three times with PBS. The coverslip was placed in a custom sample holder (Tristar). Agar (A9045-5G, Sigma-Aldrich) was mixed with the diluted bead stock to a concentration of ~5% and warmed to ~70 °C. Approximately 200 μ l of the agar-bead solution was placed onto the bead coverslip. A second cleaned coverslip was placed on top of the agar-bead solution, and the two coverslips were sealed together using two-component silicon dental glue (picodent twinsil speed 22, Dental-Produktions und Vertriebs GmbH). The entire sample was incubated at 4 °C to decrease the agar gelation time.
Immunostaining of TOM20 in COS-7 cells. COS-7 cells were washed three times with 37 °C 1× PBS. Cells were fixed with 37 °C pre-warmed 3% paraformaldehyde (PFA) (15710, Electron Microscopy Sciences) and 0.1% glutaraldehyde (16019, Electron Microscopy Sciences) in PBS for 15 min at room temperature (RT) and washed twice with PBS. The cells were treated with 0.1% NaBH 4 (452882, Sigma Aldrich) for 7 min at RT. Cells were washed three times with PBS and treated with 10 mM Tris, pH 7.3, for 10 min. After being washed three times with PBS, cells were permeabilized and blocked with 3% IgG-free BSA (001-000-162, Jackson Immunoresearch) and 0.2% Triton X-100 (X100, Sigma Aldrich) in PBS for 0.5 h at RT with gentle rocking on a rocking platform. The blocking buffer was aspirated, and rabbit anti-TOM20 (sc-11415, Santa Cruz Biotechnology) diluted 1:1,000 in 1% BSA and 0.2% Triton X-100 was incubated for 1 h at RT while gently rocking. Cells were washed three times for 5 min at RT with 0.05% Triton X-100 in PBS. The anti-rabbit Alexa Fluor 647-conjugated secondary antibody (A21245, Life Technologies) was diluted in 1% BSA and 0.2% Triton X-100 with a 1:1,000 dilution for 0.5 h at RT with gentle rocking and covered with aluminum foil. Cells were washed three times for 5 min at RT with 0.05% Triton X-100 in PBS. Cells were post-fixed with 4% PFA for 10 min at RT, rinsed three times with PBS, and stored at 4 °C.
Preparation of 90-μm coverslip cavity.
A cleaned coverslip was placed in a custom-made sample holder (Tristar). ~20 µ l of 90-μ m-diameter latex beads (AA42751AA, Alfa Aesar), diluted ~10× in PBS, were placed in the center of a cleaned coverslip to act as a spacer. ~150 µ l of imaging buffer was placed on the diluted beads. A second coverslip containing COS-7 cells fluorescently labeled with TOM20-Alexa Fluor 647 was gently placed on top of the imaging buffer (with the cells facing down). The two coverslips were sealed together with two-component silicon glue.
Sample preparation from Trem2-deficient Alzheimer's disease mice. Mice were housed in the Association for Assessment and Accreditation of Laboratory Animal Care International accredited facility in the Cleveland Clinic Biological Resources Unit, and all animal-experiment procedures were approved by the Cleveland Clinic Foundation Institutional Animal Care and Use Committee. The use of animal and/or animal-derived materials in this study was carried out in accordance with relevant guidelines and regulations.
Trem2-deficient mice (Trem2 tm1(KOMP)Vlcg ) with replacement of exons 2 and 3 and part of exon 4 were crossed into the APPPS1-21 Alzheimer's disease mouse model, which expresses the Swedish APP mutation (KM670/671NL) and the L166P mutation in PSEN1 under the Thy-1 promoter 30 , to obtain Trem2 −/− ;APPPS1-21 mice, which were used at 4 months old and have been characterized previously 19 . Briefly, after deep anesthetization with ketamine/ xylazine, mice were perfused with ice-cold PBS, and brains were rapidly removed, fixed for 24 h in 4% PFA in PBS, and cryoprotected in 30% sucrose in PBS at 4 °C. After tissues had been embedded in Tissue-Tek OCT compound (VWR), 30-μ m sections were obtained on a Leica CM 1950 cryostat and stored in cryoprotectant solution containing 30% sucrose, 1% PVP-40, and 30% ethylene glycol in 0.1 M phosphate buffer at -20 °C. For detection of amyloid fibrils, sections were permeabilized with 0.1% Triton X-100 in PBS for 10 min at RT, subjected to antigen retrieval in 10 mM sodium citrate, pH 6.0, with 0.5% Tween-20 for 10 min at 95 °C, blocked in 5% normal goat serum (005-000-121, Jackson Immunoresearch), 0.3% Triton X-100 in PBS for 1 h at RT, and incubated with anti-β amyloid (2454, Cell Signaling Technology) at 1:500 overnight at 4 °C with agitation. Sections were washed with 0.1% Triton X-100 in PBS and incubated in anti-rabbit Alexa Fluor 647-conjugated secondary antibody (A-21244, Invitrogen) at 1:1,000 for 1 h at RT. After being washed, sections were mounted on cleaned coverslips and dried for 30 min at RT. 3D single-molecule localization. The sCMOS camera was calibrated for its pixeldependent offset, gain, and variance according to a previously described protocol 22 .
These calibrated maps were used for localization of single molecules imaged on our sCMOS sensor.
Single-molecule localization was performed similarly as described previously 22 . Briefly, a series of uniform and maximum filters segmented each individual frame into sub-regions containing potential single molecules. These sub-regions were processed through localization algorithms based on a maximum-likelihood estimator (MLE) with an sCMOS noise model 22 . Molecule centers in the lateral dimension were obtained from the MLE while width measurements in both lateral dimensions of the astigmatic PSF were obtained (σ x and σ y ). Estimations of detected photon numbers, background photon counts, and log-likelihood ratio values 31 were obtained for each sub-region. We obtained axial position estimates on the basis of σ x and σ y by minimizing the error between the measured value and the calibrated curve as described previously 32 .
3D-SMSN volume drift correction and optical stack alignment. The workflow for drift correction and optical-section alignment is illustrated in Supplementary  Fig. 6 . Before alignment, drift within each optical section was corrected by 3D volume correlation with redundancy as previously described 13 .
Subsequently, optical sections at different axial positions were aligned as described below. Volumetric super-resolution imaging requires precise alignment of adjacent optical sections. Owing to the anisotropic resolution in 3D superresolution imaging, 3D-correlation-based methods previously described 13 for isotropic super-resolution volumes misalign the optical sections because of the significantly lower resolution along the axial dimension. However, the consistent PSF performance throughout the depth (Fig. 1l ) enables alignment of optical sections according to the following method. 3D histograms were reconstructed for each optical section where the count for each voxel equaled the number of localizations within the voxel (40-nm voxel sizes were used). 3D correlation was performed for pairs of adjacent optical sections. The resulting correlation volume was smoothed to reduce noise. A 2D slice from the 3D correlation volume was selected on the basis of the expected shift between the two optical sections. Within the slice, Fourier interpolation 33 identified the peak with an effective pixel size of 1.3 nm in the final interpolated image. The peak pixel position provided an estimate of the lateral shift of the two adjacent optical sections, given an estimated axial shift. One can often evaluate the reconstruction by visualizing through cross-sectional images in the axial direction as shown in Figs. 1n and 2 . Inaccurate volumetric reconstructions are much less apparent when visualized in the lateral projections, as demonstrated in Fig. 1m .
Calculation of theoretical localization precision.
The Cramér-Rao lower bound (CRLB) 34 estimates the lowest localization error given a likelihood function of the emitter model. The emitter is modeled as a 2D Gaussian, with widths of σ x and σ y in each lateral dimension 34 and the intensity as the number of photons emitted. The detected photons with and without AO at various depths were quantified as a ratio between the peak pixel intensity from the corrected and uncorrected PSFs. The variables σ x and σ y are functions of the emitter's axial position and are calculated from two sets of calibration parameters obtained via the method described above. The likelihood function is calculated from a Poisson noise model 9, 34 , and for simplicity, the readout noise of the sCMOS camera is ignored. Thus, the CRLB can be calculated from
where F is the Fisher information matrix, and elements in F are given by
where μ is the emitter model and θ represents the estimation parameters, including the emitter's position in x, y and z, and the total photon count and the background photon count and k is the pixel index in the fitting region. The reported lateral CRLB estimated precision values are + ∕ (CRLB CRLB ) 2
x y ( Supplementary Fig. 15 ). Here, in equation (6) 
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