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VECTOR COHERENT STATES WITH AN UNBOUNDED
INVERSE FRAME OPERATOR
K.THIRULOGASANTHAR
Abstract. We present a class of vector coherent states in the domain D ×
D× ....×D (n-copies), where D is the complex unit disc, using a specific class
of hermitian matrices. Further, as an example, we build vector coherent states
in the unit disc by considering the unit disc as the homogeneous space of the
group SU(1, 1).
1. Introduction
As it is well-known, coherent states, CS has applications in several branches of
quantum physics (for example, see [5]). CS can be defined in several ways [1]. In
this article we take the following definition.
Definition 1.1. Let H be a Hilbert space with an orthonormal basis {φm}∞m=0 and
C be the complex plane. For z ∈ D, an open subset of C, the states
(1.1) | z〉 = N (|z|)
∞∑
m=0
zm√
ρ(m)
φm
are said to form a set of CS if
(a) The states | z〉 are normalized,
(b) The states | z〉 give a resolution of the identity, that is
(1.2)
∫
D
| z〉W (|z|)〈z | dµ = I
where N (|z|) is the normalization factor, {ρ(m)}∞m=0 is a sequence of nonzero pos-
itive real numbers, W (|z|) is a positive function called a weight function, dµ is an
appropriately chosen measure and I is the identity operator on H.
In the literature, several interesting classes of CS were formed by changing the
factors and parameters of (1.1)(for example, the deformed CS). In [7] we have
extended the above definition to a class of vector coherent states, VCS by replacing
the complex number z by a matrix Z and gave several examples using quaternion
matrices. In this article we develop another class of VCS with a particular type of
hermitian matrix.
2. Vector Coherent States with an Unbounded frame operator
In this section we present VCS in the domain D×D× ....×D (n-copies), where
D = {z ∈ C | |z| < 1} is the complex unit disc, using a hermitian matrix.
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2.1. Vector coherent states. For z1, z2, ..., zn−1 ∈ D, let Z = (z1, z2, ..., zn−1).
Define the n× n hermitian matrix, Z as
(2.1) Z = In +
(
0 Z
Z
T
0
)
n×n
where Z
T
is the complex conjugate transpose of Z. Let {χ1, χ2, ..., χn} be the
natural orthonormal basis of Cn.Form the Hilbert space H˜ = Cn⊗H, where ⊗ is the
tensor product. Let ψm =
φm
m+1 . The set, {Φqm = χq⊗ψm | q = 1...n,m = 0...∞}, is
a basis of H˜. With the above set up we form the set of VCS in L2(D×D×...×D, dµ),
where we take
(2.2) dµ = r1r2...rn−1dr1dθ1dr2dθ2...drn−1dθn−1
by taking zj = rje
iθj , j = 1, 2, ..n− 1,as
(2.3) |Z, q〉 = N (|Z|)
∞∑
m=0
R(m)ZmΦqm, q = 1, 2, ..., n
The number N = N(|Z|) and the n× n matrix R(m) have to be chosen suitably.
First of all let us calculate Zm by diagonalizing the matrix Z. The eigenvalues
of Z are 1, 1 + a and 1 − a with multiplicities n − 2, 1 and 1 respectively, where
a = ‖Z‖ =
√
r21 + r
2
2 + ...+ r
2
n−1. A set of orthogonal normalized eigenvectors
corresponding to the eigenvalue, 1 are
V1 =
1√
b1
(
0 −z2 z1 0 0 0 0 0 ... 0
)
V2 =
√
b1
r1
√
b2
(
0 − r21
b1
z3 − 1b1 z1z2z3 z1 0 0 0 0 ... 0
)
V3 =
√
b2
r1
√
b3
(
0 − r21
b2
z4 − 1b2 z1z2z4 − 1b2 z1z3z4 z1 0 0 0 ... 0
)
V4 =
√
b3
r1
√
b4
(
0
−r2
1
z5
b3
−z1z2z5
b3
−z1z3z5
b3
−z1z4z5
b3
z1 0 0 ... 0
)
V5 =
√
b4
r1
√
b5
(
0
−r2
1
z6
b4
−z1z2z6
b4
−z1z3z6
b4
−z1z4z6
b4
−z1z5z6
b4
z1 0 ... 0
)
...................................................................
Vn−2 =
√
bn−4
r1
√
bn−3
(
0
−r2
1
zn−1
bn−3
−z1z2zn−1
bn−3
−z1z3zn−1
bn−3
. . . −z1zn−2zn−1
bn−3
z1
)
where bj = r
2
1 + r
2
2 + ....r
2
j+1, j = 1, 2...n− 3. Eigenvectors corresponding to the
eigenvalues 1 + a and 1− a are
Vn−1 =
1√
2a
( −a z1 z2 ... zn−1 )
Vn =
1√
2a
(
a z1 z2 ... zn−1
)
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respectively. The set {V1, V2, ..., Vn} is an orthonormal set with unit vectors. Form
a matrix P by placing Vjs as columns, i.e,
P =
(
V T1 V
T
2 ... V
T
n
)
.
Then PTZP = D, a diagonal matrix with the eigenvalues over the diagonal. Thus
we obtain Zm = PDmP † = (clj)n×n, where
c11 = Em
cl1 =
Omzl−1
a
, l = 2, 3, ..., n
c1j =
Omzj−1
a
, j = 2, 3, ..., n
cll =
r2l−1Em + a
2 − r2l−1
a2
, l = 2, 3, .., n
clj =
zj−1zl−1
a2
(Em − 1), l 6= j, l 6= 1, j 6= 1
with
Em =
1
2
[(1 + a)m + (1 − a)m](2.4)
Om =
1
2
[(1 + a)m − (1 − a)m].(2.5)
Further notice that (Zm)† = Zm. Before we choose N and R(m) suitably, let us
write R(m) tentatively as R(m) = (αlj) where
α11 = Rme
imθ, αll = Sme
imθ, l 6= 1, αlj = 0, l 6= j
with
θ = θ1 + θ2 + ...+ θn−1.
Consider
|Z, 1〉〈Z, 1| = N 2 |
∞∑
m=0
R(m)ZmΦ1m〉〈
∞∑
k=0
R(k)ZkΦ1k |
= N 2
∞∑
m=0
∞∑
k=0
| R(m)ZmΦ1m〉〈R(k)ZkΦ1k |
= N 2
∞∑
m=0
∞∑
k=0
R(m)ZmΩ1
(Zk)† (R(k))†⊗ | ψm〉〈ψk |
where Ω1 =
(
s
(1)
lj
)
n×n
with s
(1)
11 = 1 and s
(1)
lj = 0 for l 6= 1, j 6= 1. The matrix
multiplication yields,
R(m)ZmΩ1
(Zk)† (R(k))† = (f (1)lj )
n×n
4 K.THIRULOGASANTHAR
where
f
(1)
11 = RmRkEmEke
iθ(m−k)
f
(1)
ll = SmSkOmOk
r2l−1
a2
eiθ(m−k), l = 2, 3, ..., n
f
(1)
1l = RkEkSmOm
rl−1
a
ei(mθ−kθ+θl−1), l = 2, 3, ..., n
f
(1)
l1 = RkEkSmOm
rl−1
a
ei(mθ−kθ−θl−1), l = 2, 3, ..., n
f
(1)
lj = SmSkOmOkrj−1rl−1e
i(mθ−kθ+θj−1−θl−1), j, l = 2, 3, ..., n; j 6= l.
Thus we obtain
(2.6) |Z, 1〉〈Z, 1| = N 2
∞∑
m=0
∞∑
k=0
(
f
(1)
lj
)
n×n
⊗ | ψm〉〈ψk | .
Similarly, in order to obtain |Z, 2〉〈Z, 2| we calculate
R(m)ZmΩ2
(Zk)† (R(k))† = (f (2)lj )
n×n
where
f
(2)
11 = RmRkOmOk
r21
a2
eiθ(m−k)
f
(2)
22 = SmSk
(r21Em + a
2 − r21)
a4
(r21Ek + a
2 − r21)eiθ(m−k)
f
(2)
ll = SkSm
(Em − 1)(Ek − 1)
a4
r21r
2
l−1e
iθ(m−k), l = 3, 4, ..., n
f
(2)
lj = A
(2)
ljmke
i(mθ−kθ−θl−1), j = 1, l = 2, 3, ..., n
f
(2)
lj = B
(2)
ljmke
i(mθ−kθ+θj−1), l = 1, j = 2, 3, ..., n; j 6= l.
f
(2)
lj = C
(2)
ljmke
i(mθ−kθ+θj−1−θl−1), otherwise
Where A
(2)
ljmk, B
(2)
ljmk and C
(2)
ljmk are some functions of m, k and rl, rjs, exact expres-
sions are irrelevant for our purpose.Thus we obtain
(2.7) |Z, 2〉〈Z, 2| = N 2
∞∑
m=0
∞∑
k=0
(
f
(2)
lj
)
n×n
⊗ | ψm〉〈ψk | .
In general, in order to get |Z, q〉〈Z, q|, we calculate
R(m)ZmΩq
(Zk)† (R(k))† = (f (q)lj )
n×n
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where
f
(q)
11 = RmRkOmOk
r2q−1
a2
eiθ(m−k)
f
(q)
22 = SmSk
(r2q−1Em + a
2 − r2q−1)
a4
(r2q−1Ek + a
2 − r2q−1)eiθ(m−k)
f
(q)
ll = SkSm
(Em − 1)(Ek − 1)
a4
r2q−1r
2
l−1e
iθ(m−k), l 6= q, l = 2, 4, ..., n
f
(q)
lj = A
(q)
ljmke
i(mθ−kθ−θl−1), j = 1, l = 2, 3, ..., n
f
(q)
lj = B
(q)
ljmke
i(mθ−kθ+θj−1), l = 1, j = 2, 3, ..., n; j 6= l.
f
(q)
lj = C
(q)
ljmke
i(mθ−kθ+θj−1−θl−1), otherwise
Thus we obtain
(2.8) |Z, q〉〈Z, q| = N 2
∞∑
m=0
∞∑
k=0
(
f
(q)
lj
)
n×n
⊗ | ψm〉〈ψk | .
Now, when we compute
n∑
q=1
∫
D×...×D
| Z, q〉〈Z, q | dµ,
all the off-diagonal terms vanish with one of the θ1, θ2, ..., θn−1 integrals and only
in the diagonals terms with m = k survive. Thus we obtain
n∑
q=1
∫
D×...×D
| Z, q〉〈Z, q | dµ = (Dlj)n×n
where
D11 =
n∑
q=1
f q11 =
∞∑
m=0
(∫
D×...×D
N 2R2m(E2m +O2m)dµ
)
⊗ | ψm〉〈ψm |
Dll =
n∑
q=1
f qll
=
∞∑
m=0
(∫
D×...×D
N 2S2m
r2l−1(E
2
m +O
2
m) + a
2 − r2l−1
a2
dµ
)
⊗ | ψm〉〈ψm |, l = 2, ..., n
Dlj = 0 otherwise.
Choose
(2.9) N = a√
(2pi)n−1
.
Then
D11 =
∞∑
m=0
(∫ 1
0
...
∫ 1
0
a2R2m(E
2
m +O
2
m)dr1...drn−1
)
⊗ | ψm〉〈ψm |
and
Dll =
∞∑
m=0
(∫ 1
0
...
∫ 1
0
S2m(r
2
l−1(E
2
m +O
2
m) + a
2 − r2l−1)dr1...drn−1
)
⊗ | ψm〉〈ψm |, l = 2, 3, ...n.
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The following integrals are finite and positive
N1m =
∫ 1
0
...
∫ 1
0
a2R2m(E
2
m +O
2
m)dr1...drn−1
N2m =
∫ 1
0
...
∫ 1
0
S2m(r
2
l−1(E
2
m +O
2
m) + a
2 − r2l−1)dr1...drn−1 (for any)l = 2, 3, ...., n.
Further N1m = (n− 1)N2m − 14 (n− 2). Now choose
(2.10) Rm =
1√
N1m
and Sm =
1√
N2m
.
Then we obtain
n∑
q=1
∫
D×...×D
| Z, q〉〈Z, q | dµ = In ⊗
∞∑
m=1
| ψm〉〈ψm | .
Now let
(2.11) T = In ⊗
∞∑
m=1
| ψm〉〈ψm |,
which is a bounded invertible operator with KerT = {0}, for
KerT = {Φ ∈ H˜ | TΦ = 0}.
Every vector Φ in H˜ can be written as
Φ =
(
∞∑
k=1
αk1φk,
∞∑
k=1
αk2φk, ....
∞∑
k=1
αknφk
)T
Thus TΦ = 0 gives
diag
(
∞∑
m=1
1
(m+ 1)2
| φm〉〈φm |,
∞∑
m=1
1
(m+ 1)2
| φm〉〈φm |, ....
∞∑
m=1
1
(m+ 1)2
| φm〉〈φm |
)
·
(
∞∑
k=1
αk1φk,
∞∑
k=1
αk2φk, ....
∞∑
k=1
αknφk
)T
= (0, 0, ....0)
Hence, for each i, we get
∞∑
m=1
1
(m+ 1)2
αmiφm = 0.
With the fact that {φm}∞m=0 is an orthonormal basis, for each m and for each i, we
have αmi = 0. Thus we have KerT = {0}. The inverse of T exists and the domain
of T−1, D(T−1) is dense in H˜. For φ ∈ D(T−1), consider
T (T−1φ) =
[
n∑
q=1
∫
D
| Z, q〉〈Z, q | dµ
]
T−1φ.
That is
φ =
n∑
q=1
∫
D
| Z, q〉〈Z, q | T−1φ〉dµ.
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Thus, for the vectors in D(T−1) we have a proper decomposition in the above sense.
Now let φ ∈ H˜, then there exists a sequence {ηm}∞m=0 ⊂ D(T−1) such that ηm → φ
as m→∞ in H˜. Further for each ηm we have,
ηm =
n∑
q=1
∫
D
| Z, q〉〈Z, q | T−1ηm〉dµ.
Now by taking limit both sides as m→∞, we can have
φ = lim
m→∞
(
n∑
q=1
∫
D
| Z, q〉〈Z, q | T−1ηm〉dµ
)
.
In this regard, we have a week decomposition for the vectors in H˜−D(T−1). Even
though we do not have a complete resolution of the identity the CS form a frame
with the frame operator T (see [1]). The inverse operator, T−1 is unbounded.
3. Example: Vector coherent states with SU(1,1)
In this section we build vector coherent states on D by considering it as the
homogeneous space of the group SU(1, 1). In order to introduce the concept we
need the following preliminaries.
The non-compact group SU(1, 1) is defined as,
SU(1, 1) =
{
g|g =
(
α β
β α
)
;α, β ∈ C, det g = |α|2 − |β|2 = 1
}
and its maximal compact subgroup K is given by
K =
{
k|k =
(
e
iφ
2 0
0 e
−iφ
2
)
; 0 ≤ φ ≤ 2pi
}
.
The Cartan decomposition of an arbitrary g ∈ SU(1, 1) is,
g =
(
α β
β α
)
= |α|
(
1 z
z 1
)( α
|α| 0
0 α|α|
)
where z = βα−1 and |α| = (1− |z|2)− 12 .
Thus the coset space SU(1, 1)/K can be identified with the unit disc. Further it is
known that the measure
dν(z, z) =
1
2pii
dz ∧ dz
(1− |z|2)2
on D is invariant under the action of SU(1, 1). In polar coordinates
Z =
(
1 z
z 1
)
=
(
1 reiθ
re−iθ 1
)
dν(z, z) = dν(r, θ) =
rdrdθ
pi(1− r2)2
where 0 ≤ r < 1 and 0 ≤ θ ≤ 2pi. Let {χ1, χ2} be the natural basis of C2. Now,
as before, form the Hilbert space H˜ = C2 ⊗ H and take {Φqm = χq ⊗ ψm | q =
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1, 2;m = 0, 1, ...,∞} as a basis of it. With the above set up we form the set of
coherent states in L2(D, dµ) as,
|Z, q〉 = N (|Z|)
∞∑
m=0
RmZmΦqm, q = 1, 2
by suitably choosing the number N = N (|Z|) and a 2× 2 matrix R(m).
As we did before through diagonalization we obtain
Zm =
(
Em Ome
iθ
Ome
iθ Em
)
with
Em =
1
2
[(1 + r)m + (1 − r)m]
Om =
1
2
[(1 + r)m − (1 − r)m].
Take
R(m) =
(
Rme
imθ 0
0 Rme
imθ
)
.
Now with the above choices, matrix multiplication yields
| Z, 1〉 = N
∞∑
m=0
(
Rme
imθEmψm
Rme
imθOmψm
)
(3.1)
| Z, 2〉 = N
∞∑
m=0
(
Rme
imθOmψm
Rme
imθEmψm
)
(3.2)
First let us calculate the following finite integrals∫ 1
0
E2mrdr =
∫ 1
0
1
4
(1 + r)2m +
1
2
(1− r2)m + 1
4
(1− r)2mrdr
=
1
4
 2m∑
j=0
(
2m
j
)
1
j + 2
+
2m∑
j=0
(
2m
j
)
(−1)j
j + 2
+ 1
4(m+ 1)
=
1
2
4m + 1 +m
(2m+ 1)(m+ 1)
and ∫ 1
0
O2mrdr =
∫ 1
0
1
4
(1 + r)2m − 1
2
(1− r2)m + 1
4
(1− r)2mrdr
=
1
4
 2m∑
j=0
(
2m
j
)
1
j + 2
+
2m∑
j=0
(
2m
j
)
(−1)j
j + 2
− 1
4(m+ 1)
=
m
2
4m − 1
(2m+ 1)(m+ 1)
.
With the above two integrals we can also have∫ 1
0
(E2m +O
2
m)rdr =
2× 4mm+ 1
2(2m+ 1)(m+ 1)
.
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Further notice that 〈ψm | ψm〉 = 1(1+m)2 . Simple calculations yields
〈Z, 1 | Z, 1〉 =
∞∑
m=0
1
(1 +m)2
∫ 2pi
0
∫ 1
0
N 2R2m(E2m +O2m)
rdθdr
pi(1 + r2)2
(3.3)
〈Z, 2 | Z, 2〉 =
∞∑
m=0
1
(1 +m)2
∫ 2pi
0
∫ 1
0
N 2R2m(E2m +O2m)
rdθdr
pi(1 + r2)2
.(3.4)
Now let us choose
N =
√
6
pi
(1 + r2)(3.5)
Rm =
√
(2m+ 1)(m+ 1)
2× 4mm+ 1 .(3.6)
With these choices we have
〈Z, 1 | Z, 1〉 = 〈Z, 2 | Z, 2〉 =
∞∑
m=0
∫ 2pi
0
∫ 1
0
6
pi2
(2m+ 1)(m+ 1)
2× 4mm+ 1 (E
2
m +O
2
m)rdθdr
=
∞∑
m=0
1
(1 +m)2
6
pi2
= 1
Let us turn our attention to the resolution of identity with a calculation of
| Z, 1〉〈Z, 1 | =
∞∑
m=0
∞∑
k=0
N 2 | RmZmΦ1m〉〈RkZkΦ1k |
=
∞∑
m=0
∞∑
k=0
N 2RmZm | Φ1m〉〈Φ1k | RkZkT
=
∞∑
m=0
∞∑
k=0
N 2
(
Rme
imθ 0
0 Rme
imθ
)(
Em Ome
iθ
Ome
−iθ Em
)
×(
1 0
0 0
)(
Em Ome
iθ
Ome
−iθ Em
)(
Rme
−imθ 0
0 Rme
−imθ
)
=
∞∑
m=0
∞∑
k=0
N 2
(
RmRkEmEke
iθ(m−k) RmRkEmOke
iθ(m+k+1)
RmRkOmEke
−iθ(m+k+1) RmRkOmOke
iθ(m−k)
)
Thus we get ∫
D
W | Z, 1〉〈Z, 1 | dµ =
(
A 0
0 B
)
where
A =
∞∑
m=0
∫ 2pi
0
∫ 1
0
N 2R2mE2mW
rdθdr
pi(1 + r2)2
⊗ | ψm〉〈ψm |(3.7)
B =
∞∑
m=0
∫ 2pi
0
∫ 1
0
N 2R2mO2mW
rdθdr
pi(1 + r2)2
⊗ | ψm〉〈ψm | .(3.8)
Similarly we get ∫
D
W | Z, 2〉〈Z, 2 | dµ =
(
B 0
0 A
)
.
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With all these we have
(3.9)
∫
D
W | Z, 1〉〈Z, 1 | dµ+
∫
D
W | Z, 2〉〈Z, 2 | dµ =
(
A+B 0
0 A+B
)
.
Now let us calculate A+B
A+B =
∞∑
m=0
∫ 2pi
0
∫ 1
0
N 2R2m(E2m +O2m)W
rdθdr
pi(1 + r2)2
⊗ | ψm〉〈ψm |
In order to get ∫ 2pi
0
∫ 1
0
N 2R2m(E2m +O2m)W
rdθdr
pi(1 + r2)2
= 1
let us choose
W =
pi2
6
.
With this choice we have∫ 2pi
0
∫ 1
0
N 2R2m(E2m +O2m)W
rdθdr
pi(1 + r2)2
=
∫ 2pi
0
∫ 1
0
6(1 + r2)2
pi2
(2m+ 1)(m+ 1)
2× 4mm+ 1 (E
2
m +O
2
m)
pi2
6
rdθdr
pi(1 + r2)2
=
2× 4mm+ 1
2(2m+ 1)(m+ 1)
6
pi2
(2m+ 1)(m+ 1)
2× 4mm+ 1
pi2
6
2pi
= 1
Now we have
(3.10) A+B =
∞∑
m=0
| ψm〉〈ψm |
which yields∫
D
W | Z, 1〉〈Z, 1 | dµ+
∫
D
W | Z, 2〉〈Z, 2 | dµ = I2 ⊗
∞∑
m=0
| ψm〉〈ψm | .
Let
T = I2 ⊗
∞∑
m=0
| ψm〉〈ψm | .
Thus we have an operator T as in equation (2.11) with n = 2. The decomposition
of any vector φ in H˜ follows by replacing n = 2 in the discussion which we have
right after equation (2.11).
4. Remarks and Discussions
In this section we will discuss some other possibilities of our choices over the
construction and resulting difficulties.
• We have chosen a basis of the Hilbert space in an unusual way as ψm =
φm
m+1 . We explain the convenience of this choice using the SU(1, 1) example.
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Instead of this choice if we take φm, in equations (3.1) and (3.2) we will
have φm instead of ψm, which will change equations (3.3) and (3.4) as
〈Z, 1 | Z, 1〉 =
∞∑
m=0
∫ 2pi
0
∫ 1
0
N 2R2m(E2m +O2m)
rdθdr
pi(1 + r2)2
(4.1)
〈Z, 2 | Z, 2〉 =
∞∑
m=0
∫ 2pi
0
∫ 1
0
N 2R2m(E2m +O2m)
rdθdr
pi(1 + r2)2
.(4.2)
Further, in equation (3.9) ψm will be replaced by φm, i.e,
(4.3) A+B =
∞∑
m=0
| φm〉〈φm |
∫ 2pi
0
∫ 1
0
N 2R2m(E2m +O2m)W
rdθdr
pi(1 + r2)2
.
So in (4.3) by choosing
N = (1 + r
2)√
2
, Rm =
1√
Nm
, and W = 1
with
Nm =
∫ 1
0
r(E2m +O
2
m)dr =
2× 4mm+ 1
2(2m+ 1)(m+ 1)
we can have the resolution of identity. But these choices will make the
series in (4.1) and (4.2) diverge. In order to have the convergence in (4.1)
and (4.2), at least we have to have
R2m ·
2× 4mm+ 1
2(2m+ 1)(m+ 1)
∼ 1
mp
with p > 1. If we make such a choice for Rm, our moment problem will be∫ 1
0
(E2m +O
2
m)Wrdr =
2× 4mm+ 1
2(2m+ 1)(m+ 1)
mp.
We have experienced difficulty in solving this moment problem by taking
W as a function of r only, but it can be solved if we take W = f(r,m).
Generally, as a weight function, dependence of W on m is not allowed. In
this regard, we made the choice ψm =
φm
m+1 . Notice also that ψm can be
chosen in many ways in a similar fashion.
• We have obtained proper decomposition for the vectors in our intended
space up to a dense subset. The effort of getting the decomposition for the
remaining nowhere dense set is limited by the unboundedness of the inverse
operator T−1. In this case, we have an approximation for the decomposi-
tion.
• The SU(1, 1) example presented here can be considered as a preliminary
step of constructing vector coherent states on classical domains. The con-
struction directly depends on the explicit form of the elements of the clas-
sical groups. As we know, many of the matrix groups consist elements
with an unpleasant explicit form in terms of calculations. In this regard,
construction of vector coherent states on other classical domains may need
little more effort.
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