The goal of this paper is to propose a testing procedure for selected intrusion prevention systems (IPS) in a realistic network traffic in terms of their suitability on a given hardware microcomputers for low-performance devices for internet of things (IoT). We perform an IPS research in terms of resource usage in order to establish a universal procedure of checking, whether a given microcomputer controlling IoT devices (often in overloaded state) can additionally burden the installation and start-up of IPS. The experiment is repeated on several boards under overload condition to determine the maximum data rate, above which transmission degrades. The presented testing method is an exemplary tool for IoT applications concerning the security of embedded devices with low performance. K e y w o r d s: security, intrusion prevention systems, load analysis, low-power devices, IoT, horn method *
Introduction
Currently, such intrusion detection systems as Snort or Suricata are well optimized for operation on powerful multi-core server stations. However, microcomputers, such as Raspberry Pi, are often used to control monitor Internet of Things (IoT) devices and their traffic. Since the supervision process can be remote, the microcomputer should be protected, for example by some IPS tools. Considering the fact that microcomputers offer limited hardware resources and that they work continuously, very often under overload conditions, it is possible that installation and running another application could cause a slowdown or even stop some of the running processes. Thus, it is not obvious that running IPS on every microcomputer, for any traffic would be successful. Establishing a well-defined procedure of testing some selected IPS tools launched on a specific low-performance equipment as the Raspberry Pi platform could facilitate the decision-making, whether adding an IPS to a given hardware is reasonable and beneficial. The main test feature is measurements of RAM consumption and CPU load, aimed at reducing the consumption of system resources. An IoT system developer would then apply a similar test and decide, if Snort or Suricata can be run on a given IoT system, with some specific microcomputer, and under some specific traffic level.
The Introduction chapter discusses the main features of Snort and Suricata including selected evaluation criteria, and the new results are in the following chapters. We supported our claims by the measurements and this is our contribution and a step forward compared to the previous works. The goal is not to make a list of hardware configuration, but to propose a testing procedure for Snort/Suricata (as commonly used tools) in terms of their suitability to be employed as IPS for a given traffic and on a given hardware.
The successful development of the IoT services opens the debate on how to reduce operational costs, propose cost effective solutions and ensure environment-friendly operation. Satisfying hardware requirements related to computing power, energy consumption, creating space for new applications to run on current hardware, and deployment of a new firmware electronics for households. Another problem is protecting IoT devices against cybercrime; which includes intrusion detection and prevention against online threats [1] . Considering that IoT influences more and more applications and devices, a systematic approach to security is necessary in order to prevent attempts at manipulating or controlling IoT devices. IoT systems can encounter such threats during remote firmware or software upgrades. Individual security components within IoT concepts may also be subjected to attacks. One reason why IPSs should be used in telecommunications is that protection should be able to work with continuous traffic. The most advanced solutions include remote access, ability to work in a cloud environment, and efficient electric power scenarios [2] [3] [4] . These are just several reasons why data should be protected in an optimal way, while coping with significant data traffic and IPS, considering the fact that low-performance devices do not offer huge RAM and CPU margin.
Related works
Security systems offer tools for intrusion detection and prevention, which results in high implementation and maintenance costs. One potential solution is implementing integrated security tools. These tools should be installed on network nodes, such as routers or switches. This also requires advanced algorithms for optimal operation within a given topology. Potential intrusions can be treated by IPS. The main goal of such a system is to identify attacks based on adaptive matching algorithms that compare the threat with a reference pattern. They can be employed at the hardware or software level. The pattern-matching intrusion detection technique was discussed in [5] . Protection should include intrusion detection and prevention. It has been confirmed that matching identified patterns with those stored in a database is one of the most effective tools for this purpose. Alerts should be considered in cases of continuous mismatch between the patterns and significant increase in threats requires multistep security [5] .
Selected intrusion prevention systems
There are several methods and software tools for IPS. One of the available software tools is Snort [6] . Snort collects traffic data, and monitors and analyzes the data. It is known for its open architecture. A number of rules were optimized in a Snort-based security tool, which included; protection against malware, online attacks, vulnerabilities, among others; by using a database of rules [7] . Additional rules may be implemented for adaptive adjustments based on the performance of Snort. The operation of Snort includes the analysis of protocols, and searching and matching content. As mentioned in [8] , Snort can run in different modes of operation; such as sniffer, packet logger or network attack detector. The rules can be sent automatically based on data sent by a server. The main idea presented in [8] is that a server collects data and sends the data to Snort, which performs an evaluation to generate a rule automatically. The rule can then filter the acquired data. The performance analysis is the topic of [9] , where it is stated that Snort works correctly if updated regularly, otherwise it will not be able to detect the newest types of attacks and threats. The operation of Snort can be enhanced for example by using dynamic fuzzy rule interpolation, which enhances Snort to current network conditions dynamically [10] .
Another popular tool for IPS is Suricata. An attempt of an experimental comparison of Suricata and Snort is presented in [11] . It was stated that, while running on a high-performance machine (ie with a 12-core CPU, 125 Gb of RAM and CentOS 5.4. operating system), Suricata uses multi-threading to improve processing speed in comparison to Snort. The authors evaluated both tools in terms of memory requirements, speed and the accuracy of intrusion detection. The conclusion was that Suricatas performance was comparable to that of Snorts. However, the results do not include a statistical evaluation of the experiment. Furthermore, the investigation was inconclusive because of false alarms as well as ignored attacks; which are reported as disadvantages for Suricata. This is in contrary to our experiment, which was carried out on a low-performance machine, such as Raspberry Pi; where we proposed a well-defined, universal method for testing the load of IPS in low performance embedded IoT devices.
Performance analysis
Other significant papers dealing with a performance analysis of Snort and Suricata can be found in [12] [13] , focused on the performance rather than on the universal testing procedure in a given traffic. Let us discuss main features of the tested tools and the evaluation criteria. A sample list of evaluation criteria on security tests can be found in [14] , where the metrics are: CPU load, number of packets lost, and number of alerts all measured under varied traffic rates, types of attacks, different rule sets, as well as for normal and malicious traffic. It was stated that each software acts in a different way for each attack, thus each exhibits different packets lost and different alerts. However, including a distinct set of rules in each IPS was found as a benefit to the overall security of the system. The emphasis is that both performance and accuracy should be considered while introducing new solutions. Other software tools can be used for this purpose [15] . In [16] , it is claimed that the signature-based Snort is not suitable for advanced customization and high-speed networks because of its simplicity and low-end nature. Suricata is recommended as a multi-thread architecture that can cope well with anomalous situations and large-extent customization. This is at the price of significant CPU and memory use. This is also confirmed in [17] , where the focus is related to the differences between the bit obsolete Windows Server 2008 and Linux. The main conclusion was that Suricata displays greater RAM and CPU usage, but performs better in terms of packets dropped due to threats. However, no graphs are presented to justify these claims. Both Snort and Suricata were able to identify all attacks correctly. Power consumption was one of the topics addressed in [18] . The authors proposed an adaptive multistep algorithm that managed to save power, which is a step towards environmental-friendly solutions.
Regarding the previously stated examples, one of the goals addressed in this paper is to establish the optimum set of parameters for hardware resources for effective intrusion detection and prevention in the selected software tools used in IoT. This includes efficient use of computing power in terms of CPU usage, use of RAM or bus for data handling. The testing method used in our research could be useful when comparing other IPS products in the future. The key findings are that CPU loads vary when employing Snort or Suricata, based on traffic, which requires network traffic models. Memory use, however, can be well estimated. The two commercially available software tools investigated for this purpose are Snort and Suricata. They are both implemented on the Raspberry Pi platform.
Both Snort and Suricata are eligible to be used as IPS, however, either may be more suitable depending on conditions. The experiment includes measurements of system resources handling Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) network traffic at a data rate of 5 Mbps. The measured data is evaluated using the Horn method [19] . The System Activity Report (SAR) tool is used to gather information about the system. The so-called Iperf tool is used to generate network traffic [20] . Iperf is a tool for network performance measurement, eg to measure maximum TCP bandwidth, allowing the tuning of various parameters and UDP characteristics. Iperf reports bandwidth, delay jitter, datagram loss. Typical Iperf output contains a time-stamped report of the amount of data transferred and the throughput measured. The data streams can be either TCP or UDP traffic. It consists of both a server and client side. The network traffic in this experiment includes one-way UDP and TCP traffic. The server is run on Raspberry Pi 3 (also Raspberry Pi 2 or 1 for the comparison purposes in the following experiments), and the client is run on a laptop computer. The experiment consists of 8 types of measurement for both Snort and Suricata. It has been proven that CPU load and RAM consumption are the major problems to be solved for optimal prevention in IoT networks. For this reason, a well-established method for testing the IPS tools is established. On average, Snort took up more than 100 MB of memory in comparison to Suricata and exhibited CPU loads up to 5
There are several methods that can be considered for IPS tests on traffic, and one of them is the Horn method [19] . The Horn method is used to determine the number of runs for each test to be significant. This method is adequate for analyzing small statistical samples, ie between 4 and 20 samples, which perfectly meets our experiment. Claims created on the basis of small samples are potentially affected by greater uncertainty. The method is an analysis-based order of statistics, where one of the parameters is defined as depth related to the samples quantiles. The pivot depth and furthwer parameters, see [19] , can be calculated as
where n is the amount of samples in a data set from population. (In the Horn method, n is usually in the range of 4 < n < 20 ). The pivot point low x L and high x H can be obtained
x
where x H is pivot point high, x L is pivot point low; the floor function that takes a real number as input and gives the greatest integer less than or equal to the argument
where x(i) are ordered statistics, ie (5), [19] . The estimate of the parameter of location is pivot half sum P L will be
The estimation of spread parameter, pivot range R L , is
Random variable T L has approximately symmetric distribution, whose chosen quantiles are
P L , R L and T L are dimensionless, since pivot half sum P L is a sum of two numerical values (divided by two), pivot range R L is difference of pivot points high and low that are numbers, too, and T L is their ratio. Since α is the probability of rejecting the hypothesis when it is true, for a given statistics t, the confidence interval
The 90% confidence interval of the mean value is
Results are expressed as the distance difference between the actual and estimated position. In our case, the 90% confidence interval and the number of tests being 7, result in the quantile value equal to 0.451, which lead to the correct estimation of the spread parameter. (A given confidence interval and the number of tests is associated with the specific quantile value).
Testing methodology
The experiment includes measurements of system resources handling by Snort and Suricata in terms of the CPU load and RAM usage. The SAR tool is used to gather information about the system. The Iperf tool is used to generate network traffic. Iperf consists of a server and a client. The network traffic used in this experiment is one-way UDP and TCP traffic. The server is run on Raspberry Pi 3, the client is run on a laptop computer (Acer Aspire V3-571G with Linux Mint 18.2 Cinnamon). A low-power computer, such as Raspberry Pi is chosen as a server hardware, based on the demand for commercial availability, low cost and low power consumption in embedded IoT devices. The microcomputer plays the role of a node in the IoT network doubled as an IDS probe. A full-fledged laptop is chosen to be the client, as commonly Fig. 1 . By using a conventional Wi-Fi router, we implement the IEEE 802.11n recommendation that offers 100 Mbps, comparable with Fast Ethernet (in theory, the maximum bitrate is 600 Mbps), 40 MHz bandwidth (using multiple-input and multiple-output (MIMO) streams. The experiment conceptualizes eight types of measurement. The following communication network traffic options were performed, which cover possible network traffic options (see Table 1 ). Each type of measurement is repeated seven times for statistical processing purposes, as required by the chosen quantile that equates to 0.451. This allows estimating the spread parameter in Horns method. Each measurement begins 90 seconds after all boot processes of the Raspbian operating system are performed and takes 5 minutes to record and compare all necessary data. The Raspberry Pi 3 platform uses the Raspbian Stretch operating system. The specification (eg for reproducibility purposes) is presented in Table 2 . The Raspbian is restarted after a measurement. The process is performed as follows:
• 0:00 Start of experiment, SAR commands are executed. • 0:20 Snort or Suricata is started. • 2:00 (120 s) Iperfs transmission is started. Both Snort and Suricata are run in an IPS mode. The tested version of Snort is 2.9.9.0. The Snort is equipped with the registered version of VRT rules 2990, containing 31962 rules, but only 31942 Snort rules were actually used because of the compatibility with Suricata. Snort is configured to run in-line, using NFQ (a queuing type) for data acquisition. The tested version of Suricata is 4.0.0 with the same rule set as Snort. The compatibility of the VRT rules with Suricata is not complete since 40 rules are not compatible; therefore, 31922 Suricata rules were used. The rules were installed using the Oinkmaster tool. Suricata and Snort are both configured to run in IPS mode ( Table 3 ). Iperf can modify the Maximum Segment Size (MSS) in TCP segments (20B Header + MSS). The size of MSS for TCP commands is larger since Iperf notifies the correct size in a terminal. To confirm the significance of the hardware platform evaluated, the mean difference values of CPU and RAM results were calculated for each communication network traffic. All calculated mean values are significantly different from zero, ie the effect of used hardware platform is statistically significant for the observed CPU and RAM loads. The SAR tool is used to gather information on the system based on a count and an interval parameter (see Table 10 in Appendix). The information is saved in a file. SAR collects information on CPU and RAM usage during the experiment. Iperf is used to generate network traffic. The server side and the network traffic are started. The results of our experiment can be a useful guideline for testing similar low-performance devices. 
Results and discussion

Testing selected IPS on realistic communication traffic for low-performance IoT devices
The diagrams in Fig. 2 to Fig. 5 show some examples of CPU load and RAM use for the above described communication network traffic, specified in Table 1 (all the number of streams, bit rates and segment sizes were tested). The statistical pivot half sums are calculated. To confirm the significance of the effect of the hardware platform evaluated, the mean difference values of CPU and RAM results were calculated for each communication network traffic. All calculated mean values are significantly different from zero, ie , the effect of hardware platform used is statistically significant for the observed CPU and RAM load.
Suricata does some internal cleaning as it runs. I suspect it is recovering some RAM that was initially allocated and then later not needed. During start-up, the rule set is loading all at once and parsing/decoding the text into all the internal structures used for the pattern matching algorithm. For this reason, it is likely that we observe the peak value at around 50 s time, when Snort/Suricata is loading. However, when the Iperf tool is started, the RAM consumption is already stabilized. Network traffic has great impact on the CPU load. CPU usage depends on the type of network traffic. TCP segments load the CPU more than UDP datagrams. Smaller packets load the processor more than large packets. Finally, Snort loads the CPU up to 5% less in comparison to Suricata.
The high CPU usage during the period of running Iperf is linked to the kworker/u8+ process that utilizes kernel worker threads.
Memory usage was minimally affected by network traffic. Both Snort and Suricata consume a lot of RAM. Snort takes up more than 100 MB of memory in comparison to Suricata. RAM usage was constant during the experiment after loading Snort or Suricata, which results from the architecture of the IPS. Most of the RAM is consumed by rules. The set of rules should be limited and some parts of the IPS must be cropped.
Performance of Snort and Suricata under data overload
An interesting case is the performance of Snort and Suricata under specific conditions, which can for example be CPU and RAM utilization in data overload. Suricata and Snort under overload is considered for generations of Raspberry Pi 1 (Tab. 4) .
In our case, data overload is referred to maximum possible amount of data that can be processed by a microcomputer, corresponding to a specific bit rate. Setting a greater bit rate would result in transmission failure, as CPU and RAM are unable to process it. In general, adding Snort/Suricata allows lower critical bit rates.
Timeline of experiment (Raspberry Pi 1 under overload):
• 0:00 Start of experiment, SAR commands are executed. • 0:20 Snort or Suricata is started. CPU load and RAM usage in Raspberry Pi 1 under overload condition and with Snort or Suricata used as an IPS is presented in Tab. 5.
Raspberry Pi 1 without IPS functionality can transmit data at the rate of 45 Mbps. Loading Suricata takes 1 minute 35 seconds. Then, Raspberry Pi 1 with Suricata run as IPS can transmit at data at the rate of 7 Mbps and for the rates above 7 Mbps, we observe degradation of transmission. Loading Snort takes from 5 minutes 55 seconds up to 6 minutes and 30 seconds. Raspberry Pi 1 with Snort can then transmit data at the rate of 8 Mbps, above this value, transmission is degraded. A similar experiment is carried out for Raspberry Pi 2 and 3 (specification in Tab. 6 and Tab. 7 respectively each generation offers more RAM and more efficient CPU handling). The same data image was used on one microSD card for all Raspberry Pi.
Timeline of experiment (Raspberry Pi 2 under overload):
• 0:00 Start of experiment, SAR commands are executed. • 0:20 Snort or Suricata is started. Table 9 . A given IPS turns on approximately 20 seconds after the start of the experiment. It can be seen that loading Snort or Suricata results in immediate CPU consumption and slow rise in RAM usage, which then reaches a constant level independent from network traffic until IPS termination. It is followed by 2 minutes of network load test using the iperf tool, which allows to determine the adequate values of CPU load and memory consumption.
It can be noticed that CPU usage depends on network traffic. When the network load test is completed, the iperf tool is turned off. Snort/Suricata is turned off 20 seconds before the end of the experiment. The use of RAM after the experiment is completed is more than before the start of the test. RAM usage differs for particular Raspberry boards. It can be explained by different memory management. Snort requires more memory than Suricata. Suricata uses the processor more than Snort. However, both Snort and Suricata have achieved comparable results regardless of the type of the board. One disadvantage is that Snort launches much longer than Suricata. It can be seen from the graphs that when the network load test is not run on the device, Snort uses around 5% of CPU and Suricata more than 10%. The CPU usage increased for Raspberry Pi 2. Another important feature is that Snort is a single thread application and therefore launching Snort on Raspberry Pi 1 can take even 6 minutes and 30 seconds (compared to Suricata, it takes 1 minute 35 seconds). One should consider this when optimizing the solution.
Conclusions
Testing on traffic provided a clear understanding of the requirements for Snort and Suricata. Both security tools displayed different demands on system resources. One must consider specific CPU loads based on traffic, which requires reliable network traffic models. Memory use, however, can be well estimated since it depends on rules that can be known and planned.
The above results could be eligible for research, development and used in applications of Snort and Suricata as security hardware tools for IoT, in terms of their performance evaluation in relation to the level of proposed security. The results pursue a well-defined method in specifying tools for Snort/Suricata analysis for given operating systems and user applications considering whether the employment of it is justifiable.
Recommendations whether IPS should be employed or not should be aimed at the consumption of system resources. Determining hardware requirements for Snort or Suricata is conditioned by network traffic. It is not recommended to run it under overload condition, even though, it is still running, latency, for which Snort or Suricata are not optimized, is very likely to happen. For the network traffic up to 5 Mbps, Raspberry Pi 1 can be used. For traffic up to 50 Mbps, Raspberry Pi 2 can be used and above 90 Mbps Raspberry Pi 3 can be recommended as a suitable platform for IoT devices with IPS. It should be added that the ability of managing the network traffic depends on the processor performance.
During tests we used one client and one server through Iperf because the goal was to find the limit of the network traffic of connected Low Performance IoT Devices. From the perspective of a potential user who wants to update their firmware, considering more clients and one server, etc. could be more appropriate, but it depends on the chosen architecture scenario. We chose the architecture of connected IoT sensor network to Low Performance IoT Devices. 
