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Introduzione 
 
Lo sviluppo delle nuove tecnologie permette alla ricerca scientifica di indagare a fondo i processi 
interni al corpo umano, come ad esempio le dinamiche relative al trasporto dell’ossigeno nei 
tessuti. Questo tema assume una grande importanza perché permette di studiare il metabolismo e il 
funzionamento dei singoli organi. La strumentazione eletta per questo tipo di ricerche è la medicina 
nucleare, la quale consente di osservare la fisiologia dei vari organi mediante l’analisi visiva del 
tracciante depositato. Gli  inconvenienti di questa tecnica però sono: l’uso di traccianti marcati (che 
comportano quindi la presenza di radiazioni ad alta energia), gli elevati costi nella preparazione di 
questi ultimi e infine i problemi legati all’eliminazione del tracciante da parte del paziente. Per 
ovviare a questi disagi è stata sfruttata una tecnica alternativa chiamata fMRI, ovvero imaging 
funzionale mediante risonanza magnetica, dove il dato è fornito dalle variazioni del campo 
magnetico a loro volta generate dal passaggio da ossiemoglobina a deossiemoglobina. Quest’ultima 
tecnica ha trovato un grande campo di applicazione nel settore della neurofisiologia. Anche in 
questo caso però occorre evidenziare alcuni inconvenienti come ad esempio l’elevato costo della 
macchina, l’utilizzo di sale apposite e di una strumentazione che non risentano dei campi magnetici 
creati dalla macchina. Di conseguenza in questi anni si è sempre andati alla ricerca di un sistema 
che abbattesse i costi, comportasse un minor disagio per il paziente e fosse facile da usare fornendo 
comunque dati attendibili; una modalità che in parte ha raggiunto questi scopi è la spettroscopia nel 
vicino infrarosso. La spettroscopia nel vicino infrarosso è una tecnica usata in 3 principali contesti: 
l’analisi dell’ossimetria cerebrale, lo studio dei tessuti muscolari e infine l’osservazione del tessuto 
cardiaco in vitro e in vivo. La presente tesi si focalizza su quest’ultima modalità di analisi al fine di 
dare ai successivi studi ulteriori informazioni riguardanti l’apparato cardiocircolatorio. Per 
raggiungere questo obiettivo è stata utilizzata una nuova macchina della società canadese Kent che 
fornisce mappe della saturazione dell’ossigeno nei tessuti. Tale strumento è stato portato in sala 
operatoria per poter effettuare le immagini durante un’operazione su un animale. Lo scopo di 
questa tesi dunque è di poter sincronizzare mediante un trigger esterno l’acquisizione delle 
immagini con il battito cardiaco dell’animale in modo da evitare artefatti da movimento all’interno 
delle mappe. Per raggiungere lo scopo è stata utilizzata una scheda di acquisizione “NI USB 6251” 
della “National Instruments” programmata con il software “Labview”, della stessa casa produttrice.  
 
Capitolo 1:Nel primo capitolo verrà presentata una descrizione della teoria relativa alla 
spettroscopia nel vicino infrarosso. Inoltre verrà descritto lo stato dell’arte riguardante le varie 
applicazioni che sfruttano tale modalità.  
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Capitolo 2:Nel secondo capitolo verrà invece focalizzata l’attenzione riguardo l’utilizzo della 
spettroscopia nel vicino infrarosso nell’ambito delle operazioni a cuore aperto o in vitro. In 
aggiunta a questo verrà anche fatto un accenno riguardante il protocollo scelto nelle 
sperimentazioni e alla macchina per la spettroscopia utilizzata. 
 
Capitolo 3:Nel terzo capitolo verrà descritto il funzionamento del software “Labview” e della 
scheda di acquisizione. Verrà poi mostrato in dettaglio il programma che esegue la 
sincronizzazione (trigger) tra l’elettrocardiogramma dell’animale e la macchina per la 
spettroscopia. 
 
Capitolo 4: Nel quarto capitolo verranno presentati i risultati del lavoro eseguito, confrontandoli 
con quelli dei precedenti esperimenti. Inoltre saranno proposte delle possibili modifiche da 
aggiungere al trigger per migliorarne l’efficacia.  
 
Capitolo 5: Nel quinto e ultimo capitolo verrà dato uno sguardo verso le prospettive future relative 
al tipo di sperimentazione messa in atto e verranno tratte le conclusioni sul lavoro svolto. 
 
La presente tesi è stata sviluppata all’Istituto di Fisiologia Clinica del CNR(centro nazionale delle 
ricerche) di Pisa, presso il laboratorio ITENI. Le immagini sono state generate utilizzando la Kent 
Camera (modello KC103) in uso presso il laboratorio stesso. Gli esperimenti sono stati effettuati 
presso la sala operatoria adiacente allo stabulario del CNR di Pisa. Infine i programmi sono stati 
sviluppati usando il software di sviluppo LabVIEW “Student Edition” 2011 della National 
Instruments[5].     
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Capitolo 1: Principi di base della NIRS 
 
INTRODUZIONE 
La Spettroscopia è una metodica che viene applicata in molti campi tra i quali la ricerca biomedica. 
Il principio teorico della spettroscopia è l’emissione di un fascio di onde appartenenti ad una 
precisa banda frequenziale verso un campione per poi studiarne lo Spettro, ovvero l’interazione del 
campione con il fascio di onde al variare della loro frequenza. Lo spettro è diviso in diverse bande 
frequenziali: in questo caso verrà approfondito lo studio della banda relativa all’Infrarosso che 
copre un intervallo di lunghezze d’onda(corrispondenti a precise frequenze) compreso tra i 700nm 
e 1mm. La radiazione infrarossa è stata scoperta nel 1800 da Sir William Herscher[1], il quale notò 
per primo che, pur ponendo un termometro appena oltre i raggi luminosi diffusi da un prisma, il 
termometro aumentava di temperatura e ne dedusse che esistevano dei raggi invisibili con un 
effetto calorifico. In realtà il suo utilizzo nell’ambito industriale  ha avuto un aumento esponenziale 
solamente dopo la seconda guerra mondiale a partire dal 1950[2]. Particolarmente diffusa nel 
settore agricolo, la spettroscopia nel vicino infrarosso si è consolidata negli anni come metodica per 
eseguire corrette analisi chimiche su semplici campioni di materiale. Tutto nacque quando Karl 
Morris[4],  scienziato del dipartimento dell’agricoltura degli Stati Uniti, cercò di sviluppare uno 
strumento capace di misurare il grado di umidità del grano; sfruttando la radiazione infrarossa, egli 
mise a punto tale strumento. Dopo aver effettuato diverse misurazioni egli notò che c’erano delle 
interferenze che causavano errori nella misurazione. Da diverse prove riuscì a capire che tali errori 
erano dovuti alla presenza di proteine all’interno del grano stesso. Grazie a diverse modifiche 
Morris migliorò non solo il suo strumento, ma fece nascere la moderna spettroscopia ad  infrarossi. 
In seguito alla fine degli anni ’80 si è cominciato a sfruttare questa radiazione anche nell’ambito 
della ricerca biomedica.  
 
PRINCIPI FISICI DELLA RADIAZIONE INFRAROSSA 
Uno degli elementi fondamentali che hanno permesso lo sfruttamento dell’Infrarosso è la bassa 
energia che non lo rende capace di rompere i legami molecolari, a differenza di altre forme di 
energia che vengono chiamate per questo motivo Ionizzanti. Questo effetto dipende dall’energia 
dell’onda elettromagnetica. Infatti date le formule 
 = ℎ          =  
 
con  che indica l’energia dell’onda,   la frequenza, ℎ la costante di Plank,  la velocità della luce 
nel vuoto e  la lunghezza d’onda associata alla radiazione elettromagnetica, si può osservare come 
l’energia sia inversamente proporzionale alla lunghezza d’onda associata. Dai calcoli effettuati è 
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stato visto che la lunghezza d’onda necessaria per fornire un energia tale da rompere i legami 
molecolari è dell’ordine del nanometro mentre la radiazione infrarossa, in questo caso il vicino 
infrarosso, è di ben 3 ordini di grandezza maggiore e per tale motivo non c’è alcun rischio di 
rottura di legami atomici. Inoltre a causa della sua bassa energia, la radiazione nel vicino infrarosso 
non riesce a addentrarsi all’interno del corpo avendo una capacità di penetrazione limitata allo 
strato sottocutaneo del derma. Gli effetti biologici riscontrati a queste lunghezze d’onda sono 
tipicamente quelli dovuti all’aumento della temperatura[3]. Ciò è dovuto all’assorbimento di questa 
energia da parte degli atomi, i quali passano in uno stato di “eccitazione” che viene convertito in 
“vibrazioni” simili a quelle di una molla e provocano un aumento della temperatura; questa sorta di 
oscillazione è spiegabile mediante la meccanica quantistica. Infatti se si utilizzassero le equazioni 
della fisica classica, tali “vibrazioni” sarebbero proibite a livello teorico; in realtà la meccanica 
quantistica dimostra che, seppur con una bassa probabilità queste oscillazioni sono consentite. 
Inoltre un fenomeno curioso che si riscontra è la “combinazione di vibrazioni”: quando l’energia 
assorbita è tale da provocare diverse “vibrazioni” all’interno dell’atomo, esse si combinano tra loro. 
Questi movimenti oscillatori sono riscontrati maggiormente in sostanze con un elevata presenza di 
atomi di idrogeno quali appunto i materiali organici. Un altro effetto della radiazione infrarossa è 
l’invecchiamento precoce della pelle. In entrambe i casi questi inconvenienti sono stati riscontrati 
dopo diverse ore di esposizione, perciò possono essere trascurati in questa trattazione poiché 
l’esposizione massima ha una durata temporale minore del secondo. In questa tesi verrà discussa 
una particolare applicazione della radiazione infrarossa: la NIRS. La spettroscopia nel vicino 
infrarosso(dal nome inglese NIRS) è stata l’ultima tecnologia sviluppata nell’ambito della 
radiazione infrarossa, essendo stata scoperta solo trent’anni fa. Il motivo di tale scelta è prettamente 
la mancanza delle tecnologie disponibili per la sua attuazione quali LED emettitori in quel 
determinato range frequenziale ed i corrispondenti rilevatori di spettro. È importante ricordare che 
la banda spettrale infrarossa non è suscettibile ad interferenze quali l’autofluorescenza delle 
molecole o le impurità presenti invece nella regione del visibile o ultravioletto, per tale motivo la 
regione del vicino infrarosso possiede un’alta sensitività e un valore di SNR maggiore rispetto a 
quello delle bande frequenziali adiacenti[4]. Il primo scienziato a scoprire l’elevata capacità di 
penetrazione della banda nel vicino infrarosso attraverso le ossa di diversi centimetri è stato Jobsis 
nel 1977[30]. Egli fu il primo a notare che era possibile studiare in maniera non invasiva la 
corteccia cerebrale sfruttando la NIRS. In seguito, nel 1988, Cope[31] si mise a elaborare un nuovo 
algoritmo per il calcolo delle concentrazioni dei principali cromofori, vale a dire quei particolari 
elementi che, se sottoposti ad una particolare radiazione, sono in grado di riemettere parte di essa. 
Durante questi anni sono state scritte centinaia di articoli riguardanti la NIRS. Questo è legato alla 
crescente richiesta di strumenti che implementino funzioni paragonabili a quelle delle macchine 
come la PET(tomografia ad emissione di positroni) o l’fMRIsenza però dover arrecare un eccessivo 
disagio al paziente. La crescita esponenziale di trattati riguardanti l’argomento ha permesso la 
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nascita di vari simposi e conferenze con cadenza annuale come quelli organizzati dalla “Royal 
Society”.  
 
STATO DELL’ARTE DELLA STRUMENTAZIONE NIRS 
Il classico spettroscopio a infrarossi consiste in una macchina con al suo interno una lampada 
alogena che genera un fascio di luce il quale, penetrando attraverso un prisma, viene scomposto 
nelle sue diverse lunghezze d’onda. Mediante un filtro poi viene selezionata la lunghezza d’onda da 
studiare e la radiazione uscente viene mandata contro un campione bersaglio. All’uscita del 
bersaglio avremo un’onda attenuata a causa dell’assorbimento da parte del campione e verrà 
registrata dal detettore. In tal modo è possibile calcolare l’assorbimento di quel materiale(organico 
o inorganico) mediante la semplice legge di Lambert-Beer: 
	 = 
∆ →  =

∆   
 
Dove 	 è l’intensità del fascio finale, 
 è quella iniziale, ∆ è lo spessore del campione attraverso 
cui passa il fascio e  è il coefficiente di assorbimento, il tutto relativo alla lunghezza d’onda scelta.  
 
 
Fig. 1: Esempio di spettroscopio[4], al posto del prisma è presente un filtro.  
 
Lo scopo principale per cui è utilizzata la NIRS è il calcolo della saturazione dell’ossigeno nei 
tessuti. Questo parametro è calcolato basandosi sul valore di concentrazione di ossiemoglobina e 
deossiemoglobina, misurati valutando gli spettri di assorbimento di entrambi a due particolare 
lunghezze d’onda. La scelta di utilizzare queste due forme diverse dell’emoglobina è legata al fatto 
che queste, come altre proteine, hanno la speciale caratteristica di avere una diversa interazione con 
la luce visibile ed infrarossa. Tale constatazione è anche osservabile ad occhio nudo in quanto è 
facile distinguere il sangue ossigenato arterioso, tipicamente più chiaro, rispetto al sangue venoso 
più scuro. Da queste considerazioni dunque gli scienziati sono passati ad uno studio più specifico 
delle caratteristiche ottiche dell’emoglobina[28]. Tipicamente lo spettro dell’ossiemoglobina 
assume un picco di assorbimento a 880 nm, mentre quello della deossiemoglobina possiede un 
picco a 660 nm. Osservando la figura 2 è possibile avere una migliore comprensione 
dell’operazione. Partendo da questo concetto è dunque intuibile che valutare l’assorbimento a 
quelle lunghezze d’onda permette di avere una diretta correlazione con la concentrazione di ossi e 
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deossiemoglobina. In tal modo quando abbiamo le concentrazioni locali di entrambe le proteine è 
possibile calcolare la saturazione di ossigeno mediante la seguente formula[7]: 
 
 =  +  × 100% 
 
Dove  indica la percentuale del valore di saturazione dell’ossigeno locale,  indica la 
concentrazione di ossiemoglobina e  la concentrazione di deossiemoglobina. Un’ulteriore e 
più accurata versione di questa formula è spesso utilizzata nell’ossimetria cerebrale[7]: 
 
 = " − $ %&%& + %'( $
)*+
, ∙ )./ ∙ 01( × 100% 
 
Dove " è la saturazione dell’ossigeno nelle arterie, %& e %' sono rispettivamente il volume 
sanguigno venoso e arterioso, )*+ è il tasso metabolico cerebrale per l’ossigeno(cerebral 
metabolic rate for oxygen), , è la capacità di trasporto dell’ossigeno da parte dell’emoglobina, 
)./ è il flusso del sangue cerebrale (cerebral blood flow) e infine 01 è la concentrazione totale 
di emoglobina. In alcuni articoli[8] invece si utilizza direttamente il rapporto tra le concentrazioni 
delle due proteine (2): 
 
2 =  
 
Fig. 2: Spettro ossiemoglobina, deossiemoblobina e acqua[8] 
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Alcuni macchinari riescono anche a misurare il picco di assorbimento dell’acqua, fornendo ulteriori 
informazioni al quadro clinico del paziente. Un altro parametro che spesso viene monitorato è la 
citocromo-c-ossidasi; questo enzima è importante a livello fisiologico perché le sue variazioni 
permettono di avere una misura corretta del metabolismo cellulare specialmente nel caso di 
neuropatologie o interventi chirurgici a livello cardiaco. Negli ultimi anni però si è iniziato a 
studiarlo mediante l’utilizzo di lunghezze d’onda nel visibile[6][7]. Inizialmente la NIRS 
nell’ambito biomedico è nata per il monitoraggio continuo del grado di ossigenazione della 
corteccia cerebrale diventando uno degli strumenti più utilizzati grazie all’elevata risoluzione 
temporale di questa tecnica. L’applicazione di questo sistema col passare degli anni ha rivestito 
un’importanza sempre maggiore in quanto ha aggiunto un nuovo strumento in grado di valutare il 
grado di ossigenazione cerebrale anche in situazioni critiche come ad esempio le operazioni 
chirurgiche. Durante un intervento, è utile poter conoscere l’ossigenazione cerebrale[29]. Ciò è 
vantaggioso perché consente di controllare la presenza di situazioni anomale a livello circolatorio e, 
nel caso esse fossero verificate, andare subito ad agire senza dover poi ricoverare il paziente a 
causa di complicazioni post-operatorie. Tra queste una delle più frequenti è l’ictus, con tutti i 
successivi problemi, oppure altri danni permanenti al tessuto nervoso. Pertanto è risultato 
necessario l’aumento della presenza in sala operatoria di una NIRS che fornisca un ulteriore 
indicatore, non invasivo, dello stato di ossigenazione in sostituzione dei più classici parametri di 
valutazione come l’ossimetria della vena giugulare o altre tecniche invasive. In seguito la NIRS nel 
campo biomedico è stata migliorata per studiare lo stato di ossigenazione nei muscoli degli arti 
inferiori e superiori. La valutazione dell’ossigenazione a livello muscolare ha permesso agli 
studiosi di studiare al meglio il metabolismo muscolare sia di atleti che di normali pazienti. Lo 
studio dei muscoli, specialmente quelli scheletrici, ha consentito di valutare lo stato fisiologico per 
esempio in caso di danneggiamento del tessuto muscolare stesso, oppure in seguito ad un preciso 
esercizio fisico. L’ultimo campo di applicazione della NIRS in ordine di importanza è l’analisi del 
tessuto cardiaco. Lo scopo di questa attività consiste nel valutare i danni provocati da ischemie  nei 
vasi afferenti al cuore. Questo argomento verrà  trattato in maniera più dettagliata nel capitolo 
successivo.  
 
EVOLUZIONE DEI DISPOSITIVI NIRS 
I primi macchinari biomedicali erano basati su fibre ottiche che inviavano le radiazioni infrarosse e 
ricevevano quelle riemesse; successivamente il segnale andava ad un computer che elaborava i dati 
in arrivo. 
9 
 
 
Fig. 3: Esempio di spettroscopia NIRS cerebrale[32] 
 
I dispositivi NIRS con il passare degli anni sono stati perfezionati, ad esempio eliminando i cavi 
sfruttando la tecnologia wireless. Al posto della classica lampada alogena con filamento a 
tungsteno adesso sono utilizzati i LEDs, che vengono in questo caso chiamati IREDs(InfraRed 
Emitting Diodes). Questi strumenti, pur non avendo una banda di emissione pari a quella della 
lampada, sono meno costosi e più facili da utilizzare. Esistono tre tipi di detettori: i primi sono in 
silicio(Si) e coprono la banda dal visibile sino ai 1100 nm, spesso utilizzati per il loro basso costo 
essendo simili per struttura ai transistor e agli altri semiconduttori; i secondi sono in solfuro di 
piombo(PbS), coprono la banda dai 1100 nm sino ai 2500 nm e, pur essendo lenti, vengono scelti 
per la loro alta sensitività e il buon SNR; infine gli ultimi e più innovativi sono in Arseniuro di 
Gallio Indio (InGaAs) e sono divisi in due ulteriori categorie, standard che arriva sino a 1700 nm e 
a range “esteso” che arriva sino a 2300 nm, ma in entrambi i casi il costo è superiore ai precedenti. 
Al giorno d’oggi è possibile dividere la spettroscopia nel vicino infrarosso in tre grandi gruppi[6] 
ognuno dei quali possiede punti di forza e limiti. 
 
 
Fig. 4: Diverse modalità di NIRS[7] 
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Il primo gruppo è quello relativo alla spettroscopia ad onda continua (o “Continuous Wave”, CW). 
È la modalità più semplice perché si basa sull’invio dell’onda infrarossa in maniera continua per 
poi registrarne le variazioni in intensità. Per tale motivo permette di eseguire monitoraggi continui 
del campione in esame, supportando un campionamento dei dati sino ai 100 Hz. Inoltre la sua 
semplicità di costruzione ha fatto si che fosse facilmente miniaturizzabile e resa wireless, evitando 
così tutto l’ingombro relativo ai cavi specialmente in situazioni quali la sala operatoria dove è 
meglio introdurre il minor numero possibile di oggetti esterni. Un’evoluzione della spettroscopia ad 
onda continua è la cosiddetta spettroscopia SRS, acronimo di “Spatially Resolved Spectroscopy”. 
Questa modalità è basata sull’assunzione di un accoppiamento sorgente-rilevatore costante, 
indipendente dalla distanza tra i due. Per riuscire nell’intento occorre però definire l’intensità del 
segnale registrato come funzione della distanza e fare delle opportune correzioni, contrariamente al 
metodo ad onda continua dove invece non c’è accoppiamento costante e dunque c’è maggior 
sensitività alle modifiche dei tessuti superficiali nel tempo[6]. Una caratteristica di questa modalità 
di spettroscopia è la capacità di fornire dati assoluti sull’ossigenazione tissutale. In seguito è stata 
sviluppata la spettroscopia TD, ovvero “Time Domain Spectroscopy” (nota anche come “Time 
Resolved Spectroscopy”,TRS), la quale, contrariamente alle due precedenti, è basata sull’utilizzo di 
onde pulsate della durata di 100 ps. Studiando il tempo di volo (“Time of Fligh”), cioè il tempo 
impiegato dall’onda per concludere il percorso, mediante un’accurata analisi della zona di 
incidenza tra il tessuto e l’onda, è possibile costruire un istogramma con il numero dei fotoni 
sull’asse delle ordinate e i relativi tempi di volo sull’asse delle ascisse[6]. Da questo istogramma è 
possibile ricavare dati relativi alla dispersione del fascio di onde(“scattering”) mentre, grazie alle 
informazioni sull’assorbimento è possibile ricavare la concentrazione assoluta dei metaboliti 
incontrati. Ovviamente la strumentazione utilizzata per effettuare questo tipo di analisi è molto più 
complessa delle altre poiché richiede dei rilevatori di fotoni molto sensibili che permettono di 
penetrare più a fondo nei tessuti, ma, a causa del basso numero di fotoni, sono anche più sensibili al 
rumore; inoltre, a differenza della tecnica CW la sua massima frequenza di campionamento è 5 
Hz[9]. Rispetto alle precedenti apparecchiature non ha ancora una buona diffusione a livello 
commerciale dati i suoi alti costi. Una tecnica simile alla precedente è la spettroscopia nel dominio 
frequenziale, ovvero “Frequency Domain Spectroscopy”(nota anche come “Phase Modulation 
Spectroscopy”, PMS).Il concetto su cui si basa è la trasmissione di onde a diverse frequenze dai 50 
MHz sino a 1 GHz per poi misurare la fase con cui esse vengono riemesse verso il rilevatore. Da 
questa misurazione è possibile quindi rilevare il tempo di volo dell’onda emessa e ricavare 
informazioni riguardo lo scattering. Le informazioni sull’assorbimento sono ricavabili in maniera 
simile alla tecnica precedente. Purtroppo però non tutti gli strumenti hanno la possibilità di eseguire 
queste operazioni di scansione delle diverse frequenze e per ovviare a ciò si lavora con una sola 
frequenza ma sfruttando la tecnica SRS descritta precedentemente. In tal modo l’SNR risulta 
migliore seppure con una perdita di informazioni riguardanti l’assorbimento dei tessuti. La 
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disponibilità a livello commerciale e la facilità di trasporto sono bilanciate dall’inconveniente della 
presenza di fibre ottiche collegate all’apparecchiatura  e dai tubi fotomoltiplicatori che la rendono 
altamente sensibile alla luce esterna. L’ultima modalità presentata è la spettroscopia a correlazione 
diffusa, in inglese “Diffuse Correlation Spectroscopy” (nota anche come “Diffuse Wave 
Spectroscopy” DWS). Questa tecnica sfrutta un laser con una lente a lunga coerenza e mediante 
questo espediente viene generato un pattern di zone chiare e scure sulla superficie della pelle. 
Questo pattern crea interferenze distruttive o costruttive che cambiano nel tempo a causa dei 
movimenti del sangue. Lo studio dell’autocorrelazione di tali pattern permette di ricavare 
informazioni riguardo al flusso sanguigno, in maniera simile al funzionamento di un flussimetro 
Doppler[6]. Essendo questa una tecnica recente, il suo costo lo rende ancora inaccessibile al 
mercato. I sistemi di tipo tomografico quali la tomografia a coerenza ottica (OCT) non vengono 
approfonditi in questo capitolo. Dopo aver descritto le diverse metodiche è opportuno ricordare che 
l’acquisizione mediante spettroscopia varia a seconda del numero di canali utilizzati. I primi 
spettroscopi sperimentati utilizzavano un solo canale ad onda continua, quindi un emettitore ed un 
rilevatore, e fornivano i dati riguardo il distretto anatomico di interesse quale un organo o una parte 
di tessuto cutaneo. Altri possibili impieghi erano lo studio delle funzionalità cardiache o i 
cambiamenti di concentrazione di un certo cromoforo; in ogni caso queste misure erano relative e 
perciò ne limitavano l’utilizzo[6]. La comparsa dei metodi SRS o TRS hanno risolto questo 
problema. In generale la strumentazione ad un singolo o doppio canale è spesso utilizzata per la sua 
elevata portabilità e il suo basso costo. Questi modelli si differenziano molto a seconda 
dell’applicazione scelta, in quanto cambia la morfologia dell’organo da studiare: un esempio è 
l’esame  della corteccia neonatale la quale richiede una bassa sensitività essendo pressoché 
trasparente all’infrarosso, a differenza della corteccia cerebrale di un adulto. La vera innovazione in 
realtà è stato l’avvento di dispositivi multi-canale. Grazie a questi è possibile individuare la 
saturazione dell’ossigeno in maniera localizzata topologicamente contrariamente al modello a 
singolo canale il quale si basava sull’assunzione che il segnale misurato corrispondesse a quello 
dell’intero organo. Questi dispositivi forniscono delle vere e proprie immagini, dunque si può 
parlare di NIRI, vale a dire “Near Infrared Spectroscopy Imagers”.  
 
 Fig. 5: A sinistra NIRS multicanale[23], a destra NIRS a singolo canale[7]
 
LIMITAZIONI DELLA NIRS
I problemi che oggi si trovano ad aff
essenzialmente tre: la presenza di scattering che riduce sensibilmente l’SNR(rapporto segnale
rumore) del segnale misurato e quindi richiede maggiori studi sulla focalizzazione, poiché, a 
differenza del singolo canale dove le sonde erano posizionate molto vicine alla pelle,  ora questi 
strumenti sono spesso posizionati ad una distanza tale da focalizzare l’intero fascio; lo studio di 
nuovi algoritmi software che permettano una corretta analisi dei dati fornit
costi di sviluppo di questa metodologia che la rendono ancora poco appetibile per l’uso clinico. I 
primi strumenti con queste caratteristiche erano tipicamente ad onda continua con una profondità di 
penetrazione di circa 1.5 cm e
stanno sviluppando nuove versioni di questa metodica con i metodi TDS e FDS[6]. La 
spettroscopia nel vicino infrarosso, nonostante possieda tante qualità tra cui quelle elencate 
precedentemente, soffre ancora oggi di diversi inconvenienti strutturali. Il primo tra questi è la 
presenza di tessuto adiposo a livello sub
Thickness (ATT). Il problema riscontrato è la sua elevata influenza ne
attraverso la pelle. Per questo motivo non è possibile fare esami NIRS su persone con tendenza 
all’obesità. Col passare del tempo sono stati sviluppati algoritmi per la correzione dell’ATT e sono 
stati installati persino in alcu
ancora presenti. Ciò limita ancora molto l’utilizzo clinico della NIRS. Una possibile soluzione a 
questo problema è individuare, dove possibile, le zone in cui l’ATT è ridotto e posizionare i
punto la sonda; un’altra soluzione proposta è ridurre la distanza tra sorgente e rilevatore nella zona 
di interesse[7]. Il secondo grande inconveniente è la presenza della mioglobina. Questa proteina ha 
le proprietà ottiche caratteristiche simili a 
Questa affinità può provocare un errore nel calcolo della concentrazione dell’ossi e 
deossiemoglobina. Per valutare l’incidenza della mioglobina sono stati fatti diversi studi, 
specialmente riguardanti il tessuto muscolare, sia con la risonanza magnetica nucleare che su 
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rontare gli sviluppatori di queste macchine sono 
i da ogni canale; gli alti 
 una risoluzione spaziale di 1 cm. Ultimamente le aziende del settore 
-epidermico, la denominazione esatta è Adipose Tissue 
lla propagazione della luce 
ne macchine commerciali, ma nella maggior parte di esse non sono 
quelle dell’emoglobina nella banda del vicino infrarosso. 
 
-
n quel 
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muscoli privi di emoglobina. In entrambe i casi il risultato ha evidenziato che la presenza di 
mioglobina influenza di circa 20% il segnale dell’emoglobina[9]. Un altro inconveniente 
riscontrato è lo scattering del segnale dovuto all’eterogeneità dei tessuti, ma l’utilizzo di 
strumentazione mediante TDS o FDS consente di studiare questo fenomeno e quindi di sviluppare 
metodiche atte a correggerlo. Comunque in prima analisi è stato ritenuto trascurabile l’effetto di 
questo disturbo su macchine CW. L’ultimo problema riscontrato ,ma sul quale è ancora aperto un 
dibattito, è l’effetto del flusso sanguigno nella pelle, studiato anche con l’utilizzo di flussimetria 
Doppler. Non essendoci però ancora risultati precisi questo argomento non è stato maggiormente 
approfondito. Pur essendo ormai trascorsi trent’anni dai primi prototipi NIRS, non è ancora 
possibile parlare di una standardizzazione dei dispositivi a singolo o doppio canale. Per tale motivo 
non è stato neppure uniformato il range frequenziale in cui operare e in base al quale effettuare un 
confronto[9]. Anche per gli strumenti multi-canale la situazione non cambia, infatti non sono 
ancora stati definiti dei parametri da estrarre dalle immagini che siano uguali per ogni 
piattaforma[8]. Tra i vari motivi addotti i più importanti sono: la mancanza di modelli adeguati per 
lo studio delle interazioni tra l’infrarosso ed i tessuti superficiali; la differenza tra la spettroscopia a 
singolo canale e quella multipla; la varietà di applicazioni mediche in cui lavora la NIRS; ma il più 
importante tra di essi è la mancanza di studi clinici su un grande numero di pazienti tale da poter 
definire in maniera corretta i parametri da studiare. Questo potrebbe essere risolto coinvolgendo 
maggiormente il personale clinico[7].  
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Capitolo 2: Utilizzo della NIRS per lo studio della funzionalità cardiaca 
 
INTRODUZIONE 
In questa tesi, come è stato scritto in precedenza, verrà trattata l’applicazione della NIRS per 
l’apparato cardiocircolatorio. La maggior parte dei casi di mortalità del mondo industrializzato è 
legata a malattie o traumi cardiovascolari. Ridurre l’incidenza di questo fenomeno significa 
allungare ulteriormente le prospettive di vita di milioni di persone. Sicuramente uno stile di vita 
sano riduce la probabilità di avere questi inconvenienti, ma al giorno d’oggi non basta a contrastarli 
efficacemente. Una soluzione possibile e che spesso viene eseguita su un grande numero di pazienti 
è l’installazione di un bypass cardiaco. Questa operazione consiste nel prelevare un segmento di 
vena da un’altra parte del corpo per innestarlo tra l’aorta e una arteria coronaria in modo da evitare 
un tratto in cui si era formata una occlusione[10]. È importante ricordare che questa tipologia di 
intervento richiede l’utilizzo di un bypass cardio-polmonare, essendo il paziente in anestesia totale 
e quindi impossibilitato di mantenere il corretto funzionamento degli organi vitali. Recenti scoperte 
nel campo della chirurgia minimamente invasiva sono volte a ridurre l’impatto fisico e psicologico 
per il paziente ma, essendo ancora materia di ricerca, non vengono trattate in questa tesi. Per poter 
valutare in maniera accurata se l’intervento chirurgico fosse andato a buon fine sono state utilizzate 
diverse modalità di diagnostica post-operatoria. Tra le più note è possibile ricordare l’angiografia, 
risonanza magnetica, flussimetria Doppler e altre modalità più o meno invasive; naturalmente 
ognuna di esse fornirà diversi parametri utili alla valutazione dell’efficacia chirurgica[11]. In 
questo contesto si inserisce anche la spettroscopia nel vicino infrarosso grazie alla facoltà di fornire 
dati sullo stato dell’intervento anche durante l’esecuzione dell’intervento stesso. Affinché dunque 
questo scenario diventi realtà occorre però prima effettuare diversi studi e sperimentazioni che 
siano in grado di convalidare l’utilizzo di questa tecnologia nel quotidiano ambiente chirurgico.  
 
STATO DELL’ARTE DELLA NIRS CARDIACA 
In Canada, precisamente al National Research Council Institute for Biodiagnostics di Winnipeg, da 
anni stanno effettuando diverse ricerche atte a raggiungere questo risultato. Non potendo studiare 
direttamente l’organo cardiaco di un essere umano per problemi di natura etica, è stato deciso di 
utilizzare quello dell’animale con caratteristiche fisiche più simili, il maiale. Questi animali sono 
“mini pig”, razza utilizzata per lo più per la ricerca scientifica, il cui peso è attorno ai 20-25 kg. Le 
prime ricerche non erano effettuate in vivo, perciò dagli animali veniva estratto il cuore per poi 
studiarlo separatamente. Vengono dunque ora descritte brevemente alcune esperienze di 
laboratorio. Nel primo articolo[8] è descritto un esperimento di NIRS su cuori di maiale isolati. In 
esso è presente un’accurata descrizione della preparazione e dell’asportazione degli organi. Su ogni 
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organo cardiaco viene eseguito un dettagliato protocollo di cui viene riportato solamente un grafico 
in modo da rendere chiara l’esecuzione di ogni passaggio 
 
Fig. 6: Descrizione protocollo (LAD=arteria sinistra discendente)[8]. 
 
Le immagini ricavate in seguito sono in tre dimensioni: mentre nelle prime due c’è la posizione 
spaziale, nella terza c’è la lunghezza d’onda. In tal modo è possibile, prendendo un singolo pixel, 
valutare il suo spettro vedendone il cambiamento al variare della lunghezza d’onda. Il tempo 
impiegato per acquisire un’immagine è di 80 ms. 
 
Fig. 7: Serie di immagini[8] 
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Il parametro di interesse in questa ricerca è stato il rapporto tra la concentrazione di deossi ed 
ossiemoglobina ricavato mediante specifiche equazioni. Dalle seguenti immagini è possibile 
osservare l’andamento medio di questo rapporto al variare del flusso all’interno dell’organo 
cardiaco. 
 
 
Fig. 8: Esempio di mappe del rapporto tra le due forme di emoglobina[8] 
 
 
Fig. 9: Esempio di andamento dello stesso rapporto al variare delle condizioni[8] 
 
Da queste immagini è possibile vedere come la strumentazione utilizzata è stata capace di seguire i 
cambiamenti all’interno del cuore fornendo anche dati utilizzabili durante un operazione chirurgica, 
tenendo in conto ovviamente le limitazioni tecniche dovute all’innovazione della tecnologia. È 
importante ricordare che le immagini sono state prese in corrispondenza della solita fase del ciclo 
cardiaco grazie ad un opportuno trigger sincronizzato con l’ECG(elettrocardiogramma). In un 
lavoro successivo[14] sempre di questo gruppo di ricerca è stato migliorato l’algoritmo utilizzato 
per valutare le varie componenti da analizzare. Partendo sempre dalla stessa disposizione 
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dell’apparecchiatura, è stato studiato l’organo cardiaco e, in seguito, tale organo è stato sezionato in 
varie fette per poter avere anche immagini delle strutture interne. Le fette sono state tagliate con 
uno spessore di 10 mm. In questa occasione il trigger usato, diversamente dal precedente, è 
calcolato seguendo la derivata prima della curva di pressione del ventricolo sinistro. 
Successivamente alle prove su cuori isolati, si è passati allo studio in vivo ovvero su cuori di maiali 
ancora vivi e non estratti. In questo caso è importante pertanto anche il mantenimento dello stato 
fisico dell’animale per non rischiare di perderlo durante lo studio a torace aperto. Anche in questo 
tipo di studio viene descritto il lavoro[11] dell’equipe canadese in quanto essi sono all’avanguardia 
in questo campo. Poiché gli animali sono stati divisi in tre gruppi è stato possibile studiare tre 
diversi gradi di ischemia: per il primo gruppo completa occlusione, per il secondo gruppo solo 
occlusione parziale del 50% e per l’ultimo occlusione del 20%. L’aggiunta dello studio della 
cinetica del tracciante ICG(indo cianina verde) ha permesso di fare una comparazione tra il flusso 
di questo e il grado di saturazione dell’ossigeno nel sangue. A dimostrazione dell’analisi dei dati 
sono stati eseguiti diversi test statistici per le varie ROI(Region Of Interest) in condizioni di 
occlusione e di normalità per valutare se esistesse una differenza statisticamente significativa. Un 
altro studio[16], sempre di questo gruppo, riguardante la NIRS a cuore in vivo è stato riportato per 
avere un ulteriore prova dell’efficacia di questo tipo di strumentazione. Come già era stato fatto per 
i cuori isolati, anche in questo caso sono stati presi campioni di sangue per testare se il grado di 
saturazione presente in essi fosse simile a quello misurato dalla macchina e la risposta è stata 
positiva.    
 
STRUMENTAZIONE UTILIZZATA 
Per inviare il fascio luminoso sono state utilizzate tre lampade alogene posizionate a un angolo di 
24° in modo da illuminare l’organo in maniera uniforme. La radiazione infrarossa riflessa dai 
tessuti viene fatta passare attraverso un filtro a cristalli liquidi sviluppato dai ricercatori dello stesso 
istituto. Questo filtro possiede una banda passante di 7 nm e permette di selezionare le lunghezze 
d’onda che scorrono dai 650 ai 1050 nm, in modo da coprire una buona parte dello spettro NIR. 
Dopo il filtraggio del segnale le onde raggiungono infine la camera con sensore CCD(charge 
coupled device). Questo è suddiviso in 512 x 512 pixel ognuno dei quali connesso ad un 
convertitore analogico-digitale a 16 bit. Effettuando un “binning” 2 x 2 dei pixel ha permesso ai 
ricercatori di passare da 512 x 512 a 256 x 256 pixel. L’operazione di “binning” consiste nel 
sommare il contenuto dei pixel della camera CCD a gruppi di 4 alla volta in modo da aumentare 
notevolmente la quantità di segnale registrato; d’altro canto però la risoluzione spaziale viene in tal 
modo dimezzata[12]. Durante ogni fase del protocollo le lampade alogene e la camera non sono 
mai state spostate e vengono acquisite diverse immagini. La risoluzione spaziale calcolata in queste 
mappe è di 0.4 mm/pixel per il cuore intero e di 0.2 mm/pixel per le singole fette. In un 
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esperimento[18] c’è stata una migliore risoluzione di 0.244 ± 0.022 mm/pixel. Questo valore può 
essere ridotto nel caso di defocalizzazione della lente dovuta allo spostamento del cuore rispetto ad 
essa.  
 
ALGORITMI PER L’ELABORAZIONE DEI DATI 
I dati ricavati sono stati elaborati dal team canadese tramite il software Matlab[13]. Nei vari studi le 
variabili su cui è stato concentrata l’analisi sono state: la concentrazione di ossi e 
deossiemoglobina, e il percorso ottico. Queste incognite sono state calcolate con un algoritmo di 
fitting ai minimi quadrati lungo tutto lo spettro che implementasse la seguente equazione: 
 
5 = 6)789:;<= × >789:;<? + 6)9:;<= × >9:;<? + .<'@8ABC8 × 011 
 
Dove 5 rappresenta l’intensità del pixel i-esimo, )789:;< e )9:;< la concentrazione 
rispettivamente dell’ossiemoglobina e della deossiemoglobina, = il percorso ottico(ritenuto 
costante), > l’assorbanza e .<'@8ABC8 il segnale a livello del riferimento. Questa equazione è valutata 
per ogni pixel in modo da fornire poi una mappa completa dei 3 valori. Nei lavori successivi questo 
algoritmo è stato modificato e migliorato. Il processo di formazione delle immagini parte dal 
calcolo per ogni pixel e per ogni valore della lunghezza d’onda dello spettro della densità pseudo-
ottica (acronimo inglese POD): 
 
D:EF = − logJ

:EF

:EF 
 
Con D:EF che corrisponde al POD per il pixel (x,y) e la lunghezza d’onda , :EF indica 
l’intensità del segnale, 
:EF indica l’intensità del riferimento. È importante ricordare che, prima 
di elaborare lo spettro della densità pseudo-ottica, esso è stato prima filtrato con un filtro di 
Savitzky-Golay per una funzione lineare a cinque punti. Questo approccio permette di avere una 
curva con minor influenza del rumore. In seguito a questa operazione è stato operato un “fitting” 
dei dati basato sull’utilizzo dell’equazione di Lambert-Beer modificata. Per poter dimostrare che lo 
spettro misurato e quello “fittato” sono simili, è stato fatto un test del K: 
 
K = L 0MB − NB1

OB
C
BPJ
 
 
Dove n corrisponde al numero di lunghezze d’onda; MB corrisponde allo spettro misurato; NB 
corrisponde allo spettro filtrato; OB corrisponde alla varianza dello spettro misurato. Dopo aver 
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eseguito questi calcoli, è possibile esprimere la densità pseudo-ottica, basandosi sulla teoria della 
spettroscopia a riflessione diffusa[15][31], anche in questa nuova forma: 
 
D:EF = − logJ

:EF

:EF = >)=. + Q 
 
Questa uguaglianza si basa sulla sopracitata legge di Lambert-Beer modificata, la quale può essere 
utilizzata per calcolare le concentrazioni dei cromofori in un oggetto con un alto grado di 
scattering. > rappresenta il coefficiente di assorbimento del cromoforo i-esimo, ) è la sua 
concentrazione, = è la distanza tra sorgente e rilevatore, . è un parametro che tiene conto dello 
scattering del tessuto e Q è un fattore legato alla geometria del tessuto. Partendo da questo assunto 
possiamo dunque riscrivere l’equazione precedente in funzione delle concentrazioni 
dell’ossiemoglobina e della deossiemoglobina: 
 
D:EF = 0*1:>R<ST=: + 0UV*1:>789R<ST=: + WEF=: + X:EF + "
 
 
Dove 0*1: e 0UV*1: sono rispettivamente le concentrazioni di ossi e deossimioglobina 
(l’emoglobina non è considerata nel caso di cuore isolato in quanto non scorre sangue ma una 
soluzione, mentre in caso di cuore non isolato si considera sia mioglobina che emoglobina), >R<ST 
e >789R<ST sono i coefficienti di estinzione delle due proteine, =: è il percorso ottico mediato che 
riflette l’andamento della luce dal tessuto verso il sensore CCD del singolo pixel,  WEF è 
l’assorbimento dell’acqua per unità di percorso ottico, X:EF è un coefficiente che dipende 
linearmente dalla lunghezza d’onda, "
 è un offset legato al riferimento. In seguito è stata valutata 
la derivata prima del POD rispetto alla lunghezza d’onda: 
 
D:′ EF = 0*1:
U>R<ST
U =: + 0UV*1:
U>789R<ST
U =: +
UW
U =: − Y: 
 
Il termine Y: è derivato dalla differenziazione di X:EF che è stato approssimato come −Y: in 
quanto lineare con la lunghezza d’onda. Poiché i coefficienti di estinzione della mioglobina, della 
deossimioglobina e dell’acqua sono noti, si può dunque vedere questa equazione come un sistema 
lineare a quattro incognite: 0*1: × =:, 0UV*1: × =:, =: e Y:. Questo sistema può 
essere impostato come una matrice M di n righe con n equivalente al numero di lunghezze d’onda 
studiate, e quattro colonne relative ai tre parametri noti 7Z[\]T7^ , 
7Z_`a[\]T
7^ , 
7b
7^  più una quarta di n 
uni (chiamata E). In maniera formale si può scrivere: 
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* = c7Z[\]T7^ ;  
7Z_`a[\]T
7^ ;  
7b
7^ ; e  Ξ = fgJ:;  g:;  gh:; gi:j   con gJ: =  0*1: × =: ,  
 
g: =  0UV*1: × =: ,  gh: =  =: ,  gi: =  Y:.  
 
Ponendo infine il vettore della pseudo densità ottica al variare della lunghezza d’onda k: di 
lunghezza n si arriva al sistema finale: 
k: =  * ×  Ξ  
 
Da esso è possibile ricavare, per ogni pixel, il valore delle concentrazioni di mioglobina in 
entrambe le forme, del percorso ottico e del parametro Y: semplicemente dividendo tra loro i 
quattro parametri. Il sistema lineare è stato determinato con il software Matlab sfruttando la sua 
capacità di eseguire in tempi ridotti operazioni complesse come la risoluzione ai minimi quadrati di 
un sistema lineare. L’unico vincolo posto al calcolo è quello di avere tutte e quattro le componenti 
positive. Dopo queste operazioni si può quindi calcolare la saturazione dell’ossigeno per ogni pixel 
come: 
 
DM = 0*1:0*1: + 0UV*1: 
 
E da questo è possibile poi valutare le mappe di ossigenazione. Occorre ricordare che la matrice M 
rimane la stessa per ogni pixel. È stato notato come in tutte le immagini salvate siano sempre 
presenti in certe zone delle macchie in cui l’ossigenazione sembra variare drasticamente dalle zone 
vicine. Questo fenomeno è dovuto al riflesso speculare della luce, che genera macchie di apparente 
assenza di saturazione dell’ossigeno. Ovviamente tali superfici non sono state considerate utili ai 
fini della scelta di possibili ROI. L’uso delle ROI serve per avere una diretta comprensione della 
curva di variazione dello spettro di densità pseudo ottica (mediato sulla ROI stessa) al variare della 
lunghezza d’onda. La corretta determinazione del contenuto di emoglobina all’interno dell’organo 
non è semplice a causa dei molteplici fattori che ne limitano l’accuratezza. Uno di essi è la 
presenza di acqua all’interno dell’organismo; essa provoca errori nel calcolo della concentrazione 
di emoglobina, non essendo nota a priori la quantità di acqua all’interno dell’animale. In questi 
articoli è stato ipotizzata nota ma non è la miglior soluzione possibile. Una possibile soluzione è la 
comparazione tra diverse ROI in modo da minimizzare il contributo idrico. Un’altra possibile 
soluzione è l’utilizzo di una spettroscopia FD con un cavo a fibra ottica per determinare in maniera 
assoluta la concentrazione di acqua nell’organo. Un altro parametro che va considerato in questa 
trattazione è il percorso ottico, il quale fornisce informazioni sulla distanza di propagazione della 
radiazione NIR: esso è fortemente dipendente dallo scattering della luce nel tessuto la quale a sua 
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volta dipende dalla geometria stessa del tessuto. La complessità di un organo come quello cardiaco 
può provocare valutazioni errate del percorso ottico. Per ridurre questo problema è stato proposto 
l’utilizzo del DPF (differential pathlenght factor), il quale normalizza il percorso ottico rispetto alla 
distanza con il rivelatore. Purtroppo questa soluzione non è applicabile in questo tipo di studi 
essendoci diversi rivelatori per catturare il riflesso diffuso della luce. Altri metodi proposti puntano 
sull’utilizzo di tecnologie nel dominio temporale, con la misura del tempo di volo, ma esse non 
sono state utilizzate in questi studi. Occorre sempre ricordare che il percorso ottico è stato 
considerato indipendente dalla lunghezza d’onda; tale approssimazione è considerata accettabile 
poiché i calcoli sono eseguiti su una banda frequenziale relativamente ristretta, per cui si può 
parlare di percorso ottico medio.  
 
 
Fig. 10: Immagine del cuore e relative mappe di concentrazione di ossiemoglobina 
e deossiemoglobina ed esempio di ROI. 
 
 
STRUMENTAZIONE NIRS USATA NELLA TESI 
Dopo questa descrizione dello stato dell’arte si passa alla trattazione della strumentazione utilizzata 
negli esperimenti presso il CNR. La macchina si chiama KC103[17] dell’azienda canadese “Kent 
Imaging Inc.” di Calgary (Alberta); essa è formata da un carrello con quattro ruote sul quale è 
poggiata un’asta alla cui sommità è posizionato lo schermo. Mediante lo schermo touchscreen, con 
il processore incorporato, è possibile pilotare tutta l’apparecchiatura. Il programma per controllare 
il sistema mediante lo schermo è stato sviluppato in LabVIEW. Collegato allo schermo e all’asta 
c’è un braccio mobile che può essere piegato in modo da posizionare al meglio la camera. Tale 
camera si trova all’estremità del braccio a cui è collegata.  
 
 Tutto lo strumento pesa 48.9 kg di cui 3.0 la camera e 7.6 lo schermo. Il consumo in potenza della 
macchina è di 150 Watt, può funzionare con una tensione dai 90 ai 240 V e lavora in corrente 
alternata a 50 o 60 Hz. Il nucleo di tutta la strumentazione è n
da una matrice di 470 LED[18] che emettono a quattro diverse lunghezze d’onda: 48 LED a 670 
nm, 30 a 730 nm, 120 a 890 nm, 272 a 940 nm. Ogni LED è grande 5 mm di diametro ed è 
distribuito in maniera casuale insieme ag
centri sono distanti tra loro 7 mm. L’area occupata da questi è di circa 200 
pilotaggio dei vari LED sono 18 mA per quelli a 670 nm
differenza della strumentazione precedente, in questo caso non si copre più una intera banda 
frequenziale e dunque l’utilizzo di un filtro esterno a cristalli liquidi non è più richiesto. Al centro 
della matrice è presente la camera vera e propria: essa fornisce immagini in formato DICOM di 
dimensione 750 x 480 pixel con profondità per ogni pixel di 16 bit. 
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Fig. 11: Immagine della macchina fornita dalla Kent 
 
aturalmente la camera. Essa è formata 
li altri. I vari LED sono inseriti all’interno di esagoni i cui 
, mentre per gli altri sono 36 mA. A 
 
cm. Le correnti di 
 Il funzionamento di questa apparecchiatura è legato all’accensi
alla relativa apertura della lente della camera per poter acquisire i raggi riflessi. Ognuna delle 
quattro tipologie di LED viene accesa per 54 ms, in seguito, dopo lo spegnimento si ha la cattura di 
una immagine a quella precisa lunghezza d’onda; il procedimento è ripetuto per le altre tre 
lunghezze. In ogni caso viene sempre acquisita un’immagine di riferimento con i LED spenti e una 
mentre che essi sono accesi. Ai lati della matrice di LED sono presenti sei laser che gui
l’operatore al posizionamento corretto della macchina e ad una precisa focalizzazione. Viene ora 
mostrato un diagramma di flusso per spiegare il processo di acquisizione di una serie di immagini. 
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Fig. 12: Mappa della distribuzione del LED[18] 
 
one e allo spegnimento del LED ed 
Fig. 13: Ciclo di funzionamento della macchina[17] 
 
dano 
 
 
 Il primo passo da seguire dopo l’accensione del sistema è la scelta del soggetti su cui fare le 
immagini. Si può proseguire con un paziente che in precedenza aveva usufruito della macchina, 
oppure si può iniziare con un nuovo paziente; in tal caso occorre f
che queste vengano poi aggiunte all’Header associato al file DICOM(digital imaging and 
communication in medicine) generato dalla macchina. In seguito occorre calibrare la camera. 
Questo processo è una parte importante perch
alcuna immagine. Per questo passaggio si deve prendere un foglio bianco come riferimento e 
posizionare la camera sopra di esso. La presenza dei sei LED di cui quattro laterali e due centrali, 
aiuta nel corretto posizionamento della camera. I quattro LED laterali indicano il Field Of 
View(FOV) dell’immagine mentre quelli centrali indicano la distanza corretta dove posizionare 
l’immagine in maniera che la camera sia correttamente focalizzata. 
Dopo questa fase il sistema chiede all’utente se accettare o no la calibrazione effettuata; nel caso in 
cui egli rifiutasse, la procedura precedente sarebbe ripetuta, altrimenti si passa all’acquisizione 
delle immagini. La calibrazione ha una durata limitata spesso dipendente da quanto il soggetto 
inquadrato si muove, perciò, dopo un certo intervallo di tempo segnalato da una apposita barra di 
caricamento, occorrerà ricalibrare il sistema. Dopo varie prove è stato notato che,
dello studio la calibrazione ha una durata piuttosto limitata, con il passare del tempo essa tende a 
durare maggiormente consentendo studi più lunghi senza per questo dover spostare la macchina. 
Una volta posizionata correttamente la tes
la zona da studiare, si preme il pulsante sullo schermo e la macchina provvede ad eseguire in 0.4 
ms un’immagine di saturazione dell’ossigeno. Tale immagine è visualizzabile in scala di grigio o 
con una mappa a falsi colori dove il rosso acceso indica alta saturazione mentre il blu scuro indica 
bassa saturazione dell’ossigeno. È possibile anche scegliere di visualizzare, in scale di grigio, le 
immagini relative alle quattro lunghezze d’onda dei LED. Suc
possibile salvare l’immagine associando ad essa un nome oppure mediante il comando di 
salvataggio veloce. Il salvataggio è settato di default per creare immagini DICOM, ma può anche 
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ornire le sue generalità in modo 
é in mancanza di calibrazione non è possibile fare 
 
 
Fig. 14: Schema di puntamento dei Laser[17] 
 
ta della macchina in modo che il FOV copra interamente 
cessivamente all’acquisizione, è 
 mentre all’inizio 
 essere modificato per avere immagini in f
un’informazione istantanea riguardo la percentuale di saturazione dell’ossigeno, basta solamente 
premere in un punto dell’immagine e la macchina fornisce un valore mediato su una piccola ROI 
attorno alla zona di pressione. Nel caso in cui l’utente volesse salvare i dati su un supporto 
USB(universal serial bus), è possibile connettere il device esterno alla relativa porta USB e 
mediante il comando “Export” si può selezionare la cartella su cui salvare t
al paziente scelto.  
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ormato JPG(joint photographic experts group). Per avere 
utto il contenuto relativo 
Fig. 15: Schermo dello strumento[17] 
 
26 
 
 
Fig. 16: Esempio di immagine di saturazione dell’ossigeno[17] 
 
Tra i pregi di questo macchinario si può sicuramente annoverare la semplicità. Grazie 
all’interfaccia grafica l’utente può facilmente realizzare diverse immagini del distretto corporeo di 
interesse. Oltre a questa caratteristica si può anche aggiungere l’elevata flessibilità poiché, grazie al 
braccio piegabile e alla testa mobile, si può posizionare la macchina in maniera ottimale per la 
qualità delle immagini. Quest’ultima è dovuta anche ad una elevata risoluzione spaziale che 
consente all’operatore di individuare in maniera molto dettagliata le zone con una carenza di 
ossigenazione. Naturalmente è possibile elaborare i dati acquisiti sia nel caso della mappa di 
saturazione che per le quattro immagini ognuna per la relativa lunghezza d’onda.  Occorre infine 
descrivere quali sono i problemi maggiormente riscontrati nell’utilizzo di questa apparecchiatura. Il 
più importante riguarda una errata calibrazione; infatti un errore nella calibrazione fa si che le zone 
di disomogeneità presenti nella immagine di calibrazione creino artefatti nelle immagini 
successive. Un altro problema molto comune è il movimento del soggetto sotto esame che provoca 
la perdita dei piccoli dettagli e riduce l’accuratezza di calcolo della saturazione dell’emoglobina. 
Un ulteriore limite nella formazione di immagini è dovuto alla presenza di zone di curvatura, le 
quali, non essendo naturalmente parallele alla camera di acquisizione, risultano come zone 
eccessivamente deossigenate. Per ovviare a questo problema si può pensare a spostare la macchina 
per cercare di trovare una superficie maggiormente piatta. Infine l’ultimo problema è la presenza di 
liquido sulla superficie da studiare. Tale liquido causa una sorta di riflessione speculare della luce, 
portando ad errate considerazioni riguardo l’ossigenazione. Per risolvere questi problemi si 
dovrebbe asciugare la ROI oppure, in caso di impossibilità nell’eseguire questa operazione, si può 
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cercare di orientare la camera in modo da ridurre questa eccessiva riflessione. Una possibile 
modifica di questa macchina è l’aggiunta di un algoritmo per il calcolo delle concentrazioni di 
ossiemoglobina, deossiemoglobina e acqua all’interno dello strumento stesso senza dover 
rielaborare le immagini successivamente, in modo che il medico possa esportare e studiare 
direttamente le immagini sul proprio computer. Un altro miglioramento necessario riguarda la 
calibrazione, la quale dovrebbe essere mantenuta più stabile per consentire sperimentazioni più 
lunghe ed avere immagini sempre nella stessa posizione. Un’ulteriore aggiunta potrebbe essere la 
possibilità di alzare il braccio dello strumento nel caso in cui si dovesse effettuare immagini su 
oggetti posti ad una distanza tale che la camera non possa essere focalizzata completamente.  
 
SICUREZZA DELLA MACCHINA 
La macchina utilizzata in questa tesi possiede tutti i requisiti per la commercializzazione in quanto 
è stata approvato il suo utilizzo dalla U.S. Food and Drug Administration(nota anche come FDA), 
l’ente americano di controllo sulla sicurezza di tutti i dispositivi medici. Occorre ricordare che la 
macchina, lavorando con la radiazione infrarossa, non possiede una energia tale da rompere i 
legami molecolari; di conseguenza non c’è rischio di insorgenza di tumori sia per il paziente che 
per il personale medico. Inoltre dalla scheda tecnica della macchina c’è la garanzia che non vi è 
alcuna emissione di radiazione ultravioletta, la quale, essendo a maggiore energia, avrebbe potuto 
provocare danni, seppur lievi, all’epidermide. Seguendo le linee guida dell’ICNIRP, la 
commissione internazionale per la protezione da radiazioni non-ionizzanti, è possibile conoscere i 
valori di sicurezza affinché un dispositivo elettromedicale possa essere considerato sicuro sia per il 
paziente che per il personale addetto. Nella camera Kent le uniche due sorgenti di radiazioni sono 
la matrice di LED e i laser di posizione. Per poter garantire le condizioni di sicurezza per la matrice 
di LED è necessario che questa non provochi danni a livello epidermico e a livello oculare. Nel 
primo caso occorre valutare la peggiore situazione di irradiazione da parte dei LED. Tale situazione 
si verifica quando sono attivi i LED alla lunghezza d’onda di 940nm per una durata di 10 secondi. 
La potenza da essi irradiata per unità di area sarebbe di circa 0.010 W cm⁄ , ben 35 volte inferiore 
al limite dell’ICNIRP di 0.356 W cm⁄ ; nel caso in cui tutte e quattro le diverse lunghezze d’onda 
venissero emesse, la potenza irradiata totale sarebbe comunque inferiore di oltre 20 volte il limite 
di sicurezza. Per quanto riguarda la sicurezza a livello oculare si deve ulteriormente dividere in due 
il problema: uno riguardante i danni alla retina e l’altro riguardante i danni alla lente ed alla cornea. 
Nel caso della retina la situazione peggiore che si può verificare è quando l’occhio si trova ad una 
distanza di circa 150 mm dai LED; ipotizzando un’esposizione di 10 secondi, per ogni singolo LED 
la quantità di potenza irradiata è oltre 300 volte minore rispetto al valore limite; se si considera 
invece l’array completo di LED la potenza è ancora più ridotta sino a ben 1000 volte rispetto a tale 
valore. Per il caso della lente e della cornea, ipotizzando sempre una distanza di 150 mm e tutti i 
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LED accesi, la potenza irradiata per ogni occhio è sempre al di sotto del valore di rischio di ben 25 
volte. I laser, a livello epidermico, non costituiscono un fattore di rischio poiché la potenza da essi 
irradiata è molto bassa, oltre 140 volte inferiore ai limiti dell’ICNIRP. A livello oculare può 
accadere che i due diodi laser centrali per la focalizzazione possano arrecare fastidio all’occhio del 
paziente o del medico. Essendo elevato l’angolo di curvatura dei due laser centrali, essi possono 
essere dunque considerati come due sorgenti puntiformi la cui potenza non è additiva. Ad ogni 
modo i sei laser sono classificati come dispositivi di classe II, in base alla direttiva europea IEC 
60825-1, e pertanto essi non superano i limiti di potenza emessa. L’unica occasione di superamento 
di questi limiti potrebbe avvenire solamente nel caso in cui due dei quattro laser laterali 
convergessero a circa 2 metri di distanza, ma si tratta di un evento molto improbabile. Come 
ulteriore precauzione si può dunque cercare di proteggere gli occhi del paziente dai laser con 
opportune schermature e cercare di evitare, quando possibile, l’esposizione degli occhi stessi verso 
le persone. Infine sul manuale di utilizzo è sconsigliato usare lo strumento in stanze con anestetici 
infiammabili misti ad ossigeno o azoto e di non aprire i compartimenti della macchina quando essa 
è accesa per evitare uno shock elettrico.   
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Capitolo 3: Sviluppo in LabVIEW del programma di sincronizzazione 
 
IL LINGUAGGIO G 
In questo capitolo viene descritto il software utilizzato per inviare un segnale che permetta di 
pilotare la camera NIRS. Il software è stato creato nell’ambiente di sviluppo LabVIEW 
dell’azienda National Instruments, Texas. Questo nome sta per Laboratory Virtual Instrumentation 
Engineering Workbench, vale a dire un ambiente di lavoro virtuale per l’Ingegneria. Come ogni 
linguaggio di programmazione, LabVIEW consente all’utente di sviluppare programmi; ciò che 
invece differenzia totalmente quest’ultimo dagli altri è il cosiddetto linguaggio di programmazione 
G, dove G sta per Grafico[19]. Questa innovazione cambia totalmente il modo di sviluppo di una 
applicazione, passando dal classico metodo di scrittura mediante l’utilizzo di parole chiave a questo 
nuovo metodo per cui ogni comando è associato ad un’icona, o meglio un blocco. Questo radicale 
cambiamento nel modo di programmare semplifica molto la vita agli utenti; per poter scrivere un 
programma in C, C++ o altri simili occorre innanzitutto conoscere almeno la sintassi e le parole 
chiave del sistema, al contrario in LabVIEW l’utente, in maniera molto intuitiva, può facilmente 
impostare un semplice programma solamente collegando tra loro diversi blocchi. Il paradigma di 
creazione di un programma LabVIEW è diviso in tre fasi: la prima è quella di inizializzazione dove 
vengono configurate le impostazioni iniziali; la seconda è quella di elaborazione dove i dati 
vengono manipolati a seconda delle richieste al programmatore;infine la fase di chiusura dove 
vengono terminate le varie operazioni eseguite in precedenza. Una delle caratteristiche che ha reso 
famoso questo software di progettazione è la sua capacità di simulare veri e propri strumenti quali 
ad esempio un multimetro o un oscilloscopio. Inizialmente infatti il motivo per cui è stato creato 
questo software è stato quello di riprodurre un ambiente virtuale che testasse il comportamento di 
nuovi strumenti progettati dalla National Instruments. Partendo da questa idea, si è poi passati al 
pilotaggio di apparecchiature da remoto, come se fossero virtuali. Ciò è possibile grazie alla 
capacità di LabVIEW di supportare tutti i maggiori standard di comunicazione tra PC e hardware, 
quali RS232 oppure l’IEEE488. Questa peculiarità ha fatto si che con il passare degli anni la 
maggior parte degli strumenti hardware avesse la capacità di essere guidato da PC mediante 
LabVIEW. L’idea di fondo legata a questo ambiente di lavoro è che ad ogni singolo blocco 
corrisponde una serie di comandi scritti in forma testuale. Partendo da questo assunto, occorre 
quindi capire come unire i blocchi tra di loro; la soluzione è molto semplice, collegandoli con un 
filo in modo che l’uscita di un blocco corrisponda ad uno o più ingressi di altri blocchi, ma non 
vale il contrario. In questa maniera si crea una catena di operazioni che agisce in maniera 
sequenziale. Uno dei motivi per cui questo strumento di lavoro è particolarmente rilevante è la sua 
elevata performance nel prelievo e nell’analisi dei dati. Sfruttando particolari elementi software, è 
possibile eseguire la maggior parte delle operazioni conosciute sui dati da studiare. Per questo 
 motivo l’industria ha subito sfruttato queste potenzialità per poter sviluppare facilmente 
applicazioni utili al controllo e all’automazione delle grand
ricerca biomedica ha accolto favorevolmente quest’innovazione, essendo centrale lo studio dei dati 
fisiologici del corpo umano per comprenderne il funzionamento.
 
IL SOFTWARE LabVIEW
L’interfaccia di LabVIEW è divisa in due schermate: il Panel e il Diagram. Il Panel
che viene presentata all’utilizzatore del programma. Gli elementi caratterizzanti sono i controlli e 
gli indicatori. I controlli rappresentano quelle variabili che sono modificabili dall’utente. La loro 
rappresentazione nel pannello virtual
dati come ad esempio manopole o pulsanti. In tal modo il destinatario del programma, in maniera 
molto intuitiva, può facilmente inserire o modificare i valori in ingresso. Gli indicatori invece, 
come si intuisce dal nome, sono oggetti grafici che permettono di mostrare i dati in uscita. La loro 
rappresentazione avviene mediante grafici, nel caso in cui si voglia valutare la variazione del dato 
nel tempo, oppure mediante termometri, indicatori a la
queste due tipologie di oggetti la comprensione del funzionamento del sistema risulta semplice 
anche per utenti più inesperti. Mentre il Panel rappresenta l’interfaccia grafica visibile e quindi 
richiede una certa cura nel disegno degli oggetti, il Diagram rappresenta la parte organica dove 
vengono effettuate le reali operazioni di calcolo. I controlli e gli indicatori del Panel sono sostituiti 
con blocchi dai quali escono o entrano dati. Questi sono divisi in un
le stringhe; i booleani; i numerici, i quali a loro volta si dividono in interi o reali a seconda del 
numero di bit associati; i dati dinamici, utilizzati da particolari strutture; infine ci sono gli errori, 
una particolarità del programma che in seguito verrà approfondita. Le varie tipologie di dato inoltre 
possono essere raggruppate in array mono o pluridimensionali oppure, nel caso di dati numerici, 
nel formato waveform, utile per creare delle forme d’onda. Una diversa for
avviene mediante i “clusters”che permettono all’utente di raggruppare tra loro elementi diversi e 
trasportarli insieme come avviene per le “struct” in Matlab. Nel caso in cui l’utente volesse 
disporre di una nuova e diversa tipologi
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i macchine. Per lo stesso motivo la 
 
Fig. 17: Esempio di programma LabVIEW 
 
 
e avviene mediante oggetti che appunto consentono di fornire 
ncetta o semplici caselle testuali. Grazie a 
 ristretto numero di categorie: 
ma di raccolta dei dati 
a di dati, dalla versione 2005 di LabVIEW è stata introdotta 
 
 è la schermata 
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anche la programmazione ad oggetti, sfruttano gli oggetti LabVIEW. Questi oggetti sono 
equivalenti alle classi in Java e supportano tutte le loro caratteristiche quali incapsulamento, 
ereditarietà e così via, in tal modo è possibile avere nuove forme di dati con nuove funzioni a loro 
applicabili. Ogni dato è riconoscibile nel diagram perché il filo ad esso associato assume un colore 
particolare, relativo alla sua tipologia di dato; per di più anche gli array sono ben riconoscibili in 
quanto i loro fili diventano più spessi man mano che aumenta il numero di dimensioni dell’array.  
 
 
Fig. 18: Esempio delle diverse tipologie di fili. 
 
Oltre ad indicatori e controlli, nel Diagram sono presenti anche altri elementi fondamentali. Il 
primo tra di essi è la variabile. Come nei linguaggi classici di programmazione, le variabili 
permettono di richiamare un dato creato in un'altra parte del programma. Un’altra componente è la 
costante. Dal nome si può intuire che essa rappresenta dei valori che non devono essere cambiati 
dal sistema. Il corpo di ogni programma in LabVIEW è formato dalle funzioni. Queste sono 
rappresentate da dei blocchi chiamati “VI”, dall’inglese “virtual Instrument”, ed eseguono una 
specifica funzione. Sono divisi per categorie a seconda del tipo di dato che possono elaborare, 
come gli operatori booleani che possono elaborare dati di quella classe. Oltre a queste esistono 
anche altre tipologie di VI. La prima classe di VI che merita di essere menzionata è quella relativa 
alla gestione delle tempistiche. Un esempio è la VI chiamata “wait”, la quale permette all’utente di 
modificare il funzionamento dell’intero programma o di una parte di esso aggiungendo un ritardo 
nell’esecuzione delle operazioni; tale ritardo è possibile definirlo manualmente inserendo il numero 
di millisecondi di ritardo voluti. Ovviamente esistono anche altre tipologie di VI simili ma più 
complesse in quanto consentono di effettuare ulteriori operazioni. Tra le altre classi di funzioni si 
può menzionare quella dedicata alle varie operazioni eseguibili su un array: inizializzazione, 
calcolo del massimo e del minimo, ordinamento, indicizzazione,... Per di più quest’ultima 
operazione può essere svolta direttamente sui cicli, di cui si parlerà tra poco, mediante “indexing”, 
vale a dire che ogni elemento dell’array viene prelevato ad ogni iterazione del ciclo. Un altro 
gruppo di VI da ricordare è quello relativo alla gestione del File I/O. Con questo termine sono 
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raccolti tutti quei processi di scambio di dati o file con il computer. Grazie a queste VI si può 
andare a scrivere direttamente su file. Anche la gestione delle waveform ha una vasta gamma di VI 
ad hoc. Questo serve per gestire al meglio i flussi di dati in ingresso o in uscita dalle piattaforme 
collegate al computer e gestibili mediante LabVIEW. Il termine VI in realtà può anche 
corrispondere ad un sottoprogramma creato dall’utente stesso, indicandone le uscite e gli ingressi e 
salvando tale sottoprogramma (o “subVI”) in modo da poterlo richiamare. Questa funzione 
permette di rendere più pulito il Diagram suddividendo il programma e inscatolandolo in modo che 
a prima vista l’utente non abbia difficoltà a ritrovarsi nel codice già scritto. La possibilità di avere 
subVI inoltre consente di dare vita ad una gerarchia tra le diverse VI. LabVIEW, attraverso 
specifici pulsanti, da all’utente la facoltà di navigare in queste strutture ad albero. Nell’eventualità 
in cui la stessa variabile dovesse essere utilizzata da diverse VI, il sistema provvede alla 
differenziazione tra variabili globali e quelle locali: le prime sono le stesse per ogni VI e la loro 
modifica si ripercuote in tutto il progetto; al contrario le seconde rimangono confinate all’interno 
della VI di pertinenza e una loro modifica non inficia il funzionamento dell’intero programma.   La 
costruzione di una subVI inizia creando una apposita icona che verrà poi mostrata nel Diagram. 
L’icona si può disegnare oppure si può realizzare aggiungendo immagini già presenti di default. In 
seguito a ciò occorre definire i collegamenti in ingresso ed uscita. Questa operazione si effettua nel 
Panel. In alto a destra del Panel è presente un’immagine della subVI suddivisa in diverse caselle, 
ognuna delle quali rappresenta un connettore. Cliccando con il cursore su una di queste caselle e 
successivamente sull’oggetto grafico che dovrà essere sostituito da un elemento esterno, si 
aggiungono le diverse variabili di input e output. 
 
 
Fig. 19: Riquadro collegamenti VI 
 
Per poter gestire il flusso dei dati dell’intero programma sono presenti le cosiddette “strutture di 
controllo”. Un classico modello di struttura di controllo sono i cicli; un esempio di essi è il ciclo 
“for” dove un insieme di operazioni viene eseguito per un determinato numero di volte, oppure il 
ciclo “while” dove lo stesso insieme di operazioni viene eseguito continuamente finché una certa 
condizione è verificata. In forma grafica questi oggetti sono descritti come dei riquadri con al loro 
interno le varie operazioni.  
 
 Un’altra caratteristica che rende assai diverso questo linguaggio dai precedenti, è la gestione delle 
tempistiche. Mentre i classici linguaggi sono sequenziali quindi ogni operazione deve attendere la 
fine della precedente, in LabVIEW i calcoli avvengono i
collegamento tra i fili, il quale implica ovviamente una consequenzialità; oppure non ci sia una 
particolare struttura di controllo chiamata “Flat sequence structure”, la quale ha una forma a 
pellicola e in ogni singolo fo
vengano eseguite come ordinato dall’utente. La capacità di eseguire le operazioni in maniera 
parallela non è semplice da implementare nei linguaggi standard, mentre in LabVIEW è tutto 
gestito direttamente dal sistema. Questa scelta va incontro al miglioramento dell’hardware dei PC, i 
quali ormai non sono più a singolo ma multi “core”; in tal modo l’utente è liberato da un ulteriore 
disagio e può sfruttare al meglio le capacità del proprio compu
accenno al discorso della gestione degli errori. Nella creazione di ogni programma lo sviluppatore 
deve sempre tener conto di possibili inconvenienti che blocchino il sistema. Nel linguaggio Java o 
C++ ci sono costrutti quali il “try+catch” che permettono di intrappolare l’errore e far si che il 
programma agisca di conseguenza. In LabVIEW invece gli errori sono “catturati” all’interno di un 
filo di colore giallo e possono essere accumulati all’interno di esso in modo che, anch
l’esecuzione di un’operazione ci fosse un errore, il sistema porta quest’errore all’interno del filo 
finché l’utente poi non decida di gestirlo in maniera separata. In tal modo l’utente non deve 
valutare ogni eventualità ma semplicemente conne
errori per pilotare l’esecuzione di un ciclo.
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Fig. 20: Esempio di ciclo while.  
 
n parallelo laddove non ci sia un 
togramma si può scrivere quali operazioni fare in modo che esse 
ter. Occorre poi fare un breve 
ttere dei fili. È possibile anche utilizzare gli 
 
 
Fig. 21: Gestione errori 
 
e se durante 
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Dopo aver sviluppato un programma occorre sempre testare le sue funzionalità. Per riuscire nello 
scopo, LabVIEW ha preparato una serie di comandi per eseguire un corretto debug della propria 
applicazione. Con semplici comandi l’utente può seguire passo dopo passo lo spostamento 
“virtuale” dei singoli dati da una VI all’altra per il monitoraggio di ogni fase di esecuzione del 
programma. In tal modo la presenza di errori può essere facilmente individuata e successivamente 
corretta. Sfruttando anche le cosiddette “sonde” all’interno dei fili contenenti i dati, è facile 
controllare il valore di una certa variabile durante il debug. 
 
 
Fig. 22: Pulsanti di debug 
 
 Nel caso in cui un utente avesse bisogno di informazioni riguardo una specifica VI è possibile 
ricorrere al “Context Help”. Quest’ultimo è un Pop-up che, non appena il puntatore del mouse 
scorre sopra una VI, ne fornisce una breve descrizione ed inoltre indica anche il tipo di dato 
richiesto dai terminali in ingresso e la forma dei dati in uscita. Se il programmatore avesse bisogno 
di ulteriori informazioni sulla disposizione dei blocchi, può sempre ricorrere ad un ricco numero di 
esempi utili fornito dal software stesso. Gli esempi sono veri e propri programmi nei quali ogni 
operazione è descritta accuratamente. Non sempre però sia il “Context Help” che gli esempi 
forniscono una soluzione esauriente ai problemi riscontrati; per tale motivo la National Instruments 
ha creato un forum[21] dove ogni utente può confrontarsi con milioni di sviluppatori nel mondo o 
con gli stessi creatori del software, i quali possono suggerire consigli o eventualmente persino 
correggere gli errori commessi durante la realizzazione del software. La creazione di una comunità 
globale è una grande risorsa per ogni singola persona anche alle prime armi. Come per tutti i 
linguaggi di programmazione è possibile trovare sul web diverse librerie che aggiungono ulteriori 
funzioni a quelle di base. Questa funzionalità risulta spesso utile nel caso in cui si volesse 
interfacciare un nuovo dispositivo al proprio computer. Molto spesso infatti la casa produttrice del 
dispositivo o il sito di LabVIEW stesso permettono di scaricare le librerie per il pilotaggio di 
questo nuovo strumento. Un’ultima tipologia di VI sviluppate da LabVIEW sono le “Express VI”; 
esse sono delle particolari VI modificabili attraverso una interfaccia grafica dedicata che gestiscono 
tutta una serie di elaborazioni internamente sfruttando ottimizzazioni dedicate. La tipologia di dati 
che utilizzano è quella dinamica(filo di colore blu), e può essere trasformata in altre varietà di 
elementi come ad esempio gli array, le waveform oppure varianti di queste due. Nel caso in cui 
l’utente non trovasse alcun blocco che eseguisse la funzione da lui scelta, egli potrebbe anche 
aggiungere delle righe di codice dentro ad un blocco dedicato specificandone uscite ed ingressi. Il 
tutto avviene utilizzando le librerie DDL dedicate.  
 
 
 COMUNICAZIONE TRA HARDWARE E PC
Con il passare degli anni la National Instrument ha portato sul mercato molti strumenti che si 
interfacciassero con LabVIEW
programma e l’hardware utilizzato, si sfruttano le VI all’interno delle librerie. La più importante di 
queste è la VISA (Virtual Instruments Software Application), la quale gestisce la comu
delle interfacce seriali, GP-IB e VXI. Mediante una serie di VI collegate l’utente può guidare tutte 
e tre le fasi del collegamento: configurazione, comunicazione e interruzione della connessione. Un 
esempio di questi dispositivi collegabili sono
Fig. 23: Scheda di acquisizione NI
Tali schede sono utilizzate in ambito medico e industriale per prelevare e/o inviare segnali 
all’ambiente esterno. Il loro funzionamento è gestito totalmente m
tal modo l’utente può creare programmi che comunichino con l’esterno mediante il PC. Queste 
piattaforme si chiamano myDAQ[20], dove DAQ sta per data acquisition, e sono facilmente 
interfacciate a LabVIEW mediante il software
permette una più veloce comunicazione tra la macchina e computer evitando di dover configurare il 
sistema. La vasta gamma di DAQ è stata sviluppata per rispondere alle diverse esigenze della 
clientela, consentendo ad esempio di scegliere il tipo di cavo con cui collegarsi, il numero di uscite 
e di ingressi, etc. Il primo passo per programmare una scheda di acquisizione è collegare 
nell’apposita porta la scheda al computer. Successivamente occorre scrivere 
scritto in precedenza, LabVIEW pone come paradigma di progettazione le tre grandi fasi di 
configurazione, elaborazione e chiusura. Nel caso delle schede si parla di “Task”. Esso è un singolo 
evento eseguito dalla scheda stessa e può esse
generazione di una forma d’onda analogica o digitale, contatore, timer,.... Dopo aver scelto la 
tipologia di Task occorre dunque assegnare ad esso un canale, cioè l’uscita o l’ingresso della 
scheda dove avverrà l’utilizzo dei dati. È importante ricordare che ogni canale della scheda di 
acquisizione non può avere due funzionalità, o fornisce dati o li invia, perciò bisogna tener conto 
anche del numero di canali disponibili nella scelta di una piattaforma d
però, lo stesso task può avere più canali, sia in ingresso che in uscita. Per la creazione del task 
LabVIEW mette a disposizione una VI dedicata che in pochi click permette di fare questa 
operazione configurando i parametri ottima
anche la modalità di acquisizione scelta: differenziale o rispetto ad un riferimento. Subito dopo 
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. Affinché possa essere facilmente gestita la comunicazione tra il 
 le schede di acquisizione.  
 
-USB 6251 Mass Termination[22] 
 
ediante interfaccia LabVIEW, in 
 DAQmx, il quale, diversamente dai semplici driver, 
re: acquisizione di un segnale analogico o digitale, 
i acquisizione. Viceversa 
li per il tipo di utilizzo della scheda. Tra di essi c’è 
nicazione 
il programma. Come 
 questo passaggio si deve definire la modalità con cui i dati vengono inviati o ricevuti e la frequenz
con cui ciò avviene. Si può trasmettere i dati in maniera continua oppure solo per un numero finito 
di essi, specificato dall’utente, e si può anche precisare la quantità di dati inviati ogni volta. Con il 
blocco dedicato si deve anche indicare la tempor
anche la sorgente del clock.   
 
Dopo aver configurato il task, si può quindi decidere quando farlo iniziare. Questa azione in realtà 
non è sempre richiesta se questo task è sincronizzato ad altri eventi o task; nel caso in cui 
l’operazione di inizializzazione dovesse essere eseguita continuamente all’interno di un ciclo while, 
il sistema in uscita genererebbe un errore poiché non si possono incomincia
canale. Per risolvere questo problema in prima istanza si potrebbe chiudere il task alla fine di ogni 
ciclo, ma l’operazione di inizio e fine task ripetuta ogni volta comporterebbe rallentamenti 
nell’esecuzione del programma. LabVI
iniziare il task esternamente al ciclo in modo tale che non ci siano rallentamenti a runtime. Nel caso 
in cui il programma creato debba dipendere da un clock esterno si deve anche inserire un blocco 
che configura la sorgente esterna del trigger e un blocco che inizia la sincronizzazione. Dopo 
queste operazioni si inserisce il blocco più importante: quello di “Read”, nel caso in cui si debbano 
leggere i dati inviati alla scheda, oppure quello di “Write” ne
può decidere se prelevare o inviare uno o N campioni alla volta(dove N è stato definito 
precedentemente) e se lavorare su un singolo o su più canali; in base a queste scelte i dati dovranno 
essere ricevuti o inviati nel formato corretto che può essere: array mono o pluridimensionale, array 
di waveform, singola waveform o anche singolo campione. Quanto detto vale anche per le 
waveform digitali. Un eventuale blocco di controllo sullo stato del task può essere inserito dent
ad un ciclo. In tal caso si può pilotare il ciclo stesso con l’uscita booleana di questo blocco in modo 
che quando è finita l’elaborazione dei dati si esca da ciclo automaticamente. Infine l’ultimo blocco 
da tenere a mente è quello di chiusura del task.
task effettuati in modo tale che i nuovi programmi non interferiscano con programmi precedenti. 
Per poter usare un nuovo task successivamente al primo occorre per forza chiudere il precedente. 
L’utilizzo di più task in contemporanea all’interno della stessa scheda non è una cosa semplice in 
quanto dipende dalle caratteristiche della scheda stessa. In generale però non è possibile far girare 
due task della stessa tipologia (input o output) su due canali div
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izzazione con cui i dati sono trattati, specificando 
 
 
Fig. 24: Immagine dei primi due blocchi di un Task 
 
re più task sullo stesso 
EW, per ovviare a questo problema permette dunque di 
l caso opposto. Da questi blocchi si 
 Esso è fondamentale in quanto libera la scheda dai 
ersi, come il classico esempio di 
a 
ro 
 una acquisizione di due segnali diversi. Al contrario è possibile invece avere due task diversi ed 
essi possono anche essere sincronizzati. La gestione di due diversi task prevede una accurata 
gestione della temporizzazion
certi casi può risultare utile ricorrere ad una sorgente esterna di clock. Alcune schede permettono 
invece di avere diversi task con diverse tempistiche ma la loro gestione non viene r
quanto non è stato possibile avere questa tipologia di schede. Dopo questa descrizione del software 
LabVIEW e del funzionamento delle schede di acquisizione, verrà introdotto il programma creato 
per effettuare la sincronizzazione con il battito
 
SVILUPPO DEL TRIGGER
La scelta di effettuare le immagini secondo una precisa tempistica è nata dopo che sono state 
visualizzate le mappe realizzate in un primo esperimento di prova. In tali immagini si poteva 
visibilmente notare quanto il 
Qualora si volesse fare studi su una ROI che cambia nel tempo questo spostamento continuo 
dell’immagine fornirebbe dati falsati. Da queste considerazioni è dunque iniziato lo sviluppo del 
programma. Il funzionamento del Trigger all’interno della macchina è legato al fronte in salita del 
segnale fornito alla macchina; la durata temporale del segnale non ha importanza. Tale segnale 
deve essere in forma TTL (0
immagini alternate dove si avrà prima una immagine scura, dunque con i LED spenti, mentre la 
successiva avrà accesi solo i LED ad una relativa lunghezza d’onda. Ogni immagine è acquisita sul 
fronte in salita del trigger. Alla fi
elaborazione pressoché istantanea di esse in modo da fornire la singola rappresentazione della 
saturazione. Occorre infine ricordare che, nonostante le immagini vengano ottenute in maniera 
automatica, l’input per l’inizio della cattura delle immagini deve sempre essere dato dall’utente 
stesso. Questa modalità di funzionamento differisce da quella classica per il fatto che essa cattura le 
8 immagini in un breve intervallo di tempo mentre l’utilizzo de
acquisizione per avere una singola immagine. Viene ora mostrata la modalità di funzionamento del 
trigger. 
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e nel caso in cui essi funzionino con due diverse sorgenti di clock. In 
 cardiaco.  
 
cuore ogni volta fosse spostato rispetto alla posizione precedente. 
-5 V). In presenza del segnale esterno la macchina eseguirà 8 
ne delle 8 immagini il sistema provvederà ad eseguire una 
l trigger dilata il tempo di 
Fig. 25: Diagramma di funzionamento del trigger 
iportata in 
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Il segnale deve essere inviato ai due ingressi posti a lato della camera NIRS. La scheda utilizzata 
per prelevare il segnale ECG è la NI-USB 6251 Mass Termination[22] della National Instruments. 
Essa possiede due canali in output analogico con un convertitore Digitale-Analogico a 16 bit con 
velocità di 2.8 MS/s, 16 canali di input analogico che sfruttano un convertitore Analogico-Digitale 
a 16 bit con velocità di 1.25 MS/s per il singolo canale, 24 canali digitali di input e output di cui 8 
sincronizzati, contatori a 32 bit. La presenza della connessione USB permette di avere uno scambio 
di dati molto veloce tra la periferica e il computer e rende anche semplice il collegamento fisico tra 
i due oggetti. L’accesso ai vari canali di ingresso ed uscita avviene mediante un collegamento con 
fili di rame inseriti negli appositi spazi e tenuti da una piccola vite. Al fine di avere il segnale, il 
quale arriva con un cavo BNC(bayonett neill concelman), sulla scheda è stato approntato un cavo 
che avesse un ingresso BNC ed una uscita con il filo del segnale e quello della massa con una 
saldatura a stagno. Anche per il segnale di uscita è stato necessario avere un cavo analogo in modo 
che fosse più semplice inviare il segnale ai due connettori sulla macchina.  In prima istanza l’idea 
di base del programma era di prelevare un buffer di un certo numero di dati in maniera continua ed 
elaborarlo per poi creare la forma d’onda di uscita. Dalle prove eseguite però è stato notato che il 
sistema non rispondeva in maniera simultanea alle variazioni del segnale in ingresso e per tale 
motivo si è passati alla elaborazione di un singolo campione alla volta. L’intero programma segue 
il solito schema di programmazione composto da configurazione, manipolazione dei dati e 
chiusura. Per la prima parte il compito è svolto dalle VI presenti nel menù “NI-DAQmx”, il quale è 
all’interno della sezione “Measurement IO”. Sono state utilizzate le VI per configurare i task e i 
relativi canali di ingresso e uscita del segnale, in quanto si avrà un canale per l’acquisizione 
dell’ECG ed un canale per l’invio in uscita del trigger stesso. In questa fase sono anche stati settati 
i limiti massimi e minimi dei valori che si possono avere sia in ingresso che in uscita in modo da 
evitare di avere dei dati errati che provochino errore nei successivi calcoli. Nella VI di acquisizione 
dei dati è stata anche specificata la modalità con cui il segnale andava prelevato, in questo caso 
RSE(Reference Single Ended) poiché il segnale è sempre riferito alla massa.  Dalle due VI simili di 
partenza partono due fili, uno di questi è relativo al task stesso mentre l’altro è quello di gestione 
degli errori.  I fili relativi alla VI di input convergono poi nella VI che gestisce le tempistiche. 
Infatti in questa VI è definita la frequenza di campionamento del sistema e la modalità di 
acquisizione dei dati. La VI di output invece non ha questo secondo blocco perché in tal modo i 
due task sono temporizzati in maniera uguale. Anche questa volta abbiamo in uscita dal nuovo 
blocco i due fili relativi al task e all’errore. I fili che gestiscono i rispettivi task entrano nelle 
relative VI di inizio(o “start”) del task. Questo comando è fondamentale perché indica l’avvio 
dell’applicazione vera e propria. A questo punto il filo che gestisce la presenza di errori in uscita 
dalla VI di inizio task del canale di uscita e il filo degli errori in uscita dal blocco di 
temporizzazione sono uniti mediante un apposito blocco in un solo unico filo. Nessun errore viene 
perso ma vengono solamente connessi in modo da avere un singolo filamento che però porta sia gli 
 errori di un blocco che quelli dell’altro. Questo metodo permette di avere anche un filo degli errori 
che segue l’andamento temporale dell’intero programma in quanto poi nella fase di elaborazione 
avremo solo un filo di errore che scorre da una VI all’altra.
 
Nella seconda parte c’è il cuore vero e proprio del programma. I due fili dei rispettivi task e il 
singolo filo di errore entrano all’interno di un ciclo “while”. L’utilizzo di questo ciclo è stato 
obbligatorio in quanto rispondeva all’esigenza di avere un’elaborazione continua dei dati. Questa 
soluzione è spesso attuata nei diversi programmi LabVIEW in quanto evita all’utente di rilanciare 
ogni volta il programma, mantenendo però la possibilità di fermarne l’esecuzione qua
ritenesse conclusa. All’interno del ciclo il primo blocco che si incontra è la VI di acquisizione dei 
dati. In essa entra il filo del corrispondente task e il filo degli errori. Eventualmente si può 
impostare il tempo in secondi durante il qua
oltre questo periodo non arrivasse nulla, il programma si conclude automaticamente. I dati in 
ingresso sono forniti sotto la forma di un array monodimensionale. Si potrebbe pensare ad un errore 
vista la scelta di elaborare un campione alla volta, ma in realtà si tratta di un semplice escamotage 
poiché di questo array viene preso solamente il primo campione mentre gli altri non sono 
considerati. Tale scelta è motivata dalle esigenze del formato di invio d
uscita, oltre ai classici due fili del task  e dell’errore, è presente dunque anche il filo relativo 
all’array di numeri reali. Per poter prendere solamente il primo campione è stato usato il blocco 
“Index Array”, il quale permette
specificato alcun indice il software di default fornisce il primo campione. Quest’ultimo è stato poi 
mostrato nel panel mediante il collegamento con un apposito indicatore. Questa operazione
consente di avere un oggetto che possa rappresentare il dato in ingresso e possa essere richiamato 
in seguito con una variabile. Il valore in ingresso poi, oltre ad andare nell’indicatore, è stato 
confrontato con un valore di soglia valutando se il primo 
seconda. Il confronto avviene con la VI dedicata e fornisce in uscita un booleano. La soglia non è 
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Fig. 26: Prima parte del programma 
 
le può attendere l’arrivo di un dato. Nel caso in cui 
ei dati. Da questa VI in 
 di selezionare il campione i-esimo dell’array scelto. Non avendo 
fosse o no maggiore o uguale della 
lora egli la 
 
 un valore fisso ma può essere modificata dall’utente, essendo un controllo, andando a inserire un 
nuovo valore nell’apposita casella nel panel. Il valore booleano in uscita dal confronto è stato posto 
in ingresso alla struttura “case”. Come nei linguaggi quali C, C++ e altri, questa struttura permette 
all’utente di eseguire una serie di operazioni qualora si verificasse la co
occasione si hanno solo due condizioni, vero o falso, in quanto la variabile è booleana. All’interno 
della struttura, gli unici blocchi inseriti sono due: nel caso di valore “falso” da parte della variabile 
booleana, avremo una costante con valore 0 che esce dalla struttura; nel caso di valore “vero” 
invece un apposito controllo fornisce all’utilizzatore la capacità di modificare un parametro in 
uscita dalla struttura. Il parametro in questione rappresenta l’ampiezza del campion
uscita. Con questa scelta di codice è possibile quindi modificare in “real time” sia la soglia che 
l’ampiezza stessa dell’onda in modo che chiunque abbia davanti il programma possa scegliere la 
configurazione migliore in quel dato momento. D
valore che verrà mostrato in uscita grazie alla connessione con un altro indicatore. Il dato poi viene 
trasformato in  un array inserendolo all’interno della VI “Build Array”. Sfruttando questa tecnica il 
nostro dato, pur essendo unico, al sistema risulta in forma di array. Questo cambio di formato che si 
ricollega a ciò che è stato fatto per i dati in ingresso, serve per evitare che il sistema vada in errore. 
Infatti se si fornisse un singolo campione alla v
dicendo che il numero minimo di dati in ingresso è 2. Pertanto, è stata implementata questa scelta 
progettuale di inviare i dati sotto forma di array alla VI di output. A questo blocco afferiscono 
ovviamente anche il relativo filo di task e il filo di errore in uscita dal primo blocco all’interno del 
ciclo. Per poter inserire un array all’interno del blocco è stato impostato che il sistema inviasse un 
campione alla volta a diversi canali, nonostante poi in 
evitare di dover attivare manualmente l’invio dei dati mediante un pulsante è stata attivata la 
modalità di auto-invio dei campioni attraverso l’impiego di una costante booleana. In uscita infine 
avremo il filo di errore ed anche il filo del task relativo all’output. 
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ndizione espressa. In questa 
unque in uscita dalla struttura avremmo un certo 
olta la scheda mostrerebbe una schermata di errore 
realtà si trattasse di un singolo canale. Onde 
 
 
Fig. 27: Parte di elaborazione 
e dell’onda in 
 In realtà il ciclo while relativo all’elaborazione dei dati è incorporato all’interno di un altro ciclo 
while. È stata scelta questa disposizione affinché si potes
grafica dell’andamento dei dati. L’implementazione di questa ulteriore funzionalità è sempre 
all’interno di un ulteriore ciclo while. Avendo due diversi cicli indipendenti è possibile effettuare le 
operazioni di calcolo e di visualizzazione dei dati con due diverse tempistiche. Mentre la 
trasmissione del trigger deve essere necessariamente in tempo reale al fine di sincronizzarsi con il 
battito cardiaco, la visualizzazione può anche risultare parzialmente ritardata. Que
migliore in quanto se si dovesse vedere il grafico con la stessa tempistica dell’elaborazione non 
sarebbe semplice capire l’andamento temporale del segnale in ingresso e in uscita a causa 
dell’elevata velocità con cui essi cambiano. Per questo
grafici in un ciclo a parte. Gli elementi cardine di questo ciclo sono i due indicatori raffiguranti il 
grafico del segnale in input e di quello in output. In ingresso ad entrambi i grafici abbiamo la 
relativa variabile. Questa è stata presa dai rispettivi indicatori posti uno all’uscita della VI di 
acquisizione del dato e l’altro all’uscita della struttura di “case”. Il funzionamento dei grafici è 
legato al cambiamento di valore delle variabili in ingresso: o
campione, esso aggiorna il grafico e lo trasla in modo da dare anche una sensazione di movimento. 
L’altro elemento del ciclo è la VI di “Wait”: essa permette di ritardare l’esecuzione delle 
operazioni all’interno del ciclo per
controllo associato. La rappresentazione grafica di questo controllo è una manopola che permette di 
decidere il ritardo dei grafici migliorandone la comprensione. È importante ricordare che tutti
while incontrati sono tutti pilotabili mediante un pulsante che fornisce un uscita booleana. In tal 
modo finché il pulsante è settato su “vero” il ciclo non smette mentre qualora il pulsante associato 
venisse premuto finirebbe l’esecuzione del cic
 
L’ultima parte del software riguarda la chiusura dei diversi task. Uscendo dai vari cicli abbiamo 
solo tre fili dove due appartengono ai rispettivi canali e uno è quello di errore uscito dalla VI
output. Ognuno dei task entra all’interno della VI chiamata “Clear Task” terminando così il 
compito di ricevere o inviare dati. Questa operazione consente di terminare la comunicazione con 
la scheda in modo che essa possa essere pronta ad eseguire even
caso il filo dell’errore entra prima in una VI e poi nell’altra in modo da seguire il solito flusso di 
progetto. Infine, all’uscita dell’ultima VI, il filo di errore è inserito all’interno della VI “General 
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se anche eseguire una visualizzazione 
 motivo è stato scelto di inserire la parte dei 
gni qualvolta arriva un nuovo 
 un certo tempo scelto dalla persona davanti al PC grazie al 
lo.  
 
Fig. 28: Parte di visualizzazione 
 
tuali nuovi task. Anche in questo 
sta scelta è 
 i cicli 
 di 
 Error Handler”. Dal nome si può intuire come questo blocco sia dedicato alla gestione degli errori 
accumulati e, impostando la modalità di finestra di dialogo, permette all’utente di visualizzare il 
tipo di errore incontrato.  
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Fig. 29: Ultimi blocchi del programma 
 
Fig. 30: Panel del programma 
 
 Inizialmente era stata ipotizzata un’altra versione dello stesso programma. Essa si basava 
essenzialmente sull’utilizzo di “Express VI”. Questi blocchi hanno la caratteristica di inglobare al 
proprio interno altre VI e dando al programmatore la possibilità di modificarle intervenendo 
direttamente sull’interfaccia grafica dedicata. In questo modo la stessa VI, se configurata in 
maniera diversa, varia le sue uscite e i suoi ingressi. In questa occ
chiama DAQ-Assistant e serve per gestire la parte di configurazione e trasmissione in ingresso o in 
uscita dei dati. Queste due Express VI sono state inserite all’interno di un unico grande ciclo while 
per avere un funzionamento continuo del programma. Entrambe le VI sono state configurate a 
seconda della loro funzione. Onde evitare che ogni volta queste due VI chiudessero e ricreassero il 
relativo task è stato impostato con un valore booleano sempre “falso” il parametro di “st
rendendo il funzionamento del sistema continuo. Il valore booleano è impostabile con una costante. 
In uscita dalla VI di ricezione del segnale i valori sono in formato dinamico, tipicamente utilizzato 
da questo tipo di strutture. Per poter utilizzare 
conversione dati, anch’essa opportunamente configurata in modo da avere in uscita un singolo 
campione reale. Il campione in uscita dalla conversione viene collegato con il suo filo ad un 
indicatore come nel programma precedente. Lo stesso dato inoltre è inserito all’interno di una 
struttura “case” dove anche in questo caso le uscite possibili sono 0 in caso di valore booleano 
“falso” oppure al contrario il valore di ampiezza deciso dall’utente. Il valore booleano è
fornito dal confronto tra il valore in ingresso e una soglia. Diversamente dal programma 
precedente, la soglia può essere scelta andando a spostare la manopola nel Panel. Il dato in uscita 
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Fig. 31: Diagram del programma 
 
asione la Express VI usata si 
i dati è stata adoperata una Express VI di 
 
op”, 
 sempre 
 dalla struttura viene poi convogliato all’interno di un alt
viene riconvertito in formato dinamico da una apposita Express VI. Tale valore è posto in ingresso 
alla Express VI, opportunamente configurata, che trasmette i dati alla scheda. Anche in questo 
programma è presente il ciclo while relativo alla visualizzazione ed è impostato in maniera uguale 
al programma precedente. Entrambi i cicli infine, sono all’interno di un ciclo while globale per 
poter mantenere la continuità di esecuzione del programma e poterlo fermare i
grazie all’apposito pulsante booleano. Questa versione del programma, seppur funzionante, non è 
stata utilizzata in quanto la scelta di usare Express VI non è consigliata dagli sviluppatori 
LabVIEW non avendo elevate prestazioni. Viene comun
elaborazione dei dati. 
Fig. 32: Esempio di modalità differente di trigger utilizzando le express VI
Dopo aver creato il programma, è iniziato il test di funzionamento. Il programma è stato sviluppato 
su un computer Acer Aspire 7720G con installata la versione 2011 di LabVIEW. Al PC è stata 
collegata la scheda inserendo il cavo nell’apposita porta USB. Come già scritto in precedenza, il 
segnale è acquisito e inviato con due cavi BNC, dove un terminale è stato modifica
avere due piccoli fili di rame. Come segnale in ingresso per i test è stata scelta un’onda triangolare 
in quanto quella con forma più simile ad un elettrocardiogramma. La frequenza dell’onda è stata 
variata da 1 Hz ad un massimo di 1.2 Hz cor
bpm, valori simili a quelli assunti dall’animale in sala operatoria. L’onda triangolare è stata 
realizzata grazie ad un generatore di segnali; durante la creazione dell’onda era possibile regolarne 
la frequenza, l’ampiezza e anche l’attenuazione in dB. L’ampiezza scelta è stata 1 V picco
con una attenuazione di 20 dB. Per valutare l’efficacia del trigger è stato utilizzato un oscilloscopio 
con due diversi canali: uno per il segnale in ingresso dal
Dopo alcuni tentativi eseguiti con diversi cavi, alla fine è stato possibile visualizzare l’andamento 
di entrambi i segnali ed era possibile notare come fossero sincronizzati. Successivamente 
all’utilizzo di un generatore di onde, è stato testato il programma con un ECG sintetico. È stato 
possibile avere tale segnale grazie ad un simulatore hardware di ECG. Quest’oggetto è 
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ro indicatore da una parte mentre dall’altra 
que mostrata un’immagine del ciclo di 
 
rispondenti a una frequenza cardiaca di 60 bpm e di 72 
 generatore e uno in uscita dalla scheda. 
n ogni momento 
 
 
to in modo da 
-picco 
 programmabile e permette di variare il battito cardiaco, di  inserire aritmie o extrasistoli i
avvicinarsi il più possibile al segnale vero. Il test è stato eseguito collegando il simulatore sia 
direttamente alla scheda che all’oscilloscopio. A quel punto è stato lanciato il programma ed è stato 
visto che il segnale del trigger mostrato da
dell’ECG simulato. 
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ll’oscilloscopio era perfettamente sovrapposto a quello 
 
 
n modo da 
 
 
 Sono state fatte diverse prove con questi strumenti andando ogni volta con la sonda dell’oscillatore 
sulle estremità di cavi di diversa grandezza per valutare se l’intensità del segnale non fosse 
diminuita. L’ultima prova eseguita è stata la connessione tra il cavo BNC e i cavi di ingresso della 
camera per valutare se effettivamente il segnale pilotasse la macchina e ciò
avvenuto. Un modo semplice per capire se la macchina acquisisce o no un’immagine è l’ascolto del 
suono emesso da essa, relativo alla cattura ad una singola lunghezza d’onda, sia con LED accesi 
che spenti. Nel capitolo successivo verrà descr
agli esperimenti precedenti. 
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Fig. 33: Immagini del test del trigger in laboratorio 
 
itto l’esito della prova in laboratorio con un accenno 
 
 è puntualmente 
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Capitolo 4: Test di funzionamento del trigger 
 
ESPERIMENTI SENZA L’UTILIZZO DEL TRIGGER 
Sono stati eseguiti diversi test senza l’utilizzo del trigger con i maiali. In una di queste occasioni è 
stata provocata una ischemia sul suddetto animale per valutare l’efficacia della macchina nel 
monitorare l’andamento della saturazione. Purtroppo questo studio, essendo stato fatto senza 
l’ausilio del trigger presenta alcuni artefatti.  
 
  
Fig. 34: Grafico andamento saturazione media e relativa ROI. 
 
 
  
 
Fig. 35: Grafico andamento saturazione media e relativa ROI di un’altra fase di ischemia. 
 
Si può notare come, seppur con qualche artefatto, la NIRS riesce a seguire l’evoluzione temporale 
dell’ischemia. Le due immagini sono relative a due diverse serie di acquisizioni in ognuna delle 
quali è stata provocata l’ischemia. 
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DESCRIZIONE DELL’ESPERIMENTO 
 A conclusione della trattazione viene ora descritta l’esperienza di laboratorio effettuata. Per 
valutare l’efficacia del segnale di trigger proposto sono state acquisite alcune immagini durante la 
prova. È stato utilizzato per l’esperimento un maiale di razza “mini pig” come precedentemente 
descritto; in seguito alla procedura di anestesia, sul maiale è stato eseguito un intervento chirurgico 
per rendere visibile la zona cardiaca. Successivamente, utilizzando garze e bende, la zona è stata 
ripulita per evitare la riflessione nelle immagini dovuta al sangue stagnante. La macchina è stata 
situata alla sinistra dell’animale in posizione inclinata rispetto al tavolo operatorio; per poter 
mantenere la posizione della macchina fissa è stato scelto di poter spostare il tavolo segnandone 
però la locazione in modo da ridurne i problemi di spostamento nel ciclo delle immagini. Questa 
scelta è dovuta al fatto che la macchina periodicamente richiede la calibrazione dell’intero sistema 
e questo processo non può essere effettuato direttamente sopra all’animale per esigenze di spazio. 
Dopo aver posizionato la camera NIRS al suo posto sono state acquisite alcune immagini senza 
l’ausilio del trigger intervallandole di qualche secondo. In seguito è stata preparata 
l’apparecchiatura per generare il segnale di sincronizzazione con l’elettrocardiogramma. 
All’interno della sala operatoria era già presente una scheda di acquisizione della National 
Instruments che ha permesso di avere in tempo reale l’ECG del maiale, riportando il segnale ad un 
computer dedicato. Sfruttando l’uscita BNC della scheda è stato aggiunto un connettore a T per 
avere un’ulteriore uscita e inviare il segnale con un cavo all’altra scheda di acquisizione. Affinché 
il segnale potesse giungere alla seconda scheda, il cavo doveva avere un ingresso BNC e un uscita 
formata da due fili di rame aggiunti mediante saldatura a stagno. Questo accorgimento è dovuto al 
fatto che questa tipologia di strumento, a differenza della precedente, non possiede ingressi o uscite 
BNC ma solo dei connettori ai quali è possibile collegare i fili di rame fissandoli con una vite. 
Dopo aver inserito il cavo di ingresso è stata collegata la scheda ad un PC portatile mediante una 
connessione USB. Il segnale all’interno del computer è stato elaborato dal programma LabVIEW e 
ha fornito in uscita il segnale del trigger. Per poter inviare questo segnale alla macchina NIRS è 
stato utilizzato un cavo della stessa tipologia di quello utilizzato per l’ingresso. A questo punto è 
stato possibili inviare il segnale alla macchina. Quest’ultima è stata configurata in maniera 
opportuna andando a cambiare le impostazioni direttamente sul terminale collegato. Dopo ciò sono 
state effettuate diverse immagini per mezzo del segnale di trigger: quando viene creata una mappa 
di saturazione impiegando un segnale di sincronizzazione, la macchina scatta 8 immagini a 4 
lunghezze d’onda diverse e per ognuna di esse si ha prima una immagine con LED spenti e poi una 
con LED accesi. A causa del forte rumore presente nel segnale ECG non è stato semplice impostare 
in maniera ottimale la soglia oltre la quale il segnale raggiungesse i 5 V. Inoltre, a causa di 
problemi dovuti al cavo che inviava il segnale alla macchina, in certe acquisizioni non veniva 
trasmesso alcun segnale perdendo in tal modo quell’immagine poiché la macchina, dopo un certo 
intervallo temporale in cui non riceveva segnale, forniva una segnalazione di errore. La presenza di 
 questi inconvenienti ha reso più difficile la generazione di immagini, con l’aggiu
anche ricalibrare la macchina con un conseguente spostamento del tavolo operatorio, ma in ogni 
caso è stato possibile avere un sufficiente numero di immagini tali da mostrare la reale efficacia 
dell’utilizzo del trigger a confronto con 
supporto. Per valutare l’efficacia del trigger è stata scelta una ROI e su di essa è stato calcolato il 
valore medio del grado di saturazione.
Fig. 36: ROI per la valutazione del trigger. Le zone 
Fig. 37: Grafico del valor medio della saturazione con e 
Dal confronto è facile notare come la presenza del trigger riduca il movimento del cuore grazie alla 
capacità di catturare e formare le immagini sempre nella stessa posizione potendo così avere un 
organo che mantiene costante il suo volume. In tal modo è possibile eseguire anche studi su una 
particolare area del cuore, provocando per esempio ischemie localizzate, senza risc
artefatti relativi al suo movimento. Si può notare come nel grafico in presenza di trigger il segnale 
non risulta ancora costante a causa dello spostamento del tavolo durante le prove. Per risolvere il 
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le mappe di saturazione ricavate senza alcun sistema di 
 
 
blu corrispondono 
 a una minore saturazione. 
 
 
senza trigger(NO ISCHEMIA). 
 
nta che si è dovuto 
 
hiare di avere 
 problema è stata fatta una registrazion
“National Institute of Healt” degli Stati Uniti.
 
Fig. 38: Grafico del valore medio della saturazione con immagini registrate
Si può notare come la registrazione per evitare gli artefatti da sp
sensibilmente la variazione del segnale, eccetto alla quarta immagine, migliorando notevolmente la 
qualità delle immagini. La registrazione delle immagini è una procedura utilizzata per sovrapporre 
al computer immagini diver
occorre stabilire un parametro di qualità che vada minimizzato o massimizzato e una tecnica per 
sovrapporre le due o più immagini. In questa tesi lo spostamento avviene semplicemente mediant
traslazione delle immagini, ma si può anche avere la rotazione oppure altre trasformazioni chiamate 
“affini”.  
 
POSSIBILI MODIFICHE DEL TRIGGER
Naturalmente questo utilizzo del trigger è migliorabile in modo da aver immagini ancora più 
precise. Come prima cosa si potrebbe portare il segnale a 5 V non contemporaneamente al 
momento in cui il segnale supera la soglia , fotografando dunque il cuore ne
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e delle immagini con il software ImageJ[33], sviluppato dal 
 
 
 
ostamento della macchina riduca 
se tra loro. Affinché si possa avere una corretta sovrapposizione 
Fig. 39: Esempio di registrazione delle immagini 
 
 
lla fase di sistole come 
 
e 
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avviene ora, bensì dopo un breve intervallo temporale di qualche ms in modo da catturare le 
immagini durante la fase di diastole, dove il cuore è più grande e perciò si possono capire meglio i 
valori si saturazione dell’ossigeno al suo interno. Un ulteriore modifica apportabile è il filtraggio 
del segnale in ingresso in modo da ridurre il rumore e semplificare la scelta della soglia da 
applicare al programma. Infine un ultimo cambiamento che potrebbe aumentare le prestazioni 
dell’utilizzo del trigger è una sincronizzazione con il respiro. Quest’ultima scelta è legata al fatto 
che la respirazione provoca uno spostamento di tutto l’organo durante l’acquisizione modificando 
la posizione del cuore peggiorando gli studi successivi. Questo accorgimento richiede però 
l’utilizzo di un ulteriore canale all’interno della scheda di acquisizione per gestire 
contemporaneamente il segnale del respiro e quello dell’ECG. Tra i vari inconvenienti riscontrati in 
questa operazione il più importante è la possibile presenza di due diverse frequenze di 
campionamento, cosa che richiede un’elaborazione più complessa dei due segnali in ingresso. Una 
seconda complicazione è legata al fatto che non tutte le schede di acquisizione supportano l’utilizzo 
di più task diversi e con tempistiche differenti. Un’altra versione del trigger è già stata accennata 
nei capitoli precedenti e fornisce un’uscita basandosi sulla derivata prima del segnale pressorio del 
ventricolo sinistro. L’utilizzo della derivata consente di avere un segnale molto elevato nelle zone 
di maggior variazione di ampiezza. Porre una soglia che permetta di generare l’onda a 5 V solo nei 
picchi di maggior intensità della derivata consente di evitare errori dovuti al rumore poiché la 
derivata tende a ridurne l’incidenza sul segnale stesso. Oltre alla semplice analisi della saturazione 
cardiaca sarebbe interessante avere informazioni riguardo le concentrazioni relative(ad un 
riferimento) di ossi e deossiemoglobina per poter valutare direttamente e con maggior chiarezza il 
flusso del sangue sulle pareti cardiache. 
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Capitolo 5: Conclusioni e sviluppi futuri 
 
La spettroscopia NIRS, pur essendo una tecnica recente, è continuamente migliorata in ogni suo 
aspetto per poter sfruttare maggiormente questa tecnologia in sala operatoria. Gli ultimi sviluppi si 
stanno spingendo principalmente verso la creazione di strumenti meno costosi e quindi accessibili 
ad un numero maggiore di strutture; oltre all’aspetto economico viene privilegiato anche quello 
della praticità di utilizzo, andando verso la nascita di strumenti sempre meno ingombranti e più 
facili da utilizzare, cercando di sostituire i cavi con la tecnologia wireless[9]. Questo nuovo aspetto 
della portabilità della strumentazione NIRS può essere implementato con la nascita della NIRS 
indossabile[25]. Nonostante sia complicata la progettazione di un sistema che possa consentire il 
monitoraggio continuo dell’ossigenazione corporea, questo sarebbe un notevole passo avanti nello 
studio ad esempio del comportamento dei muscoli. Sfruttando la luce solare si potrebbe attuarne un 
filtraggio per avere direttamente una sorgente nell’infrarosso; ovviamente tutto il sistema dovrebbe 
tener conto di eventuali errori dovuti a rifrazione ed al movimento continuo del corpo. Tutto questo 
sistema inoltre, essendo indossabile, dovrebbe anche avere batterie a lunga durata, possibilmente 
ricaricabili con la stessa luce solare.  
 
Fig. 40: Esempio di strumentazione indossabile[25]. 
 
Oltre a questi possibili miglioramenti, le nuove macchine utilizzeranno sempre di più le 
metodologie nel dominio del tempo o della frequenza per avere maggiori informazioni sul tessuto 
da studiare. È importante ricordare che i centri di ricerca stanno portando a compimento e in certi 
casi hanno già ultimato delle macchine ibride che integrino la tecnologia NIRS insieme a 
tecnologie ben affermate quali MRI, PET,... La scelta di unire la NIRS a metodiche ben consolidate 
ha una doppia funzione in quanto oltre a validare le qualità diagnostiche della prima, essa fornisce 
anche informazioni aggiuntive riguardo la saturazione dell’ossigeno e la concentrazione di 
emoglobina[6]. Affinché sia possibile una corretta interpretazione dei dati NIRS sarà inoltre 
necessario affiancare a queste immagini i valori dei parametri vitali quali battito cardiaco, ciclo 
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respiratorio e altro. Nel campo della neurologia la NIRS è una metodica molto usata per le sue 
capacità di valutare le zone di attivazione cerebrali. In aggiunta a questo utilizzo tipico della NIRS, 
è stata portata avanti la scelta di pilotare una BCI (brain computer interface) mediante le variazioni 
della concentrazione di ossigeno[23]. In questo caso non sono utilizzati i dispositivi multicanale, 
bensì quelli a singolo canale posizionati adiacenti alla zona cerebrale di interesse. Una variante 
della BCI legata alla NIRS di ultima generazione si chiama “BCI ibrida” [24], la quale, 
diversamente dalla precedente richiede non un solo canale per leggere le modificazioni a livello 
cerebrale, bensì due canali diversi favorendo quindi una integrazione tra il segnale NIRS e un altro 
segnale come ad esempio l’EEG. La vera innovazione nel campo della spettroscopia ad infrarossi è 
la nuova tecnica chiamata “Diffuse Optical Tomography”(DOT)[23]. Questa tecnica si propone di 
migliorare efficacemente lo studio del flusso sanguigno riducendo l’incidenza di quei fattori che 
precedentemente sono stati limitanti per la NIRS, come ad esempio il problema legato alla presenza 
del tessuto extracerebrale per gli studi neurologici oppure l’errore legato alle approssimazioni del 
percorso ottico. La DOT è una tecnologia che può essere unita alle tre grandi categorie di NIRS: ad 
onda continua(CW), nel dominio del tempo(TDS) oppure nel dominio frequenziale(FDS). Negli 
ultimi anni sta prendendo campo la DOT congiunta alla TDS grazie allo sviluppo tecnologico che 
ha permesso di avere strumenti migliori come ad esempio i rilevatori di fotoni con tutta la 
circuiteria dedicata. Oltre alla parte hardware, la DOT prevede anche un’evoluzione nella creazione 
di nuovi algoritmi dedicati all’analisi dei dati, migliorandone l’affidabilità e le capacità di calcolo. 
Pur non essendo ancora inserita nel corrente uso clinico, per inconvenienti legati alla scelta di 
adeguati modelli di studio, questo strumento è stato ripetutamente testato in laboratorio e i risultati 
hanno dimostrato un miglioramento nella risoluzione spaziale e nell’accuratezza delle 
immagini[23]. La DOT può essere inserita all’interno della nuova branca della medicina chiamata 
“Imaging Molecolare Ottico”[26]. Questa definizione è legata all’utilizzo di macchinari in grado di 
studiare le diverse proprietà dell’organismo mediante radiazioni che appartengono alla banda del 
visibile, dell’infrarosso e dell’ultravioletto. L’analisi delle caratteristiche a livello molecolare nasce 
dal fatto che ormai la medicina sta andando verso questa direzione. Infatti da anni si stanno 
sperimentando nuove modalità per scoprire la reale efficacia di un farmaco all’interno 
dell’organismo o per individuare l’attività di specifiche proteine al fine di sviluppare terapie 
sempre più efficaci per le malattie più gravi. I diversi dispositivi che implementano questa 
tecnologia passano da sistemi che creano singole immagini bidimensionali a macchine che studiano 
tutto il volume della zona di studio.  
Da tutta questa trattazione è semplice intuire che la spettroscopia nel vicino infrarosso è una 
tecnologia con ampi margini di sviluppo in diverse direzioni. Occorre dunque sottolineare che 
nonostante essa non sia ancora pienamente entrata all’interno della metodologia clinica, la costante 
crescita di dispositivi commerciali ad essa collegati è indice del riconoscimento delle sue notevoli 
qualità, seppur con i relativi limiti legati per esempio alla bassa capacità di penetrazione all’interno 
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del corpo umano. La presente tesi si focalizza sull’analisi dell’apparato cardiocircolatorio. Per 
raggiungere questo obiettivo è stata utilizzata una nuova macchina della società canadese Kent che 
fornisce mappe della saturazione dell’ossigeno nei tessuti. Tale strumento è stato portato in sala 
operatoria per poter effettuare le immagini durante un’operazione su un animale. Lo scopo di 
questa tesi dunque è stato di poter sincronizzare mediante un trigger esterno l’acquisizione delle 
immagini con il battito cardiaco dell’animale in modo da evitare artefatti da movimento all’interno 
delle mappe. Dalle immagini è stato possibile dunque vedere che la presenza di un segnale esterno 
sincronizzato migliora la visualizzazione in quanto elimina o riduce considerevolmente gli artefatti 
da movimento. In tal modo una operazione di post-processing su queste immagini consente di 
effettuare una corretta analisi del flusso di sangue e lo studio delle zone infartuate(in caso di test 
con ischemia provocata), in quanto qualsiasi variazione del segnale non è dovuta ad uno 
spostamento dell’organo.   
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