We propose a novel method for the registration of 3D CT scans to 2D endoscopic images during the image-guided medialization laryngoplasty. This study aims to allow the surgeon to find the precise configuration of the implant and place it into the desired location by employing accurate registration methods of the 3D CT data to intra-operative patient and interactive visualization tools for the registered images. In this study, the proposed registration methods enable the surgeon to compare the outcome of the procedure to the pre-planned shape by matching the vocal folds in the CT rendered images to the endoscopic images. The 3D image fusion provides an interactive and intuitive guidance for surgeon by visualizing a combined and correlated relationship of the multiple imaging modalities. The 3D Magic Lens helps to effectively visualize laryngeal anatomical structures by applying different transparencies and transfer functions to the region of interest. The preliminary results of the study demonstrated that the proposed method can be readily extended for image-guided surgery of real patients.
INTRODUCTION
An estimated 7.5 million people in the United States have voice disorders, and onethird of the patients suffer from vocal fold paresis or paralysis each year [Statistics on voice, speech, and language]. Medialization laryngoplasty is a surgical procedure designed to restore voice in such patients. The objective of the procedure is to place the vocal folds into a more medial position by implanting a patient-specific structural support lateral to the paretic vocal folds through a window cut in the thyroid cartilage. However, the failure rate of the procedure is as high as 24% even for experienced surgeons and the voice outcomes are dependent on the exact placement of the implant relative to the position of the underlying vocal folds [Anderson et al. 2003 ]. The two most challenging issues are the determination of the optimal implant configuration and accurate placement of the implant. First, finding the precise configuration of the implant is important but difficult. It determines not only the degree of medialization but concurrently affects the vibratory characteristics of the vocal folds. Alterations in implant configuration are made by hand-carving the implant during surgery in response to phonation by the patient [Bielamowicz 2004 ]. The configuration of the implant is thus based on trial-and-error and voice outcomes are variable after a period of recovery. Another issue present is the difficulty in predicting the exact location of the underlying vocal folds since the vocal folds are located behind the thyroid cartilage. The anatomy of the thyroid cartilage varies in size and shape among individuals as does the precise position of the vocal folds. Furthermore, the vocal folds cannot be seen through the thyroplasty surgical window. The position of the implant window and the implant is selected based upon the perceived location of the underlying vocal folds. The location is therefore subject to a significant level of uncertainty.
In order to deal with the above two challenging issues and thus reduce the revision rate and improve the outcome of the procedure, it is very helpful to provide an imageguided surgery (IGS) system that allows the surgeon to place the implant in the desired location and assess the state of the vocal folds intra-operatively. The two main parts of these kinds of systems are the registration of the three-dimensional (3D) preoperative data to the two-dimensional (2D) intra-operative images, and the visualization of the registered images [Peters 2006 ] (see Fig. 1 ). For image-guided laryngoplasty, an accurate registration of the 3D magnetic resonance (MR) or computed tomography (CT) images to endoscopic images is necessary in order to compare the resultant shape of the vocal folds to the shape determined by a pre-operative planning system. An interactive visualization of the intra-operative images along with the pre-operative images is needed to provide guidance to the surgeon by presenting all available imaging modalities during the surgery. This can help the surgeon form a coherent understanding of the global relationship of the patient's anatomy, thereby allowing for a more accurate placement of the implant.
In this paper, we propose a novel registration method of the 3D pre-operative CT scans to 2D intra-operative patient image during the medialization laryngoplasty, which provides image guidance for surgeons by employing a viewpoint matching with the gradient-based mutual information (MI). This method can be used to track the position and orientation of the laryngoscope tip instead of using a tracker as well as to register the vocal folds that are located behind the thyroid cartilage. Since visionbased tracking is used for this study, we do not need additional tracking for the endoscope. The intra-operative endoscopic images are fused into the pre-operative CT data in order to help the surgeon form a coherent understanding of the global relationship of the patient's anatomy. The 3D Magic Lens provides an effective visualization tool so that the surgeon can place the implant at a more accurate position.
RELATED WORK
A number of IGS systems which include registration and visualization modules have been proposed [Jin et al. 2006 ; Image-guided surgery toolkit (IGSTK); Kelly 1986; Maurer et al. 1997; Darabi et al. 1997; Stefansic et al. 2000; Sato et al. 1998; Solomon et al. 2000; Klein et al. 2009; Wang et al. 2009; Deguchi et al. 2006; Hautmann et al. 2005; Helferty et al. 2007; Jin et al. 2009; Kirmizibayrak et al. 2010] . The ImageGuided Surgery Toolkit (IGSTK) was designed and developed to interface tracking devices with software applications incorporating medical images Image-guided surgery toolkit (IGSTK). This toolkit provides a common functionality for IGS applications, containing the tracking as well as the registration and the visualization. Most of the Figure 1 . Image-guided surgery system whose key modules are registration and visualization. Preoperative data is registered to the intra-operative endoscope, and all these imaging modalities are fused into one and visualized. (I need to make this image into high-resolution image.)
IGS systems have employed the fiducial markers and camera tracking to relate the pre-operative data with the patient on the operating room (OR) table. Fiducial markers have been used to register these two different data by establishing their correspondence. They can be categorized into extrinsic invasive, extrinsic noninvasive, and intrinsic markers. Extrinsic invasive markers are usually fixed to the patient's large bones [Kelly 1986; Maurer et al. 1997] , while extrinsic non-invasive markers are attached to the patient's skin [Darabi et al. 1997; Stefansic et al. 2000] or the surgical devices [Sato et al. 1998; Solomon et al. 2000] . The bone-fixed fiducial markers would cause potential damage to the thin and delicate laryngeal cartilage, and the skin-affixed or device-affixed markers may move significantly relative to the laryngeal cartilage.
As an alternative of the extrinsic markers, intrinsic markers such as anatomical landmarks, image intensity, and gradient can be used for tracking and registration of two imaging modalities. Numerous researchers have been proposed 2D-3D registration methods [Wang et al. 2009; Helferty et al. 2007; Dey and Napel 2006; Munbodh et al. 2008; Munbodh et al. 2009; Fu and Kuduvalli 2008; Toma evi et al. 2006; Deligianni et al. 2006] . However, most of them were dedicated to register 3D pre-operative data to 2D X-ray images or ultrasound images. A few studies have recently suggested registering the 3D CT data to the 2D endoscopic images [Wang et al. 2009 , Helferty et al. 2007 , Deligianni et al. 2006 . Herferty et al. proposed a method for CT-endoscopy registration without camera tracking [Helferty et al. 2007 ]. The registration was performed by finding the viewpoint of the virtual camera which leads to the maximum similarity measure between the bronchoscopic image and CT rendered image.
For 3D image fusion of intra-operative images with 3D pre-operative data, augmented reality has been widely used [Azuma 1997] . Augmented reality has a constraint that its visualization is fixed to the pose of the camera system. Moreover, in image fusion of endoscopic images to the 3D data, the endoscopic device is limited by a small field of view and thus it is more difficult for the surgeon to recognize the 3D position of the endoscope relative to the surrounding anatomical structures. To deal with these limitations, a few alternative approaches were proposed which fuse intra-operative images onto 3D surface model [Wang et al. 2009; Dey et al. 2002; Paul et al. 2005] . These approaches enabled surgeons to see the fused patient information from arbitrary viewpoints without being limited by the location of the camera.
Volumetric CT and MR scans include unnecessary information that might occlude the important anatomical structures and thus obstruct the surgeon to understand the fused image exactly. To effectively visualize the region of interest (ROI) in the preoperative data, 2D [Eric et al. 1993; Perlin and Fox 1993] and 3D [Viega et al. 1996; Wang et al. 2005 ] Magic Lens filters were proposed. These filters were used to apply different transparencies and transfer functions for the ROIs and the rest of the volume. Joshi et al. [Joshi et al. 2008] proposed a visualization method which allows irregular cropping and focusing. Rieder et al. [Rieder et al. 2008 ] used a cylindrical cut geometry to avoid the occlusion of the surgical target from the surgeon. Even though these methods can deal with the occlusion problem, the information in the discarded regions is lost.
In the medical domain, IGS systems find their root in stereotactic neurosurgery, in z ê c ê which the stereotactic frame is used as the standard reference system [Spiegel et al. 1947; Bergstrom and Greitz 1976; Brown 1979; Horsley and Clark 1908; Leksell 1951] . To date, image-guided technology has been applied to various medical scenarios including frame-based [Kelly 1986 ] and frameless [Roberts et al. 1986 ] stereotactic neurosurgery, spinal surgery [Lavallee et al. 1995] , orthopedic surgery [Bettega et al. 2002] , sinus surgery [Anon et al. 1994 ], brain biopsy [Maurer et al. 1993] , breast lesion excision [Burns 1997 ], liver metastases, oral implantology [Birkfellner et al. 2001] , maxillofacial surgery and prostate therapy [Onik et al. 1996] . Although a variety of IGS systems have been proposed thus far, few systems have been dedicated to image-guided medialization laryngoplasty to our knowledge. Our previous work proposed methods for surface reconstruction of the thyroid cartilage from the stereo camera images and registration of the reconstructed surface with one extracted from the CT data [Jin et al. 2006; Jin et al. 2009 ]. We also proposed an interactive visualization method which improves the surgeon's mental registration between the virtual and real worlds, thus guiding the surgeon for a more accurate surgical outcome [Kirmizibayrak et al. 2010 ].
METHODS
The proposed method of this paper consists of the following four main steps as outlined in Fig. 2 ; 1) surface extraction of the vocal folds from the 3D CT data using a marching cube algorithm [Lorensen and Cline 1987] , 2) rendering of the CT scans using isosurface rendering, 3) registration of the vocal folds with the gradient-based MI, and 4) visualization of the registered images using 3D image fusion and 3D Magic Lens [Kirmizibayrak et al. 2010] . First, the airway and vocal folds are segmented from the CT data using the 3D branch-based region growing [Yim and Hong 2008] and the surfaces of the segmented regions are extracted using marching cube algorithm during the pre-operative planning stage. The extracted surface from the 3D CT data is then rendered onto the 2D images using isosurface rendering. The position and orientation of the viewpoint are pre-defined so that the viewpoint is very close to that of the endoscopic image. Third, the relationship between the CT rendered image and the intra-operative endoscopic image is found by using image based registration. In order to register the two input images, MI is chosen as a similarity measure [Wells et al. 1996; and repeatedly calculated according to the different viewpoints.
The viewpoint with the maximum MI is found among the viewpoints with various positions and angles during the optimization process. As a result of the registration, the optimal viewpoint of the 3D CT data is located and the 2D CT rendered image, which is generated with the viewpoint, is matched to the target endoscopic image. This step can be used to track the position and orientation of the laryngoscope tip by finding the corresponding viewpoint of the CT rendered image given the endoscopic image. Finally, the intra-operative images are projected onto the pre-operative CT data, fusing the acquired information from multiple imaging modalities into one combined and correlated view. A ROI including the airway and vocal folds is localized in the fused images and visualized using a 3D Magic Lens which is an interactive data exploration tool.
Pre-Processing for the Registration
At the pre-operative stage, the airway and vocal folds are segmented from the CT data and the surface of the segmented regions are extracted in order to eliminate irrelevant structures outside the ROIs and render the isosurface of the vocal folds. For the surface extraction, three orthogonal axis-aligned views are first visualized from the CT data, as shown by Fig. 3 . From these 2D views, the surgeon can select a bounding region around the vocal folds to define the ROI. For this region, an isovalue which corresponds to the data values of the airway can be found by moving a slider bar in the user interface within the range of the CT density values. Interactive manipulation of the isovalue helps to determine which value is most suitable to segment the vocal folds from the surrounding structures. A preview of the selected isosurface within the ROI is given by a direct volume rendering [Levoy 1988 ]. Once the ideal isovalue for the vocal folds has been determined, a polygonal mesh is extracted using the marching cubes algorithm.
The 2D virtual image is rendered from the 3D CT data at a specific viewpoint of the virtual camera in order to register it to the 2D endoscopic image. To generate the 2D rendered image, the virtual camera is arbitrarily adjusted through the vocal folds in the 3D CT data. The surface of the vocal folds is rendered onto a 2D virtual image at each viewpoint V = (X, Y, Z, α, β, γ) where (X, Y, Z) are the positions of the viewpoint and (α, β, γ) are the Euler angles of the viewpoint along the x-, y-, and zaxes. During the rendering, the world coordinates of the 3D CT data are transformed into the 2D projected positions. The world coordinates of the surface points are calculated by multiplying the position and the sampling intervals of the x-, y-and zdirections. The camera coordinates are estimated by transforming the world coordinates with the matrices for rotation and translation.
The surfaces of the vocal folds are rendered based on a Lambertian shading model. This model can generate the CT rendered image which has similar intensity characteristic to the endoscopic image except small specular reflections and mucosal detail of the vocal folds.
Registration of the Vocal Folds with the Gradient MI-Based Viewpoint Matching
The registration of the 2D CT rendered image to the 2D endoscopic image is necessary in order to find the corresponding viewpoint of the 3D CT data given the endoscopic image. The registration is performed by matching the viewpoints of the endoscope and the virtual camera of the CT rendered image. Optimal viewpoint is determined by finding the viewpoint with the maximum similarity measure between the endoscopic image and the CT rendered image.
3.2.1 NMI-based Viewpoint Matching. To quantify the degree of similarity between intensity patterns in two images, various similarity measures have been used for image registration including MI, normalized MI (NMI), cross correlation (CC), and sum of squared intensity differences (SSD). The choice of an image similarity measure depends on the modality of the images to be registered. The MI and NMI measure have been successfully used for registration of the multimodality images [Wells et al. 1996; Studholme et al. 1999; Maes et al. 1999; . The MI measure between two images indicates the amount of information that one image contains about the other image, as shown in Eq. (1), 
MI(A; B) = H(A) + H(A) − H(A, B)
( 1 )
where H(A) and H(B) are the marginal entropies of the two images, H (A, B) is the joint entropy of two images, and i and j is the pixel which belongs to the image A and image B, respectively. The joint entropy which means the amount of uncertain information is calculated based on the joint probability P(i, j) of the intensities in the two images, as shown in Eq. (2). The probability p is estimated by generating the 2D joint histogram that represents the combinations of gray values in each of the two images for all corresponding points. As the MI is maximized, the two images can be considered to be matched. As the naïve MI tends to be sensitive to the amount of image overlap, it is difficult to register two images only with this measure robustly [Studholme et al. 1999] . A decrease in overlap reduces the statistical power of the probability distribution estimation. Therefore, this reduces the MI's ability to recover from larger initial misalignment. For this reason, we use an NMI that is independent of changes in the region of overlap in the two images. The NMI is calculated by dividing the joint entropy from the sum of two marginal entropies, as shown in Eq. (3).
The maximization of NMI finds a transformation where joint entropy is minimized with respect to the marginal entropies.
To optimize the registration process and thus find an optimal viewpoint with the largest NMI, several methods have been suggested including Powell's method, downhill simplex method, steepest descent, conjugate gradient, and simulated annealing [Press 1992] . In this study, we adapt Powell's method and downhill simplex method for the optimization of the NMI. Powell's method finds the minimum of the measure along a set of N, linearly independent directions, repeatedly. For the optimization of each direction, a one-dimensional line minimization method, the Brent algorithm, is used. The implementation of naïve Powell's method is based on the algorithm described in Press et al. [Press 1992] . In Powell's method, it is important to determine the order of each direction for the optimization due to differences in image resolution of different directions. The order of the directions which correspond to the transformation parameters is optimized over accuracy and robustness of the registration. Optimization of the x-and y-axes translation, X and Y, and of the z-axis rotation, γ, is better conditioned than optimization of the z-axis translation, Z, or of the x-and y-axis rotation, α and β [Maes et al. 1999] . We optimize the transformation parameters in each iteration in the order (X, Y, γ, Z, α, β). The downhill simplex method is a commonly used and well-defined optimization method which does not require derivative information. The method starts the optimization process with N+1 points, defining an initial simplex of N-dimensional parameter space. This simplex is deformed iteratively by reflection, expansion or contraction steps in order to find the optimum. The optimization converges when the fractional difference between the minimum and the
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maximum value evaluated at the vertices of the simplex is smaller than some threshold. The implementation of the naïve downhill simplex method is based on the algorithm given in Press et al [Press 1992 ]. We initialize the simplex with the origin which has the zero value for each parameter and with offsets of +15 mm for translation and +20 degree for rotation in each of the parameter directions separately.
3.2.2 Gradient NMI-Based Viewpoint Matching in Multi-resolution Scheme. Even though NMI is a robust measure for multi-modality registration, it can lead to an unstable registration result when it is applied to pre-operative CT data and endoscopic images that have quite different lighting patterns, as shown in Fig. 4 . To find a corresponding viewpoint of the 3D CT data given the endoscopic images and allow a robust registration regardless of the differences in surface illumination, we propose a gradient NMI-based viewpoint matching.
The gradient NMI-based viewpoint matching calculates the NMIs in the gradient images as well as in the original intensity images, and optimizes the viewpoint using the weighted sum of the two NMI values. To emphasize the effect of the vocal fold and allow a robust rigid matching regardless of the different lighting patterns, we find the overlapping region of high gradient pixels in two images and assign larger weight to the region during the calculation of the NMI. To calculate the gradient image, the Sobel operator, which is one of the most common edge detectors, is used [Gonzalez and Woods 1992] .
To find the viewpoint with the optimal NMI while avoiding convergence to local maxima, the optimization methods are applied in a multi-resolution scheme. First, the joint histograms are constructed at lower resolution by using only a fraction of the voxels in the image. After convergence at lower resolution, the optimization proceeds at higher resolution by taking more voxels of the image into account. We apply a twolevel multi-resolution hierarchy by sub-sampling the image with sampling factors f x , f y , and f z along the x-, y-and z-axis dimensions using nearest neighbor (NN) interpolation. If the optimum at lower resolution is close to the optimum at full resolution, it is to be expected that most of the calculation will be performed at lower resolution and that the number of evaluations at full resolution will be much smaller than when the optimization is done entirely at full resolution. The optimization at lower resolution provides a good starting position for the optimization at higher resolution so that the NMI measure can converge to the global maxima using a multiresolution scheme.
The proposed viewpoint matching based on a gradient-based NMI in multi-resolution scheme can emphasize the effect of the vocal fold by assigning more weight to the high gradient region and allow a robust matching regardless of the differences in surface illumination. The optimization method in a multi-resolution scheme helps to optimize the viewpoint accurately by avoiding the convergence to the local maxima.
Visualization of the Registered Images
The registration results provide a correlation between the surgeon's surgical view, endoscopic video of the airway and vocal folds, and the patient's pre-operative 3D CT. In a typical medialization laryngoplasty procedure, the surgeon must perform the difficult task of mentally registering this information together. For obtaining an intuitively combined and correlated view of the three imaging modalities, we apply the proposed viewpoint matching to fuse multiple 2D camera images with the volumetric data. In addition, we provide an interactive tool, called the 3D Magic Lens, to assist in guiding the surgeon to the correct implant location.
The 3D image fusion process is performed after the rendered image of the surface has been registered to the endoscopic video. Given two matched viewpoints, the images acquired from the camera are placed onto the surface extracted from the preoperative CT through projective texture mapping. The two images are correlated by overlaying the 2D endoscopic image onto the corresponding region of the extracted surface. The texture mapped surface is then recombined with the original volumetric information using ray casting based on the graphical processing unit (GPU) [Kruger and Westermann 2003; Lee et al. 2009 ]. We integrate the color rendered on the extracted surface model with the sampled color and opacity in the 3D CT data. Since the intra-operative view is merged onto the 3D surface model, the visualization is given through a virtual camera, which allows the user to view the fused information at the arbitrary position and orientation.
Coherent display of the data presents additional challenges since the fusion of multiple data sources can create visual clutter. Moreover, the surgeon may only be interested in specific information. To address these problems, we use the 3D Magic Lens paradigm, which gives the surgeon the ability to interactively control visual properties within a local region of the data [Kirmizibayrak et al. 2010] . The lens can be positioned virtually within the computer display to visualize a ROI within the data. The 3D Magic Lens is positioned over the anterior of the neck allowing the surgeon to visualize the structures of interest by applying partial transparency to the surface within the lens region. The anatomical structures such as thyroid cartilage, airway, and vocal folds can be further emphasized by applying a transfer function, which maps data values to a user-specified visual appearance, to the lens within the global context of the patient data, as shown in Figure 5 .
The two main components of the proposed visualization method is the 3D image fusion of intra-operative camera images to the pre-operative CT and the 3D Magic Lens. The proposed method enables the surgeon to intuitively visualize correlated patient information as an alternative to mental reconstruction so they can be more confident in their decision making during the surgery.
EXPERIMENTAL RESULTS

Experimental Setup and Evaluation Method
The proposed method was applied to register the 3D pre-operative CT to 2D intraoperative endoscopic images. The pre-operative CT scans were obtained on a LightSpeed VCT Scanner (GE Medical Systems, US) from one normal subject and one patient with vocal fold paralysis. The intra-operative endoscopic images were virtually generated according to a defined viewpoint in the post-operative CT scans which are correspondent to the pre-operative CT scans. The image resolution of the CT scans was 512×512 and the slice thickness was 0.625 mm.
The vocal folds were segmented in the pre-operative CT scans and the 3D surfaces of the segmented regions were extracted. The surface of the vocal folds was rendered from the pre-operative CT data by OpenGL rendering. The CT rendered image was registered to the 2D endoscopic image with the gradient NMI-based viewpoint matching. Visualization algorithms were implemented on the GPU to take advantage of the modern graphics hardware and achieve real-time performance. The EM tracker was used to track the stylus intra-operatively for visual feedback of 3D Magic Lens. The proposed method was developed at Microsoft Visual Studio 2008 with the support of standard libraries including MFC, OpenGL, and VTK [Schroeder et al. 2000] .
For the viewpoint matching, we chose NMI as a similarity measure and calculated it in the intersection of the high gradient regions of the two 2D input images. The high gradient regions were determined by finding the bounding box for the pixels with the gradients larger than T. This threshold value was experimentally set to 0.1 to include the edge of the vocal folds while the maximum gradient is 1.0. The NMI was calculated by assigning the adaptive weights for the high gradient regions and the remaining portion of the image. In this study, the weights for the two different regions were set to 1.5 and 1.0 to emphasize the high intensity regions relative to the rest of the image.
To integrate the gradient and intensity information, the two NMI values which were calculated from the gradient and original images were weighted averaged, as shown in Eq.. The weighting factor for the gradient image C G was experimentally set to 0.2 and that for the original image C I was set to 0.8.
To optimize the NMI measures, we applied two different methods: Powell's method and the downhill simplex method. The initial search space of the viewpoint was defined to 15 mm for translation and 20 degree for rotation in both optimization methods. The maximum number of the iteration for optimization was defined to 20 and 300. As Powell's method requires a set of one dimensional optimization, the iteration number for one set was defined to 20. On the other hand, the number of iterations in the downhill simplex method was selected to a relatively high value experimentally. The optimization was performed in a two-level resolution scheme. The NMI measures between the CT rendered image and the virtual endoscopic image were calculated at the sub-sampled positions and optimized for various viewpoints of the virtual camera until the measure converged to the optimum at lower resolution. Starting from the optimized viewpoint at the lower resolution level, the optimization was performed at higher resolution. In this study, the sub-sampling factors, f x , f y , and f z , were set to 4 pixels at lower resolution and 2 pixels at higher resolution.
To validate the accuracy of the proposed registration method, we evaluated the sensitivity to the initial viewpoint of the pre-operative CT. We tested the sensitivity on 1) the two rendered images from identical pre-operative CT data with different viewpoints and 2) the two rendered images from pre-and post-operative CT data. For these two experiments, downhill simplex optimization method was used. We assumed that the registration result was acceptable when the positional and angular error between target and source images were less than a predefined threshold ε and λ. The threshold for positional error, ε, was set to 5 mm for the first test and 8 mm for the second test. The threshold for angular error, λ, was set to 5° for the first and 8° for the second. The positional and angular errors were calculated by using the difference of the view positions of the two images, and the difference of the view angles of the two images.
Results
4.2.1
Registration of the Vocal Folds with the Gradient MI-Based Viewpoint Matching. Figure 6 shows that the proposed gradient NMI-based viewpoint matching in multiresolution scheme led to a better registration result than the result using the singleresolution scheme. Figure 7 . shows that gradient NMI-based viewpoint matching led to robust registration results of the pre-operative CT data to the virtual endoscopic image in spite of the differences in surface illumination. show that the proposed gradient NMI-based viewpoint matching allowed more accurate results than the naïve NMI-based viewpoint matching.
The sensitivity to the initial viewpoint was evaluated using two different datasets. In the first test, the initial offset which results in good registration was −7.0 mm ≤ X ≤ 7.0 mm, −9.0 mm ≤ Y ≤ 6.0 mm, and −13.0 mm ≤ Z ≤ 15.0 mm for translation in x, y, z directions, and −21.0° ≤ α ≤ 16.5°, −22.5° ≤ α ≤ 25.5°, and −28.5° ≤ γ ≤ 25.5°f or x, y, z rotations, respectively. In the second test, the offset was −13.0 mm ≤ X ≤ 11.0 mm, −11.0 mm ≤ Y ≤ 13.0 mm, and −12.0 mm ≤ Z ≤ 10.0 mm for x, y, z translations, and −6.0° ≤ α ≤ 11.0°, −12.0° ≤ β ≤ 15.0°, and −13.0° ≤ γ ≤ 17.0° for x, y, z rotations. Figure 8 shows an example of 3D image fusion. A camera image was fused onto the corresponding region of the phantom surface extracted from the pre-operative CT data. The stickers indicated by circles with three different colors were placed on the phantom to emphasize the placement of the image on the volume-rendered surface. Partial transparency was used within a lens region to reveal the thyroid cartilage and airway underneath the physically visible surface. Figure 9 shows an example of the tracking based interaction for the 3D Magic Lens using two different tracking technologies. The left and right columns show the optical tracking and the EM tracking, respectively, which are used to point to the locations of the ROIs. The corresponding regions of the virtual and real images shown in the top and bottom row of Figure 9 were concurrently displayed in order to illustrate how a surgeon can select ROI locations by using trackers.
Visualization of the Registered Images.
DISCUSSION AND CONCLUSION
We presented accurate and robust methods for registration of the pre-operative CT Figure 7 . The registration results of the vocal folds after applying the proposed gradient NMIbased viewpoint matching to the pre-operative CT scans and virtual endoscopic images: (a) the virtual endoscopic image generated from the post-operative CT data, (b) the 2D CT rendered image with a viewpoint translated from the ground truth by −3 mm along the x axis, (c) the registration result of (b) with the naïve NMI-based viewpoint matching, (d) the registration result of (b) with the proposed gradient NMI-based viewpoint matching, (e) the difference in images between (a) and (c), and (f) the difference in images between (a) and (d).
data to the intra-operative camera images and visualization of the registered images. The gradient NMI-based viewpoint matching allowed a robust matching of the vocal folds regardless of the differences in surface illumination. This method also can provide the vision-based tracking of the endoscope tip by finding the corresponding viewpoint between the two images. The proposed 3D image fusion led to combined and coherent viewing of information from the multiple imaging modalities by visualizing the fusion of the CT data and endoscopic images of the vocal folds. The 3D Figure 8 . A camera image (indicated by the white plane) was fused onto the corresponding region of the phantom surface from the pre-operative CT data. Magic Lens helped the surgeon to place the implant in an accurate position by visualizing the ROI with a different transfer function and transparency to the surrounding structures. The results showed that the gradient NMI-based viewpoint matching allowed robust registration results of the pre-operative CT data to the virtual endoscopic image contrary to the naïve NMI-based viewpoint matching. In addition, the viewpoint matching in multi-resolution schemes led to better registration results than the result in single-resolution scheme. In this preliminary study using the phantom models, we aimed to validate the results of the proposed method and determine whether this would be applicable to the image-guided surgery for real patients. The visual results in this study showed that the proposed registration and visualization methods can be used effectively for the phantom models. The results also showed the possibility that the proposed methods can be readily applicable to patients in the OR. For the image-guided surgery of patients, further study is needed to ascertain the complicated circumstances such as the movement and phonation of the patient, and deformation of the vocal folds.
For the registration of vocal folds between the pre-operative and intra-operative data, we applied gradient NMI-based viewpoint matching. Even though this method led to accurate and robust registration results for the two datasets which have different dimensions and were acquired before and during surgery, the deformation of the vocal folds was not taken into account. For the registration of the vocal folds, the deformable motion relative to the thyroid cartilage should be considered since the collisions of the vocal folds generate an elastic wave that propagates to the mucous, involving deformable motion [Montagnoli et al. 2006] . In order to intra-operatively assess the shape of the vocal folds after implant and compare it to the pre-planned shape, we need to deform the pre-operative CT data to the intra-operative surface of the patient after the implant. We are currently developing the feature-based deformable registration method of the 3D CT data to the 2D endoscopic images.
In the study, the virtual endoscopic images that were generated from the postoperative CT data were used for registration with the pre-operative data instead of the intra-operative endoscopic images. The virtual endoscopic images presented the medialized shape of the vocal folds after the implant and provided similar views to the intra-operative endoscopic images with some exceptions. These virtual images were generated from the CT data that were acquired at the resting stage of the vocal folds, for the patients not phonating, while the real endoscopic images are obtained from the patients during the operation. Furthermore, illumination patterns of the virtual endoscopic images tend to be different from those of the real endoscopic images. We plan to apply the proposed registration method to the real intra-operative endoscopic images and the pre-operative CT data, and validate the performance of the proposed registration method for the vocal folds.
We are also planning a user study to evaluate the visualization of the larynx using 3D Magic Lens, targeting inexperienced and experienced surgeons. This user study will be used to quantify the performance of the 3D Magic Lens for identifying anatomical landmarks or locating target structures.
