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1. Introduction
To measure the disparity of a probability distribution, the Gini mean difference and its scale invariant
version, the Gini index, are most widely used.
The special case of an empirical distribution is particularly important.
Let Fa denote the distribution function that gives equal weight to each of n, not necessarily different,
points ai in R, a1 ≤ · · · ≤ an . Let a = (a1, . . . , an) and a¯ = n−1(a1 + · · · + an). Then the Lorenz curve
of Fa , which will be denoted by L Fa (·), is the linear interpolation of the points 1n
(
k, a1+···+ak
a¯
)
, k =
1, . . . , n, a¯ = 0, in two-space [8, p. 257].
The Gini mean difference of the sample a = (a1, . . . , an) is then defined by
M(a1, . . . , an) = M(Fa) = 12n2
n∑
j=1
n∑
i=1
|ai − a j | = 1
n2
∑
1≤i< j≤n
|ai − a j |,
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and
R(a1, . . . , an) = R(Fa) = 1
a¯
M(a1, . . . , an),
is the Gini index of a, provided the sample mean a¯ is not zero [8, p. 257].
The Gini index of a equals the Gini mean difference of the “scaled down” sample a˜ =(
a1
a¯
, . . . , an
a¯
)
(a¯ = 0),
R(a1, . . . , an) = 12n2
n∑
j=1
n∑
i=1
∣∣∣ai
a¯
− a j
a¯
∣∣∣ .
We state several important properties of the Gini index for an empirical distribution of nonnegative
data [8, p. 257]:
(i) Let (a1, . . . , an) ∈ Rn+ with
∑n
i=1 ai > 0. Then
0 = R(a¯, . . . , a¯) ≤ R(a1, . . . , an) ≤ R
(
0, . . . , 0,
n∑
i=1
ai
)
= 1 − 1
n
< 1,
R(βa1, . . . , βan) = R(a1, . . . , an) for every β > 0,
and
R(a1 + λ, . . . , an + λ) = a¯
a¯ + λ R(a1, . . . , an) for every λ > 0.
(ii) R is strictly increasing with the Lorenz order; this means that
R(a1, . . . , an) > R(b1, . . . , bn)
if
L Fa (t) ≤ L Fb(t)
for all t and “<” for some t . Here L F·(·) is the Lorenz curve of the distribution function F·(·).
(iii) R is a continuous function on Rn+.
These and other properties have been investigated by many authors. For a survey and references, see
[9] and [5,6].
The main aim of this work is to point out some bounds for the Gini mean difference under various
assumptions for the sequence a = (a1, . . . , an) ∈ Rn .
2. General bounds
For a = (a1, . . . , an) ∈ Rn and p = (p1, . . . , pn) a probability sequence, meaning that pi ≥ 0 (i ∈
{1, . . . , n}) and ∑ni=1 pi = 1, define the weighted Gini mean difference by the formula
Mp(a) := 12
n∑
j=1
n∑
i=1
pi p j |ai − a j | =
∑
1≤i< j≤n
pi p j |ai − a j |. (2.1)
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Obviously, if p =
(
1
n
, . . . , 1
n
)
is the uniform distribution, then we get the Gini mean difference
M(a) := 1
2n2
n∑
j=1
n∑
i=1
|a j − ai | = 1
n2
∑
1≤i< j≤n
|a j − ai |. (2.2)
On making use of a result due to Cargo and Shisha (see [1, Lemma 4.1]) that has also been obtained
as a particular case of a more general result of Izumino and Pecˇaric´ in [7, Corollary 2.4], we can state
the following:
Theorem 1. If a ∈ Rn is such that there exist the real numbers a, A such that
−∞ < a ≤ ai ≤ A < ∞ for each i ∈ {1, . . . , n}, (2.3)
then we have the inequality
Mp(a) ≤ (A − a) max
J⊂{1,...,n}[PJ (1 − PJ )] ≤
1
4
(A − a), (2.4)
where PJ := ∑ j∈J p j , J is a subset of {1, . . . , n}.
In particular, for uniformly distributed probabilities, we have the following result:
Corollary 1. If a ∈ Rn satisfies the assumptions of Theorem 1, then we have the inequality
M(a) ≤ 1
n2
⌊
n2
4
⌋
(A − a) ≤ 1
4
(A − a), (2.5)
where r	 is the integer part of r ∈ R.
Proof. By Theorem 1 for pi = 1n , we have
M(a) ≤ max
1≤i≤n
[
i
n
(
1 − i
n
)]
(A − a) = 1
n2
[⌊n
2
⌋(
n −
⌊n
2
⌋)]
(A − a)
= 1
n2
⌊
n2
4
⌋
(A − a),
and the inequality (2.5) is proved. 
For a ∈ Rn and p a probability distribution, we define by Kp(a) the mean absolute deviation
Kp(a) :=
n∑
i=1
pi
∣∣∣∣∣ai −
n∑
j=1
p j a j
∣∣∣∣∣ .
It is obvious, by the Cauchy–Bunyakovsky–Schwarz inequality, that we have Kp(a) ≤ σp(a),
where
σp(a) :=

 n∑
i=1
pia2i −
(
n∑
i=1
piai
)2
1
2
.
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The following theorem incorporates a different upper bound for the weighted Gini mean
difference.
Theorem 2. For any a ∈ Rn and any p a probability distribution, we have the inequality
1
2
Kp(a) ≤ Mp(a) ≤ inf
γ∈R
[
n∑
i=1
pi |ai − γ |
]
≤ Kp(a). (2.6)
The constant 12 in the first inequality in (2.6) is sharp.
Proof. Using the generalised triangle inequality
∑n
i=1 |αi | ≥ |
∑n
i=1 αi |, αi ∈ R, i ∈ {1, . . . , n}, we
have
Mp(a) = 12
n∑
i=1
pi
(
n∑
j=1
p j |ai − a j |
)
≥ 1
2
n∑
i=1
pi
∣∣∣∣∣
n∑
j=1
p j (ai − a j )
∣∣∣∣∣ = 12 Kp(a),
proving the first inequality in (2.6).
Using the triangle inequality, we have, for any i, j ∈ {1, . . . , n}, that
|xi − x j | ≤ |xi − γ | + |x j − γ |. (2.7)
If we multiply (2.7) by pi p j ≥ 0, i, j ∈ {1, . . . , n}, and sum over i and j from 1 to n, we deduce
n∑
j=1
n∑
i=1
pi p j |xi − x j | ≤
n∑
j=1
n∑
i=1
pi p j [|xi − γ | + |x j − γ |]
= 2
n∑
i=1
pi
n∑
j=1
p j |x j − γ | = 2
n∑
i=1
pi |xi − γ |,
from which we get
Mp(a) = 12
n∑
i, j=1
pi p j |xi − x j | ≤
n∑
i=1
pi |xi − γ | (2.8)
for any γ ∈ R.
Taking the infimum over γ ∈ R in (2.8), we deduce the second inequality in (2.6).
The last inequality in (2.6) is obvious.
Now, assume that the first inequality in (2.6) holds with a positive constant c, i.e.,
cKp(a) ≤ Mp(a), (2.9)
for any a ∈ Rn and p a probability distribution.
Choose n = 2 and p = (α, 1 − α), α ∈ (0, 1), to get from (2.9) that
2cα(1 − α)|a2 − a1| ≤ α(1 − α)|a2 − a1|
for any α ∈ (0, 1) and a1, a2 ∈ R. This obviously implies that c ≤ 12 . 
Corollary 2. With the assumptions of Theorem 1, we have the inequality
Mp(a) ≤
n∑
i=1
pi
∣∣∣∣ai − A + a2
∣∣∣∣
(
≤ 1
2
(A − a)
)
. (2.10)
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The proof is obvious by Theorem 2 on choosing γ = A+a2 . The last inequality is obvious since
|ai − A+a2 | ≤ 12(A − a) for any i ∈ {1, . . . , n}.
Remark 1. From (2.10) we have the inequality for the Gini difference mean:
M(a) ≤ 1
n
n∑
i=1
∣∣∣∣ai − A + a2
∣∣∣∣ , (2.11)
provided that a ≤ ai ≤ A for i ∈ {1, . . . n}.
It is natural to ask how the bounds provided by (2.5) and (2.11) for the Gini difference mean relate to
each other.
Define
B1(n) = 1
n2
⌊
n2
4
⌋
(A − a) and B2(n) = 1
n
n∑
i=1
∣∣∣∣ai − A + a2
∣∣∣∣ .
For n = 4, if we assume that a = a1 ≤ a2 ≤ a3 ≤ a4 = A, then
B1(4) = 14 (A − a) and B2(4) =
1
4
[
(A − a) +
∣∣∣∣a2 − A + a2
∣∣∣∣+
∣∣∣∣a3 − A + a2
∣∣∣∣
]
,
showing that B1(4) is better than B2(4).
Now, if we choose n = 6, then
B1(6) = 14 (A − a)
and
B2(6) = 16
[
(A − a) +
∣∣∣∣a2 − A + a2
∣∣∣∣+
∣∣∣∣a3 − A + a2
∣∣∣∣+
∣∣∣∣a4 − A + a2
∣∣∣∣+
∣∣∣∣a5 − A + a2
∣∣∣∣
]
,
provided that a = a1 ≤ a2 ≤ a3 ≤ a4 ≤ a5 ≤ a6 = A.
It is obvious that for a2 = a3 = a4 = a5 = a+A2 , the bound B2(6) is better than B1(6).
Therefore, in general, the bounds (2.5) and (2.10) cannot be compared to conclude that one is always
better than the other.
3. Bounds in terms of forward difference
For the n-tuple of real numbers a = (a1, . . . , an) ∈ Rn , consider the forward difference ak , k ∈
{1, . . . , n − 1}, defined by
ak := ak+1 − ak, k ∈ {1, . . . , n − 1}.
The following result holds.
288 P. Cerone, S.S. Dragomir / Applied Mathematics Letters 19 (2006) 283–293
Theorem 3. For any a ∈ Rn and any p a probability distribution, we have the inequalities
Mp(a) ≤


max
1≤k≤n−1 |ak |
∑
1≤i< j≤n−1
pi p j ( j − i),
(
n−1∑
k=1
|ak |p
) 1
p ∑
1≤i< j≤n
pi p j ( j − i)
1
q for p > 1, 1
p
+ 1
q
= 1;
1
2
n−1∑
k=1
|ak |
(
1 −
n∑
i=1
p2i
)
.
(3.1)
The inequalities are sharp in the sense that the multiplicative constants from the right hand side cannot
be replaced by smaller quantities.
Proof. Since for j > i we have a j − ai = ∑ j−1k=i ak , by Hölder’s inequality we may state that
|a j − ai | ≤
j−1∑
k=i
|ak |
≤


( j − i) max
i≤k≤ j−1
|ak |,
( j − i) 1q
( j−1∑
k=i
|ak |p
) 1
p
for p > 1,
1
p
+ 1
q
= 1;
n−1∑
k=1
|ak |
≤


( j − i) max
i≤k≤n−1 |ak |,
( j − i) 1q
(
n−1∑
k=1
|ak |p
) 1
p
for p > 1,
1
p
+ 1
q
= 1;
n−1∑
k=1
|ak |.
(3.2)
From the definition of the Gini difference mean (2.1), we get
Mp(a) ≤


max
1≤k≤n−1 |ak |
∑
1≤i< j≤n
pi p j( j − i),
(
n−1∑
k=1
|ak |p
) 1
p ∑
1≤i< j≤n
pi p j ( j − i)
1
q for p > 1,
1
p
+ 1
q
= 1;
n−1∑
k=1
|ak |
∑
1≤i< j≤n
pi p j
and, since
∑
1≤i< j≤n
pi p j = 12
[
n∑
i, j=1
pi p j −
n∑
k=1
p2k
]
= 1
2
(
1 −
n∑
k=1
p2k
)
,
the inequality (3.1) is proved.
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To prove the sharpness of the constant in the first inequality in (3.1), assume that there exists a c > 0
such that
Mp(a) ≤ c max
1≤k≤n−1
|ak |
∑
1≤i< j≤n−1
pi p j ( j − i) (3.3)
for any a ∈ Rn, n ≥ 2 and p a probability distribution.
For n = 2, we get from (3.3) that p1 p2|a2 − a1| ≤ c|a2 − a1|p1 p2 for any p1, p2 with p1 + p2 = 1
and a1, a2 ∈ R, giving c ≥ 1.
The sharpness of the constant in the other two inequalities may be shown in a similar way and we
omit the details. 
The following particular case is of interest.
Corollary 3. For any a ∈ Rn, we have the inequality
M(a) ≤


1
6
· n
2 − 1
n
max
1≤k≤n−1 |ak |,
1
n2
∑
1≤i< j≤n
( j − i) 1q
(
n−1∑
k=1
|ak |p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
1
2
· n − 1
n
n−1∑
k=1
|ak |.
(3.4)
The constants 16 , 1 and
1
2 are the best possible in (3.4).
Proof. We need only calculate
∑
1≤i< j≤n( j − i).
We observe that∑
1≤i< j≤n
( j − i) = 1 + (1 + 2) + (1 + 2 + 3) + · · · + (1 + 2 + · · · + n − 1)
=
n−1∑
k=1
(1 + 2 + · · · + k) =
n−1∑
k=1
k(k + 1)
2
= n(n
2 − 1)
6
,
and by (3.1), we deduce the desired result. 
4. Gini mean difference generated by functions
We define the Gini mean difference for the sequence x = (x1, . . . , xn) and the function f defined
for the points xi , i ∈ {1, . . . , n}, with the weights p = (p1, . . . , pn) with pi ≥ 0, i ∈ {1, . . . , n}, and∑n
i=1 pi = 1, by
Mp( f, x) :=
∑
1≤i< j≤n
pi p j | f (x j ) − f (xi)|.
The following result holds.
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Theorem 4. Let f : [a, b] → R be continuous on [a, b] and differentiable on (a, b). If there exist
positive numbers m, M with
0 < m ≤ | f ′(x)| ≤ M < ∞ for any x ∈ [a, b], (4.1)
then for any x ∈ [a, b]n we have the inequality
mMp(x) ≤ Mp( f, x) ≤ M Mp(x). (4.2)
Proof. Using Lagrange’s mean value theorem, for any xi , x j ∈ [a, b] (i, j ∈ {1, . . . , n}), there exists an
element ξi, j between them with the property
f (xi ) − f (x j ) = f ′(ξi, j )(xi − x j )
and thus, by (4.1), we deduce
m|xi − x j | ≤ | f (xi ) − f (x j )| ≤ M|xi − x j | (4.3)
for each i, j ∈ {1, . . . , n}.
On multiplying (4.3) by pi p j ≥ 0 and summing over i and j with 1 ≤ i < j ≤ n, we deduce the
desired inequality (4.2). 
In a similar way, on utilising the Cauchy mean value theorem, we can state the following result as
well.
Theorem 5. Let f, g : [a, b] → R be continuous on [a, b] and differentiable on (a, b) with g′(x) = 0
for x ∈ (a, b). If there exist positive numbers γ,Λ with
0 < γ ≤
∣∣∣∣ f ′(x)g′(x)
∣∣∣∣ ≤ Λ < ∞ for any x ∈ [a, b], (4.4)
then for any x ∈ [a, b]n we have the inequality
γ Mp(g, x) ≤ Mp( f, x) ≤ ΛMp(g, x). (4.5)
Now, let x ∈ [a, b]n and consider a function ϕ : [a, b] → R.
For x, ϕ and p a probability sequence, define the mean
A(p, ϕ, x) :=
∑
1≤i< j≤n
pi p j |x j − xi |
∣∣∣∣ϕ(xi) + ϕ(x j )2
∣∣∣∣ . (4.6)
The following result holds.
Theorem 6. Let f : [a, b] → R be a differentiable function such that f ′ is absolutely continuous on
[a, b]. Then for any x ∈ [a, b]n and p a probability distribution, we have the inequality
|G(p, f, x) − A(p, f ′, x)|
≤


1
4
‖ f ′′‖[a,b],∞G2(p, x) if f ′′ ∈ L∞[a, b];
1
2(q + 1)1/q ‖ f
′′‖[a,b],pG1+ 1q (p, x) if f
′′ ∈ L p[a, b],
where p > 1,
1
p
+ 1
q
= 1;
1
2
‖ f ′′‖[a,b],1G(p, x),
(4.7)
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where Gr(p, x), r ∈ [1,∞) is defined by
Gr (p, x) :=
∑
1≤i< j≤n
pi p j |x j − xi |r (4.8)
and G(p, x) := G1(p, x).
Proof. We use the following inequality of trapezoid type (see for instance [2, p. 93]):∣∣∣∣
∫ y
x
g(t)dt − y − x
2
[g(x) + g(y)]
∣∣∣∣
≤


1
4
‖g′‖[a,b],∞(y − x)2 if g ∈ L∞[a, b];
1
2(q + 1)1/q ‖g
′‖[a,b],p|y − x |1+
1
q if g ∈ L p[a, b],
where p > 1,
1
p
+ 1
q
= 1;
1
2
‖g′‖[a,b],1|y − x |,
(4.9)
for any x, y ∈ [a, b].
Applying (4.9) for f ′ and utilising the triangle inequality, we have∣∣∣∣| f (y) − f (x)| − |y − x |
∣∣∣∣ f ′(x) + f ′(y)2
∣∣∣∣
∣∣∣∣
≤


1
4
‖ f ′′‖[a,b],∞(y − x)2 if f ′′ ∈ L∞[a, b];
1
2(q + 1)1/q ‖ f
′′‖[a,b],p|y − x |1+
1
q if f ′′ ∈ L p[a, b],
where p > 1,
1
p
+ 1
q
= 1;
1
2
‖ f ′′‖[a,b],1|y − x |,
(4.10)
for any x, y ∈ [a, b].
If, in (4.10), we put y = xi , x = x j , multiply by pi p j ≥ 0, sum over 1 ≤ i < j ≤ n and use the
generalised triangle inequality, we deduce the desired inequality (4.7). 
Remark 2. It is easy to see that
G2(p, x) =
∑
1≤i< j≤n
pi p j (x j − xi)2 =
n∑
i=1
pi x2i −
(
n∑
i=1
pi xi
)2
,
and thus the first inequality in (4.7) may be stated as
|G(p, f, x) − A(p, f ′, x)| ≤ 1
4
‖ f ′′‖[a,b],∞σp(a).
For x ∈ [a, b]n and ϕ : [a, b] → R, consider another mean defined by
B(p, ϕ, x) :=
∑
1≤i< j≤n
pi p j |x j − xi |
∣∣∣∣ϕ
(
xi + x j
2
)∣∣∣∣ . (4.11)
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The following result may be stated as well.
Theorem 7. Let f : [a, b] → R be a differentiable function such that f ′ is absolutely continuous on
[a, b]. Then for any x ∈ [a, b]n and p a probability distribution, we have the inequality
|G(p, f, x) − B(p, f ′, x)|
≤


1
4
‖ f ′′‖[a,b],∞G2(p, x) if f ′′ ∈ L∞[a, b];
1
2(q + 1)1/q ‖ f
′′‖[a,b],pG1+ 1q (p, x) if f
′′ ∈ L p[a, b],
where p > 1,
1
p
+ 1
q
= 1;
1
2
‖ f ′′‖[a,b],1G(p, x),
(4.12)
where Gr (p, x) were defined above in (4.8).
Proof. We use the following mid-point inequality (see for instance [4, p. 2] for x = a+b2 )∣∣∣∣
∫ y
x
g(t)dt − (y − x)
[
g
(
x + y
2
)]∣∣∣∣
≤


1
4
‖g′‖[a,b],∞(y − x)2 if g ∈ L∞[a, b];
1
2(q + 1)1/q ‖g
′‖[a,b],p|y − x |1+
1
q if g ∈ L p[a, b],
where p > 1,
1
p
+ 1
q
= 1;
1
2
‖g′‖[a,b],1|y − x |.
for any x, y ∈ [a, b]. The proof follows now in the same way as the one incorporated in Theorem 6 and
we omit the details. 
To illustrate the concepts introduced above for a general function f and the corresponding inequalities
obtained on utilising the trapezoidal and mid-point inequalities, we consider now a particular case that
may be useful in applications.
Let f : (0,∞) → R, f (x) = ln x, xi > 0, i ∈ {1, . . . , n}, and p be a probability distribution. We
have
G(p, ln, x) =
∑
1≤i< j≤n
pi p j
∣∣∣∣ln
(
x j
xi
)∣∣∣∣ , A(p, ln, x) = 12
∑
1≤i< j≤n
pi p j |x2i − x2j |
xi x j
,
and
B(p, ln, x) = 2
∑
1≤i< j≤n
pi p j |xi − x j |
xi + x j .
If the function f is restricted to the interval 0 < m < M < ∞, then, obviously
‖ f ′′‖[m,M],∞ = 1
m2
, ‖ f ′′‖[m,M],1 = M − m
mM
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and
‖ f ′′‖[m,M],p =
(
M2p−1 − m2p−1
(2p − 1)m2p−1 M2p−1
) 1p
, p > 1.
Taking into account the above, if 0 < m ≤ xi ≤ M for i ∈ {1, . . . , n}, then we may state from Theorem 6
the inequality∣∣∣∣∣
∑
1≤i< j≤n
pi p j
∣∣∣∣∣ ln
(
x j
xi
) ∣∣∣∣∣−12
∑
1≤i< j≤n
pi p j |x2i − x2j |
xi x j
∣∣∣∣∣
≤ Λ :=


1
4m2
G2(p, x)
1
2
· M − m
mM
G(p, x)
1
2(q + 1)1/q
(
M2p−1 − m2p−1
(2p − 1)m2p−1 M2p−1
) 1p
G1+ 1q (p, x), p > 1,
1
p
+ 1
q
= 1;
and from Theorem 7,∣∣∣∣∣
∑
1≤i< j≤n
pi p j
∣∣∣∣∣ ln
(
x j
xi
) ∣∣∣∣∣− 2
∑
1≤i< j≤n
pi p j |xi − x j |
xi + x j
∣∣∣∣∣ ≤ Λ.
Remark 3. If one uses other integral inequalities for the trapezoidal or mid-point rules (see for instance
[2–4] and the references therein), then one may state various inequalities incorporating the quantities
A, B and Gr defined above. The details are omitted.
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