Special-purpose diffractive optical devices are often designed by iterative methods without consideration of convergence properties and related factors that affect performance. We examine the properties of iterative algorithms in a vector-space setting and illustrate, with examples, differences in convergence performance based on starting point, sequential versus parallel projections, and intersecting versus nonintersecting sets.
INTRODUCTION
The design of complex, i.e., multifunction, high-efficiency, diffractive optical elements (DOE's) has been greatly facilitated by computer-based algorithms that generate the complex transmittance from constraints imposed on the functionality of the DOE. For example, Wood et al. 1 used the computer-intensive algorithm of simulated annealing to optimize the diffraction integral that transforms the lens pixel pattern to fit the output pattern. Hatakoshi and Nakamura 2 successfully designed optical branching networks by computer control of the appropriate phasemodulating function. A common procedure is to iteratively apply Fourier-or Fresnel-domain constraints followed by space-domain constraints. Among the more sophisticated techniques along these directions is the work by Bernhardt et al., 3 who used an iterative Fresneltransform loop to design digital holograms in which coding, binarization, and phase adjustments are sequentially applied. The same group demonstrated the iterative design of pure-phase DOE's that are able to perform several optical functions. 4 Algorithms of the type are frequently used in optical design. For example, Kress and Lee 6 used such an algorithm for designing a phase-only computer-generated hologram for optical interconnects.
Although there exists a large literature on iterative design of DOE's by alternating constraints between the source plane and the field plane, [1] [2] [3] [4] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] there have been correspondingly fewer works that view these iterative algorithms within a strict mathematical framework that considers convergence. Some exceptions to the rule are the work by Piestun and his co-workers 21, 22 and Catino and his co-workers. [11] [12] [13] In particular, Piestun and Shamir, 21 to the best of the authors' knowledge, were the first to impose Fresnel field constraints within a vectorspace setting to design optics for nondiffracting beams. In a vector-space setting, each iteration consists of a series of projections onto convex or nonconvex constraint sets. The difference in the convergence behavior of the algorithm for these two types of sets was considered by Levi and Stark. 23 In this paper the authors attempt to demonstrate, with examples, the problems associated with convergence in iterative optical design by projections in a vector-space setting. In particular, we address the following: What is the difference between strong convergence, weak convergence, and summed-distance error (SDE) convergence, and when can the designer expect to see each? What are the hazards of imposing nonconvex constraints, especially when there are more than two such constraints? What modification in the projection algorithm will allow SDE convergence even when there are many nonconvex constraints? What is the influence, if any, of the starting point in the iteration? And finally, what happens when constraints are inconsistent? Are reasonable solutions still possible?
THEORY
It is well known that vector-space methods, sometimes called projection methods, are a class of (mostly) iterative algorithms in which the operators are projectors and the iterates exhibit convergence properties that depend on the number and topologies of the sets on which the projectors project. In a typical problem, it is desired to design a DOE that is subject to certain constraints in the space domain, the Fourier domain, or the Fresnel domain. Each constraint defines a set C i whose elements all share that particular constraint. The correct design must meet all the constraints and hence be an element in the intersection of all the sets. To reach the intersection, one can use the sequential projection algorithm
where P i , i ϭ 1,..., M is the operator that projects onto constraint set C i , t n (x) is the nth estimate of the DOE phase profile, x is a position variable, and M is the number of constraints. Since Eq. (1) is usually realized on a computer (a finite-state machine), the following remarks apply:
1. If all the C i , i ϭ 1,..., M are convex and have a nonempty intersection, t n (x) converges strongly to a point in the intersection C 0 ϭ പ iϭ1 M C i . The reader will recall that a set C i is convex if and only if the convex sum of any two of its elements is also in the set. Thus for any 0 р р 1 and any two vector elements y 1 C i , y 2 C i , the convex sum y 1 ϩ (1 Ϫ )y 2 will also be in the set. If a set does not obey this property, it is said to be nonconvex.
At this point we remind the reader that given a Hilbert space of engineering interest, e.g., the space of squareintegrable functions, the space of square-summable sequences, or the Euclidean space RЉ, strong convergence of a vector sequence x n to x implies that lim n→ϱ ʈx n Ϫ xʈ ϭ 0. Such convergence is also called convergence in the norm. In contrast, weak or inner product convergence written as x n → w x implies that for every z in the Hilbert space, lim n→ϱ ͗x n , z͘ ϭ ͗x, z͘, where ͗•͘ denotes the inner (or dot) product. In general, assuming a nonempty intersection and convex constraint sets, Eq. (1) converges weakly to a point in the intersection. A well-known result is that weak convergence in a finite-dimensional space (as one would encounter in a finite-state machine such as a digital computer) always implies strong convergence. 24 The practical implication of remark 1 is that one can always expect a feasible solution from applying Eq. (1), i.e., one that obeys all the constraints if every constraint statement describes a convex set and the intersection of the sets is not empty. However, if the intersection is empty, no feasible solution exists, and the user is asking for a design that violates the laws of physics. A feasible solution is not necessarily an optimal solution. An optimal solution requires some criterion function that is extremized over all feasible solutions. Also, one can sometimes obtain a reasonable solution even if a feasible one does not exist. We shall return to this point later.
2. If at least one C i is nonconvex and M ϭ 2, then the t n (x) have the property that the summed distance from t n (x) to the constraint sets never increases. The summed distance of an element y from its constraint sets is defined as
In the context of attempting a solution using projection methods, J( y) in Eq. (2) is sometimes called the summeddistance error (SDE). For M ϭ 2, Eq. (2) yields J͑ y͒ ϭ ʈ y Ϫ P 1 y ʈ ϩ ʈ y Ϫ P 2 y ʈ.
Consider now Eq. (1) for M ϭ 2; SDE convergence means that the iterates in Eq. (1) satisfy
Thus SDE convergence means that the summed distance as defined in Eq. (2) always decreases (or at least never increases). Although this is clearly a desirable property, it does not imply that J(t n ) → 0 with increasing n. Thus the introduction of nonconvex constraints such as magnitude constraints on Fresnel or Fourier fields, phase-only transmittance, binarization, and still others may not lead to a feasible solution, an observation made in numerical simulations. The fact that SDE convergence applies only to M ϭ 2 in the sequential projection algorithm in Eq. (1) was shown by Levi and Stark 23 in their studies of the phaserecovery problem. Indeed for M Ͼ 2, it is not difficult to construct examples where SDE convergence fails.
3. In some problems, M Ͼ 2 by necessity. For example, consider the design of a DOE that must satisfy (i) binary-phase only, (ii) constraint on DOE size, and (iii) a magnitude constraint on far-field performance. Constraints (i) and (iii) are nonconvex, and here M ϭ 3. In this case, use of Eq. (1) may cause the iterates to diverge or possibly meander to some point that is neither an SDE limit point nor a feasible solution. Nevertheless by using a parallel projection algorithm, one can still obtain SDE convergence even when M Ͼ 2. The result is stated as a theorem.
Parallel generalized projection algorithm (PGPA) theorem. Let H be a Hilbert space with elements x, y, etc., with inner product ͗x, y͘ and norm ʈ x ʈ. For every x 0 H and every choice of positive constants w 1 , w 2 ,..., w m such that ͚ iϭ1 m w i ϭ 1, the sequence ͕x n ͖ generated by
will satisfy
where, in this case, the (parallel) SDE is given by
This remarkable theorem, henceforth called the PGPA theorem, first appeared in the open literature in a paper by Kotzer et al. 25 in their work on correlation-filter design. Its derivation is based on combining the ideas of product spaces 26, 27 and the Levi-Stark theorem. The PGPA theorem says that one can obtain SDE convergence for more than two nonconvex constraints, i.e., M Ͼ 2, provided that instead of the sequential algorithm in Eq. (1) we use the parallel algorithm of Eq. (5). Figure  1 shows the various possibilities in solving a problem by vector-space projections. Figure 2 illustrates the progress of the iterates toward a solution for the sequential and the parallel cases.
In Section 4 we attempt to illustrate some of the issues discussed above with examples involving both Fresneland Fourier-plane diffraction. Although Fourier-plane constraints are widely used, Fresnel-plane constraints appear less widely, and hence we review some of the mathematics associated with these constraints in the next section.
FRESNEL-FIELD CONSTRAINTS
In what follows, we assume that scalar-diffraction theory is valid for the given geometries, that all elements are large compared with the wavelength of light, and that all media exhibit nonpolarizing, isotropic properties.
A diffractive element t(x, y) illuminated by a unitamplitude, quasi-monochromatic plane wave produces a field g(, ) in the (, ) plane, a distance z away, according to the Fresnel diffraction law
where is the wavelength of radiation, R is the set of points inside the aperture, and nonessential constants have been omitted for simplicity. For further simplicity, we assume a one-dimensional configuration. Then instead of Eq. (7) we write
where a is the length of the aperture. Either Eq. (7) or Eq. (8) is sometimes called the Fresnel diffraction integral, and we shall write g z () ϭ Fr͓t(x)͔, or simply g z ϭ Fr͓t͔. Constraint sets in the Fresnel case will obviously differ from those in the Fourier case. Nevertheless, Fresnelfield constraints can be cast as Fourier constraints by grouping the quadratic phase term with t(x), a major advantage when one is using the fast-Fourier-transform algorithm on a computer.
In the following we consider a few examples of designing diffractive elements by using vector-space projections, with the aim of seeing how various factors affect convergence. Example 1. Here we consider a Fresnel-field extension of the classic Fourier-plane/space-domain constraint, alternating orthogonal projection algorithm for designing DOE's that yield prescribed far-field intensities. The problem is stated as follows: Find the transmittance t(x) of a phase-only diffractive element that produces a given field magnitude M() in the Fresnel region a distance z away, assuming monochromatic, plane-wave illumination. In mathematical terms we seek a t(x) such that
The sets of interest in the one-dimensional case are
for x ͓Ϫa/2, a/2͔ and 0 elsewhere͖. (11) Sometimes it is desirable to modify C 1 to C 1 Ј defined as
where c() is a bound on the intensity of the Fresnel diffraction pattern. The set C 2 enforces the phase-only condition and is readily shown to be nonconvex. On the other hand, the set C 1 Ј is readily shown to be convex. 
where
We adopt the notation that when a lowercase function, say, h(x), is multiplied by ⍀(x, z), the resulting function is denoted by h (x, z) and its Fourier transform; i.e., F͓h ͔ is denoted by H (). To find the projection of an arbitrary h(x) on C 1 , we seek to find a y*(x) such that y* ϭ argmin
where argmin f(x) refers to the value of x that minimizes the function f(x).
where the overbar denotes conjugation. Therefore min ʈh Ϫ yʈ ϭ minʈh Ϫ t តʈ . Consider now the set C 1 defined by
The projection of an arbitrary h (x) onto C 1 is derived in several places 24, 29 and is given by
where H () is the phase of H ϭ F͓h ͔. In Fig. 3 the point ỹ * minimizes the distance from h to C 1 , and, likewise, the point y* minimizes the distance from h to C 1 .
Since ʈ h Ϫ y*ʈ ϭ ʈ h Ϫ ỹ *ʈ, the projection of h onto C 1 is given by
Thus the algorithm
and h (x) is the phase of h(x), enjoys the SDE property.
Provided that the sets intersect and the algorithm does not settle into a trap (if it does, one might want to choose a new starting point), the iteration in Eq. (22) converges
Example 2. We refer to Fig. 4 . It is required that a point source at x ϭ x 0 in a plane z 1 units in front of a diffractive element generate a field with magnitude M() in Fig. 3 . Point ỹ *, which minimizes the distance from h to C 1 , permits the computation of y*, the point that minimizes the distance from h to C 1 , according to y* ϭ ỹ *⍀(x, z). Fig. 4 . Diffractive element that produces a specified optical field magnitude when illuminated by a point source a distance x 0 above the axis. a plane a distance z 2 in back of the element. The analysis is simplified by a twice-repeated application of the Fresnel diffraction integral. Thus the field in the plane immediately to the left of the element is
and the field immediately to the right of the diffractive element is g z 1 ()t(). Hence in the plane we obtain
After some algebra, and recalling that it is the magnitude M() of g z 2 () that is of interest, we obtain
Finally, if we let t(, z) ϭ t()exp͕ j(/ z)
2 ͖, Eq. (28) adopts the same form as Eq. (13), and hence the design of the diffractive element in this example (Fig. 4) is identical to that of Example 1.
NUMERICAL SIMULATIONS A. Influence of the Starting Point
The example we choose here corresponds to the configuration shown in Fig. 4 with the point x 0 chosen as x 0 ϭ 0 for simplicity. The goal is to image the point source at z 1 ϭ 2 f in front of the DOE into a diffraction-limited image at z 2 ϭ 2 f in back of the DOE. Here f is a prescribed constant. In normalized quantities, a diffractionlimited, phase-only lens of diameter a ϭ 4 will image a point source into a magnitude M() given by
We note that a tight upper bound on M() is given by c() ϭ 0.85 ϩ 3.15 rect͓2͔. Indeed, M() reaches c() at several points but never exceeds it. Starting with an arbitrary initialization, can the sequential generalized projection algorithm produce a DOE that images a point source within this bound?
For this problem the appropriate sets are C 1 Ј as in Eq.
(12), with c() as given above and C 2 as given in Eq. (11) with a ϭ 4. By construction, the sets intersect so that feasible solutions exist. However, because C 2 is nonconvex, local stagnation at a trap appears to be a possibility. Because M ϭ 2, SDE convergence is ensured.
In Fig. 5 we show the results furnished by a projection algorithm when the initial element is a thin lens of (normalized) diameter a ϭ 2. After five iterations the lens has grown to size a ϭ 4 and has a phase profile characteristic of a Fresnel lens of diameter a ϭ 4. No stagnation was observed.
The influence of the starting point is obviously important. For example, in Fig. 6 the initial object from which the appropriate lens evolves, iteration by iteration, is a uniform section of glass of diameter a ϭ 2. After 100 it- erations the projection algorithm produces a slightly different Fresnel lens than in the previous case but one that nevertheless meets the imaging constraint. Because the starting point is further from the solution region, the number of required iterations is almost seven times larger. Here, too, no stagnation was observed.
In addition to illustrating the effect of the starting point, this example also demonstrates that when one is using nonconvex sets, especially when M ϭ 2, stagnation at a trap is often the exception rather than the rule.
B. Serial versus Parallel Projections
In our second example we are motivated to design a DOE that diffracts light away from the origin of the focal plane. Such a DOE is useful in observing the spectrum of film grain noise and other phenomena in the vicinity of the origin. The light diffracted by an ordinary lens is typically orders of magnitude above the noise spectrum in the vicinity of the origin, thus masking the noise there and making it impossible to measure. In theory (and to some extent in practice) it is possible to generate a null along a contour of measure zero, for example by using a -phase plate near the Fourier lens in which the light exiting the plate in the region (0, a/2) is out of phase by from the light exiting in the region (Ϫa/2, 0), a being the aperture diameter. 30 Obtaining a near-null region around the Fourier origin is more difficult. For one thing, the Fourier transform of an object with compact support is an analytic function in the complex plane. It is well known that the zeros of an analytic function are isolated unless the function is identically zero. 31 Hence it is not possible to generate a nontrivial function that furnishes an absolute null region over a measurable interval in the Fourier plane.
On the other hand, it may be possible to design a DOE whose diffraction pattern in the vicinity of the origin has sufficiently low intensity to enable the measurement of weak signals arising from grain noise or other phenomena of interest.
Before attempting a solution by vector-space methods, it is of interest to describe the problem mathematically. We seek to find a pure-phase device t(x) that, when incorporated with a lens of transmittance exp͓Ϫj(2/ f ) 2 ͔rect͓x/a͔, will satisfy the integral equation
where ⑀(u) у 0 is a predetermined prescribed bound on the magnitude of the background light and the surface D 1 consists of the region to be examined. In addition to satisfying the inequality in Eq. (34), t(x), being pure phase, must also satisfy ͉t(x)͉ ϭ 1 for Ϫa/2 р x р a/2. It appears that solving a problem of this type by analytic means is very difficult.
For the vector-space approach to this problem we define the following three sets:
(37) Although there may be other choices of constraint sets, the projectors onto the above are easily computed. We note that C 2 is identical to the set C 2 described in Eq. (11); it is repeated here for the reader's convenience.
In words, C 1 is the set of all functions whose Fouriertransform magnitude cannot exceed ⑀(u) for all frequencies in the region D 1 . C 3 is the set of all functions that yield symmetric diffraction orders in the frequency region D 3 . The sets C 1 and C 3 are convex; C 2 is not. The projection of an arbitrary signal h(x) onto C 1 is given by
As always, the double-headed arrow means a Fouriertransform pair and H (u) is the phase of H(u). The projection onto C 2 is given in Eq. (24) . Likewise, the projection onto C 3 is readily computed to be
The algorithm
was applied with
For this problem we used the following parameters: a ϭ 40 mm, space-domain pixel size ⌬x ϭ 6.25 ϫ 10 Ϫ3 mm, frequency-domain pixel size ⌬u ϭ 9.76 ϫ 10 Ϫ3 mm Ϫ1 , and fast-Fourier-transform size N ϭ 16,384 points. The set parameters u 0 /2 and ⌬ were, respectively, 7.12 mm Ϫ1 and 0.05 mm
Ϫ1
. De facto convergence was readily achieved for various starting points when the sequential generalized projection algorithm (SGPA) was used with ⑀(u) ϭ ⑀ 0 ϭ 0.01. In Fig. 7(a) we show the diffraction peaks that are moved away from the origin. The high-frequency and near-dc magnitudes never exceed ⑀ 0 ϭ 0.01. For the reader's interest we show in Fig. 7(b) a small portion of the DOE phase. Such fluctuations may raise problems in manufacturing, but these considerations are beyond the scope of this paper. Of interest are the results in Fig. 7(c) ; there we see the failure of SDE convergence for the SGPA, regardless of which distance error formula is used, i.e., Eq. (3) or Eq. (6). This happens, in this example, because the condition of the Levi-Stark theorem, namely, that M ϭ 2, is violated since M ϭ 3.
Another interesting and unexpected result is what happens when the PGPA is applied to the same problem.
Here, too, we observe a diffraction pattern that meets the constraints [ Fig. 8(a)] , and, unlike the SGPA, the SDE for the PGPA exhibits SDE convergence [ Fig. 8(b) ]. The unexpected part of this result is that very early in the iteration the PGPA goes into a temporary quasi-stationary point in which progress toward the solution is exceedingly slow [the flat portion of the SDE curves in Fig. 8(b) ]. The appearance of this phenomenon depends on the initialization, a fact we observed by varying the starting point. As in Fig. 7(a) , the results shown in Fig. 8(a) are after 350 iterations.
When a more stringent constraint is imposed on the high-frequency and near dc, convergence was not attainable with either the SGPA [ Fig. 9(a) ] or the PGPA [ Fig.  9(b) ]. Yet, in one sense, one can say with some justification that the PGPA outperformed the SGPA since, on a SDE formula-by-formula comparison, the SDE for the former was less than that of the latter. However, the PGPA does not yield a DOE with pure phase. [Observe the fluctuations in magnitude of the DOE transmittance in Fig. 9(c) ]. 
C. Nonintersecting Sets
In the third and final example, we consider the design of a DOE that yields an increased depth of focus. The configuration is essentially that of Fig. 4 with the point source on axis at z 1 Ϫ ϱ. If we replace the diffractive element with an ordinary lens of focal length f, the image forms at z 2 ϭ f. For simplicity we write z ϭ z 2 since the subscript is unnecessary.
At a distance z beyond the lens whose diameter is a, it is easily shown that the field U z () is given by
and
and other unimportant constants have been discarded. For the choice of parameters a ϭ 25 mm, f ϭ 150 mm and ϭ 0.5 ϫ 10 Ϫ3 mm, the field magnitudes for r ϭ 1.1 (just before the focal plane), r ϭ 1 (at the focal plane), and r ϭ 0.91 (just after the focal plane) are shown, respectively in Figs. 10(a), 10(b), and 10(c). We note that a 10% axial displacement from the focal plane yields a 28-dB drop in intensity.
We now wish to increase the depth of focus of our configuration by adding, next to the lens, a second, phaseonly element t(x). Then instead of Eqs. (41) and (42) we obtain
t͑ y ͒exp͓Ϫjb͑ 1 Ϫ r ͒y 2 ͔exp͑ Ϫj2ry͒dy.
Next we observe that the image of the point source at infinity has a normalized magnitude height of unity and a sidelobe level of 0.21. Since our aim is to create a set of constraints that lead to nonintersecting sets, we impose the (impossibly) demanding constraints that t(x) have membership in the following sets: where c() ϭ K f ͓⑀ ϩ (1 Ϫ ⑀)rect(/2)͔ and ⑀ ϭ 0.05, and is the distance from the origin to the first null of the image at f.
The results for the SGPA after 250 iterations are shown in Figs. 11(a), 11(b) , and 11(c) for z ϭ f Ϫ ⑀, z ϭ f, and z ϭ f ϩ ⑀, respectively. We note, as expected, that although the constraints are not met, the three fieldmagnitude distributions at f Ϫ ⑀, f, and f ϩ ⑀, respectively, are remarkably similar, with a peak-to-maximum sidelobe level of at least 13.5 dB. So, in effect, we have achieved our goal of getting three diffraction-limited images of the point source at infinity in three different planes, albeit at reduced intensity.
The point is that although a feasible solution has not been attained, an entirely reasonable solution is available if a broader interpretation of the results is taken.
We also applied the PGPA to this problem. The results after 250 iterations are shown in Figs. 12(a), 12(b) , and 12(c) for z ϭ f Ϫ ⑀, z ϭ f, and z ϭ f ϩ ⑀, respectively. In one sense the PGPA appears to outperform the SGPA in that, although the three images are still remarkably similar, the central image is higher, the sidelobes are lower, and the peak-to-maximum-sidelobe ratio is 19 dB or better.
On the other hand, since this is the parallel algorithm, t(x) is not quite pure phase, unlike the t(x) produced by the SGPA, which is pure phase because the final step in the iteration is the projection onto the set of pure-phase functions.
CONCLUSIONS
The powerful method of vector-space projections was discussed and applied to designing several DOE's. We illustrated the properties of these algorithms with respect to strong and summed-distance-error convergence, serial versus parallel projections, and the properties of solutions when sets do not intersect. In the latter case reasonable solutions are still possible, especially with the PGPA, which yields a weighted minimum-distance solution from the constraint sets.
