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It is shown that within the scope of ordinary differential equations, the 
unknown solutions of linear initial value problems of second order, with 
arbitrary initial conditions, can be bounded from above and from below in terms 
of known solutions of especially adapted associated initial value problems. 
The bounds deduced are shown to be valid in explicitly determined intervals, 
which depend upon the conditions of the particular problem under considera- 
tion. 
1. INTR~DUOTION 
The oscillatory properties and boundedness of solutions of ordinary 
differential equations of the second order, both linear and nonlinear, have been 
extensively investigated in the literature, mainly through the use of comparison 
theorems or maximum principles. In the linear case, conditions for the 
existence of functions bounding the solution from above and from below have 
been deduced, among others, by Gloistehn [l], Schroder [2], Walter [3], 
Szarski [4], Protter and Weinberger [5], and Swanson [6], and some specific 
examples have been given in which polynomial bounds, meeting those 
conditions, were constructed. But no general bounds, depending explicitly 
on the arbitrary coefficients of the underlying equation as well as on the 
arbitrary initial data, have apparently been constructed. 
It is the purpose of this paper to supply just this type of general explicit 
bounds on the solutions of second-order, linear, initial value problems with 
arbitrary initial conditions. Following preliminary lemmas in Section 2, of 
which Lemma 3 is a new type of a comparison theorem, we construct in 
Section 3 associated initial-value problems whose explicitly known solutions 
meet the given initial data. The method of construction-previously 
announced by the authors in Ref. [7] in a different context-yields a one- 
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parameter family of upper and lower bounds on the solutions of the general 
problem, whose intervals of validity are determined explicitly in terms of the 
data. Moreover, the unique value of the parameter, yielding both the best 
upper and the best lower bound of the family, is identified for every possible 
case. Obviously, the difference between the upper and lower bounds yields 
an equally general and explicit error bound, but this aspect of the problem is 
not discussed in the paper. 
In Section 4, we use similar techniques to obtain a one-parameter family 
of upper bounds of a different type and determine the best upper bound of the 
family for every possible case. 
Finally, in Section 5, we show that there is in general no way to determine 
which type of upper bound yields the betterresults, short of actually computing 
them both and comparing them directly. 
Since the bounds constructed in this paper are general and explicit, we 
did not deem it necessary, within the framework of this paper, to give any 
numerical discussion. 
2. PRELIMINARY LEMMAS 
In order to render this paper self-contained, we record here four lemmas 
which will be needed subsequently. 
LEMMA 1. Let p’(x), ql(x), and qz(x) be continuous on some interval T. 
Moreover, assume that p > 0, and that qz < ql , throughout T. The case 
qz = ql identically in T is specifically excluded. Let u, and u2 be solutions in T of 
and 
(PUl’)’ - Wl = 0, XE T, (1) 
(PUZ’)’ - w2 = 0, XE T, (2) 
respectively. Then u2 vanishes at least once between any two consecutive zeros of 
u1 in T. 
This lemma is simply a special case of the classical theorem of Sturm 
[8, p. 2241. 
LEMMA 2. Suppose p > 0, and let p’(x) be continuous on some interval T. 
Then the general solution of the d$ferential equation 
(PY')' +;Y = 0, XE T, 
BOUNDS ON SOLUTIONS OF INITIAL VALUE PROBLEMS 285 
where a: # 0 is a constant, is given by 
y  = cl exp 6 [ T j-&l +c,exp [-d= j$j--]> (4) 
c1 and c2 being arbitrary constants. 
This result can be verified directly. It is, in fact, a very special case of 
rather general results obtained by Breuer and Gottlieb [7] in connection with 
the problem of reducing the general linear ordinary differential equation of 
n-th order to an equation with constant coefficients. 
LEMMA 3. Let p’(x), fi(x) and fi(x) b e continuous in some interval T with 
left end point x = 0, and suppose p > 0 on T. Let u1 and ue , respectively, be 
the solutions of the initial value problems 
(PUI’)’ - flUI = 0, x E T, (5) 
u,(O) = 4 a+‘(O) = B, (6) 
and 
(Pu2’)’ - fi% = 0, x E T, 
u,(O) = A, u,‘(O) = B, 
VI 
(8) 
with A2 +- B2 # 0, but otherwise A and B are unrestricted real numbers. 
Suppose further that 
(9 f2 d fi on T, 
(ii) u1 and u2 are dazerent from zero throughout T, except possibly at 
x = 0, and 
(iii) (u&J is continuously d$feerentiable on T, including the endpoints, 
where right and left sided limits are of course understood. Then we shall have 
x E T, (9) 
1 < % < exp G,,(x), x E T, (10) 
and 
- z: < exp G,(x) < 1, x E T, (11) 
where 
G&> = j; & [ j: (fj - fibi2 &j dt. (12) 
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Remark. It will be seen in the course of the proof of Theorem 3.1, 
Case 1, that (ii) implies (iii). However, for purposes of simplicity in proving 
this Lemma, (iii) has been listed separately. 
Proof. We multiply Eq. (5) by ua and Eq. (7) by ui , subtract, and 
integrate. The result is 
P(u,‘u, - u2’Q I,” = j-1 (f, -f,> 2 usa dt. (13) 
By Eqs. (6) and (8) the left side of Eq. (13) vanishes at x = 0, so that we can 
write Eq. (13) in the form 
pus2 (2)’ = j.,” (fi - fi) 2 ~2’ dt. (14) 
Now by (i), (ii) and th e initial conditions (6) and (8), it follows that the right 
side of Eq. (14) is positive for x > 0. Therefore, the left side is positive too, 
and we find that (%/u2) > 0 for x > 0. By the continuity assumed in (iii) 
we see that (9) holds. Again, the same continuity requirements in (iii), in 
conjunction with (6) and (8), h s ow that (ul/u2) = 1 at x = 0. This fact, 
together with (9), establishes the left side inequality in (10). 
To prove the right side inequality in (10) we observe that in view of (9) 
we may conclude from (14) that 
(2) G (5) + j-1 (fi -f&z2 & x E T (15) 
which is clearly also valid for x = 0. From ( 15) we draw that 
I-$ exp[--G2&91/ < 0, x E T, (16) 
where G21 is defined in (12). However, (r4Ju2) = 1 at x = 0 as we have seen 
before, and evidently G,,(x) -P 0 as x -+ 0. These facts, together with (16), 
imply the right side inequality in (10). 
To prove (11) we observe that (14) may be rewritten in the form 
~~11~ (2)’ = j; (fi - fi) 2 ‘~1~ dt. (17) 
From (9) we find that (us/z+) < 0 in T, so that (u2/u1) is nonincreasing. 
Since both members of (17) are nonpositive, we may conclude that 
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and, proceeding as before, we reach (11). This completes the proof of 
Lemma 3. 
LEMMA 4. Let co,(x) and w2(x) be continuous, (wz/wl) > 0, w, # 0 except 
perhaps at x = 0, and (w2/wl) nondecreasing, in some interval F having x = 0 
as its left end point, Let Q2(x) be a nonnegative function. Then for any cP1(x), 
& j; WhYt) dt + 
2 
& j: [@1(t) - @zwMt) dt 
1 
1 
d- I ’ @&>w?(t) dt, %w 0 
XE T. 
Proof. It follows from the assumptions that (wz/w,)” is nondecreasing. 
Therefore, 
1 
- j-’ D2(t)wz2(t) dt = 
wz2w 0 
&qf)%W (~)2w12Wt 
w-4 
and therefore 
1 
I 
’ @2(t)w22(t) dt < --& j-” a2(t)w12(t) dt. 
wz2(4 0 Wl(4 0 
Adding the quantity 
& 1: P%(t) - @2Wh”(t> dt 
1 
to both sides of (21) we reach (19), completing the proof. 
3. UPPER AND LOWER BOUNDS 
Throughout the remainder of this paper we shall be interested in 
establishing upper and lower bounds on the solutions of the general linear 
initial-value problem of second order. In order to avoid unnecessary repetition, 
we shall define the problem 17 with which we shall be concerned in the 
sequel as follows. 
ProbZem II. Let J = [0, b], let p’(x) and q(x) be continuous in J and 
suppose p > 0 in 1. Let A and B be any two real numbers such that 
A2 + B2 # 0. Since p and q are continuous in J we may define 
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and 
tE-ypq = K2, (23) 
where k2 < K2, but either of these two numbers may be negative, positive 
or zero. (It will be seen, following Eq. (62), that the case K2 = k2 is of no 
interest.) Finally, y(x) is defined as the solution of the initial value problem 
(PY’)’ - 4Y = 0, x E J, (24) 
Y(O) = A, y’(0) = B. (25) 
We are ready now to establish upper and lower bounds on y for every 
possible value of A, B, k2 and K2. The interval in which a bound is valid will 
be explicitly described. 
THEOREM 3.1. Let the problem Ii’ be given, and dejne 
a(x;h)=Acosh[h~~~]+~sinh[h~~~], (26) 
and 
(27) 
Next, suppose k2 > 0 and AB 3 0. Then we shall have y(x), the solution of 
(24)-(25), bounded above and below by 
0 < z(x; k) < y(x) < x(x; k) exp G(x; k), x E J, (28) 
provided A > 0, or else A = 0 and B > 0. The inequalities in (28) are to be 
reversed if A < 0, or else A = 0 and B < 0. 
Proof. We construct the associated initial-value problem 
(pz’)’ - $ z = 0, x E J, 
z(O) = A, a’(O) = B, (30) 
where k2, A and B are defined in (22) and (25). It is readily seen from Lemma 2 
that the solution of (29)-(30) is g iven by z = x(x; k), defined in (26), with 
h = k. 
We now apply Lemma 3. To this end we define fi = q, f2 = KS/p, and 
hence, in accordance with (5) (7), (24) and (29), ur = y and u2 = z. Note 
that y and x meet the same initial conditions. 
By (22) we see that (i) of Lemma 3 is satisfied. In order to see that (ii) 
and (iii) hold as well, we consider the cases A = 0 and A # 0 separately. 
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Case 1. A = 0. It is evident from (26) that in this case z vanishes only 
at x = 0. On the other hand, Lemma 1 in conjunction with (22) implies 
that x must vanish at least once between any two consecutive zeros of y. 
Consequently, y too vanishes only at x = 0, and (ii) of Lemma 3 is satisfied. 
It remains to verify (iii) of Lemma 3, which clearly need be checked only 
at x = 0. Since y(0) = z(0) = A = 0, y/z is not defined at x = 0. In order 
for y/z to be continuous at x = O+, it suffices to define 
(31) 
since 
Y(X) -zzz 
.J:F z(x) 
Y’(X) B 1 -=-=. 
;$ x’(x) B (32) 
Consider next the derivative (y/z)’ at x = O+. By definition 
Y(h) Y(O) ~-__ Y(h) ] -- 
()I 
r’ = lim z(h) h ‘(O) = lim z(h~ = lim y(h) - x(h) 
z a=o+ h-O+ ++ Wh) 
= lim y(o) + hy’(0) + &i;y’VJz) - z(O) - h;(i) - (h2/2)z”(‘4h) 
h+O+ hz(0) + h?z’(O) + (h3/2)z”(B,h) 
(33) 
by the extended Law of the Mean, since y” and Z” are continuous. Here 
0 < 0, , 8, < 1. From (24)-(25) and (29)-(30) with A = 0, B # 0, we find 
y”(0) = z”(O), SO that since y and z meet the same initial conditions by (25) 
and (30), we find from (33) that 
i )I 
r’ =o. 
z X=0+ 
Finally we must show that (y/x)’ is continuous at x = 0. [See remark 
following (12)]. Interpreting (14) in terms of y and x, we may rewrite it as 
and, applying the Mean Value Theorem to the right side of (3.5), using also 
(32), we find that it tends to zero with x. Hence (y/z)’ ---f 0 as x + 0+ and so, 
in view of (34), it is continuous at x = 0 f. This completes the proof that (iii) 
of Lemma 3 is satisfied for Case 1, and hence the Lemma may be used for 
this case. 
Case 2. A # 0. In this case, since A # 0 and AB 2 0, it is clear from 
(26) that z will never vanish in J, and hence (iii) of Lemma 3 is clearly 
satisfied. On the other hand, the very fact that z is never zero on J prevents 
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us from using Lemma 1 to prove that y will never vanish either, since y 
could vanish once in the interior of J, without violating Lemma 1. However, 
since y(O) = A # 0, there is an interval Jr = [0, b,) C J in which y # 0. 
For this interval, the condition (ii) of Lemma 3 is now clearly satisfied. It is 
therefore permissible to apply Lemma 3 in all cases, provided we restrict it 
to I1 . We shall see later, though, that Jr = j. 
Applying the conclusion (10) of Lemma 3 with U, = y, us = x = X(X; k), 
fi = q and fi = k2/p, we obtain 
1 < Ye4 
-5gxj- S exp Gb; 4, XEJ1, 
from which (28) follows immediately in J1 if z 3 0, i.e. if A > 0 or else 
A = 0 and B > 0. If x < 0, an analogous argument shows that the 
inequalities must be reversed. This completes the proof of Theorem 3.1, in 
Jr , and it remains to show, for Case 2, that Jl = J, i.e., that y cannot vanish 
before .z and hence, in Case 2, cannot vanish throughout J. For the sake of 
simplicity we limit the argument to the case A > 0. The other case, A < 0, 
follows similarly. 
By (36), y(x) - x(x; k) > 0 when x is in Jl . Let x0 be the first point in J 
at which y vanishes, so we may take Jl = [0, x0). Then, since z > 0 in the 
interval [0, b] = J, we have y(x,,) - z(x,; k) < 0, and so, by continuity, 
y(q) - 6) - x(x0 - 6; k) < 0, with 6 a sufficiently small positive number. 
But x0 - S is in the interior of J1 for sufficiently small positive 8, since x0 
is the first point at whichy vanishes. Hence we have reached a contradiction, 
so that J1 must be closed and J1 = J. The proof of Theorem 3.1 is now 
complete in its entirety. 
We have established the bounds (28) under the assumption AB 3 0 
in Theorem 3.1, and the bounds were seen to hold throughout J. We shall 
now extend the result of Theorem 3.1 to the case AB < 0. It will be seen 
that in that case the bounds (28) may possibly hold only in a well-defined 
subinterval of J. 
Suppose AB < 0. Then, since p > 0 in J, there is at most one point 
b, E J such that 
tanh[kIyg] = I&I, O<K= v%! (37) 
There may, of course, be no such point in J. We now define a new interval 
I+(k), through 
[0, b,), if there is a 6, E J such that (37) holds, 
1+(k) = (1, otherwise. (38) 
We are then ready for the next theorem. 
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THEOREM 3.2. Let the problem II be given, and suppose k2 > 0 and 
AB<O.ThenifA>O, 
0 < z(x; k) < y(x) < z(x; k) exp G(x; k), x E I+(k), (39) 
all inequalities being reversed if A < 0. That is to say, the bounds (28) are valid 
in I+(k) C J. 
Proof. The proof is strictly the same as the proof of Case 2 in Theorem 3.1, 
which was valid as long as z was positive, i.e., throughout J. Since at present z 
cannot vanish to the left of x = b, , the conclusions of Theorem 3.1 are 
valid up to the point x - b, , i.e., throughout I+(k). 
It is clear that in view of the fact that p > 0 in J, the assumption k2 > 0 
in Theorems 3.1 and 3.2 stipulates, by virtue of (22), that q > 0 in /. We 
now extend the results to the case k2 = 0, i.e., to the case when q > 0 in /. 
THEOREM 3.3. Let theproblem I7 begiven, andsuppose k2 = 0 and AB 3 0. 
DeJine 
x(x; o) = vi z(x; A) = A + BP(O) jrp+ 3 
and 
G(x; O)= s: p(t)i(t; 0) Ii 1 q(t)z2(k 0) dt\ & 
(40) 
where z(x; h) is de$ned in (26). Then we shall have 
0 < x(x; 0) < y(x) < z(x; 0) exp G(x; 0), x E J, (42) 
provided A > 0, or else A = 0 and B > 0. The inequalities in (42) are to be 
reversed if A < 0, or else A = 0 and B < 0. In other words, the conclusions 
of Theorem 3.1 are valid also in the limit when k -+ 0. 
Proof. This time we construct the associated initial-value problem 
(pz’)’ = 0, x E I, (43) 
x(O) = A, x’(O) = B, (44 
which is seen to be the limit, as k + 0, of the problem (29)-(30), and whose 
solution is manifestly given by z = z(x; 0), defined in (40). Applying 
Lemma 3 with fi = q, f2 = 0, u1 = y  and u2 = a, we find that we may 
duplicate the argument leading to the conclusion of Theorem 3.1, since 
z(x; 0), like z(x; k) in Theorem 3.1, does not vanish in J except possibly at 
x = 0. This completes the proof of Theorem 3.3. 
-w/3612-s 
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A similar extension of Theorem 3.2 follows. Suppose AB < 
there is at most one point b, E / such that 
s 
b. dt A -z 
0 PW I I BP(o)’ 
Define the interval I(0) through 
[0, b,), if there is a b, E J such that (45) holds, 
I(‘) = 11, otherwise. 
Then we have the following theorem. 
, 0. Then 
(45) 
(46) 
THEOREM 3.4. Let theproblem 17 begiven, and suppose k2 = 0 and AB < 0. 
ThenifA > 0, 
0 < x(x; 0) d y(x) < x(x; 0) exp G(x; 0), x E I(O), (47) 
all inequalities being reversed if A < 0. That is to say, the bounds (42) are 
valid in I(0) C J. 
Proof. The proof is strictly analogous to the proof of Theorem 3.2, 
replacing b, by b, . 
We wish now to extend the results obtained so far to the case k2 < 0 in 
(22), i.e., to the case when q is allowed to change sign in J. To this end, 
suppose A and B are any two real numbers, not both zero, and let k2 = -c2, 
with c > 0. Then if the equation 
tan [cs,“‘$j] = -+jj-, 
has a positive solution b, E J, there is a first such b, . Define the interval 
I-(c) through 
1 
[0, b,), where b, E J is the first positive number 
I-(c) = such that (48) holds, (49) 
1, if there is no such b, E J. 
We define the bracket on the left side of (48) to be the number r/2 if B = 0. 
The next theorem follows. 
THEOREM 3.5. Let the problem Ii be given, and suppose k2 = -c2, with 
~>O.LetAandBbereal,withA~fB~#O.ThenifA>O,orelseA=O 
and B > 0, we have 
0 < x(x; ic) < y(x) < z(x; ic) exp G(x; ic), x E I-(c), (50) 
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the inequalities being reversed if A < 0, or else A = 0 and B < 0. The functions 
x(x; ic) and G(x; ic), appearing in (50), are given from (26) and (27) by 
x(x;ic) = Acos[cji&] +qsin[cj:$], (51) 
Proof. This time we construct the associated initial-value problem 
(px’)’ + 5 z = 0, x E J, 
z(0) = A, z’(0) = B, (54) 
whose solution, by Lemma 2, is clearly given by (51), and whose first positive 
zero in J-if it has one at all in J-is given by b, defined in (48). Hence by 
strict analogy with the foregoing theorems, the bounds (50) hold throughout 
Z-(c) defined in (49). 
We observe that the essential ingredient in the proof of Theorem 3.1 has 
been the fact that the function [q(x) - Zz2/p(x)] is never negative in J. There- 
fore, under the same conditions on A and B leading to (28), we could replace 
the lower bound therein by 0 < x(x; A) < y(x), for any h such that A2 < k2, 
the inequalities being reversed, if necessary, as explained just following (28). 
Similar considerations apply to Theorems 3.2-3.5. We now wish to show that 
the lower bounds we have established are the best possible of their type in 
the stated intervals, as functions of the parameter A. 
THEOREM 3.6. Let z(x; h) be given by (26), and let k, and k, be any two 
numbers satisfying 
-co < k12 < k22 < co. (55) 
Let y  be the $rst positive zero of x(x; k,) in J. Zf z(x; k,) has no positiwe zero 
in J, let y  = b, the end point of J. Then 
4x;kd > 1 
x(x; k,) ’ ’ x E 10, r). 
Proof. This follows straight from the lower bound inequalities in 
Theorems 3.1-3.5, by identifying X(X; kB) withy in each case, and identifying 
X(X; k,) with .z(x; k), z(x; 0) or X(X; ic), according as k12 > 0, k12 = 0 or 
k12 < 0. 
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Next we show that the upper bounds we have obtained in Theorems 3.1-3.5 
are also the best possible of their type in the stated intervals, as functions of 
the parameter A. 
THEOREM 3.7. Let z(x; A) be given by (26), and let kl and k, be any two 
numbers satisfying 
--oo < k12 < k22 d k = yE’pq. (57) 
Let y  have the same meaning as in Theorem 3.6. Then 
~~~~ iri d exp[G(x; Al) - G(x; k,)], x E [O, Y). (58) 
Proof. It is clear that the inequality [z(x; k2)/z(x; k,)]’ 2 0 can be 
proved from Theorems 3.1-3.5 in much the same way that (56) has been 
proved. We now wish to apply Lemma 4. To this end, define wr = z(x; k,), 
w2 = z(x; k,), 4& = q - k12/p and CD, = q - k22/p, so that, remembering 
also (56) we see that the conditions of Lemma 4 are satisfied in [0, y), and 
therefore (19) holds in [0, y). Next we multiply both sides of (19) by the 
positive quantity l/p(x) and integrate. The result is 
G(x; “) + 1,” p(t)z!(t; k,) 
t 
Is [ 0 
k2;;)k12 ] ~~(5; k,) df/ dt < G(x; k,), 
x E [O, Y). (59) 
We observe now that the inequality 
4~; k,) z 
t 
4~; k,) 
< exp [I‘ 
1 
o PWV; 4) 15 [ o k2;iJk12 ] ~~(5; k,) dt/ d”] , 
follows easily from Theorems 3.1-3.5, by considering the upper bound 
inequalities and identifying z(x; k,) with y in each case, while identifying 
z(x; K,) with z(x; k), z(x; 0) or z(x; ic), according as k12 > 0, h2 = 0 or 
k12 < 0. Therefore, if we take exponentials of both sides of (59) and sub- 
stitute the result into (60), we obtain (58), completing the proof. 
Theorems 3.6 and 3.7 show us not only that the upper and lower bounds of 
Theorems 3.1-3.5 are the best possible of their type, but clearly imply the 
following: 
COROLLARY. Whenever two or more of Theorems 3.1-3.5 apply, the best 
bounds are given by Theorem 3.1, followed by Theorem 3.2,..., followed by 
Theorem 3.5. 
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For example, suppose we are given the conditions of Theorem 3.5, and 
let q > 0 in some subinterval of I-(c), containing the origin. Then clearly 
Theorem 3.1 applies to that subinterval too, and gives the best results. 
4. ADDITIONAL UPPER BOUNDS 
In the previous section we have used the number k2 = min pq to construct 
associated initial-value problems, and used Lemma 3 to establish upper and 
lower bounds on the solution y(x) of (29-126). We shall now show how one 
can get additional upper bounds on y by using the number X2 = maxpq, 
defined in (23). The relative merits of the two distinct bounds will be 
discussed in the next section. 
THEOREM 4.1. Under the conditions of Theorem 3.1 we have for A > 0, or 
else A = 0 and B > 0, 
Y(X) < 4~; K) exp G(x; K), x E “T, (61) 
the inequality being reversed if A < 0, or else A = 0 and B < 0, where z(x; K) 
and G(x; K) aregiven by (26) and (27), respectively, with h = K. 
Proof. It is clear that K2 > k2 > 0. Apply Lemma 3, definingf, = K2/p, 
f2 = q, a1 = Z(X; K), u2 = y. Condition (i) of the Lemma is satisfied by 
(23). Condition (ii) is met, since z(x; K) vanishes at most at x = 0, and so 
does y, by Theorem 3.1. Similarly, condition (iii) is met by z(x; K)/y, just 
as it has been shown to be satisfied by y/2(x; k) in Theorem 3.1. We may, 
therefore, apply the conclusion (11) of Lemma 3, which in the present 
context yields 
Y(X) 
4~; K) 
< expG(x; K) < 1, x E 1, (62) 
completing the proof. 
Remark. We have stipulated following (23) that K2 > k2. The case 
K2 = k2 has been excluded, since in that case pq is constant, and Lemma 2 
furnishes us with the exact solution of (24)-(25). 
Next follows an analog of Theorem 3.2. 
THEOREM 4.2. Under the conditions of Theorem 3.2, if A > 0, we have 
Y(X) < x(x; K) exp G(T K), x E I+(k), (63) 
the inequality being reversed if A < 0. 
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Proof. Just as in the proof of Theorem 4.1, here also we use Lemma 3. 
The bound (63) will hold so long as both y  and z(x; K) are different from 
zero. Now x(x; K) will not vanish in the interval I+(K), defined analogously 
to I+(K) in (38), w h ereas y, by Theorem 3.2, will not vanish in I+(K). The 
bound (63) will therefore be valid in the intersection of I+(k) and I+(K). But 
by Theorem 3.6, I+(K) C I+(K), completing the proof. 
An analog of Theorem 3.3 follows next. 
THEOREM 4.3. Under the conditions of Theorem 3.3 we have for A > 0, 
or else A = 0 and B > 0, 
Y(X) < 4~; K) exp G(x; W, x E J, (64) 
the inequality being reversed if A < 0, or else A = 0 and B < 0. That is to 
say, the conclusion of Theorem 4.1 applies. 
Proof. Since k2 = 0, we have K2 > 0. Hence the proof of Theorem 4.3 
is identical with that of Theorem 4.1. 
Next we have an analog of Theorem 3.4. 
THEOREM 4.4. Under the conditions of Theorem 3.4, if A > 0, we have 
y(x) < z(x; K) exp G(x; W, x E qo), (65) 
the inequality being reversed if A < 0. 
Proof. The proof is identical with the proof of Theorem 4.2, observing 
again that by Theorem 3.6, I(0) C I+(K). 
Finally, we have the analog of Theorem 3.5. 
THEOREM 4.5. Under the conditions of Theorem 3.5 ;f A > 0, or else 
A = 0 and B > 0, we have 
Y(X) d 4%; K) exp (3~; K), x E I-(c), 
the inequality being reversed if A < 0, or else A = 0 and B < 0. 
(66) 
Proof. The proof is again identical with the proofs of Theorems 4.2 
and 4.4, observing that by Theorem 3.6, I-(c) CI+(K), I-(c) CI(O), and 
I-(c) Cl-(C), the latter interval being defined analogously to (49), with 
Kg=-C2,C>0. 
Since Theorems 3.1-3.5 have their upper bound analogs in the form of 
Theorems 4.1-4.5, it is to be expected that Theorem 3.7 will have an analog 
too. This is indeed the case. We shall show in the next theorem that the upper 
bounds established in Theorem 4.1-4.5 are the best possible of their type, in 
the intervals stated, as functions of the parameter h. 
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THEOREM 4.6. Let z(x; A) be given by (26) and let KI and K, be any two 
numbers satisfying 
yz.pq < K12 < Kz2 < 00. (67) 
Let r be the first positive zero of x(x; KI) in J. If z(x; KI) has no positive zero 
in J, let I’ = b, the end point of J. Then 
$$i 2 exp[G(x; W - G(x; K2)1, x E [O, q. (68) 
Proof. We add the quantity 
& j; P,(t) - @2w%2W dt 
2 
to both sides of inequality (21) in Lemma 4, to obtain 
1 
s 
1 
’ @‘l(t)w22(t) dt < - z 
wz2(4 0 s Wl”(X> 0 
cD2( t)w12( t) dt 
+ & j,” [@1(t) - @2wI%2(t> a* (69) 
2 
Next we apply Lemma 4, defining w, = x(x; K,), w2 = z(x; K2), Gl = 
(K22/p) - q and Qi, = (K12/p) - q. It is readily seen that a2 3 0, by (67). 
By using the arguments employed repeatedly in Theorems 3.1-3.5 we find 
also that (w2/w1) > 0 and that (w2/w1)’ >, 0. Similarly, w1 # 0, ws # 0, 
except possibly at x = 0. The conditions of Lemma 4 being met, we may use 
(69) to obtain 
1 
’ 
S[ 
g - q(t)] z2(t; K,) dt 
z2(x; K2) o P(t) 
1 x K12 
- 
’ z2(x; Kl> o P(t) f [  
- q(t)] z2(t; KI) dt 
z2(t; K,) dt, x E [O, q. (70) 
Next we multiply both sides of (70) by the positive quantity l/p(x) and 
integrate. The result is 
--Gb K2) G --G(x; 4) + j: ptt)a2;t; K2) 
t X 
Is [ 0 
K2;;,“12 ] z”(& K2) df\ dt, x E [O, r>. (71) 
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We observe now that the inequality 
4x; Kl) 2 1 t Iq - K22 
4x; K2) d exp [I 0 PWZ2(C K2) IS [ 0 P(i3 
] z2(5; K2) @I dt], 
x E Lo, q, (72) 
follows easily from any one of Theorems 4.1-4.5 by identifying z(x; KJ 
withy and identifying z(x; K2) with z(x; K). Therefore, if we take exponentials 
of both sides of (71) and substitute the result into (72), we reach (68), 
completing the proof. 
5. COMPARISON OF THE UPPER BOUNDS 
In Section 3 we have obtained lower and upper bounds on the solutions 
of the most general linear initial-value problems of second order, using the 
number k2 = minpq. Using K2 = maxpq in Section 4, we have obtained 
upper bounds, distinct from the previous ones. No lower bounds can 
apparently be deduced by using K2. 
The question arises now, as to whether the two distinct sets of upper 
bounds can be compared, i.e., whether we can say that in general one type 
is better than the other. Theorems 3.7 and 4.6 state merely that the upper 
bounds deduced are the best of their type, but do not compare the two types. 
We shall show now that the answer to our question is in the negative, by 
constructing two examples. As the first example, consider the initial value 
problem 
Y” - q,(x)y = 0, XE [O, 41, (73) 
y(O) = 1, Y’(0) = $-, 
where m is a constant, and where 
(74) 
(75) 
Clearly q is continuous, so the problem has a unique solution with a continuous 
second derivative. Now k2 = m2/4, K2 = m2, so that an easy calculation 
yields 
and 
2(x; K) = $(3emz + e+*), (76) 
z(x; k) = e(m/2)2. (77) 
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Similarly, we find that 
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I 
0, x E [O, 11, 
G(x; K) = 
I 
z 1 t m2 - - m2 
1 I( 
(78) 
x2@; K) 1 6 1 
~~(5; K) dt dt, x f [l, 41, 
and 
1 
Q[w + e-x - 11, XE [O, 137 
G(x; k) = 1:: ecmt 0: (m2 - $) emf dt + 1: ($- - $-) ernl dr] dt, 
x E [L 41, (79) 
z(x; K) being given by (76). 
On the other hand, it is clear that 
y(x) = $(3e”” + e-m”) = z(x; K) exp G(x; K), x E P, 11, (80) 
SO that in [0, l] the K2-type upper bound actually coincides with the true 
solution. Hence it is obviously the better result. 
Consider now the initial value problem defined by 
Y” - 42WY = 0, x E [O, 41, 
Y(O) = 1, y’(0) = 2n, 
where TZ is a constant, and where 
Again, q is continuous, and we find k2 = TP, K2 = 49. so that 
and 
z(x; K) = eznz, 
z(x; k) = 4(3enz - e-n”). 
In this case, we find 
G(x; K) = -%[nx + +(e-4nz - l)], x E [O, 11, 
and 
G(x; k) = 0, x E; [O, I]. 
On the other hand, it is clear that 
y(x) = $(3e”” - ecns) = z(x; k) exp G(x; k), x E Ip, 11, 
(81) 
(82) 
(83) 
(84) 
035) 
636) 
(87) 
CW 
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so that in [0, l] the k2-type upper bound actually coincides with the true 
solution and hence is obviously the better result. We conclude that in general 
it is not possible to decide beforehand which kind of upper bound is better. 
One must compute them both and compare the results. 
It goes without saying that we have used intervals of the form [0, a] 
throughout this paper merely for the sake of simplicity. All results can 
obviously be expressed in terms of more general intervals of the type [xi , ~a]. 
REFERENCES 
1. H. GLOISTEHN, MonotoniesBtze bei Differentialgleichungen zweiter Ordnung, 
Arch. Rut. Mech. Anal. 6 (1960), 399-408. 
2. J. SCHR~DER, Monotonie Eigenschaften bei Differentialgleichungen, Arch. Rat. 
Mech. Anal. 14 (1963). 38-60. 
3. W. WALTER, “Differential und Integral Ungleichungen,” 59-62, Springer-Verlag 
OHG, Berlin, 1964. 
4. J. SZARSKI, “Differential Inequalities,” Chap. 4, Polish Scientific Publishers, 
Warsaw, 1965. 
5. M. H. PROTTER AND H. F. WEINBERGER, “Maximum Principles in Differential 
Equations,” l-49, Prentice Hall, Englewood Cliffs, N. J., 1967. 
6. C. A. SWANSON, “Comparison and Oscillation Theory of Linear Differential 
Equations,” 91-93, Academic Press, New York/London, 1968. 
7. S. BREUER AND D. GOTTLIEB, The reduction of linear ordinary differential equations 
to equations with constant coefficients, J. Math. Anal. Appl. 32 (1970), 62-76. 
8. E. L. INCE, “Ordinary Differential Equations,” Dover, New York, 1956. 
