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We have devised a local ab initio density matrix renormalization group algorithm to describe
multireference correlations in large systems. For long molecules that are extended in one of their
spatial dimensions, we can obtain an exact characterization of correlation, in the given basis, with
a cost that scales only quadratically with the size of the system. The reduced scaling is achieved
solely through integral screening and without the construction of correlation domains. We
demonstrate the scaling, convergence, and robustness of the algorithm in polyenes and hydrogen
chains. We converge to exact correlation energies in the sense of full configuration interaction, with
1–10 Eh precision in all cases and correlate up to 100 electrons in 100 active orbitals. We further
use our algorithm to obtain exact energies for the metal-insulator transition in hydrogen chains and
compare and contrast our results with those from conventional quantum chemical methods.
© 2006 American Institute of Physics. DOI: 10.1063/1.2345196
I. INTRODUCTION
The electronic structure of a chemical system features
two types of electron correlation. The first is nondynamic
correlation. This is associated with the correlation of elec-
trons in nearly degenerate valence orbitals. The correct de-
scription of nondynamic correlation is necessary to establish
the qualitative features of chemical bonding. The second is
dynamic correlation. This is associated with excitations from
valence degrees of freedom into the many non-bonding or-
bitals. The multiple weak excitations are responsible for es-
tablishing the detailed, quantitative structure of the electronic
wave function.
In general, a correct description of strong nondynamic
correlation in large systems is very difficult to obtain. When
nondynamic correlation is important e.g., during bond
breaking, a single determinant or electronic configuration
does not provide the correct qualitative structure of the wave
function. Instead, the delicate balance in the valence degrees
of freedom between the kinetic energy, which favors delocal-
ization, and the Coulomb energy, which favors localization,
results in competing electronic configurations and the correct
electronic structure contains contributions from multiple de-
terminants with significant weights. Complete-active-space
self-consistent-field CASSCF theories1 correctly describe
this type of structure by expanding the wave function in the
complete space of the optimized valence or “active” de-
grees of freedom, but do so at the cost of a factorial scaling
with the number of active electrons. Such calculations with
more than O10 electrons remain extremely difficult at this
time. Despite the impressive progress in local generalized
valence bond and coupled cluster CC theories e.g., Refs.
2–14 which provide some capacity to break, e.g., single
bonds, such approaches do not possess the flexibility of a
true multireference theory. The fundamental challenge there-
fore remains to find a multireference electronic structure
method that is sufficiently flexible to correctly describe non-
dynamic correlation, yet which exhibits a nonfactorial scal-
ing, and can thus be applied to large systems.
In this work, we will adopt the more modest goal of
answering the question of how to describe nondynamic cor-
relation in systems which are large in only one out of their
three spatial extents. In quasi-one-dimensional systems the
physics that is familiar from three-dimensions is notably
modified. This is illustrated by the organic electronic mate-
rials e.g., conjugated organic polymers and carbon nano-
tubes which exhibit unusual interacting electron effects,
arising from coupled quasi-one-dimensional motions of
many electrons along the conjugated  backbone. As a
simple example, in linear polyenes, electron-electron interac-
tions contribute to make the lowest excited singlet state the
12Ag state one of double-excitation nature, rather than the
singly excited highest occupied molecular orbital HOMO
→ lowest unoccupied molecular orbital LUMO state as one
would expect in a single particle picture.15–17 A more ex-
treme example of this occurs in metallic nanotubes at low
temperatures, where the qualitative electronic structure is be-
lieved to be of Luttinger liquid form.18–20
Here we demonstrate that the density matrix renormal-
ization group DMRG, which we and others have recently
been investigating in quantum chemistry,21–41 provides a so-
lution to the question of how to flexibly and efficiently de-
scribe nondynamic correlation in systems that are large in
one of their three spatial dimensions. Our analysis shows that
the DMRG behaves as a local, multireference, size-
consistent/size-extensive, and variational theory. From the
intrinsic locality of the DMRG ansatz we formulate a DMRG
algorithm, denoted for convenience as LDMRG, that scales
only quadratically with the size of the system, without any
need for an artifical imposition of orbital domains. The mul-aElectronic mail: jh388@cornell.edu
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tireference nature of the ansatz also eliminates any need for
separately localized occupied and virtual orbitals. Using this
algorithm, we carry out numerically exact DMRG calcula-
tions for long molecules, including polyenes in the -active
space and metallic and insulating hydrogen chains where we
correlate up to 100 active electrons in 100 active orbitals.
The structure of our discussion is as follows. We first
introduce the DMRG wave function ansatz in Sec. II. There
we discuss its multireference, size-consistent and size-
extensive, variational, and local properties, and the implica-
tions for the design of a local DMRG algorithm. In Sec. III
we show how a simple screening of integral amplitudes re-
sults in a robust and naturally quadratic-scaling DMRG al-
gorithm. In Sec. IV we present calculations on hydrogen mo-
lecular chains and polyenes in the -active space and
demonstrate the size-extensivity, computational scaling, and
convergence of the LDMRG algorithm. As a difficult test of
nondynamic correlation, we further carry out calculations on
the metal-insulator transition in hydrogen chains for both
symmetric and asymmetric bond stretchings, and compare
our results against existing quantum chemical methods
Sec. V. Finally, our conclusions are presented in Sec. VI.
II. THE DMRG ANSATZ
A. DMRG and matrix product states
In previous work,29 we have described the renormaliza-
tion group formulation of the DMRG algorithm. However, as
related by Östlund and Rommer42,43 and subsequently devel-
oped by other authors see, e.g., Ref. 44 and 45, the DMRG
is also fruitfully analyzed from the viewpoint of the under-
lying wave function ansatz, the matrix product state MPS.
Such a formulation will be convenient for our present dis-
cussion and we will recall the main points below; for a full
presentation, we refer the reader to the excellent review by
Schollwöck.45
Consider an N-particle system in a state  spanned by
k orbitals. In occupation number representation,  can be
expanded as
 = 
n1n2. . .nk
n1n2. . .nkn1n2 . . . nk , 2.1
where ni=0,1; ini=N. We now decompose the high dimen-
sional coefficient tensor  into a chained matrix product via
repeated singular value decompositions SVDs. For ex-
ample, if there are only two orbitals, a singular value decom-
position yields
n1n2 = 
i
Ri
n1iRi
n2
, 2.2
where Rn1 and Rn2 are the singular vectors and  are the
singular values. Similarly, for three orbitals, n1n2n3 can be
decomposed via two singular value decompositions as
n1n2n3 = 
i
Ri
n1iSi
n2n3 = 
ij
Ri
n1iRij
n2Rj
n3
, 2.3
where in the SVD of Si, all singular values have modulus
one, since Si is an orthogonal matrix. In this way, through
repeated SVDs, the k-dimensional coefficient tensor can be
decomposed as a chain of matrix products,
n1n2. . .nk = TrR
n1Rn2 . . .  . . . Rnk	 . 2.4
So far the decomposition is exact since the R matrices are
full rank and will grow increasing large as the number of
orbitals grows.
The matrix product state which underlies the DMRG
algorithm arises by truncating the maximum dimension of
the R matrices to be at most MM, and thus with this
restriction, we write the MPS as
 = 
n1n2. . .nk
TrRn1Rn2 . . .  . . . Rnk	n1n2 . . . nk . 2.5
We now establish the relationship between the MPS and
the usual formulation of the DMRG algorithm. Recall that at
any point in a DMRG sweep, the orbitals are partitioned into
two blocks: a left block spanning orbitals 1 , . . . , f , say and
a right block spanning orbitals g= f +1, . . . ,k. Through suc-
cessive renormalization transformations we obtain an adap-
tive many-body basis of dimension M to span the orbitals
1 , . . . , f; let us denote these many-body states by lf. First we
enlarge the left block by adding the next orbital to give a
superblock with an associated space lf	 ng	. Next we
renormalize this space to form a new many-body basis lg	
for the enlarged block spanning orbitals 1 , . . . ,g as
lg = 
fng
Rgf
nglfng , 2.6
where the rows of the matrix Rng are the M eigenvectors of
the density matrix of the superblock 1, . . . ,g. After succes-
sive renormalizations, we see that the renormalized states
take on a matrix product form, e.g.,
lh = 
gnh
Rhg
nhlgnh
= 
fgngnh
Rhg
nhRgf
nglfngnh
= . . . , 2.7
where each Rni matrix is truncated to have maximum dimen-
sion MM.
To complete the identification of the underlying DMRG
wave function with the matrix product state, we introduce
the corresponding renormalized many-body states rg which
span the orbitals g= f +1, . . . ,k. In the tensor-product space
of the left and right blocks, we can write the full wave func-
tion in the form
 = 
lfrg
lfrglfrg . 2.8
Performing a SVD, we obtain
 = 
f
l¯f fr¯ f . 2.9
Substituting in the matrix product decomposition of the
DMRG many-body basis for the left and right block basis
states from 2.7 in Eq. 2.9, we identify the DMRG wave
function with the matrix product state 2.5. Consequently,
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the DMRG can be viewed as a self-consistent optimization
algorithm for the matrix product state where the renormal-
ization matrices Rni which parametrize the ansatz are deter-
mined one by one from the density matrices of the blocks
after each blocking step in a DMRG sweep. The number of
retained states in the DMRG M thus coincides with the di-
mensionality of the matrices that parametrize the MPS. We
note that the position of  in the matrix product state corre-
sponds to the point of division between left and right blocks
in the DMRG algorithm. In principle, the DMRG wave func-
tion varies with different block partitionings along a sweep,
but in practice, the variation is quite small.
B. DMRG as a local, multireference, variational,
and size-consistent ansatz for long systems
Starting from the perspective above, let us summarize
some features of the DMRG/MPS ansatz.
1 Variational. Since we can associate a wave function
with any DMRG block configuration and a DMRG energy is
evaluated as an expectation value of such a wave function,
the energies appearing in the DMRG procedure are strictly
variational in the sense of an upper bound to the true energy.
2 Multireference. It is clear that the Hartree-Fock ref-
erence has no special significance in the DMRG state, and in
particular, we do not order or rank excitations relative to a
single reference state. Furthermore, in contrast to selected
configuration interaction CI theories, none of the coeffi-
cients of expansion n1n2. . .nk are restricted to be zero.
3 Size-consistency. Within a physical ordering of the
orbitals on the DMRG lattice, the matrix product state for
two widely separated systems factorizes into the product of
matrix product states for each system separately. To see this,
first arrange the orbitals into left and right blocks, with the
left block containing orbitals of the first system, and the right
block containing orbitals of the second system. Since there is
no coupling, the matrix product state for the total block con-
figuration is a product = lr, where l is a matrix prod-
uct state for the first system considered alone without
changing the orbital ordering and similarly for r. Conse-
quently, the DMRG energy is size-consistent.
4 Locality and compactness. The number of variational
parameters in the matrix product state is OM2k and its
correlation length is determined by M. Thus in any system
with a finite quantum i.e., off-diagonal correlation length
along the DMRG lattice, we can obtain a given accuracy in
the energy per unit site with constant M, independent of the
size of the system. In such cases, for a given accuracy, the
number of variational parameters in the DMRG scales lin-
early with the size of the molecule. The restriction to given
M determines the finite correlation length that is captured by
the ansatz; there is no need to a priori impose any orbital
domains. Thus the DMRG is a naturally local scaling ansatz,
and so long as the determination of the energy is also per-
formed with an account of locality e.g., through screening
or multipole expansion a low-order scaling correlation
theory arises. Indeed this is the basis of the quadratic scaling
algorithm in the next section. Note that a finite correlation
length implies only that we are away from a quantum critical
point; such wave functions need not be close to the Hartree-
Fock reference in any sense, as is indeed the case for systems
with strong interactions. Thus, the local correlation nature of
the DMRG is different from that of other local correlation
methods such as local CCSD since these require the cor-
rection to the mean-field reference to be small and to possess
finite correlation length.
The DMRG ansatz possesses a further technical advan-
tage. Since no localizable Hartree-Fock reference is required,
the favorable scaling of the DMRG is obtained in any local
basis, and does not, in particular, need separate localization
in the occupied and virtual spaces. This is particularly advan-
tageous when modeling correlated states which possess a
shorter quantum correlation length than their parent mean-
field reference e.g., systems with small Hartree-Fock band
gaps, for which orbital localization may be more difficult.
5 Long molecules. The matrix product state embodies a
finite correlation length as measured along the DMRG or-
bital lattice, rather than as necessarily exists in the physical
space. Consequently, we can only hold M constant as the
system size increases—and obtain the same relative
accuracy—if the locality in the physical system maps geo-
metrically onto a one-dimensional lattice, i.e., the system is
extended in only one of its three dimensions as in a long
molecule is avoided. If this is not the case, we will require M
to scale exponentially in the width of the system to maintain
accuracy, much like full configuration interaction FCI or
CASSCF theory. In practice, we have shown that with rea-
sonable M we can still obtain highly accurate DMRG ener-
gies even in non-one-dimensional molecular systems with up
to O40 active orbitals—i.e., too large to treat using FCI
theory—but to model much larger extended non-one-
dimensional networks of strongly interacting electrons, fur-
ther progress in the DMRG method will be required.
III. A QUADRATIC SCALING PARALLELIZED DMRG
ALGORITHM
The full computational scaling of a single conventional
DMRG sweep is OM2k4+OM3k3. Here, the Ok4 scaling
arises in essence from the number of two electron integrals
vijkl in the Hamiltonian H, written in second quantization as
H = 
ij
tijai
†aj + 
ijkl
vijklai
†aj
†akal. 3.1
Recall that M can be kept fixed, independent of system
size in a long molecule. Thus to implement a quadratic scal-
ing DMRG algorithm we need only screen the contributions
from the two electron integrals. This can be achieved by
working in a localized basis. Note we can use any localized
orthonormal basis and we do not need to separately localize
the occupied and virtual spaces as is commonly required in
local correlation methods. For example, later in this work,
we shall use the basis of overlap symmetrically orthonormal-
ized atomic orbitals. As is well understood, in a large system
described in a localized basis, the number of significant two
electron integrals below a given threshold scales only qua-
dratically as nonclassical Coulomb integrals, i.e., integrals of
the form vijkl=
1
2 i1l1  j2k2, where i1 , l1 or
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j2 ,k2 functions are widely separated, vanish exponen-
tially with the separation between i , l or j ,k centers.
In the DMRG, we work with a number of intermediate
combinations of operators on each of the blocks of orbitals
which are subsequently combined to construct the full H.29,31
A DMRG sweep, consisting of Ok sweep iterations each
comprising a different block configuration, requires
OM2k4+OM3k3 time, OM2k2 memory, and OM2k3
disk storage. These asymptotic costs originate from manipu-
lating the two-index intermediate operators Aij, Bij, Pij, and
Qij on the various blocks,
Aijblk
blk
= aiaj , 3.2
Bijblk
blk
= ai
†aj , 3.3
Pijblk
blk
= 
klblk
vijklakal, 3.4
Qijblkblk = 
klblk
xijklak
†al, 3.5
xijkl = vijkl − v jikl − vijlk + v jilk. 3.6
To begin, we employ screening to determine a set of signifi-
cant two-index operators that must be considered on each
block, according to the following criterion:
Aijblk
blk discard if vijkl thresh1 for all kl blk
Bijblk
blk discard if xijkl thresh1 for all kl blk
Pijblk
blk discard if vijkl thresh1 for all kl blk
Qijblkblk discard if xijkl thresh1 for all kl blk. 3.7
In a DMRG block configuration, there are four kinds of
blocks: the left block L, an orbital to be blocked with the left
block L, an orbital to be blocked with the right block R, and
the right block R Fig. 1. Without screening, the number of
two-index operators that must be considered on each block is
Ok2, but in each case this is reduced to Ok after screening
since Eqs. 3.7 require centers i , j to be close in space. Since
the number of operators is reduced, we also reduce the
memory cost to OM2k per sweep iteration block configu-
ration. The disk usage is reduced to OM2k2 per sweep.
Next, we consider the computational costs of the differ-
ent manipulations involving the two-index operators in each
of the three stages of a sweep iteration: 1 blocking, 2
solving for the wave function, and 3 decimation.
(1) Blocking. Here we construct representations of the
operators in the tensor product space of a large block and an
additional orbital; for concreteness, we take the large block
as the left block L, and the additional orbital as L, and we
consider the operator Pij. First, we accumulate Pij
L
, Pij
L in the
new space L	 L	; for each such term, the accumulation
requires OM2 time. Since there are Ok screened Pij op-
erators on both blocks L and L, in total this requires OM2k
time per blocking step and thus OM2k2 time per sweep.
Next, we sum over the new terms appearing in Eqs. 3.2 and
3.3 that arise from the combinations kL , l L and k
L , lL; each such term requires OM2 time per blocking
step. Without screening the number of new terms becomes
Ok, but with screening we discard any contributions where
vijkl thresh2 for all klblk and this decreases the number
of new terms to O1 for each significant Pij operator per
blocking step. Consequently, the time to accumulate the ad-
ditional contributions is OM2O1No. of significant
Pij =OM2k per blocking step, or OM2k2 time per sweep.
Repeating this analysis for the Aij, Bij, and Qij operators, we
observe that these also involve OM2k2 time per sweep.
(2) Solving for the wave function. In an iterative David-
son algorithm,46 the contributions of Pij ,Qij to the Hamil-
tonian matrix multiply takes the form ijPij
LL
Aij
†RR ,ijQijLL BijRR. Each  requires OM3
time, and thus the overall cost is determined by the number
of ij indices to sum over. From the screening criterion
thresh1, this is Ok for each block configuration, and thus
the total time for a single Hamiltonian multiply takes
OM3k or OM3k2 per sweep.
(3) Decimation. In the decimation for each two-index
operator, each transformation takes OM3 time. After
screening, only Ok ij indices need be considered per block,
and thus the time to transform all Aij, Bij, Pij, and Qij opera-
tors is OM3k per renormalization step or OM3k2 per
sweep.
In summary, integral screening in the LDMRG reduces
the total computation cost per sweep to OM3k2+OM2k2
time i.e., quadratic scaling, since M in long molecules is
independent of system size for a chosen accuracy and hence
a constant, OM2k memory, and OM2k2 disk. Table I
TABLE I. Time, memory, and disk costs associated with the two-index operators in the original DMRG and screened LDMRG algorithms. The two-index
operators determine the asymptotic computational costs of the algorithm.
Operator
Blocking Solving Decimation Memory Disk
DMRG LDMRG DMRG LDMRG DMRG LDMRG DMRG LDMRG DMRG LDMRG
Aij ,Bij M2k3 M2k2 M3k3 M2k2 M3k3 M3k2 M2k2 M2k M2k3 M2k2
Pij ,Qij M2k4 M2k2 M3k3 M2k2 M3k3 M3k2 M2k2 M2k M2k3 M2k2
FIG. 1. Standard block configuration in DMRG. From left to right, L, L, R,
and R.
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summarizes the key operations and costs of the screened al-
gorithm.
Finally, we note that the above screening procedure is
easily combined with the parallelized algorithm employed in
our previous calculations.31 Once the list of screened ij indi-
ces is determined via Eqs. 3.7, the significant operators are
distributed over the processors, and all manipulations involv-
ing these operators are then carried out in parallel. This
screened parallelized algorithm has been employed to per-
form the calculations described in the current work.
IV. NUMERICAL ANALYSIS OF THE LDMRG
IN LONG SYSTEMS
In the current section, we report our numerical investi-
gations of i the accuracy and extensivity of the LDMRG
ansatz in long molecules, ii computational performance of
the quadratic-scaling algorithm and robustness of the screen-
ing criteria, iii convergence of the LDMRG ansatz, and iv
errors compared against standard correlation methods. We
have chosen two classes of systems as representative “long”
molecules: planar all-trans-polyenes CkHk+2 ranging from k
=4,8 , . . . ,48 modeled in the z-active space and hydrogen
molecule chains H2k/2 ranging from k=10,20, . . . ,100. The
geometries of the polyenes based on Ref. 47 and hydrogen
chains are given in Fig. 2. We note that although the bond
lengths in the hydrogen molecule chains are alternating, the
molecules are still spaced sufficiently closely to be interact-
ing.
A. Computational details
All electronic integrals were obtained using the PSI3.2
package.48 We used an STO-3G minimal basis for the poly-
ene calculations and an STO-6G minimal basis for the hy-
drogen molecular chains.49,50 Polyene calculations were per-
formed in the z-active space spanned by one pz orbital on
each carbon center, with each carbon atom contributing one
electron; thus in CkHk+2 we used a k ,k active space. The
remaining electrons were placed in doubly occupied re-
stricted Hartree-Fock RHF orbitals generated by the PSI3.2
program. Calculations on the hydrogen chains correlated all
electrons.
We used a localized orthonormal basis as input to the
LDMRG calculations. In both the polyenes and hydrogen
chains this was obtained by symmetrically orthonormalizing
S−1/2 the atomic orbital basis. The orthonormalized orbitals
were then ordered in their natural topological order, i.e., in
the order of their originating atoms along the chain. Since
each atom contributes only one basis function, this ordering
is unique.
The LDMRG calculations were performed with the par-
allel BLOCK code 31 with integral screening as described in
Sec. III on 4–18 processors. Except where stated otherwise
See Sec. IV C, we applied screening thresholds of thresh1
=10−7 Eh and thresh2=10−20 Eh. No spatial symmetry was
used. DMRG sweeps were performed with progressively in-
creasing M values a sweep schedule and a small amount of
random noise between 10−6 and 10−9 in the matrix norm
was added to the density matrix in the early sweeps M
100 to prevent loss of quantum numbers.29,31 A typical
schedule to obtain M =50,100, and 250 DMRG energies is
as follows: sweeps 1–6: M =50 with noise, sweeps 7–12:
M =50, sweeps 13–18: M =100 with noise, sweeps 19–24:
M =100, and sweeps 25–30: M =250. We have converged our
LDMRG energies to eight significant figures; unconverged
digits are denoted in italics. Because of the complexity of the
ab initio DMRG method and the nonlinearity of the optimi-
zation, there is a small dependence of the DMRG energies on
the precise computational setup e.g., the way in which M is
increased in sweeps which may lead to some variation in the
last significant digit.
B. Accuracy and extensivity of the DMRG ansatz
In Tables II and III we present the energies obtained with
our quadratic scaling LDMRG algorithm for the all-trans-
polyene series and hydrogen molecular chains. For compari-
son, we also present second-order Møller-Plesset MP2 and
coupled cluster calculations CCSD, CCSDT obtained us-
ing the PSI3.2 hydrogen chains and DALTON 2.0 Ref. 51
active-space polyenes packages.
In the largest M LDMRG calculations shown, the corre-
lation energies are exact correlation energies for the many-
particle Schrödinger equation to the digits displayed. For ex-
ample, in the polyenes, calculations at the LDMRG500 and
LDMRG1000 level did not change the energy in the Eh
range. To confirm the exactness of our LDMRG calculations,
we also performed explicit active space FCI calculations us-
ing MOLPRO 2002.6 Ref. 52 for C4H6 and C6H8 and ob-
tained agreement to all displayed digits. Following the dis-
cussion in Sec. IV A, the hydrogen molecular chain energies
are presented to 10 Eh precision, corresponding to eight
significant figures in the electronic energy of the longer
chains. There are only improvements of the order of 1 Eh
when going to LDMRG100 and thus the LDMRG50 cor-
relation energies for the hydrogen molecular chains are exact
to the digits displayed.
The largest Hilbert space considered for the H250 sys-
tem containing 100 electrons in 100 orbitals has dimH
=10.58 That we are able to obtain a numerically exact corre-
lation energy with the LDMRG illustrates the compactness
FIG. 2. Geometries of chemical systems used in the LDMRG study in
Sec. IV.
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of the LDMRG description in systems that are still interact-
ing but have finite correlation lengths, which allows us to
keep M fixed as the system size grows see Sec. II A. A
related feature of the LDMRG ansatz is that of size-
consistency/extensivity of the energy, which we now discuss.
In Fig. 3, we plot the active space correlation energy
Ecorr
act as a function of polyene chain length. A clear linear
relationship between chain length and correlation energy is
observed. Figure 4 shows in detail how the active space cor-
relation energy per additionally introduced C4H4 unit con-
verges to a constant in the limit of long polyenes.
We also performed a series of lower accuracy LDMRG
calculations for the polyenes, with M =5−40 states. Due to
the variational nature of the DMRG, these approach the exact
energy from above. Figure 5 presents the logarithm of the
percentage error in the correlation energy relative to the “ex-
act” LDMRG250 energies, as a function of chain length. In
small systems the LDMRG calculations are exact, since the
DMRG states span the whole N-particle space. In the longer
polyenes, the percentage errors increase to a saturating value,
demonstrating the size-extensivity of the approximate LD-
MRG calculations. Similar observations can be made for the
hydrogen molecular chains.
C. Computational scaling and screening robustness
In Fig. 6 we present the asymptotic computational scal-
ing of the sweep time for the LDMRG calculations as a
function of the number of active orbitals for the polyenes and
hydrogen molecular chains. Here sweep times were mea-
sured after several sweeps at a given M level had been per-
TABLE II. All-trans-polyenes: dimension of the FCI determinant space, total RHF energy, and RHF active space electronic energy; active space correlation
energies at MP2, CCSD, CCSDT, and different LDMRG levels of theory. All energies are given in hartrees.
Molecule dimHa ERHF ERHF,elact b
Ecorr
act
MP2 CCSD CCSDT LDMRG50 LDMRG100 LDMRG250c
C4H6 3.6101 −153.006 364 −3.169 490 −0.046 529 −0.091 435 −0.091 668 −0.091 502 convd conv
C8H10 4.9103 −304.889 389 −8.426 391 −0.090 346 −0.176 445 −0.177 797 −0.177 127 conv conv
C12H14 8.5105 −456.773 412 −14.589 838 −0.134 320 −0.260 779 −0.263 575 −0.262 296 −0.262 297 conv
C16H18 1.7108 −608.657 556 −21.345 452 −0.178 366 −0.345 003 −0.349 327 −0.347 399 −0.347 403 conv
C20H22 3.41010 −760.541 718 −28.542 181 −0.222 434 −0.429 210 −0.435 082 −0.432 490 −0.432 498 conv
C24H26 7.31012 −912.425 883 −36.090 721 −0.266 507 −0.513 414 −0.520 840 −0.517 579 −0.517 591 conv
C28H30 1.61015 −1064.310 048 −43.931 953 −0.310 582 −0.597 618 −0.606 599 −0.602 668 −0.602 684 conv
C32H34 3.61017 −1216.194 214 −52.023 816 −0.354 658 −0.681 822 −0.692 358 −0.687 757 −0.687 777 conv
C36H38 8.21019 −1368.078 379 −60.334 842 −0.398 734 −0.766 027 −0.778 118 −0.772 846 −0.772 870 conv
C40H42 1.91022 −1519.962 544 −68.840 593 −0.442 810 −0.850 231 −0.863 879 −0.857 935 −0.857 962 −0.857 963
C44H46 4.41024 −1671.846 710 −77.521 543 e e e −0.943 024 −0.943 055 −0.943 056
C48H50 1.01027 −1823.730 875 −86.361 727 e e e −1.028 113 −1.028 147 −1.028 149
adimH=  N	
k	  N

k
 , i.e., here dimH=  k/2k/22. No point group symmetry used.
bThe active space electronic energy contains the core-active Coulomb and exchange contributions, but no nuclear repulsion.
cAll calculations with M250 converged.
d
“conv” denotes converged results, where increased M did not change the significant figures in the energy.
eC44H46 and C48H50 could not be computed by DALTON due to an address limitation.
TABLE III. H2k/2-chains: dimension of the FCI determinant space, total RHF energy, and RHF electronic
energy; correlation energies at MP2, CCSD, CCSDT, and LDMRG50 levels of theory. All energies are given
in hartrees.
Molecule dimHa ERHF ERHF,el
Ecorr
MP2 CCSD CCSDT LDMRG50b
H25 6.4104 −5.553 26 −16.036 48 −0.068 34 −0.101 93 −0.102 04 −0.102 09
H210 3.41010 −11.088 22 −38.784 11 −0.137 53 −0.203 77 −0.204 04 −0.204 15
H215 2.41016 −16.623 18 −64.210 83 −0.206 72 −0.305 61 −0.306 03 −0.306 21
H220 1.91022 −22.158 14 −91.378 72 −0.275 91 −0.407 44 −0.408 02 −0.408 26
H225 1.61028 −27.693 11 −119.841 65 −0.345 10 −0.509 28 −0.510 01 −0.510 32
H230 1.41034 −33.228 07 −149.336 70 −0.414 29 −0.611 12 −0.612 01 −0.612 38
H235 1.31040 −38.763 03 −179.690 11 −0.483 48 −0.712 95 −0.714 00 −0.714 44c
H240 1.21046 −44.297 99 −210.778 35 −0.552 67 −0.814 79 −0.815 99 −0.816 49
H245 1.11052 −49.832 95 −242.509 08 −0.621 87 −0.916 63 −0.917 98 −0.918 55
H250 1.01058 −55.367 92 −274.810 58 −0.691 06 −1.018 47 −1.019 98 −1.020 61
aNo point group symmetry used.
bAll calculations with M50 converged.
cThis result lies very close on the rounding border, LDMRG50 rounds the last digit to 4, LDMRG100 to 5.
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formed to remove the bias that occurs immediately after a
transition from a lower M calculation in the sweep schedule.
We fitted the timing data to obtain the computational
scaling of LDMRG as a function of the number of active
orbitals. The scaling exponents for the polyenes and the
H2k/2 chains with different M and screening thresholds are
given in Table IV.
In the polyenes we find a reduced scaling of near-
quadratic order, with an exponent between 2.1 and 2.2. For
reasonable screening thresholds i.e., thresh1 10−6–10−8 Eh
no significant differences in the scaling is observed. We also
do not see a significant scaling dependence on M. In the
hydrogen chains a similar reduced scaling was found, in this
case with exponents ranging from 2.2 to 2.4. In both cases, it
is clear that the screened LDMRG algorithm has reduced the
computational scaling of the DMRG to quadratic order. As
an example of absolute times per sweep, for the largest sys-
tem H250 using 18 2.0 GHz Opteron processors, we re-
quired 27 min for M =50, 37 min for M =100, and 73 min
for M =250.
Since the LDMRG employs screening, we should assess
the robustness of the criterion that is used. To this end, we
studied the polyene correlation energies computed with
screening thresholds thresh1 of 10−6, 10−7, 10−8, and
10−20 Eh the energy of the latter can be considered un-
screened. A selection of results is presented in Table V. We
observe the correlation energy to be converged at the Eh
level with respect to the screening threshold when thresh1
=10−7 Eh, which is the reason for using this setting during
this study. In practice, this threshold could be relaxed for
lower accuracy calculations.
D. Sweep and error convergence
There are two types of convergence in DMRG calcula-
tions. The first is the convergence of the energy as a function
of the number of sweeps, holding the number of DMRG
states M fixed. We observed that on average, convergence
FIG. 3. All-trans-polyenes: active space correlation energy from MP2,
CCSD, CCSDT, and LDMRG250 as a function of polyene chain length.
On the scale of the graph, the LDMRG and CC results nearly overlap.
FIG. 4. All-trans-polyenes: active space correlation energy at CCSD,
CCSDT, and LDMRG250 level of theory per additionally introduced
C4H4 unit.
FIG. 5. All-trans-polyenes: relative errors in the active space correlation
energies for LDMRG with various M compared to the exact LDMRG250
results. The black marked curves are the errors of MP2, CCSD, and
CCSDT as reference. The plot shows absolute magnitudes in logarithmic
scale.
FIG. 6. H2k/2 chains circles and all-trans-polyenes squares: asymptotic
timing data i.e., total time per sweep of LDMRG with M =50 filled
marks and M =250 unfilled marks for 10−7 Eh screening in log-log repre-
sentation with linear fit.
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was achieved in only four to six sweeps for small M and two
to four sweeps for large M values not inclusive of the noise
sweeps and the preceding sweeps in the schedule.
The second type of convergence relates to the approach
of the DMRG energy to the exact energy as the number of
retained states M is increased. Here, we analyze our data for
the DMRG calculations on polyenes with different M values.
The precise analytic form of the DMRG energy convergence
as a function of M has been a matter of debate in the
literature.26,29,36,53,54 We have previously found good agree-
ment with the proposed form of Okunishi et al.,54
EM 
 exp− log M	, 	 = 2, 4.1
which is slower than exponential but still faster than alge-
braic. In Fig. 7 we plot the logarithm of the percentage error
in the correlation energy against log M2, which shows a
clear linear fit. By contrast, the inlay plots the logarithm of
the percentage error against M, which demonstrates that the
error indeed does not decay exponentially. Fitting our data
omitting M =5 to the general form of Eq. 4.1 we obtained
an exponent of 	
1.6–1.8. Fixing 	=2, we obtain values
between =1.80±0.03 for C12H14 and =1.45±0.03 for
C48H50.
Corresponding to the rapid energy convergence we also
observed a rapid decrease of the truncated weight of the den-
sity matrix as M is increased. This shows that the local rep-
resentation is well suited to the chemical system and physical
problem at hand.35,45,55
E. Comparison with perturbation and coupled cluster
theories
In the polyene calculations Table II the largest DMRG
absolute error is 35 Eh for the C48H50 molecule at the M
=50 level. This corresponds to 
10−3% of the exact active
space correlation energy and 
10−5% of the exact total ac-
tive space electronic energy. Compared to the coupled cluster
errors, LDMRG50 is already better by two to three orders
of magnitude. The LDMRG100 gives a further order of
magnitude improvement and is essentially exact. In our more
approximate calculations Fig. 5 we find that LDMRG with
M =10 performs better than MP2, and with M =15 better
than CCSD and CCSDT. The results for M =5 are not re-
liable due to loss of important quantum numbers.
Surprisingly we observe that the CCSDT results lie
below the exact energies computed with LDMRG. This may
be related to the small size of the basis and in general the
triples correction performed relatively badly for the poly-
enes.
In case of the hydrogen chains, the convergence of the
LDMRG with M was more rapid and results were already
exact with M =50. CCSDT also performed better in this
system, the triples correction improved on CCSD by 1/2
order of magnitude, and the resulting energies were consis-
tently above the exact energies.
V. THE METAL-INSULATOR TRANSITION
IN LINEAR HYDROGEN
As an example of a challenging electronic problem, we
studied the symmetric and asymmetric bond stretchings in a
linear H50 chain. In both these cases, the system changes
from a state with metallic correlations at compressed geom-
etries to an insulating state with strong multireference corre-
lation in the dissociation region. This bond breaking process
hence exhibits a varying nature of chemical bonding and
electron correlation.
In case of the symmetric dissociation we begin with a
uniform bond distance between all H atoms of R=1.0a0, and
TABLE IV. Asymptotic scaling exponents with standard error of LDMRG
depending on M and the screening threshold.
System thresh1 Eh
Scaling exponent
LDMRG50 LDMRG100 LDMRG250
CkHk+2 10−6 2.12±0.02 2.11±0.01 2.07±0.09
CkHk+2 10−7 2.11±0.02 2.11±0.01 2.10±0.03
CkHk+2 10−8 2.12±0.01 2.07±0.02 2.09±0.03
CkHk+2 10−20 3.27±0.08 3.33±0.10 3.53±0.06
H2k/2 10−7 2.36±0.06 2.18±0.05 2.16±0.04
TABLE V. All-trans-polyenes: active space correlation energies from LD-
MRG250 with screening thresholds of 10−6 and 10−7 Eh; absolute and
relative errors of 10−6 Eh screening compared to the exact results from
10−7 Eh screening. All energies are given in hartrees.
Molecule
Ecorr
act
10−6 Eh 10−7 Eh abs rel %
C8H10 −0.177 127 conv 0 0
C16H18 −0.347 405 −0.347 404 −0.000 001 −0.4610−5
C32H34 −0.687 765 −0.687 777 0.000 008 1.5210−5
C40H42 −0.857 942 −0.857 963 0.000 021 3.0110−5
C48H50 −1.028 093 −1.028 149 0.000 056 6.4110−5
FIG. 7. All-trans-polyenes: convergence of the relative errors in the active
space correlation energies for LDMRG as a function of M compared to the
exact LDMRG250 results. The main plot shows magnitudes in logarith-
mic scale over logM2 with linear fit; the inlay shows them over logM.
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stretch all 49 bonds symmetrically and simultaneously to R
=1.2,1.4, . . . ,4.2a0. The final structure consists of 50 equi-
distant, nearly independent H atoms on a line.
In case of the asymmetric dissociation we distinguish
alternating bonds as intermolecular and intramolecular with
Rinter and Rintra. The first geometry is Rintra=Rinter=1.4a0. In
the following geometries Rintra is kept fixed at 1.4a0 while
Rinter grows to Rinter=1.6,1.8, . . . ,4.2a0. The final structure
consists of 25 equidistant, nearly independent H2 molecules
at equilibrium bond distance on a line.
We computed the electronic energy using the LDMRG
with up to 1000 states in the minimal STO–6G basis,
where we correlated all 50 electrons in 50 orbitals.
All calculations were carried out in the STO–6G basis
correlating all electrons 50 electrons in 50 orbitals. The
LDMRG calculations again used the S−1/2 basis.
A. Symmetric dissociation
The calculated energies for the symmetric dissociation
are summarized in Table VI. The potential energy curves at
RHF, MP2, and exact LDMRG level of theory are plotted in
Fig. 8. It can immediately be seen how the contribution of
correlation increases along the dissociation coordinate. In the
dissociation limit the share of the correlation energy in the
total energy grows to 
20% and in the electronic energy to

7%, which emphasizes the importance of nondynamic cor-
relation in this problem.
As is expected, RHF and MP2 behave poorly as the
chain dissociates. The coupled cluster energies cannot even
be converged for bond lengths R2.0a0. This is a funda-
mental problem in CC theory that is well documented, e.g.,
in the work of Takahashi, Paldus, and co-workers56–58 where
in one-dimensional systems, even for physically relevant
coupling parameters, the coupled cluster doubles equations
may have no real solutions. The correlation energy errors for
different methods relative to the exact LDMRG results are
shown in Fig. 9.
It is understood that we need to retain more states in the
LDMRG in the metallic regime if we start from a local
atomic orbital basis, since we need to capture the delocaliza-
tion and long-range off-diagonal correlations.45 We find that
both the convergence with the number of sweeps as well as
with M is slower as compared to calculations in the nonme-
tallic regime. At R=1.0a0 LDMRG50 is worse than CCSD,
LDMRG100 slightly worse than CCSDT, and for R
1.6a0 LDMRG50 is still worse than CCSDT. In the
metallic region LDMRG required M =500 to converge to the
numerically exact result. In essence, by using orthonormal-
ized atomic orbitals, we are starting from a particularly un-
favorable one-particle basis to describe metallic behavior. By
performing the DMRG in a set of separately localized occu-
pied and virtual orbitals such as Boys orbitals,59 we expect
that the degradation in efficiency of the DMRG would be
avoided.
TABLE VI. Symmetric dissociation of H50: total RHF energy and RHF electronic energy; correlation energies at MP2, CCSD, CCSDT, and various
LDMRG levels of theory. All energies are given in hartrees.
R a0 ERHF ERHF,el
Ecorr
MP2 CCSD CCSDT LDMRG50 LDMRG100 LDMRG250 LDMRG500a
1.0 −16.864 88 −191.825 14 −0.361 45 −0.407 29 −0.417 39 −0.402 72 −0.417 27 −0.419 14 −0.419 19
1.2 −22.461 27 −168.261 49 −0.401 83 −0.470 11 −0.483 30 −0.475 90 −0.485 21 −0.486 35 −0.486 38
1.4 −25.029 76 −150.001 38 −0.444 73 −0.543 03 −0.559 36 −0.557 16 −0.563 30 −0.564 00 −0.564 02
1.6 −26.062 25 −135.412 42 −0.491 88 −0.631 18 −0.650 89 −0.652 72 −0.656 74 −0.657 18 −0.657 19
1.8 −26.265 98 −123.466 13 −0.545 50 −0.741 67 −0.765 47 −0.769 82 −0.772 42 −0.772 66 −0.772 67
2.0 −26.008 20 −113.488 34 −0.607 89 −0.883 29 −0.912 70 −0.916 11 −0.917 76 −0.917 89 convb
2.4 −24.835 76 −97.735 87 −0.768 83 c c −1.324 16 −1.324 77 −1.324 81 conv
2.8 −23.360 81 −85.846 62 −0.995 30 c c −1.913 81 −1.913 98 −1.913 99 conv
3.2 −21.896 33 −76.571 41 −1.307 78 c c −2.671 90 −2.671 95 conv conv
3.6 −20.574 29 −69.174 36 −1.723 32 c c −3.528 46 −3.528 48 conv conv
4.2 −18.955 95 −60.613 15 −2.558 99 c c −4.793 76 conv conv conv
aAll calculations with M500 converged.
b
“conv” denotes converged results, where increased M did not change the significant figures in the energy.
cThe coupled cluster calculations could not be converged see text.
FIG. 8. Symmetric dissociation of H50: potential energy curves from RHF,
MP2, and exact LDMRG. On the scale of the graph, the few available
CCSD, and CCSDT data points were indistinguishable from the LDMRG
data.
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B. Asymmetric dissociation
The calculated energies for the asymmetric dissociation
are summarized in Table VII. In this system, the restricted
Hartree-Fock reference dissociates correctly to a set of non-
interacting hydrogen molecules, which can be understood
by changing to a localized basis in the space of restricted
occupied orbitals. For this reason, the restricted MP2 and CC
theories are also qualitatively correct and we see that their
energies Fig. 10 lie parallel to the exact LDMRG values
along the dissociation curve. Unlike in the symmetric disso-
ciation, the correlation energy saturates rapidly to 
1.8% of
the total energy as the bonds are stretched. Figure 11 shows
how the percentage errors in the correlation energy for the
different methods decrease along the dissociation coordinate.
Again, we see reduced performance of the DMRG in the
metallic regime due to the unsuitability of the underlying
orbital basis, but still a systematic convergence with M. For
large Rinter we observed very rapid convergence with M and
number of sweeps, and in fact for Rinter=4.2a0 the LDMRG
energy was already exact after four noise sweeps with M
=50. In the limit of complete dissociation, the CCSD theory
becomes exact for this system and this is confirmed by con-
vergence to the LDMRG results.
In order to demonstrate the metal-insulator transition
more explicitly we computed the one-particle reduced den-
sity matrix  during our LDMRG calculations. In Fig. 12 we
have plotted the off-diagonal decay of the 	 one-particle
density matrix from element 25,25→25,50. In the metallic
regime short Rinter we see the long-ranged oscillations in
the off-diagonal elements, while in the insulating regime
long Rinter the off-diagonal elements decay much more rap-
idly. A similar picture is obtained from the density matrix
during symmetric dissociation.
VI. CONCLUSIONS
We began this work with the question of how to describe
nondynamic correlation in large systems with the restriction
that such systems are large in only one dimension. In our
investigations, we have shown how the density matrix renor-
malization group DMRG provides a natural answer to this
TABLE VII. Asymmetric dissociation of H50: total RHF energy and RHF electronic energy; correlation energies at MP2, CCSD, CCSDT, and various
LDMRG levels of theory. All energies are given in hartrees.
Rinter a0 ERHF ERHF,el
Ecorr
MP2 CCSD CCSDT LDMRG50 LDMRG100 LDMRG250 LDMRG500a
1.4 −25.029 76 −150.001 38 −0.444 73 −0.543 03 −0.559 36 −0.557 16 −0.563 30 −0.564 00 −0.564 02
1.6 −25.963 71 −142.811 31 −0.392 61 −0.516 01 −0.522 30 −0.523 02 −0.523 64 −0.523 67 convb
1.8 −26.617 68 −136.573 91 −0.369 20 −0.505 47 −0.508 73 −0.509 38 −0.509 48 conv conv
2.0 −27.071 82 −131.089 88 −0.357 01 −0.503 04 −0.504 97 −0.505 48 −0.505 50 conv conv
2.4 −27.609 24 −121.878 99 −0.346 20 −0.507 17 −0.508 03 −0.508 37 conv conv conv
2.8 −27.873 62 −114.445 23 −0.341 62 −0.512 77 −0.513 22 −0.513 45 conv conv conv
3.2 −28.004 68 −108.324 99 −0.338 67 −0.516 18 −0.516 42 −0.516 56 conv conv conv
3.6 −28.069 65 −103.203 54 −0.336 34 −0.517 50 −0.517 63 −0.517 71 conv conv conv
4.2 −28.111 00 −96.924 54 −0.333 73 −0.517 49 −0.517 54 −0.517 58 conv conv conv
aAll calculations with M500 converged.
b
“conv” denotes converged results, where increased M did not change the significant figures in the energy.
FIG. 9. Symmetric dissociation of H50: relative errors in the correlation
energies at MP2, CCSD, CCSDT, and different LDMRG levels of theory
compared to the exact LDMRG results in logarithmic scale.
FIG. 10. Asymmetric dissociation of H50: potential energy curves from
RHF, MP2, and exact LDMRG. On the scale of the graph, the LDMRG,
CCSD, and CCSDT curves are indistinguishable.
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problem. The matrix product state that underlies the DMRG
is a local, variational, size-consistent/size-extensive, and in-
herently multireference ansatz that can efficiently exploit the
special structure of quasi-one-dimensional correlation. Using
the intrinsic locality of the ansatz, we have formulated a
quadratic scaling DMRG algorithm, using only a straightfor-
ward screening criterion without the imposition of correla-
tion domains. With this active space method, we could then
obtain numerically exact solutions of the many-particle
Schrödinger equation for all-trans-polyenes up to C48H50
correlating the z electrons and hydrogen molecular chains
up to H250 correlating 100 electrons in 100 orbitals.
By construction, a unique advantage of the LDMRG as
compared to other local correlation methods is its ability to
capture nondynamic correlation. We can take advantage of
locality in multireference problems so long as the correlation
length is finite. We have demonstrated the capability and
efficiency of the LDMRG in these situations by obtaining
numerically exact correlation energies in the metal-to-
insulator transition of linear H50 chains, where we correlate
50 electrons in 50 orbitals.
With the possibility of accurately capturing nondynamic
correlation in long molecules, we can now begin to address
the quantitative description of strongly interacting states as
found in the spectrum of materials such as the conjugated
organic polymers. Here, the natural next step would be to
combine an LDMRG description of the nondynamic correla-
tion in the active  space with our recent developments in
canonical transformation theory,60 to incorporate the dy-
namic correlation that arises in larger basis sets.
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