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Zusammenfassung
Fortschritte in der Fertigung von Mikrostrukturen ermöglichen es, einzelne, gezielt
entworfene, mesoskopische Elemente von einer Größe im Nano- bis Mikrometer-
bereich zu kontaktieren. Die Eigenschaften solcher quasi null- oder eindimensio-
nalen Systeme werden von der Elektron-Elektron-Wechselwirkung empfindlich be-
einflußt. Dies äußert sich in theoretischen Untersuchungen häufig darin, daß eine
störungstheoretische Behandlung der Wechselwirkung zu Divergenzen führt. Er-
folgreich kann dann das Anwenden einer Renormierungsgruppen-Methode (RG)
sein, deren Grundgedanke es ist, die unterschiedlichen Energieskalen von hohen zu
niedrigen nacheinander zu berücksichtigen. In der funktionalen RG (fRG) wird ei-
ne exakte, unendliche Hierarchie von Flußgleichungen für Vielteilchen-Green- oder
Vertexfunktionen aufgestellt, die systematische Näherungen verschiedener Güte
erlaubt. Zahlreiche Studien haben die Leistungsfähigkeit der fRG bei der Unter-
suchung niederdimensionaler fermionischer Systeme demonstriert. Meist wird sie
im Rahmen des Matsubara-Formalismus angewandt, der Systeme im thermischen
Gleichgewicht beschreibt. Ein Kernthema dieser Arbeit ist es, die fRG innerhalb
des Keldysh-Formalismus umzusetzen, der einen einheitlichen Zugang zu Gleichge-
wicht und Nichtgleichgewicht bietet. Die so entwickelte Keldysh-fRG wird in dieser
Arbeit verwendet, um die stationären Transporteigenschaften eines Quantendrahts
mit mehreren Barrieren und die einer Anderson-Störstelle zu untersuchen.
Die Arbeit beginnt mit einer Einführung in den Keldysh-Formalismus und zu-
gehörige Konzepte. Anschließend wird die Struktur der Green- und Vertexfunk-
tionen im Keldysh-Formalismus untersucht. Dabei werden unter anderem Folgen
der Kausalität und Charakteristika des thermischen Gleichgewichts behandelt und
entsprechende Beziehungen für die Vielteilchen-Funktionen formuliert.
Dann wird die Umsetzung der fRG im Rahmen des Keldysh-Formalismus de-
tailliert vorgestellt. Dabei werden die Flußgleichungen für die Vertexfunktionen
über deren diagrammatische Entwicklung hergeleitet. Zwei besonders geeignete
Flußparameter werden herausgearbeitet: Einer davon schneidet die imaginären
Frequenzen ab, die als Pole der Fermi-Funktionen der Reservoire auftreten. Der
andere besteht in einer künstlichen Vergrößerung der Hybridisierung der Reservoi-
re; er hat einerseits den Vorteil, im Gleichgewicht das Fluktuations-Dissipations-
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Theorem auch in frequenzabhängigen Näherungen zu erhalten; andererseits ist
seine Handhabung stellenweise etwas mühsamer.
Eines der beiden Modelle, die in dieser Arbeit untersucht werden, ist eine tight-
binding-Kette mit Wechselwirkung zwischen nächsten Nachbarn. Sie gehört im
Falle schwacher und mittlerer Wechselwirkungen zu den Luttingerflüssigkeiten
(LFen), deren Niederenergieverhalten durch Potenzgesetze bestimmt wird. Die
Transporteigenschaften von LFen wurden experimentell unter anderem anhand
von Kohlenstoff-Nanoröhrchen untersucht. Dabei verkomplizieren die an den Kon-
takten gegebenen Transportbarrieren die Interpretation der Meßergebnisse. Die
fRG erlaubt es, die Barrierenkonfiguration flexibel zu modellieren. In dieser Arbeit
wird sie zuerst in ihrer Matsubara-Variante verwendet, um die Temperaturabhän-
gigkeit des linearen Leitwerts in Gegenwart von zwei, drei oder vier Barrieren zu
untersuchen. Es wird gezeigt, daß die Temperatur eine Phasenmittelung verursacht
und so zu Kombinationen der Potenzgesetz-Exponenten der einzelnen Barrieren
führt. Ein experimenteller Aufbau zum Nachweis dieses Effekts wird vorgeschlagen.
In einem zweiten Schritt wird die Keldysh-Variante der fRG verwendet, um Trans-
port durch einen Quantendraht bei endlicher Spannung zu untersuchen. Im Falle
zweier starker Kontakt-Barrieren stellt sich heraus, daß die Nichtgleichgewichts-
Verteilung der Teilchen im Draht ein doppeltes Potenzgesetz in der Zustandsdichte
hervorruft. Mit Hilfe einer zusätzlichen, schwach angekoppelten Sondierungslei-
tung können die zwei Potenzgesetze im Leitwert sichtbar gemacht werden.
Das zweite Modell, das untersucht wird, ist das einer einzelnen Anderson-Stör-
stelle; es wird häufig als Paradebeispiel starker, lokaler Korrelationen zwischen
Elektronen angesehen. Diese machen sich in Form der Kondo-Skala bemerkbar,
einer Energie, die exponentiell klein in der Wechselwirkungsstärke ist und das
Niederenergie-Verhalten des Modells im Bereich der Spin-Fluktuationen bestimmt.
Auf Grundlage dieses Modells wird in dieser Arbeit eine erweiterte, frequenzabhän-
gige Näherung zur Keldysh-fRG entwickelt. Sie berücksichtigt auch nächstführende
Auswirkungen der Wechselwirkung: nämlich die Tatsache, daß die Zweiteilchen-
Wechselwirkung Zerfallsraten für Einteilchen-Zustände generiert. Die Herleitung
eines stimmigen Näherungsschemas wird dargestellt; dieses erweist sich als geeig-
net, um das Modell bei mäßiger Wechselwirkungsstärke zu beschreiben.
Summary
The progress in micro-fabrication technologies makes it possible to address indi-
vidual, tailored, mesoscopic structures with sizes on a nanometer to micrometer
scale. The transport properties of such quasi zero- or one-dimensional systems are
considerably influenced by the electron-electron interaction. In theoretical studies
this often becomes apparent in the emergence of divergences in a perturbative
treatment of the interaction. A successful approach may then be given by renor-
malization group (RG) methods which are based on the idea of treating energy
scales successively from high to low. In the functional RG (fRG) an exact infinite
hierarchy of flow equations for multi-particle Green or vertex functions is derived,
that allows for systematic approximations on different levels. In numerous studies
the fRG has been found to be a powerful tool for the investigation of low dimen-
sional Fermi systems. Usually it is formulated within Matsubara formalism which
applies to a system in thermal equilibrium. A central topic of this thesis is the
implementation of the fRG within Keldysh formalism, providing the possibility to
treat equilibrium and non-equilibrium situations on equal footing. The resulting
Keldysh fRG is used in this thesis to explore the transport properties of quantum
wires with several barriers and of the single impurity Anderson model.
The thesis starts with an introduction to Keldysh formalism and to related con-
cepts. Then the structure of the Green and vertex functions of Keldysh formalism
is investigated. This includes studying the consequences of causality, character-
izing thermal equilibrium, and formulating corresponding relations for the multi-
particle functions.
After that, the implementation of the fRG within Keldysh formalism is presented
in detail. The flow equations for the vertex functions are derived via their diagram-
matic expansion. Two especially useful flow parameters are determined: one of
them cuts off the imaginary frequencies that appear as poles of the Fermi functions
of the reservoirs. The second flow parameter is an artificially enhanced reservoir
hybridization; on one hand it has the advantage to preserve the fluctuation dis-
sipation theorem in equilibrium even in frequency dependent approximations; on
the other hand, its use can be more cumbersome.
One of the models studied in this thesis is a tight-binding chain with nearest-
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neighbour interaction. At weak and intermediate interactions it belongs to the
class of Luttinger liquids (LLs) whose low energy properties are characterized by
power laws. The transport properties of LLs have been studied experimentally
for example on carbon nanotubes. However, the presence of transport barriers at
the contacts make the interpretation of the experimental data difficult. A the-
oretical treatment with the fRG permits a rather large flexibility to model the
barrier configuration. In this thesis the fRG is first used in its equilibrium Mat-
subara implementation in order to analyse the temperature dependence of the
linear conductance in the presence of two, three or four barriers. It is shown that
temperature induces an averaging over quantum phases of propagation, leading to
combinations of the power law exponents of the individual barriers. An experi-
mental set-up that allows to verify this behaviour is proposed. In a second step
the Keldysh version of the fRG is applied to the problem of transport through a
quantum wire at finite bias voltage. For a wire with two high contact barriers it
is found that the non-equilibrium particle distribution in the wire is responsible
for the appearance of a two-fold power law in the density of states. An additional
weakly attached probe lead can be used to make the two different power laws
visible in the conductance.
The second model which is analysed is the one of the single Anderson impurity,
often considered as a paradigm for the investigation of strong local electron cor-
relations. The latter become noticeable in the appearance of the Kondo scale, an
energy exponentially small in the interaction strength, that characterizes the low
energy physics of the model in the regime of spin fluctuations. On the basis of this
model an advanced frequency dependent approximation for the Keldysh fRG is
developed in this thesis. Such an approximation can account for subleading effects
of the interaction, namely the fact that two-particle interactions can generate de-
cay rates for single-particle states. The derivation of a consistent approximation
scheme is presented, that turns out to yield a good description of the model at
moderate interaction strength.
1 Introduction
1.1 Motivation
Over the last decades the progress in micro-fabrication technologies has stimu-
lated much research on transport properties of mesoscopic systems [Soh97, Kul00,
Faz03, Ler04]. Apart from prospects of future applications in information technol-
ogy, the investigation of quantum dots and wires provides an excellent possibility
to enhance the understanding of particle correlations. In contrast to studies on
condensed matter bulk materials one can explore the properties of a single isolated
structure, tailor its geometry, tune and measure many important parameters, and
even transfer it into a non-thermal state by applying a local bias voltage. Due to
their smallness mesoscopic systems are characterized by full or partial coherence of
the quantum mechanical phase; furthermore interactions can have drastic influence
on their properties. In one-dimensional quantum wires for example the electron-
electron interaction is responsible for the emergence of power law behaviour which
governs spectral and transport properties at low energies [Sch04, Yac04]. An im-
portant correlation effect in zero dimensions is the Kondo effect, the formation of
a spin singlet from a localized magnetic impurity surrounded by a cloud of con-
duction electrons. A signature of this effect in transport through a quantum dot
is an increase of the conductance at low temperatures [Pus04, Gro07].
The theoretical treatment of models for such low-dimensional systems of inter-
acting fermions with perturbation theory often fails since certain diagrams diverge
at low energies. Renormalization group (RG) methods are able to overcome this
restriction. They are based on the idea of treating energy scales successively from
high to low [Wil74]. High energy scales, being integrated first, renormalize the
interaction amplitudes for low energy processes. In the general case the inter-
action amplitudes will become frequency dependent and can be interpreted as
many-particle Green functions. In so called functional RG (fRG) methods a for-
mally exact infinite hierarchy of coupled flow equations for many-particle Green
or vertex functions is derived [Sal98]. The possibility to truncate this hierarchy
by neglecting higher order correlation functions provides a systematic scheme for
approximations to the renormalization group flow, simple approximations being
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analytically transparent and numerically very fast. In numerous studies the fRG
has been found to be a powerful tool for the investigation of low dimensional Fermi
systems [Met05, Med07].
The fRG is usually formulated within Matsubara formalism which describes the
properties of a system in thermal equilibrium and is based on imaginary times
and frequencies [Neg88]. It is a promising undertaking to search for a formula-
tion of the fRG within Keldysh formalism [Lan76, Ram86]. The latter describes
the real time evolution of observables after the system has been prepared in an
initial density matrix. Depending on the details of this initialization the long
time evolution can lead either to equilibrium or to a non-equilibrium stationary
state. The calculation of expectation values involves a forward and a backward
evolution in time. The existence of these two time evolutions is responsible for a
tensor structure of the Green and vertex functions which adds to the complexity
of Keldysh formalism as compared to Matsubara formalism. But the real-time
structure of Keldysh formalism is connected to two advantages. First, dynamic
quantities are readily found in their dependence on real frequencies. In Matsubara
formalism in contrast an analytic continuation from the imaginary frequency axis
is required; at finite temperature this is numerically quite nontrivial even for a sin-
gle frequency (see e.g. [Bea00] and references therein). The second advantage of
Keldysh formalism is its ability to describe non-equilibrium situations like trans-
port at finite bias voltage. In recent years the problem of non-equilibrium trans-
port through mesoscopic systems has stimulated the development of numerous
theoretical approaches. Methods range from exact analytic solutions [Meh06] over
diverse renormalization group approaches in more analytic or more numeric real-
izations [Ros03, Sch09a, Keh05, And08b, HM09] to quantum Monte Carlo [Han07]
and the numerical evaluation of path integrals [Wei08]. These methods are mostly
restricted to small systems with few interacting degrees of freedom or focus on
the transient region before the formation of a stationary state. With its ability
to address the stationary state transport regime of large systems the functional
RG formulated in Keldysh formalism promises to be an ideal complement to these
methods.
1.2 Scope of this thesis
The aim of this thesis is twofold. One goal is to push forward the recently initi-
ated formulation of the fRG within Keldysh formalism [Jak03, Gez07b, Jak07a,
Gez07a], helping to establish a non-equilibrium method with similar flexibility and
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power as known from the equilibrium Matsubara implementation. The second
goal is to actually use the fRG in order to gain insight in the transport properties
of specific mesoscopic systems. Both objectives are of course intimately related.
While the investigation of a given model profits from the availability of a general
method, the latter can only be refined in answer to the specific questions raised in
application to a model.
The models which we choose as subjects of our studies have been treated suc-
cessfully with the equilibrium Matsubara fRG and promise interesting new features
in non-equilibrium. On one hand we will explore transport through a quantum
wire represented by a tight-binding chain with nearest-neighbour interaction. At
weak and intermediate interactions this model belongs to the so called class of
Luttinger liquids (LLs) whose low energy properties are characterized by power
laws [Sch04]. An impurity in a LL in known to have drastic influence on the linear
conductance, suppressing it in form of a power law for temperature approaching
zero. The transport properties of LLs have been studied experimentally on car-
bon nanotubes [Boc99, Yao99, Pos01, Gao04] and semi-conductor quantum wires
[Aus00, Aus02]. One of the main problems in the interpretation of experimen-
tal data from carbon nanotubes is that the contacts often constitute barriers and
therefore distort the transport behaviour that one hopes to be determined by a
single impurity that has been installed on the wire. In numerous publications
the fRG has been developed as an excellent tool for the theoretical investigation
of transport through quantum wires [Met05, Med07], permitting a rather large
flexibility in the choice of the precise transport geometry that allows to model
the barrier configuration presumably given in experiments. We use the fRG first
in its equilibrium Matsubara implementation in order to analyse the temperature
dependence of the linear conductance in the presence of two, three or four barriers.
We show that temperature induces an averaging over quantum phases of propa-
gation, leading to new and unexpected combinations of the power law exponents
of the individual barriers. In a second step we apply the Keldysh version of the
fRG to the problem of nonlinear transport through a quantum wire with contact
barriers. We show that the non-equilibrium occupation of states induced by a fi-
nite bias voltage results in the emergence of completely new power law exponents
not known from equilibrium.
The second model which we analyse is the one of the single Anderson impurity
[And61], which is often considered as a paradigm for the investigation of strong lo-
cal electron correlations [Hew93]. The latter become noticeable in the appearance
of the Kondo scale, an energy exponentially small in the interaction strength, that
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characterizes the low energy physics of the model in the regime of spin fluctuations.
The non-equilibrium properties of the model have recently been in the focus of
diverse theoretical studies [Fuj03, Gez07b, Han07, Wei08, And08b, Spa09, HM09];
a comprehensive characterization however has not yet been achieved. On the ba-
sis of this model we develop an advanced frequency dependent approximation for
the Keldysh fRG. As opposed to the more basic static approximation to the flow
equations which we use for the quantum wires, a frequency dependent scheme can
account for subleading effects of the interaction: namely the fact that two-particle
interactions can reshuffle the non-equilibrium particle distribution and generate
decay rates for single-particle states. The fRG turns out to be a flexible tool for
the description of transport through the Anderson impurity model at moderate
interactions.
The formulation of the fRG within Keldysh formalism requires a number of
fundamental considerations which we discuss in general before we focus on special
models. In particular the choice of the flow parameter turns out to be a very
delicate matter with large influence on the applicability of the method. Both, the
search for flow parameters and the construction of a frequency dependent approx-
imation scheme, require an enhanced understanding of the internal structure of
Green and vertex functions in Keldysh formalism. We will need to generalize con-
cepts known for single-particle functions, like the fluctuation dissipation theorem,
to multi-particle functions in order to lay the ground for our investigations of the
Keldysh fRG.
1.3 Outline of this thesis
Chapter 2 introduces fundamental concepts for the description of non-equilibrium
physics in mesoscopic systems, that constitute the basis for all following chap-
ters. A fairly general model is introduced which allows to discuss the influence
of two-particle interactions on transport through mesoscopic systems and which
will be specialized in later chapters to a quantum wire or an impurity model.
Keldysh formalism is introduced as a technique to compute equilibrium or non-
equilibrium expectation values in diagrammatic expansions very similar to the
zero-temperature or the Matsubara formalism. We discuss the multi-component
structure of the single-particle Green function and self-energy and describe how the
presence of leads can be accounted for by special contributions to the self-energy.
Finally we explain how non-equilibrium statistics can be described by an effective
distribution operator and derive formulae for the current through the system.
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Chapter 3 presents a rather technical discussion of symmetry properties of Green
and vertex functions in Keldysh formalism. Diverse relations which are commonly
known for single-particle functions are generalized to the multi-particle case. We
gain insight in the internal structure of the Green and vertex functions that is
indispensable for working with the fRG in later chapters: the results found here
present a guideline on the search for flow parameters in chapter 4 and are heavily
used in the project of setting up a frequency dependent fRG approximation in
chapter 6. The properties which we discuss are related to permutation of particles,
complex conjugation, and causality; furthermore a large part of the chapter is
devoted to special relations characterizing thermal equilibrium.
The fRG, central method of this thesis, is the topic of chapter 4. On the grounds
laid in the previous chapters we develop its formulation within Keldysh formalism.
We derive the flow equations for the vertex functions via their diagrammatic ex-
pansion and discuss in detail different possibilities to introduce a flow parameter.
An imaginary frequency cut-off and a hybridization flow parameter are presented
as especially useful choices.
The fRG is used in chapter 5 to analyse the temperature and voltage dependence
of transport through interacting quantum wires with few barriers. The chapter
starts with a brief review of the concept of LLs and of existing fRG investigations
of quantum wires. Then we study the temperature dependence of the linear con-
ductance in the presence of two to four barriers and show that an average over the
quantum phases of propagation occurs, resulting in unexpected combinations of
the power law exponents of the individual barriers. After that, we use the Keldysh
fRG with imaginary frequency cut-off to explore transport at finite bias voltage
and find that the non-equilibrium occupation of states results in power laws with
new, non-universal exponents.
The investigations of the quantum wires in chapter 5 use a static fRG approx-
imation which captures the leading effect of the interaction but does not account
for interaction-induced decay rates. Chapter 6 is devoted to a study of the Ander-
son impurity model within a frequency-dependent fRG approximation that allows
also for the renormalization of decay rates. We present the derivation of a consis-
tent scheme that turns out to yield a good description of the model at moderate
interaction strength, but to capture only isolated aspects of Kondo physics.
Each chapter ends with a conclusion that summarizes the most important results
and describes their significance in the global context. In chapter 7 we finally
present the general conclusions of this thesis.
2 Keldysh formalism
This chapter is devoted to fundamental concepts which are used throughout the
remainder of this thesis in order to describe non-equilibrium physics of mesoscopic
systems. We start by introducing a rather general model that allows to discuss
the influence of two-particle interactions on transport through mesoscopic systems.
The theoretical framework for the examination of non-equilibrium properties of our
model is provided by Keldysh formalism. In section 2.2 we describe how introducing
a time loop contour makes it possible to establish a diagrammatic technique in close
analogy to zero-temperature and Matsubara formalism. The representation of the
multi-component single-particle Green function in the contour and in the Keldysh
basis is introduced in section 2.3. The topic of section 2.4 is the fact that the
influence of the reservoirs can be absorbed completely into the dot propagator as
a self-energy contribution which is characterized by the hybridization function. In
the last two sections before the conclusion we introduce the effective distribution
operator as important tool to describe non-equilibrium particle statistics and derive
formulae for the particle current leaving a reservoir.
2.1 The system under consideration
A typical set-up for the study of transport through mesoscopic systems consists
of a confined region which is coupled via barriers to several leads. This geometry
is for example realized by a quantum dot or wire with quantum point contacts,
embedded in a semi-conductor hetero structure; or by a carbon nanotube lying
across metallic electrodes; or by a molecule coupled by ligands into a metallic
break junction. Due to the smallness of the confined region, transport is phase
coherent so that a quantum mechanical description is required. Furthermore,
interactions have decisive influence on transport properties. Depending on the
very situation under consideration, important effects can be generated for example
by the Coulomb interaction between electrons, by electron-phonon interaction, or
by spin-orbit coupling.
In this thesis we focus on effects of the electron-electron interaction. Since
the leads are metallic, they can be described by noninteracting long-living quasi-
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particles. Therefore we obtain as a general model a finite interacting quantum
system (called dot) of a single kind of either bosonic or fermionic particles which
is coupled to M noninteracting reservoirs, M ≥ 1. Let
{s} = {q} ∪ {k1} ∪ . . . ∪ {kM} (2.1)
be a basis of single-particle states which are either localized in the dot (states q)
or in one of the reservoirs (states kr, r = 1, . . . ,M). We use the index s to refer to
any of those states and also to states which are not localized in a single reservoir
or in the dot. The total Hamiltonian under consideration is given by
H = H
(0)
dot + Vdot +
M∑
r=1
H(r)res +
M∑
r=1
H(r)coup, (2.2a)
with
H
(0)
dot =
∑
q,q′
ǫq′|qa
†
q′aq (2.2b)
Vdot =
1
4
∑
q1,q′1
q2,q′2
vq′1q′2|q1q2a
†
q′1
a†
q′2
aq2aq1 , (2.2c)
H(r)res =
∫
dkr dk
′
r ǫk′r|kra
†
k′r
akr , (2.2d)
H(r)coup =
∑
q
∫
dkr tq|kra
†
qakr + H. c. (2.2e)
in standard notation of second quantization. Here
ǫs′|s = 〈s′|ǫ|s〉 = ǫ∗s|s′ and tq|kr = 〈q|t|kr〉 = t∗kr|q (2.3)
are the matrix elements of the single-particle Hamiltonian and
vq′1q′2|q1q2 = 〈q
′
1q
′
2|v|q1q2〉+ ζ〈q′1q′2|v|q2q1〉 (2.4)
denote the (anti-)symmetrized matrix elements of the two-particle interaction,
with
ζ =
{
+1 for bosons,
−1 for fermions. (2.5)
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H
(0)
dot+Vdot
H
(1)
res
H
(2)
res
H
(3)
res
ρdot
ρ
(1)
res
ρ
(2)
res
ρ
(3)
res
H
(1)
coup
H
(2)
coup
H
(3)
coup
Figure 2.1: Sketch of the model described by the Hamiltonian (2.2) and prepared in the
density matrix (2.6a) for the case of three reservoirs.
In (2.2d) and (2.2e) we have already performed the limit of infinite reservoir size
resulting in continuous quantum numbers and a dense spectrum. Only in this
limit we can construct a non-equilibrium stationary state of the system, compare
sections 2.2.3 and 2.4.4 below.
We intend to model non-equilibrium transport through the interacting region by
attributing different chemical potentials or different temperatures to the different
reservoirs. Therefore we assume that at some initial time t0 the whole configuration
is described by the density matrix
ρ(t0) = ρ0 = ρdot ⊗ ρ(1)res ⊗ . . .⊗ ρ(M)res , (2.6a)
where
ρ(r)res =
e−βr(H
(r)
res−µrNr)
Tr e−βr(H
(r)
res−µrNr)
, r = 1, . . . ,M, (2.6b)
is the grand-canonical distribution of reservoir r with temperature Tr = 1/βr and
chemical potential µr.
Figure 2.1 shows a sketch of the model described by the Hamiltonian (2.2) and
prepared in the density matrix (2.6a).
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2.2 Time evolution of expectation values
The closed time path formalism, or Keldysh formalism, allows to compute proper-
ties described by the density matrix ρ(t), t > t0, which evolves unitarily form ρ(t0)
under the full Hamiltonian H given in (2.2) [Lan76, Lif81, Ram86, Hau96]. We
now describe how the corresponding diagrammatic language can be established by
discussing the expectation value of an operator A.
2.2.1 The time loop contour
We split the total Hamiltonian into a decoupled single-particle part and a part
describing coupling and interactions,
H = H0 + V, (2.7a)
with H0 = H
(0)
dot +
∑
r
H(r)res , (2.7b)
and V = Vdot +
∑
r
H(r)coup, (2.7c)
and define the full, free, and interaction picture time evolution operators by
U(t, t′) = e− iH(t−t
′), (2.8a)
U0(t, t
′) = e− iH0(t−t
′), (2.8b)
u(t, t′) = U0(t0, t)U(t, t
′)U0(t
′, t0), (2.8c)
respectively. Furthermore, the Heisenberg and interaction representation of any
observable A(t) are given by
AH(t) = U(t0, t)A(t)U(t, t0), (2.9a)
AH0(t) = U0(t0, t)A(t)U0(t, t0), (2.9b)
respectively. Since the density matrix evolves in time as
ρ(t) = U(t, t0)ρ(t0)U(t0, t), (2.10)
the expectation value of A at some time t > t0 is given by
〈A〉 (t) = TrA(t)U(t, t0)ρ0U(t0, t) (2.11a)
= TrAH(t)ρ0 (2.11b)
= 〈AH(t)〉 , (2.11c)
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e− i H0(τ1−t0)e− i H0(τ2−τ1)e− i H0(t−τ2)
ei H0(t−τ
′
1) ei H0(τ
′
1−τ
′
2) ei H0(τ
′
2−τ
′
3) ei H0(τ
′
3−t0)
A(t) ρ0
−iV−iV
iV iViV
time t t0τ1τ2τ
′
1 τ
′
2 τ
′
3
Figure 2.2: Pictorial representation of the summand m = 3, n = 2 in equation (2.13b).
where we used the notation
〈X〉 = TrXρ0 (2.12)
on the right hand side. Using the interaction picture time evolution and its expan-
sion in powers of the interaction (see e.g. [Fet71, Mah00]) this can be expressed
as
〈A〉 (t) = Tru(t0, t)AH0(t)u(t, t0)ρ0 (2.13a)
=
∞∑
m,n=0
im(− i)n
∫
t0<τ ′m<···<τ
′
1<t
t>τn>···>τ1>t0
dτ ′m . . .dτ1 TrVH0(τ
′
m) . . . VH0(τ
′
1)AH0(t)×
× VH0(τn) . . . VH0(τ1)ρ0
(2.13b)
=
〈[
T˜ e
+ i
R t
t0
VH0 (τ) dτ
]
AH0(t)
[
T e
− i
R t
t0
VH0 (τ) dτ
]〉
. (2.13c)
In the last line of this equation, T is the time ordering operator which rearranges
a product of operators such that time arguments increase from right to left. The
anti-time ordering operator T˜ establishes the reversed order of T . One contribution
to (2.13b) is depicted in Figure 2.2.
Having two different time orders in equation (2.13c) is the consequence of the
existence of a forward evolution in time u(t, t0) and a backward one u(t0, t) in
the trace (2.13a). This concept, going back to Schwinger [Sch61] constitutes the
major difference to the zero-temperature and the finite temperature Matsubara
formalism. We briefly sketch the key ideas of both formalisms for comparison.
The zero-temperature formalism [Fet71, Mah00] is based on the Gell-Mann–
Low theorem [GM51] stating that adiabatically switching on the interaction part
of the Hamiltonian transfers the ground state of the noninteracting system to an
eigenstate of the interacting system, which is presumed to be again the ground
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state. Adiabatically switching off the interaction reverts this transition. Therefore
the expectation value of an observable in the interacting ground state ψ0,
〈A〉0-temp (t) =
〈ψ0(t)|A(t)|ψ0(t)〉
〈ψ0|ψ0〉 , (2.14)
can be calculated as expectation value in the noninteracting ground state φ0 ,
when embedding the operator in a time evolution from t = −∞ to ∞ describing
the adiabatic switching on and off:
〈A〉0-temp (t) = limǫ→0
〈φ0|uǫ(∞, t)AH0(t)uǫ(t,−∞)|φ0〉
〈φ0|uǫ(∞,−∞)|φ0〉 (2.15a)
= lim
ǫ→0
〈
φ0
∣∣∣T [exp(− i ∫∞−∞ V (ǫ)H0 (τ) dτ)AH0(t)]∣∣∣φ0〉〈
φ0
∣∣∣T exp(− i ∫∞−∞ V (ǫ)H0 (τ) dτ)∣∣∣φ0〉 , (2.15b)
where
V (ǫ)(τ) = e−ǫ|τ | V (2.15c)
and the interaction picture has reference time 0.
The finite temperature Matsubara formalism [Mat55, Fet71, Mah00, Neg88]
makes use of the fact that the thermal density matrix
ρeq =
e−βK
Z
=
e− i(− iβ)K
Z
=
U˜(− iβ, 0)
Z
, (2.16a)
with K = H − µN (2.16b)
and Z = Tr e−βK , (2.16c)
can be understood as time evolution from time 0 to time − iβ generated by the
operator K,
U˜(t, t′) = e− iK(t−t
′) . (2.17)
For a particle number conserving Hamiltonian the expectation value of a particle
number conserving operator A,
〈A〉eq (t) = Tr ρeqAH(t) = Tr ρeq eiHtA(t) e− iHt = Tr ρeq eiKtA(t) e− iKt
= Tr ρeqAK(t), (2.18)
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can be obtained by analytical continuation from
〈A〉eq (− i t) = Tr ρeqAK(− i t) (2.19a)
=
1
Z
Tr U˜(− iβ,− i t)AU˜(− i t, 0) (2.19b)
=
1
Z
Tr U˜0(− iβ, 0)u˜(− iβ,− i t)AK0(− i t)u˜(− i t, 0) (2.19c)
=
〈
T
[
e− i
R − i β
0 VK0 (τ) dτ AK0(− i t)
]〉
eq,0〈
T e− i
R − i β
0 VK0 (τ) dτ
〉
eq,0
, (2.19d)
where 0 < t < β,
K0 = H0 − µN, (2.20a)
and
〈X〉eq,0 = TrU0(− iβ, 0)X =
1
Z0
Tr e−β(H0−µN) X, (2.20b)
with Z0 = Tr e
−βK0 . (2.20c)
In equation (2.19d) T orders those operators to the left which are at times further
down the imaginary axis, and the denominator of equation (2.19d) results from
Z
Z0
= 〈u˜(− iβ, 0)〉eq,0 . (2.21)
Again we used the reference time 0 for the Heisenberg and interaction picture.
The expression for the Keldysh-formalism expectation value in equation (2.13c)
can be formulated in closer analogy of the corresponding zero-temperature and
Matsubara results (2.15b) and (2.19d) by means of a “contour ordering” operation
in the following way. Each operator V in (2.13b) and (2.13c) is furnished with
an index j = − or + indicating if it stems from u(t, t0) or u(t0, t), respectively.
The operators can be imagined to be positioned on either of the two branches
of a time loop contour which starts at t0, runs to t and back to finish again at
t0. The contour ordering operator Tc acting on an operator product is defined
to rearrange the operators in the following way: all operators with +-index are
placed left of all operators with −-index. The block of +-operators is anti-time
ordered internally whereas the block of −-operators is time ordered. In total this
means that operators positioned closer to the end of the time loop are arranged
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V −H0(τ1)V
−
H0
(τ2)
V +H0(τ
′
1) V
+
H0
(τ ′2) V
+
H0
(τ ′3)
time t t0
−
+
Figure 2.3: The time contour consisting of the −- and the +-branch with some operators
VH0 . An example for the action of Tc is Tc V
+
H0
(τ ′1)V
−
H0
(τ2)V
+
H0
(τ ′2)V
−
H0
(τ1)V
+
H0
(τ ′3) =
V +H0(τ
′
3)V
+
H0
(τ ′2)V
+
H0
(τ ′1)V
−
H0
(τ2)V
−
H0
(τ1). The operator T˜c used in the definition (3.16a) of
the tilde Green function in section 3.2 acts as T˜c V
+
H0
(τ ′1)V
−
H0
(τ2)V
+
H0
(τ ′2)V
−
H0
(τ1)V
+
H0
(τ ′3) =
V +H0(τ
′
1)V
+
H0
(τ ′2)V
+
H0
(τ ′3)V
−
H0
(τ1)V
−
H0
(τ2).
more to the left. An example for the action of Tc is given in Figure 2.3. If
we choose additionally to attribute e.g. a −-index to the operator AH0(t), then
equation (2.13c) can be cast into the form
〈A〉 (t) =
〈
Tc
[
e
+ i
R t
t0
V +
H0
(τ) dτ
A−H0(t) e
− i
R t
t0
V −
H0
(τ) dτ
]〉
(2.22a)
=
〈
Tc
[
e
+ i
R ∞
t0
V +
H0
(τ) dτ
e
− i
R ∞
t
V −
H0
(τ) dτ
A−H0(t) e
− i
R t
t0
V −
H0
(τ) dτ
]〉
(2.22b)
=
〈
Tc
[
e
− i
“R t0
∞ V
+
H0
(τ) dτ+
R ∞
t0
V −
H0
(τ) dτ
”
A−H0(t)
]〉
, (2.22c)
where we introduced
1 = Tc
[
e
+ i
R ∞
t
V +
H0
(τ) dτ
e
− i
R ∞
t
V −
H0
(τ) dτ
]
(2.23)
at the left side of A−H0(t) in the step from (2.22a) to (2.22b). In this way we
have extended the contour up to time ∞. The contour index chosen for AH0(t) is
indeed irrelevant. If we had chosen the +-index instead, we would have inserted
the unity (2.23) at the right side of A+H0(t) in order to obtain the same result
〈A〉 (t) =
〈
Tc
[
e
− i
“R t0
∞ V
+
H0
(τ) dτ+
R ∞
t0
V −
H0
(τ) dτ
”
A+H0(t)
]〉
. (2.24)
Figure 2.4 gives a pictorial representation of equation (2.22b).
An even more complete formal analogy to equations (2.15b) and (2.19d) can be
achieved by using
1 = Tc
[
e
+ i
R ∞
t0
V +
H0
(τ) dτ
e
− i
R ∞
t0
V −
H0
(τ) dτ
]
(2.25)
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Tc e
− i
R
t
t0
V −
H0
(τ) dτ
Tc e
− i
R
∞
t
V −
H0
(τ) dτ
Tc e
+ i
R
∞
t
V +
H0
(τ) dτ
Tc e
+ i
R
t
t0
V +
H0
(τ) dτ
A−
H0
(t)
= 1
ρ0
time t t0
Figure 2.4: Pictorial representation of equation (2.22b) with a time loop running from t0
to∞ and back. Since forward and backward time evolution for times greater than t cancel
each other, it is irrelevant whether AH0(t) is placed onto the forward or the backward
branch of the contour.
to expand equation (2.22c) to
〈A〉 (t) =
〈
Tc
[
e
− i
“R t0
∞ V
+
H0
(τ) dτ+
R ∞
t0
V −
H0
(τ) dτ
”
A−H0(t)
]〉
〈
Tc e
− i
“R t0
∞ V
+
H0
(τ) dτ+
R ∞
t0
V −
H0
(τ) dτ
”〉 . (2.26)
Phrased diagrammatically, the denominator on the right hand side cancels all
disconnected parts of the diagrams, see below in section 2.2.2.
2.2.2 Wick’s theorem
An expansion of equation (2.22c) in powers of the interaction yields
〈A〉 (t) =
∞∑
n=0
(− i)n
n!
∑
j1,...jn=∓
(−jn) . . . (−j1)
∞∫
t0
dτn . . .dτ1
〈
Tc
[
V jnH0(τn) . . .
. . . V j1H0(τ1)A
−
H0
(t)
]〉
, (2.27)
compare also (2.13b). In this equation we can express VH0(τ) through creation and
annihilation operators a†H0(τ), aH0(τ) by equations (2.2c), (2.2e) and (2.7c). The
same is possible for AH0(t). Creation and annihilation operators stemming from
the expansion of the same operator are characterized by having the identical time
argument. We prescribe that Tc treats such a block of simultaneous creators and
annihilators as a whole, not changing its internal order. On the analogy of Mat-
subara and zero-temperature formalism, diagrammatic rules emerge when Wick’s
theorem is applied to equation (2.27) expressed through creators and annihilators.
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In order to formulate Wick’s theorem we need to define as well the action of Tc
on a product of creators or annihilators having each individual time arguments.
In this case Tc sorts again the operators in increasing time loop order from right
to left; given simultaneous operators with the same contour index, creators are
sorted to the left of the annihilators. Additionally the product ordered in this
way has to be multiplied by a factor ζ if it is an odd permutation of the initial
product order. This prefactor is required to achieve a consistent definition of the
total pairing (see equations (2.32) and (2.33) below) which is in accordance with
the fermionic anti-commutation rules. It is consistent with the earlier definition
of Tc acting on bosonic blocks of operators: all permutations of bosonic blocks of
operators represent even permutations of the individual creators and annihilators.
In order to apply Wick’s theorem it is required that ρ0 has the form
ρ0 =
eB
Tr eB
(2.28)
with some one-particle operator
B =
∑
q,q′
Bqq′a
†
qaq′ . (2.29)
The density matrix given in equation (2.6a) has this form if ρdot is chosen appro-
priately, e.g. as
ρdot =
e−βdot(H
(0)
dot
−µdotNdot)
Tr e−βdot(H
(0)
dot
−µdotNdot)
. (2.30)
Given equation (2.28), Wick’s theorem states [Dan84] that〈
Tc
[
a˜j1s1
]
H0
(t1) . . .
[
a˜jnsn
]
H0
(tn)
〉
= P
([
a˜j1s1
]
H0
(t1) . . .
[
a˜jnsn
]
H0
(tn)
)
. (2.31)
Here, a˜js is either a creation or an annihilation operator of the state s with contour
index j. The total pairing P is defined as sum of all possible complete pairwise
contractions,
P(a˜1 . . . a˜n) = a˜1a˜2a˜3 . . . a˜n−2a˜n−1a˜n
+ a˜1a˜2a˜3 . . . a˜n−2a˜n−1a˜n (2.32)
+ . . . ,
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where the contraction of two adjacent operators is[
a˜js
]
H0
(t)
[
a˜j
′
s′
]
H0
(t′) =
〈
Tc
[
a˜js
]
H0
(t)
[
a˜j
′
s′
]
H0
(t′)
〉
. (2.33)
Before evaluating equation (2.32) the product of operators in each summand has
to be permuted such that operators to be contracted are adjacent to each other; for
odd permutations the product is multiplied by a factor ζ by definition. Since we
restrict ourselves to particle number conserving dynamics, the contraction (2.33)
of two creators or of two annihilators vanishes.
Now we can compute 〈A〉 (t) by diagram rules which result from applying Wick’s
theorem to equation (2.27). The rules are quite analogous to the ones from zero-
temperature or Matsubara formalism. The main difference consists in the existence
of an additional contour index j = ∓ for each internal vertex, which has to be
summed over. Consequently the free propagator
g
j|j′
s|s′ (t|t′) = − i
〈
Tc
[
ajs
]
H0
(t)
[
a† j
′
s′
]
H0
(t′)
〉
(2.34)
which emerges from Wick’s theorem in form of the contractions (2.33) depends
on two contour indices and therefore has four components. Suppose [ρ0, H0] = 0,
which is for example the case if ρdot is given by equation (2.30). If the states s are
the common single-particle eigenstates of ρ0 and H0, then the four components
of the free propagator, called chronological (c), lesser (<), greater (>), and anti-
chronological (c˜), are given by
gcs|s′(t|t′) ≡ g−|−s|s′ (t|t′) = Θ(t′ − t+ 0+)g<s|s′(t|t′) + Θ(t− t′ − 0+)g>s|s′(t|t′),
(2.35a)
g<s|s′(t|t′) ≡ g
−|+
s|s′ (t|t′) = − i ζ e− i ǫs(t−t
′)
〈
a†sas
〉
δss′ , (2.35b)
g>s|s′(t|t′) ≡ g
+|−
s|s′ (t|t′) = − i e− i ǫs(t−t
′)
[
1 + ζ
〈
a†sas
〉]
δss′ , (2.35c)
gecs|s′(t|t′) ≡ g+|+s|s′ (t|t′) = Θ(t− t′ + 0+)g<s|s′(t|t′) + Θ(t′ − t− 0+)g>s|s′(t|t′).
(2.35d)
At t = t′, both gc and gec are equal to g< which reflects the rule that Tc orders
creators to the left of simultaneous annihilators with the same contour index. The
transformation of the propagator to single-particle states other than the common
eigenstates of ρ0 and H0 is obtained from the transformation rules for the creators
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and annihilators and reads
gs1|s′1 =
∑
s
〈s1|s〉 gs|s
〈
s
∣∣s′1〉 . (2.36)
As in zero-temperature and Matsubara formalism, also in Keldysh formalism
only connected diagrams have to be taken into account. The disconnected parts
constitute a factor which cancels exactly with the denominator in equations (2.15b),
(2.19d), (2.26). According to equation (2.25), this factor has the trivial value 1 in
Keldysh formalism.
2.2.3 The stationary state limit
When the diagrams are evaluated, internal time arguments are integrated over
from t0 to∞. This thesis focuses on the stationary state which evolves after initial
correlations have decayed. Therefore we always take the limit t0 → −∞ which
means that internal time integrations run over the complete real axis. In order to
assure that initial correlations vanish in time and the initial density matrix does
not recur periodically, inelastic processes need to be present in the system. For
this purpose we always assume the presence of some external decay mechanism,
independent of inelastic mechanisms provided by the interaction (2.2c). It can be
thought of as baths which are coupled so weakly to the system and the reservoirs,
that their influence can be neglected except for providing an infinitesimally weak
decay at any given energy. Technically this means replacing
e− i ǫs(t−t
′) by e− i ǫs(t−t
′)−η|t−t′| (2.37)
in (2.35b) and (2.35c), where the limit η → 0+ is taken after the limit t0 → −∞. In
section 2.4 we describe in more detail how the decay parameter η can be understood
as being the consequence of weakly attached additional reservoirs.
In case the reservoirs have different chemical potentials or temperature, the
configuration shall finally reach a stationary non-equilibrium transport state. In
order to prevent the system from equilibrating during the transient time |t0| → ∞,
the size of the reservoirs is taken to be infinite, corresponding to a dense spectrum.
As will be seen in section 2.4, the resulting stationary state does not depend on the
initial density matrix ρdot of the finite interacting region: the initial preparation
of the dot is forgotten on time scales large enough for initial correlations to decay.
Therefore ρdot can be chosen arbitrarily as long as the form (2.28) is maintained.
Depending on the very system under consideration, the additional decay mecha-
nism characterized by η may not be necessary. For the discussion of a convergence
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determined completely by internal relaxation, which uses an adiabatic switching
process see [Doy06].
Keldysh formalism can also be used to describe global thermal equilibrium of
the whole configuration of dot and reservoirs. For a particle number conserving
Hamiltonian, the equilibrium density matrix ρeq (2.16a) is time independent; it is
valid since the initial time t0. However, starting out from thermal equilibrium of
the decoupled noninteracting Hamiltonian,
ρeq,0 =
e−β(H0−µN)
Z0
, (2.38a)
with
Z0 = Tr e
−β(H0−µN), (2.38b)
at time t0, one would expect that time evolution results in the thermal equilibrium
of the coupled interacting Hamiltonian after the transient time |t0| → ∞. We
now show that the density matrix evolving from ρeq,0 can indeed replace ρeq in
traces with operators. This replacement is advantageous because ρeq,0 is of the
form (2.28) which is required for Wick’s theorem. ρeq is not of this form due to
the two-particle interaction part of the total Hamiltonian. Using ρeq,0 instead of
ρeq thus opens the possibility for diagrammatics.
Consider the expectation value of some operator under ρeq. Since ρeq de-
scribes the configuration already at time t0 we can write on the analogy of (2.11a)
and (2.13a)
〈A〉 (t) = TrA(t)U(t, t0)ρeqU(t0, t) (2.39a)
= Tru(t0, t)AH0(t)u(t, t0)ρeq (2.39b)
= Tr
u˜(t0 − iβ, t0)
Tr u˜(t0 − iβ, t0)ρeq,0u(t0, t)AH0(t)u(t, t0)ρeq,0, (2.39c)
where we used
ρeq = ρeq,0
u˜(t0 − iβ, t0)
Z/Z0
, (2.40a)
with
Z
Z0
= Tr ρeq,0u˜(t0 − iβ, t0). (2.40b)
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eu
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Z
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u(t,−∞)
u(−∞, t)
AH0(t)AH0(t)AH0(t) ρeq ρeq,0ρeq,0= t0→−∞−−−−−→
Figure 2.5: Pictorial representation of the steps from equation (2.39b) over (2.39c)
to (2.42). Horizontal time evolutions are meant to take place on the real time axis. In the
figure in the middle we chose the vertical direction to signify time evolution u˜(t0− iβ, t0)
down the imaginary time axis. The dashed line in that figure is no time evolution but
just completes the cycle of the trace operation.
As in (2.17) the tilde signifies time evolution induced by K = H − µN instead of
H.
When (2.39c) is expanded in terms of diagrams, again only connected diagrams
attached to the external vertex A have to be considered, because the disconnected
parts contribute a factor which cancels the denominator,
Tr
u˜(t0 − iβ, t0)
Tr u˜(t0 − iβ, t0)ρeq,0u(t0, t)u(t, t0)ρeq,0 = 1 (2.41)
In the presence of a decay mechanism like indicated in (2.37), any finite order
diagrammatic contribution connecting parts of u˜(t0− iβ, t0) with AH0(t) vanishes
exponentially in the limit t0 → −∞. As a consequence 〈A〉 (t) is given by the
remaining diagrams which do not involve u˜(t0 − iβ, t0), that is
〈A〉 (t) t0→−∞−−−−−→ Tru(−∞, t)AH0(t)u(t,−∞)ρeq,0. (2.42)
Figure 2.5 provides an illustration of equations (2.39b), (2.39c) and (2.42). For
further details see the references cited at the beginning of section II.B in [Ram86],
and [Doy06].
2.3 Single-particle Green function and self-energy
The full single-particle Green function is defined as
G
j|j′
s|s′(t|t′) = − i
〈
Tc
[
ajs
]
H
(t)
[
a† j
′
s′
]
H
(t′)
〉
, (2.43)
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where in contrast to the free Green function (2.34) the operators are in the Heisen-
berg picture. Again the four components are called chronological, lesser, greater,
and anti-chronological,
G−|− ≡ Gc, G−|+ ≡ G<, G+|− ≡ G>, G+|+ ≡ Gec. (2.44)
Due to the time translational invariance of the stationary state, the Green func-
tion depends only on the time interval between t and t′,
G(t|t′) = G(t− t′|0) =: G(t− t′). (2.45)
As a consequence, the Fourier transform
G
j|j′
s|s′(ω|ω′) =
∫
dt dt′ ei(ωt−ω
′t′) G
j|j′
s|s′(t|t′) (2.46)
satisfies
G(ω|ω′) = 2πδ(ω − ω′)
∫
dtG(t) =: 2πδ(ω − ω′)G(ω). (2.47)
Long time decay due to inelastic processes in the model makes the Fourier integral
converge. When no internal decay mechanism is present one uses the external
parameter η already introduced in (2.37) to ensure convergence.
As in zero-temperature and Matsubara formalism one can define a self-energy
as sum of all amputated irreducible one-particle diagrams. (Exact diagram rules
for the self-energy including prefactors are formulated in a more general context
in section 3.2.) The Dyson equation has the usual form
G
j|j′
s|s′(t|t′) = g
j|j′
s|s′ (t|t′) +
∑
i,i′
Σ
∫
du du′
∫
dτ dτ ′ g
j|i′
s|u′(t|τ ′)Σ
i′|i
u′|u(τ
′|τ)Gi|j′u|s′(τ |t′),
(2.48)
except for the additional sum over contour indices. As the components of the
Green function also the components of the self-energy are called chronological,
lesser, greater, and anti-chronological,
Σ−|− ≡ Σc, Σ−|+ ≡ Σ<, Σ+|− ≡ Σ>, Σ+|+ ≡ Σec. (2.49)
The four components of the Green function are not independent of each other,
but fulfill
Gc +Gec = G< +G>. (2.50)
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Keldysh [Kel65] suggested a transformation to independent components Gα|α
′
,
α, α′ = 1, 2 by
Gα|α
′
=
∑
j,j′
(D−1)α|j Gj|j
′
Dj
′|α′ , (2.51)
with
D−|1 = D∓|2 =
1√
2
, D+|1 = − 1√
2
, (2.52a)
(D−1)1|− = (D−1)2|∓ =
1√
2
, (D−1)1|+ = − 1√
2
. (2.52b)
The resulting three nontrivial components are called retarded, advanced and Kel-
dysh component,
0 = G1|1 =
1
2
(
Gc −G< −G> +Gec
)
, (2.53a)
GAv = G1|2 =
1
2
(
Gc +G< −G> −Gec
)
, (2.53b)
GRet = G2|1 =
1
2
(
Gc −G< +G> −Gec
)
, (2.53c)
GK = G2|2 =
1
2
(
Gc +G< +G> +Gec
)
. (2.53d)
They are given by
GRets|s′ (t|t′) = − i Θ(t− t′)
〈[
asH(t), a
†
s′H
(t′)
]
−ζ
〉
, (2.54a)
GAvs|s′(t|t′) = iΘ(t′ − t)
〈[
asH(t), a
†
s′H
(t′)
]
−ζ
〉
, (2.54b)
GKs|s′(t|t′) = − i
〈[
asH(t), a
†
s′H
(t′)
]
ζ
〉
. (2.54c)
Compared to the four components with contour indices j = ∓ they have the ad-
vantage of a physical interpretation as response (GRet, GAv) and correlation (GK)
functions, which can even be generalized to multi-particle Green functions [Hao81].
The transformation of the self-energy to the Keldysh basis is given by
Σα
′|α =
∑
j,j′
(D−1)α
′|j′ Σj
′|j Dj|α, (2.55)
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leading to the components
ΣK = Σ1|1 =
1
2
(
Σc − Σ< − Σ> + Σec
)
, (2.56a)
ΣRet = Σ1|2 =
1
2
(
Σc + Σ< − Σ> − Σec
)
, (2.56b)
ΣAv = Σ2|1 =
1
2
(
Σc − Σ< + Σ> − Σec
)
, (2.56c)
0 = Σ2|2 =
1
2
(
Σc + Σ< + Σ> + Σec
)
. (2.56d)
As G1|1 and Σ2|2 vanish, the components of Dyson’s equation partly decouple
in the Keldysh basis,
GRets|s′ (t|t′) = gRets|s′ (t|t′) + Σ
∫
du du′
∫
dτ dτ ′ gRets|u′(t|τ ′)ΣRetu′|u(τ ′|τ)GRetu|s′(τ |t′),
(2.57a)
GAvs|s′(t|t′) = gAvs|s′(t|t′) + Σ
∫
du du′
∫
dτ dτ ′ gAvs|u′(t|τ ′)ΣAvu′|u(τ ′|τ)GAvu|s′(τ |t′),
(2.57b)
GKs|s′(t|t′) = Σ
∫
du du′
∫
dτ dτ ′GRets|u′(t|τ ′)ΣKu′|u(τ ′|τ)GAvu|s′(τ |t′). (2.57c)
The free propagator in the Keldysh representation can be found by replacing
the Heisenberg picture by the interaction picture in equations (2.54a) to (2.54c).
In the common eigenbasis of H0 and q0 it reads
gRets|s′ (t|t′) = − i Θ(t− t′) e− i ǫs(t−t
′) δss′ , (2.58a)
gAvs|s′(t|t′) = i Θ(t′ − t) e− i ǫs(t−t
′) δss′ , (2.58b)
gKs|s′(t|t′) = − i
[
1 + 2ζ
〈
a†sas
〉]
e− i ǫs(t−t
′) δss′ . (2.58c)
When computing the Fourier transform of the noninteracting single-particle
Green function we need to make use of the decay mechanism introduced in (2.37)
in order to make the integral converge. The result is
gRets|s′ (ω) =
1
ω − ǫs + i η δss
′ , (2.59a)
gAvs|s′(ω) =
1
ω − ǫs − i η δss
′ , (2.59b)
gKs|s′(ω) = −2 i
[
1 + 2ζ
〈
a†sas
〉] η
(ω − ǫs)2 + η2 δss
′ . (2.59c)
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These equations are understood to be evaluated in the limit η → 0+ with the use
of
1
x+ i η
η→0+−−−−→ P ( 1x)− iπδ(x), (2.60a)
η
x2 + η2
η→0+−−−−→ πδ(x), (2.60b)
where P ( 1x) denotes the principal value.
2.4 The self-energy associated with the reservoirs
2.4.1 The hybridization function
The diagrammatic expansion of expectation values in powers of the interaction
(2.7c) gives rise to two types of vertices: two-particle vertices representing Vdot and
one-particle vertices representing the H
(r)
coup, r = 1, . . . ,M . Since the reservoirs are
noninteracting, propagation in one of them is always free propagation between two
operators H
(r)
coup connecting it with the dot. Often one is interested in expectation
values of operators acting merely on the dot and not on the reservoirs. It is then
possible and convenient to integrate the propagation in the reservoirs, obtaining
a self-energy contribution to the propagation between dot states.
The propagation between two dot states can contain an arbitrary number of
temporal excursions into each of the reservoirs. Each such excursion consists in
tunneling to some single-particle state of the reservoir, free propagation in the
reservoir, and tunneling back into the dot. Summing up all possible numbers
of excursions to a given reservoir r yields a geometric series which corresponds
exactly to Dyson’s equation with the self-energy Σ
(r)
res having components
Σ(r)res
j′|j
q′|q(t
′|t) = jj′
∫
dkr tq′|krg
j′|j
kr
(t′|t)tkr|q. (2.61)
Here we assumed for simplicity that the states kr are common eigenstates of H
(r)
res
and ρ
(r)
res, making the propagator diagonal. By transformation to the Keldysh basis
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and to frequency representation one obtains
Σ(r)res
Ret
q′|q(ω) =
∫
dkr tq′|kr
1
ω − ǫkr + i η
tkr|q (2.62a)
=
1
2π
∫
dω′
Γ
(r)
q′|q(ω
′)
ω − ω′ + i η (2.62b)
=
1
2π
∫
dω′ P
Γ(r)q′|q(ω′)
ω − ω′
− i
2
Γ
(r)
q′|q(ω), (2.62c)
Σ(r)res
Av
q′|q(ω) = Σ
(r)
res
Ret
q|q′(ω)
∗, (2.62d)
Σ(r)res
K
q′|q(ω) = −2π i
∫
dkr tq′|kr
[
1 + 2ζ
〈
a†krakr
〉]
δ(ω − ǫkr)tkr|q
= − i [1 + 2ζn(r)ζ (ω)]Γ(r)q′|q(ω), (2.62e)
with the Hermitian hybridization function
Γ
(r)
q′|q(ω) = 2π
∫
dkr tq′|krδ(ω − ǫkr)tkr|q (2.63)
and the Bose (ζ = +1) or Fermi (ζ = −1) function of the reservoir
n
(r)
ζ (ω) =
1
eβr(ω−µr)−ζ . (2.64)
The self-energy contributions generated by the individual reservoirs add up to the
total reservoir self-energy
Σres =
∑
r
Σ(r)res. (2.65)
2.4.2 The wide band limit
If one is not interested in the effects of the specific band structure of the reservoirs,
the expression for Σ
(r)
res can be simplified significantly by taking the limit of a flat,
wide, uniformly coupled band. A flat band is characterized by a linear dispersion
ǫkr = vrkr. (2.66)
In the limit of infinite bandwidth 2D and under the assumption of uniform coupling
tq|kr = t
(r)
q , tkr|q = t
(r)
q
∗
, (2.67)
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the hybridization function becomes independent of frequency,
Γ
(r)
q′|q(ω) = 2π
t
(r)
q′ t
(r)
q
∗
vr
D∫
−D
dǫ δ(ω − ǫ) D→∞−−−−→ Γ(r)q′|q = 2πt
(r)
q′ t
(r)
q
∗
/vr. (2.68)
In this limit the retarded self-energy assumes the frequency independent form
Σ(r)res
Ret
q′|q(ω) =
t
(r)
q′ t
(r)
q
∗
vr
D∫
−D
dǫ
1
ω − ǫ+ i η
D→∞−−−−→ Σ(r)res
Ret
q′|q = −
i
2
Γ
(r)
q′|q. (2.69)
2.4.3 Example: tight binding chain as reservoir
As an example we consider a reservoir consisting of a semi-infinite tight binding
chain which is coupled to the dot only with its first site. For simplicity we choose
spinless particles. If we suppress the index r indicating the reservoir number for
convenience, the reservoir Hamiltonian is given by
Hres = −w
∞∑
m=1
a†mam+1 + H. c., (2.70)
where we have chosen a real hopping amplitude (−w) < 0. The operator a†m
generates a particle in the single-particle state |xm〉 on them-th site centred around
xm = mC, m = 1, 2, . . . , (2.71)
with the lattice constant C. The states |xm〉 shall constitute a complete orthonor-
mal set of states. The single-particle eigenstates of (2.70) can be derived easily
from those of the infinite tight binding chain
H ′res = −w
∞∑
m=−∞
a†mam+1 + H. c., (2.72)
which are plane waves
∣∣k′〉 = √ C
2π
∞∑
m=−∞
ei k
′xm |xm〉 , k′ ∈
(
− π
C
,
π
C
)
. (2.73)
One can as well choose standing waves being symmetric and antisymmetric com-
binations of (2.73). From the fact that the antisymmetric standing waves vanish
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at site m = 0 one can deduce that their right halfs are eigenstates of the semi-
infinite chain (2.70). Suitably normalized they form a complete orthonormal set
of eigenstates of Hres,
|k〉 =
√
2C
π
∞∑
m=1
sin(kxm) |xm〉 , k ∈
(
0,
π
C
)
, (2.74a)
π/C∫
0
dk |k〉〈k| =
∞∑
m=1
|xm〉〈xm| , (2.74b)
〈
k′
∣∣k〉 = δ(k − k′) for k, k′ ∈ (0, π
C
)
, (2.74c)
with eigenenergies
ǫk = −2w cos(kC). (2.75)
Expressed in this basis Hres reads
Hres = −2w
π/C∫
0
dk cos(kC) |k〉〈k| . (2.76)
If Hcoup from (2.2e) acts only on the first reservoir site, its single-particle matrix
elements are
tk|q = 〈k|t|q〉 = 〈k|x1〉 〈x1|t|q〉 =
√
2C
π
sin(kC)tx1|q. (2.77)
Consequently equation (2.62a) reads
ΣRetres q′|q(ω) = tq′|x1tx1|q
2C
π
π/C∫
0
dk
sin2(kC)
ω + 2w cos(kC) + i η
(2.78a)
= tq′|x1tx1|q
2
π
π∫
0
dκ
sin2 κ
ω + 2w cosκ+ i η
. (2.78b)
We are first going to solve the integral for real ω with |ω| > 2w. Then we deduce
the solution for the whole closed complex upper half plane of ω by analytic con-
tinuation. This is possible since ΣRet(ω) is analytic in the upper half plane as a
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consequence of causality, which is discussed in section 3.3.3. In order to solve the
integral for real ω with |ω| > 2w we make use of the rule
π∫
0
dκ
cos(mκ)
1 + α cosκ
=
π√
1− α2
(√
1− α2 − 1
α
)|m|
, for m ∈ Z and −1 < α < 1.
(2.79)
This rule can be proven by expressing the cosine functions through exponentials,
exploiting the symmetry of the integrand, and solving the integral
π∫
−π
dκ
ei|m|κ
1 + α2 (e
iκ + e− iκ)
= − i
∫
∂K1(0)
dz
z|m|
α
2 z
2 + z + α2
(2.80)
along the unit circle in the complex plane by residue theorem. Using this rule we
find
tq′|x1tx1|q
2
π
π∫
0
dκ
sin2 κ
ω + 2w cosκ
= tq′|x1tx1|q
1
π
π∫
0
dκ
cos(0κ)− cos(2κ)
ω + 2w cosκ
(2.81a)
=
tq′|x1tx1|q
w
ω
2w
(
1−
√
1− (2wω )2) , (2.81b)
for ω real with |ω| > 2w. We now search for a function which is analytic on the
open complex upper half plane of ω and converges to (2.81b) when ω approaches
the real axis with |ω| > 2w. It is not difficult to verify that these requirements are
satisfied by
ΣRetres q′|q(ω) =
tq′|x1tx1|q
w
(
ω
2w
− i
√
1− ( ω2w)2) for Imω > 0, (2.82)
where the branch-cut of
√
z is defined to be on the negative real axis of z. Con-
tinuation from the upper half plane to the real axis yields finally
ΣRetres q′|q(ω) =
tq′|x1tx1|q
w
×

ω
2w
(
1−
√
1− (2wω )2) , ω real, |ω| > 2w,
ω
2w − i
√
1− ( ω2w)2, ω real, |ω| < 2w. (2.83)
2.4 The self-energy associated with the reservoirs 29
From this result one can derive the hybridization function
Γq′|q(ω) = i
[
ΣRetres q′|q(ω)− ΣAvresq′|q(ω)
]
(2.84a)
= i
[
ΣRetres q′|q(ω)− ΣRetres q|q′(ω)∗
]
(2.84b)
= Θ
(
2w − |ω| ) 2 tq′|x1tx1|q
w
√
1− ( ω2w)2. (2.84c)
The wide band limit of a frequency independent hybridization (2.69) is obtained
in the limit
w →∞ with tq′|x1tx1|q
w
= const., (2.85)
in which
Γq′|q(ω) → Γq′|q ≡ 2
tq′|x1tx1|q
w
. (2.86)
2.4.4 Reservoir dressed propagator
We have discussed how the effect of Hres + Hcoup can be calculated exactly and
incorporated in a self-energy contribution to the dot propagator. This result can be
used to switch form a diagrammatic language based on vertices for Vdot, vertices
for H
(r)
coup, lines for free propagation in the dot, and lines for free propagation
in the reservoirs to diagrams which use only vertices for Vdot and and lines for
the reservoir dressed dot propagation. The latter includes already all possible
numbers of temporary excursions to the reservoirs. The Keldysh components of
the reservoir dressed propagator can be computed from Dyson’s equation and are
gRet(ω) =
1
ω − ǫ− ΣRetres (ω)
, (2.87a)
gAv(ω) = gRet(ω)†, (2.87b)
gK(ω) = − i 1
ω − ǫ− ΣRetres (ω)
∑
r
[
1 + 2ζn
(r)
ζ (ω)
]
Γ(r)(ω)
1
ω − ǫ− ΣAvres(ω)
.
(2.87c)
We have chosen the same symbol g for the reservoir dressed propagator as for the
free propagator. A gentle change in the setup of the formalism indeed makes the
reservoir dressed propagator play the role of a free propagator. For that purpose
one splits the full Hamiltonian into unperturbed part and perturbation according
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to
H = H ′0 + V
′, (2.88a)
with H ′0 = H
(0)
dot +
∑
r
H(r)res +
∑
r
H(r)coup, (2.88b)
and V ′ = Vdot, (2.88c)
as opposed to the former choice given in (2.7). Additionally the initial density
matrix is chosen to be
ρ(t0) = lim
t′0→−∞
e− iH
′
0(t0−t
′
0)
[
ρdot ⊗
⊗
r
ρ(r)res
]
eiH
′
0(t0−t
′
0) . (2.89)
Physically this approach corresponds to the following proceeding: after preparing
the system in the product density matrix one lets it evolve with coupling between
dot and reservoirs but without two-particle interaction until a steady state is
reached. Then Vdot is switched on as a perturbation and the system approaches
a new steady state which is described by diagrammatics. From now on we will
stick to this interpretation and use the reservoir dressed propagator as free one.
We will denote by Σ the mere interaction part of the self-energy, computed with
the reservoir dressed propagator. The total self-energy is given by
Σtot = Σ + Σres. (2.90)
As can be seen from equation (2.87), the reservoir dressed propagator depends
on the initial statistics of the reservoirs encoded in the Bose or Fermi functions
n
(r)
ζ (ω), but does not depend on the initial density matrix of the dot. Conse-
quently all expectation values in the stationary limit computed with the reservoir
dressed propagator will not depend on the initial preparation of the dot. This is
a consequence of the assumption that the reservoirs provide a dense spectrum for
decay at any single-particle eigenenergy of the dot. Otherwise the correct form for
the Keldysh component of the reservoir dressed propagator is
gK(ω) = − i 1
ω − ǫ− ΣRetres + i η
{[
1+2ζnζ(ω)
]
2η+
∑
r
[
1+2ζn
(r)
ζ (ω)
]
Γ(r)(ω)
}
×
× 1
ω − ǫ− ΣAvres − i η
. (2.91)
where nζ(ω) is the initial distribution function of the dot. In this thesis we only
use situations where (2.87c) is applicable.
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Equation (2.87) allows for an interpretation of the decay parameter η which
was introduced in (2.37) and which occurred in the frequency representation of
the free single-particle Green function (2.59). In the presence of only a single
reservoir and in the wide band limit (2.68), equations (2.87) and (2.59) coincide
for Γq′|q = 2ηδq′q and n
res
ζ (ǫq) =
〈
a†qaq
〉
. Obviously the decay parameter η can
be understood as the consequence of a weak uniform coupling of each state of the
system to a reservoir with wide, flat band and matching distribution function.
2.5 Effective distribution operator
The diagonal elements of the lesser Green function at zero time are directly con-
nected to the occupation of single-particle states,
G<q|q(t = 0) = − i ζ
〈
a†qaq
〉
. (2.92)
In equilibrium this fact is reflected by the appearance of the Fermi or Bose function
in the fluctuation dissipation theorem (see section 3.4.2) which can be brought into
the form
G<(ω) = ζnζ(ω)
[
GRet(ω)−GAv(ω)]. (2.93)
The generalization of this theorem to non-equilibrium can lead to the notion of an
effective distribution operator. In order to see this we define the non-Hermitian
operator
h(ω) = ǫ+ ΣRettot (ω), (2.94)
such that
GRet(ω) =
1
ω − h(ω) , G
Av(ω) =
1
ω − h†(ω) . (2.95)
Suppose there exists a complete set of right and left eigenstates of h(ω),
h(ω) |q(ω)〉 = λq(ω) |q(ω)〉 , 〈q(ω)|h†(ω) = λ∗q(ω) 〈q(ω)| , (2.96a)
h†(ω) |qˆ(ω)〉 = λ∗q(ω) |qˆ(ω)〉 , 〈qˆ(ω)|h(ω) = λq(ω) 〈qˆ(ω)| , (2.96b)
with ∑
q
|q(ω)〉〈qˆ(ω)| =
∑
q
|qˆ(ω)〉〈q(ω)| = 1. (2.97)
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Using these states we can rewrite the general expression for the lesser Green func-
tion
G< = −GRetΣ<totGAv (2.98a)
= −
∑
q,q′
1
ω − λq |q〉〈qˆ|Σ
<
tot
∣∣qˆ′〉〈q′∣∣ 1
ω − λ∗q′
(2.98b)
= −
∑
q,q′
|q〉 〈qˆ|Σ
<
tot|qˆ′〉
λq − λ∗q′
〈
q′
∣∣ 1
ω − λq
[
(ω − λ∗q′)− (ω − λq)
] 1
ω − λ∗q′
(2.98c)
= ζ(GRetN −NGAv), (2.98d)
with
N(ω) = −ζ
∑
q,q′
|q(ω)〉 〈qˆ(ω)|Σ
<
tot(ω)|qˆ′(ω)〉
λq(ω)− λ∗q′(ω)
〈
q′(ω)
∣∣ . (2.99)
The comparison of equations (2.98d) and (2.93) reveals that the operator N(ω)
has taken the role of the distribution function.
In equilibrium indeed both are identical as can be derived from the fluctuation
dissipation theorem for the self-energy,
Σ<tot(ω) = −ζnζ(ω)
[
ΣRettot (ω)− ΣAvtot(ω)
]
= −ζnζ(ω)
[
h(ω)− h†(ω)], (2.100)
which yields 〈
qˆ
∣∣Σ<tot∣∣qˆ′〉 = −ζnζ 〈qˆ∣∣(λq − λ∗q′)∣∣qˆ′〉 (2.101)
and hence
N(ω) = nζ(ω). (2.102)
For the reservoir dressed propagator we have
g< = ζ(gRetNres −NresgAv), (2.103)
where Nres is computed from equation (2.99) with
Σ<res(ω) = i ζ
∑
r
nrζ(ω)Γ
(r)(ω) (2.104)
and with the eigenstates and -values of
hres = ǫ+ Σ
Ret
res . (2.105)
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Nres is especially simple if all Γ
(r) are multiples of each other, such that
Γ(r)(ω) = crΓ(ω), r = 1, . . . ,M, (2.106a)
with 0 ≤ cr ≤ 1 and
∑
r
cr = 1. (2.106b)
This is the case for the single impurity Anderson model which we study in chap-
ter 6. It entails
Σ<res(ω) = −ζ
∑
r
crn
(r)
ζ (ω)
[
hres(ω)− h†res(ω)
]
(2.107)
and thus leads to the effective distribution function
Nres(ω) =
∑
r
crn
(r)
ζ (ω). (2.108)
If the operators Γ(r) are no multiples of each other there is yet another possibility
to simplify the formula for Nres. If the Γ
(r) are small compared to the level spacing
of the decoupled dot, it may be sufficient to approximate their influence by lowest
order perturbation theory. Let q0 and λq0 denote the eigenstates and -values of the
isolated single-particle Hamiltonian ǫ of the dot. Then the right and left eigenstates
and the eigenvalues of hres = ǫ+ Σ
Ret
res are given in first order perturbation theory
by
|q〉 ≃ |q0〉+
∑
q′0 6=q0
ΣRetres q′0|q0
λq0 − λq′0
∣∣q′0〉 , (2.109a)
|qˆ〉 ≃ |q0〉+
∑
q′0 6=q0
ΣAvresq′0|q0
λq0 − λq′0
∣∣q′0〉 , (2.109b)
λq ≃ λq0 + ΣRetres q0|q0 . (2.109c)
In lowest order in Γ it follows
1
λq − λ∗q′
=
1
λq0 − λq′0 + ΣRetres q0|q0 − ΣAvresq′0|q′0
≃ i
Γq0|q0
δq0,q′0 (2.110)
and thus
Nres(ω) ≃
∑
r
n
(r)
ζ (ω)
∑
q0
|q0〉
Γ
(r)
q0|q0
(ω)
Γq0|q0(ω)
〈q0| . (2.111)
This form will be useful in section 5.5 where we study transport through a quantum
wire coupled weakly to two reservoirs. The symmetry of the decoupled wire will
make it even possible to simplify (2.111) further and obtain again (2.108).
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2.6 Current leaving a reservoir
We now derive a formula for the current Ir of particles leaving reservoir r. Our pro-
ceeding is similar to [Mei92], but is applicable to an arbitrary number of reservoirs
and to bosonic and fermionic systems. Let
Nr =
∫
dkr a
†
kr
akr (2.112)
be the number of particles in reservoir r. Then
Ir =
〈
− d
dt
Nr,H
〉
= − i
〈
[H,Nr]−,H
〉
, (2.113)
where the index H denotes the Heisenberg picture. The only part of H not com-
muting with Nr is H
(r)
coup, see (2.2e). From[
akr , a
†
k′r
ak′r
]
−
= akrδ(kr − k′r), (2.114a)[
a†kr , a
†
k′r
ak′r
]
−
= −a†krδ(kr − k′r) (2.114b)
we deduce
[H,Nr]− =
[
H(r)coup, Nr
]
−
=
∑
q
∫
dkr
(
tq|kra
†
qakr − tkr|qa†kraq
)
. (2.115)
Since
〈[
a†qakr
]
H
〉
=
1
2
〈[
a†qakr + ζakra
†
q
]
H
〉
=
ζ i
2
(− i)
〈[
akr , a
†
q
]
ζ,H
〉
=
ζ i
4π
∫
dωGKkr|q(ω), (2.116)
and 〈[
a†kraq
]
H
〉
=
ζ i
4π
∫
dωGKq|kr(ω), (2.117)
this leads to
Ir =
ζ
4π
∫
dω
∑
q
∫
dkr
[
tq|krG
K
kr|q
(ω)− tkr|qGKq|kr(ω)
]
. (2.118)
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We apply
GKkr|q =
∑
q′
tkr|q′
(
gRetkr G
K
q′|q + g
K
krG
Av
q′|q
)
, (2.119a)
GKq|kr =
∑
q′
tq′|kr
(
GRetq|q′g
K
kr +G
K
q|q′g
Av
kr
)
, (2.119b)
and obtain with (2.62)
Ir =
ζ
4π
∫
dω
∑
q,q′
∫
dkr tq|kr tkr|q′
[
GKq′|q
(
gRetkr − gAvkr
)− (GRetq′|q −GAvq′|q) gKkr]
(2.120a)
=
ζ
4π
∫
dω Tr
[
GK
(
Σ(r)Retres − Σ(r)Avres
)
− (GRet −GAv)Σ(r)Kres ] , (2.120b)
where the matrix product notation implies summation over dot states. We use
Σ(r)Retres − Σ(r)Avres = − i Γ(r), (2.121a)
Σ(r)Kres = − i
[
1 + 2ζn
(r)
ζ
]
Γ(r) (2.121b)
to find
Ir =
i ζ
4π
∫
dω Tr Γ(r)(ω)
{[
1 + 2ζn
(r)
ζ (ω)
] [
GRet(ω)−GAv(ω)]−GK(ω)} .
(2.122)
In case of global equilibrium, n
(r)
ζ ≡ nζ , the fluctuation dissipation theorem (see
section 3.4.2 below)
GK(ω) = [1 + 2ζnζ(ω)]
[
GRet(ω)−GAv(ω)] (2.123)
yields Ir = 0, as expected.
The use of the effective distribution operator (2.99) allows to give the current
formula an especially catchy form: applying
GK(ω) = GRet(ω) [1 + 2ζN(ω)]− [1 + 2ζN(ω)]GAv(ω), (2.124)
compare (2.98d), yields
Ir =
i
2π
∫
dω Tr Γ(r)(ω)
{
GRet(ω)
[
n
(r)
ζ (ω)−N(ω)
]
−
[
n
(r)
ζ (ω)−N(ω)
]
GAv(ω)
}
. (2.125)
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This formula reveals that the current is driven by a discrepancy between the
particle distribution in the reservoir and the one in the dot.
We conclude this section by discussing two special cases where the current for-
mula can be simplified further. If the dot is noninteracting or if the interaction is
described approximately by an effective single-particle potential corresponding to
a real and frequency independent retarded self-energy, then
ΣRettot − ΣAvtot = ΣRetres − ΣAvres = − i Γ, (2.126a)
ΣKtot = Σ
K
res = − i
∑
r′
[
1 + 2ζn
(r′)
ζ
]
Γ(r
′), (2.126b)
and
GK = GRetΣKtotG
Av, (2.127a)
GRet −GAv = GRet
(
GAv
−1 −GRet−1
)
GAv = GRet(ΣRettot − ΣAvtot)GAv, (2.127b)
can be used to transfer equation (2.122) to
Ir =
1
2π
∫
dω
∑
r′
[
n
(r)
ζ (ω)− n(r
′)
ζ (ω)
]
Tr Γ(r)(ω)GRet(ω)Γ(r
′)(ω)GAv(ω). (2.128)
This formula is of the Landauer type [Lan57, Lan96, Büt86, Büt92, Imr86a], with
|t(ω)|2 = Tr Γ(r)(ω)GRet(ω)Γ(r′)(ω)GAv(ω) (2.129)
serving as transmission coefficient for scattering from reservoir r to reservoir r′.
In sections 5.4 and 5.5 we study transport through a quantum wire approximating
the self-energy in a way that makes the use of equation (2.128) appropriate.
When we study transport through the Anderson impurity model in chapter 6
another simplification of equation (2.122) will be of advantage. Suppose that
there are only two reservoirs, a left and a right one, r = L,R. We restrict our
considerations to the special case that both hybridizations are multiples of each
other such that Γ(r)(ω) = crΓ(ω) with cr = Γ
(r)/Γ, cL + cR = 1, a situation which
has already been of interest in (2.106). Exploiting current conservation, IL = −IR,
equation (2.122) can be simplified to [Mei92]
IL = cRIL − cLIR (2.130a)
=
i ζ
4π
∫
dω Tr
ΓLΓR
Γ
[
2ζnLζ − 2ζnRζ
] [
GRet −GAv] (2.130b)
=
∫
dω
[
nLζ (ω)− nRζ (ω)
]
Tr
ΓL(ω)ΓR(ω)
Γ(ω)
ρ(ω), (2.130c)
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where
ρ(ω) =
i
2π
[
GRet(ω)−GAv(ω)] (2.131)
is the spectral function. This formula has the advantage that it allows to compute
the current from the spectral function without any knowledge of the Keldysh
component of the self-energy.
2.7 Conclusion
In this chapter we introduced concepts and notations which constitute the foun-
dations of all our later considerations.
The model of an interacting finite quantum dot coupled to infinite noninteract-
ing reservoirs will be specialized later in chapters 5 and 6 to a quantum wire or
a single impurity. A general non-equilibrium situation is in induced by preparing
the reservoirs each in an individual grand-canonical equilibrium and let the sys-
tem develop unitarily under the full coupled and interacting Hamiltonian. In the
presence of a decay mechanism the configuration converges to a non-equilibrium
steady state that does not depend on the initial preparation of the dot.
Non-equilibrium expectation values of physical observables can be calculated
using Keldysh formalism. This formalism allows for diagrammatic expansions
very similar to zero-temperature and Matsubara formalism. The main peculiarity
is the existence of an additional contour index for each single-particle operator
which characterizes whether the operator appears as part of forward or backward
time evolution. The single-particle Green function and self-energy are therefore
objects with four components. We have seen that a transformation of the contour
index to the so called Keldysh basis has the advantage to eliminate redundancy
and to lead to new components with a direct physical interpretation as response
and correlation functions.
We have discussed how each reservoir can be represented by a self-energy con-
tribution to the dot propagator. The reservoir dressed dot propagator, which we
use as free propagator from now on, contains all relevant information on spectral
features of the reservoirs as well as on their particle statistics. This will be of deci-
sive importance in chapter 4 where it will be used to construct flow parameters for
the functional renormalization group. We have illustrated the concept of a reser-
voir self-energy with the important example of a semi-infinite tight-binding chain
as reservoir; such reservoirs will be encountered in the investigation of transport
through quantum wires in chapter 5.
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We have introduced an effective distribution operator which characterizes the
occupation of states in non-equilibrium, replacing the Fermi or Bose function from
equilibrium. Finally we have derived a formula for the current of particles leaving
a reservoir. For both, the effective distribution operator and the current, we have
discussed simplifications which can be made under particular circumstances that
become relevant in chapters 5 and 6.
3 Green and vertex functions in Keldysh
formalism
The topic of this chapter are general properties of multi-particle Green and vertex
functions. They will be important later for setting up the functional renormaliza-
tion group. After a short motivation in section 3.1 we start by specifying precisely
the definitions of the Green and vertex functions in question in section 3.2. Here it
is necessary to take care of the details (like prefactor conventions) since the exact
form of the relations to be discussed depends on them. In sections 3.3.1 and 3.3.2
we derive useful relations connected to the permutation of particles and to com-
plex conjugation. Section 3.3.3 focuses on a theorem of causality which we cast in
concise form. We show that this theorem has direct consequences for the analytic
properties of the Green and vertex functions in Fourier space. Section 3.4 is de-
voted to the special situation of thermal equilibrium. In section 3.4.1 we describe
how to concisely formulate the multi-particle Kubo-Martin-Schwinger (KMS) con-
ditions exploiting the so-called tilde Green function which is defined by means of
a non-standard ordering of operators on the Keldysh contour. However, in order
to extract useful information from the KMS conditions, the tilde Green function
has to be eliminated in favour of the standard Green function. In sections 3.4.3
and 3.4.4 we find that time reversal can be used for this purpose. In section 3.4.5
we characterize an important class of systems with specific time reversal proper-
ties. For this class we formulate a multi-particle fluctuation dissipation theorem in
section 3.4.6. Finally we study under which conditions our results are conserved
under diagrammatic approximations to the Green or vertex functions (section 3.5).
3.1 Introduction
In the previous chapter we have introduced the one-particle Green function and the
self-energy. These single-particle functions are however not sufficient to formulate
the functional renormalization group (fRG) which will be analysed and applied
from the next chapter on. For that purpose multi-particle functions are required
as well. Knowing their properties is essential for a successful implementation of
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the fRG within Keldysh formalism, especially when advanced frequency dependent
approximations are to be constructed as in chapter 6.
We have seen in section 2.2 that a central ingredient of Keldysh formalism is
a time contour consisting of two branches, one of them describing evolution for-
ward and the other backward in time. As a consequence of the existence of these
two branches, the n-particle Green function is a tensor in 2-dimensional space of
rank 2n, having 22n components, each being a function of 2n state indices and
2n frequencies [or (2n − 1) frequencies in the case of time translational invari-
ance]. The resulting additional complexity of the formalism is however reduced
due to the fact that the components are not independent from each other but obey
certain relations connecting them. In this chapter we give a comprehensive and
self-contained presentation of fundamental relations for the multi-particle Green
and vertex functions within Keldysh formalism: the behaviour under exchange of
particles and under complex conjugation, properties connected to causality and
the Kubo-Martin-Schwinger (KMS) conditions characterizing thermal equilibrium.
The special single-particle versions of these relations are commonly known, e.g. the
fact that retarded and advanced single-particle Green function are adjoint to each
other, and the fluctuation dissipation theorem in thermal equilibrium. However,
also the general multi-particle versions are required for implementations of the
fRG in Keldysh formalism.
The results which we find in this chapter are not only of use for the fRG.
Multi-particle Green and vertex functions are in general an important tool for the
theoretical analysis of interacting quantum systems in condensed matter physics.
n-particle Green functions contain the relevant information to compute n-particle
properties of the system [Neg88]. And apart from the fRG there are other meth-
ods which determine multi-particle functions as an auxiliary step on the way to
find the single-particle Green function (or an approximation to it) and single-
particle properties. An example are diagrammatic resummation techniques based
on the Bethe-Salpeter equations, such as fluctuation exchange [Bic89] or parquet-
equations [Dom64, Bic91]. For these approaches the preliminary task is to deter-
mine the irreducible two-particle vertex function, from which in turn the single-
particle self-energy can be deduced. The transfer of these methods to Keldysh
formalism can benefit from the results presented in this chapter as well.
Some of the properties in question have been analysed in references [Cho85,
Wan02] for multi-point Green functions based on real bosonic fields. The adap-
tion of their results to condensed matter problems is far from being obvious due
to two major complications. Firstly, condensed matter problems usually involve
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complex bosonic or Grassmann fermionic operators instead of real bosonic ones.
This makes necessary a separate bookkeeping of incoming and of outgoing indices
(corresponding to annihilation and creation operators) instead of just one type of
indices as for real bosons. Additionally, due to the commutation relations of com-
plex bosonic or Grassmann fermionic operators, the initial order of a time ordered
operator product is relevant for the result, as opposed to real bosons. Furthermore
the time reversal properties of the field operators which are important for the anal-
ysis of the KMS conditions differ from those of real bosonic field operators. The
second source of complication is due to the fact that condensed matter problems
usually involve external potentials which lift diverse symmetries of the system.
Reference [Wan02] implicitly assumes translational invariance in space and time
and invariance under the product of time reversal and parity. These prerequisites,
which considerably simplify the investigation of the KMS conditions, are not given
in typical condensed matter problems. Despite these fundamental differences some
of the concepts developed in references [Cho85, Wan02] can be fruitfully adapted
to our analysis.
3.2 Multi-particle Green and vertex functions
In generalization of the single-particle Green function (2.43) we define the time-
or frequency-dependent n-particle Green function by
G
j|j′
q|q′(t|t′) = (− i)n
〈
Tc a
j1
q1(t1) . . . a
jn
qn(tn)a
† j′n
q′n
(t′n) . . . a
† j′1
q′1
(t′1)
〉
, (3.1a)
G
j|j′
q|q′(ω|ω′) =
∫
dt1 . . .dt
′
n e
i(ω·t−ω′·t′) G
j|j′
q|q′(t|t′), (3.1b)
where q = (q1, . . . , qn), t = (t1, . . . , tn), ω = (ω1, . . . , ωn) and j = (j1, . . . , jn)
are multi-indices denoting state, time, frequency and branch of the time contour,
respectively. The annihilation and creation operators aqk and a
†
qk of a particle in
the state qk obey standard commutation relations
[aq1 , a
†
q2 ]−ζ = aq1a
†
q2 − ζa†q2aq1 = δq1,q2 , (3.2a)
[aq1 , aq2 ]−ζ = [a
†
q1 , a
†
q2 ]−ζ = 0. (3.2b)
ajkqk(tk) denotes an annihilation operator at time tk in the Heisenberg picture with
reference time t0; for brevity we suppress the index H for the Heisenberg picture
from now on. The operator is situated on the branch jk = ∓ of the time contour.
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Recall from chapter 2 that the expectation value occuring in (3.1a) is defined by
〈A(t)〉 = Tr ρ(t0)A(t), (3.3)
with ρ(t0) being the density operator at time t0 → −∞. In (3.1b) we used the
shorthand notation ω · t = ω1t1 + . . .+ ωntn.
Due to the time translational invariance of the stationary state, the n-particle
Green function can be expressed as a function of only (2n− 1) independent time
or frequency arguments. For example t1 and ω1 can be eliminated by
G(t1, . . . , tn|t′1, . . . , t′n) = G(0, t2 − t1, . . . , tn − t1|t′1 − t1, . . . , t′n − t1), (3.4a)
G(ω1, . . . , ωn|ω′1, . . . , ω′n) = 2πδ(ω1 + . . .+ ωn − ω′1 − . . .− ω′n)×
×G(t1 = 0, ω2, . . . , ωn|ω′1, . . . , ω′n). (3.4b)
However, many of the properties discussed in the following are formulated most
easily when all time and frequency arguments are treated on equal footing. In this
chapter we will use the reduced number of frequency arguments only occasionally,
e.g. for the study of analytic properties in section 3.3.3.
Apart from Green functions we will also discuss the properties of one-particle
irreducible vertex functions. These vertex functions can be derived from a gen-
erating functional called effective action which is the Legendre transform of the
generating functional for the connected Green functions. Details on this path-
integral approach to the irreducible vertex functions can be found for Matsubara
formalism e.g. in [Neg88] and for Keldysh formalism in [Gez07b]. Since we do
not need any recourse to the generating functionals in the following, we choose an
equivalent way to introduce the vertex functions which is based on a diagrammatic
expansion.
To set up a standard Hugenholtz diagrammatic technique [Neg88] for a problem
with instantaneous two-particle interaction v, we define the (anti-)symmetrized
interaction vertex
v
j′1j
′
2|j1j2
q′1q
′
2|q1q2
(t′1, t
′
2|t1, t2) = δ(t1 = t2 = t′1 = t′2)(−j1)δj1=j2=j′1=j′2vq′1q′2|q1q2 , (3.5)
or, in Fourier space,
v
j′1j
′
2|j1j2
q′1q
′
2|q1q2
(ω′1, ω
′
2|ω1, ω2) = 2πδ(ω1 +ω2−ω′1−ω′2)(−j1)δj1=j2=j′1=j′2vq′1q′2|q1q2 , (3.6)
with vq′1q′2|q1q2 given by (2.4). Since a single Hugenholtz vertex incorporates both
the direct and exchange Feynman vertices, this diagrammatic language is especially
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concise in formulation. According to Wick’s theorem (section 2.2.2), the n-particle
Green function can be expanded into a sum of diagrams which consist of lines
representing the free propagator g (which is in our case the reservoir dressed single-
particle Green function, see section 2.4) and of interaction vertices.
For the discussion of the vertex function we will restrict ourselves to the fre-
quency representation. The (anti-)symmetrized irreducible n-particle vertex func-
tion
γ
j′|j
q′|q(ω
′|ω) = γj′1...j′n|j1...jn
q′1...q
′
n|q1...qn
(ω′1, . . . , ω
′
n|ω1, . . . , ωn) (3.7)
can be defined diagrammatically as the sum of all one-particle irreducible dia-
grams with n amputated incoming lines (having state, frequency and contour
indices q, ω, j) and n amputated outgoing lines (having indices q′, ω′, j′). In order
to evaluate a given diagram, one determines first the symmetry factor S which is
defined as the number of permutations of vertices mapping the diagram onto itself.
Then one chooses arbitrarily at each vertex the order in which the attached incom-
ing (outgoing) lines are assigned to the incoming (outgoing) indices of the vertex.
This order should be kept fixed during the further evaluation. Let neq count the
pairs of equivalent lines in the diagram, where two lines are called equivalent if
they connect the same vertices and run in the same direction. One can define nloop
to be the number of internal loops made up from internal propagators. (Inside
a given vertex v1′2′|12 we assume that one line continues from 1 to 1
′ and the
other continues from 2 to 2′.) Finally, the incoming line k being connected to the
outgoing line P (k′) via internal lines and vertices determines a permutation P of
{1′, . . . , n′}. The value of the diagram is then given by
ζnloopζP
2neqS
(2π)2n
in−1
[∏ i
(2π)4
v
]∏
g, (3.8)
where one has to integrate over all internal frequencies and sum over all internal
state and contour indices. Due to the (anti-)symmetrization of the vertex in (3.6),
the overall sign of the diagram is actually independent of the chosen assignment of
lines to indices at each vertex. An example for the application of the diagram rule
is given in Figure 3.1. The Hartree-Fock contribution to the one-particle vertex
depicted in Figure 3.1 (d) for instance is evaluated as
ζ(2π)2
i
(2π)4
∑
j2,j′2
∑
q2,q′2
∫
dω2 dω
′
2 v
j′1j
′
2|j1j2
q′1q
′
2|q1q2
(ω′1ω
′
2|ω1ω2)gj2|j
′
2
q2|q′2
(ω2|ω′2). (3.9)
Given time translational invariance one often works with vertex functions de-
pending on (2n − 1) frequencies only, e.g. γ(t′1 = 0, ω′2 . . . ω′n|ω1 . . . ωn). The full
44 3 Green and vertex functions in Keldysh formalism
replacemen
1
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3′3′
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Figure 3.1: Examples for the application of the diagram rules. The lines are free one-
particle Green functions, the dots are interaction vertices. The indices represent contour
index, state and frequency, e.g. 1 = (j1, q1, ω1). Diagram (a) contributes to the two-
particle vertex function. It has one pair of equivalent lines, neq = 1, and no symmetries,
S = 1. (b) and (c) show two possible, equivalent ways to assign the lines to the indices
of the vertices. In (b) the vertex at the bottom e.g. is v1′3′|13, and nloop = 2, ζ
P = 1.
In (c) the vertex at the bottom is v1′3′|31 = ζv1′3′|13, and nloop = 0, ζ
P = ζ. Compared
to (b), three of the four vertices acquire a factor ζ; taking into account the prefactor
ζnloopζP the possibilities (b) and (c) hence lead to the same value of the diagram. The
Hartree-Fock diagram (d) (neq = 0, S = 1) contributes to the one-particle vertex, that is
the self-energy. The figure shows the evaluation with vertex v1′2′|12 and nloop = 1.
vertex function (3.7) is then given by
γ(ω′1, . . . , ω
′
n|ω1, . . . , ωn) = 2πδ(ω′1 + . . .+ ω′n − ω1 − . . .− ωn)×
× γ(t′1 = 0, ω′2, . . . , ω′n|ω1, . . . , ωn). (3.10)
The diagrams for γ(t′1 = 0, ω
′
2 . . . ω
′
n|ω1 . . . ωn) typically consist of single-particle
Green functions depending on a single frequency [occurring in the second line
of (3.4b)] and of frequency independent vertices [the part (−j1)δj1=j2=j′1=j′2vq′1q′2|q1q2
of (3.6)]. When evaluating such diagrams, the power of the prefactor (2π) changes
due to the different number of frequency integrations: the expression (3.8) for the
value of the diagram has to be replaced by
ζnloopζP
2neqS
(
2π
i
)n−1 [∏ i
2π
v
]∏
g, (3.11)
For the Hartree-Fock diagram in Figure 3.1 (d) e.g. this yields
ζ
i
2π
∑
j2,j′2
∑
q2,q′2
∫
dω2 v
j′1j
′
2|j1j2
q′1q
′
2|q1q2
g
j2|j′2
q2|q′2
(ω2). (3.12)
We note in passing that the vertex functions in Matsubara formalism are com-
puted in complete analogy. One just has to replace each factor i /2π by (−1/β)
in (3.11).
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Equations (3.8) and (3.11) define the prefactor of the vertex functions in such a
way, that they can be used themselves as vertices in diagrams with the identical
prefactor rules applicable to bare n-particle interaction vertices. This will be of
advantage for the derivation of the flow equations of the fRG in section 4.2. The
self-energy is equal to the one-particle vertex, Σ ≡ γn=1.
Apart from the contour basis with indices jk = ∓ we will use the Keldysh ba-
sis [Kel65] with αk = 1, 2 whose components have a direct physical interpretation
in terms of response and correlations [Hao81]. The transformation to the Keldysh
basis is defined by a change of operators,
a(1) =
a(−) − a(+)√
2
, a(2) =
a(−) + a(+)√
2
. (3.13)
The Green and vertex functions change according to the tensor transformation
laws,
Gα|α
′
= (D−1)α|j Gj|j
′
Dj
′|α′ , (3.14a)
γα
′|α = (D−1)α
′|j′ γj
′|j Dj|α, (3.14b)
where an implicit summation over all internal indices is assumed,
Dj|α =
n∏
k=1
Djk|αk , (3.15)
and the single-particle components of D are defined in (2.52).
When discussing the KMS condition in section 3.4.1 we will need yet another
type of Green function, the so called tilde Green function which we define on the
analogy of [Wan02]. It is given by
G˜
j|j′
q|q′(t|t′) = (− i)n
〈
T˜c a
j1
q1(t1) . . . a
jn
qn(tn)a
† j′n
q′n
(t′n) . . . a
† j′1
q′1
(t′1)
〉
, (3.16a)
G˜
j|j′
q|q′(ω|ω′) =
∫
dt1 . . .dt
′
n e
i(ω·t−ω′·t′) G˜
j|j′
q|q′(t|t′), (3.16b)
which differs from (3.1a) and (3.1b) only by the other ordering operator T˜c. Like Tc,
T˜c places all operators with +-index left of all operators with −-index. However,
under T˜c the block of operators with +-index is time ordered internally, whereas
the block of operators with −-index is anti-time ordered. Again, if the final order
is an odd permutation of the initial one it has to be multiplied by a factor ζ. An
example for the order established by T˜c is given in Figure 2.3.
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For the one-particle case it is straightforward to check the identity
G˜
j|j′
q|q′(t|t′) = G
j′|j
q|q′(t|t′), G
j′|j
q|q′(t|t′), n = 1, (3.17)
where a bar over a contour index indicates a swap of the branch, j = −j for
j = ∓. However, in the general multi-particle case there is no direct possibility
to express the tilde Green function through an ordinary Green function since the
orders established by Tc and T˜c are inherently different; we will need to make use of
time reversal to connect both quantities, see section 3.4.3. A direct consequence of
having a special relation for n = 1 is the particular structure of the single-particle
fluctuation dissipation theorem, see section 3.4.2.
3.3 General properties of the Green and vertex
functions
This section is devoted to properties of the Green and vertex functions which are
valid in a general steady state, whereas section 3.4 focuses on the particular case of
thermal equilibrium. We will derive the properties of the Green functions starting
out from (3.1a) and (3.1b). Once we know a certain relation for the Green function
we can study its implications for the amputated irreducible diagrams, the values
of which are given by (3.8). This will allow us to infer a corresponding relation
for the irreducible vertex functions.
3.3.1 Permutation of particles
Let P be a permutation of (1, . . . , n), and for any multi-index b = (b1, . . . , bn)
define Pb := (bP (1), . . . , bP (n)). The prefactors ζ due to time ordering in (3.1a)
and due to permutations in (3.8) entail
G
Pj|j′
Pq|q′(Pt|t′) = G
j|Pj′
q|Pq′(t|Pt′) = ζPG
j|j′
q|q′(t|t′), (3.18a)
G
Pj|j′
Pq|q′(Pω|ω′) = G
j|Pj′
q|Pq′(ω|Pω′) = ζPG
j|j′
q|q′(ω|ω′), (3.18b)
γ
Pj′|j
Pq′|q(Pω
′|ω) = γj′|Pjq′|Pq(ω′|Pω) = ζPγ
j′|j
q′|q(ω
′|ω). (3.18c)
The identical equations hold after transforming to the Keldysh basis. The contour
indices j are merely to be replaced by Keldysh indices α.
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3.3.2 Complex conjugation
Conjugating (3.1a) interchanges creation and annihilation operators and reverses
the order of operators. The reversed order is identical to the order obtained by Tc
when each contour index jk is swapped to its opposite value −jk. Therefore we
find
G
j|j′
q|q′(t|t′)∗ = (−1)nG
j′|j
q′|q(t
′|t) (3.19)
with j = (j1, . . . jn) and jk = −jk. Note that the parity of the permutation needed
to establish the order according to Tc is identical for G
j|j′
q|q′(t|t′) and G
j′|j
q′|q(t
′|t).
Hence no additional sign prefactors are required in (3.19). Fourier transformation
leads to
G
j|j′
q|q′(ω|ω′)∗ = (−1)nG
j′|j
q′|q(ω
′|ω). (3.20)
In order to derive the corresponding identity for the vertex function we discuss
how to conjugate the individual diagrams which the vertex function is composed
of and whose values are given by (3.8). The noninteracting single-particle Green
functions entering the expression (3.8) can be conjugated according to (3.20). The
conjugation rule for the bare two-particle interaction vertices in expression (3.8)
is inferred from their definition (3.6) to be
v
j′|j
q′|q(ω
′|ω)∗ = vj′|jq|q′(ω′|ω) = v
j|j′
q|q′(ω|ω′) = −v
j|j′
q|q′(ω|ω′), (3.21)
where we make use of 〈q′1q′2|v|q2q1〉 = 〈q′2q′1|v|q1q2〉 in the first step. Applying (3.20)
and (3.21) to the conjugate of (3.8) we find that complex conjugation maps one-to-
one the diagrams contributing to γ
j′|j
q′|q(ω
′|ω) onto those of γj|j′q|q′(ω|ω′). The precise
relationship can be deduced from the fact that an amputated n-particle diagram
comprisingm two-particle vertices contains (2m−n) free propagators, and is found
to be
γ
j′|j
q′|q(ω
′|ω)∗ = −γj|j′q|q′(ω|ω′). (3.22)
When transforming to the Keldysh basis via (3.14a) and (3.14b) we use that D
is real and fulfills the relation
Dj|α = (−1)
P
k αk(D−1)α|j , (3.23)
which follows from (3.15) and (2.52). We find
G
α|α′
q|q′ (ω|ω′)∗ = (−1)n+
P
k(αk+α
′
k
) G
α′|α
q′|q (ω
′|ω), (3.24a)
γ
α′|α
q′|q (ω
′|ω)∗ = (−1)1+
P
k(αk+α
′
k
) γ
α|α′
q|q′ (ω|ω′). (3.24b)
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aq1
a†q′
1
aq2a†q′
2
time t1 t2t
′
1t
′
2
−
+
Figure 3.2: Example for the fact that the order establishes by Tc is independent of
the contour index of the operator with the greatest time. In the depicted situation
Tc a
j1
q1(t1)a
+
q2(t2)a
†+
q′
2
(t′2)a
†−
q′
1
(t′1) = a
+
q2(t2)a
†+
q′
2
(t′2)a
j1
q1(t1)a
†−
q′
1
(t′1), whether j1 = − or +.
For the one-particle functions, equations (3.24a) and (3.24b) yield the well known
relations
GRetq|q′(ω|ω′) = GAvq′|q(ω′|ω)∗, (3.25a)
GKq|q′(ω|ω′) = −GKq′|q(ω′|ω)∗, (3.25b)
ΣRetq|q′(ω|ω′) = ΣAvq′|q(ω′|ω)∗, (3.25c)
ΣKq|q′(ω|ω′) = −ΣKq′|q(ω′|ω)∗. (3.25d)
3.3.3 Causality and analyticity
Consider the Green function Gj|j
′
(t|t′) with fixed sets of times t = (t1, . . . , tn),
t′ = (t′1, . . . t
′
n), where t1 happens to be the greatest time argument, t1 > t2, . . . , t
′
n.
In this case the order of operators established by Tc is independent of the contour
index j1: given j1 = −, aj1(t1) is sorted to the leftmost position of all operators
with −-index; given j1 = +, aj1(t1) is sorted to the rightmost position of all
operators with +-index which is exactly the same place in the total expression as
for j1 = −. An example of this fact is shown in Figure 3.2 As a consequence
G−,j2...jn|j
′
(t|t′) = G+,j2...jn|j′(t|t′), if t1 > t2, . . . , t′n. (3.26)
This property is at the heart of a theorem of causality which emerges after trans-
forming (3.26) to the Keldysh basis. Let us first transform only the contour index
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j1 to the Keldysh basis:
Gα1,j2...jn|j
′
(t|t′) = (D−1)α1|−G−,j2...jn|j′(t|t′) + (D−1)α1|+ G+,j2...jn|j′(t|t′)
=
[
(D−1)α1|− + (D−1)α1|+
]
G−,j2...jn|j
′
(t|t′), if t1 > t2, . . . , t′n.
(3.27)
For α1 = 1 we can use
(D−1)1|− =
1√
2
= −(D−1)1|+ (3.28)
to see that (3.27) vanishes. After transforming the remaining contour indices to
the Keldysh basis we find
G1,α2...αn|α
′
(t|t′) = 0, if t1 > t2 . . . t′n. (3.29)
The same line of argument holds if any other time from t1, . . . , t
′
n is the max-
imum time. [If the maximum time is one of t′1, . . . , t
′
n we use D
−|1 = −D+|1
instead of (3.28).] This leads us to the following theorem of causality [Cho85]: the
Green function Gα|α
′
(t|t′) vanishes if the Keldysh index associated with the strictly
greatest time argument equals 1. (The theorem does not apply when multiple time
arguments have simultaneously the maximum value. However, this particular con-
figuration has a vanishing measure in the 2n-dimensional time space.)
A special case is given when all Keldysh indices equal 1,
G1...1|1...1 ≡ 0. (3.30)
If only one of all Keldysh indices equals 2 the corresponding time argument
has to be the greatest one for a non-vanishing Green function. This has a direct
impact on the analytic properties of the Green function in frequency space as we
will show now.
Consider the Green function G21...1|1...1 with all Keldysh indices being 1 except
for α1 = 2. Due to the theorem of causality G
21...1|1...1(t1 . . . tn|t′1 . . . t′n) is non-
vanishing only for t1 > t2, . . . , t
′
n. For the Fourier transform (3.4b) this means
that the integration range of t2, . . . t
′
n is bounded from above by t1,
G21...1|1...1(t1 = 0, ω2, . . . , ωn|ω′) =
0∫
−∞
dt2 . . .dt
′
n e
i(ω2t2+...+ωntn−ω′·t′)×
×G21...1|1...1(t1 = 0, t2, . . . , tn|t′).
(3.31)
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G21...1|1...1(t|t′) decays if any of |tk − t1|, |t′k − t1| goes to infinity [which makes
the integral in (3.31) converge]. Due to the upper boundary for the integration
range of t2, . . . , tn, only the decay for t2, . . . , tn → −∞ will create poles or branch-
cuts in the upper half plane (uhp) of ω2, . . . ωn. However, the Green function will
be analytic in the lower half plane (lhp) of these frequencies since nonanalytic
features in the lhp corresponding to decays in the limit t2, . . . , tn → +∞ do not
appear due to the restriction t2, . . . , tn < t1. In the same way, G
21...1|1...1(t1 =
0, ω2 . . . ωn|ω′1 . . . ω′n) can be proven to be analytic in the uhp of ω′1 . . . ω′n. The
differing half planes of analyticity for the ωk and ω
′
k stem from the different sign
conventions for ω and ω′ in the exponential ei(ω·t−ω
′·t′) of the Fourier transform.
The same line of argument holds if any other Keldysh index from α1, . . . α
′
n
equals 2, the rest being 1. Hence we can formulate a theorem of analyticity : The
Green functions
G21...1|1...1(t1, ω2, . . . , ωn|ω′1, . . . , ω′n),
G121...1|1...1(ω1, t2, ω3, . . . , ωn|ω′1, . . . , ω′n),
. . . , (3.32)
G1...1|1...121(ω1, . . . , ωn|ω′1, . . . , ω′n−2, t′n−1, ω′n),
G1...1|1...12(ω1, . . . , ωn|ω′1, . . . , ω′n−1, t′n)
are analytic in the lhp of the frequencies ω1, . . . , ωn and analytic in the uhp of
the frequencies ω′1, . . . , ω
′
n. These 2n special Green functions describe higher
order response functions. Being formulated for bosons in time space, they are
correspondingly given by the expectation value of a series of nested commuta-
tors [Hao81, Cho85].
The irreducible vertex functions obey a theorem of causality as well: the ver-
tex function γα
′|α(t′|t) vanishes if the Keldysh index associated with the strictly
greatest time argument equals 2.
The proof of this theorem is based on the structure of the diagrams contribut-
ing to γα
′|α(t′|t). Consider such a one-particle irreducible diagram dα′|α(t′|t) and
suppose e.g. α1 = 2. We show that a non-vanishing contribution to the diagram
necessitates that at least one time argument from t2, . . . t
′
n is greater or equal t1.
The steps of the proof can be retraced on the example diagram shown in Figure 3.3.
The diagram is composed of bare two-particle vertices which are connected by
internal propagators. The vertices and propagators contribute to the value of the
diagram multiplicatively, as described in (3.8). Some of the vertices have one
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α1 =2
2
2
2
1 1
1
t1
τ1
τ2
τ3
Figure 3.3: A diagram which contributes to the one-particle vertex, illustrating the proof
of the theorem of causality for the vertex functions. The lines for which the Keldysh
indices are indicated are non-vanishing only for τ1 ≥ t1, τ2 ≥ τ1, τ3 ≥ τ2. In total τ3 ≥ t1,
so that the external time t1 is not the strictly greatest one.
or two amputated external lines which correspond to the indices of the diagram.
When transformed to the Keldysh basis, the bare two-particle vertex given in (3.5)
acquires the form
vα
′
1α
′
2|α1α2(t′1, t
′
2|t1, t2) ∼
{
δ(t1 = t2 = t
′
1 = t
′
2), if α1 + α2 + α
′
1 + α
′
2 is odd,
0, else.
(3.33)
According to this equation all four time arguments of a given vertex are equal.
Therefore the vertex carrying t1 as external time argument has its other three time
arguments equal to t1 as well. If there is an external one among those three, then
t1 is not the single strictly greatest external time argument. Let us now suppose
that the other three time arguments are internal ones. As α1 = 2, at least one of
the vertex’ three internal Keldysh indices equals 1, see equation (3.33). There is an
internal one-particle Green function attached to this Keldysh index 1. At its other
end this Green function is attached to a Keldysh index 2 (since G1|1 = 0) and a
time τ1 ≥ t1; this follows from the theorem of causality for the Green functions.
Actually all four time arguments of the vertex attached to the back-end of the
Green function are equal to τ1 ≥ t1. If there is an external one among them, then
t1 is again not the strictly greatest external time argument. If not, also this vertex
has as least one Keldysh index equal to 1. Again there is attached a one-particle
Green function leading to a vertex with time τ2 ≥ τ1 ≥ t1. We can proceed in this
way until we arrive finally at a vertex with time τm ≥ . . . ≥ τ1 ≥ t1 which carries
an external time argument. This external time argument τm ≥ t1 concludes our
proof. (There is the possibility that we never end at a vertex with an external
line because we can get trapped in a loop of internal vertices with identical time
arguments; this case however is of measure zero and vanishes when integrated over
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internal time arguments.)
We mention two consequences of the theorem of causality for the vertex function
which can be derived in the same way as their counterparts for the Green functions.
First we conclude that
γ2...2|2...2 ≡ 0. (3.34)
Second, we get a theorem of analyticity, namely that the 2n vertex functions
γ12...2|2...2(t′1, ω
′
2, . . . , ω
′
n|ω1, . . . , ωn),
γ212...2|2...2(ω′1, t
′
2, ω
′
3, . . . , ω
′
n|ω1, . . . , ωn),
. . . , (3.35)
γ2...2|2...212(ω′1, . . . , ω
′
n|ω1, . . . , ωn−2, tn−1, ωn),
γ2...2|2...21(ω′1, . . . , ω
′
n|ω1, . . . , ωn−1, tn)
are analytic in the lhp of the frequencies ω′1, . . . , ω
′
n and analytic in the uhp of the
frequencies ω1, . . . , ωn.
For the special case of one-particle functions, the causality properties reduce to
the well known statements
G1|1 ≡ 0, Σ2|2 ≡ 0, (3.36)
and GRet(ω′) ≡ G2|1(t = 0|ω′) is analytic in the uhp of ω′, GAv(ω) ≡ G1|2(ω|t′ = 0)
is analytic in the lhp of ω, ΣRet(ω) ≡ Σ1|2(t′ = 0|ω) is analytic in the uhp of ω,
ΣAv(ω′) ≡ Σ2|1(ω′|t = 0) is analytic in the lhp of ω′.
3.4 Equilibrium properties of the Green and vertex
functions
We now focus on the case of thermal equilibrium described by the time independent
density matrix
ρ(t) ≡ ρeq = e
−β(H−µN)
Z
, Z = Tr e−β(H−µN) . (3.37)
In section 2.2.3 we have described how ρeq can be replaced by the noninteracting
equilibrium density matrix ρeq,0 at time t0 → −∞ in order to be able to apply
Wick’s theorem and use diagrammatics. For the considerations in the present
section it is first more convenient to work with ρeq. We will need the diagrammatic
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expansion not before section 3.4.4. Since ρeq is independent of time, expectation
values of the form
〈A〉 (t) = Tr ρeqA(t) (3.38)
(with A(t) ≡ AH(t) in the Heisenberg picture) are independent of the reference
time chosen for the Heisenberg picture. Up to now we adopted the reference time
t0, which is the correct choice for a general initial density matrix ρ(t0). In the
present section we use the freedom to pick the reference time t = 0 which is easier
to handle in the following considerations.
3.4.1 Kubo-Martin-Schwinger conditions
Any operator A(t) in the Heisenberg picture fulfills
A(t− iβ) = eβH A(t) e−βH = ρ−1eq eβµN A(t) e−βµN ρeq. (3.39)
Using the cyclic property of the trace, we can reshuffle two operators at times tA,
tB in a correlation function,
Tr ρeqA(tA − iβ)B(tB) = Tr ρeqB(tB) eβµN A(tA) e−βµN . (3.40)
We are going to apply this relation, also known as Kubo-Martin-Schwinger (KMS)
condition [Kub57, Kub66, Mar59], to the n-particle Green function. Given a set of
contour indices j = (j1, . . . , jn) and times t = (t1, . . . , tn) define t− iβ+(j) as the
set of times obtained from t by adding (− iβ) to every tk with jk = +. For example,
given n = 4 and j = (−,+,+,−) we have t − iβ+(j) = (t1, t2 − iβ, t3 − iβ, t4).
Let us prescribe that Tc orders operators with complex time arguments according
to the real parts of their time arguments. Identifying A in (3.40) with the block
of anti-time ordered operators from the +-branch and B with the block of time
ordered operators from the −-branch, we find
G
j|j′
q|q′
(
t− iβ+(j)
∣∣∣t′− iβ+(j′)) = ζMj|j′ eβµmj|j′ G˜j|j′q|q′(t|t′) = ζmj|j′ eβµmj|j′ G˜j|j′q|q′(t|t′)
(3.41)
with G˜ being defined in (3.16a) and mj|j
′
denoting the excess of creation over
annihilation operators on the +-branch,
mj|j
′
=
∑
k=1,...,n:
j′
k
=+
1 −
∑
k=1,...,n:
jk=+
1. (3.42)
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The factor ζM
j|j′
in (3.41) is due to the different parity of the permutations which
are required to sort
aj1(t1) . . . a
jn(tn)a
† j′n(t′n) . . . a
† j′1(t′1) (3.43)
according to Tc and to sort
aj1(t1) . . . a
jn(tn)a
† j′n(t′n) . . . a
† j′1(t′1) (3.44)
according to T˜c. This difference can be computed from the number M
j|j′ of pair-
wise swaps of adjacent operators needed to exchange the ordered block of operators
from the +-branch with the ordered block of operators from the −-branch,
M j|j
′
=
 ∑
k:j′
k
=+
1 +
∑
k:jk=+
1
 ∑
k:j′
k
=−
1 +
∑
k:jk=−
1
 . (3.45)
In (3.41) we have used that
ζM
j|j′
= ζm
j|j′
, (3.46)
which is a consequence of having an even number 2n of indices. The rewriting in
terms of mj|j
′
turns out to be more convenient in the following computation.
When transforming (3.41) to Fourier space we substitute on the left hand side
tk − iβ → tk, t′k − iβ → t′k for all time arguments on the +-branch and find
∞−iβ∫
−∞−iβ
 ∏
k:jk=+
dtk
 ∏
k:j′
k
=+
dt′k
 ∞∫
−∞
 ∏
k:jk=−
dtk
 ∏
k:j′
k
=−
dt′k
 ei(ω·t−ω′·t′) Gj|j′q|q′(t|t′)
= e−β∆
j|j′(ω|ω′) ζm
j|j′
G˜
j|j′
q|q′(ω|ω′), (3.47)
where ∆j|j
′
(ω|ω′) is defined as
∆j|j
′
(ω|ω′) =
∑
k:j′
k
=+
(ω′k − µ)−
∑
k:jk=+
(ωk − µ). (3.48)
As next step we shift the path of integration for all time arguments on the +-
branch by (+ iβ) on the left hand side of (3.47) in order to obtain a standard
Fourier integral along the real axis.
This simultaneous shift of integration paths actually does not change the value
of the integral, as we explain now. In principle the shift of a single time argument
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Im(tk1)
Re(tk1)Re(t
′
k2
)
C1
C2
−iβ
0
branch-cut
of G(t|t′)
Figure 3.4: If an annihilation operator at time tk1 and a creation operator at time
t′k2 are of the same state and are situated on the same branch of the contour, then the
Green function G(t|t′) has a branch-cut along Re(tk1) = Re(t′k2). In this case the Fourier
integrals of G(t|t′) over tk1 along the paths C1 and C2 are not equal.
will change the value of the integral because Gj|j
′
(t|t′) is in general not analytic
in any single tk or t
′
k; branch-cuts occur due to changed time ordering whenever
a creation and annihilation operator of the same state and on the same branch
of the contour have coinciding real parts of their time arguments. Suppose e.g.
there exist k1, k2 ∈ {1, . . . , n} with jk1 = j′k2 = + and qk1 = q′k2 =: q0, that is
an annihilation and a creation operator of the same state q0 are both situated
on the +-branch. For real times tk1 , t
′
k2
with tk1 approaching t
′
k2
from above,
tk1 = t
′
k2
+0+, the contour ordered operator product appearing in (3.1a) will have
the structure
. . . a†q0(t
′
k2)aq0(t
′
k2) . . . , (3.49)
where the dots represent the other operators and a prefactor ζ if necessary. But
for tk1 approaching t
′
k2
from below, tk1 = t
′
k2
− 0+, the structure is
ζ . . . aq0(t
′
k2)a
†
q0(t
′
k2) . . . = ζ . . .
[
1 + ζa†q0(t
′
k2)aq0(t
′
k2)
]
. . . . (3.50)
Here we use the commutation relation (3.2a). The results (3.49) and (3.50) differ
by ζ so that the Green function is discontinuous in tk1 . When complex time
arguments are allowed for, the discontinuity is stretched to a branch-cut in the
complex tk1-plane as sketched in Figure 3.4.
However, we do not only shift the integration path of a single time argument but
those of all time arguments on the +-branch simultaneously. If the dependence
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on the n+ time arguments on the +-branch is expressed through a centre time
tc =
1
n+
 ∑
k:jk=+
tk +
∑
k:j′
k
=+
t′k
 (3.51)
and (n+ − 1) relative times, then G is analytic in tc: a simultaneous change of all
times on the +-branch by the same value does not affect time ordering. Hence by
shifting the integration path of tc while keeping all relative times unchanged we do
not alter the value of the integral. [Note that the dependence on the relative time
arguments might remain nonanalytic.] Therefore equation (3.47) is equivalent to
eβ∆
j|j′(ω|ω′) G
j|j′
q|q′(ω|ω′) = ζm
j|j′
G˜
j|j′
q|q′(ω|ω′). (3.52)
3.4.2 Fluctuation dissipation theorem (FDT)
Equation (3.52) formulates a relation between G and G˜. Since G˜ is a rather
artificial object of no direct practical use, it is desirable to eliminate it from (3.52)
in favour of G.
In the one-particle case we can make use of (3.17) and obtain
eβ∆
j|j′(ω|ω′) G
j|j′
q|q′(ω|ω′) = ζm
j|j′
G
j′|j
q|q′(ω|ω′), n = 1. (3.53)
Plugging in j, j′ = ∓ yields four equations, two of them being tautologies and the
other two being equivalent to
G<(ω) = ζ e−β(ω−µ) G>(ω). (3.54)
The Green functions depend only on one frequency argument due to time trans-
lational invariance. A transformation to the Keldysh basis yields the well known
FDT, which formulates a relation between the correlation function GK and the
response functions GRet and GAv,
GK(ω) = [1 + ζ2nζ(ω)]
[
GRet(ω)−GAv(ω)] . (3.55)
Here nζ(ω) is the Bose (ζ = +1) or Fermi (ζ = −1) function
nζ(ω) =
1
eβ(ω−µ)−ζ , (3.56)
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and
1 + ζ2nζ(ω) =
{
coth β(ω−µ)2 , if ζ = +1,
tanh β(ω−µ)2 , if ζ = −1.
(3.57)
The FDT for the self-energy can be obtained by combining (3.55) with (2.57a) –
(2.57c),
ΣK(ω) = [1 + ζ2nζ(ω)]
[
ΣRet(ω)− ΣAv(ω)] . (3.58)
Transforming this result to the contour basis leads to an analogue of (3.54),
Σ<(ω) = ζ e−β(ω−µ) Σ>(ω). (3.59)
3.4.3 Time reversal
A direct generalization of (3.17) to the multi-particle case does not exist. In order
to eliminate G˜ from (3.52) we should resort to time reversal.
The time reversal operator Θ is anti-unitary, that is 〈ψ|Θφ〉 = 〈φ|Θ†ψ〉 and
ΘΘ† = Θ†Θ = 1; for details see e.g. [Mes62]. Its action either on a single-particle
state |q〉 = |x,m〉 in the eigenbasis of position and sz component of spin or on a
state |p,m〉 in the eigenbasis of momentum and sz is given by
Θ|x,m〉 = eiπm |x,−m〉, (3.60a)
Θ|p,m〉 = eiπm | − p,−m〉. (3.60b)
Since the vacuum state |vac〉 is time reversal invariant, Θ|vac〉 = |vac〉, the trans-
formation of creation and annihilation operators turns out to be
Θa†qΘ
† = a†Θq, ΘaqΘ
† = aΘq. (3.61)
Explicitly, in the position or momentum basis it reads
Θa†x,mΘ
† = eiπm a†x,−m, Θax,mΘ
† = e− iπm ax,−m, (3.62a)
Θa†p,mΘ
† = eiπm a†−p,−m, Θap,mΘ
† = e− iπm a−p,−m. (3.62b)
We will designate a time reversed state q or operator A by a tilde,
q˜ = Θq, A˜ = ΘAΘ†. (3.63)
If {s} is a complete set of orthonormal many-body states, so is {Θ†s}. (Com-
pleteness of {Θ†s} follows from
〈ψ|
[∑
s
|Θ†s〉〈Θ†s|
]
|φ〉 =
∑
s
〈s|Θψ〉〈Θφ|s〉 = 〈Θφ|Θψ〉 = 〈ψ|φ〉, (3.64)
58 3 Green and vertex functions in Keldysh formalism
which holds for any ψ, φ.) Hence, for any operator A
TrA =
∑
s
〈Θ†s|A|Θ†s〉 =
∑
s
〈s|ΘAΘ†|s〉∗ =
(
Tr A˜
)∗
. (3.65)
The time reversed density matrix is given by
ρ˜eq = Θ
1
Z
e−β(H−µN) Θ† =
1
Z
e−β(
eH−µN) (3.66)
with
Z = Tr e−β(H−µN) =
(
Tr Θ e−β(H−µN) Θ†
)∗
= Tr e−β(
eH−µN), (3.67)
where we used N = N˜ . Hence
ρ˜eq(H) = ρeq(H˜). (3.68)
Applying time reversal to an operator in the Heisenberg picture yields
ΘA(t)Θ† = Θ eiHtA e− iHt Θ† = e− i
eHt A˜ ei eHt = A˜(−t)∣∣ eH , (3.69)
where the subscript | eH indicates that time evolution is induced by H˜ on the right
hand side.
From (3.65), (3.68) and (3.69) we conclude for the n-particle tilde Green function
defined in (3.16a) that
G˜
j|j′
q|q′(t|t′) = (− i)n Tr ρeqT˜c a(j1)q1 (t1) . . . a
(j′1) †
q′1
(t′1)
= (− i)n
[
Tr ΘρeqT˜c a
(j1)
q1 (t1) . . . a
(j′1) †
q′1
(t′1)Θ
†
]∗
= (− i)n
[
Tr ρeq(H˜)Tc a
(j1)eq1 (−t1)
∣∣ eH . . . a(j′1) †eq′1 (−t′1)∣∣ eH]∗
= (−1)n
[
G
j|j′eq|eq′(−t| − t′)
∣∣ eH]∗
= G
j′|jeq′|eq(−t′| − t)
∣∣ eH . (3.70)
Here q˜ = (q˜1, . . . , q˜n), and in the last two lines the subscript | eH indicates that both
the time evolution and the equilibrium density matrix are determined by H˜. For
the very last step we use the rule for complex conjugation formulated in (3.19).
In Fourier space, equation (3.70) reads
G˜
j|j′
q|q′(ω|ω′) = G
j′|jeq′|eq(ω′|ω)
∣∣ eH . (3.71)
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3.4.4 Combining KMS conditions and time reversal
Unlike the property (3.17) of G˜ which is restricted to the one-particle case, equa-
tion (3.71) holds for any n and provides a general possibility to eliminate G˜
from (3.52). Using it we find
eβ∆
j|j′(ω|ω′) G
j|j′
q|q′(ω|ω′) = ζm
j|j′
G
j′|jeq′|eq(ω′|ω)
∣∣ eH , (3.72)
which is a generalization of (3.53) to arbitrary particle number n. We recover
formula (3.53) from (3.72) by means of
G
j|j′
q|q′(ω|ω′) = G
j|j′eq′|eq(ω′|ω)
∣∣ eH , n = 1, (3.73)
which follows from combining the Fourier transform of (3.17) with (3.71).
If one transforms equation (3.72) to the Keldysh basis, the result can be con-
sidered as a multi-particle FDT since the components of the multi-particle Green
functions in the Keldysh basis have a distinct interpretation in terms of response
and correlation functions [Hao81]. We perform this transformation in section 3.4.6,
restricting ourselves to a class of physically interesting systems which allow for cer-
tain simplifications of the multi-particle FDT.
Before deriving an n-particle identity for the vertex function analogous to (3.72)
we note that the bare two-particle interaction vertex given by (3.6) satisfies
eβ∆
j′|j(ω′|ω) v
j′|j
q′|q(ω
′|ω) = ζmj
′|j
v
j|j′eq|eq′(ω|ω′)
∣∣ eH . (3.74)
In the case (j′|j) /∈ {(− − | − −), (+ + | + +)} this equation is automatically
fulfilled because both quantities equal zero. For (j′|j) ∈ {(−−|−−), (++ |++)}
equation (3.74) states
v
j′|j
q′|q(ω
′|ω) = vj|j′eq|eq′(ω|ω′)
∣∣ eH if j′1 = j′2 = j1 = j2 = ∓, (3.75)
which follows from
〈q′1q′2|v
(|q1q2〉+ ζ|q2q1〉) = (〈q′1q′2|+ ζ〈q′2q′1|)Θ†ΘvΘ†Θ|q1q2〉
= 〈q˜1q˜2|v˜
(|q˜′1q˜′2〉+ ζ|q˜′2q˜′1〉), (3.76)
where v˜ = ΘvΘ†.
With help of (3.74) we can now prove the identity
eβ∆
j′|j(ω′|ω) γ
j′|j
q′|q(ω
′|ω) = ζmj
′|j
γ
j|j′eq|eq′(ω|ω′)
∣∣∣ eH (3.77)
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by identifying one by one the diagrams contributing to each side of it. The values
of the individual diagrams are given by (3.8). The prefactors eβ∆
j′|j(ω′|ω) and
ζm
j′|j
appearing in (3.77) can be split and distributed among the noninteracting
single-particle Green functions and bare two-particle vertices in (3.8) by making
use of the properties
∆j
′|j(ω′|ω) = ∆j′|i(ω′|ν) + ∆i|j(ν|ω), (3.78a)
mj
′|j = mj
′|i +mi|j , (3.78b)
which can be easily generalized to mixed particle numbers and chains of arbitrary
length, like e.g.
mj
′
1j
′
2|j1j2 = mj
′
1j
′
2|i1i2 +mi1|i
′
1 +mi2|i
′
2 +mi
′
1i
′
2|j1j2 . (3.79)
According to (3.72) and (3.74) the constituents of both sides of (3.77) can then be
readily identified.
3.4.5 Systems with special behaviour under time reversal
For a further evaluation of (3.72) and (3.77) we should establish how the system
behaves under time reversal. We restrict the following discussion to the class of
systems which satisfy
G
j|j′
q|q′(t|t′) = G
j|j′eq|eq′(t|t′)
∣∣ eH (3.80)
for all indices and time arguments. Note that equation (3.80) is not only a condi-
tion on the Hamiltonian but also on the basis of single-particle states.
We mention some examples which demonstrate the extent of this class of sys-
tems. A trivial example for the validity of (3.80) is given when the Hamiltonian
and the single-particle states are time reversal invariant.
As a less trivial example we consider the Hamiltonian of an electronic impurity
with on-site interaction which is subject to a magnetic field B. The impurity being
coupled to a conductor, the total Hamiltonian reads
HB =
∑
σ
(ǫ0 + σB)a
†
σaσ +
∑
σ
∫
d3 p ǫpc
†
p,σcp,σ
+
∑
σ
∫
d3 p
[
Vpa
†
σcp,σ + h.c.
]
+ Ua†↑a↑a
†
↓a↓. (3.81)
Here σ = ±12 =↑, ↓ denote the eigenvalues of the single-particle spin sz, and c†, c
are creators and annihilators of states in the conductor.
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As a single-particle basis to be used in (3.80) we choose the common eigenbasis
of position and sz, |q〉 = |x, σ〉, where the values of x are considered to label the
states of both the conductor and the impurity.
In order to verify (3.80) for this Hamiltonian and this choice of basis, we make
use of the unitary transformation Ω = e− iπSx rotating spin space by π around the
x-axis, Sx being the x-component of the total spin,
Ω|x, σ〉 = − i |x,−σ〉. (3.82)
Using (3.62b) and the fact that ǫp and Vp do not depend on the sign of p in (3.81),
we find
H˜B = H−B = ΩHBΩ
†. (3.83)
Since a combination of (3.60a) and (3.82) yields additionally
|q˜〉 = Θ|x, σ〉 = eiπ(σ+ 12 ) Ω|x, σ〉 = eiπ(σ+ 12 ) Ω|q〉 (3.84)
we conclude
Geq|eq′
∣∣ eH = eiπPk(σ′k−σk) GΩq|Ωq′∣∣ΩHΩ† = GΩq|Ωq′∣∣ΩHΩ† (3.85)
with Ωq = (Ωq1, . . . ,Ωqn). In (3.85) we exploit that the Green function is non-
vanishing only for
N∑
k=1
σ′k =
N∑
k=1
σk (3.86)
due to spin conservation. It is straightforward to derive from (3.1a), (3.37) and
(3.38) that
GΩq|Ωq′
∣∣
ΩHΩ†
= Gq|q′ . (3.87)
[Note that (3.87) holds in general for any unitary operator Ω.] Combining (3.85)
and (3.87) we conclude that the condition (3.80) is fulfilled for the impurity
model (3.81) and the single-particle basis |q〉 = |x, σ〉.
On the full analogy it can be shown that (3.80) is also valid for this impurity
model and the single-particle basis |q〉 = |p, σ〉. In (3.83) – (3.87), Ω simply has
to be replaced by ΩΠ, where Π is the parity transformation,
Π|p, σ〉 = | − p, σ〉. (3.88)
As an example of a system which does not fulfill (3.80) we consider the Hamil-
tonian
HA =
∫
d3 x a†x
[− i∇− eA(x)]2
2m
ax (3.89)
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for spinless particles with charge e moving in the field of a vector potential A(x).
Let us choose the position eigenstates as the single-particle basis. Since
H˜A = H−A, (3.90)
we conclude that for a generic vector potential
Gfx1...fxn|fx′1...fx′n
∣∣∣gHA = Gx1...xn|x′1...x′n
∣∣∣
H−A
6= Gx1...xn|x′1...x′n
∣∣∣
HA
. (3.91)
Obviously, equation (3.80) does not hold for this choice of Hamiltonian and single-
particle basis.
3.4.6 Generalized fluctuation dissipation theorem for systems
satisfying equation (3.80)
When relation (3.80) holds, equation (3.72) takes the form
eβ∆
j|j′(ω|ω′) G
j|j′
q|q′(ω|ω′) = ζm
j|j′
G
j′|j
q′|q(ω
′|ω). (3.92)
Additionally, equation (3.80) can be expanded in orders of the two-particle in-
teraction. From the first order term of this expansion of the two-particle Green
function we infer that the bare two-particle interaction vertex complies with
v
j′|j
q′|q(ω
′|ω) = vj′|jeq′|eq(ω′|ω)
∣∣ eH . (3.93)
When combined with (3.74) it brings about the identity
eβ∆
j′|j(ω′|ω) v
j′|j
q′|q(ω
′|ω) = ζmj
′|j
v
j|j′
q|q′(ω|ω′). (3.94)
Similarly to the derivation of (3.77) we deduce from (3.92) and (3.94) that
eβ∆
j′|j(ω′|ω) γ
j′|j
q′|q(ω
′|ω) = ζmj
′|j
γ
j|j′
q|q′(ω|ω′). (3.95)
It is convenient to combine (3.92) and (3.95) with (3.20) and (3.22), respectively,
in order to obtain the equations
eβ∆
j|j′(ω|ω′) G
j|j′
q|q′(ω|ω′) = (−1)nζm
j|j′
G
j|j′
q|q′(ω|ω′)∗, (3.96a)
eβ∆
j′|j(ω′|ω) γ
j′|j
q′|q(ω
′|ω) = −ζmj
′|j
γ
j′|j
q′|q(ω
′|ω)∗, (3.96b)
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where state indices and frequency arguments are now identical on both sides.
We are going to transform (3.96a) and (3.96b) to the Keldysh basis in order
to achieve a multi-particle FDT. In what follows the state indices are omitted for
brevity. According to
Gj|j
′
=
∑
α,α′
Dj|αGα|α
′
(D−1)α
′|j′ (3.97)
every component of Gj|j
′
is expressed as a certain linear combination of compo-
nents of Gα|α
′
. Let us define
Gj|j
′
ǫ =
∑
α,α′
(−1)
P
k(αk+α
′
k
)=ǫ
Dj|αGα|α
′
(D−1)α
′|j′ (3.98)
for ǫ = ±1 (cf. [Cho85, Wan02]). It is obvious that
Gj|j
′
= G
j|j′
+ +G
j|j′
− . (3.99)
Using the relations
Dj|α = (−1)
P
k αkDj|α, (3.100a)
(D−1)α|j = (−1)
P
k αk(D−1)α|j , (3.100b)
which follow from (3.15) – (2.52b), we find additionally that
Gj|j
′
= G
j|j′
+ −Gj|j
′
− . (3.101)
Plugging (3.99) and (3.101) into (3.96a) and splitting the latter into the real and
the imaginary parts we obtain
sinh β∆
j|j′(ω|ω′)
2 ReG
j|j′
ζǫ
j|j′
n
(ω|ω′) = − cosh β∆j|j
′
(ω|ω′)
2 ReG
j|j′
−ζǫ
j|j′
n
(ω|ω′), (3.102a)
cosh β∆
j|j′(ω|ω′)
2 ImG
j|j′
ζǫ
j|j′
n
(ω|ω′) = − sinh β∆j|j
′
(ω|ω′)
2 ImG
j|j′
−ζǫ
j|j′
n
(ω|ω′), (3.102b)
where
ǫj|j
′
n = (−1)nζ1+m
j|j′
. (3.103)
Utilizing (3.57) we finally achieve the representation
ReG
j|j′
ǫ
j|j′
n
(ω|ω′) = −
[
1 + ζ2nζ
(
∆j|j
′
(ω|ω′) + µ)]ReGj|j′
−ǫ
j|j′
n
(ω|ω′), (3.104a)
ImG
j|j′
−ǫ
j|j′
n
(ω|ω′) = −
[
1 + ζ2nζ
(
∆j|j
′
(ω|ω′) + µ)] ImGj|j′
ǫ
j|j′
n
(ω|ω′). (3.104b)
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These two equations express relations between certain linear combinations of the
components of Gα|α
′
. Since the components of Gα|α
′
can be understood in terms
of higher order response and correlation functions [Hao81], equations (3.104a)
and (3.104b) constitute a multi-particle FDT. Both equations can be evaluated
for 22n different realizations of the indices (j|j′). However, the underlying equa-
tion (3.96a) is equivalent for Gj|j
′
and for Gj|j
′
as can be inferred from mj|j
′
=
−mj|j′ and ∆j|j′(ω|ω′) = −∆j|j′(ω|ω′). Therefore only half of the 22n equa-
tions (3.104a) are independent. The same applies to (3.104b).
Given bosons and the special case ∆j|j
′
(ω|ω′) ≡ 0, which occurs for all contour
indices being − or all being +, the function nζ=+
(
∆j|j
′
(ω|ω′)+µ) diverges. Instead
of (3.104a) and (3.104b) one then uses equations (3.102a) and (3.102b) which
remain well defined.
The transformation of (3.96b) to the Keldysh basis is completely analogous to
that of (3.96a). Defining for ǫ = ±1
γj
′|j
ǫ =
∑
α′,α
(−1)
P
k(α
′
k
+αk)=ǫ
Dj
′|α′γα
′|α(D−1)α|j (3.105)
we end up with
Re γ
j′|j
ǫ
j′|j
1
(ω′|ω) = −
[
1 + ζ2nζ
(
∆j
′|j(ω′|ω) + µ)]Re γj′|j
−ǫ
j′|j
1
(ω′|ω), (3.106a)
Im γ
j′|j
−ǫ
j′|j
1
(ω′|ω) = −
[
1 + ζ2nζ
(
∆j
′|j(ω′|ω) + µ)] Im γj′|j
ǫ
j′|j
1
(ω′|ω), (3.106b)
where
ǫ
j′|j
1 = −ζ1+m
j′|j
(3.107)
[cf. (3.103)]. Like in the case of Green functions, each of equations (3.106a)
and (3.106b) contains only 22n−1 independent relations.
Let us illustrate equations (3.104a), (3.104b) and (3.106a), (3.106b) by some
examples. In the one-particle case, n = 1, we evaluate (3.104a) and (3.104b) for
(j|j′) = (−|−) and (j|j′) = (−|+). Since G−|− = 12(G1|2 + G2|1 + G2|2) and
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G−|+ = 12(G
1|2 −G2|1 +G2|2), we have
G
−|−
+ =
1
2
G2|2 =
1
2
GK, (3.108a)
G
−|−
− =
1
2
(G1|2 +G2|1) =
1
2
(GAv +GRet), (3.108b)
G
−|+
+ =
1
2
G2|2 =
1
2
GK, (3.108c)
G
−|+
− =
1
2
(G1|2 −G2|1) = 1
2
(GAv −GRet). (3.108d)
Furthermore, we use
∆−|−(ω|ω′) = 0, ǫ−|−1 = −ζ, (3.109a)
∆−|+(ω|ω′) = ω′ − µ, ǫ−|+1 = −1, (3.109b)
and the representation of the one-particle Green function G(ω|ω′) = 2πδ(ω −
ω′)G(ω). Then equations (3.104a) and (3.104b) evaluated for (j|j′) = (−|−),
(−|+) read
ReGK(ω) = 0, (3.110a)
Re
[
GAv(ω)−GRet(ω)] = − [1 + ζ2nζ(ω)] ReGK(ω) = 0, (3.110b)
Im
[
GAv(ω) +GRet(ω)
]
= 0, (3.110c)
ImGK(ω) = − [1 + ζ2nζ(ω)] Im
[
GAv(ω)−GRet(ω)] . (3.110d)
These formulae obviously reproduce (3.25a) and (3.55) under the additional con-
straint Gq|q′(ω) = Gq′|q(ω) which follows from the special one-particle property
(3.73) and the assumption (3.80).
Evaluating (3.106a) and (3.106b) for the one-particle vertex (the self-energy),
leads to a result similar to (3.110a) – (3.110d): one only needs to replace G therein
by the self-energy Σ.
For n = 2 the complete set of relations for the Green functions is obtained
by evaluating (3.104a) and (3.104b) for eight independent choices for (j1j2|j′1j′2)
from 16 existing possibilities. Let us for example discuss the three particular
combinations (j1j2|j′1j′2) = (−− | − −), (−+ | − −), (−− |+ +). Since
∆−−|−−(ω1, ω2|ω′1, ω′2) = 0, ǫ−−|−−2 = ζ, (3.111a)
∆−+|−−(ω1, ω2|ω′1, ω′2) = −ω2 + µ, ǫ−+|−−2 = +1, (3.111b)
∆−−|++(ω1, ω2|ω′1, ω′2) = ω′1 + ω′2 − 2µ, ǫ−−|++2 = ζ, (3.111c)
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equations (3.104a) and (3.104b) read
ReG
−−|−−
− (ω1, ω2|ω′1, ω′2) = 0, (3.112a)
ImG
−−|−−
+ (ω1, ω2|ω′1, ω′2) = 0, (3.112b)
ReG
−+|−−
+ (ω1, ω2|ω′1, ω′2) = −
[
1 + ζ2nζ(−ω2 + 2µ)
]
ReG
−+|−−
− (ω1, ω2|ω′1, ω′2),
(3.112c)
ImG
−+|−−
− (ω1, ω2|ω′1, ω′2) = −
[
1 + ζ2nζ(−ω2 + 2µ)
]
ImG
−+|−−
+ (ω1, ω2|ω′1, ω′2),
(3.112d)
ReG
−−|++
ζ (ω1, ω2|ω′1, ω′2) = −
[
1 + ζ2nζ(ω
′
1 + ω
′
2 − µ)
]
ReG
−−|++
−ζ (ω1, ω2|ω′1, ω′2),
(3.112e)
ImG
−−|++
−ζ (ω1, ω2|ω′1, ω′2) = −
[
1 + ζ2nζ(ω
′
1 + ω
′
2 − µ)
]
ImG
−−|++
ζ (ω1, ω2|ω′1, ω′2).
(3.112f)
The functions G
j1j2|j′1j
′
2
± appearing in these equations can be found by explicit
evaluation of (3.98) with help of (3.15) – (2.52b). This results in
G
−−|−−
+ =
1
4
(
G11|11 +G11|22 +G12|12 +G12|21 +G21|12 +G21|21 +G22|11
)
,
(3.113a)
G
−−|−−
− =
1
4
(
G11|12 +G11|21 +G12|11 +G21|11 +G22|21 +G22|12 +G21|22
+G12|22
)
, (3.113b)
G
−+|−−
+ =
1
4
(−G11|11 −G11|22 +G12|12 +G12|21 −G21|12 −G21|21 +G22|11),
(3.113c)
G
−+|−−
− =
1
4
(−G11|12 −G11|21 +G12|11 −G21|11 +G22|21 +G22|12 −G21|22
+G12|22
)
, (3.113d)
G
−−|++
+ =
1
4
(
G11|11 +G11|22 −G12|12 −G12|21 −G21|12 −G21|21 +G22|11),
(3.113e)
G
−−|++
− =
1
4
(−G11|12 −G11|21 +G12|11 +G21|11 −G22|21 −G22|12 +G21|22
+G12|22
)
. (3.113f)
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3.5 Conservation of the properties in diagrammatic
approximations
In practice the Green and vertex functions can often be computed only in approx-
imations. In this section we address the question whether diagrammatic approxi-
mations are consistent with the exact relations presented in this chapter.
Many of the approximations used to compute the Green or vertex functions are
given by taking into account only a subset of all diagrams contributing to that
function. This may be either a finite set like in perturbation theory or an infinite
one like in the random phase approximation. We call this approach a diagrammatic
approximation and assume that apart from choosing only a subset of diagrams
no further approximation is done. Since all discussed relations are linear in the
vertex functions it follows that if two distinct diagrammatic approximations satisfy
a given relation each, so does their sum.
Consider a diagrammatic approximation to a multi-particle Green or vertex
function. The condition for the approximation to fulfill the relation (3.18b) or
(3.18c) under permutations of particles is that the set of diagrams taken into ac-
count is invariant under those permutations. For instance neither of the diagrams
in Figure 3.5 alone fulfills the relation (3.18c). The approximation given by the
sum of diagram (a) and (b) in Figure 3.5 satisfies a part of (3.18c), namely
γ
Pj′|j
Pq′|q(Pω
′|ω) = ζPγj′|jq′|q(ω′|ω). (3.114)
The same is true for the sum of (c) and (d). The sum of (a) and (c) satisfies
γ
j′|Pj
q′|Pq(ω
′|Pω) = ζPγj′|jq′|q(ω′|ω), (3.115)
so does the sum of (b) and (d). The sum of (a) and (d) satisfies
γ
Pj′|Pj
Pq′|Pq(Pω
′|Pω) = γj′|jq′|q(ω′|ω), (3.116)
as does the sum of (b) and (c). Only the sum of all four diagrams fulfills the com-
plete relation (3.18c). In practice one will exploit the symmetry imposed by (3.18c)
to reduce the number of components which have to be evaluated directly. For in-
stance, it would be sufficient to calculate one of the four diagrams in Figure 3.5
and use the result to derive the other three diagrams via (3.18c).
Since complex conjugation of a Green function interchanges creation and an-
nihilation operators it reverses the direction of lines in diagrams. This results in
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Figure 3.5: Examples of diagrams contributing to the two-particle vertex function
γ1′2′|12. The external indices represent contour index, state and frequency, e.g. 1 =
(j1, q1, ω1).
the following criterion for a diagrammatic approximation to comply with equa-
tion (3.20) or (3.22) [or equivalently (3.24a) or (3.24b)]: the set of diagrams taken
into account has to be invariant under reversion of the directed lines combined
with the simultaneous exchange of the external indices j with j′, q with q′, and
ω with ω′. For example, reversing the direction of all lines in Figure 3.5 (a) and
interchanging 1 with 1′ and 2 with 2′ reproduces the same diagram. Hence an
approximation to the two-particle vertex function consisting only of this single
diagram complies with (3.22). The same holds for Figure 3.5 (d). The diagram in
Figure 3.5 (b) is mapped onto that of Figure 3.5 (c) by complex conjugation and
vice versa. The approximation given by their sum fulfills (3.22). Similarly to the
rules for permutation of particles, one will use (3.20) or (3.22) in practice in order
to reduce the number of components one has to evaluate directly.
The theorem of causality for the vertex function has been proven in section 3.3.3
for each single diagram; the theorem of analyticity is a direct consequence of it.
Therefore both theorems hold in any diagrammatic approximation to the vertex
functions. Given the causal features of the noninteracting single-particle Green
function, also the theorem of causality for the interacting multi-particle Green
function can be proven to hold for any single diagram. The proof is analogous
to the one for the diagrams of vertex functions given in section 3.3.3. That’s
why the theorems of causality and analyticity for the Green functions hold in any
diagrammatic approximation as well.
The proof of the KMS condition (3.77) for the vertex functions has been per-
formed diagram per diagram. The same applies to the special form (3.95) which
brings about (3.106a) and (3.106b). Hence (3.77) and (3.106a), (3.106b) hold
in any diagrammatic approximation to the vertex functions. Again, an analo-
gous proof for the diagrams of the interacting Green function can be formulated,
showing that equations (3.72), (3.104a), and (3.104b) hold in any diagrammatic
approximation to the Green functions.
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3.6 Conclusion
In the present chapter we have derived general properties of the multi-particle
Green and vertex functions in equilibrium and non-equilibrium stationary state.
The knowledge of these real time (frequency) features is mandatory for the imple-
mentation of the fRG within Keldysh formalism. The conservation of the discussed
properties will be a guideline in the search for suitable flow parameters of the fRG
in the next chapter. And attacking an advanced frequency dependent approxi-
mation scheme of the fRG in chapter 6 would be simply impossible without the
information on the connection between the different components of the vertex
functions that has been gathered in this chapter. The discussed relations may also
be helpful in order to adapt other equilibrium techniques based on Green or vertex
functions to Keldysh formalism.
The properties of the Green functions have been derived directly from their
definition as expectation value of contour ordered operator product. The corre-
sponding equations for the vertex functions have been obtained from the rules for
the evaluation of irreducible diagrams.
We have surveyed the relations for permutations of particles (3.18b, 3.18c) and
complex conjugation (3.20, 3.22) and cast them into the form convenient in prac-
tical use. In section 3.3.3 we have formulated the causality theorem and identified
the components of the Green and vertex functions which are analytic in a certain
half plane of the corresponding frequency arguments. Remarkably, our derivation
does not use the Lehmann representation. This fact is highly advantageous due
to the unwieldy form the latter acquires in the multi-particle case. The analytic
features should be maintained throughout any approximation to the Green and
vertex functions, otherwise the fundamental property of causality is violated.
A major part of the chapter has been devoted to the study of the KMS con-
ditions which hold in equilibrium and are rooted in the fact that the density
matrix then corresponds to a time evolution in imaginary time. We have worked
out the constraints which equilibrium imposes on the multi-particle functions.
They are given by the relationships (3.72, 3.77) to the multi-particle functions of
the time reversed system. The connection to the FDT for single-particle func-
tions has been extensively discussed. In particular we have determined the reason
for its special form (3.55) for n = 1: it follows from the peculiar single-particle
property (3.17). Furthermore, we identified an important class of systems with
special behaviour (3.80) under time reversal which allow for a simplified formula-
tion (3.104, 3.106) of the multi-particle FDT. The single impurity Anderson model
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studied in chapter 6 is member of this class.
Finally we discussed how the properties in question relate to diagrammatic ap-
proximations. We found that the set of diagrams taken into account should be
invariant under permutations within the incoming and within the outgoing exter-
nal indices and invariant under reversal of the directed lines. Then the relations
for permutation of particles and complex conjugation hold and reduce consider-
ably the number of independent components which simplifies a treatment of the
problem. Causal features and KMS conditions are preserved automatically in any
diagrammatic approximation.
In the next chapter we will see that approximations to the flow equations of
the fRG often destroy causality and the KMS conditions. These properties will be
found to be preserved when the flow parameter respects the corresponding features
of the noninteracting single-particle Green function.
4 The functional renormalization group
In the introduction to this chapter we briefly report on the problem of infrared
divergencies which arises in the perturbative treatment of low dimensional Fermi
systems, and present renormalization group (RG) methods as a tool to tackle these
systems. As a special type of RG we introduce the functional RG (fRG) whose
extension to Keldysh formalism is the main topic of this thesis. In section 4.2 we
derive the fRG flow equations for the vertex functions by a classification of the dia-
grams involved. This procedure is applicable as well within Keldysh as within Mat-
subara formalism. The discussion of flow parameters in section 4.3 prepares the
ground for the specific applications of the Keldysh fRG described in later chapters.
After a short review of the real frequency cut-off used in earlier works we propose
two new choices of flow parameters: an imaginary frequency cut-off (within the
real frequency Keldysh formalism) and a hybridization flow parameter.
4.1 Introduction
The problem of infrared divergencies
The relevant energy scales of interacting quantum many-body systems are typically
spread over several orders of magnitude. First the different energy contributions
the Hamiltonian may be of various sizes; for example magnetic interactions are
usually much weaker than Coulomb interactions. Additionally, the energies of
single-particle excitations are given by distances of single-particle levels and are
often on a much lower scale; for instance the level spacing in a tight binding chain
is proportional to the band width divided by the number of sites and therefore very
small for long chains. Finally correlation effects can lead to the emergence of new
scales which characterize the existence of mere many-body effects; those scales are
typically very low. An example is the Kondo effect which appears at temperatures
lower than the Kondo scale which is exponentially small in the interaction.
Conventional perturbative approaches to such systems which treat all energy
scales at once often fail for low dimensional fermionic systems, producing expres-
sions which diverge at low energies. Consider for example the g-ology model of
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Figure 4.1: Second order diagrams from the particle-particle and the particle-hole chan-
nel which contribute to the renormalization of backscattering and inter-branch forward
scattering in the g-ology model. The dots are (anti-symmetrized) interaction vertices,
the lines are free propagators. At the specified momenta and frequencies both diverge
logarithmically for ω → 0.
a one-dimensional Fermi gas [Sól79]. It is based on a single-particle dispersion
consisting of two linear branches around ±kF,
ǫk = vF(|k| − kF), (4.1)
which are restricted to a band of width 2D,
kF − D
vF
≤ |k| ≤ kF + D
vF
. (4.2)
Interactions between the Fermions are characterized by constant amplitudes gi,
i = 1, . . . 4 for backward, forward and Umklapp scattering. Figure 4.1 shows two
second order diagrams which contribute to the renormalization of the backscat-
tering g1 and the inter-branch forward scattering g2. For the specified momenta
and frequencies each of them is proportional to log(|ω| /D) at T = 0, µ = 0, pro-
ducing a logarithmic divergence for ω → 0 [Sól79]. Another example is given by
the second order scattering matrix for the Kondo model which leads as well to a
logarithmically divergent term log(|ω| /D) [Hew93].
The mechanism producing the logarithmic divergencies is the same in both cases
and given by a sum of the retarded Green function times Fermi function over a
dense set of states. For T = 0, µ = 0 and a smooth density of states it can be
evaluated as
−
∑
k
n−(ǫk)
ω − ǫk + i η ∼ −
0∫
−D
dǫ
1
ω − ǫ+ i η = log
|ω|
D
, for |ω| ≪ D, (4.3)
where we assumed a one-dimensional bulk as example. The sharp edge of a low
temperature Fermi function leads to an imbalance between energies below and
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above the chemical potential. Contributions arising from the integration of the
propagator over energies below the chemical potential have no cancelling counter-
parts above the chemical potential because the latter are suppressed by the Fermi
function.
In the more general case of finite level spacing ∆ǫ ≪ D, finite temperature T
and finite decay rate η the result is approximately
−
∑
k
n−(ǫk)
ω − ǫk + i η ∼ log
max
(|ω| ,∆ǫ, T, η2/D)
D
. (4.4)
The finite scales obviously prevent a logarithmic divergence. In section 4.3 they
will inspire the search for regularizing flow parameters for the renormalization
group.
The idea of the renormalization group
A successful approach to systems with infrared divergencies is given by renor-
malization group (RG) techniques which are based on the idea of treating energy
scales successively from high to low [Wil74]. The core idea is to split the system’s
free propagation into a high and a low energy part,
g = hΛ + lΛ, (4.5a)
where hΛ = 0 for energies significantly lower than Λ, (4.5b)
and lΛ = 0 for energies significantly greater than Λ. (4.5c)
(Λ is a superscript here, not an exponent.) The meaning of “energies” in this
context depends on the precise RG scheme and can be e.g. the single-particle
energy associated with the state index of the propagator or the frequency argument
of the propagator; in Matsubara formalism also the imaginary frequency. The
flow parameter Λ is varied from ∞ to 0 which generates the so called RG flow as
described now.
The first RG schemes which were introduced to handle infrared divergencies in
fermionic condensed matter problems are in conceptual analogy to Anderson’s poor
man’s scaling [And70]. The system propagation is restricted to its low energy part,
gΛ = lΛ. The high energy propagation hΛ is accounted for by incorporating it in
effective many body interactions which replace the bare interaction vertices. Since
hΛ has no support at low energies, the computation of the effective interactions
does not suffer from infrared divergencies. In this sense the flow parameter Λ
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is said to “regularize” the divergencies. At Λ = ∞ the system propagator is
unchanged and the effective interactions are equal to the bare ones. When Λ is
lowered, a flow equation indicates how the effective interactions have to be changed
in order to keep physical variables independent of the flow parameter Λ. In this
way the effective interactions absorb successively lower energy scales approaching
the infrared divergencies in a controlled fashion.
If one restricts the analysis to low energy properties, often some of the effective
interactions vanish for Λ approaching zero. Models which differ only by such “RG
irrelevant” interactions therefore have the same low energy properties. The RG
flow maps a class of equivalent models onto one representative whose low energy
properties apply to the whole class. For example the low energy features of the
Tomonaga-Luttinger model are characteristic for a large set of one-dimensional
interacting Fermi systems called Luttinger liquids, see section 5.1.
The functional RG
The semi-group law of the RG [Sal01] shows that the effective interactions are iden-
tical to the connected amputated Green functions computed with the propagator
gΛ = hΛ. Hence their flow equations coincide with the ones of Polchinski’s RG
for the connected amputated Green functions [Pol84]. Instead of the connected
amputated Green functions one can study as well the flow of other types of Green
or vertex functions, from which the physical observables can be deduced. The
corresponding set of exact flow equations is usually derived from the generating
functional of the respective multi-particle functions, whence those RG schemes
are usually called functional RG (fRG). Certain choices of functions are especially
suitable for approximations to the flow equations. Examples are Wick ordered
Green functions [Sal98] or the one-particle irreducible vertex functions defined in
section 3.2 [Wet93, Mor94, Sal01]. The latter are particularly advantageous for an
RG treatment since they incorporate all closed propagator loops, hence all parts
liable to infrared divergencies, but no reducible tree-like structures. Also the possi-
bility to feed back the self-energy non-perturbatively into the RG flow is an decisive
advantage of using the one-particle irreducible vertex functions. This scheme has
proven to provide a successful approach to the physics of diverse low-dimensional
correlated electron problems [Met05, Med07].
Compared to other RG methods the fRG benefits from two major advantages.
First it is not restricted to effective field theories but can be directly applied to
microscopic models with physically meaningful energy scales. All possible ratios of
all relevant energy scales can be studied, not only low energy asymptotics. Second,
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the possibility of well-founded truncations of the hierarchy of flow equations at
different levels (see section 4.2) provides a systematic scheme for approximations.
Simple approximation schemes are on the one hand analytically transparent and
on the other hand numerically sufficiently fast to tackle “large” systems, that is
systems with many interacting degrees of freedom.
Non-equilibrium RG
Most of the applications of the fRG up to now are formulated within the equi-
librium Matsubara formalism. In recent years, first attempts have been made to
implement the fRG within the framework of Keldysh formalism [Jak03, Gez07b,
Gez07a, Jak07a]. Apart from providing a unified approach to equilibrium and non-
equilibrium situations, Keldysh formalism has the advantage of being constructed
on the real time and frequency axis whereas the imaginary times and frequencies
of Matsubara formalism need to be analytically continued to the real axis when
computing physical observables.
There exist other RG approaches to non-equilibrium than the functional one,
each having individual advantages and restrictions. Some perturbative RG appli-
cations are tailored to specific systems like the Kondo model [Ros03] or a field
theoretical model for the investigation of quantum criticality [Mit06] and are not
embedded in the framework of a more general non-equilibrium RG technique. Such
a framework is provided for example by the real time RG [Sch00, Sch09a]. This
method starts out from the exact diagonalization of the decoupled interacting
part of the system. Therefore it is naturally restricted to few interacting degrees
of freedom. Since it treats the coupling to the reservoirs as perturbation it can
be considered as complementary to the functional RG we are going to present
here, where the reservoirs are integrated exactly (compare section 2.4) and the
interaction is considered as perturbation. Wegner’s flow equation method pro-
vides an alternative “RG-like” approach to non-equilibrium, but up to now was
also only used for small systems [Keh05]. Some primarily numerical RG methods
have been recently adapted to non-equilibrium. The recently developed scattering-
states numerical renormalization group [And08b] is also restricted to systems with
few interacting degrees of freedom and still needs large computational resources in
order to achieve acceptable numerical accuracy. Time dependent density matrix
renormalization group [Bou08, HM09] is a powerful tool for analysing the transient
region; the challenge for this method is to reach the stationary state.
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4.2 The flow equations
The flow equations for the specific Green or vertex functions in question can be
derived from the flow of the generating functional. This procedure is well es-
tablished within Matsubara formalism [Sal98, Sal01] and can also be adapted to
Keldysh formalism [Gez07b]. There is however an equivalent way to derive the flow
equations on a merely diagrammatical level [Jak03, Jak07a]. We shortly sketch
this procedure which is less involved and opens a way to compare the fRG with
diagrammatical approximations.
Recall from section 3.2 that the n-particle vertex function γn is defined as the
sum of all one-particle irreducible diagrams with n amputated incoming lines and
n amputated outgoing lines. A diagram dn contributing to γn consists of vertices
which represent the two-particle interaction and which are connected by directed
lines representing the reservoir dressed single-particle Green function g of the dot.
Remember that we use the reservoir dressed dot Green function as free propagator
since section 2.4.
The fRG is initiated by making the free propagator depend on a flow parameter
Λ,
g = gΛ, (4.6)
where gΛ usually suppresses propagation at energies below Λ. Equation (3.11)
shows that the value of each diagram dn is a functional of the free propagator and
therefore depends on Λ, dn = d
Λ
n ; this in turn makes the vertex function depend
on Λ, γn = γ
Λ
n . The individual lines g
Λ enter the value of an irreducible diagram
dΛn multiplicatively. Consequently the derivative ∂d
Λ
n/∂Λ is given by product rule
as sum over all diagrams d′Λn which are identical to d
Λ
n except for having one
differentiated Green function ∂gΛ/∂Λ among its lines. Let us represent ∂gΛ/∂Λ
diagrammatically by a crossed out line. In order to determine
∂γΛn
∂Λ
=
∑
dΛn contributing
to γΛn
∂dΛn
∂Λ
=
∑
dΛn contributing
to γΛn
∑
d′Λn contributing
to ∂dΛn/∂Λ
d′
Λ
n (4.7)
we thus have to calculate the sum off all diagrams d′Λn which result from crossing
out any line in any diagram dΛn contributing to γ
Λ
n .
Imagine amputating temporarily the crossed out line from a diagram d′Λn . As
d′Λn was irreducible, the remaining part is still connected and of such structure
that it becomes irreducible when the crossed out line is reinstalled. Therefore
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Figure 4.2: (a) Two diagrams d′
Λ
2 contributing to ∂γ
Λ
2 /∂Λ, both deduced from the
same diagram dΛ2 . The dots are interaction vertices, the lines are free propagators g
Λ and
the crossed out lines represent sΛ ≡ ∂gΛ/∂Λ. The one-particle irreducible sub-diagrams
connected to a ring are marked by gray underlays. The ring structure of both diagrams
is different. (b) When adding up all rings with the same structure, the sub-diagrams sum
to vertex functions. (c) Resumming the self-energy insertions yields full propagators GΛ
(double lines) and the single scale propagator SΛ (crossed out double lines).
it consists of a chain of irreducible sub-diagrams connected by single lines which
becomes a closed ring when the crossed out line is reinstalled. Let us call a
connected diagram a ring when each vertex is attached to precisely two internal
lines. Except for multiplicity [which cancels just the prefactors of symmetry and
equivalent lines occuring in (3.11)], the diagrams d′Λn are then given exactly by the
set of all possible rings of irreducible sub-diagrams closed by a crossed out line; for
an example see Figure 4.2(a). In order to determine ∂γΛn /∂Λ =
∑
d′Λn let us first
add up all diagrams d′Λn which have identical ring structure and differ only in the
form of the irreducible sub-diagrams. The summation of all possible sub-diagrams
then yields vertex functions connected to a ring, see Figure 4.2(b). In the next
step we add up all rings of vertex functions which are identical except for different
number of self-energy insertions. We obtain full Green functions
GΛ = gΛ + gΛΣΛgΛ + . . . (4.8)
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and one so called single scale propagator
SΛ =
(
1 + gΛΣΛ + . . .
)
sΛ
(
1 + ΣΛgΛ + . . .
)
(4.9a)
= GΛgΛ
−1
sΛgΛ
−1
GΛ, (4.9b)
with sΛ =
∂gΛ
∂Λ
(4.9c)
closing the ring; compare Figure 4.2(c). In equations (4.8) and (4.9a) products
involve summation over states and contour indices.
Concluding, ∂∂Λ(γ
Λ
n )
j′|j
q′|q(ω
′|ω) is determined as follows: Draw all rings consisting
of vertex functions γΛ2 , γ
Λ
3 , . . . , γ
Λ
n+1 which have the external indices q
′
1, . . . , qn,
j′1, . . . , jn, ω
′
1, . . . , ωn all in all and which are connected to rings by full propagator
lines and exactly one full crossed out propagator representing SΛ. Evaluate these
diagrams as usual, that is by equation (3.11) with vertex functions taking the role
of normal vertices and the propagators GΛ, SΛ instead of g. Because of the special
ring structure and the distinguished position of the crossed out line there is no
need for prefactors corresponding to symmetries or equivalent lines. When one uses
the simplified representation that exploits frequency conservation [analogously to
equation (3.11) as simplification of (3.8)], the value of a ring diagram is hence
ζnloopζP
(
2π
i
)n−1 [∏( i
2π
)m−1
γΛm
] [∏
GΛ
]
SΛ. (4.10)
We note in passing that the flow equations for the Matsubara fRG can be derived
in complete analogy. In equation (4.10) each factor i /2π has to be replaced by
(−1/β) then.
The resulting flow equations form an infinite coupled hierarchy where the flow
of the n-particle vertex functions, ∂γΛn /∂Λ, is a functional of Σ
Λ, γΛ2 , . . . , γ
Λ
n+1. For
example the flow equations for the one- and two-particle vertex function read
∂
∂Λ
ΣΛ1′|1 = ζ
i
2π
γΛ1′2′|12 S
Λ
2|2′ (4.11)
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and
∂
∂Λ
γΛ1′2′|12 = ζ
i
2π
γΛ1′2′3′|123 S
Λ
3|3′ (4.12a)
+
i
2π
γΛ1′2′|34 S
Λ
3|3′ G
Λ
4|4′ γ
Λ
3′4′|12 (4.12b)
+
i
2π
γΛ1′4′|32
[
SΛ3|3′ G
Λ
4|4′ +G
Λ
3|3′ S
Λ
4|4′
]
γΛ3′2′|14 (4.12c)
+ ζ
i
2π
γΛ1′3′|14
[
SΛ3|3′ G
Λ
4|4′ +G
Λ
3|3′ S
Λ
4|4′
]
γΛ4′2′|32. (4.12d)
Here we use shorthands like
γΛ1′2′|12 ≡ γΛ2
α′1α
′
2|α1α2
q′1q
′
2|q1q2
(ω′1ω
′
2|ω1ω2), (4.13)
and indices occuring twice in a product implicate summation over state and
Keldysh indices and integration over independent frequencies. We used the con-
vention corresponding to equation (3.11) exploiting time translational invariance;
hence there is only on independent internal frequency to be integrated over in
(4.11) and in each addend of (4.12). We call the contributions (4.12b), (4.12c),
and (4.12d) to the flow of γΛ1′2′|12 particle-particle, exchange particle-hole, and di-
rect particle-hole channel, respectively. Figure 4.3 provides a sketch of the flow
equations (4.11) and (4.12).
With increasing particle number n it becomes more and more difficult to handle
the increasing amount of frequency, state, and Keldysh index dependencies in the
flow equation of γn, as well analytically as numerically. In order to solve the set
of flow equations one often uses the following approximations:
• Neglecting the flow of γΛn0 for some n0 by setting by setting it constant to
its starting value, γΛn0 ≡ γΛstartn0 . This can often be justified by the scaling
behaviour of the γΛn and truncates the hierarchy of flow equations to those
of γΛ1 , . . . , γ
Λ
n0−1
. The results obtained from the truncated flow equations are
exact in order n0 − 1 of the two-particle interaction.
• If necessary simplifying or parameterizing the frequency, state or Keldysh
index dependence of the remaining vertex functions.
The lowest reasonable order of truncation is given by n0 = 2. Usually the two-
particle vertex function is given by the bare interaction vertex at the start of the
flow,
γΛstart2 = v, (4.14)
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Figure 4.3: Diagrammatic representation of the flow equations (4.11) and (4.12). Full
lines denote interacting Green functions GΛ, crossed out lines denote the single scale
propagator SΛ. Lines carrying external indices are amputated.
so that the remaining flow equation for the self-energy in this truncation reads
∂
∂Λ
ΣΛ1′|1 = ζ
i
2π
v1′2′|12 S
Λ
2|2′ (4.15)
4.3 Flow parameters
4.3.1 Criteria for the choice of the flow parameter
Up to now we did not specify how precisely the flow parameter Λ is introduced
into the free propagator in equation (4.6). The choice is limited by the technical
precondition that the vertex functions at the beginning of the flow γΛstartn can
be computed exactly or in some reasonable approximation. A possible but not
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mandatory starting point is e.g. given by gΛstart = 0 which brings about ΣΛstart =
0, γΛstart2 = v, γ
Λstart
n = 0, n ≥ 3.
If one was able to solve the hierarchy of flow equations exactly, the resulting
exact solutions at the end of the flow γn = γ
Λstop
n , n = 1, 2, . . . would not depend on
the chosen flow parameter. However, since approximations to the flow equations
are necessary in practice, different sorts of flow parameters may be more or less
advantageous.
Regularization of infrared divergencies
If a treatment of the model in perturbation theory exhibits infrared singularities,
those should be regularized by the flow parameter in order to obtain manageable
flow equations. Equation (4.4) suggests several possibilities how to construct a
regularizing flow parameter. The level spacing cuts off the divergence in (4.4)
since it ensures a certain distance of the energies from the pole of the resolvent.
This principle can be generalized to a continuous density of states by opening
a band gap around the chemical potential and close it in a controlled fashion.
That idea is at the heart of Anderson’s poor man’s scaling approach to the Kondo
model [And70] and has been used in numerous RG treatments with momentum
cut-offs and similar flow parameters since then.
In equation (4.4) also temperature serves as regulator. More generally one
can broaden the step of the Fermi function and then make it narrower again
in a controlled manner. Flow parameters acting in that way are temperature
itself [Hon01a, Hon01b] and the imaginary frequency cut-off which we present in
section 4.3.3. We consider it to be the Keldysh counterpart of the imaginary
frequency cut-off
gΛeq(iωm) = Θ(|ωm| − Λ)geq(iωm) (4.16a)
= Θ(|ωm| − Λ) e
iωm0+
iωm − ǫ+ µ (4.16b)
often used in Matsubara fRG studies of low dimensional systems [Med07]. In
that sense also (4.16) regularizes by broadening the Fermi function. This concept
is however not as clearly visible in Matsubara formalism, where calculations are
performed on the imaginary frequency axis and particle statistics are not encoded
in the Fermi function but in the appearance of discrete Matsubara frequencies.
Finally equation (4.4) shows that also decay rates are a possibility to cut-off
the infrared divergence. By smearing out the resonance energies they prevent the
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Figure 4.4: (a) Infrared divergencies arise when the sharp step of the Fermi function
occurs within a dense single-particle spectrum. (b) Regularization of the divergence by
suppressing states close to the chemical potential. (c) Regularization of the divergence
by broadening the Fermi function. (d) Regularization of the divergence by enhancing the
decay rate.
formation of a sharp singularity. Figure 4.4 shows a sketch of the mentioned ways
to regularize infrared divergencies.
Conservation of identities
The precise form of the flow parameter also determines if identities satisfied by
the exact solution are also fulfilled by the solution computed from a truncated
set of flow equations. The reason is that truncated flow equations describe only
a part of the flow (ideally the most relevant one). As a consequence the final
solution at Λ = 0 incorporates still pieces of gΛ with Λ 6= 0 which have not been
transformed to gΛ=0 during the flow due to the missing part in the flow equations.
These remnants of gΛ 6=0 can spoil exact properties of the final solution. Consider
for example the case that gΛ at Λ 6= 0 violates the causality relation discussed in
section 3.3.3. Then the vertex functions γn = γ
Λ=0
n resulting from a truncated flow
violate the causality relation as well. The reason is that the causality relation for
the vertex function is based on that for the free propagator (compare the proof in
section 3.3.3) which is not valid for the shares of gΛ 6=0 still present in γΛ=0n . A more
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subtle example is given by KMS conditions (section 3.4) when the flow parameter
is chosen to be the temperature, Λ = T . Then gΛ satisfies in equilibrium the KMS
conditions during all the flow, but with changing parameter β = 1/T = 1/Λ. The
solution γΛ=T0n of a truncated set of flow equations contains contributions from
all temperatures T ≥ T0 and therefore does not fulfill the KMS conditions which
rely on a single well defined temperature. Indeed, any flow parameter influencing
the particle distribution evokes a violation of the KMS conditions at the end of
a truncated flow. Analogous arguments can be formulated for all possible pairs
of corresponding identities for Green and vertex functions. Therefore the choice
of the flow parameter has to take into account what properties are important to
conserve for the specific model under consideration.
We now discuss some possible choices of flow parameters in detail. Since we
are interested in finite mesoscopic systems, where momentum is no good quantum
number, we do not elaborate on the momentum cut-off. The momentum cut-off
is an interesting option for the investigation of bulk systems.
4.3.2 Real frequency cut-off
Definition of the cut-off and single scale propagator
A straightforward adaption of the flow parameter (4.16) from Matsubara fRG to
the Keldysh formalism seems to be
gi|i
′,Λ(ω) = Θ(|ω| − Λ)gi|i′(ω), i, i′ = ±, (4.17a)
or equivalently
gα|α
′,Λ(ω) = Θ(|ω| − Λ)gα|α′(ω), α, α′ = 1, 2. (4.17b)
The free single scale propagator then is
sΛ(ω) =
∂
∂Λ
gΛ(ω) = −
∑
±
δ(±ω − Λ)g(±Λ). (4.18)
The expression for the full single scale propagator
SΛ(ω) =
[
1− gΛ(ω)ΣΛ(ω)]−1 sΛ(ω) [1− ΣΛ(ω)gΛ(ω)]−1 (4.19)
contains as well Θ as δ functions. This combination can be evaluated by going
back to continuous replacements
Θǫ(ω), δǫ(ω) =
d
dω
Θǫ(ω) (4.20)
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where Θǫ(ω) converges pointwise to Θ(ω) for ǫ→ 0. The Morris Lemma [Mor94]
states that
lim
ǫ→0
δǫ(±ω − Λ)f
(
Θǫ(±ω − Λ), ω
)
= δ(±ω − Λ)
1∫
0
dθ f(θ, ω) (4.21)
for any continuous function f(θ, ω). The use of
1∫
0
dθ
[
1− θgΣΛ]−1 g [1− θΣΛg]−1 = [ΣΛ − θΣΛgΣΛ]−1 ∣∣∣1
0
(4.22a)
=
[
g−1 − ΣΛ]−1 (4.22b)
leads to
SΛ(ω) = −
∑
±
δ(±ω − Λ)GΛ(±Λ) (4.23)
where GΛ(±Λ) is meant to be evaluated with Θ(0) = 1. The fact that the single
scale propagator has only support at ω = ±Λ (being thus restricted to a “single
scale”) simplifies computations considerably: the δ-function cancels the integration
over the only free internal frequency which appears in the ringlike diagrams of the
flow equations.
Problems of the real frequency cut-off
When the cut-off (4.17) was used to study transport properties of interacting
systems in non-equilibrium [Jak03, Gez07b], a number of drawbacks have been
observed. One major problem of the cut-off (4.17) consists in the violation of
causality. Since the step function Θ(z) has a branch-cut along the imaginary axis
of z, the analytic properties of gΛ(ω) are in contradiction to the theorem of causal-
ity (see section 3.3.3): gΛ(ω) being nonanalytic in the upper half plane implies
that gRetΛ(t|t′) = g2|1 Λ(t|t′) does not vanish for t′ > t. Therefore the vertex func-
tions resulting from a truncated set of flow equations do not fulfill the causality
relation even at the end of the flow, as explained in section 4.3.1. This insufficiency
becomes most clearly visible in two effects: Firstly, the relations G1...1|1...1 ≡ 0,
γ2...2|2...2 ≡ 0, which often simplify calculations significantly, can no longer be
used. Secondly and more severely, the Green functions G21...1|1...1, G121...1|1...1,
. . . , G1...1|1...12 and vertex functions γ12...2|2...2, γ212...2|2...2, . . . , γ2...2|2...21 behave
in contradiction to their interpretation as response functions (compare [Hao81]).
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For example, the fact that G2|1(t|t′) = GRet(t|t′) does not vanish for t′ > t implies
nonsensically that some effect precedes the cause. This may have strange and un-
expected consequences. For example in the lowest order truncation scheme (4.14)
the flow induced by the real frequency cut-off can produce a constant non-vanishing
anti-Hermitian part of Σc(ω) [Gez07b],
1
2
(
Σc − Σc†
)
= const. 6= 0. (4.24)
The fluctuation dissipation theorem (3.58) however demands in equilibrium
1
2
(
Σc − Σc†
)
=
1
2
ΣK =
[
1
2
− n−(ω)
] (
ΣRet − ΣAv) , (4.25)
which changes sign at ω = µ. Through back-coupling into the flow such inconsis-
tencies can spread to other components of the vertex functions and are increasingly
difficult to discern and filter out in higher order truncation schemes.
The cut-off (4.17) has also been found to involve some numerical difficulties.
In a study of the single impurity Anderson model [Gez07b] it was found in the
lowest order truncation scheme and for sizeable interaction strengths that ∂ΣΛ/∂Λ
features discontinuous steps. This makes it hard for numerical solvers of differential
equations to trace the flow. In an investigation of a long interacting quantum
chain [Jak03] it turned out that the numerical computation of the flow along the
real frequency axis which is generated by the flow parameter (4.17) is significantly
slower than the one generated in equilibrium formalism by (4.16), restricting in
this way the maximal size of treatable systems. The reason is that the propagator
1/(ω − ǫ − ΣRet) has poles close to the real frequency axis which produce sharp
features in the flow equations along the real axis but only smooth features on
the imaginary axis. When the system size is increased, the increasing number of
resonances slows down the numerical integration of the flow along the real axis
compared to the one along the imaginary axis.
Modifications of the real frequency cut-off
Reference [Jak03] modifies the flow equation for the self-energy resulting from the
cut-off (4.17) in order to circumvent a violation of the causality relation. In the
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lowest order truncation scheme (4.15) the flow equations for the self-energy
∂ΣRetΛq′|q
∂Λ
=
∂ΣAvΛq′|q
∂Λ
=
i
4π
∑
±
∑
p,p′
vq′p′|qp
[
GKΛpp′ (±Λ) +G1|1 Λpp′ (±Λ)
]
, (4.26a)
∂ΣKΛq′|q
∂Λ
=
∂Σ
2|2 Λ
q′|q
∂Λ
=
i
4π
∑
±
∑
p,p′
vq′p′|qp
[
GRetΛpp′ (±Λ) +GAvΛpp′ (±Λ)
]
, (4.26b)
obviously violate causality with ∂Σ2|2 Λ/∂Λ 6= 0. [That’s why G1|1 6= 0 has to be
taken into account in (4.26a).] In reference [Jak03] they are modified to
∂ΣRetΛq′|q
∂Λ
=
∂ΣAvΛq′|q
∂Λ
=
i
2π
∑
±
∑
p,p′
vq′p′|qpG
<Λ
pp′ (±Λ), (4.27a)
∂ΣKΛq′|q
∂Λ
=
∂Σ
2|2 Λ
q′|q
∂Λ
= 0. (4.27b)
While being the product of an ad-hoc replacement in [Jak03], equations (4.27)
can also be derived systematically by a different choice of flow parameter. For
that purpose the cut-off is introduced into the Fermi functions of the reservoirs by
setting
n
(r) Λ
− (ω) = Θ(|ω| − Λ)n(r)− (ω), (4.28)
so that the Keldysh component (2.62e) of the reservoir self-energy takes the form
Σ(r)res
KΛ
(ω) = − i [1− 2n(r) Λ− (ω)]Γ(r)(ω) (4.29a)
= − i Γ(r)(ω)− 2Θ(|ω| − Λ)Σ(r)res
<
(ω). (4.29b)
The reservoir dressed propagator acquires the Λ-dependence in its Keldysh com-
ponent, such that the single scale propagator is given by
SRetΛ = 0, (4.30a)
SAvΛ = 0, (4.30b)
SKΛ = 2
∑
±
δ(±ω − Λ)GRetΛ(ω)Σ<res(ω)GAvΛ(ω), (4.30c)
= −2
∑
±
δ(±ω − Λ)G<Λ(±Λ), (4.30d)
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from where one finds (4.27). In the step from (4.30c) to (4.30d) we used that
the lesser component of the interacting self-energy does not flow in the truncation
scheme (4.15), ∂Σ<Λ/∂Λ = 0, so that[
Σ<Λ(±Λ) + Σ<Λres (±Λ)
]
= Σ<Λres (±Λ) = Σ<res(±Λ), (4.31)
where the last equality employs the convention Θ(0) = 1.
The continuation of the work from [Jak03] has shown, that the more symmetric
choice of cut-off
n
(r) Λ
− (ω) =
1
2
+ Θ(|ω| − Λ)
[
n
(r)
− (ω)−
1
2
]
(4.32)
instead of (4.28), which leads to
SKΛ = −
∑
±
δ(±ω − Λ)GRetΛ(ω)ΣKres(ω)GAvΛ(ω) = −
∑
±
δ(±ω − Λ)GKΛ(±Λ)
(4.33)
in the truncation scheme (4.15), produced numerically somewhat better results.
Finally we mention that from the viewpoint of regularizing infrared divergencies
presented in section 4.3.1 the choice
Θ(|ω − µ| − Λ) instead of Θ(|ω| − Λ) (4.34)
in (4.17), (4.28) or (4.32) is more appropriate since it is centred around the critical
region at ω = µ.
4.3.3 Imaginary frequency cut-off
Definition of the cut-off
In the previous section we described that the real frequency cut-off (4.17) is not
an optimal adaption of the Matsubara frequency cut-off (4.16) to Keldysh formal-
ism. A first step to find a better Keldysh analogue to (4.16) is to uncover the
presence of the Matsubara frequencies within Keldysh formalism as poles of the
Fermi function. The reservoir dressed propagator (2.87) depends on the Fermi
functions characterizing the occupation of the states in the leads at initial time t0.
These Fermi functions can be computed from the corresponding free equilibrium
propagators g
(r)
eq of the reservoirs at imaginary time − i t = 0: let r = 1, . . . ,M
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distinguish the reservoirs and kr be a single-particle eigenstate in reservoir r, then
n
(r)
− (ǫkr) =
〈
a†krakr
〉
eq,0
(4.35a)
= g(r)eq kr|kr
(− i t = 0) (4.35b)
=
1
βr
∑
ωm
g(r)eq kr|kr
(iωm) (4.35c)
= lim
η→0+
Tr
∑
ωm
eiωmη
iωm − ǫkr + µr
, (4.35d)
where
ωm = ω
(r)
m = (2m+ 1)πTr, m integer, (4.36)
are the Matsubara frequencies. Equation (4.35) allows a direct transfer of the
imaginary frequency cut-off (4.16) to the Fermi function by setting
n
(r) Λ
− (ω) = lim
η→0+
Tr
∑
ωm
Θ(|ωm| − Λ) e
iωmη
iωm − ω + µr . (4.37)
The phase factor eiωm0
+
in the free Matsubara propagator results from the fact
that imaginary time ordering sorts creation operators to the left of simultaneous
annihilation operators. It entails a small complication concerning the starting
point Λ = ∞ of the flow generated by (4.37). When setting
Θ(|ωm| −∞) = 0 for all ωm (4.38)
then obviously
n
(r) Λ=∞
− ≡ 0, (4.39)
corresponding to a completely empty reservoir as starting point of the flow. The
starting value of the self-energy is then especially simple: At n− = 0 there are no
background particles which an extra particle could interact with, and no propaga-
tion of holes is possible. Therefore the interaction part of the self-energy vanishes,
ΣΛ=∞ = 0. (4.40)
On a more formal level this can be derived from the structure of the diagrams
contributing to the self-energy, exploiting
g<(t)|n−=0 = 0, (4.41a)
gc(t)|n−=0 = Θ(t− 0+)g>(t)|n−=0, (4.41b)
gec(t)|n−=0 = Θ(−t− 0+)g>(t)|n−=0, (4.41c)
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Figure 4.5: The diagrams of the particle-particle ladder constitute the initial value of the
two-particle vertex at nΛ=∞− ≡ 0. Dots represent interaction vertices v, lines are reservoir
dressed propagators, the outer lines being amputated.
compare equation (2.35). Note that higher order vertex functions have non-
vanishing contributions at Λ = ∞ from diagrams relying only on extra-particle
propagation. For example the diagrams of the particle-particle ladder depicted in
Figure 4.5 yield a nontrivial starting value for the two-particle vertex function γ2.
Numerical evaluations of the flow however can only start at very large but finite
Λ, approximating a different distribution function,
lim
Λ→∞
n
(r) Λ
− (ω) = lim
Λ→∞
lim
η→0+
Tr
∑
ωm>Λ
(
eiωmη
iωm − ω + µr +
e− iωmη
− iωm − ω + µr
)
(4.42a)
= lim
Λ→∞
lim
η→0+
2Trη
∑
ηωm>ηΛ
ηωm sin(ηωm)− η(ω − µr) cos(ηωm)
η2ω2m + η
2(ω − µr)2
(4.42b)
= lim
Λ→∞
lim
η→0+
1
π
∞∫
ηΛ
dx
sinx
x
(4.42c)
=
1
2
, (4.42d)
where the order of the limits is decisive. The distribution function nΛ→∞− ≡ 1/2
describes a system at infinite temperature as effective starting point. Performing
the limit η → 0+ at very large Λ can obviously be seen as a preliminary flow which
shifts the Fermi function from 0 to 12 . By setting λ = Λη with Λ very large and
constant, this first part of the flow is induced by
nλ− =
1
π
∞∫
λ
dx
sinx
x
(4.43)
with λ flowing from ∞ to 0, compare (4.42c). However, being non-monotonic
makes nλ− in equation (4.43) unfavourably complicated; it is reasonable to consider
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just the very last monotonic shift from 0 to 1/2 and substitute appropriately for
λ in order to obtain
nλ− ≡ λ, (4.44)
with λ flowing from 0 to 12 .
After this first part of the flow the phase factor eiωm0
+
is no longer of importance.
The second and main part of the flow then follows from
n
(r) Λ
− (ω) =
1
2
+ Tr
∑
ωm
Θ(|ωm| − Λ)
iωm − ω + µr (4.45)
where Λ flows from ∞ to 0. Here the series is meant to be evaluated as principal
value for |ωm| → ∞. Note that one can do without the first part of the flow from
n− ≡ 0 to n− ≡ 1/2 if one is able to compute the vertex function at n− ≡ 1/2 by
some other reasonable approximation.
We note in passing, that introducing the cut-off Θ(|ωm| − Λ) into the series
appearing in the identity
n
(r)
− (ω) = 1 + lim
η→0−
Tr
∑
ωm
eiωmη
iωm − ω + µr (4.46)
(note that η < 0 here) leads to the starting point
n
(r) Λ=∞
− ≡ 1 (4.47)
of a completely filled system. For finite Λ it is again equivalent to (4.45).
Physically the flow (4.44) can be interpreted as a shift of the chemical potential
from ∞ to its actual value, the shift being performed at very high temperature.
This motivates the idea to use also the chemical potentials µr as flow parameters.
That opens the possibility of numerous paths the flow can take in the space of
(µ1, . . . , µM ,Λ). Interesting starting points for the flow are represented by equi-
librium with µ1 = . . . = µM or extreme non-equilibrium. In this thesis we restrict
our considerations to the imaginary frequency cut-off Λ as flow parameter, fix-
ing all chemical potentials to their actual values. As opposed to the chemical
potentials, Λ regularizes possible infrared divergencies, as explained now.
Form of nΛ−
By suppressing the poles which are close to the real axis the cut-off (4.45) broadens
the step of the Fermi function at ω = µr. This is one of the two methods to
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regularize infrared divergencies which are discussed in section 4.3.1. The effect of
the cut-off can be understood analytically most easily in the case Λ ≫ Tr, when
the summands in (4.45) vary so few for consecutive Matsubara frequencies that
the series can be approximated by an integral:
n
(r) Λ
− (ω) =
1
2
+ Tr
∑
ωm>Λ
(
1
iωm − ω + µr +
1
− iωm − ω + µr
)
(4.48a)
≃ 1
2
− 2Tr(ω − µr)
2πTr
∞∫
Λ
dx
1
x2 + (ω − µr)2 (4.48b)
=
1
2
[1− sign(ω − µr)] + 1
π
arctan
Λ
ω − µr , Tr ≪ Λ. (4.48c)
For frequencies close to the chemical potential the expansion
arctan
Λ
ω − µr ≃ sign(ω − µr)
π
2
− ω − µr
Λ
, |ω − µr| ≪ Λ (4.49)
yields
n
(r) Λ
− (ω) ≃
1
2
− ω − µr
πΛ
, Tr, |ω − µr| ≪ Λ. (4.50)
Compared to the original Fermi function
n
(r)
− (ω) =
1
e(ω−µr)/Tr +1
≃ 1
2
− ω − µr
4Tr
, |ω − µr| ≪ Tr, (4.51)
the flow parameter Λ simulates an effective temperature
T
(r)
Λ =
π
4
Λ. (4.52)
In this sense the imaginary frequency cut-off (4.45) can be compared to the tem-
perature flow RG [Hon01a, Hon01b]. But in contrast to a Fermi function with
increased temperature the function n
(r) Λ
− (ω) approaches its asymptotic values for
|ω − µr| → ∞ as Λ/(ω − µr), not exponentially: the expansion
arctan
Λ
ω − µr ≃
Λ
ω − µr , |ω − µr| ≫ Λ (4.53)
leads to
n
(r) Λ
− (ω) ≃
1
2
[1− sign(ω − µr)] + Λ
ω − µr , Tr ≪ Λr ≪ |ω − µr| . (4.54)
Figure 4.6 shows the function nΛ−(ω) in comparison to the normal Fermi functions.
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Figure 4.6: Broadening of the Fermi function with Λ = 10×2πT . The dotted line is the
original Fermi function n−. The solid line is the function n
Λ
− with imaginary frequency
cut-off defined in equation (4.45). The approximation (4.48c) would be indistinguishable
from the solid line in this plot. The dashed line shows in comparison a Fermi function with
temperature enlarged to πΛ/4. While it matches nΛ−(ω) for small ω, the high frequency
asymptotics of the two functions are different.
Single scale propagator
Via (4.37) the self-energy (2.62) which the reservoirs contribute to the dot propa-
gation becomes Λ-dependent only in the Keldysh component,
ΣKΛres (ω) = − i
∑
r
[
1− 2n(r) Λ− (ω)
]
Γ(r)(ω), (4.55)
as does the reservoir dressed dot propagator
gKΛ(ω) = gRet(ω)ΣKΛres (ω)g
Av(ω). (4.56)
The retarded and advanced components remain independent of Λ. Consequently
the single scale propagator (4.9a) has the form
SRetΛ = 0, (4.57a)
SAvΛ = 0, (4.57b)
SKΛ(ω) = 2 i
∑
r
∂n
(r) Λ
− (ω)
∂Λ
GRetΛ(ω)Γ(r)(ω)GAvΛ, (4.57c)
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where
∂
∂Λ
n
(r) Λ
− (ω) = −Tr
∑
ωm
δ(|ωm| − Λ)
iωm − ω + µr . (4.58)
SΛ is “single scale” on the imaginary axis as it has only support at |ωm| = Λ. This
can be of analytical and numerical advantage since it cancels the summation over
Matsubara frequencies.
Due to the factor δ(|ωm|−Λ) in the single scale propagator the flow of the vertex
functions features discrete steps whenever Λ passes a Matsubara frequency. It may
be more convenient to use a broadened step function in (4.37) which provides a
smooth flow. A good choice also used for the cut-off (4.16) of the Matsubara
fRG [Ens05] is a linear ramp of width 2πTr (which is exactly the distance between
consecutive Matsubara frequencies),
Θ2πTr(x) =

0, x < −πTr
1
2πTr
(x+ πTr), −πTr ≤ x ≤ πTr
1, πTr < x
(4.59)
with derivative
δ2πTr(x) =
d
dx
Θ2πTr(x) =
{
1
2πTr
, −πTr ≤ x ≤ πTr
0, else,
(4.60)
see Figure 4.7. When Θ2πTr is used instead of Θ in (4.37), then (4.58) is replaced
by
∂
∂Λ
n
(r) Λ
− (ω) = −Tr
∑
ωm
δ2πTr(|ωm| − Λ)
iωm − ω + µr = −
1
2π
∑
±
1
± iωm(Λ)− ω + µr , (4.61)
where ωm(Λ) is defined to be the Matsubara frequency closest to Λ.
Conservation of identities
The propagator gΛ does not fulfill the KMS condition in equilibrium because the
imaginary frequency cut-off (4.37) destroys the grand-canonical particle distribu-
tion. Since the KMS conditions for the vertex functions γn are based on those
of the free propagator, compare section 3.4.4, they are violated as well. If the
flow equations are truncated, even the final solutions γΛ=0n still contain contribu-
tions from gΛ 6=0 and do not satisfy the KMS conditions, as has been argued in
section 4.3.1.
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ωm−1 ωm ωm+1 ωm+2Λ
x
Θ2piT (x− Λ)
δ2piT (x− Λ)
2πT
2πT
Figure 4.7: The function Θ2piT (x − Λ) is a linear ramp of width 2πT centred around
Λ. For every Λ exactly the one Matsubara frequency which is closest to Λ is inside the
window allowed by the function δ2piT (x− Λ).
A consequence of gΛ and sΛ fulfilling the theorem of causality is that the vertex
functions γΛn satisfy the theorem of causality during all the flow, even if the flow
equations are truncated. This can be easily deduced from the fact that the proof of
causality for the γn has been performed for the individual diagrams dn contributing
to γn in section 3.3.3. The proof is based on the structure of the vertices and on
the causality theorem for the lines g. Hence it can be directly transferred to each
single diagram d′n
Λ contributing to ∂γΛn /∂Λ which consists of the same vertices
and of lines gΛ, sΛ, see section 4.2. Truncating the flow equations just means
neglecting certain diagrams d′n
Λ and does not affect those diagrams d′n
Λ which are
taken into account.
The vertex functions also have the correct properties under complex conjuga-
tion (section 3.3.2) during all the flow, even if the flow equations are truncated.
This can be seen with arguments completely analogous to those just used for the
theorem of causality.
Equivalence to fRG in Matsubara formalism
The aim of the cut-off (4.37) is to provide a counterpart to the imaginary fre-
quency cut-off often used in the Matsubara fRG. In equilibrium the flow equations
resulting from the lowest order truncation scheme are indeed identical in both
approaches, as will be shown now.
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Since only the Keldysh component of the single scale propagator is non-vanish-
ing, the flow equation (4.15) in the lowest order truncation scheme reads
∂ΣRetΛq′|q
∂Λ
=
∂ΣAvΛq′|q
∂Λ
= − i
4π
∑
p,p′
vq′p′|qp
∫
dω SK,Λp|p′ , (4.62a)
∂ΣKΛq′|q
∂Λ
=
∂Σ
2|2 Λ
q′|q
∂Λ
= 0. (4.62b)
Note that while equation (4.14) is exact for the Matsubara fRG and the Keldysh
fRG with real frequency cut-off, it is a first order approximation for the Keldysh
fRG with imaginary frequency cut-off. Higher order contributions from the parti-
cle-particle ladder have been neglected, compare the remark after equation (4.41).
The first part of the flow is induced by nλ− = λ with λ flowing from 0 to 1/2, while
the interaction self-energy starts at ΣRetλ=0 = 0. From (4.57c) and ∂nλ−/∂λ = 1
we obtain the single scale propagator
SKλ = 2GRetλ i ΓGAvλ = 2(GAvλ −GRetλ), (4.63)
having applied
GRetλ i ΓGAvλ = GRetλ
(
ΣAvres − ΣRetres
)
GAvλ
= GRetλ
(
GRetλ
−1 −GAvλ−1
)
GAvλ = GAvλ −GRetλ. (4.64)
This last equation exploits the fact that the retarded and advanced interaction
self-energies are identical as follows from the flow equation (4.62a). That flow
equation then takes the form
∂ΣRetλq′|q
∂λ
= i
∑
p,p′
vq′p′|qp
[
GRetλp|p′ (t = 0)−GAvλp|p′ (t = 0)
]
=
∑
p,p′
vq′p′|qpδp,p′ =
∑
p
vq′p|qp, (4.65)
where we evaluated the Green functions at t = 0 via (2.54). Hence the first flow
stops at
Σ
Retλ=1/2
q′|q =
1
2
∑
p
vq′p|qp, (4.66)
which is identical to the result of the Matsubara fRG for the corresponding first
part of the flow from Λ = ∞ to some very large Λ0 [And04].
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The second part of the flow is determined by the single scale propagator
SKΛ(ω) = −2T
∑
ωm
δ(|ωm| − Λ)
iωm − (ω − µ)
[
GAvΛ(ω)−GRetΛ(ω)] , (4.67)
as follows from (4.57c), (4.58) and (4.64). Since GRetΛ(ω) [GAvΛ(ω)] is analytic
in the upper [lower] half plane of ω, it is
∫
dω
GRetΛ(ω)
iωm − (ω − µ) =
{
−2π iGRetΛ(iωm + µ) = −2π iGΛeq(iωm), ωm > 0,
0, ωm < 0,
(4.68a)∫
dω
GAvΛ(ω)
iωm − (ω − µ) =
{
0, ωm > 0,
2π iGAvΛ(iωm + µ) = 2π iG
Λ
eq(iωm), ωm < 0,
(4.68b)
so that
− i
4π
∫
dω SKΛ(ω) = −T
∑
ωm
δ(|ωm| − Λ)GΛeq(iωm) = T
∑
ωm
SΛeq(iωm). (4.69)
Here GΛeq(iωm) denotes the Matsubara Green function and
SΛeq(iωm) = −δ(|ωm| − Λ)GΛeq(iωm) (4.70)
is the single scale propagator resulting from the Matsubara frequency cut-off
(4.16). The flow equation (4.62a) can thus be brought into the form
∂ΣRetΛq′|q
∂Λ
= T
∑
p,p′
vq′p′|qp
∑
ωm
SΛeqp|p′(iωm), (4.71)
which is exactly the flow equation found in the Matsubara fRG [And04].
A small difference between both formalisms occurs when the continuous function
Θ2πT defined in (4.59) is used at finite T instead of the sharp step function. Again
both formalisms yield the flow equation (4.71) but with slightly different forms for
SΛeq. In Keldysh formalism equation (4.70) is then replaced by[
SΛeq
]
Keldysh
(iωm) = −δ2πT (|ωm| − Λ)
[
g−1eq (iωm)− ΣΛeq
]−1
, (4.72)
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whereas in Matsubara formalism [Ens05]
[
SΛeq
]
Matsubara
(iωm) = −δ2πT (|ωm| − Λ)
[
1− gΛeq(iωm)ΣΛeq
]−1
× geq(iωm)
[
1− ΣΛeqgΛeq(iωm)
]−1
. (4.73)
In case of a sharp Θ-function, the Morris Lemma (4.21) and the convention
gΛeq(± i Λ) = geq(± i Λ) make both results coincide with (4.70), compare (4.22b).
In practice, the difference between (4.72) and (4.73) is negligible.
The identity of the flow equations derived in the two formalisms does not per-
sist in higher order truncation schemes, when the flowing self-energy acquires a
frequency dependence. The rule for analytic continuation,
Geq(iωm) = G
Ret/Av(iωm + µ), (4.74a)
Σeq(iωm) = Σ
Ret/Av(iωm + µ), (4.74b)
is based on grand-canonical statistics (see e.g. [Neg88]). Manipulations of the
Matsubara frequencies as done by the cut-offs (4.16) and (4.37) change the par-
ticle statistics and therefore suspend the validity of (4.74). This is why the flow
equations produced by the cut-offs in the two formalisms do not match in gen-
eral. The lowest order truncation scheme constitutes an exception as it produces
a self-energy which does not depend on frequency. The general difference of both
concepts can already be seen at the starting point of the flow. At the beginning
of the Matsubara fRG flow all vertex functions are given by the bare interaction
vertices because higher order diagrams vanish due to gΛ=∞eq = 0. The vertex func-
tions in our Keldysh approach in contrast have initial contributions from mere
extra-particle propagation at the beginning of the flow as mentioned after (4.41).
4.3.4 Hybridization Γ as flow parameter
Definition of the flow parameter
The imaginary frequency cut-off described in section 4.3.3 manipulates the Fermi
functions of the reservoirs. We have discussed the consequence that the KMS
conditions in equilibrium are not satisfied by the solution of a truncated set of
flow equations. For the investigation of certain models this is a major disadvan-
tage. For instance the Fermi liquid behaviour of the Anderson impurity model at
low energy and temperature [see equation (6.11) below] has decisive influence on
the shape of the spectral function. This behaviour heavily relies on equilibrium
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particle statistics, the latter being represented by the KMS conditions in Keldysh
formalism.
In order to preserve the KMS conditions a flow parameter is required which does
not alter the Fermi function. According to the considerations in section 4.3.1, it
is possible to introduce a flow parameter regularizing infrared divergencies by en-
hancing artificially the decay parameter η. For the reservoir dressed dot propagator
this can be achieved by setting
gRetΛ(ω) =
1
ω − ǫ− ΣRet − ΣRetres + iΛ/2
. (4.75)
We can understand this flow parameter as result of an additional renormalization
self-energy
ΣRetΛren (ω) = − i
Λ
2
. (4.76)
If the fluctuation dissipation theorem in equilibrium shall be preserved by this
flow parameter, it is necessary that Σren has a Keldysh component in accordance
with (3.58),
ΣKΛren (ω) = [1− 2n−(ω)]
[
ΣRetΛren (ω)− ΣAvΛren (ω)
]
. (4.77)
Comparing (4.76) and (4.77) with (2.69) and (2.62e) yields the following interpre-
tation of the flow parameter Λ: It describes the hybridization generated by a flat,
wide, uniformly coupled reservoir with the same temperature and chemical poten-
tial as the system. Since ΣRetΛren q′|q(ω) ∼ δq′q does not induce a transition between
different single-particle states q, q′, each state q couples to an individual conserved
quantum number of the reservoir; or one could say each state q is coupled to a
different reservoir.
In non-equilibrium, when different temperatures and chemical potentials are
present in the different reservoirs, the situation is more complicated. In this case
it is not clear, what temperature and chemical potential should be attributed to
Σren. As long as Λ is not much smaller than the Γ
(r) of the original reservoirs,
the additional reservoir will have considerable influence on the form of the non-
equilibrium steady state. In the case of truncated flow equations remainders of
the distorted steady states at Λ 6= 0 will adulterate also the final solution. This
complication can be avoided, if the Γ(r) are all multiples of each other, such that
Γ(r)(ω) = crΓ(ω) as described in (2.106). In that case one can split up Σren and
share it out between the different original reservoirs in such a way that the effective
reservoir distribution function Nres =
∑
r crn
(r)
− (ω) introduced in (2.108) remains
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unchanged. This is achieved by setting
ΓΛ = Γ + Λ, (4.78a)
Γ
(r)
Λ = crΓΛ = Γ
(r) + crΛ. (4.78b)
The reservoir dressed Λ-dependent propagator in then given by
gRetΛ(ω) =
1
ω − ǫ+ i(Γ + Λ)/2 , (4.79a)
gAvΛ(ω) = gRetΛ(ω)†, (4.79b)
gKΛ(ω) =
[
1− 2Nres(ω)
] [
gRetΛ(ω)− gAvΛ(ω)] . (4.79c)
Starting point of the flow
The starting values of the vertex functions at Λ = ∞ can be determined as fol-
lows. For Λ → ∞ the propagator gα|α′ Λ vanishes as 1/Λ whereas ∫ dω gα|α′ Λ(ω)
approaches a finite constant. Hence all diagrams having more internal lines than
integrations over independent frequencies vanish. For a diagram with m two-
particle vertices which contributes to the n-particle vertex function γn the number
of internal lines is 2m− n while the number of integrations over independent fre-
quencies is m − n + 1. Therefore only the first order contributions to the vertex
functions do not vanish for Λ →∞. This can also be understood in terms of time
dependent diagrammatics: Due to the diverging decay rate Λ →∞ only diagrams
which are completely local in time do not vanish. These are exactly the first order
diagrams, namely the Hartree-Fock diagram for the self-energy Σ and the bare
interaction vertex for γ2,
lim
Λ→∞
γΛn = 0, n ≥ 3, (4.80a)
lim
Λ→∞
γΛ2 = v, (4.80b)
lim
Λ→∞
Σ
Ret/AvΛ
q′|q = limΛ→∞
− i
2π
∑
p,p′
vq′p′|qp
∫
dω g<Λp|p′ (ω)
 , (4.80c)
lim
Λ→∞
ΣKΛq′|q = 0. (4.80d)
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In order to evaluate limΛ→∞ Σ
Ret/AvΛ let the states p, p′ be eigenstates of the
single-particle dot Hamiltonian. With
g<Λp|p′ (ω) = −Nres(ω)
[
gRetΛp|p′ (ω)− gAvΛp|p′ (ω)
]
= Nres(ω)
i ΓΛ
(ω − ǫp)2 + Γ2Λ/4
δpp′
(4.81)
and the substitution x = 2(ω − ǫp)/ΓΛ we find
− i
2π
∫
dω g<Λp|p′ (ω) =
1
π
∫
dx
Nres(ǫp + xΓΛ/2)
x2 + 1
δpp′
Λ→∞−−−−→ 1
π
0∫
−∞
dx
1
x2 + 1
δpp′ =
1
2
δpp′ . (4.82)
This result is again independent of the single-particle basis. Its physical interpre-
tation is straightforward: For Λ →∞, the distance of the levels from the chemical
potentials is negligible in comparison to the level broadening. Half of the broad-
ened level being below the chemical potentials and half above, it is half filled in
this limit. Equation (4.80c) thus takes the form
lim
Λ→∞
Σ
Ret/AvΛ
q′|q =
1
2
∑
p
vq′p|qp. (4.83)
The single scale propagator
The components of the free single scale propagator sΛ = ∂gΛ/∂λ are given by
sRetΛ(ω) = − i
2
[
gRetΛ(ω)
]2
, (4.84a)
sAvΛ(ω) = sRetΛ(ω)† (4.84b)
sKΛ(ω) =
[
1− 2Nres(ω)
] [
sRetΛ(ω)− sAvΛ(ω)(ω)] , (4.84c)
and those of the full single scale propagator SΛ = GΛgΛ
−1
sΛgΛ
−1
GΛ by
SRetΛ(ω) = − i
2
[
GRetΛ(ω)
]2
, (4.85a)
SAvΛ(ω) = SRetΛ(ω)†, (4.85b)
SKΛ(ω) = − i
2
GRetΛ(ω)GKΛ(ω) +
i
2
GKΛ(ω)GAvΛ(ω)
− i [1− 2Nres(ω)]GAvΛ(ω)GRetΛ(ω). (4.85c)
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A special situation is given when
ΣKΛ(ω) =
[
1− 2N(ω)] [ΣRetΛ (ω)− ΣAvΛ (ω)] . (4.86)
Then equation (4.85c) is simplified to
SKΛ (ω) =
[
1− 2N(ω)] [SRetΛ (ω)− SAvΛ (ω)] . (4.87)
In equilibrium the fluctuation dissipation theorem (3.58) ensures the validity of
the condition (4.86) with N(ω) = n−(ω) = n
(1)
− (ω) = . . . = n
(M)
− (ω). (Below
we describe that the KMS conditions and thus the fluctuation dissipation theo-
rem is preserved during the flow.) In non-equilibrium inelastic interaction pro-
cesses mediated by the two-particle interaction will in general cancel the validity
of (4.86): via contributions to ΣK and to the non-Hermitian part of ΣRet they
tend to smoothen the effective distribution which acquires the operator form indi-
cated in (2.99). However, in a basic approximation scheme these effects could be
neglected, restoring the validity of (4.86).
Since hybridization as flow parameter changes the free propagator in a smooth
way, SΛ is not restricted sharply to a single scale by a delta function, as are the
single scale propagators discussed in the previous sections. Such a delta function
simplifies the flow equations since it cancels one of the necessary integrations.
Therefore the hybridization-flow has the disadvantage of flow equations with one
extra integration compared to step function cut-offs.
Conservation of identities
We note that gΛ and sΛ obey the identical relations concerning complex conju-
gation, causality and the KMS conditions as the original propagator g. This is
evident because gΛ can be understood as propagator of a physical system with
different reservoir configuration. The before-mentioned properties being linear in
g, they also hold for sΛ = ∂gΛ/∂Λ. Using arguments on the analogy of those used
in section (4.3.3) we can conclude that every diagram d′n
Λ contributing to the
flow of γΛn satisfies the relations for complex conjugation, causality and the KMS
conditions of the vertex functions. This means that these relations are maintained
during the flow, even if the flow equations are truncated. This fact is the major
advantage of the hybridization flow compared to the flow parameters described in
the previous sections.
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Equivalence to fRG in Matsubara formalism
For the case of thermal equilibrium and in the lowest order truncation scheme we
have shown in section 4.3.3 that the imaginary frequency cut-off (4.37) in Keldysh
formalism produces the identical RG flow as the cut-off (4.16) in Matsubara for-
malism. It is a remarkable coincidence that for static hybridization Γ(ω) ≡ Γ and
for T = 0 the same is true for the hybridization flow parameter (4.79).
The initial condition for the hybridization flow (4.83) is indeed identical to
(4.66), which is the result of the first part of the flow in Matsubara fRG and
thus initial condition for the main second part. Concerning the flow equation, we
apply (4.87), (4.85), and
1− 2N(ω) = 1− 2n−(ω) = sign(ω − µ), in equilibrium at T = 0, (4.88)
to (4.15) and obtain in the hybridization flow scheme
∂ΣRetΛq′|q
∂Λ
= − i
4π
∑
p,p′
vq′p′|qp
∫
dω SK,Λp|p′ (4.89a)
= − 1
8π
∑
p,p′
vq′p′|qp
∫
dω sign(ω − µ)
{[
GRetΛp|p′ (ω)
]2
+
[
GAvΛp|p′ (ω)
]2}
(4.89b)
= − 1
4π
∑
p,p′
vq′p′|qp
{
GRetΛp|p′ (ω = µ) +G
AvΛ
p|p′ (ω = µ)
}
. (4.89c)
For the step from (4.89b) to (4.89c) we have exploited that the self-energy and the
hybridization do not depend on frequency, and
∫
dω sign(ω − µ) 1
(ω − z)2 =
2
µ− z . (4.90)
The flow equation (4.71) resulting from the imaginary frequency cut-off and
from Matsubara formalism is indeed identical. The transition
T
∑
ωm
T→0−−−→ 1
2π
∫
dωm (4.91)
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yields
∂ΣRetΛq′|q
∂Λ
=
1
2π
∑
p,p′
vq′p′|qp
∫
dωm S
Λ
eqp|p′
(iωm) (4.92a)
= − 1
2π
∑
p,p′
vq′p′|qp
{
GΛeqp|p′(i Λ) +G
Λ
eqp|p′
(− i Λ)
}
. (4.92b)
The fact that[
GRet/AvΛ
]
hybr. flow
(ω = µ) =
1
µ− ǫ− ΣRetΛ ± i(Γ + Λ)/2
=
[
GΛeq
]
Mats. flow
(± i Λ/2) (4.93)
and the substitution Λhybr. flow = 2ΛMats. flow make the identity of the flow equa-
tions (4.89c) and (4.92b) evident.
4.4 Conclusion
The fRG is a flexible theoretical tool with interesting applications in the physics
of low dimensional interacting Fermi systems. Its formulation within Keldysh
formalism is a highly promising undertaking giving access to the broad field of non-
equilibrium physics which receives increasing interest among condensed matter
theorists in recent years. The ability of the fRG to treat systems with many
interacting degrees of freedom very efficiently makes it an ideal complement to
other existing non-equilibrium RG methods.
The fRG flow equations for the irreducible vertex functions can be derived from
the flow of the corresponding generating functional. We presented an equivalent
derivation based on the analysis of the diagrammatic expansion, which is equally
applicable to the Keldysh and the Matsubara fRG.
Our discussion of flow parameters for the Keldysh fRG has been guided by
two principles: the regularization of infrared divergencies and the conservation of
basic properties of the exact vertex functions which have been derived in chapter 3.
Checking the conservation of those properties turned out to be straightforward:
since their proofs in chapter 3 and the flow equations of the fRG have both been
founded on the diagrammatic expansion, it is easy to combine the two concepts.
The properties of the flow parameter dressed free propagator determine which
features of the vertex functions are preserved during the flow.
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The real frequency cut-off which we reviewed first violates the causality rela-
tion, a fact that can lead to hardly controllable inconsistencies. We presented a
modification which restores causality but violates the KMS conditions. We pro-
posed two further flow parameters and discussed their properties in detail. The
imaginary frequency cut-off is a close analogue to the frequency cut-off often used
within Matsubara fRG. While both produce identical flow equations in the lowest
order truncation scheme, this is not the case for higher order truncations. The
imaginary frequency cut-off has meanwhile also been applied very successfully in
the real-time RG [Sch09a, Sch09b]. The violation of the KMS conditions is a draw-
back of this cut-off which can be overcome by the use of the hybridization flow
parameter. The application of the latter should however be restricted to systems
where all hybridization functions are multiples of each other, in order not to distort
the non-equilibrium steady state. Compared to sharp cut-offs the computation of
the hybridization flow requires one extra integration or summation, which may be
a handicap of this flow parameter. Remarkably, in equilibrium at T = 0 and for
static hybridizations Γ(ω) ≡ Γ the hybridization flow is identical to the imaginary
frequency flow and to the one of the Matsubara fRG in the lowest order truncation
scheme.
For the investigation of transport through quantum wires in chapter 5 we will
make use of the imaginary frequency flow. It leads to fast numerics, making the
very long chains accessible that are needed to reach the low energy Luttinger
liquid limit. In the static approximation scheme used for that purpose the KMS
conditions are preserved trivially; they would be violated only in higher order
truncation schemes. Such a higher order truncation will be used for the study of
the Anderson impurity model in chapter 6. Since the conservation of the KMS
conditions is crucial for that model we will use the hybridization flow parameter
then.
5 Transport through quantum wires
In this chapter we use the fRG to analyse the temperature and voltage dependence
of transport through interacting quantum wires with few barriers. We start in chap-
ter 5.1 with a brief overview over the properties of Luttinger liquids. This is the
name of a large class of one-dimensional interacting Fermi systems with identical
low-energy behaviour that is governed by power laws. Section 5.2 is concerned with
the fRG approach to interacting quantum wires. We describe the advantages of
using this method and shortly review the abilities and restrictions which have been
found by other authors for two different truncation schemes that we are going to
use as well. In section 5.3 we define the aim of our investigations and introduce
the model to be used. The fact that temperature can induce a phase averaging
of the transmission through a quantum wire with few barriers is the topic of sec-
tion 5.4. There the underlying mechanism is first clarified for a noninteracting
wire. In a second step the established concepts are transferred to the interacting
case. While this is the investigation of an equilibrium effect, section 5.5 is devoted
to non-equilibrium. We show that the non-equilibrium occupation of states which a
finite bias voltage induces in an end-contacted quantum wire generates new power
law exponents in the density of states.
5.1 Introduction to Luttinger Liquids
5.1.1 The concept of Luttinger Liquids
The notion of a Luttinger liquid (LL) has been proposed by Haldane [Hal80, Hal81]
in order to describe a class of one-dimensional interacting Fermi systems with
identical low energy behaviour which is quite different of that of Fermi liquids.
For a review of the concept see e.g. [Sch04]. Here we only sketch briefly the most
important ideas.
A treatment of one-dimensional interacting Fermi systems perturbatively in the
two-particle interaction usually fails since the diagrams exhibit low energy di-
vergencies. An example is the divergence of the second-order diagrams for the
two-particle vertex of the g-ology model described in section 4.1. A successful
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approach can hence be given by RG with an infrared cut-off. Specific models can
however be solved exactly. A particular such case is the Tomonaga Luttinger (TL)
model going back to investigations of Tomonaga [Tom50] and Luttinger [Lut63].
It consists of two branches of linear dispersion with opposite slope which are
each unbound from above and below; particles in the branches are called left-
and right-movers respectively. The two-particle interaction is restricted to for-
ward scattering, in the sense that each particle remains on its own branch. In a
notation analogous to the g-ology model the interaction acts with amplitude g2
between particles from different branches and with amplitude g4 between particles
from the same branch. In spite of its slightly artificial features, the TL model is
considered as an archetype of LL due to two reasons: First it can be solved ana-
lytically by mapping it on a system of noninteracting bosons. And second it turns
out to be the low energy fixed point of the RG flow of more realistic models; for
example repulsive backward scattering g1 > 0 of the g-ology model turns out to
be marginally irrelevant [Sól79]. Band curvature can be integrated into the model
as nonlinear coupling of the collective boson modes without destroying the basic
features [Hal81].
It has been found that the TL model of spinless Fermions can be characterized
by two numbers: the sound velocity
v =
√[
vF +
g4 − g2
2π
] [
vF +
g4 + g2
2π
]
(5.1)
and the stiffness
K =
√
2πvF + g4 − g2
2πvF + g4 + g2
, (5.2)
where g2,4 ≡ g2,4(k = 0). K = 1 describes a vanishing interaction (g2 = 0), K < 1
repulsive interaction (g2 > 0), and K > 1 attractive interaction (g2 < 0). The
exponent
α =
1
2
(
K +
1
K
)
− 1 (5.3)
governs the power law behaviour which is observed in correlation functions of
the TL model and which is characteristic for LLs. For instance the equal time
correlation within the real space of a single branch (say the branch R of right
movers) scales as 〈
ψ†R(x, t)ψR(0, t)
〉
∼ 1|x|1+α (5.4)
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and the spectral function obeys
ρ(kF, ω) ∼ α |ω|α−1 (5.5)
where the energy zero is defined by the chemical potential. The fact that the
spectral function exhibits no quasi-particle peak at the Fermi surface makes the
difference between LLs and Fermi liquids manifest.
The properties which we mentioned for the spinless model are also characteristic
for models with spin. If the two-particle interaction does not involve spin exchange,
then the Hamiltonian of a spin 12 TL model decays into the sum of a charge and
a spin contribution, both of the TL structure and commuting. As a consequence
of this “spin charge separation” one can determine individual charge and spin
parameters
vc, vs,Kc,Ks, αc, αs (5.6)
and the total exponent is given by
α =
1
2
(αc + αs). (5.7)
For spin rotational invariant systems Ks = 1 and
α =
1
4
(
Kc +
1
Kc
)
− 1
2
. (5.8)
5.1.2 Luttinger Liquids with impurity
Up to now we have described properties of an one-dimensional system which is
unbounded in both directions. In the vicinity of a hard wall boundary, the power
law exponents are different [Fab95, Egg96]: the local spectral function close to the
boundary scales as
ρ(x, ω) ∼ |ω|αB , for ω ≪ vF
x
, (5.9a)
with
αB =
1
K
− 1. (5.9b)
The boundary exponent αB is also relevant when the LL contains an impurity,
the backscattering of which cannot be treated exactly. Kane and Fisher [Kan92b,
Kan92a] analysed the zero-range backscattering amplitude of an impurity with
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a perturbative bosonic RG and found that a weak impurity scales as ΛK−1, Λ
flowing to 0. For repulsive interaction K < 1 the impurity backscattering hence
is a relevant perturbation and increases, leading to a break-down of the weak
impurity approximation. On the other hand they found a weak link between
two semi-infinite chains to scale as ΛαB , being irrelevant and vanishing. Under
the assumption that no fixed point is present in the intermediate regime, they
connected both flows and concluded, that every impurity flows to the single fixed
point which consists in a chain cut into two parts. As a consequence, equation (5.9)
is valid also near an impurity and the transmission through the impurity scales as
|tk|2 ∼ |k − kF|2αB . (5.10)
The linear conductance in units of e2/h can be computed from the transmis-
sion [Lan57, Lan96, Büt86, Büt92, Imr86a] and follows a power law in temperature
G(T ) =
∫
dǫ
(
−∂n−(ǫ)
∂ǫ
)
|t(ǫ)|2 ∼ T 2αB . (5.11)
Note that the power law exponent is completely independent of the strength of
the impurity. Via αB and K it depends only on the strength of the interaction
and the Fermi velocity.
The continuity of the flow from the weak impurity to the weak link regime,
which has been postulated by Kane and Fisher, can be established by the means of
fermionic RG studies that are perturbative in the interaction but exact in the impu-
rity strength [Mat93, Yue94, Med02a, Med02b]. They provide a real space picture
of the mechanism which cuts the chain into two parts: Around the impurity an
effective potential of slowly decaying oscillations is built up. The amplitude of the
oscillations is proportional to αB, the wavelength given by the Fermi-wavelength,
and the range is proportional to the thermal wavelength vF/T . The power law in
the density of states near the impurity can be derived from single-particle scatter-
ing theory in that effective potential [Kla91]. The wavelength of the oscillations
determines the energy around which the power law is centred while the amplitude
is proportional to the power law exponent. The oscillatory potential can be derived
already from (non self-consistent) Hartree Fock; this however yields an oscillation
amplitude depending on the reflection amplitude of the impurity which results in
a wrong, impurity-dependent power law exponent [Med00, Med02a].
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5.1.3 Experimental investigations of Luttinger Liquids
The experimental investigation of LL behaviour in (quasi-) one-dimensional sys-
tems can be based on measurements of different observables like photoemission,
transport or optical properties [Sch04]. Our interest is focused on transport
through individual quantum wires which has been studied experimentally on a
diversity of systems. For a recent review see [Yac04]. Experiments on quantum
wires realized in semiconductor heterostructures did not exhibit pronounced LL
properties up to now [Tar95, Yac96, Pic01] with few exceptions [Aus00, Aus02].
A more clear evidence for LL physics seems to be given in the transport features
of metallic single wall carbon nanotubes [Boc99, Yao99, Pos01, Gao04].
A major problem in the comparison of experimental results and theoretical
predictions is given by the fact that the experimental structures are by far more
complicated than the idealized theoretical models. One reason for discrepancies
can be given by the influence of contacts between the quantum wire and the leads.
If not realized in a completely smooth way, they form barriers which have drastic
influence on the transport properties due to the LL nature of the wire. In this
way a two-terminal measurement of transport through a single impurity could be
a three barrier problem in reality. Additional complications can occur from the
finite length of the wire and the different lengths of the subelements which are
defined by the contacts and impurities.
The functional RG approach to LLs briefly reviewed in the following section 5.2
is based on a real space tight binding lattice model which renders it very flexible
to be adapted to different transport geometries and to describe multiple barriers
defining diverse length scales.
5.2 Functional RG approach to Luttinger liquids
A lattice model often used for the investigation of interacting Fermions in one
dimension is a tight-binding chain of spinless Fermions with nearest neighbour
hopping (−w) < 0 and nearest neighbour interaction U ,
H = −w
∑
n
a†nan+1 + H. c.+U
∑
n
a†nana
†
n+1an+1, (5.12)
for a discussion see e.g. [Sha94]. The Umklapp scattering contained in the two-
particle interaction at half-filling turns out to be irrelevant for |U | < 2w so that
the model is a LL then. An exact Bethe Ansatz solution [Yan66a, Yan66b, Fow78,
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Hal80, Ham87, Woy87] yields the stiffness
K =
π
2 arccos
(− U2w) (5.13)
for half filling, the maximally allowed repulsive interaction U = 2w corresponding
to K = 12 . For U > 2w the ground state is a charge density wave, for U < −2w
the clustering of the particles leads to phase separation. In the case of small U
but arbitrary filling n the stiffness can be computed approximately by
K ≃ 1− U
πw
sin(nπ), |U | ≪ 2w. (5.14)
The model has been found to be very suitable for a treatment with the fRG
[Med02a, Med00]. Impurities can be represented by changing certain hopping
elements or on-site energies. Despite being restricted to low to intermediate inter-
action strength, the investigation of LLs via lattice models and the fRG has some
advantages compared to the bosonization of effective low energy field theories:
• One can study properties on all energy scales, not only low energy asymptotic
behaviour. In particular one can find out, below what scale the low energy
asymptotics yields a correct description.
• The exact treatment of the impurity allows to close the gap between the
domains of a weak impurity and a weak link which the analysis in bosoniza-
tion left open. In doing so, the mutual influence of the different scattering
channels of the impurities onto each other is taken fully into account.
• The generalization to more complicated situations is straightforward; exam-
ples are multiple barriers (see e.g. [Ens05] and section 5.4), different geome-
tries (see e.g. [BT05, Wäc09]) or spin-12 Fermions in the extended Hubbard
model [And06].
These features are especially useful to achieve a theoretical description which is
closer to experimental reality.
In order to analyse the lattice model (5.12) with impurities by means of the
Matsubara fRG, the flow parameter is usually chosen as Matsubara frequency cut-
off (4.16), see e.g. [Med02a, Med02b, And04]; at finite temperature a broadened
step-function like (4.59) is used [Ens05]. Applying a momentum cut-off would be
cumbersome since an impurity destroys momentum conservation. So far the fRG
investigations have been performed in two different truncation schemes which we
shortly describe now.
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Lowest order truncation scheme
The first and more basic scheme truncates the hierarchy of flow equations for
the vertex functions (compare section 4.2) at the lowest possible level [Med02a,
Med02b]. The flow of the two-particle vertex function is neglected by setting it
constant to its initial value which is the bare interaction vertex,
γΛ2 ≡ γΛ=∞2 = v. (5.15)
The remaining flow equation then produces a frequency independent self-energy
and hence leads to an effective single-particle description of the two-particle inter-
action. Since the interaction in (5.12) acts only between nearest neighbours, only
on-site and nearest neighbour hopping components of the self-energy are generated
during the flow. The flow equation (4.71) takes the form
∂
∂Λ
ΣΛn|n = TU
∑
r=±1
∑
ωm
SΛn+r|n+r(iωm), (5.16a)
∂
∂Λ
ΣΛn|n±1 = TU
∑
ωm
SΛn|n±1(iωm), (5.16b)
with SΛ given in (4.73). This tridiagonal form makes it possible to compute the
full spatial dependence of the renormalized impurity potential for very long chains
of the form (5.12) with e.g. 106 sites. The computational effort scales linear in
the system size [And04].
Analytic insight on the quality of this truncation scheme can be gained from
a k-space analysis in the weak impurity limit. Linearizing the dispersion and
keeping only the dominating contributions of the flow of the weak backscattering
amplitude, one finds the power law [Med02b]
ΣkF|−kF ∼ Λ−[ev(0)−ev(2kF)]/[2πvF] = Λ(K−1)+O(ev
2). (5.17)
The exponent found in the perturbative bosonic RG [Kan92b, Kan92a] is hence
reproduced in leading order of the interaction.
The numerical evaluation of the flow equation in real space without further ap-
proximations and a detailed comparison with results from bosonization and the
density matrix renormalization group shows that the fRG with lowest order trun-
cation is able to reproduce the influence of a single impurity in a spinless LL qual-
itatively for 12 < K ≤ 1, achieving quantitative agreement for weak interactions
with |1−K| ≪ 1 [Med02a, Med02b]. The power law exponent at the impurity is
correct in leading order of the interaction and independent of the impurity strength
in the low energy limit.
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Truncation scheme with vertex renormalization
The second and more elaborate truncation scheme takes into account the flow of
the two-particle vertex in a simplified form [And04]. Since the general two-particle
vertex function is a rather complicated object depending on three independent
Matsubara frequencies and four state indices, a number of approximations is used
in order to keep the flow equations manageable. The influence of the three-particle
vertex (which is O(γ32)) is neglected. The frequency dependence of the two-particle
vertex is suppressed by setting all external Matsubara frequencies to zero. As
a consequence the self-energy computed from the flow is frequency independent
as in the lowest order truncation scheme. Due to missing frequency dependent
parts of O(U2) in the self-energy the anomalous dimension of the bulk system
governing power-laws far away from impurities and boundaries cannot be described
by this approximation. The feed-back of the self-energy into the flow of the two-
particle vertex is neglected. Therefore the vertex renormalization is completely
independent of the impurity configuration and the approximation cannot be used
to describe macroscopically disordered systems; however it is still possible to treat
few well-separated impurities. The final approximation consists in parameterizing
the dependence of the vertex on state indices by casting it into the form of a
renormalized nearest neighbour interaction vertex vΛ with interaction strength
UΛ. The flow equation for the self-energy then has the same form as in (5.16)
with UΛ replacing U . In particular the self-energy remains tridiagonal in the
real space basis which allows for a fast algorithm for the solution of the flow
equations. In the low energy limit the decisive component of the two-particle vertex
is γkF,−kF|kF,−kF whereas the momentum dependence away from ±kF is irrelevant.
Therefore the flow of the renormalized interaction strength UΛ is computed from
the flow equation for vΛkF,−kF|kF,−kF . At half filling and for systems sufficiently
large to replace the momentum sum by integration the resulting renormalized
interaction strength is [And04]
UΛ = U
[
1 +
(
Λ− 2 + Λ
2
√
4 + Λ2
)
U
2πw
]−1
. (5.18)
Similar to the lowest order truncation scheme, also this more elaborate approx-
imation is designed for investigating the influence of few impurities in LLs. While
the qualitative features are already captures by the more basic scheme, the quan-
titative accuracy is improved considerably when the flow of the vertex is taken
into account [And04].
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5.3 Scope of our investigations
5.3.1 New exponents induced by temperature and voltage
In the following sections we will study transport through an end contacted quan-
tum wire with or without impurities, explicitly taking into account the possibility
of additional barriers at the contacts. In this way configurations with two, three or
four barriers are realized. We will analyse the effects of temperature and voltage
and show that both can generate new power law exponents of the conductance.
Section 5.4 presents an equilibrium study of the temperature dependence of the
linear conductance in the presence of three or even four barriers. For such set-ups
the results of [Med03] suggest that that the linear conductance at T = 0 depends
on the length L of the wire as
G(T = 0, V = 0) ∼
(
1
L
)nαB
, (5.19)
where n counts those sites of the interacting wire which are direct neighbours
to a barrier. Hence the end contacts to the leads each raise n by one whereas an
impurity within the wire raises n by two. The dependence of the linear conductance
on temperature turns out to be considerably more complicated. Multiple barriers
define dots with discrete eigenergies on the wire. The commensurability of these
sets of eigenergies influence the transport properties. In section 5.4 we show that
finite temperature can induce an averaging over the phases of particle propagation
in the different dots which lead to a new combination of the power law exponents
of individual barriers.
In section 5.5 we investigate the non-equilibrium properties of an end-contacted
wire with two strong contact barriers and no further impurities. The equilibrium
problem of resonant tunnelling through a double barrier embedded in a LL has
recently been the subject of several theoretical works [Tho02, Kom03, Naz03,
Pol03, Hüg04, Ens05]. However these investigations focus mainly on two close
barriers in a long quantum wire, as opposed to our two contact barriers far apart
at the ends of the wire. For the latter configuration it is known that the linear
conductance scales as [Ens05]
G(T, V = 0) ∼ TαB . (5.20)
For the case of finite bias voltage we show in section 5.5 that the non-equilibrium
occupation of states in the wire gives rise to completely new power law exponents
which depend on the strength of the contact barriers. These new exponents are
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however not directly visible in the differential conductance. We discuss how they
can be uncovered by a third probe lead.
We obtain our results by fRG in equilibrium or non-equilibrium with imagi-
nary frequency cut-off, using either of the two truncation schemes described in
section 5.2. The resulting frequency independent self-energy reduces the effects
of interaction to an effective single-particle picture which captures the leading be-
haviour for weak interactions. There remains the interesting question how higher
order inelastic effects could influence the results at larger interactions.
5.3.2 Model for studying transport through quantum wires
Our investigations in sections 5.4 and 5.5 use the model (5.12) in a modification
that makes it suitable to study transport properties of an interacting quantum
wire [Med03]. The total Hamiltonian of spinless fermions then is a special realiza-
tion of (2.2) given by
H = H
(0)
wire +
I∑
i=1
H
(i)
imp + Vwire +
∑
r=L,R
H(r)res +
∑
r=L,R
H(r)coup, (5.21a)
with
H
(0)
wire = −
N−1∑
n=1
a†n+1an + H. c., (5.21b)
H
(i)
imp = −(τi − 1)a†ni+1ani + H. c., i = 1, . . . , I, (5.21c)
V
(0)
wire =
N−1∑
n=1
Un
(
a†n+1an+1 −
1
2
)(
a†nan −
1
2
)
, (5.21d)
H(r)res = −
∞∑
n=1
a
(r) †
n+1a
(r)
n + H. c., r = L,R, (5.21e)
H(r)coup = −τra(r) †1 anr + H. c., r = L,R. (5.21f)
The operator a†n generates a particle in the single-particle state |xn〉 on the n-th
site of the wire centred around
xn = nC, n = 1, . . . , N, (5.22)
with the lattice constant C. We have chosen the hopping in wire and reservoirs as
energy unit. In most cases the left (L) and right (R) reservoir are attached to the
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τL τRτ1
U
1L 1R1 N
left reservoir interacting quantum wire right reservoir
Figure 5.1: A sketch of the model (5.21) with a single hopping impurity, I = 1. The
reservoirs are attached to the ends of the wire, nL = 1, nR = N , and for τL,R 6= 1
the contacts are additional impurities. In numerical computations the length N of the
interacting wire is typically ∼ 104.
very ends of the wire,
nL = 1, nR = N. (5.23)
In the case τL = τR = 1, the part H
(0)
wire + Hres + Hcoup then constitutes an
infinite homogeneous tight-binding chain. For τL,R 6= 1 the contacts between the
reservoirs and the wire constitute hopping barriers. The number I of additional
hopping impurities will be chosen to be 0, 1 or 2. A measure for the strength of
a hopping impurity is given by the reflection probability of that impurity in the
noninteracting wire,
|r(ǫ)|2 = (1− τ
2)2
1 + (2− ǫ2)τ2 + τ4 . (5.24)
In our investigations we will be interested only in strong impurities τ ≤ 0.2, that is
|r(ǫ = 0)|2 ≥ 0.85, such that the scaling limit is attained for the chosen interaction
strengths U ∼ 0.5, . . . , 1 and lengths of the interacting wire N ∼ 104 [Med02b].
Since the two-particle interaction is particle-hole symmetrized, the band is half
filled for vanishing chemical potential µ = 0. Figure 5.1 is a sketch of the model.
If both contacts are chosen as barriers, τL, τR 6= 1, then the interaction strength is
set to a constant on the whole wire, Un ≡ U . In cases where we want to describe
a smooth contact by setting tr = 1, the interaction strength is raised smoothly
from zero at the contact site nr to its full value about 10
2 sites away. An abrupt
change of the interaction strength between reservoir and wire is avoided in this
way, because is would have an effect comparable to a weak impurity [Jan06]. The
detailed form of the increase in U is of no importance for the results, as long as
the slope is kept low everywhere along the ∼ 102 transition sites. The profile of
the interaction is depicted in Figure 5.2.
The free part of the Hamiltonian (5.21) can be solved exactly. The single-particle
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Figure 5.2: Interaction profile for different realizations of the contacts. (a) When the
contacts are barriers, τL, τR 6= 1, then the interaction is chosen constant on the whole
wire. (b), (c) In order to realize smooth contacts, we set τL,R = 1 and raise the interaction
smoothly from zero at the contacts to a constant value in the bulk of the wire. In numerical
computations the length of the transition region is typically ∼ 102 sites.
eigenstates of the decoupled noninteracting wire H
(0)
wire are standing waves,
|km〉 =
√
2
N + 1
N∑
n=1
sin(kmxn) |xn〉 , km = π
N + 1
m
C
, m = 1, . . . , N, (5.25)
with eigenenergies
ǫkm = −2 cos(kmC). (5.26)
The influence of the reservoirs can be described by a self-energy contribution to
the propagation in the wire. This self-energy has been computed in section 2.4.
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Adapted to the model (5.21) the results (2.83), (2.84c) read
Σ(r)Retres q′|q(ω) = τ
2
r
〈
q′
∣∣xnr〉 〈xnr |q〉 ×

ω
2
(
1−
√
1− 4
ω2
)
, ω real, |ω| > 2w,
ω
2 − i
√
1− ω24 , ω real, |ω| < 2w,
(5.27a)
Γ
(r)
q′|q(ω) = Θ(2− |ω|)2τ2r
〈
q′
∣∣xnr〉 〈xnr |q〉
√
1− ω
2
4
, (5.27b)
for r = L,R.
5.4 Temperature induced phase averaging in transport
through a multi-barrier quantum wire
In this section we analyse the linear conductance through a quantum wire with
three or even four barriers. We show that finite temperature can induce an aver-
aging over the phases of particle propagation in the different sections of the wire.
This leads to a new combination of the power law exponents of the individual
barriers.
5.4.1 Phase averaging and dephasing
Mesoscopic systems are characterized by spatial dimensions smaller than the phase
breaking length Lϕ so that the phase of an electron is not destroyed by inelastic
processes. Along their optical paths, electrons pick up phases from propagation
and scattering. Even for negligible dephasing, certain circumstances can lead to an
averaging of these phases, a phenomenon which has been analysed in connection
with localization, see e.g. references [And80, Imr86b]. It remains however a fun-
damental task to compare in detail the effects of phase averaging and dephasing.
For a noninteracting model system it was recently shown that a single one-channel
dephasing probe gives the same full counting statistics as a single phase-averaging
probe [Pil06]. However, it was noted that this result does no longer hold for
several probes, i.e. phase averaging over many independent phases seems to be
fundamentally different from dephasing. In this section we address this issue in
detail. We discuss a generic one-dimensional interacting system coupled to two
reservoirs with few barriers at arbitrary but fixed positions. We show that for
incommensurate barrier positions an independent average over several phases can
be induced by finite temperature. For more than two barriers we find that phase
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averaging drastically differs from dephasing and show that the commonly made
assumption that barriers with mutual distances larger than the thermal length
LT = vF/T (5.28)
can be treated independently [Bal01, Bal00, Fab95, Boc99, Yao99, Pos01] (note
that in experiment contacts to leads constitute additional barriers) does not hold
in the absence of dephasing. This means that even in the high-temperature regime
interference effects are still important, as also shown recently for quantum dots in
the sequential tunnelling regime [Kön01, Bra04]. For three strong barriers with
individual conductancesGi, we obtainG ∼
√
G1G2G3 for the total conductance, in
drastic contrast to the addition of resistances which follows from dephasing. For
an interacting quantum wire this implies power-law scaling of G(T ) with novel
exponents which can be used as an experimental fingerprint for phase averaging.
In section 5.4.2 we clarify the mechanism of temperature induced phase averag-
ing for the noninteracting model of a quantum wire with barriers. In section 5.4.3
we study the influence of phase averaging on the scaling behaviour of interacting
quantum wires and propose an experimental setup to distinguish phase averaging
from dephasing. While sections 5.4.2 and 5.4.3 focus primarily on a wire with
three barriers, section 5.4.4 treats phase averaging for a wire with four barriers.
5.4.2 Noninteracting wire
For a discussion of the basic physical idea consider first the noninteracting case.
We model the quantum wire coupled to leads by an infinite tight-binding chain
for spinless electrons at half-filling (µ = 0) given by the Hamiltonian (5.21) with
Un ≡ 0 and τL = τR = 1. Without barriers the dispersion relation of the infinite
chain is
ǫ = −2 cos (kC) (5.29)
with band width D = 4, where k is the momentum and C the lattice spacing. The
distance between subsequent barriers is
Li = CNi with Ni = ni+1 − ni. (5.30)
We characterize the barriers by their transmission amplitudes ti(ǫ) and reflection
amplitudes
r±i (ǫ) = |ri(ǫ)| ei δ
±
i (ǫ) (5.31)
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for right- and left-running scattering waves. The linear conductance in units of
e2/h follows from equation (2.128)
G(T ) =
∫
dǫ
(
−∂n−
∂ǫ
)
|t(ǫ)|2 (5.32)
where n−(ǫ) = 1/(e
ǫ/T +1), and t(ǫ) is the total transmission amplitude. Thus,
the effect of temperature is an average of the transmission probability |t|2 over
an energy range ∆ǫ ∼ T . This is fundamentally different from dephasing which
destroys the phase information for each individual path of the electron. If one
takes account of dephasing by summing up the classical probabilities of all paths,
one obtains [Dat95]
|r|2/|t|2 =
∑
i
|ri|2/|ti|2, (5.33)
with |r|2 = 1−|t|2. Since |r|2/|t|2 is proportional to the resistance of a barrier, this
gives the classical law of adding up resistances in series. In contrast, we now show
that temperature induced energy averaging leads to completely different results.
Since |ti(ǫ)| and |ri(ǫ)| vary slowly with energy on the scale T ≪ D, temperature
averages mainly over the rapidly varying phases ϕi(ǫ) an electron acquires by
bouncing back and forth between two subsequent barriers,
ϕi(ǫ) = 2k(ǫ)Li + δ
−
i (ǫ) + δ
+
i+1(ǫ). (5.34)
As δ±i depends weakly on energy, the change of ϕi over the energy range ∆ǫ ∼ T
near the Fermi energy is essentially given by
∆ϕi ∼ ∆kLi ∼ ∆ǫ
∂ǫ/∂k
Li ∼ Li/LT . (5.35)
Thus, for LT ∼ Li, ∆ϕi is roughly given by 2π. For all LT ≪ Li and incom-
mensurate length Li (i.e., miLj = mjLi is only valid for large coprime integers
mi,j), this implies that the average over energy will cover a representative part
of the multidimensional phase space defined by (ϕ1, . . . , ϕI−1) (see Figure 5.3).
In this case, temperature induced energy averaging is equivalent to an indepen-
dent average over all phases ϕi, and we can replace |t|2 in equation (5.32) by the
phase-averaged quantity
〈|t|2〉 =
(
1
2π
)I−1 2π∫
0
dϕ1 . . .
2π∫
0
dϕI−1 |t(ϕ1, . . . , ϕI−1)|2 (5.36)
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Figure 5.3: Density plot of the transmission probability |t(ϕ1, ϕ2)|2 as function of the
phases ϕ1,2 for a noninteracting quantum wire with three barriers τ1,2,3 = 0.35. Lines:
Path which the integral in equation (5.32) traces in the (ϕ1, ϕ2)-plane for N1 = 4940,
N2 = 7560. The gray-scale of the line indicates the relative amplitude of −∂n−/∂ǫ for
T = 1.5 · 10−3, the same gray-scale applies as for the density plot. For sufficiently high
temperature the line covers a representative part of the plane.
provided that vF/Li ≪ T ≪ D. Note that this result does not hold for commen-
surate lengths Li (where the path in phase space closes very quickly; see below)
and becomes less relevant for a large number I of barriers (since Li/LT has to be
chosen too large in order to cover a representative part of the high dimensional
phase space).
The phase average can be calculated easily for a small number of barriers. For
two barriers we use
t =
t1t2
1− eiϕ1 |r1r2| (5.37)
and for three barriers (forming two dots which we refer to as left and right)
t =
t1t2t3
(1− eiϕL |r1r2|) (1− eiϕR |r2r3|) + ei(ϕL+ϕR) |r1r3| |t2|2
, (5.38)
with ϕL,R ≡ ϕ1,2. By accident, phase averaging yields the addition of resistances
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for two barriers,
〈|t|2〉 = T1T2
T1 + T2 − T1T2 , (5.39a)
such that
1− 〈|t|2〉
〈|t|2〉 =
1− T1
T1
+
1− T2
T2
, (5.39b)
with Ti = |ti|2. This result forms an interesting analogy to the finding of [Pil06]
that a single phase averaging probe leads to the same full counting statistics as a
single dephasing probe. In contrast, for three barriers we obtain
〈|t|2〉 = T1T2T3√
(
∑
i<j TiTj)
2 + 4T1T2T3(1−
∑
i Ti)
. (5.40)
For weak barriers a leading order expansion in the reflection probabilities then
yields
〈|t|2〉 ≈ T1T2T3, Ti ≈ 1, (5.41)
leading to exponentially small transmission when scaling it up to many barriers,
in analogy to Ref. [And80]. For strong barriers we obtain the surprising result
〈|t|2〉 ≈ 1
2
√
T1T2T3, Ti ≪ 1, (5.42)
leading to
G ∼
√
G1G2G3 (5.43)
when inserted in equation (5.32). Figure 5.4 shows that the phase-averaged G
through three barriers at incommensurate positions agrees precisely with the exact
one for sufficiently large T , whereas summing up the individual resistances is
incorrect for all T . In the inset of Figure 5.4 we present the energy dependence of
the total transmission probability. It forms energetically large superstructures, as
the height and area of the peaks are very sensitive to the mutual distance of the
resonance positions of the left and right dot. Those are roughly given by even (odd)
multiples of π/(NL,R+1) for odd (even) NL,R. Thus, if mR(NL+1) = mL(NR+1)
is valid only for large coprime integers mL,R (incommensurate case
1), the mutual
1For strong hopping barriers, the reflection phases δ±i contribute 2kC to ϕi, so that the condition
of commensurability is to be formulated with Li + C or Ni + 1 instead of Li or Ni.
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Figure 5.4: Linear conductance as function of temperature for a noninteracting quantum
wire with three barriers τ1,2,3 = 0.2 and incommensurate dot length, NL = 4980, NR =
7520. The solid line corresponds to equation (5.32). For higher T , the dashed line
which results from using the phase averaged transmission given by equation (5.40) in
equation (5.32) matches perfectly. Summing up the individual resistances (dotted line)
yields an incorrect result. Inset: |t|2 as a function of energy. The changing mutual
energetic distance of resonances of the left and right dot leads to energetically large
superstructures of the total transmission probability.
energetic distance of left- and right-dot resonance peaks of |t|2 shifts slowly along
the energy axis, leading to a modulation of the peak height and area. This provides
another picture for temperature induced energy averaging: If T is large enough to
average over a sufficient part of a superstructure, it averages over many mutual
distances between left- and right-dot resonances, which is equivalent to phase
averaging.
In contrast, for dots of commensurate length, i.e., whenmR(NL+1) = mL(NR+
1) is fulfilled for small coprime integers mL,R, every mLth left-dot and mRth right-
dot resonance coincide, whereas the other resonances are well separated in energy
(see inset in Figure 5.5). It can be shown that coinciding resonances (avoided
crossings) give rise to two peaks of the total transmission probability, each one
with area
A =
4π
(NL + 1)/τ
2
1 + (NR + 1)/τ
2
3
= O (τ2) . (5.44)
Note that while τ2 is proportional to the distance of the two peaks, it does not
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Figure 5.5: Linear conductance as function of temperature for a noninteracting quan-
tum wire with three barriers τ1,2,3 = 0.1 and commensurate dot length, NL + 1 = 4000,
NR + 1 = 6000, hence mL = 2,mR = 3. The solid line results from equation (5.32). For
temperatures greater than the distance of coinciding peaks (compare inset), the dashed
line corresponding to equation (5.45) is a valid approximation. Summing up the individual
resistances (dotted line) yields an incorrect result. Inset: |t|2 as function of energy. La-
bels indicate well-separated left-dot (L) and right-dot (R) resonances as well as coinciding
(C) ones. The distance of the coinciding resonances is ∆ǫC ≈ 2pimLNL+1 =
2pimR
NR+1
= pi1000 .
influence their area. The well-separated peaks can be neglected when calculating
the total conductance through the quantum wire because they have a much smaller
area of O (τ4) than the coinciding peaks and they are not in great majority (as
mL,R are small). For sufficiently large temperature the energy-integral in equa-
tion (5.32) averages over the large coinciding peaks. For the total conductance it
follows (see Figure 5.5)
1
G
=
mL
G1
+
mR
G3
, for T & 2π
mL
NL + 1
= 2π
mR
NR + 1
, (5.45)
with Gi = 4τ
2
i . Since the smaller peaks have been neglected, this formula slightly
underestimates G, but becomes more and more accurate for stronger barriers.
Equation (5.45) is obviously inconsistent with summing up the single resistances,
and the total conductance is independent of the strength of the barrier in the
middle.
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5.4.3 Interacting wire
We now turn to the more realistic case of an interacting quantum wire (Luttinger
liquid, LL) on sites n = 1, . . . , N by taking the short ranged interaction (5.21d)
into consideration. As described in section 5.3.2, for abrupt contacts to the leads
the interaction is chosen to be the same on all sites, Un ≡ U . For smooth contacts
Un rises slowly from zero at the leads to its full value within the wire over roughly
100 sites. The interaction is treated using the truncated Matsubara fRG with
vertex renormalization which has been discussed in section 5.2. The flow equation
for the self-energy is given by (5.16), with U replaced by the renormalized site
dependent interaction strength elements UΛn and U
Λ
n−1. Their flow equation in
turn follows from (5.18). This approach leads to a real and frequency indepen-
dent self-energy, which then serves as an effective single-particle potential so that
equation (5.32) is still applicable. Inelastic processes mediated by the interaction
are neglected as they would just contribute subleading corrections. The loss of a
single-particle phase due to inelastic two-particle collisions which could have an
important influence at higher interaction strength cannot be assessed within our
approach.
We reported in section 5.1.2 that a single strong impurity in a LL generates a
slowly decaying oscillatory effective potential of range LT which makes the local
density of states in the vicinity of a large impurity scale as ρ(ǫ = 0) ∼ TαB . The
boundary exponent αB can be computed from the LL parameter K which in turn
is known from Bethe Ansatz,
αB =
1
K
− 1 = 2
π
arcsin
U
2
(5.46)
at half-filling, compare equations (5.9b) and (5.13). For U = 1, as taken in the
following, our approach is known to produce the exponent α′B ≈ 0.35 in good
agreement with αB = 1/3, see [And04, Ens05].
If a strong barrier is placed within the interacting part of the quantum wire,
the density of states scales with T on both sides of the barrier yielding a power-
law G ∼ T 2αB . If a strong barrier separates an interacting part of the wire from
a noninteracting part as do tunnelling barriers to the leads, G ∼ TαB . We are
interested in possible power laws if three barriers of mixed types are present.
Given three barriers in the wire, we find that the effective potential formed at
one barrier is not affected by the presence of the other barriers, as long as Li ≫ LT .
Consequently, the scaling law of the transmission probabilities of the individual
barriers |ti|2 ∼ max{T, |ǫ|}αi (with αi = αB or 2αB depending on the type of the
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Figure 5.6: G(T ) (lines) and position of resonance energies of |t(ǫ)|2 (circles) for U = 1
and barriers at the two contacts and a barrier within the wire, τ1,2,3 = 0.1, NL = 1800,
NR = 8200. The solid line corresponds to equation (5.32). For higher temperatures,
the dashed line which results from using the phase averaged transmission given by equa-
tion (5.40) in equation (5.32) matches perfectly. As left-dot resonances (open circles) are
shifted a different amount in energy with changing temperature than right-dot resonances
(filled circles), an avoided crossing can occur (arrow) leading to a drastically enhanced
conductance if temperature is low.
barrier) is not affected by the presence of the other barriers and thus Gi(T ) ∼ Tαi .
Interpreting a barrier and its surrounding oscillations as an effective barrier, we
can use equation (5.38) and the picture of two dots in series developed for the
noninteracting case. Thus, for incommensurate Li and sufficiently large T , phase
averaging as given by equation (5.36) can as well be applied to an interacting
wire (see Figure 5.6). This implies power-law scaling of G ∼ √G1G2G3 where the
exponent depends on all exponents of the individual barriers
G(T ) ∼ T 12 (α1+α2+α3). (5.47)
Therefore, combinations of different barriers will produce exponents equal to dif-
ferent integer multiples of αB/2. For three barriers within the interacting part
of the wire (α1,2,3 = 2αB), equation (5.47) yields G ∼ T 3αB . If one of the three
barriers is a contact to a noninteracting lead, it follows G ∼ T 5αB/2. Two contacts
and one barrier within the interacting part imply G ∼ T 2αB (see Figure 5.7).
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Figure 5.7: Local exponent of G(T ) for U = 1 and three barriers, τ1,2,3 = 0.1, NL =
4930, NR = 5070. (a) All three barriers within the wire. (b) One barrier at end-contact
to lead, two barriers within the wire. (c) Two barriers at end-contacts, one barrier within
the wire. (d) One barrier at bulk-contact, one barrier at end-contact, one barrier within
the wire. (e) Two barriers at bulk-contacts, one barrier within the wire. The solid lines
correspond to equation (5.32), the dashed lines result from using the phase averaged
transmission given by equation (5.40) in equation (5.32). The different levels of the
exponents (multiples of α′B/2) are clearly visible. In the bulk-contacted cases (d) and (e),
phase averaging is not as good an approximation as in the other cases.
In addition, in Figure 5.7 we show the effect of bulk contacts (in contrast to end
contacts discussed so far). Also for this setup G(T ) at sufficiently large T is given
approximately by G ∼ √G1G2G3; for a more detailed discussion of the influence of
bulk contacts see [Wäc09]. Bulk contacts do not change significantly the density
of states in the wire. The exponent (5.3) of the scaling of the bulk density of
states is second order in U . It is not captured by our approach and describes a
subleading effect. Therefore the contribution of the bulk contacts to the exponent
in equation (5.47) is αi = 0. This provides a concrete experimental setup to
measure fingerprints of phase averaging by considering a quantum wire with a
single impurity contacted by two end contacts and, in situ, also by two scanning
tunnelling microscopy contacts situated left and right to the impurity but far away
from the end contacts compared to LT . By either measuring transport through
the two end contacts, or one end and one bulk contact, or two bulk contact,
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the situation (c), (d), and (e) of Figure 5.7 are realized, respectively. If phase
averaging dominates different exponents will be observed, whereas in the case of
dominant dephasing the exponent will always be given by the impurity exponent
2αB. Experimentally the relevant regime ought to be accessible: temperature
induced phase averaging becomes effective for T ≫ vF/Li. For Li ∼ 1µm and a
semiconductor nanowire, vF/Li ∼ 0.5K; for a metallic carbon nanotube, vF/Li ∼
5K.
An additional feature in Figure 5.6 is the occurrence of peaks in G(T ) at certain
moderate temperatures. They arise when left- and right-dot resonances coincide
leading to an avoided crossing with a strongly enhanced total transmission. As the
transmission and reflection amplitudes of the single effective barriers depend on T
via the range LT of the oscillations of the effective potential, the dot resonances
shift energetically with T . The peak shifts occur in two steps, when temperature is
lowered from far larger than the bandwidth to zero: The first step occurs when T
sweeps over the largest part of the band and is due to a renormalization of the hop-
ping in the chain. The second step occurs when T sweeps over the very peak under
consideration; at this temperature the range of the oscillating effective potential
is sufficiently large to make the oscillations influence significantly the respective
single-particle state. The size in energy of this second step is proportional to the
level spacing of the corresponding dot and therefore in general different for left-
and right-dot resonances making possible an avoided crossing (see Figure 5.6). At
higher temperatures, there are so many transmission resonances contributing to
the conductance that the enlargement of single peaks due to their avoided crossing
is not visible in the conductance.
The temperature dependence of the dot resonances has also the consequence
that only two dots of exactly the same length represent a truly commensurate
configuration because only for LL = LR regularly coinciding left- and right-dot
resonances occur at every temperature. In this special case our data confirms
that equation (5.45), which now reads G−1 = G−11 + G
−1
3 , can be generalized to
interacting quantum wires. Depending on whether the single barriers are within
the wire or at the contacts, this means G ∼ T 2αB , G ∼ TαB or a combination of
both.
128 5 Transport through quantum wires
5.4.4 Phase averaging for a wire with four barriers
Finally we mention the case of four barriers. Equation (5.36) then leads to
〈|t|2〉 =
√
T1T2T3T4
agm
(√
V +W,
√
V −W ) , (5.48)
where Ti = |ti|2, W = 8 |r1r2r3r4|,
V = 8
∏
i
(
1− 1
2
Ti
)
+
(
1
2
+
∑
i
1− Ti
T 2i
)∏
i
Ti (5.49)
and the arithmetic-geometric mean agm(a, b) of a and b is defined as the limit of
the sequence given by
a0 = a, b0 = b, (5.50a)
an+1 =
1
2
(an + bn), bn+1 =
√
anbn. (5.50b)
For weak barriers this gives again the product law
〈|t|2〉 ≈ T1T2T3T4, for Ti ≈ 1. (5.51)
For strong barriers we get
〈|t|2〉 ≈ 1
2π
√
T1T2T3T4 ln
16√∑
i T
2
i + T1T2T3T4
∑
i
1
T 2i
, for Ti ≪ 1. (5.52)
The logarithmic factor appearing now causes small deviations from exact power-
laws of G(T ). However, as for an increased number of barriers higher temperatures
are necessary for phase averaging to become a reasonable approximation, this
formula might not be as relevant as in the case of three barriers.
5.5 Non-equilibrium effects in transport through a
quantum wire
In this section we investigate the finite bias properties of an end-contacted wire
with two strong contact barriers and no further impurities. We find that the non-
equilibrium occupation of states in the wire gives rise to completely new power
law exponents which depend on the strength of the contact barriers. We describe
that these exponents are visible in the conductance through an additional probe
lead.
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5.5.1 Model and flow equations
We use the model Hamiltonian (5.21) with high contact barriers τL,R ≪ 1 and
no additional impurities, I = 0. The interaction is constant on the whole wire,
Un = U , n = 1, . . . , N − 1. The two reservoirs have individual chemical potentials
µL,R and temperatures TL,R. Later on we specialize to TL = TR = T .
We treat the model by Keldysh fRG with the imaginary frequency cut-off (4.45).
Our analysis is restricted to the lowest order truncation scheme which follows from
setting the two-particle vertex function constant to the bare interaction vertex,
γΛ2 ≡ v. (5.53)
In section 5.2 we explained that in the framework of the Matsubara fRG this trun-
cation scheme describes the influence of well separated barriers qualitatively and
quantitatively correct for weak interaction strength. In equilibrium our Keldysh
fRG approach with imaginary frequency cut-off is equivalent to the Matsubara
one, as discussed in section 4.3.3. Since the interaction strength U = 0.5 which we
insert later for numerical evaluation is rather weak with K ≃ 0.86 as per (5.13),
we expect to capture the most relevant effects by our approach.
As explained in section 4.3.3 the initial conditions for the flow generated by
(4.45) are the result of a preliminary flow. For the lowest order truncation scheme
they are given by equation (4.66) which takes the form
ΣRetΛ=∞n′|n =
1
2
∑
m
vn′m|nm = δn,n′ ×
{
U/2, n = 1, N,
U, n = 2, . . . , N − 1. (5.54)
for our model.
Before we derive the flow equation of the main part of the flow it is useful to
analyse the effective distribution function of the particles in the wire. Since we re-
strict our considerations to small tunnelling, τL,R ≪ 1, the matrix elements (5.27b)
of the hybridization functions Γ(r) in the eigenstates (5.25) of the decoupled non-
interacting wire,
Γ
(r)
k′m|km
(ω) = Θ(2− |ω|) 4τ
2
r
N + 1
sin(k′mxnr) sin(kmxnr)
√
1− ω
2
4
, (5.55)
are much smaller than the level spacing. The latter follows from the dispersion
ǫkm = −2 cos(kmC) and is for km ≃ π/(2C) given by
∆ǫ =
2π
N + 1
. (5.56)
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Hence the approximation (2.111) for the effective distribution operator Nres(ω) of
the reservoir dressed propagator is applicable. The symmetry of the decoupled
wire allows for an additional simplification: from nL = 1, nR = N we conclude
sin2(kmxnL) = sin
2
(
mπ
N + 1
)
= sin2
(
mπ
N + 1
N
)
= sin2(kmxnR), (5.57)
which entails
Γ
(r)
km|km
= crΓkm|km , with cr =
τ2r
τ2L + τ
2
R
, r = L,R. (5.58)
Consequently the effective distribution operator (2.111) is proportional to the iden-
tity,
Nres(ω) =
∑
r
crn
(r)
− (ω). (5.59)
The fRG in the lowest order truncation scheme produces a real and frequency
independent interaction self-energy ΣRetΛ. This makes it possible to use the ar-
guments leading to the simplified form of Nres(ω) also for the total effective dis-
tribution N(ω), yielding
N(ω) =
∑
r
crn
(r)
− (ω). (5.60)
The decoupled single-particle Hamiltonian ǫ of the wire just has to be replaced
by ǫ + ΣRetΛ. The symmetry of the wire which allows for (5.58) is not affected
by the interaction self-energy ΣRetΛ which can be seen as follows. At the starting
point of the flow, N(ω) = Nres(ω) satisfies (5.60). Given this form of N(ω) the flow
equation for ΣRetΛ [see equation (5.63) below] preserves the symmetry of ǫ+ΣRetΛ.
This ensures equation (5.58) [the km now being eigenstates of ǫ + Σ
RetΛ] which
in turn justifies (5.60). With (5.60) the Keldysh component of the single-particle
Green function is
GK(ω) =
[
1− 2
∑
r
crn
(r)
− (ω)
] [
GRet(ω)−GAv(ω)] . (5.61)
as can be derived in complete analogy to the corresponding equation (2.98d) for
the lesser component.
Now we introduce the imaginary frequency cut-off (4.45) as flow parameter,
with the broadened step function Θ2πTr from (4.59) instead of the sharp one. The
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single scale propagator can be obtained directly from (5.61) as
SKΛ(ω) = −2
∑
r=L,R
cr
∂n
(r) Λ
− (ω)
∂Λ
[
GRetΛ(ω)−GAvΛ(ω)] (5.62a)
=
1
π
∑
r=L,R
cr
∑
±
1
± iω(r)m (Λ)− (ω − µr)
[
GRetΛ(ω)−GAvΛ(ω)] , (5.62b)
where ω
(r)
m (Λ) is the Matsubara frequency to temperature Tr which is closest to Λ.
Comparing this with (4.67) we find that SKΛ is just a superposition of two equilib-
rium single scale propagators characterized by the reservoir chemical potentials and
temperatures and weighted by the coupling strength prefactors cr = τ
2
r /[τ
2
L + τ
2
R].
As a direct consequence the flow equation for the self-energy in the lowest order
truncation scheme is just a superposition of two equilibrium flow equations (4.71),
∂ΣRetΛn′|n
∂Λ
= − 1
2π
∑
m,m′
vn′m′|nm
∑
r=L, R
cr
[
GRetΛm|m′
(
iω(r)m (Λ) + µr
)
−GAvΛm|m′
(− iω(r)m (Λ) + µr)]. (5.63)
5.5.2 Non-equilibrium induced power law exponents
We solve the flow equation (5.63) numerically without further approximation. The
properties of the solution however can be understood from a simple analytical ar-
gument. During the FRG flow, each reservoir contribution generates oscillations
of the effective potential which influence the other’s formation via back coupling
through equation (5.63). This mutual influence can be neglected for small interac-
tions leading to two independent oscillations with wavelength given by the Fermi
wavelength and amplitude proportional to cr of the corresponding reservoir. The
presence of two oscillations results in a twofold power law of the density of states
close to the boundaries. Corresponding to the periods of the two oscillations, the
two power laws are centred around ω = µL and ω = µR. The two exponents are
determined by the amplitudes of the oscillations. The flow equation (5.63) shows
that the oscillations are generated by an effective interaction strength Ur := crU .
This means that in leading order in the interaction the exponents are proportional
to cr. The twofold power law can be understood as a direct consequence of the
form of the effective distribution function (5.60). Since we do not consider inelastic
effects in the wire, this double-step function governs particle statistics along the
132 5 Transport through quantum wires
whole wire. Therefore the product power law (5.66) with both exponents can be
found at both ends of the interacting wire.
The two power laws can be observed in the numerical data for the spectral
function. One has to take care of the peak structure of the spectral function which
is a consequence of the finite length of the wire: the power laws can be found in
the area of the discrete peaks, as we argue now. Let k˜ denote the eigenstates of
ǫ˜ = ǫ+ ΣRet + 12(Σ
Ret
res + Σ
Av
res). Then the spectral function at site n is
ρnn(ω) = − 1
2π
[
GRetn|n(ω)−GAvn|n(ω)
]
(5.64a)
=
1
2π
∑
k˜
∣∣∣〈xn∣∣∣k˜〉∣∣∣2 Γk˜|k˜(ω)
(ω − ǫ˜k˜)2 + Γk˜|k˜(ω)2/4
(5.64b)
=
∑
k˜
∣∣∣〈xn∣∣∣k˜〉∣∣∣2 δΓ
k˜|k˜(ǫ˜k˜)/2
(ω − ǫ˜k˜). (5.64c)
The step from (5.64a) to (5.64b) is valid in lowest order perturbation theory in Γ.
For the step to (5.64c) we used that Γ(ω) does not vary significantly on the scale
∆ω ∼ Γk˜|k˜. This corresponds to a density of states
Dn|n(ǫ˜k˜) =
∣∣∣〈xn∣∣∣k˜〉∣∣∣2
∆ǫ˜k˜
(5.65)
for which we expect a twofold power-law
Dn|n(ǫ) ∼ max {|ǫ− µL| , TL}αL max {|ǫ− µR| , TR}αR , (5.66)
for n close to 1 or N , where
αr = crαB(µr), r = L,R. (5.67)
Since the level spacing varies on a large scale only, also
∣∣∣〈xn∣∣∣k˜〉∣∣∣2 exhibits the
power law behaviour (5.66) for xn close to the contacts. This can be seen in the
numerical example presented in Figure 5.8.
The double power law in the density of states influences transport character-
istics of the wire via the transmission amplitude. However, in the two-terminal
configuration it is not straightforward to find an observable which allows for a clear
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Figure 5.8: Suppression of the one-particle wave function as function of energy near
the boundary (at site 5) at T = 10−4. Inset: Exponent of the conductance through a
probe lead weakly coupled to site 5 as function of T for µP = µL = 0.05 (solid line)
and µP = µR = −0.05 (dashed line). Using the same truncation scheme in equilibrium
(µL = µR = 0), the functional RG yields the boundary exponent αB ≃ 0.151 (dotted
line). The plateaus of the exponents are in very good agreement with crαB, r = L,R.
N = 20000, U = 0.5, τL = 0.075, τR = 0.15, hence cL = 0.2, cR = 0.8.
separation of the two exponents. Consider e.g. the current voltage characteristics.
Following equation (2.128) the current leaving the left reservoir is
IL(V ) =
e
2π
∫
dω
(
nL− − nR−
)
ΓL1|1Γ
R
N |N
∣∣∣GRet1|N ∣∣∣2 . (5.68)
Analogous steps as in (5.64) show that
∣∣∣GRet1|N ∣∣∣2 = 2π∑
k˜
∣∣∣〈x1∣∣∣k˜〉∣∣∣2 ∣∣∣〈xN ∣∣∣k˜〉∣∣∣2
Γk˜|k˜(ǫ˜k˜)
δΓ
k˜|k˜(ǫ˜k˜)/2
(ω − ǫ˜k˜). (5.69)
From the symmetry of ǫ+ ΣRet we conclude∣∣∣〈x1∣∣∣k˜〉∣∣∣2 = ∣∣∣〈xN ∣∣∣k˜〉∣∣∣2 (5.70)
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in lowest order in ΣRetres ∼ τ2r and therefore
Γk˜|k˜ =
∣∣∣〈x1∣∣∣k˜〉∣∣∣2 ΓL1|1 + ∣∣∣〈xN ∣∣∣k˜〉∣∣∣2 ΓRN |N = ∣∣∣〈x1∣∣∣k˜〉∣∣∣2 (ΓL1|1 + ΓRN |N) (5.71)
so that ∣∣∣GRet1|N ∣∣∣2 = 2π∑
k˜
∣∣∣〈x1∣∣∣k˜〉∣∣∣2
ΓL1|1(ǫ˜k˜) + Γ
R
N |N (ǫ˜k˜)
δΓ
k˜|k˜(ǫ˜k˜)/2
(ω − ǫ˜k˜). (5.72)
Under the integral in (5.68) we can use the smoothened version∣∣∣GRet1|N (ω)∣∣∣2 = 2π D1|1(ω)ΓL1|1(ω) + ΓRN |N (ω) (5.73)
to find
IL(V ) = e
∫
dω
(
nL− − nR−
) ΓL1|1ΓRN |N
ΓL1|1 + Γ
R
N |N
D1|1. (5.74)
At zero temperature and for µL = eV/2, µR = −eV/2, neglecting the slow fre-
quency dependence of Γ(r)(ω) we obtain
IL(V ) ∼
eV/2∫
−eV/2
dω
∣∣∣∣ω − eV2
∣∣∣∣αL ∣∣∣∣ω + eV2
∣∣∣∣αR , (5.75)
and the substitution x = ω/eV leads to
IL(V ) ∼ V 1+αL+αR
1/2∫
−1/2
dx
∣∣x− 12 ∣∣αL ∣∣x+ 12 ∣∣αR ∼ V 1+αL+αR . (5.76)
Hence only the sum of both exponents is visible in I(V ). And this sum is equal to
the equilibrium boundary exponent: for small voltages αB(−eV 2) ≃ αB(eV/2) ≃
αB(0), which entails αL + αR ≃ (cL + cR)αB(0) = αB(0).
The two different exponents induced by the non-equilibrium occupation of states
can be experimentally separated by a three terminal set-up. The results of the
corresponding numerical evaluation can be understood by simple analytical argu-
ments. Consider attaching a third probe lead at site nP close to one of the ends of
the interacting wire. In order not to disturb significantly the density of state in the
wire we choose ΓP ≪ ΓL,ΓR. Figure 5.9 presents a sketch of this configuration.
According to (2.128) the current leaving the probe reservoir is
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τL ≪ 1 τR ≪ 1
τP ≪ τL,R
µL µR
µP = µL
or
µP = µR
Figure 5.9: Set-up with a probe lead attached weakly to the wire near either of the
contacts. For µP = µL the probe lead conductance scales with T
αL , for µP = µR with
TαR .
IP =
e
2π
∫
dω
[ (
nP− − nL−
)
ΓPnP|nPΓ
L
1|1
∣∣∣GRetnP|1∣∣∣2
+
(
nP− − nR−
)
ΓPnP|nPΓ
R
N |N
∣∣∣GRetnP|N ∣∣∣2 ]. (5.77)
For sufficiently small ΓP the influence of the probe chemical potential µP on G
Ret
can be neglected and
∂IP
∂µP
= − e
2π
∫
dω
∂nP−
∂ω
ΓPnP|nP
[
ΓL1|1
∣∣∣GRetnP|1∣∣∣2 + ΓRN |N ∣∣∣GRetnP|N ∣∣∣2] . (5.78)
Similar to (5.73) one derives
∣∣∣GRetnP|1(ω)∣∣∣2 = ∣∣∣GRetnP|N (ω)∣∣∣2 = 2π DnP|nP(ω)ΓL1|1(ω) + ΓRN |N (ω) , (5.79)
where we neglected ΓP ≪ ΓL,ΓR in the denominator. This yields
∂IP
∂µP
= −e
∫
dω
∂nP−(ω)
∂ω
ΓPnP|nP(ω)DnP|nP(ω). (5.80)
Let us choose T ≪ eV = µL−µR and µP = µL. In the region of width ∼ T around
µP = µL where ∂n
P
−(ω)/∂ω allows for significant contributions the hybridization
ΓP(ω) is almost constant and
DnP|nP(ω) ∼ TαL |ω − µR|αR ≃ TαL |eV |αR , (5.81)
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such that
∂IP
∂µP
∣∣∣∣
µP=µL
∼
∫
dω
e(ω−µL)/T
T
[
e(ω−µL)/T +1
]2TαL |eV |αR (5.82a)
= TαL |eV |αR
∫
dx
ex
(ex +1)2
(5.82b)
∼ TαL |eV |αR . (5.82c)
Analogously one finds
∂IP
∂µP
∣∣∣∣
µP=µR
∼ TαR |eV |αL . (5.83)
The numerical results for the exponent of GP = e∂IP/∂µP,
exponent of GP(T ) =
dlogGP(T )
dlog T
, (5.84)
shown in the inset of Figure 5.8 clearly have plateaus at αL,R. As described
jut after (5.76), αL + αR is close to the equilibrium boundary exponent which is
included for comparison in the inset of Figure 5.8.
Similar results were obtained applying bosonization to an effective field theory,
compare [Tru08, Gut08].
5.6 Conclusion
Luttinger liquids are a class of one-dimensional interacting Fermi systems with
identical low-energy behaviour. Transport through such systems is drastically
influenced by the presence of an impurity which leads to a local suppression of the
density of states resulting in power law behaviour of the conductance. The fRG
is a means to tackle real space models of such systems with weak or intermediate
interactions. Being not restricted to low energy asymptotics and allowing for a
large flexibility in the shape of the model, this method helps to achieve a more
realistic theoretical picture of the actual experimental configurations.
In this chapter we used the fRG to explore, how the presence of more than
one impurity on a quantum wire can lead to new power law exponents in the
temperature or voltage dependence of the conductance. Since contacts to the
wire constitute barriers in experiments, we expect the results of our multi-barrier
investigations to be relevant for the interpretation of power-law exponents found
in transport measurements [Pos01, Tho02, Naz03, Pol03, Ens05].
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In section 5.4 we have studied the linear conductance through a quantum wire
with several barriers and shown that an independent average over several phases
can be induced by temperature. For three strong barriers with conductances Gi
and mutual distances larger than the thermal length, we obtain G ∼ √G1G2G3
for the total conductance G. For an interacting wire, this implies power laws in
G(T ) with novel exponents.
The transport through an end-contacted interacting quantum wire at finite bias
voltage has been investigated in section 5.5. We found that the non-equilibrium
occupation of states in the wire leads to a twofold power-law dependence of the den-
sity of states close to the contacts. The scaling exponents which can be observed
in the conductance through a probe lead depend on the height of the contact bar-
riers, in contrast to the exponents known from equilibrium which are independent
of the impurity strength. This exemplifies that non-equilibrium can even modify
the scaling behaviour, whereas recently discussed decoherence effects induced by
relaxation processes associated with the finite current lead to an additional cutoff
of the RG flow [Ros01].
We obtained our results by an approximation scheme which reduces the influ-
ence of the two-particle interaction to an effective single-particle potential. This
captures the leading influence of small interactions, but not the subleading effects
that can lead to important changes of the results at higher interactions. Higher
order interaction effects reshuffle the distribution function and open decay chan-
nels which can lead to a loss of phase coherence during propagation along the wire.
Temperature induced phase averaging then competes with the incoherent addition
of resistances. This ought to be visible in transport experiments since both ef-
fects lead to different power-laws of the conductance. For the finite-bias problem
discussed in section 5.5 a consequence of dephasing might be that the particle
distribution near an end of the wire is completely determined by the one reser-
voir attached to that respective end. This would change the form of (5.66) and
make the coupling dependent exponents αr disappear in favour of the boundary
exponent αB(µr).
This interesting competition between different effects is only accessible to a fRG
truncation scheme which produces a frequency dependent self-energy, renormaliz-
ing (ΣRet − ΣAv) and ΣK. Such a truncation scheme is explored in the followig
chapter. Since the complexity of the method increases drastically in the frequency
dependent truncation scheme, we consider it appropriate to attack first a system
with fewer interacting degrees of freedom than a quantum wire, namely the single
impurity Anderson model.
6 Frequency dependent fRG study of the
single impurity Anderson model
This chapter is devoted to the development of a frequency-dependent truncation
scheme for the Keldysh fRG. In the introduction 6.1 we explain our motivation
to choose the Anderson impurity model as object of investigation. Details of the
model are presented in section 6.2. First insights on how to treat it with the hy-
bridization flow of Keldysh fRG are gained in a basic static approximation scheme
in section 6.3. Section 6.4 is the devoted to the main task of setting up a frequency
dependent approximation. We analyse the role of the three different channels which
contribute to the flow of the two-particle vertex and develop an approximation
scheme which allows to mix them in a consistent and balanced manner. In sec-
tion 6.5 we compare the results obtained by fRG to those of the exact Bethe Ansatz
solution, the numerical renormalization group, and perturbation theory.
6.1 Introduction
For the investigation of transport through quantum wires in the previous chapter
we used the fRG in approximations schemes with frequency independent self-
energy. This approach describes reliably the leading effects of weak interactions in
an effective single-particle picture. At higher interactions the decay rates generated
by inelastic effects of the interaction are no longer negligible and may drastically
change the behaviour of the system. These effects can only be described on the
level of a frequency dependent self-energy.
In the present chapter we address the problem to enhance the truncation scheme
used for the non-equilibrium fRG, such that it is able to describe interaction in-
duced decay rates. The flow equations for the vertex functions in the fRG are of
such a structure that a frequency dependent self-energy can only result from a fre-
quency dependent two-particle vertex. This in turn is a very complicated object,
depending on four frequency, state and Keldysh indices. Conservation laws for
spin, momentum, and frequency, and the symmetry properties of the vertex func-
tion discussed in chapter 3 can be used to reduce the complexity. Nevertheless,
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the two-particle vertex function remains so complicated that it seems advisable
to develop the methodology first for a physical system with as few interacting
degrees of freedom as possible. This restricts at least the dimensionality of the
state dependence of the vertex function. Insight gained at this level can later be
used to attack larger systems.
We choose to investigate the Anderson model with a single orbital [And61] which
is considered to be a generic model for strong local correlations [Hew93] and is a
minimal model to study the interplay of charge and spin fluctuations. The pertur-
bation theory of this model is completely regular [Yam75a, Yos75, Yam75b, Zla83].
However, the low energy behaviour at large interaction U is governed by the so
called Kondo scale [Hew93] which is exponentially small in U and hence cannot
be described in any finite order perturbation theory. This makes the model an
interesting object of RG studies. Since the model can be described in equilib-
rium very accurately by the numerical renormalization group (NRG) (for a review
see [Bul08]) and even exact results for thermodynamic properties are available
from Bethe Ansatz [Tsv83] there is the possibility given to benchmark our results
at least in equilibrium.
In case of thermal equilibrium the application of the Matsubara fRG to the
single-impurity Anderson model has already be studied in detail with two differ-
ent truncation schemes. One of the schemes reduces the flow of the two-particle
vertex to a renormalization of the static interaction strength and produces a fre-
quency independent self-energy; the proceeding is analogous to the one described
in section 5.2 for quantum wires. This approximation is able to reproduce a Kondo
scale exponentially small in U which appears in the pinning of the renormalized
level to the chemical potential [Kar06, And08a]. It turned out to be a quite power-
ful tool for the description of static properties of diverse quantum dot geometries
even at fairly large interactions [Kar06]. The approximation is however unable
to describe finite frequency properties, a restriction that becomes manifest very
clearly in the shape of the spectral function: the approximation of a static self-
energy leads to a Lorentzian resonance peak. The sharp Kondo resonance, the
side bands, the suppression of the Kondo resonance with temperature are features
which cannot be described in principle by the static approximation.
The second more elaborate approximation scheme which has been used within
the equilibrium fRG keeps the frequency dependence of the two-particle vertex
function and neglects the three-particle vertex [Hed04, Kar08]. It yields quanti-
tatively good results for small to intermediate interaction strengths. While finite
frequencies properties are accessible to this frequency dependent fRG approxima-
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tion for not too large interactions, it is an inconvenient observation that the large
interaction asymptotics of this refined version are worse than the ones found in the
static fRG; no Kondo scale exponentially small in U has been found [Kar08]. Also
a technical disadvantage related to the use of the Matsubara formalism becomes
apparent: while the self-energy data are quite accurate on the imaginary frequency
axis for small and intermediate U , the analytic continuation to the real axis was
instable at T > 0, working for some parameter sets but not for others. Therefore
only observables which are accessible from the imaginary frequency axis can be
systematically studied at finite temperature [Kar08]. This finding is an additional
motivation to study a frequency dependent fRG within the Keldysh formalism,
being formulated on the real frequency axis from the outset.
Apart from the possibility to access real frequency properties at finite tempera-
ture we envisage the opportunity to analyse the non-equilibrium behaviour of the
single impurity Anderson model. This has been recently in the focus of diverse
publications. Among them is also a non-equilibrium fRG study that is based on
the real-frequency cut-off and a static approximation scheme [Gez07b, Gez07a].
Results known from the Matsubara fRG could be partially reproduced by this
method. It suffers however from the violation of causality related to the choice
of the real-frequency cut-off. References [Her91, Her92, Fuj03] present pertur-
bative studies that apply to moderate interactions and the special situation of
particle-hole symmetry and vanishing magnetic field. In [Han07] a time indepen-
dent description of non-equilibrium based on a density operator for the steady
state is used to make the problem accessible by quantum Monte Carlo. The main
challenge of this method is the numerical analytic continuation of two imaginary
quantities to the real axis. The numerical evaluation of path integrals within the
non-equilibrium formalism [Wei08] gives access to the current through the model
for moderate U and not too low temperatures. A very promising tool is the recently
introduced scattering states NRG [And08b]. Unfortunately the results for the con-
ductance obtained by this method bear still a considerable numerical uncertainty.
Spataru et al. [Spa09] generalized the GW approximation to non-equilibrium and
concentrate on the Coulomb blockade regime of the model. The time dependent
density matrix renormalization group tries to access the steady state transport
features of the model from the transient regime. Data for the current at moderate
interactions have been found to agree very well with our fRG results [HM09].
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6.2 The Model
The single impurity Anderson model [And61] under consideration consists of a
single electronic level with on-site repulsion, which is coupled to a left (L) and
a right (R) reservoir. We denote the single-particle states of the impurity by
σ =↑, ↓= +12 ,−12 according to the state of the electron spin. The matrix element
of the on-site two-particle interaction is
〈σ′1σ′2|v|σ1σ2〉 =
{
U, if σ′1 = σ1 = σ
′
2 = σ2,
0, else,
(6.1)
with U ≥ 0, where we used the notation σ = −σ. The Hamiltonian is hence a
special realization of the generic Hamiltonian (2.2), namely
H = H
(0)
dot + Vdot +
∑
r=L,R
H(r)res +
∑
r=L,R
H(r)coup, (6.2a)
with
H
(0)
dot =
∑
σ
(
eVg − σB − U
2
)
d†σdσ, (6.2b)
Vdot = Ud
†
↑d↑d
†
↓d↓, (6.2c)
H(r)res =
∑
σ
∫
dkr ǫkra
†
krσ
akrσ, (6.2d)
H(r)coup =
∑
σ
∫
dkr (tkrd
†
σakrσ + h.c.). (6.2e)
The single-particle energies of the dot
ǫσ = eVg − σB − U/2 (6.3)
depend on the gate voltage Vg and the magnetic field B and are shifted by (−U/2)
such that the particle-hole symmetric case is given when eVg equals the chemical
potential.
Recall from chapter 2 that we are interested in the time translational invariant
situation of equilibrium or steady state non-equilibrium which emerges a long time
after the reservoirs have been prepared each in an individual grand-canonical equi-
librium. Throughout this chapter we assume the temperature in both reservoirs
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ǫ
T, µL
µR, T
Γ
Γ
eV
UB
ǫ↓
ǫ↑
Figure 6.1: Sketch of the model with single-particle energy in vertical direction.
to be equal, TL = TR = T , whereas a difference in the two chemical potentials
may be used to account for a finite bias voltage eV = µL − µR. A sketch of the
model can be found in Figure 6.1.
Since we are neither interested in the influence of the band structure of the
reservoirs nor in details of the coupling, we describe the reservoirs in the wide
band limit as introduced in section 2.4.2. The hybridizations
Γ(r) = 2π
|t(r)|2
vr
, r = L,R, (6.4)
do not depend on spin since Hres and Hcoup have been chosen spin degenerate in
our model (6.2). The results presented later apply to the special case of symmetric
coupling, ΓL = ΓR, which is of technical advantage for the implementation of our
approximations.
Defining the total hybridization Γ via1
Γ = ΓL + ΓR, (6.5)
1In the following Γ will be used as energy unit. For the comparison of numerical values from
different publications it is important to be aware of the fact that various conventions for the
definition of Γ are used in the literature. Many authors working on the field of Kondo physics
use the convention Γ(r) = pi|t(r)|2/vr instead of (6.4). A second ambiguity arises in (6.5) which
some publications replace by Γ = ΓL = ΓR. Comparing the imaginary part of the denominator
of the reservoir dressed noninteracting retarded dot propagator (6.6a) is an easy possibility to
determine the total factor needed for the conversion from one convention into another.
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the reservoir-dressed noninteracting dot propagator is given by
gRetσ (ω) =
1
ω − ǫσ + i Γ/2 , (6.6a)
gAvσ (ω) = g
Ret
σ (ω)
∗, (6.6b)
gKσ (ω) =
[
1− 2Nres(ω)
][
gRetσ (ω)− gAvσ (ω)
]
, (6.6c)
with the effective distribution function
Nres(ω) =
∑
r
Γ(r)
Γ
n
(r)
− (ω), (6.7)
compare sections 2.4.4 and 2.5.
The notation in (6.6) makes use of the spin conservation,
Gσ1...σn|σ′1...σ′n ∼ δσ1+...+σn,σ′1+...+σ′n , γσ′1...σ′n|σ1...σn ∼ δσ′1+...+σ′n,σ1+...+σn , (6.8)
which the Green and vertex functions inherit from the Hamiltonian.
We note that the dot Green function in the spin basis exhibits the special be-
haviour under time reversal described in section 3.4.5. Therefore the KMS condi-
tions which connect the components of the Green and vertex functions in thermal
equilibrium and which we apply later on, take the form of a generalized fluctuation
dissipation theorem as stated in section 3.4.6.
For the computation of the current we can use the equation (2.130c) which takes
the form
I = e
ΓLΓR
Γ
∫
dω
[
nL−(ω)− nR−(ω)
]∑
σ
ρσ(ω), (6.9)
with
ρσ(ω) = − 1
π
ImGRetσ (ω), (6.10)
compare also [Her91, Her92].
6.3 FRG in static approximation
For the fRG treatment of the model we choose the hybridization as flow param-
eter, in the way explained in section 4.3.4. This choice is motivated by the fact
that the hybridization flow respects the KMS conditions characterizing thermal
equilibrium. A correct description of thermal equilibrium is necessary to capture
6.3 FRG in static approximation 145
fundamental aspects of the low energy physics of the model. Consider for instance
the equilibrium case with eVg = µ and B = 0. Then the self-energy in leading
order of temperature and frequency exhibits the Fermi liquid behaviour
ΣRetσ (ω, T ) ≃
U
2
+
(
1− χ˜s + χ˜c
2
)
(ω − µ)− i (χ˜s − χ˜c)
2
4Γ
[
(ω − µ)2 + (πT )2] ,
(6.11)
where χ˜c and χ˜s denote the reduced charge and spin susceptibility [Yam75a,
Ogu01]. This property influences important aspects of Kondo physics, like the
shape of the Kondo resonance: for example ΣRetσ (ω = µ, T = 0) = U/2 entails
that the height of the Kondo resonance is ρσ(ω = µ, T = 0) = (πΓ/2)
−1, inde-
pendent of the strength of the interaction. The derivation of (6.11) is based on
thermal equilibrium particle statistics and hence requires the validity of the KMS
conditions for a treatment within Keldysh formalism.
Before discussing the more elaborate frequency dependent truncation scheme,
we describe a basic approximation to the flow: the flow of the n-particle vertex
functions for n ≥ 3 is completely neglected and the flow of the two-particle vertex
function is reduced to the flow of a frequency independent effective interaction
strength. As a consequence the self-energy remains frequency independent which
means that the influence of the interaction on single-particle properties of the sys-
tem is described by a mere shift of the single-particle levels. This approximation
has been studied at T = 0 within a functional RG treatment based on Matsubara
formalism using an imaginary frequency cut-off [Kar06, And08a]. There it was
shown to produce a Kondo scale exponentially small in U/Γ which occurs in the
pinning of the renormalized level position to the chemical potential. Results for
the dependence of the linear conductance on the gate voltage for different mag-
netic fields have been found to be in very good agreement with Bethe Ansatz
and numerical renormalization group computations. It turns out that in thermal
equilibrium at T = 0 the hybridization flow produces the identical flow equations.
Hence this Keldysh approach incorporates all features found in reference [And08a]
for the Matsubara functional RG.
Apart from its success in describing the linear conductance the applicability of
the approximation in question is rather restricted. Given a frequency independent
self-energy, the spectral density ρσ(ω) is a Lorentzian which is centred at the
renormalized level position ǫ˜σ and has fixed width and height,
ρσ(ω) =
1
π
Γ/2
(ω − ǫ˜σ)2 + Γ2/4 . (6.12)
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Therefore the approximation cannot describe any features connected to details of
the spectral function like the formation of a Kondo resonance with side bands
and its dependence on temperature or voltage. That’s why we do not elaborate
in detail on this approximation but merely show that at zero temperature and in
equilibrium the resulting flow equation are identical to those of reference [And08a].
The initial conditions have been determined quite generally in equations (4.80)
and (4.83). In order to specify them to the Anderson impurity model, we use (6.1)
and determine the anti-symmetrized interaction vertex as
vσ′1σ′2|σ1σ2 =

U, if σ′1 = σ1 = σ
′
2 = σ2,
−U, if σ′1 = σ1 = σ′2 = σ2,
0 else,
(6.13)
while (3.6) and (3.14b) yield
v
α′1α
′
2|α1α2
σ′1σ
′
2|σ1σ2
=
{
1
2vσ′1σ′2|σ1σ2 , if α
′
1 + α
′
2 + α1 + α2 is odd,
0, else.
(6.14)
[Concerning the frequency dependence we apply the convention exploiting fre-
quency conservation explained before (3.11).] Note that we assign two different
meanings to the symbol v, one having a Keldysh structure in (6.14) and one having
none in (6.13). The initial conditions are given by
γn(Λ = ∞) = 0, n ≥ 3, (6.15a)
γ2(Λ = ∞) = v, (6.15b)
ΣRet/Avσ (Λ = ∞) =
U
2
, (6.15c)
ΣKσ (Λ = ∞) = 0. (6.15d)
In the following the symbol γ will be used exclusively for the two-particle vertex
function, since higher oder vertex functions vanish in our approximation. Reducing
the two-particle vertex function to a frequency independent effective interaction
means setting
(γΛ)
α′1α
′
2|α1α2
σ′1σ
′
2|σ1σ2
(ω′1ω
′
2|ω1ω2) = (vΛ)α
′
1α
′
2|α1α2
σ′1σ
′
2|σ1σ2
, (6.16)
where vΛ is obtained from v by replacing the bare interaction U by a renormalized
one UΛ in (6.13). Here the effective interaction UΛ is a real number whose flow
starts at
UΛ=∞ = U. (6.17)
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As a consequence of that approximation to the vertex function, the flowing self-
energy remains frequency independent and real, so that we can speak of a flowing
effective level position ǫ
(Λ)
σ = ǫσ+Σ
Ret,Λ
σ . The initial condition for the level position
is according to equations (6.3) and (6.15c)
ǫ(Λ=∞)σ = ǫσ + Σ
Ret
σ (Λ = ∞) = eVg − σB. (6.18)
The initial conditions (6.17) and (6.18) are identical to those of reference [And08a].
(Recall from sections 4.3.3 and 4.3.4 that the starting value for the self-energy in
Matsubara fRG is obtained as result of a preliminary flow from Λ = ∞ to some
very large Λ0.)
The flow equation for the self-energy in the lowest order truncation scheme
has been calculated in equation (4.89c) in section 4.3.4. There it has also been
shown to be identical to the corresponding flow equation of the Matsubara fRG.
By simply replacing v with vΛ this proof can be adapted to the present situation
of a statically renormalized vertex function, the flow equation (4.89c) then reading
∂ǫ
(Λ)
σ
∂Λ
=
UΛ
2π
ǫ
(Λ)
σ − µ
(ǫ
(Λ)
σ − µ)2 + (Γ + Λ)2/4
. (6.19)
It remains to show that the flow of UΛ is identical in both approaches. The
flow equation (4.12) for γ2 generates a frequency dependent vertex function which
has a richer structure in terms of Keldysh and spin indices than indicated in
equation (6.16). After neglecting the contribution from the three-particle vertex
function (4.12a), it can be reduced to the simple structure given in equation (6.16)
by setting all outer frequency arguments equal to the chemical potential µ. [We
refrain from proving this in a cumbersome calculation at this stage because it
can be deduced from more general considerations below, see the remark after
equation (6.103) in section 6.4.6.] The resulting flow equation has the form
∂UΛ
∂Λ
=
U2Λ
2
[
(I ppΛ )
22|12
↑↓ (2µ)+(I
pp
Λ )
22|21
↑↓ (2µ)+(I
ph
Λ )
21|22
↑↓ (0)+(I
ph
Λ )
22|12
↑↓ (0)
]
, (6.20)
where we abbreviated frequency integrals appearing in the particle-particle and
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particle-hole channel by
(I ppΛ )
α1α2|α′1α
′
2
σ1σ2 (ω) =
i
2π
∫
dω′
[
G
α1|α′1 Λ
σ1 (
ω
2 + ω
′)S
α2|α′2 Λ
σ2 (
ω
2 − ω′)
+ S
α1|α′1 Λ
σ1 (
ω
2 + ω
′)G
α2|α′2 Λ
σ2 (
ω
2 − ω′)
]
, (6.21a)
(I phΛ )
α1α2|α′1α
′
2
σ1σ2 (ω) =
i
2π
∫
dω′
[
G
α1|α′1 Λ
σ1 (ω
′ − ω2 )S
α2|α′2 Λ
σ2 (ω
′ + ω2 )
+ S
α1|α′1 Λ
σ1 (ω
′ − ω2 )G
α2|α′2 Λ
σ2 (ω
′ + ω2 )
]
. (6.21b)
The first two summands in (6.20) are from the particle-particle channel (4.12b),
the following two are from the exchange particle-hole channel (4.12c). The direct
particle-hole channel (4.12d) does not contribute to the renormalization of UΛ; in
leading order it creates an effective interaction between two particles in the same
spin state, which is cancelled in the static approximation by a corresponding term
of the exchange particle-hole channel.
The integrands in (6.21) can be expressed through
GRetΛσ (ω) = G
AvΛ
σ (ω)
∗ =
1
ω − ǫΛσ + i(Γ + Λ)/2
, (6.22a)
GKΛσ (ω) = [1− 2n−(ω)]
[
GRetΛσ (ω)−GAvΛσ (ω)
]
= sign(ω − µ) [GRetΛσ (ω)−GAvΛσ (ω)] , (6.22b)
and (4.85a), (4.85b), and (4.87). All integrals can then be solved by the use of
∞∫
−∞
dω sign(ω)
1
(ω − z1)2
1
ω − z2 =
2
z1 − z2
(
log z1z2
z1 − z2 −
1
z1
)
, (6.23)
which holds for any two different non-vanishing complex numbers z1 and z2. A
straightforward calculation yields for the particle-particle channel
(I ppΛ )
22|12
↑↓ (2µ) + (I
pp
Λ )
22|21
↑↓ (2µ) =
1
π
(ǫ
(Λ)
↑ − µ)(ǫ(Λ)↓ − µ) + (Γ + Λ)2/4[
(ǫ
(Λ)
↑ − µ)2 + (Γ+Λ)
2
4
] [
(ǫ
(Λ)
↓ − µ)2 + (Γ+Λ)
2
4
] ,
(6.24)
and for the particle-hole channel
(I phΛ )
21|22
↑↓ (0) + (I
ph
Λ )
22|12
↑↓ (0) =
1
π
(ǫ
(Λ)
↑ − µ)(ǫ(Λ)↓ − µ)− (Γ + Λ)2/4[
(ǫ
(Λ)
↑ − µ)2 + (Γ+Λ)
2
4
] [
(ǫ
(Λ)
↓ − µ)2 + (Γ+Λ)
2
4
] ,
(6.25)
6.4 FRG with frequency dependent vertex function 149
so that in total
∂UΛ
∂Λ
=
U2Λ
π
(ǫ
(Λ)
↑ − µ)(
ǫ
(Λ)
↑ − µ
)2
+ (Γ + Λ)2/4
(ǫ
(Λ)
↓ − µ)(
ǫ
(Λ)
↓ − µ
)2
+ (Γ + Λ)2/4
. (6.26)
When we substitute Λ = 2Λ′, this flow equation turns out to be identical to that in
reference [And08a]. This is consistent with the flow equations for the self-energy
where the same substitution has been required to show the equivalence of the two
formalisms, see the very end of section 4.3.4.
It is not complicated to generalize the static approximation scheme to non-
equilibrium. Since the Keldysh component of the self-energy is not renormalized
we merely need to replace (6.22b) by
GKΛσ (ω) =
∑
r
Γ(r)
Γ
sign(ω − µr)
[
GRetΛσ (ω)−GAvΛσ (ω)
]
, (6.27)
and proceed equivalently for the single-scale propagator (4.87). This simply leads
to a superposition of the flow equations found for thermal equilibrium in the form
∂ǫ
(Λ)
σ
∂Λ
=
UΛ
2π
∑
r
Γr
Γ
ǫ
(Λ)
σ − µr
(ǫ
(Λ)
σ − µr)2 + (Γ + Λ)2/4
, (6.28a)
∂UΛ
∂Λ
=
U2Λ
π
∑
r
Γr
Γ
(ǫ
(Λ)
↑ − µr)(
ǫ
(Λ)
↑ − µr
)2
+ (Γ + Λ)2/4
(ǫ
(Λ)
↓ − µr)(
ǫ
(Λ)
↓ − µr
)2
+ (Γ + Λ)2/4
.
(6.28b)
This approach however does not provide a useful description of the influence of
bias voltage, since it restricts the spectral function by construction to a single
Lorentzian peak; no possibility to split or damp the peak is given from the outset.
6.4 FRG with frequency dependent vertex function
In order to overcome the restrictions of the approximation described in section 6.3,
a frequency dependent self-energy is required. The flow equation (4.11) produces
a frequency dependent self-energy only if the two-particle vertex function is fre-
quency dependent. Therefore our aim is to extend the scheme described in sec-
tion 6.3 in a way that a frequency dependent two-particle vertex function is gener-
ated. We seek for an extension which is as basic as possible; in particular we neglect
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the influence of the three-particle vertex function further on, such that the flow
of the two-particle vertex function is induced by the three contributions (4.12b–
4.12d).
6.4.1 Ladder approximations
Recent investigations of the SIAM by diagrammatic techniques have underlined
the importance of the exchange particle hole ladder (RPA series) for the emergence
of Kondo physics [Log98, Jan07, Jan08]. Let us therefore in a first step neglect
all contributions to the flow of the two-particle vertex function except for the
exchange particle-hole channel (4.12c). If we suppress additionally the feedback
of the self-energy into the propagators except for the initial Hartree term (6.15c)
then the flow equation for the two-particle vertex functions reads
∂
∂Λ
(γ xΛ)1′2′|12 =
i
2π
(γ xΛ)1′4′|32
[
sΛ3|3′ g
Λ
4|4′ + g
Λ
3|3′ s
Λ
4|4′
]
(γ xΛ)3′2′|14 (6.29a)
=
i
2π
(γ xΛ)1′4′|32
∂gΛ3|3′ g
Λ
4|4′
∂Λ
(γxΛ)3′2′|14, (6.29b)
where gΛ is obtained from equation (4.79) replacing ǫσ by ǫσ + U/2. We marked
the vertex function in this approximation with a superscript “x” referring to “ex-
change”. The solution of the flow equation (6.29b) with the initial condition
γ xΛ=∞ = v is given by the exchange particle-hole ladder (RPA series)
(γ xΛ)1′2′|12 = v1′2′|12 +
i
2π
v1′4′|32 g
Λ
3|3′ g
Λ
4|4′ v3′2′|14 + . . . (6.30a)
= v1′2′|12 +
i
2π
v1′4′|32 g
Λ
3|3′ g
Λ
4|4′ (γ
x
Λ)3′2′|14. (6.30b)
Due to frequency conservation at each interaction vertex, the frequency depen-
dence of the ladder is reduced to a single bosonic combination of the external
frequencies,
γ xΛ(ω
′
1, ω
′
2|ω1, ω2) = γ xΛ(X), (6.31)
with
X = ω′2 − ω1 = ω2 − ω′1. (6.32)
From the structure of the RPA series, from the causality relation (γ xΛ)
22|22 = 0,
and from the transformation properties with respect to complex conjugation (see
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section 3.3.2) one can derive that
(γ xΛ)
12|22
σσ|σσ = (γ
x
Λ)
21|22
σσ|σσ
∗
= (γ xΛ)
22|12
σσ|σσ
∗
= (γ xΛ)
22|21
σσ|σσ
= (γ xΛ)
21|11
σσ|σσ = (γ
x
Λ)
12|11
σσ|σσ
∗
= (γ xΛ)
11|21
σσ|σσ
∗
= (γ xΛ)
11|12
σσ|σσ, (6.33a)
(γ xΛ)
11|22
σσ|σσ = (γ
x
Λ)
12|12
σσ|σσ = (γ
x
Λ)
21|21
σσ|σσ = (γ
x
Λ)
22|11
σσ|σσ, (6.33b)
(γ xΛ)
22|22
σσ|σσ = (γ
x
Λ)
21|12
σσ|σσ = (γ
x
Λ)
12|21
σσ|σσ = (γ
x
Λ)
11|11
σσ|σσ = 0. (6.33c)
The components (6.33a) are analytic in the lower half plane of X since the fully
retarded components (3.35) are among them. Their series expansion (6.30a) de-
couples from the other components; summing up the geometric series we obtain
(γxΛ)
12|22
σσ|σσ(X) =
U
2
+
U2
4
(BxΛ)σσ(X)
1− U2 (BxΛ)σσ(X)
, (6.34)
where
(BxΛ)σσ(X) =
i
2π
∫
dω
[
gRetΛσ (ω − X2 )gKΛσ (ω + X2 ) + gKΛσ (ω − X2 )gAvΛσ (ω + X2 )
]
(6.35)
denotes the particle-hole bubble (polarization operator). In the special case T = 0,
B = 0, V = 0, eVg = µ we find
(BxΛ)σσ(X) = −
2
π
ΓΛ
X(X − i ΓΛ) ln
(
1 + i XΓΛ/2
)
. (6.36)
Expanding 1/(BxΛ)σσ(X) in powers of X/ΓΛ results in
(γxΛ)
12|22
σσ|σσ(X) ≃
U
2
− i
2π
U2
X − i(ΓΛ/2− U/π) , X ≪ ΓΛ, (6.37)
which features a singularity at X = 0 when Λ reaches the value
Λ = Λc = 2U/π − Γ (6.38)
and exhibits the wrong analytic behaviour for Λ < Λc (being then analytic in the
upper half plane of X). Therefore the flow Λ → 0 can only be finished if
U < Uc = πΓ/2. (6.39)
We have tested that this limitation is not overcome when the full self-energy is fed
back into the flow, replacing s and g in equation (6.29a) by S and G.
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Hence we have to take into account also the other two channels (4.12b,4.12d).
A parquet approach based procedure mixing the exchange particle-hole and the
particle-particle channel has been set up in reference [Jan07, Jan08], in which the
authors study the SIAM within Matsubara formalism. Essentially the particle-
particle channel serves them to renormalize the interaction U which enters the
exchange channel to an effective value Ueff which is always lesser than Uc. The
difference Uc − Ueff is then used as a measure for the Kondo scale.
We aim to implement a similar proceeding within the framework of the func-
tional RG. We consider it appropriate to include also contributions from the direct
particle-hole channel, because this channel bears the same singularity as the ex-
change channel. In order to see this let us define the particle-particle and the direct
particle-hole ladder on the analogy of equation (6.29b) by the flow equations
∂
∂Λ
(γ pΛ )1′2′|12 =
i
4π
(γ pΛ )1′2′|34
∂gΛ3|3′ g
Λ
4|4′
∂Λ
(γ pΛ )3′4′|12, (6.40a)
∂
∂Λ
(γ dΛ )1′2′|12 = −
i
2π
(γ dΛ )1′3′|14
∂gΛ3|3′ g
Λ
4|4′
∂Λ
(γ dΛ )4′2′|32. (6.40b)
In correspondence to equation (6.30b) the solutions of these flow equations satisfy
(γ pΛ )1′2′|12 = v1′2′|12 +
i
4π
v1′2′|34 g3|3′ g4|4′ (γ
p
Λ )3′4′|12, (6.41a)
(γ dΛ )1′2′|12 = v1′2′|12 −
i
2π
v1′3′|14 g3|3′ g4|4′ (γ
d
Λ )4′2′|32. (6.41b)
Their frequency dependence takes the form
(γ pΛ )(ω
′
1, ω
′
2|ω1, ω2) = (γ pΛ )(Π), (6.42a)
(γ dΛ )(ω
′
1, ω
′
2|ω1, ω2) = (γ dΛ )(∆), (6.42b)
with
Π = ω1 + ω2 = ω
′
1 + ω
′
2, (6.43a)
∆ = ω′1 − ω1 = ω2 − ω′2. (6.43b)
Evaluating (6.41a) one finds
(γ pΛ )
12|22
σσ|σσ(Π) =
U
2
+
U2
4
(BpΛ)σσ(Π)
1− U2 (BpΛ)σσ(Π)
. (6.44)
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At T = 0, B = 0, V = 0, eVg = µ, the particle-particle bubble takes the form
(BpΛ)σσ(Π) =
2
π
ΓΛ
(Π− 2µ)(Π− 2µ+ iΓΛ) ln
(
1− i Π−2µΓΛ/2
)
, (6.45)
such that (γ pΛ )
12|22
σσ|σσ is a regular function on the real Π-axis for all values of U . In
contrast, (γ dΛ )
12|22 satisfies
(γd)
12|22
σσ|σσ(∆) =
1
2
[
(γp)
12|22
σσ|σσ(∆) + (γ
x)
12|22
σσ|σσ(∆)
∗
]
, (6.46a)
(γd)
12|22
σσ|σσ(∆) =
1
2
[
(γp)
12|22
σσ|σσ(∆)− (γx)
12|22
σσ|σσ(∆)
∗
]
(6.46b)
and thus possesses the same singularity as the exchange particle-hole channel.
6.4.2 Approximated mixing of the channels
Given an approximation that takes into account all three channels (4.12b–4.12d),
the two-particle vertex will depend on all three frequencies Π, X,∆. Due to fre-
quency conservation these three are indeed sufficient to express the general fre-
quency dependence of the two-particle vertex function; the conversion
γ(ω′1, ω
′
2|ω1, ω2) → γ(Π, X,∆) (6.47)
is obtained from
ω1 =
1
2
(Π−X −∆), ω2 = 1
2
(Π +X + ∆), (6.48a)
ω′1 =
1
2
(Π−X + ∆), ω′2 =
1
2
(Π +X −∆). (6.48b)
In the following the three bosonic frequency arguments of the vertex function will
always be indicated in the order (Π, X,∆). When all three contributions (4.12b–
4.12d) to the flow are taken into account simultaneously, then the dependence on
Π, X,∆ is mixed through the feedback of the vertex function on the right hand
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side of the flow equation that reads
∂
∂Λ
γΛ1′2′|12(Π, X,∆) =
i
2π
∫
dω{
γΛ1′2′|34
(
Π, ω + X−∆2 , ω − X−∆2
)
SΛ3|3′
(
Π
2 − ω
)
GΛ4|4′
(
Π
2 + ω
)
× γΛ3′4′|12
(
Π, X+∆2 + ω,
X+∆
2 − ω
)
(6.49a)
+ γΛ1′4′|32
(
Π+∆
2 + ω,X,
Π+∆
2 − ω
) [
SΛ3|3′
(
ω − X2
)
GΛ4|4′
(
ω + X2
)
+GΛ3|3′
(
ω − X2
)
SΛ4|4′
(
ω + X2
) ]
γΛ3′2′|14
(
ω + Π−∆2 , X, ω − Π−∆2
)
(6.49b)
− γΛ1′3′|14
(
ω + Π−X2 , ω − Π−X2 ,∆
) [
SΛ3|3′
(
ω − ∆2
)
GΛ4|4′
(
ω + ∆2
)
+GΛ3|3′
(
ω − ∆2
)
SΛ4|4′
(
ω + ∆2
) ]
γΛ4′2′|32
(
Π+X
2 + ω,
Π+X
2 − ω,∆
)}
.
(6.49c)
Here we use shorthands like
γΛ1′2′|12 ≡ γΛ2
α′1α
′
2|α1α2
σ′1σ
′
2|σ1σ2
(6.50)
and indices occuring twice in a product implicate summation over state and
Keldysh indices. The flow equation (6.49) leads to a complicated dependence
of the vertex function on the three frequencies (Π, X,∆). As a consequence a
numerical solution of the flow equation requires a sampling of three dimensional
frequency space which constitutes a high computational effort. The structure of
the flow equation suggests to approximate the frequency dependence of the two-
particle vertex function by
γΛ(Π, X,∆) ≃ v + ϕpΛ(Π) + ϕxΛ(X) + ϕdΛ(∆), (6.51)
where the bare interaction vertex is the initial value at the beginning of the flow,
v = γΛ=∞, and where ϕ
p
Λ(Π), ϕ
x
Λ(X), ϕ
d
Λ(∆) are approximations to the parts of γ
produced by (6.49a), (6.49b), (6.49c), respectively. An analogous approximation
has been investigated in studies of the SIAM based on the equilibrium Matsubara
fRG [Kar08]. The results achieved with and without this approximation were of
the same quality. Reliable results were obtained for small and intermediate U/Γ
where the limiting effect for large U/Γ seemed to be the omission of the three-
particle vertex function. For small U/Γ the system can be described by second
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order perturbation theory which also produces a two-particle vertex function of
the form (6.51). Our fRG treatment will comprise the diagrams of second order
perturbation theory for the self-energy and for the vertex function. For U → 0 the
fRG results asymptotically approach those of second order perturbation theory.
In order to achieve the form (6.51) where the frequency dependence is split
up onto three functions we have to eliminate X and ∆ from (6.49a), Π and ∆
from (6.49b), and Π and X from (6.49c). It is obvious that any manipulation
of this type can only yield convincing results if the frequency dependence of the
vertex functions is not very pronounced. This limits the range of applicability of
the approximations to small and intermediate interaction strengths. Kondo physics
emerging for large U/Γ cannot be described: we expect γ(Π, X,∆) to exhibit a
sharp resonance as function of X in this regime (cf. reference [Jan07, Jan08] and
section 6.4.1); furthermore omitting the three particle vertex is not justified for
large U/Γ.
Different approaches in order to get rid of the frequency mixing on the right hand
side of (6.49) are conceivable. The most basic approach neglects completely the
frequency dependence of γ under the integral, such that only the dependence via
the propagators S and G remains. A more sophisticated approach could replace
e.g. (6.49a) by
i
2π
∫
dω γΛ1′2′|34 (Π, ω, ω)S
Λ
3|3′
(
Π
2 − ω
)
GΛ4|4′
(
Π
2 + ω
)
γΛ3′4′|12 (Π, ω,−ω) (6.52)
and proceed correspondingly for (6.49b) and (6.49c); this constitutes a real fre-
quency analogue of the approach used in the Matsubara fRG treatment of refer-
ence [Kar08]. The variety of reasonable replacements is however restricted by the
necessity that the components of the vertex function maintain their fundamental
features concerning exchange of particles, causality and the KMS conditions as de-
scribed in chapter 3. We have tested different possibilities. Here we present only
the one which provided the most convincing results. It is based on a procedure to
assign a static vertex to the functions ϕp,x,dΛ ,
ϕpΛ(Π) → ΦpΛ, (6.53a)
ϕxΛ(X) → ΦxΛ, (6.53b)
ϕdΛ(∆) → ΦdΛ. (6.53c)
The Φp,x,dΛ are frequency independent and represent effective static interactions
between particles of either opposite or identical spin state. Since permutations
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of the incoming indices map the exchange particle-hole channel onto the direct
particle-hole channel and vice versa, the Φx,d have to satisfy
(ΦxΛ)
α′1α
′
2|α2α1
σσ|σσ = −(ΦdΛ)
α′1α
′
2|α1α2
σσ|σσ , (6.54a)
(ΦxΛ)
α′1α
′
2|α1α2
σσ|σσ = −(ΦdΛ)
α′1α
′
2|α2α1
σσ|σσ , (6.54b)
(ΦxΛ)
α′1α
′
2|α1α2
σσ|σσ = −(ΦdΛ)
α′1α
′
2|α2α1
σσ|σσ . (6.54c)
This is achieved by the form
(ΦpΛ)σ′1σ′2|σ1σ2 =

UpΛ, if σ
′
1 = σ1 = σ
′
2 = σ2,
−UpΛ, if σ′1 = σ1 = σ′2 = σ2,
0, else,
(6.55a)
(ΦxΛ)σ′1σ′2|σ1σ2 =

UxΛ, if σ
′
1 = σ1 = σ
′
2 = σ2,
−UdΛ, if σ′1 = σ1 = σ′2 = σ2,
−W dΛσ1 , if σ′1 = σ1 = σ′2 = σ2,
0, else,
(6.55b)
(ΦdΛ)σ′1σ′2|σ1σ2 =

UdΛ, if σ
′
1 = σ1 = σ
′
2 = σ2,
−UxΛ, if σ′1 = σ1 = σ′2 = σ2,
W dΛσ1 , if σ
′
1 = σ1 = σ
′
2 = σ2,
0, else,
(6.55c)
and
(Φp,x,dΛ )
α′1α
′
2|α1α2
σ′1σ
′
2|σ1σ2
=
{
1
2(Φ
p,x,d
Λ )σ′1σ′2|σ1σ2 , if α
′
1 + α
′
2 + α1 + α2 is odd
0, else,
(6.56)
with Up,x,dΛ andW
d
Λσ being real numbers, compare (6.13) and (6.14). The detailed
procedure to determine appropriate constants Up,x,dΛ , W
d
Λσ has to be consistent
with the flow equations and is discussed below in section 6.4.6. In (6.55a) we do
not account for the possibility that an effective interaction between two particles
of identical spin state could result from the particle-particle channel. The reason
is that a static interaction vertex between particles of identical spin state vanishes
when being anti-symmetrized since the direct and exchange terms cancel each
other. This is consistent with the fact that such a contribution is not generated
by the flow equation (6.57a) below, since v + ΦxΛ + Φ
d
Λ allows only interactions of
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particles in opposite spin states. Also the fact that Up,x,dΛ are independent of of the
spin (while W dΛσ is not) is consistent with the structure of an effective interaction
vertex, compare (6.13), and will be reproduced by the flow equations below.
When inserting now the form (6.51) on the right hand side of the flow equa-
tion (6.49), the sum structure is reproduced by the flow if we replace ϕxΛ(X) and
ϕdΛ(∆) in the particle-particle channel (6.49a) by the constant vertices Φ
x
Λ, Φ
d
Λ and
proceed analogously for the other channels: in the flow of any channel the other
two channels are reduced to constant vertices. The flow equations for ϕp,x,dΛ are
then given by
∂
∂Λ
(ϕpΛ)1′2′|12(Π) =
1
2
(
v + ϕpΛ(Π) + Φ
x
Λ + Φ
d
Λ
)
1′2′|34
(IppΛ )34|3′4′(Π)
× (v + ϕpΛ(Π) + ΦxΛ + ΦdΛ)3′4′|12,
(6.57a)
∂
∂Λ
(ϕxΛ)1′2′|12(X) =
(
v + ΦpΛ + ϕ
x
Λ(X) + Φ
d
Λ
)
1′4′|32
(IphΛ )34|3′4′(X)
× (v + ΦpΛ + ϕxΛ(X) + ΦdΛ)3′2′|14,
(6.57b)
∂
∂Λ
(ϕdΛ)1′2′|12(∆) = −
(
v + ΦpΛ + Φ
x
Λ + ϕ
d
Λ(∆)
)
1′3′|14
(IphΛ )34|3′4′(∆)
× (v + ΦpΛ + ΦxΛ + ϕdΛ(∆))4′2′|32,
(6.57c)
where we used a summation convention for index numbers representing the state
σ and the Keldysh index α, and
(Ipp,phΛ )34|3′4′ = δσ3σ′3δσ4σ′4(I
pp,ph
Λ )
α3α4|α′3α
′
4
σ3σ4 (6.58)
refers to (6.21).
6.4.3 Identification of independent components of ϕp,x,dΛ
The numerous Keldysh and spin components of the functions ϕp,x,dΛ are not inde-
pendent of each other. In this section we isolate a set of independent components
from which all the others can be determined. For that purpose we make extensive
use of the relations for the vertex functions which are connected to permutation of
particles, complex conjugation, causality and the KMS conditions and which are
described in chapter 3. We explained in section 4.3.4 that the hybridization flow
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parameter preserves these relations during the truncated RG flow. This is as well
the case under the additional approximation induced by the replacement (6.53)
since the static renormalized vertices appearing in the flow equation (6.57) have
the same spin and Keldysh structure as the original bare vertex. The relations
can be even used for the three individual functions ϕp,x,dΛ since the diagrammatic
structure of the three corresponding flow equations is closed with respect to the
manipulations done in the proof of those relations, cf. chapter 3. As the single
exception, permutation of either the incoming or the outgoing indices maps ϕx
onto ϕd and vice versa.
Analysis of the spin structure
Due to the spin structure of v, (Φp,x,dΛ ), and (I
pp,xph
Λ ) certain spin components of
ϕp,x,dΛ vanish: Knowing that
vσ′1σ′2|σ1σ2 = 0
(ΦpΛ)σ′1σ′2|σ1σ2 = 0
(ΦxΛ)σ′1σ′2|σ1σ2 + (Φ
d
Λ)σ′1σ′2|σ1σ2 = 0
if σ1 6= σ2 or σ′1 6= σ′2, (6.59a)
(Φx,dΛ )σ′1σ′2|σ1σ2 = 0 if σ
′
1 + σ
′
2 6= σ1 + σ2, (6.59b)
we conclude from the flow equation (6.57) that
(ϕpΛ)σ′1σ′2|σ1σ2 = 0, if σ1 6= σ2 or σ
′
1 6= σ′2, (6.60a)
(ϕxΛ)σ′1σ′2|σ1σ2 = 0, if σ1 + σ2 6= σ
′
1 + σ
′
2, (6.60b)
(ϕdΛ)σ′1σ′2|σ1σ2 = 0, if σ1 + σ2 6= σ
′
1 + σ
′
2. (6.60c)
Concerning the remaining spin components, we can restrict our study to
(ϕpΛ)σσ|σσ, (ϕ
x
Λ)σσ|σσ, (ϕ
d
Λ)σσ|σσ, (ϕ
d
Λ)σσ|σσ, (6.61)
because the other ones can be derived from them by permutations of particle
indices,
(ϕpΛ)
α′1α
′
2|α1α2
σσ|σσ (Π) = −(ϕpΛ)
α′1α
′
2|α2α1
σσ|σσ (Π), (6.62a)
(ϕxΛ)
α′1α
′
2|α1α2
σσ|σσ (X) = −(ϕdΛ)
α′1α
′
2|α2α1
σσ|σσ (−X), (6.62b)
(ϕdΛ)
α′1α
′
2|α1α2
σσ|σσ (∆) = −(ϕxΛ)
α′1α
′
2|α2α1
σσ|σσ (−∆), (6.62c)
(ϕxΛ)
α′1α
′
2|α1α2
σσ|σσ (X) = −(ϕdΛ)
α′1α
′
2|α2α1
σσ|σσ (−X). (6.62d)
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Analysis of the Keldysh structure
In the following it is convenient to describe the Keldysh components of two-particle
functions in terms of block matrices, in which they are arranged according to the
scheme 
(11|11) (11|21) (11|12) (11|22)
(21|11) (21|21) (21|12) (21|22)
(12|11) (12|21) (12|12) (12|22)
(22|11) (22|21) (22|12) (22|22)
 . (6.63)
The indices α′2, α2 of an index tuple (α
′
1α
′
2|α1α2) indicate which of the blocks is
to be chosen, while α′1, α1 defines the position inside a block. The bare interaction
vertex (6.14) for example is described by the block matrix
v
α′1α
′
2|α1α2
σ′1σ
′
2|σ1σ2
=
1
2
vσ′1σ′2|σ1σ2

0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

α′1α
′
2|α1α2
. (6.64)
From the flow equation (6.57a) it follows that ϕpΛ(Π) has the Keldysh structure
ϕpΛ =

c d d c
a b b a
a b b a
c d d c

Λ
, (6.65)
which can be seen as follows: the initial value ϕpΛ=∞ ≡ 0 is consistent with the
structure (6.65). When ϕpΛ(Π) has this structure, then also [v+ϕ
p
Λ(Π)+Φ
x
Λ +Φ
d
Λ].
From equation (6.57a) it can then be derived that ∂ϕpΛ/∂Λ has the structure (6.65)
as well. Therefore this structure is conserved during the flow.
Exploiting the causality relation (ϕpΛ)
22|22 ≡ 0 and the transformation properties
with respect to complex conjugation we find
(ϕpΛ)σσ|σσ(Π) =

0 apΛ
∗
apΛ
∗
0
apΛ b
p
Λ b
p
Λ a
p
Λ
apΛ b
p
Λ b
p
Λ a
p
Λ
0 apΛ
∗
apΛ
∗
0

σσ
(Π), (6.66)
where (apΛ)σσ(Π) is a complex valued function while (b
p
Λ)σσ(Π) is purely imaginary.
As a consequence of causality, (apΛ)σσ(Π) is analytic in the upper half plane of Π.
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The relations for exchange of particle indices yield
(apΛ)σσ(Π) = (a
p
Λ)σσ(Π), (6.67a)
(bpΛ)σσ(Π) = (b
p
Λ)σσ(Π). (6.67b)
In case of thermal equilibrium at temperature T = 1/β and chemical potential
µ the only nontrivial component of the generalized fluctuation dissipation theo-
rem (3.106) reads
(bpΛ)σσ(Π) = i 2 coth
[
β(Π2 − µ)
]
Im(apΛ)σσ(Π). (6.68)
The same reasoning as used for (ϕpΛ)σσ|σσ(Π) shows that the Keldysh structure
of (ϕxΛ)σσ|σσ(X) is
(ϕxΛ)σσ|σσ(X) =

0 axΛ
∗ axΛ b
x
Λ
axΛ b
x
Λ 0 a
x
Λ
∗
axΛ
∗ 0 bxΛ a
x
Λ
bxΛ a
x
Λ a
x
Λ
∗ 0

σσ
(X), (6.69)
with a complex valued function (axΛ)σσ(X) and an imaginary function (b
x
Λ)σσ(X).
(axΛ)σσ(X) is analytic in the lower half plane of X. The behaviour of a
x
Λ and b
x
Λ
under exchange of particle indices is
(axΛ)σσ(X) = (a
x
Λ)σσ(−X)∗, (6.70a)
(bxΛ)σσ(X) = (b
x
Λ)σσ(−X). (6.70b)
In case of thermal equilibrium the KMS conditions are
(bxΛ)σσ(X) = − i 2 coth
[
βX
2
]
Im(axΛ)σσ(X). (6.71)
The Keldysh structure of (ϕdΛ)σσ|σσ(∆) has the form
(ϕdΛ)σσ|σσ(∆) =

0 (adΛ)σσ (a
d
Λ)
∗
σσ (b
d
Λ)σσ
(adΛ)σσ 0 (b
d
Λ)σσ (a
d
Λ)
∗
σσ
(adΛ)
∗
σσ (b
d
Λ)σσ 0 (a
d
Λ)σσ
(bdΛ)σσ (a
d
Λ)
∗
σσ (a
d
Λ)σσ 0
 (∆), (6.72)
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where (adΛ)σσ(∆) and (b
d
Λ)σσ(∆) are complex valued functions which satisfy
(adΛ)σσ(∆) = (a
d
Λ)σσ(−∆)∗, (6.73a)
(bdΛ)σσ(∆) = −(bdΛ)σσ(−∆)∗, (6.73b)
(bdΛ)σσ(∆) = (b
d
Λ)σσ(−∆). (6.73c)
The function (adΛ)σσ(∆) is analytic in the upper half plane of ∆. In case of thermal
equilibrium the KMS conditions demand
Re(bdΛ)σσ(∆) = tanh
[
β∆
2
]
Re
[
(adΛ)σσ(∆)− (adΛ)σσ(∆)
]
, (6.74a)
Im(bdΛ)σσ(∆) = coth
[
β∆
2
]
Im
[
(adΛ)σσ(∆) + (a
d
Λ)σσ(∆)
]
. (6.74b)
Finally the Keldysh structure of (ϕdΛ)σσ|σσ(∆) is
(ϕdΛ)σσ|σσ(∆) =

0 adΛ a
d
Λ
∗
bdΛ
adΛ 0 b
d
Λ a
d
Λ
∗
adΛ
∗
bdΛ 0 a
d
Λ
bdΛ a
d
Λ
∗
adΛ 0

σσ
(∆), (6.75)
where (adΛ)σσ(∆) is a complex valued and (b
d
Λ)σσ(∆) a purely imaginary function;
they satisfy
(adΛ)σσ(∆) = (a
d
Λ)σσ(−∆)∗, (6.76a)
(bdΛ)σσ(∆) = (b
d
Λ)σσ(−∆). (6.76b)
(adΛ)σσ(∆) is analytic in the upper half plane of ∆. In case of thermal equilibrium
the KMS conditions are
(bdΛ)σσ(∆) = i 2 coth
[
β∆
2
]
Im(adΛ)σσ(∆). (6.77)
6.4.4 Flow equation for the self-energy
In our approximation the two-particle vertex acquires a special structure described
in the preceding section. When we insert this structure into equation (4.11) we
162 6 Frequency dependent fRG study of the SIAM
obtain as flow equation for the retarded component of the self-energy
∂ΣRet Λσ (ω)
∂Λ
= − i
2π
∫
dω′
{[
U
2
+ (apΛ)σσ(ω
′ + ω) + (axΛ)σσ(ω
′ − ω) + (adΛ)σσ(0)
]
SK Λσ (ω
′)
− [(adΛ)σσ(ω − ω′)− (adΛ)σσ(0)]SK Λσ (ω′)
+
[
(bxΛ)σσ(ω
′ − ω) + (bdΛ)σσ(0)
]
SRet Λσ (ω
′)
− [(bdΛ)σσ(ω − ω′)− (bdΛ)σσ(0)]SRet Λσ (ω′)
+
[
(bpΛ)σσ(ω
′ + ω) + (bdΛ)σσ(0)
]
SAv Λσ (ω
′)
+ (bdΛ)σσ(0)S
Av Λ
σ (ω
′)
}
. (6.78)
As a consequence of equation (4.85) SRet(ω′) [SAv(ω′)] is analytic in the upper
[lower] half plane of ω′ and vanishes as ω′−2 for |ω′| → ∞. Hence∫
dω′ SRet, Av(ω′) = 0 (6.79)
and equation (6.78) is reduced to
∂ΣRet Λσ (ω)
∂Λ
= − i
2π
∫
dω′
{[
U
2
+ (apΛ)σσ(ω
′ + ω) + (axΛ)σσ(ω
′ − ω) + (adΛ)σσ(0)
]
SK Λσ (ω
′)
− [(adΛ)σσ(ω − ω′)− (adΛ)σσ(0)]SK Λσ (ω′)
+ (bxΛ)σσ(ω
′ − ω)SRet Λσ (ω′)
− (bdΛ)σσ(ω − ω′)SRet Λσ (ω′)
+ (bpΛ)σσ(ω
′ + ω)SAv Λσ (ω
′)
}
. (6.80)
Since the relation ΣAvΛσ (ω) = Σ
RetΛ
σ (ω)
∗ is maintained during the flow, it is not
necessary to compute the flow of ΣAvΛσ (ω) separately. Using similar steps as for
ΣRet we acquire the following flow equation for ΣK,
∂ΣKΛσ (ω)
∂Λ
= − i
2π
∫
dω′
{[
(bpΛ)σσ(ω
′ + ω) + (bxΛ)σσ(ω
′ − ω)]SKΛσ (ω′)
− (bdΛ)σσ(ω − ω′)SKΛσ (ω′)
+ 2 Re
[(
U
2
+ (apΛ)σσ(ω
′ + ω)∗ + (axΛ)σσ(ω
′ − ω)
)
SRetΛσ (ω
′)
]
− 2 Re [(adΛ)σσ(ω − ω′)SRetΛσ (ω′)]}. (6.81)
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6.4.5 Flow equation for the two-particle vertex
Due to the structure of the two-particle vertex function described in section 6.4.3,
its flow is determined completely by the flow of the components
(ap,x,dΛ )σσ, (b
p,x,d
Λ )σσ, (a
d
Λ)σσ, (b
d
Λ)σσ. (6.82)
The flow equations of these components can be formulated as a closed set, if the
other components are eliminated by use of the relations found in section 6.4.3.
Setting up this set of flow equations is cumbersome but not complicated. This
section is restricted to sketching briefly some simplifications which can be made
during the calculation and indicating the result.
The flow equations for (apΛ)σσ = (ϕ
p
Λ)
12|22
σσ|σσ and (b
p
Λ)σσ = (ϕ
p
Λ)
12|21
σσ|σσ follow from
equation (6.57a). Due to equations (6.55), (6.58), and (6.60a) the implicit sum-
mation over spin indices in equation (6.57a) is reduced to the two contributions
(σ3σ4|σ′3σ′4) = (σσ|σσ), (σσ|σσ). The summation over Keldysh indices is also
largely reduced: first because of the vanishing components in equation (6.66), and
second because of
(IppΛ )
α1α2|α′1α
′
2 = 0, if α1 = α
′
1 = 1 or α2 = α
′
2 = 1, (6.83a)
(IppΛ )
12|21 = (IppΛ )
21|12 = 0. (6.83b)
Equation (6.83a) is a consequence of G1|1 = 0, S1|1 = 0, while equation (6.83b)
follows from GRet(ω), SRet(ω) [GAv(ω), SAv(ω)] being analytic in the upper [lower]
half plane of ω. Making further use of
(IppΛ )
α′1α
′
2|α1α2(ω) = −(−1)α′1+α′2+α1+α2(IppΛ )α1α2|α
′
1α
′
2(ω)∗ (6.84)
for the remaining components, which follows from GRetσ (ω)
∗ = GAvσ (ω), S
Ret
σ (ω)
∗ =
SAvσ (ω) and G
K
σ (ω)
∗ = −GKσ (ω), SKσ (ω)∗ = −SKσ (ω), we find
∂(apΛ)σσ(Π)
∂Λ
=
[
UxdΛ
2
+ (apΛ)σσ(Π)
]2 [
(I ppΛ )
22|12
σσ (Π) + (I
pp
Λ )
22|21
σσ (Π)
]
, (6.85a)
∂(bpΛ)σσ(Π)
∂Λ
= 2 i Im
{∣∣∣∣UxdΛ2 + (apΛ)σσ(Π)
∣∣∣∣2[(I ppΛ )22|11σσ (Π) + 12(I ppΛ )22|22σσ (Π)
]
+
[
UxdΛ
2
+ (apΛ)σσ(Π)
]
(bpΛ)σσ(Π)
[
(I ppΛ )
22|12
σσ (Π) + (I
pp
Λ )
22|21
σσ (Π)
]}
,
(6.85b)
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where
UxdΛ = U + U
x
Λ + U
d
Λ. (6.86)
The flow equations for (axΛ)σσ(X) and (b
x
Λ)σσ(X) can be derived in an analogous
way. Instead of equations (6.83) and (6.84) we use
(IphΛ )
α1α2|α′1α
′
2 = 0, if α1 = α
′
1 = 1 or α2 = α
′
2 = 1, (6.87a)
(IphΛ )
11|22 = (IphΛ )
22|11 = 0, (6.87b)
and
(IphΛ )
α′1α
′
2|α1α2(ω) = −(−1)α′1+α′2+α1+α2(IphΛ )α1α2|α
′
1α
′
2(ω)∗, (6.88)
and find
∂(axΛ)σσ(X)
∂Λ
=
[
UpdΛ
2
+ (axΛ)σσ(X)
]2 [
(I phΛ )
21|22
σσ (X) + (I
ph
Λ )
22|12
σσ (X)
]
, (6.89a)
∂(bxΛ)σσ(X)
∂Λ
= 2 i Im
{∣∣∣∣UpdΛ2 + (axΛ)σσ(X)
∣∣∣∣2[(I phΛ )12|21σσ (X) + 12(I phΛ )22|22σσ (X)
]
+
[
UpdΛ
2
+ (axΛ)σσ(X)
]
(bxΛ)σσ(X)
[
(I phΛ )
21|22
σσ (X) + (I
ph
Λ )
22|12
σσ (X)
]}
,
(6.89b)
with
UpdΛ = U + U
p
Λ + U
d
Λ. (6.90)
The flow equations for (adΛ)σσ(∆) and (b
d
Λ)σσ(∆) are
∂(adΛ)σσ(∆)
∂Λ
=−
[
UpxΛ
2
+ (adΛ)σσ(∆)
] ∑
s=↑,↓
[
(adΛ)ss(∆)−
W dΛ s
2
]
×
×
[
(I phΛ )
22|21
ss (∆) + (I
ph
Λ )
12|22
ss (∆)
]
, (6.91a)
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∂(bdΛ)σσ(∆)
∂Λ
=−
[
UpxΛ
2
+ (adΛ)σσ(∆)
] [
(adΛ)σσ(∆)
∗ − W
d
Λ σ
2
]
×
×
[
(I phΛ )
12|21
σσ (∆) + (I
ph
Λ )
21|12
σσ (∆) + (I
ph
Λ )
22|22
σσ (∆)
]
−
[
UpxΛ
2
+ (adΛ)σσ(∆)
∗
] [
(adΛ)σσ(∆)−
W dΛ σ
2
]
×
×
[
(I phΛ )
12|21
σσ (∆) + (I
ph
Λ )
21|12
σσ (∆) + (I
ph
Λ )
22|22
σσ (∆)
]
−
[
UpxΛ
2
+ (adΛ)σσ(∆)
]
(bdΛ)σσ(∆)
[
(I phΛ )
22|21
σσ (∆) + (I
ph
Λ )
12|22
σσ (∆)
]
−
[
UpxΛ
2
+ (adΛ)σσ(∆)
∗
]
(bdΛ)σσ(∆)
[
(I phΛ )
21|22
σσ (∆) + (I
ph
Λ )
22|12
σσ (∆)
]
−
[
(adΛ)σσ(∆)
∗ − W
d
Λ σ
2
]
(bdΛ)σσ(∆)
[
(I phΛ )
21|22
σσ (∆) + (I
ph
Λ )
22|12
σσ (∆)
]
−
[
(adΛ)σσ(∆)−
W dΛ σ
2
]
(bdΛ)σσ(∆)
[
(I phΛ )
22|21
σσ (∆) + (I
ph
Λ )
12|22
σσ (∆)
]
,
(6.91b)
where we have set
UpxΛ = U + U
p
Λ + U
x
Λ. (6.92)
Since (adΛ)σσ and (a
d
Λ)σσ have the same initial value zero at Λ = ∞ we conclude
from equation (6.91a) that
(adΛ)σσ(∆) = (a
d
Λ)σσ(∆). (6.93)
Finally the flow equations for (adΛ)σσ(∆) and (b
d
Λ)σσ(∆) turn out to be
∂(adΛ)σσ(∆)
∂Λ
=−
[
UpxΛ
2
+ (adΛ)σσ(∆)
]2 [
(I phΛ )
22|21
σσ (∆) + (I
ph
Λ )
12|22
σσ (∆)
]
−
[
(adΛ)σσ(∆)−
W dΛ σ
2
]2 [
(I phΛ )
22|21
σσ (∆) + (I
ph
Λ )
12|22
σσ (∆)
]
, (6.94a)
∂(bdΛ)σσ(∆)
∂Λ
=− 2 i Im
{∣∣∣∣UpxΛ2 + (adΛ)σσ(∆)
∣∣∣∣2[(I phΛ )12|21σσ (∆) + 12(I phΛ )22|22σσ (∆)
]
+
∣∣∣∣(adΛ)σσ(∆)− W dΛ σ2
∣∣∣∣2[(I phΛ )12|21σσ (∆) + 12(I phΛ )22|22σσ (∆)
]
+
[
UpxΛ
2
+ (adΛ)σσ(∆)
∗
]
(bdΛ)σσ(∆)
[
(I phΛ )
21|22
σσ (∆) + (I
ph
Λ )
22|12
σσ (∆)
]
+
[
(adΛ)σσ(∆)
∗ − W
d
Λ σ
2
]
(bdΛ)σσ(∆)
[
(I phΛ )
21|22
σσ (∆) + (I
ph
Λ )
22|12
σσ (∆)
]}
.
(6.94b)
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6.4.6 How to determine Up,x,dΛ and W
d
Λσ
The approximation scheme described above requires a procedure which assigns ef-
fective constant interaction vertices Φp,x,dΛ to the functions ϕ
p
Λ(Π), ϕ
x
Λ(X), ϕ
d
Λ(∆).
Hence it is a central question how to determine appropriate real numbers Up,x,dΛ ,
W dΛσ which characterize the vertices Φ
p,x,d
Λ in equations (6.55). We propose a
very simple solution for the case of thermal equilibrium. In order to generalize
this approach to non-equilibrium however we will need to formulate additional
constrictions.
Let us assume thermal equilibrium in a first step. Then we can show that
ΦPΛ = ϕ
p
Λ(Π = 2µ), (6.95a)
ΦxΛ = ϕ
x
Λ(X = 0), (6.95b)
ΦdΛ = ϕ
d
Λ(∆ = 0) (6.95c)
have exactly the structure given in equations (6.55) and (6.56). We first dis-
cuss the particle-hole channel. From equations (6.73a) and (6.76a) we infer that
(adΛ)σσ(0) and (a
d
Λ)σσ(0) are real numbers. Using the KMS conditions (6.74)
and (6.77) combined with equation (6.93) we conclude further that (bdΛ)σσ(0) = 0
and (bdΛ)σσ(0) = 0. In thermal equilibrium we can use the fluctuation dissipation
theorem (3.55) and (4.87) to show that
(I phΛ )
21|22
σσ (0) + (I
ph
Λ )
22|12
σσ (0) = −2 Re
{
i
2π
∫
dω
[
GAvσ (ω)S
Av
σ (ω)
+ SAvσ (ω)G
Av
σ (ω)
]
[1− 2n−(ω)]
}
(6.96)
is a real number. From the flow equation (6.89a) it follows that (axΛ)σσ(0) is real.
The KMS condition (6.71) then entails that (bxΛ)σσ(0) = 0. In total this means
that we can set
ΦdΛ = ϕ
d
Λ(0) and Φ
x
Λ = ϕ
x
Λ(0), (6.97)
with
UxΛ = 2(a
x
Λ)σσ(0), (6.98a)
UdΛ = 2(a
d
Λ)σσ(0), (6.98b)
W dΛσ = 2(a
d
Λ)σσ(0). (6.98c)
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When we insert (6.98c) into (6.91a) this yields in particular ∂(adΛ)σσ/∂Λ = 0.
Combining this with the initial condition (adΛ=∞)σσ = 0 we conclude from (6.98b)
that
UdΛ ≡ 0. (6.99)
For the particle-particle channel we combine the fluctuation dissipation theo-
rem (3.55) and (4.87) with
1− 2n−(µ+ ω) = − [1− 2n−(µ− ω)] (6.100)
to find that
(I ppΛ )
22|12
σσ (2µ) + (I
pp
Λ )
22|21
σσ (2µ) = 2 Re
{
i
2π
∫
dω
[
GRetσ (µ+ ω)S
Av
σ (µ− ω)
+ SRetσ (µ+ ω)G
Av
σ (µ− ω)
][
1− 2n−(µ+ ω)
]}
(6.101)
is a real number. Hence it follows from the flow equation (6.85a) that (apΛ)σσ(2µ)
is real. The KMS condition (6.68) then demands that (bpΛ)σσ(2µ) = 0. Therefore
we can set
ΦpΛ = ϕ
p
Λ(2µ) (6.102)
with
UpΛ = 2(a
p
Λ)σσ(2µ). (6.103)
Note that (v + ΦpΛ + Φ
x
Λ + Φ
d
Λ) = vΛ is exactly the flowing effective interaction
vertex used in the static approximation scheme in section 6.3.
In the case of non-equilibrium we will also use (6.98) and adapt (6.103) by
setting
UpΛ = 2(a
p
Λ)σσ(µL + µR). (6.104)
While UdΛ and W
d
Λ are then again guaranteed to be real valued by (6.73a) and
(6.76a), additional assumptions are necessary to ensure this for UxΛ and U
p
Λ. If the
propagator which we feed back into the flow of the two-particle vertex satisfies
GKΛ(ω) = [1− 2N(ω)] [GRetΛ(ω)−GAvΛ(ω)] , (6.105a)
with N(ω) =
∑
r=L,R
Γr
Γ
n
(r)
− (ω), (6.105b)
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then equation (6.96) is still valid in non-equilibrium, with N(ω) replacing n−(ω);
this warrants that UxΛ is real. Under the additional assumptions
ΓL = ΓR, (6.106a)
and TL = TR, (6.106b)
also equation (6.101) can be maintained if µ is replaced with (µL + µR)/2 and
n−(µ+ ω) with N(
µL+µR
2 + ω). In that case also U
p
Λ is real.
6.4.7 Self-energy feedback
The propagators S,G appearing in the flow equation for the self-energy and for the
vertex function are full propagators, which means that they are dressed with the
current value of the self-energy ΣΛ(ω). In this way the self-energy feeds back into
its own flow and into the flow of the vertex function. In the preceeding section we
described that our flow scheme requires the validity of the fluctuation dissipation
theorem like equation (6.105), or, equivalently,
ΣKΛ(ω) = [1− 2N(ω)] [ΣRetΛ(ω)− ΣAvΛ(ω)] . (6.107)
While this identity is guaranteed in equilibrium by the KMS conditions, it con-
stitutes an approximation in non-equilibrium; interaction effects that lead to a
redistribution of particle statistics are neglected, compare section 2.5.
The results discussed below show that the feedback of the full frequency depen-
dent self-energy into the flow leads to an artificial smoothening of spectral features.
The Kondo resonance at ω = µ for instance acquires a much broader shape than
expected. Better results are achieved with a different feedback scheme for the
self-energy which reduces its back-coupling into the flow to a simple shift of the
single-particle levels. On the analogy of the way how we determine an effective
static interaction vertex from the vertex function in section 6.4.6, we assign a real
and static level shift E to the self-energy by setting
ERetΛσ = E
AvΛ
σ = Re Σ
RetΛ
σ (ω =
µL+µR
2 ), (6.108a)
EKΛσ = 0. (6.108b)
Only this static renormalization enters the propagators on the right hand side of
the flow equations for ΣΛ and γΛ. Due to the missing Keldysh component of EΛσ
the condition (6.105) is then readily fulfilled.
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It turns out that this static self-energy feedback produces results distinctively
better than in case of the full frequency dependent self-energy feedback. We also
studied mixed schemes, for instance to feed the static self-energy into the flow of
γΛ while the full self-energy is used for the flow of ΣΛ, or vice versa. However,
static feedback into both flow equations performed best. Hence all results shown
in section 6.5 are computed with this scheme.
6.5 Results of the frequency dependent fRG
We start by discussing the particle-hole symmetric model in thermal equilibrium
at B = 0. The low energy expansion of the retarded self-energy is then given
by equation (6.11). The reduced susceptibilities serving as coefficients of this
expansion are known exactly from Bethe Ansatz and are [Zla83]
χ˜s = exp
(
π
4
U
Γ
)√ Γ
U
∞∫
0
dx exp
(−π4 ΓU x2) cos(πx/2)1− x2 , (6.109a)
χ˜c = exp
(−π4 UΓ )
√
Γ
U
∞∫
0
dx exp
(−π4 ΓU x2) cosh(πx/2)1 + x2 . (6.109b)
For U&πΓ the reduced susceptibilities acquire their asymptotic form where [Zla83]
χ˜s ± χ˜c ≃ χ˜s ≃ π
2
√
Γ
U
exp
(
π
4
[
U
Γ − ΓU
])
, U & πΓ. (6.110)
This exponential behaviour governs the width of the Kondo resonance, the peak
of the spectral density at the chemical potential. The reason is that the retarded
Green function can be approximated for ω close to µ by
GRetσ (ω) ≃
1
ω − ǫσ − ΣRetσ
∣∣
ω=µ
− ΣRetσ ′
∣∣
ω=µ
+ i Γ/2
. (6.111)
At eVg = µ, T = 0, B = 0, V = 0 we apply (6.3) and (6.11) and define the
effective mass
m∗ = 1− ∂Σ
Ret
σ
∂ω
∣∣∣∣
ω=µ
(6.112)
to obtain
GRetσ (ω) ≃
1
m∗(ω − µ) + i Γ/2 . (6.113)
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Hence
ρσ(ω) = − 1
π
ImGRetσ (ω) ≃
1
π
Γ/2
[m∗(ω − µ)]2 + Γ2/4 , (6.114)
so that the full width at half maximum of the peak within this approximation is
given by
TK =
Γ
m∗
. (6.115)
From (6.11) and (6.110) we deduce
m∗ =
χ˜s + χ˜c
2
(6.116a)
≃ π
4
√
Γ
U
exp
(
π
4
[
U
Γ − ΓU
])
, U & πΓ, (6.116b)
and thus
TK =
4
π
√
UΓ exp
(−π4 [UΓ − ΓU ]) . (6.117)
Figure 6.2 shows a comparison of the effective mass computed by the fRG to that
obtained from second order perturbation theory and to the exact Bethe Ansatz
result. Since second order perturbation theory will serve us several times as com-
parison we briefly sketch how it is determined. When evaluating the frequency
dependent second order diagram for the self-energy we use propagators dressed
with the restricted self-consistent Hartree-Fock self-energy as lines. Self-consistent
Hartree-Fock is obtained as solution of the self-consistency equation
ΣRetσ = U 〈nσ〉 (6.118a)
= − i
2π
U
∫
dωG<σ (ω) (6.118b)
=
U
2π
∫
dωN(ω)
Γ
(ω − ǫσ − ΣRetσ )2 + Γ2/4
, (6.118c)
with N(ω) as given in equation (6.105b). This equation has a unique solution
for small U , but there are three solutions at larger values of U (e.g. for U >
πΓ/2 for T = 0, B = 0). Two of them feature a local moment, ΣRet↑ 6= ΣRet↓ ,
even for B = 0 [And61]. Restricted Hartree-Fock refers to the third solution
which is energetically unfavourable compared to the other two ones but which
has the advantage not to break spin symmetry, ΣRet↑ = Σ
Ret
↓ . In the particle-
hole symmetric case for instance the restricted Hartree-Fock self-energy is ΣRet↑ =
ΣRet↓ = U/2 and aligns the single-particle levels with the chemical potential. We
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Figure 6.2: The effective mass m∗ = 1 − ΣRetσ ′
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ω=µ
as function of U for eVg = µ,
T = 0, B = 0, V = 0. The exponential behaviour exhibited by the exact result obtained
from equations (6.116a) and (6.109) is neither reproduced by the fRG nor by second order
perturbation theory. While the effective mass computed from the fRG with the (standard)
static feedback scheme is comparable to the one found in second order perturbation theory,
the values obtained from the fRG with full self-energy feedback (see section 6.4.7) are
clearly worse.
use this perturbation theory only for B = 0. For finite magnetic field it is not
clear which solution of the self-consistency equation ought to be used to dress the
propagators.
In Figure 6.2 we see that the effective mass computed from the fRG does not
increase exponentially for large U , but is comparable to the one computed with
second order perturbation theory. As a consequence the width of the Kondo
resonance of the spectral function resulting from the fRG approximation does not
decrease exponentially for increasing U . Figure 6.2 also shows the effective mass
obtained from the fRG with full frequency dependent back-coupling of the self-
energy into the flow. As mentioned in section 6.4.7 this feedback leads to an
artificial broadening of spectral features which becomes apparent here by too low
values for the effective mass.
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Figure 6.3: The second derivative of the self-energy as function of U for eVg = µ, T = 0,
B = 0, V = 0. The fRG produces an exponential increase with the exponent 4U/πΓ,
whereas the exact exponent is πU/2Γ. Second order perturbation theory and the fRG
with the full frequency dependent self-energy feedback (compare section 6.4.7) do not
yield an exponential increase.
From the expansion (6.11) and from (6.110) and (6.116) it follows that also
i Γ
2
∂2ΣRetσ
∂ω2
∣∣∣∣
ω=µ
=
(χ˜s − χ˜c)2
4
(6.119a)
≃ m∗2, U & πΓ, (6.119b)
increases exponentially with U in the Kondo regime. Figure 6.3 presents the
respective data obtained by fRG and second order perturbation theory in compar-
ison to the exact result. In contrast to second order perturbation theory the fRG
produces an exponential scale. Indeed one can show [Jak10a] that[
i Γ
2
∂2ΣRetσ
∂ω2
∣∣∣∣
ω=µ
]
fRG
=
3
2
[
π
4
Γ
U
sinh
(
4
π
U
Γ
)
− 1
]
(6.120a)
≃ 3π
16
Γ
U
exp
(
4
π
U
Γ
)
, U ≫ Γ. (6.120b)
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Figure 6.4: Comparison of the square of the effective mass and of the second derivative
of the self-energy as function of U for eVg = µ, T = 0, B = 0, V = 0. In the exact solution
both have identical large U asymptotics, m∗2 being always the larger one of both. In the
fRG data the curves cross at U slightly above 4Γ.
Given (6.119b) and (6.115) this corresponds to a Kondo scale
[TK]fRG = 4
√
UΓ
3π
exp
(
− 2
π
U
Γ
)
. (6.121)
The identical exponential behaviour has been found to govern the pinning of the
spectral weight to the chemical potential in the Matsubara fRG with frequency
independent truncation scheme [Kar06, And08a]. With 2/π ≃ 0.64 the prefactor
is slightly smaller than the correct one in equation (6.117), π/4 ≃ 0.79. Figure 6.3
also shows that the fRG with feedback of the full frequency dependent self-energy
into the flow does not produce an exponential scale in the second derivative of the
self-energy. This illustrates again that the static feedback scheme which we use as
standard is advantageous, compare section 6.4.7.
The fact that the fRG produces an exponential behaviour in ΣRetσ
′′
but not in
the effective mass constitutes an inconsistency which manifests that the method
captures Kondo physics only partly. The exact result satisfies
m∗2 =
(χ˜s + χ˜c)
2
4
>
(χ˜s − χ˜c)2
4
=
i Γ
2
∂2ΣRetσ
∂ω2
∣∣∣∣
ω=µ
, (6.122)
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Figure 6.5: Spectral function for eVg = µ, T = 0, B = 0, V = 0 and U = 2Γ. The
results of fRG and second order perturbation theory agree very well with NRG data.
The peak shape differs already significantly from the Lorentzian form produced by static
approximations like restricted Hartree-Fock.
where both sides asymptotically approach χ˜2s/4. Figure 6.4 illustrates that the
fRG result violates this inequality for U > 4Γ. Therefore we restrict the following
discussions to U ≤ 4Γ.
Figures 6.5–6.7 show spectral functions in the particle-hole symmetric case at
B = 0, T = 0, in equilibrium. Results of the fRG and of second order perturba-
tion theory are compared to essentially exact NRG data2. For U . 2Γ all three
methods yield nearly identical results. For U = 2Γ the shape of the peak differs
already significantly from the Lorentzian form produced by static approximations
like restricted Hartree-Fock. At this interaction strength the difference is almost
exclusively due to the second order self-energy diagrams which are also captured
exactly by the fRG. For U = 3Γ, 4Γ the resonance peaks produced by fRG and
second order perturbation theory are too broad, see insets of Figures 6.6 and 6.7,
which is a consequence of the effective mass being too small as discussed above.
The overall shape of the spectral function is reproduced better by second order per-
turbation theory than by fRG. The fRG has a tendency to shift spectral weight too
far away from the central peak; in Figure 6.7 the side peaks computed by fRG are
2The NRG data presented here and in the following figures have been created with a ready-to-
use program provided by Dr. Theo Costi, Institute of Solid State Research, Forschungszentrum
Jülich.
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Figure 6.6: Spectral function for eVg = µ, T = 0, B = 0, V = 0 and U = 3Γ.
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Figure 6.7: Spectral function for eVg = µ, T = 0, B = 0, V = 0 and U = 4Γ.
The resonance at ω = µ produced by fRG and by second order perturbation theory is
too broad. The side peaks resulting from the fRG calculation are situated at too large
|ω − µ|.
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Figure 6.8: Linear conductance as function of gate voltage for T = 0, U = 4Γ and
different magnetic fields.
situated at |ω − µ| ≃ 3Γ whereas they are expected to be at |ω − µ| ≃ U/2 = 2Γ.
For the computation of equilibrium spectra it is hence preferable to resort to the
frequency dependent Matsubara fRG which has been found to be clearly superior
in this respect to second order perturbation theory at U = 2.5Γ [Kar08].
The linear conductance as function of gate voltage for different magnetic fields
at T = 0 and U = 4Γ is shown in Figure 6.8. The fRG data agree very well with
NRG results; the frequency dependent Keldysh fRG obviously maintains the high
quality in describing Glin(Vg, B;T = 0) which has already been achieved by the
fRG with frequency independent truncation scheme [Kar06, And08a].
Figures 6.9 and 6.10 present the linear conductance as function of gate voltage
for different temperatures at B = 0 and U = 2Γ, 3Γ. In contrast to second or-
der perturbation theory the fRG reproduces the NRG results for the width of the
plateau at T = 0 and the position of the maxima for T > 0 quite accurately. The
decrease of the conductance at Vg = 0 with increasing temperature is captured
not completely correct by the fRG but distinctively better than by second order
perturbation theory. The fRG provides an altogether acceptable description of
Glin(Vg, T ) for U . 3. This is an important improvement compared to previous
fRG approaches. The static fRG [Kar06, And08a] is in principle unable to repro-
duce the minimum of Glin at Vg = 0. The reason is that the linear conductance is
6.5 Results of the frequency dependent fRG 177
 0
 0.5
 1
 1.5
 2
 0  0.5  1  1.5  2
eVg/Γ
G
li
n
(e
2
/h
)
NRG
fRG
2nd ord. PT
T = 0.2Γ
T = 0.1Γ
T=0.05Γ
T=0.02Γ
T = 0
Figure 6.9: Linear conductance as function of gate voltage for B = 0, U = 2Γ and
different temperatures.
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Figure 6.10: Linear conductance as function of gate voltage for B = 0, U = 3Γ and
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given by
Glin = e
2 Γ
LΓR
Γ
∫
dω
(
−∂n−(ω)
∂ω
)
ρ(ω), (6.123)
as follows from the current formula (6.9). In any static approximation ρ(ω) is a
single Lorentzian for B = 0, centred at the renormalized level position. Obviously
equation (6.123) can produce a single maximum of Glin(Vg) when the renormal-
ized level is aligned with the chemical potential, but no local minimum. For the
frequency dependent Matsubara fRG on the other hand it turned out that the
analytic continuation from the imaginary to the real frequency axis constitutes
a major obstacle at T > 0 [Kar08], so that the linear conductance is not acces-
sible systematically. A static fRG scheme based on the real frequency cut-off in
Keldysh formalism (compare section 4.3.2) has also been found to reproduce quali-
tatively the shape of Glin(Vg, T ) [Gez07a]. In view of our argument presented after
equation (6.123) this has to be the consequence of a renormalization of the level
broadening. The latter however can be achieved only in a dynamic approximation
as can be seen from the fluctuation dissipation theorem (3.58) that manifestly
requires a frequency dependent Keldysh component of the self-energy. Having in
mind our discussion around equation (4.24) we suspect that this result of [Gez07a]
is an artifact connected to the violation of causality as consequence of the real
frequency cut-off.
The results of our Keldysh fRG for the current as function of bias voltage at
eVg = µ, B = 0, T = 0 have been compared in reference [HM09] to data ob-
tained by a time dependent density renormalization group (tDMRG) treatment.
Excellent agreement between both methods has been found for U ≤ 4Γ. A more
sensitive quantity for comparisons is however the differential conductance. Un-
fortunately, the tDMRG conductance data existing by now are not enough for a
meaningful comparison.
In Figure 6.11 we compare the differential conductance as computed by fRG
to the fourth order perturbation theory results from Fujii and Ueda [Fuj03]. The
agreement for small and large voltages is rather good. A discrepancy is found at
intermediate V where the fRG does not reproduce the anomalous peak found by
Fujii and Ueda for sufficiently large U . Probably the anomalous peak is an artifact
of fourth order perturbation theory; we are not aware of any other investigation
indicating its existence.
The data for Gdiff(V ) at different magnetic fields presented in Figures 6.12
and 6.13 could in principle be compared to results of the recently introduced
scattering states NRG [And08b]. The latter are however still too noisy to allow
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Figure 6.11: Differential conductance as function of bias voltage for eVg = µ, B = 0
and different values of U . The temperature is zero except for the two fRG curves with
U = Γ, 2Γ where T = 0.02Γ; the corresponding two data sets for the current at T = 0 have
not been sufficiently smooth to allow for numerical differentiation. The fourth order per-
turbation theory results have been extracted from the preprint arXiv:cond-mat/0211616v1
to reference [Fuj03].
for definite conclusions. Figures 6.14 and 6.15 finally present the differential con-
ductance for different temperatures in comparison to second order perturbation
theory.
6.6 Conclusion
In this chapter we studied a frequency dependent fRG approximation for the An-
derson impurity model. In equilibrium this model provides the possibility to com-
pare our results to reliable data from Bethe Ansatz or the NRG. Existing studies
of the model within Matsubara fRG yield inspiration on how to approach the prob-
lem within Keldysh formalism. The non-equilibrium properties of the model are
subject of numerous investigations in recent time; however, a consistent picture
did not yet emerge.
In order to preserve the Fermi liquid properties of the model we have chosen the
hybridization as flow parameter. In the more basic approximation scheme with
static vertex renormalization we found it to reproduce exactly the results of the
static Matsubara fRG. For the more advanced dynamic second order truncation
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Figure 6.12: FRG results for the differential conductance as function of bias voltage for
eVg = µ, T = 0, U = 3Γ and different values of the magnetic field.
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Figure 6.13: FRG results for the differential conductance as function of bias voltage for
eVg = µ, T = 0, U = 4Γ and different values of the magnetic field.
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Figure 6.14: FRG results for the differential conductance as function of bias voltage for
eVg = µ, B = 0, U = 3Γ and different values of temperature, in comparison with second
order perturbation theory.
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Figure 6.15: FRG results for the differential conductance as function of bias voltage for
eVg = µ, B = 0, U = 4Γ and different values of temperature, in comparison with second
order perturbation theory.
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scheme it was necessary to simplify the frequency dependence of the vertex in
order to obtain treatable equations. As a consequence high interactions are not
accessible to our method. The fact that the self-energy which we feed back into
the flow is static and hence without interaction induced decay rates is another
reason not to treat large interactions with that approach. For technical reasons
we restricted our study furthermore to TL = TR and ΓL = ΓR.
At the particle-hole symmetric point the description of the spectral function
obtained by our fRG is comparable to second order perturbation theory at weak
interactions, getting inferior for increasing values of U . But in contrast to per-
turbation theory the fRG generates exponential behaviour in certain observables.
The exponent of the Kondo temperature extracted from the second order deriva-
tive of the self-energy is identical to that found from the pinning mechanism in
the static fRG and not far from the exact value. A big success of the method is
the very good description of the linear conductance as function of gate voltage
and magnetic field. At zero temperature excellent conductance data are obtained
even for U = 4Γ while for finite T acceptable quality is achieved for U . 3Γ with
much better results than in perturbation theory. In this respect the method is a
utile complement to existing fRG approaches: the static fRG is applicable only
at T = 0, and the frequency dependent Matsubara fRG does not produce con-
ductance data of comparable quality. Concerning non-equilibrium properties the
results of the fRG compare rather good to those of other methods for U . 3Γ as
far as comparisons are possible. The problem of conservation of current by the
fRG still needs to be addressed. For the finite bias data which we presented in
section 6.5 current conservation is given as a consequence of the complete symme-
try established by eVg = (µL + µR)/2, TL = TR, ΓL = ΓR. In more general cases
the fRG is not expected to be a current conserving method. Similar problems are
known for other methods, for example perturbation theory [Her91, Her92].
The comparison of the frequency dependent Keldysh and Matsubara fRG re-
veals that in spite of being closely related, the two methods are far from being
equivalent in equilibrium. The choice of an imaginary frequency cut-off as used in
Matsubara fRG is not possible in the Keldysh fRG without destroying the Fermi
liquid property at the particle-hole symmetric point. For the Keldysh fRG the
static self-energy feedback into the flow is preferable to the full one, as opposed
to the Matsubara fRG. And while the Matsubara fRG yields better results for the
form of the spectral function at the particle-hole symmetric point, the Keldysh
fRG produces better data for the linear conductance as function of gate voltage,
making accessible finite temperatures where the Matsubara fRG is handicapped
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by the problem of analytic continuation.
In total our investigation gave insight on how a frequency dependent approxi-
mation to the Keldysh fRG can be constructed, and produced a flexible method
to compute properties of the Anderson impurity model for moderate interactions.
A fundamental problem of applying the fRG in a weak-interaction truncation to
that model is that the justification for the performed approximations can only be
given by perturbative arguments. This difficulty is rooted in the regular pertur-
bative expansion of the model and should not be given in models with low energy
divergencies which typically allow to distinguish relevant and irrelevant contribu-
tions to the RG flow by power counting. In order to access the Kondo limit of the
Anderson model an approach based on Hubbard-Stratonovich fields representing
spin fluctuations seems promising; an implementation of this idea within Mat-
subara fRG however has not yet been able to reproduce the exponentially small
Kondo scale [Bar09].
7 Conclusion
In chapter 1 we formulated two objectives of this thesis: the methodical aim to
bring forward the development of the fRG in Keldysh formalism; and the aim to
analyse the transport properties of quantum wires with multiple barriers and of
the Anderson impurity model. We will conclude on both separately.
7.1 Development of the fRG in Keldysh formalism
We presented in detail the implementation of the fRG within Keldysh formalism.
We identified the choice of appropriate flow parameters as a topic that requires
special care. A guideline in this problem is the regularization of infrared diver-
gencies and the conservation of basic properties inherent to Keldysh formalism.
We determined two especially useful flow parameters, both constructed from the
reservoir dressed dot propagator.
One of them cuts off the imaginary frequencies that appear as poles of the Fermi
functions of the reservoirs. Its similarity to the frequency cut-off of the Matsubara
fRG is underlined by the fact that in equilibrium both produce identical flow
equations in the lowest order truncation scheme. However, one should keep in
mind that this equivalence is no longer given for frequency-dependent higher order
truncations. We propose to use the imaginary frequency cut-off as flow parameter,
if the conservation of the fluctuation dissipation theorem in equilibrium is not of
preliminary importance, or if a frequency independent truncation scheme is used
in which the fluctuation dissipation theorem is conserved trivially. Meanwhile this
cut-off has also been used very successfully in the real-time RG [Sch09a, Sch09b].
The second flow parameter which we introduced is an artificially enhanced reser-
voir hybridization. Remarkably, in equilibrium at T = 0 and for static hybridiza-
tions Γ(ω) ≡ Γ this flow parameter reproduces again the flow equations of the
Matsubara fRG in the lowest order truncation scheme. While the hybridization
flow has the advantage to preserve the fluctuation dissipation theorem in equilib-
rium, it can be more cumbersome to use than step-function cut-offs, because it
does not cancel any integration or summation. In this thesis we formulated the
hybridization flow parameter only for the rather restricted case of all hybridiza-
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tions being multiples of each other. More general extensions are conceivable, for
instance by multiplying the existing hybridizations by a factor instead of adding
the flow parameter to them.
The Keldysh fRG with imaginary frequency cut-off in the lowest order truncation
scheme turned out to be a fairly simple and effective method. Applying this scheme
to quantum wires we have seen how the resulting non-equilibrium flow equation
can be understood as superposition of two equilibrium flow equations known from
the Matsubara fRG. Capturing the leading effects of the two-particle interaction,
the lowest order truncation has been sufficient to uncover the presence of twofold
power laws in the quantum wire as generic non-equilibrium effect.
In our discussion of a frequency dependent second order truncation scheme in
chapter 6 it became apparent, that the Keldysh and Matsubara fRG have to be
considered as independent methods, even if the Keldysh fRG is used in equilib-
rium. We found for the Anderson impurity model that the procedures used in the
Matsubara fRG cannot be adopted without changes in the Keldysh fRG: neither
the flow parameter, nor the feedback-scheme for the self-energy, nor the precise
form in which the frequency dependence of the vertex function is simplified. Hence
it is no surprise that both methods do not yield the same results. It seems how-
ever that having different advantages they can complement each other. In order
to understand the precise relationship between both approaches it would be an
important step to clarify if and how the multi-particle vertex functions of both
formalisms are related to each other by analytic continuation.
Using the example of the Anderson impurity model we developed concepts how
to make a frequency dependent second order truncation scheme of the Keldysh
fRG treatable. We expect that the core ideas can be transferred to other systems.
For models with non-regular perturbative expansion it ought to be possible to
achieve further insights by arguments based on the RG-relevance of the different
contributions to the flow of the two-particle vertex.
The fundamental relations between the components of multi-particle Keldysh
Green and vertex functions which were derived in chapter 3 will constitute the
basis of any future discussion of advanced approximation schemes to the Keldysh
fRG. They may even be quite helpful when adapting other methods to Keldysh
formalism that use multi-particle functions, like e.g. parquet equations.
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7.2 Transport through quantum wires and the
Anderson impurity
We used the fRG to study transport through the model of an interacting quantum
wire with several barriers. First we focused on the temperature dependence of
the linear conductance in equilibrium. We explained that multiple strong barriers
form several dots on the wire, and that the relative positions of the energy levels of
these dots determine the total transmission and the conductance. We found that
temperature can lead to an averaging over the phases of propagation through the
dots. This leads to an unusual dependence of the total transmission amplitude on
those of the individual barriers. For a wire with three barriers the conductance
satisfiesG(T ) ∼ [G1(T )G2(T )G3(T )]−1/2 which entails a power-law dependence on
temperature with the exponent α = (α1+α2+α3)/2. We proposed an experimental
set-up that allows to verify this behaviour.
Second we used the Keldysh fRG to study the influence of finite bias voltage. For
a wire with two high contact barriers we found that the non-equilibrium particle
distribution in the wire, having two steps at the two chemical potentials of the
leads, is responsible for the appearance of a two-fold power law in the density of
states. The corresponding two power law exponents depend on the strength of the
contact barriers in contrast to the equilibrium exponent which is independent of
them. We described how an additional weakly attached probe lead can be used to
make the two different power laws visible in the conductance.
We obtained our results by an approximation scheme which reduces the influ-
ence of the two-particle interaction to an effective single-particle potential. This
captures the leading influence of small interactions, but not the subleading effects
that can lead to important changes of the results at higher interactions. Higher or-
der interaction effects reshuffle the distribution function and open decay channels
which can lead to a loss of phase coherence during propagation along the wire.
Temperature induced phase averaging then competes with the incoherent addi-
tion of resistances. And also the two-fold power law in non-equilibrium is affected
by dephasing and a change in the distribution function. It remains an interesting
challenge to analyse this competition of effects occuring at higher interactions with
the fRG in a frequency dependent truncation scheme.
We applied such a scheme to the Anderson impurity model. Different approx-
imations that were necessary in order to obtain a treatable set of flow equations
restrict the applicability of the method to moderate interactions and to TL = TR,
ΓL = ΓR. While the description of the spectral function at the particle hole sym-
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metric point is worse than in second order perturbation theory, the fRG yields very
good results for Glin(Vg, B, T = 0) and those for Glin(Vg, T,B = 0) are markedly
better than that of second order perturbation theory. Concerning non-equilibrium
properties the results of the fRG compare rather good to those of other methods
for U . 3Γ as far as comparisons are possible. A further investigation of the non-
equilibrium properties of the model and method could be interesting; for example
the question of current conservation still needs to be addressed in detail.
In spite of the fact that the method cannot describe strong interactions, a Kondo
scale exponentially small in the interaction can be found in the second derivative
of the self-energy. However, the overall picture is inconsistent in this respect, as
the effective mass for example does not show the expected exponential behaviour.
Future work will show if modifications of the scheme can overcome these restric-
tions. Interesting possibilities are given for instance by a rescaling of the fields or
a formulation of the problem in terms of bosonic fields for the spin fluctuations.
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Some results of this thesis have been published in journal articles:
1. The investigation of temperature induced phase averaging in a multi-barrier
quantum wire presented in section 5.4 can be found in reference [Jak07b].
2. The concept of the imaginary frequency cut-off from section 4.3.3 and the
investigation of non-equilibrium effects in transport through quantum wires
from section 5.5 are published in reference [Jak07a].
3. The properties of Green and vertex functions as discussed in chapter 3
and the idea of using the hybridization as flow parameter presented in sec-
tion 4.3.4 have been published in reference [Jak10b].
4. Some details on the hybridization flow presented in section 4.3.4 and the
investigation of the single impurity Anderson model in chapter 6 can be
found in reference [Jak10a].
5. Completing section 6.5, a detailed comparison of fRG results for the single
impurity Anderson model with results of latest numerical techniques is given
in reference [Eck10].
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