Although it is possible to test the calculation accuracy of a software system's implementation of OLS using sample datasets that have been extensively studied and have benchmarked answers, this approach will not help access the calculation accuracy of a user's model for which such answers are not available. Since in theory estimated residuals of an OLS model are required to be orthogonal to the right-hand-side variables, this paper investigates the impact of changes in data precision and calculation method on the software's success in achieving this goal. In attempting estimation of an OLS model the investigator must make two critical decisions. The first decision is the precision of the data used in the calculation, both how it was loaded and whether its precision was subsequently increased for the actual calculation. The second and related decision is the calculation method. To investigate these tradeoffs, two rather simple and well known data sets that do not exhibit extreme multicollinearity are used to illustrate the data precision / calculation method accuracy tradeoff.
Introduction
In the uncertain world of econometric practice, care should be exercised in determining if OLS model calculations have been made using appropriate methods to achieve sufficient accuracy. This need for caution was famously driven home by Longley's [9] important paper in 1967 which implies serious accuracy problems can occur if estimation was attempted with mulicollinear datasets and sufficient precautions were not followed. The research methodology computational decision includes both deciding on the appropriate estimation method and selecting sufficient data precision to make the calculation possible.
1 As a basis for the argument to be presented here, it is assumed that in all cases the computer routines are top quality in their 1 Altman-Micah-Gill-McDonald [1, p. 256] note "Surprisingly, inputting data into a statistical software package is not necessarily a straightforward process. Measurement errors occurs when the precision level of a statistical softweare package is exceeded. Observations may be silently truncated . . . " The above quote is concerned whether due to less that needed precision in the data loading step, the "wrong" problem is solved and/or the X X matrix rank is reduced. In the present paper we assume the problem implicit by the data loading precision and assess the accuracy of the resulting calculation.
implementation. 2 To demonstrate the quality of this code, absent a benchmark for the problem at hand, appropriate diagnostics should be performed to give confidence in the results. The suggested testing procedure which will be illustrated below, builds on the orthogonality assumptions implicit in OLS modeling and provides a test on the success of the calculation.
One of the key assumptions of the Classical Linear regression model, as discussed in Greene [13, pp. 10,24] among others since the 1960's classic texts by Goldberger [12] and Johnston [7] , is the exogeneity of the independent variables, in the sense of these variables being distributed independently of the error term or else fixed in repeated sampling. In principle, under computationally ideal circumstances, the solution of the normal equations constructively imposes the restriction that the correlation between the residual error vector and each right hand side variable is constrained to be zero. However, in practice, this ideal mathematical result will not necessarily be obtained to a sufficient degree of accuracy. As will be demonstrated, if the data precision is not sufficient, the data matrix is not scaled, or the estimation method is not appropriate for the problem, the OLS estimated residuals can fail to be orthogonal to the equation's right-hand-side variables to an appropriate tolerance. This finding suggests the need to establish, as a diagnostic test, whether after a calculation orthogonality is sufficiently precisely achieved. Such a test can be especially useful in certain cases, such as when benchmark values for the estimated coefficients are unavailable, as indicated above.
More formally, it is well known that, in theory, if in the population the right hand side variables X of a linear model y = Xβ + e are exogenous and X is full rank (the inverse of X X exists) ordinary least squares (OLS) can be an appropriate estimator of β. Furthermore, in this case OLS estimation of the sample coefficient vectorβ = (X X) −1 X y ideally minimizes the sum of squared sample errorsê ê, in the process imposing the restriction that there is no correlation between the estimated residuals and the vectors of X, or X ê = 0.
3 As shown for example by Greene [13, p. 20] , if 2 Subsequent to Longley's 1967 paper [9] , in 1979 Dongarra, Moler, Bunch and Stewart [5] released the LINPACK subroutine library that became the gold standard for modern numerical calculation for many years. The importance of this release was that given the selected method, if the LINPACK matrix library was used the calculations would be performed as accurately as possible. While in 1961 a popular linear algebra book such as Hadley [6] did not mention the QR algorithm, in 1976 Strang's linear algebra book [22] did have these modern techniques covered and mentioned LINPACK explicitly since it had been circulating in test version form prior to its final release in 1979. In 1984 Longley [8] discussed Orthogonalization methods in detail to supplement material from his famous 1967 paper. In 1992 Anderson et al. [2] released LAPACK that further defined LINPACK, especially for large problems. Altman-Micah-Gill-McDonald [1] provides an up-to-date discussion of some of the technical issues from a modern perspective. Due to space limitations these will not be dealt with here. 3 The inverse can be obtained with an LU factorization or marginally more accurately with a Cholesky factorization. The intrinsically more accurate QR approach proceeds by factoring QR = X and is often used in less than ideal computational conditions. The condition number of a matrix λ(X) is defined as the ratio of the largest to the smallest eigenvalue and provides insight into the problem. The larger the condition, the more difficult it is from a numerical standpoint to invert a matrix. Belsley et al. [3] this result were obtained, the unexplained sum of squares could be reduced. However, the achievement of X ê ∼ = 0 in practice is not necessarily assured: specifically, the numerical solution of the normal equations may be unsuccessful in imposing the restriction that the error term is orthogonal to the right hand side variables. 4 Thus at issue is the degree to which the actual calculations made are sensitive to the problem at hand, the data precision and the method of obtaining the OLS estimates.
Stokes [21] previously investigated a number of aspects of the OLS solution problem using analysis of highly collinear test data sets, in particular the Filippelli data set considered by Rogers et al. [18] . The focus of this research was to see how closely the estimated coefficients matched known test values for different estimation strategies. However, in the context of this research, the properties of the estimated residuals were not directly tested. In order to extend these results, the object in the present paper is to see how closely the estimated residual agrees with the theoretical orthogonal property of the residual against right-hand-side variables.
There are a number of good reasons to pursue this approach. First, test benchmarks are then not necessarily needed for the problem at hand, since given the machine precision, the more accurate the calculations the closer the estimated correlation between the estimated residual and the right-hand-side vectors will approach zero. Second the estimated correlation provides a way to generate a single number that can be used to compare the accuracy of the calculation of two different problems and in the process indicate if the data precision or method of estimation are appropriate for the problem at hand. In an OLS model containing k right-hand-side variables plus a constant, the maximum absolute correlation of the residual and one of the k right-hand-side variables indicates the worst case.
advises if the condition is 20. There is cause for concern. It can be proved that λ(X) = λ(X X). In situations when there is substantial multicollinearity in a regression model λ(X) is already large. Forming X X just makes matters worse from a numerical sense and provides the rationali for use of the QR approach. After a QR factorization, Q is n by k and R is k by k upper triangular and, in fact, is a more accurate Cholesky factorization of X X. Note that R R = X X. QQ = I and is n by n, while Q Q = I and is k by k. The QR approach thus gains accuracy over the more traditional approach by not having to explicitly form X X. Using the QR factorization,β = R −1 Q Y . If the residual is all that is needed, thenê = Y − QQ Y . This can be easily seen if we note that
A less accurate, although mathematically equivalent, way to proceed is to calculateê = Y − Xβ = Y − XR −1 Q Y , which looses accuracy in the R −1 step, although the more accurate QR R can be used in place of the Cholesky R. In summary, the LU / Cholesky approach to OLS model estimation requires first forming the cross product matrix which inhenently causes accuracy losses that are avoided by the QR approach that proceeds by factoring X directly. The essential message, that will be illustrated with a number of example below, is that both computational techniques can make a substantial difference in the accuracy of an econometric calculation. 4 If some of the right hand side variables are endogenous, then in the population they are related to the error term of the equation. Imposing the orthogonality restriction as is the case with OLS, thus causes a bias. Provided identification restrictions are met, in this case two stage least squares should be used in place of OLS. Two stage least squares replaces the right hand side endogenous variables with instrumental variables that it hopes are orthogonal to the error term. This issue is not the focus of the present paper.
Factors that impact estimation accuracy
There are number of factors that impact estimation accuracy, which will only be sketched at this point. These include the number of digits of precision with which numbers are represented in the data storage, how many significant digits on data input, and the particular method of calculation. The present paper is concerned mainly with investigating the effects of the precision with which the data are saved and the calculation method, although the importance of how many digits to report, given the input precision of the data, may also be of interest.
When a number is held in the computer, it is held with a certain degree of precision. At issue is the factors influence this decision. On conversion from single precision to double precision the computer will simply add some random digits during this process -as opposed to when real*8 is used every step of the way. At issue is how implicit assignment statements are handled. A Fortran program to investigate these ideas is shown in Table 1 .
5 This program illustrates the fact that the code real*8 x x= 34.834702d-0
is not the same as real*8 x x= 34.834702e-0
Answers are given in Table 2 that were obtained after compilation using the Lahey/Fujitsu Fortran 95 Compiler Release 7.10.02. The data used in this example came from the NIST dataset distributed by the National Institute of Standards and Technology. This dataset is further discussed in Rogers et al. [18] .
Five test problems were run for three assignment tests and three reading tests. The internal assignment tests for example 1 are discussed first.
-DIFF1, defined as dlog(xd(i)) -dlog(dble(y(i))), is between a real*8 variable xd loaded from a statement such as xd(1)= 34.834702d-0 and y which was loaded from an E number and was 2.486846548163719E-02. -DIFF2, defined as dlog(x(i)) -dlog(dble(y(i))), replaces the x assignment with x(1)= 34.834702e-0. DIFF2 = 2.486845222146733E-02 which is quite different from DIFF1. -DIFF3, defined as, dlog(x(i)) -dlog(r8y(i))), compares x and r8y where r8y was read from a E number directly into a real*8 number. Since DIFF2 = DIFF3 it proves that the differences are not due to the use of the Fortran function dble. a real*8 variable loaded from a number E' write(6,*)'xd a real*8 variable loaded from a number D' write(6,*)'y a real*4 variable loaded from a number E' write(6,*)'r8y a real*8 variable loaded from a number E' write(6,*)'r8yd a real*8 variable loaded from a number D' write(6,*)' ' write(6,*)'Shows effect of setting a real*4 number in real*8' Table 1 , continued write(6,*)' ' write(6,*)'Example ',i write(6,*)'Test 1: xd -y real 8-real*4 diff1',diff1 write(6,*)'Test 2: x -y real 8-real*4 diff2',diff2 write(6,*)'Test 3: x -r8y real*8-real*8 diff3',diff3 write(6,*)'Test 4: x -r8yd real*8-real*8 diff4',diff4 write(6,*)'Test 5: xd -r8yd real*8-real*8 diff5',diff5 enddo c if(itestchar.ne.0)then write(6,*)' '
read(unit=cwork1,fmt=*)xd read(unit=cwork2,fmt=*)x read(unit=cwork3,fmt=*)r8yd read(unit=cwork4,fmt=*)y read(unit=cwork4,fmt=*)r8y write(6,*)'x a real*8 variable loaded from a number E' write(6,*)'xd a real*8 variable loaded from a number D' write(6,*)'y a real*4 variable loaded from a number E' write(6,*)'r8y a real*8 variable loaded from a number E' write(6,*)'r8yd a real*8 variable loaded from a number D' write(6,*)' ' write(6,*)'* read does not differentiate between E and D'
write(6,*)' ' write(6,*)'Example ',i write(6,*)'Test 1: xd -y real 8-real*4 diff1',diff1 write(6,*)'Test 2: x -y real 8-real*4 diff2',diff2 write(6,*)'Test 3: x -r8y real*8-real*8 diff3',diff3 write(6,*)'Test 4: x -r8yd real*8-real*8 diff4',diff4 write(6,*)'Test 5: xd -r8yd real*8-real*8 diff5',diff5 enddo endif stop end -DIFF4, defined as dlog(x(i)) -dlog(dble(r8yd(i))), uses x and r8yd where r8yd loads from a D number and was 2.486847353604857E-02. -DIFF5, defined as defined as dlog(xd(i)) -dlog(dble(r8yd(i))), was 2.486847353604857E-02 and should be the most accurate calculation since it is the difference between two real*8 numbers where both were read from D numbers.
The above examples shows how data loading effects the answers even with numbers well within ranges for real*4.
6 It suggests that software developers use caution in The next set of examples uses the Fortran internal * read to test if an E number read into a real*8 is seen by the run time I/O routines as real*8. The fact that DIFF1=DIFF2 and DIFF3=DIFF4=DIFF5 offers convincing evidence that data using E format can be read into real*8 variables without an accuracy loss due to conversion.
The above examples document the accuracy loss when calculations are made using real*8 data that is first read into a real*4 variable. Such data will have measurement error that was not detectable by any testing of the correlation between the residual and the right had side vectors since the OLS solution world attempt to force the residual to be orthogonal to the data that contains the measurement error.
It should be noted that a distinction has to be made between real world data and data sets that are created in order to be used for benchmark tests. In the case of real world data, we know that rounding has occurred, and that the data as obtained are generally rather imprecise. In contrast, in the case of created (test) data, we assume the precision of the input data. In the NIST data sets of Rogers et al. [18] , the implicit assumption is that all m digits reported in the input data are accurately known and that trailing data points are exactly 0. This can only be assumed true for the problem input series. In a model such as Filippelli y = f (x, x 2 , . . . , x 10 ) where data has to be built before the calculation, only y and x are assumed to be explicitly known to m digits. 7 The accuracy of the other variables in the model are determined by the precision of the data calculation forming (x i for i > 1). Hence in this case we have exact data input for only y and x with calculation errors induced in x i for i > 1. Since the exact data is input into a floating point representation, the size of the mantissa (real*8 or real*4) in the floating point examples discussed later impacts the accuracy of subsequent calculations. 8 An alternative to floating point calculation is to use variable precision mathematics where (x i for i > 1) can be calculated to any degree of accuracy. For further information on these issues see Altman-Gill-McDonald [1, chapter 2].
Whether this example generalizes to all compilers is an open question but one that should be addressed by software developers. 7 For the Filippelli data y is given to 4 digits and x to 10 digits. Stokes [21] investigates this problem in some detail using alternative estimation methods and alternative data precision. where m is the mantissa and β is the base. A IEEE single precision number (REAL*4 in Fortran) has a relatively limited size mantissa that permits only 5-7 digits of representation. In contract, a double floating point number (REAL*8 in Fortran) has a larger mantissa that permits 12-14 digits of representation. Since most numbers used in economic analysis do not get outside the real*4 range, it is the size of the mantissa that causes number accuracy issues. Table 3 Vector (y) and matrix (X) norms and matrix (X) condition estimates Norm/Condition Vector Matrix One-Norm
Numerical complexity of a problem
The prior section has focused on the precision of the number storage as a limiting factor in calculation accuracy. Another important factor impacting the accuracy of the final calculation is whether the number to be saved can be exactly represented as a factor of 2. The number 0.1, which has an infinitely repeating binary representation, is a example of a number that cannot be exactly represented. In addition to these representation issues is the numerical complexity of the data to be analyzed. There are a number of measures that address this issue. A good reference is the LAPACK guide, Anderson, Bai, Biscof et al. [2] and Moler [11] , that illustrate the use of vector and matrix norms to classify the numerical complexity of a problem and the expected calculation accuracy. The suggested measures are listed in Table 3 .
Moler [11, pp. 67-72] shows that given a system Xβ = y, following Wilkinson's pioneering analysis, the relative residual is u−Xβ * X β pε and the relative error in the coefficient is
where ε is the relative machine precision that is a function of whether real*8 or real*4 data storage is being used, κ(X) is the matrix condition and p is usually set as 10. X can be calculated with any of the four methods listed in Table 1 , although X 2 is most common. Defineβ as the true/exact coefficient vector whileβ * is the calculated coefficient vector. 9 The importance of this discussion is that it shows how accuracy bounds of the error term and the estimated coefficient are a function of both the characteristic of the problem, as measured by the condition number of and the precision of the data storage as measured by . For real*8 the Fortran epsilon function returns 2.220446049250313E-16 while for real*4 and real*16 the corresponding values are 0.19209290E-07 and 1.9259299443872358530559779425849273E-0034, respectively.
10 Given the data precision, absolute values of the correlation of the residual and a right-hand-side variable less than or equal to these values should be assumed to be 0.0. Such residuals have met the orthogonality assumption of OLS.
11 Assume X is an n by k matrix of right-hand-side variables whose condition is κ(X). The condition number of X X can be shown to be [κ(X)]
2 , which makes a difficult problem harder and is a major motivating reason for using the QR approach to estimate an OLS model rather than explicitly forming X X. If X X is needed, R from the QR should be used in place of the Cholesky factorization of X X. Detailed discussion of these issues will not be pursued further, since the major motivation of this paper is to illustrate by example the magnitude of the accuracy problem if the data storage precision is not sufficient. By design, what appear to be relatively simple problems are used so that the reader will see that the issues raised in the paper will be applicable to researchers solving everyday problems.
Testing residual orthogonality with the right-hand-side variables
A comparison between the accuracy of single precision (real*4) and double precision (real*8) calculation in imposing the restriction E(e, x i ) = 0 will be illustrated using two representative data sets. One is the GE equation of the famous Grunfeld [16] data, discussed by Theil [24] and recently used as the basis for a number of benchmarks of various regression diagnostic tests by Renfro [17] , which involves two variables on the right plus the constant. This problem appears to have minimal .0d+00) .eq.1.0d+00)write(6,*)'x is in fact 0.0' The logically equivalent command if(x.eq.0.0d+00)write(6,*)'x is in fact 0.0' will not work properly. The reason is that when x is a very small number when it is added to 1.0d+00 the result is seen as 1.0d+00. The direct comparison to 0.0d+00 will not detect that the number x is too small to be meaningful. For further detail see Dongarra et. al. [5] which recommends this calculation. difficulty and is the best case for data saved in real*4. The second problem involves estimating a 3 lag model of the gas data studied by Box and Jenkins [4] and later by Tiao and Box [23] . While their analysis involved 6 lags, 3 lags were selected to illustrate problems that occur, even in a reduced and thus presumably easier model.
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The object is to investigate the relationship between the precision of the data (real*4, real*8, real*16 and variable precision arithmetic [VPA]), the method of solution (Cholesky/LU vs QR) and the difficulty of the problem. More detail on this issue is contained in Stokes [19] [20] [21] , Altman, Gill and McDonald [1] and an important paper by McCullough and Vinod [10] .
The first problem based on the Grunfeld [14] data is relatively simple in that it does not involve right-hand-side variables of widely different sizes. The mean of General Electric (GE) value of the firm (GEF) was 1941.33 (SD = 413.84), while the mean of GE stock of plant and equipment (GEC) was 400.160 (SD = 250.619). The second example uses a three-lag model of the gas data that involved different size variables on the right. The mean for GASIN was −0.0568345 (SD = 1.0728), while the mean for GASOUT was 53.5091 (SD = 3.202). A summary of the findings is given in Table 4 .
Using the Grunfeld [14] 13 The importance of this example is that it shows that even when using a very widely known and simple data set, the impact of data precision on calculation accuracy is marked. These values are roughly 10 times the epsilon values for the data precision of the data and are to be expected. The coefficient vectors displayed as rows for real*8, real*16 and real*4 were, respectively, real*8 Chol 0.265512E-01 0.151694 -9.95631 real*16 Chol 0.265512E-01 0.151694 -9.95631 real*4 LU 0.265513E-01 0.151694 -9.95650 12 Tiao and Box [23] used this data set to illustrate VAR and VARMA models. The unconstrained VAR identification model contained 6 lags or 13 coefficients per row. 13 The accuracy of the LU and Cholesky methods are similar and less than what can be obtained with the QR approach. The lines Real*8 LU and Real*8 Chol show what occurs using these methods and should be compared to Real*8 QR. The reason for this test is that the Real*4 tests were done with the LINPACK LU routines not Cholesky routines. with relatively minor differences showing up for the real*4. For the somewhat more complex gas data set, a different pattern emerges in the bottom of Table 4 . For real*8 the correlations increase for all cases, with the QR estimated models showing substantially less correlation. All correlations, however, are substantially above the machine epsilon values for the data storage precision used. What is surprising is the relatively poor real*4 showing of correlations in the area of |xE-01| for models solved using the LU factorization. Use of the QR method of OLS calculation reduces these correlations to the range |xE-05| − |xE-06|, which is still substantially above epsilon for real*4 i.e. ∼0.192E-07. The importance of this finding is that it illustrates that any calculation involving real*4 data is very prone to error and should be avoided. However if real*4 data are used, it is highly recommended that the QR method be used. Even with the real*16 data, gains from using the QR are obtained. Table 5 replicates the calculations in Table 4 for real*8 and real*4 data using Matlab 2007a, while Table 6 attempts the same problem using Matlab 2006b. Note that there are very minor differences indicating that in these two releases of Matlab there appear to be hidden and not announced changes that marginally impacted accuracy. . Real*8 data were converted to real*4 in Matlab using the built-in function single( ). Table 7 lists various summary measures to describe the problems studied using the measures discussed in Table 3 . These calculations were made with B34S and validated in Matlab. Note that the condition 2 values for x for the Grunfeld and gas data were 10,179.3794 and 3666.0302, respectively, and is the square root of the cond 2 values for X X of 103619764.9 and 13439777.78 respectively. Table 3 defines condition 2 in terms of the X 2 , which is the maximum singular value of X. 15 What is a bit surprising is that the condition number of both X and X X for the Grunfeld data are larger than what was found for the gas data. Accuracy of meeting the residual orthogonality condition cannot always be determined from the condition number of the two matrices. These findings suggest that the residual correlation test provides a needed additional diagnostic statistic, that it is imperative to calculate if real*4 data are used and highly desirable otherwise.
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Conclusion
These examples discussed in this paper document the dangers of estimating parameters using real*4 data and real*4 calculation. For OLS models, the probability of inaccuracy is especially great when the LU estimation method is used as opposed to the QR estimation approach. The best advice is to have both the data and the calculations 100% in real*8 and use the QR method if there is any indication of Table 3 . Ratio = Gas Data / Grunfeld. rank problems in the data set. While the exposition of this paper has stressed OLS estimation, the tests proposed here can be applied to test the calculation accuracy of models estimated with the second stage of two stage least squares since in that case the instrumental variables on the right hand side should be orthogonal to the error term. Many other estimation methods also require solution of the normal equations that require the errors to be orthogonal to the X matrix columns and can benefit from use of the proposed benchmark-free calculation test The evidence presented suggests that the condition number of the X matrix should be checked, but that this diagnostic test is not a 100% reliable indicator of potential problems. Inspection of whether the estimated residual is orthogonal to the right-hand-side variables is a simple test that does not require benchmarks of the model and can be employed as an early warning system of potential accuracy problems in estimating the coefficients of a variety of models. It goes without saying that the correlation routines used to perform the proposed test must be highly accurate and not exhibit the problems documented by McCullough and Vinod [10] in Table 2 of their classic paper. the main thrust of this paper, was noted as an important topic for future research. The author is responsible for any remaining errors.
