Planetary heat flow probes measure heat flow (depth-resolved temperature and thermal conductivity) to provide insight into the internal state of a planet. The probes have been utilized extensively on Earth, twice on the Moon, and once on the Surface of comet 67P-CG. 
Measuring Martian Heat Flow
model Martian skin depths of 0.65 and 1.45 m. They estimate that a heat flow probe (a linear suite of temperature and conductivity sensors emplaced to a given depth -e.g. Spohn et al., 2001 ; Hagermann, 2005 ) can measure an associated Martian heat flow of 20 mW/m 2 to an accuracy within 30 %, given measurements over at least a Martian year, depths of at least 3 or 5 m corresponding to each skin depth, temperature measurement precision of 0.1 K and conductivities at least 20 % accurate. Dehant et al. (2012) demand a higher temperature precision of 0.05 K for depths up to 2 m.
Heat flow probes have been used to take heat flow measurements thousands of times on
Earth (e.g. Pollack et al., 1993 ) and twice on the Moon (e.g. Langseth et al., 1972 ; 1976 ; Heiken et al., 1991 ) . The measurements have provided insights into the radioisotope distribution within the crusts of the Earth (e.g. Rudnick and Fountain, 1995 ; Boehler, 1996 ) and the Moon (e.g. Warren and Rasmussen, 1987 ; Hagermann and Tanaka, 2006 ) . Similar insights are possible with a heat flow measurement on Mars (e.g. Dehant et al., 2012 ) . Heat
Flow and Physical Properties Package (HP 3 ) is a proposed heat flow probe on NASA's InSight lander, which satisfies the measurement depth, time and precision requirements outlined at the beginning of this section Spohn et al., 2012; NASA, 2014 ) .
If a measurement falls short of the requirements, inverse modelling of critical parameters can potentially recover the Martian heat flow; this has been used to similar effect on Earth, though over km depth scales (e.g. Shen and Beck, 1991 ; 1992 ; Wang, 1992 ) , avoiding shallow depth effects of the temperature variation. Mass and cost restrictions limit the current generation of planetary probes to shallow-depth measurements. Here, a numerical inversion algorithm is tested against the potential measurement shortfalls that can occur at shallow depth with a heat flow probe measurement on Mars.
Experimental Procedure
The investigation proceeds as follows: in Section 2, a theoretical model of the Martian heat flow environment is presented (Section 2.1) with a procedure for inversion of a temperature profile for heat flow, and potentially other critical parameters (Sections 2.2 -2.3. Errors associated with the models are discussed in Section 2.4; in Section 3, critical parameters of the heat flow model are discussed in the context of the Martian environment; in Section 4, example simulations with the heat flow model parameters are presented and discussed with associated synthetic measurement scenarios. Results of applying the inversion procedure to the synthetic measurements are presented in Section 5 and discussed in Section 6.
Model of Martian Thermal Environment

Heat Flow Equation
The flux of heat through the surface of a planet can be expressed using the one-dimensional heat flow equation. For the current purposes, it is most useful to partition the equation into two components: the first due to the surface temperature variation, such that 
where t is time when the monitoring period begins ( t B ) and stops ( t S ); z is depth at the surface ( z S ) and base ( z B ) of the regolith section; ρc (z) is the thermal capacity, the product of the depth dependent density ρ( z ) and specific heat (at constant pressure) c ; and k ( z) is the thermal conductivity. S U (z , t) and S S ( z) are terms representing heat sources and sinks, where S U (z , t) , while conventionally set to 0, is expressed here as it is an important parameter in FSI inversion (it can also be used to reproduce the effects of temperature dependent thermal properties). The temperature variation T U ( z ,t ) and the background (mean) temperature due to the heat flow T S ( z ) sum to the physical temperature T ( z , t) . The boundary conditions reflect a temperature variation entirely due to the surface temperature . Equations -can be solved either analytically or numerically to give the physical temperature T ( z , t) .
Inverse Theory
To determine heat flow, measurements of the temperature and conductivity profiles must be made as noted in Section 1.1. The measurements will contain noise (Section 2.4), which decreases the accuracy to which planetary heat flow can be directly determined. In this investigation a Bayesian least squares functional space inversion method (e.g. Tarantola and Valette, 1982 , Shen and Beck, 1991 ,1992 Tarantola, 2005 Tarantola, 2005 ) where m is updated from the gradient γ of ∑ according to (Shen and Beck, 1991 ) 
The calculation of gradient γ is summarised in Appendix A.
Mis't Function Optimization
For the quasi-Newton descent optimization method, the stepping factor μ ≈ 1, with its precise value dependent on the geometry of the problem. The method, in principle, allows for simultaneous optimization of all components of m (see Shen and Beck, 1992 ) (Figure 1a ). To mitigate this uncertainty, C m and C d
can be used to define a two-dimensional, finite problem space with optimal points of ∑ , a subspace of which contains the required solutions to the inverse problem ( Figure 1b 
is close to the optimal heat flow value for the given parameter set ( Figure 1d ). The stability ratio r d 
Model Errors
The inverse Given accurate and precise sensor location data ( Δz= 0), temperature measurement errors The precise results of optimization using the steepest descent method outlined in Sections 2.2-2.3 display marginal dependence on the initial heat flow estimate; therefore, optimization is carried out with heat flows calculated from both methods (1 and 2 above) as different starting points for each measurement scenario.
Martian Heat Flow Parameters
Measurement Locations
The choice of heat flow measurement location is critically important. Generally, locations are ideally dry, to avoid transient perturbation of thermal properties by ices (e.g. Grott et al., 2007 ) , flat and homogeneous, to avoid perturbations of the temperature gradient by surface and subsurface geology (e.g. Wang, 1992 ; . For the purposes herein, measurements are synthesised from properties and timings of the proposed InSight landing ellipses (within 134°E 3°N and 139.5°E 5°N around Ls 252.7; in the Elysium region, which is relatively flat (e.g. Golombek et al., 2013 ; Wigton et al., 2014 ) , with a fine regolith layer (e.g. Ruff and Christensen, 2002 ; Nowicki and Christensen, 2007 ; Warner et al., 2014 ) typically 10 m thick (Golombek et al., 2013 ) . The equatorial location reduces the chance of encountering ices in the regolith (e.g Boynton et al., 2002 ) .
Martian Heat Flow
Different thermal models use combinations of so-called plate cooling models (involving plate tectonics; e.g. Breuer and Spohn, 2003 ) and/or stagnant lid models (involving a one-plate
lithosphere; e.g. Hauck and Phillips, 2002 ) 
Surface Temperature Mean and Variation
The Martian surface temperature can be modelled from large scale simulations such as A mean surface temperature can be derived from temperature measurements taken over 1
Martian year -this is used for the demonstration purposes herein ( 
Thermal Conductivity and Capacity
A heat flow probe in situ conductivity measurement can be based on the principles of the line heat source technique (or transient hotwire method -e.g. Seiferlin et al., 1996 ; Banaszkiewicz et al., 1997 ) . The surface conductivity can be estimated from surface thermal inertia (the product of the square root of conductivity and thermal capacity; e.g. Kieffer et al., 1977 ; Mellon et al., 2000 ; Christensen et al., 2001 ). This is achieved by using the known association of thermal inertia with regolith particle size, both of which correlate strongly with thermal conductivity at given temperatures and pressures (Nowicki and Christensen, 2007 ;  While Martian thermal properties show some temperature dependence, these are mostly apparent over the large diurnal temperature variation. The focus here on seasonal average thermal properties should mitigate the influence of perturbing effects due to the temperature variation. Thermal properties of the regolith can be assumed to be constant over the annual temperature ranges considered in this model. In cases where temperature dependence is vital to achieving physically meaningful results, the effects of temperature dependence can be replicated by including artificial heat sources or, where the temperature variation is effectively sampled and sufficiently small, centrally estimated parameter values.
Surface conductivities are derived here using measured thermal inertia from sites at signature; though it may also signal a temperature dependent surface thermal conductivity similar to that on the moon (e.g. Heiken et al., 1991 ) . Given these results, regolith properties are assigned based on a silicate sand composition ( ≤ 1 mm diameter; e.g. Robie et al., 1970 ; Ruff and Christensen, 2002 ; Piqueux and Christensen, 2011 ; Golombek et al., 2013 ) , to give surface conductivities of 0.015 and 0.05 W/m/K, corresponding to surface densities of 1100 and 1700 kg/m 3 , and a homogeneous specific heat of 700 J/kg/K to produce respective low and high thermal inertia surfaces.
The depth dependence is modelled such that thermal property m(z)=m ∞ (z +a)/(z +b) (Grott et al., 2007 ) 
Temperature Measurements
Fifteen sensors (1 surface + 14 subsurface) are used to synthesise measurements from the forward models; the sensor distribution is shown in Figure 4 (grey squares). Temperature measurement errors are simulated with additive Gaussian noise of amplitude 50, 100 and 500 mK, the lower extreme related to instrument precision and the higher extreme related to parameter modelling and potential sensor depth inaccuracies. 
Conductivity Measurements
Conductivity measurements are synthesised with 10-320 % noise added to the profiles presented in Section 3.4 at depths of approximately 2, 3 and 5 m. These are: Gaussian random noise to produce random errors (10-20 %); negative of the modulus of Gaussian random noise to produce a systematically low estimate (10-50 %); modulus of Gaussian random noise to produce a systematically high estimate (10-320 %); mean of Gaussian random noisy conductivity to assess the viability of using bulk conductivity to estimate the heat flow (10-20 %). The noisy measurement profiles are tested against the true conductivities to assess the effect of the conductivity noise amplitude on the calculated Martian heat flows.
Heat Flow Estimates
Optimization Scenarios and Heat Flow Solution Space
The estimate is used (Figure 6 ), therefore, for brevity, only results using method 1 are further presented. The distribution of results in Figure 6 shows the general improved accuracy of the initial (direct) heat flow estimates calculated using method 1 (T Averaged) over those calculated using method 2 (F Averaged). Optimization substantially modifies the initial heat flow distribution such that it peaks where the relative error is close to zero.
Accurate and Noisy Conductivity
General Results and Depth of Measurement
Where the conductivity-depth profile is accurate (but potentially contains noise up to 20 %), the initial heat flow accuracy is significantly improved by optimization in most measurement scenarios. Exceptions occur at the shallowest sensor depths for high skin depth, instantaneous measurement or short monitoring period (0.25 Martian years) scenarios; in these scenarios the influence of the temperature variation is large such that the initial heat flow estimate is already of optimal accuracy for the given parameter set. Generally, with basal sensor depths at 2.13, 3.28 and 4.6 m, heat flows are respectively optimized to accuracies of 29, 7, and 4 % (accordingly 10, 34 and 38 times more accurate than the direct estimates). The conductivity noise up to 20 % has a relatively negligible impact on the heat flow accuracy. Figure 8 shows the distribution of results, which are markedly less pathological than those for the instantaneous measurements, demonstrating the importance of a monitoring period of appropriate length. The temperature measurement errors of 50-500 mK, on average, produce optimized heat flows accurate to 10 %, 10 times more accurate than the corresponding directly measured heat flows. The rate of increase of the heat flow errors with temperature errors is smaller for the optimized heat flows such that for the 50 mK errors, the accuracy of the optimized heat flow estimate improves from 87 % to 9 % (factor of 9.67) while for the 100 mK errors, the corresponding figures are 113 % to 11 % (factor of 10.27). If 500 mK errors are included that factor increases to 24.6 (468 % to 19 %). Figure 9 illustrates the distribution, which shows significant correlation between the different precision errors, indicating a uniform response of the algorithm to the different noise levels in the measurements. mW/m 2 , respectively 3 and 7 times more accurate than the direct estimates. The distribution in Figure 10 illustrates the relatively pathological nature of the low heat flow environment. Naturally, the lower skin depth scenarios generally provide more accurate initial and optimized heat flow estimates, where the deeper measurements provide the more accurate heat flow estimates. Directly measured, the heat flow at low skin depth (0.94 m) is, on average, accurate to within 192 % while optimization increases the accuracy to 5 %. At high skin depth (1.27 m), the former figures are revised upwards to 253 % and 21 %. Figure 11 illustrates the distribution of results.
Instantaneous Measurements
Long Period Measurements
Temperature Measurement Errors
Pristine Planetary Heat Flow
Skin Depth
Note that the results relative to each parameter discussed above are filtered only with respect to the specific parameter, and conductivity. 
Systematic Conductivity Errors
Systematically inaccurate conductivities introduce instabilities, with results depending on the profile of the conductivity. For example, for the low skin depth scenario, where the conductivity changes rapidly at shallow depth, using bulk conductivity leads to the most inaccurate optimized results (30 %), while for the high skin depth scenario with near homogeneous conductivity, using bulk conductivity is more permissible (10 % error after optimization). These results are illustrated in Figure 12 , where the bulk conductivities in the low skin depth cases (left plots) produce the largest deviations from the true temperature gradient. Generally, overestimated conductivity (with a resulting low temperature gradient) leads to overestimated optimized heat flow, and vice versa (also see Figure 13 ). % and optimized heat flow estimates, likewise, up to ±20 % ( Figure 13 ). The preceding result also holds with the use of bulk conductivities. Figure 13 shows that heat flows are optimized to a limiting value (while direct estimates increase linearly) with increasing systematic conductivity errors; this behaviour holds for any given scenario, with variation in the curve parameters (equation) based on that of the model parameters across individual scenarios (pristine heat flow, monitoring period, skin depth, temperature measurement errors).
Discussion
Scenarios
The results show that inverting a depth-resolved subsurface temperature measurement can, in the majority of tested scenarios, lead to planetary heat flow estimates more accurate than those directly determined from the temperature gradient and estimated thermal conductivities. Calculating heat flow by taking the mean temperature across several measurements over a given period generally gives more accurate estimates than calculating heat flows from individual measurements, then averaging them; this is because the temperature measurement errors tend to be averaged out in the former method, whereas they are amplified in the latter. The opposite happens with conductivity errors, therefore a comparative assessment is required where the conductivity errors are significant -further, using both calculation methods can deliver insight into the relative importance of the contributing error parameters.
Optimization increases the accuracy of direct estimates by factors between 1-1000, depending on the characteristics of the measurement scenario. Direct estimates have accuracies between 0-444 %, likewise, optimization between 0-478 % -the critical difference being, as Figure 6 shows, the Gaussian distribution about 0 % for the optimized heat flows. Optimization tends to provide the most useful results with instantaneous or short period measurements taken at the shallowest depths, where direct estimates typically achieve poor results. The overall results demonstrate a 52 % chance of achieving a direct heat flow estimate more accurate than 40 % (using the temperature averaging method) with the same being 82 % after optimization.
Directly calculated, the heat flow increases linearly with higher assumed bulk conductivity, while optimized, the heat flow estimates tend to a limiting value with higher bulk systematic errors in the assumed conductivity, as illustrated in Figure 13 ; optimization with unknown conductivity can therefore be used to place bounds on the true conductivity profile. The background heat flow estimate is also less sensitive to temperature precision errors with optimization, which can be gathered from the columns of Table 1 in Appendix B. The reduced sensitivity to errors in optimization is due to the constraining effect of the other model parameters (boundary and internal conditions), therefore, the other parameters must be robustly known for the behaviour to be used effectively.
Use of bulk conductivity is permissible where the conductivity profile is relatively homogeneous over a given depth; if there is substantial variation, use of the bulk conductivity is likely to produce relatively inaccurate heat flow estimates over said depth, as evidenced in Figure 12 . Precision errors in conductivity have a negligible impact given an accurate depth-profile. The conductivity depth-profile can be discerned from the mean temperature gradient with depth, given the regolith is successfully monitored over one or more Martian years. 
Methodology
The initial heat flow estimates, obtained directly from the temperature gradient and conductivity, are applied here in a strictly generalised sense -i.e. the heat flow is calculated in exactly the same manner for all measurements, as noted in Section 5.1, to achieve a consistent bulk analysis of the results. For any particular measurement scenario (instantaneous measurements, in particular), the use of the two lowest sensors to calculate the heat flow may not be the best approach; the use of more or different sensors may be more appropriate.
The inverse parametrization used herein allows the solution space of a given scenario to be systematically characterized with a range of standard deviations and covariance operators; previous approaches with the method appear to involve a mixture of trial and error and educated guessing to identify suitable standard deviation values. The space of standard deviations permits the identification of a distinct subspace from which viable solutions can be taken. The relative error of the basal heat flow is used here to effectively illustrate the errors; however, in a real scenario this is not available. Therefore, the values of the heat flow estimates and/or the form of the misfit function space require examination to identify the region of the solution space, as discussed in Section 2.3 (also see Figure 5a , c and e).
Effectively, for heat flow, the solution space can be found for any given value of standard deviation for the temperature measurement errors by varying the value of the heat flow standard deviation.
The most ill-determined problems may not provide any physically meaningful solutions within a given solution space. This usually points to significant systematic errors in the model parameters or, a flaw within the model itself; for example, where the temperature dependence of the model parameters is significant. The effects of temperature dependence can be simulated by the introduction of time-and depth-dependent regolith heat sources in the primal heat flow equation, though the complex effects may be difficult to reproduce. The method presented here is useful where the perturbing effects of temperature dependence can be minimised -it would benefit from an extension of the theory to explicitly account for temperature dependence.
It is important to note that the work presented here assumes a horizontally homogeneous medium, such that the background heat flow determined corresponds to the planetary heat flow from the interior. Extrapolating the estimated background heat flow to a regional or global mean value requires further work similar to that presented in Grott and Breuer (2010 ) which takes account of lateral inhomogeneity across the Martian surface. The global estimates presented therein can, for example, be normalized to the local measurement to provide an updated global mean estimate of Martian heat flow.
Appendices
A. Gradient of the Mis't Function
The gradient γ is found by analytical development of the duals (e.g. Shen and Beck, 1991 ; Tarantola, 2005 ) Table 1 shows a selection of the model data (with initial heat flow directly calculated from the mean temperature and excluding 500 mK temperature modelling errors). Table 1 
