Abstract A novel technique is presented that makes it possible to measure the viscous shear stress τ µ from active thermography. With a CO 2 laser, patterns are written to the sea surface. This temperature structure is distorted by the linear velocity profile in the viscous boundary layer. Due to the non-zero penetration depth of both the laser and the infrared camera, this vertical velocity profile can be resolved. By resolving the velocity profile, the viscous shear stress can be extracted from the recorded image sequences. At the same time, the flow field at the water surface can be measured accurately. Estimating both quantities is only possible by modeling the imaging process as well as the velocity profile in the boundary layer. The model parameters can then be computed in a standard parameter estimation framework. This novel technique was tested both on simulated data and on measurements conducted in a small annular wind-wave flume. The friction velocity computed in this fashion compared favorably to independent measurements. Although not tested yet, this technique should be equally applicable to field measurements.
Introduction
The transport of energy, momentum and mass across the air-sea interface are central questions in the study of air-sea interaction and ocean atmosphere modeling. Previously, techniques relying on thermographic image sequence analysis for measurung the transport of energy, or heat, have been presented [11, 12] . A long-standing effort has been put into measuring the transfer of mass across the air water interface [5, 6, 24, 29, 42] as well as parameterizing this transfer [28, 38, 39, 40, 41] . Due to the advantages of using heat as a proxy for mass transfer, research has been undertaken to scale from the transfer velocity of heat to that of gas [1, 16, 18, 25, 34] . A review on the subject of air-water mass transfer can be found in Jähne and Haußecker [23] . In the bulk, the velocity is considered constant with vanishing shear τ. In the viscous boundary layer, the velocity changes linearly as seen in plane Couette flow, leading to a constant shear. Above the sea surface, the wind profile is logarithmic and the resulting shear τ ∼ 1/z.
Apart from the transport of energy and mass, the transport of momentum is of great importance for ocean-atmosphere modeling as well as for understanding the processes at the air-sea interface. It is the driving force in a number of interfacial processes.
The transport of momentum is expressed by the momentum flux j m which is equivalent to the shear τ at the interface. The momentum flux j m is defined by
where u is the friction velocity, ρ is the density of water, µ is the viscosity and ∂u/∂z| 0 indicates the horizontal velocity gradient with respect to depth, directly at the air-water interface. Generally, the momentum flux τ is partitioned into viscous stress τ µ and wave-induced stress τ w . The wave induced stress, also known as form stress, is due to pressure force acting on the slope of waves. This stress τ w is strongly connected to the wave age β, which is defined as the momentum transfer rate from wind to waves per unit wave momentum. A recent analysis of this quantity in the air-sea momentum flux budget analysis can be found in Kukulka and Hara [27] . Banner and Peirson [2] conducted experiments to measure the partition of the total momentum transfer into the viscous and the wave-induced stress. Contrary to Okuda et al. [33] they found a large partition of more than 50% of the total momentum transfer to be made up by the wave-induced stress. More recently Uz et al. [36] found the partition of total momentum flux to wave induced stress to be 64% for typical conditions. While Okuda et al. [33] measured the viscous stress τ µ from hydrogen bubbles, Banner and Peirson [2] performed their tangential stress measurements with a PIV technique using particles of diameters ranging from 20-60 µm. The discrepancy in the results between Okuda et al. [33] and Banner and Peirson [2] can be attributed to a large part in uncertainties in the use of hydrogen bubbles for the flow visualization. The resulting bubbles in measurements by Okuda et al. [33] and in previous measurements by McLeish and Putland [31] are quite large which leads to a number of difficulties, as discussed in detail by Banner and Peirson [2] .
While Banner and Peirson [2] produced some excellent results to the extent of measuring viscous stress in relation to wave phase, their technique relying on PIV measurements is not applicable to the field. This represents a significant drawback and opens room for further investigations. In this chapter, a novel technique will be presented that relies on active thermography for measuring the viscous stress τ µ [13] . Currently, only laboratory measurements have been conducted. They will be presented in Section 16.5. Due to the simple experimental set-up, which is presented in Section 16.4, this technique should be well adapted to field use.
This technique is based on the assumption of plane Couette flow in the viscous boundary layer. The resulting linear velocity profile is sketched in Figure 16 .1. Information concerning the velocity structure with depth cannot be recovered from passive thermography. Therefore, active thermography is necessary, as shall be described in the next section. . From left to right, the velocity gradient dx/dz increases. It can clearly be seen that the image intensity is smeared over a wide area for strong velocity gradients. Also, it should be noted that the intensity maximum remains at a fixed location at the trailing edge of the written structure.
Motion Estimation for Active Thermography
Estimating motion from image sequences represents an inverse problem [14] . As such, it is important to derive a motion model that takes into account the underlying fundamental processes for measuring motion accurately from active thermography. In Figure 16 .2a an image from active thermography is shown. Here, a line pattern is written onto the interface which is advected away from the heated location downwind. Principally any conceivable pattern can be written to the interface. Here a line pattern was chosen for illustration purposes. For applications in the field a simple line pattern is disadvantageous, since velocities tangential to the lines cannot be estimated due to the aperture problem [19, 20] . As can be seen from Figure 16 .2a, the appearance of the structures written with the laser are distorted as they are advected downstream. The leading edge appears to remain sharp, while the trailing edge blurs increasingly with time. This change of shape of the written temperature structure becomes more pronounced at stronger wind-speeds, associated with a higher shear at the interface. This can be seen in Figure 16 .2b where profiles of the temperature structure are shown for different wind speeds. In these experiments, a surface film was present, effectively suppressing waves. The whole wind induced shear stress is thus transferred to viscous stress. This same effect can be observed in Figure 16 .3. Here the results of a simulation of this effect is visualized for different velocity depth gradients related to different shear rates. These blurring effects have to be incorporated into the motion model. Otherwise inaccurate motion fields will be estimated. First, the equations of motion will be derived not taking into account the decay of infrared radiation with depth due to absorption in water. This is of course a very crude approximation, as the penetration depth in water is only a few µm.
Hence in a second step, this absorption will be modeled explicitly. Only from this motion model, the viscous shear stress τ µ can be estimated from the image sequences.
Motion Model without Infrared Absorption in Water
The velocity profile in the viscous boundary layer is considered to decrease linearly with depth. This type of flow can thus be approximated by plane Couette flow. In this configuration, the flow in between two plates is driven by the relative velocity of the boundary plates.
In active thermography a laser is used for heating up patches of water. Due to its penetration depth, the laser heats up a three dimensional structure inside the viscous boundary layer. This structure becomes sheared due to the velocity profile. An infrared camera is used for imaging these heated patches of water. The projection of the three dimensional structure leads to an integration with depth in the boundary layer. The shearing of the thermal structure and the subsequent integration leads to an apparent smearing of the structure with an accompanying decrease in intensity. This process is sketched in Figure 16 .4. Results of a computer simulation of this process are shown in Figure 16 .5 a and b.
In the following, it is assumed that the laser heats up the thermal boundary layer instantaneous at the time t = t 0 = 0. Once the structure is written at time t 0 , it is sheared due to the velocity profile as indicated in Figure 16 .4 in successive time steps t 1 − t 4 . In the imaging process the dimension of depth z is lost through integration. The projection of intensities T onto the surface at z = δ is given by
Here µ is the viscosity, τ is the shear stress, δ is the boundary layer thickness, U is the flow at the top of the boundary layer and c denotes the width of the area marked, as can be seen in Figure 16 .4. Differentiating Equation (16.2) with respect to time leads to
Estimating the velocity of the intensity structures subject to a plane Couette type shear flow with a linear velocity gradient can thus be computed by solving the differential equation dT /dt = −(t) −1 T which can be written as the motion constraint equation
indicates the flow field at the water surface. Rewriting this equation in vector notation leads to
This motion constraint equation can be extended to incorporate isotropic conduction of the heat pattern. The combination of these two processes can be expresses as the following differential equation
where κ is the thermal diffusivity and t is the time since the thermal structures were written. Rewriting this equation in vector notation leads to
This type of equation can be solved straight forward with the local gradient based approach that will be presented in Section 16.2.3. If the exact time t since the thermal structures were written is not available, one might also estimate this parameter. This will reduce the accuracy but an estimation of the velocities u 1 and u 2 should still be more accurate than not taking this term into account. The motion constraint equation for this case is given by
Absorption with Depth
In the previous section, the motion constraint equation for heat structures was derived without taking absorption in the water body into account. For active thermography, a CO 2 laser is used for heating up water parcels. These parcels are visualized with an IR camera sensible in the spectral range from 3-5 µm. In this range, the penetration depth for radiation in water is only approximately 10 µm. Equally, the penetration depth of the CO 2 laser is 11.5µm. This strong absorption needs to be considered in order to gain accurate estimates of velocity.
The absorption of radiation with depth is modeled by Lambert-Beer's law. Integration with depth thus results in 
When not considering absorption, the motion constraint equation was derived to dT /dt = t −1 T in the previous section. By noting that
Equation (16.10) reduces to dT /dt = −t −1 T , which is exactly the constraint equation that was found in the setting without absorption. This formulation is thus consistent to previous findings.
While it is possible to use Equation (16.10) to solve the motion problem, it is generally preferred to approximate that solution. The measurement is conducted by heating up water parcels with a CO 2 laser. The width c of the structure is small compared to the distance x the water parcels traverses during the measurement. Therefore, Equation (16.10) can be approximated by requiring lim c→0 . This results in
which can also be written as 
14)
The parameter vector p can now be estimated from the data with the algorithm presented in Section 16.2.3. From the parameters ξ c→0 and u = [u 1 , u 2 ] the surface stress τ c→0 and thus the friction velocity u = τ/ρ can be computed from
where || · || 2 is the L-2 norm. The subscript c → 0 indicates that this solution only holds for the limit case lim c→0 .
In this section, motion constraint equations were developed that make it possible to estimate the viscous shear stress τ µ from active thermography. At the same time, accurate estimates of surface flow are also achieved from the same technique. This is due to the fact that both τ and the parameters of motion u 1 and u 2 are estimated as parameters of the motion model.
Gradient Based Approach for Motion Estimation
The motion constraint equation derived for active thermography and isotropic diffusion is given by Equation (16.8) . This equation represents an ill-posed problem in the sense of Hadamard [14] . In order to estimate the model parameters, additional constraints are necessary. These constraints can be constancy of parameters on a very local support in the sense of Lucas and Kanade [30] or global smoothness as proposed by Horn and Schunk [21] . The problem of estimating fluid motion at the airwater interface can thus be formulated in a local framework as presented by Garbe et al. [11] with a robust extension such as the approach of Garbe and Jähne [9] . This local approach of motion estimation can be embedded in a global variational approach as shown by Spies and Garbe [35] . A possible alternative is using a combined local global approach as proposed by Bruhn et al. [7] which can also be extended to include brightness change models.
For the performance analysis presented here, dense flow fields are not of utmost importance. Therefore, only a total least squares (TLS) approach, also known as structure tensor approach [3, 4] , was chosen here. It should be noted that accuracy could be improved by employing a more elaborate approach at the cost of additional computing complexity. The technique of simultaneously estimating optical flow and change of image intensity is well known in literature [15, 17, 32, 43] . Details of the technique employed in the context of this paper have been explained previously by Garbe et al. [11] . Accuracy improvements were introduced in Garbe and Jähne [9] and Garbe et al. [10] . Therefore, only a brief overview of the technique shall be presented here.
Most gradient based techniques for the estimation of optical flow from image sequences I(x, t) assume brightness constancy along trajectories. Here, the gray-values are denoted by I; x and t denote spatial and temporal positions, respectively. This brightness constancy can then be formulated as T (x, t) = c, (16.17) for an arbitrary constant c. Taking the total temporal derivative on both sides of this equation leads to where u = [u 1 , u 2 ] is the sought optical flow field. Subscripts indicate partial derivatives with respect to the coordinate and ∇T indicates the spatial gradient. Since this equation provides one constraint in two unknowns, one has to find additional constraints. A commonly made assumption is that of a locally smooth motion field. Therefore, Equation (16.18) can be pooled over a local neighborhood, leading to an overdetermined system of equations. This system can be solved for the parameter u using a weighted total least squares approach [37] . More refined motion models can also be used, incorporating brightness change [15, 17] . It is readily observed, that the Equation (16.8) derived for motion in the presence of active thermography and isotropic diffusion is very similar to Equation (16.18) . It is also a partial differential equation linear in its parameters. Therefore, the same extended structure tensor approach can be used for estimating the model parameter.
Synthetic Data
In order to analyze the validity of the proposed technique it was tested on simulated data. Also, by varying the level of noise, the robustness of the algorithm to sensor noise was analyzed. The laser was simulated to be a 2D Gaussian with different widths in the x 1 and x 2 direction. An image of the simulated laser profile is shown in Figure 16 .6a. The shearing of the heated structure due to the velocity profile was then simulated. Two simulations were run, one taking absorption of radiation in water into account, one without absorption. These two simulations are presented in Figure 16 .6b and 16.6c. This transport equation was discretized on a [x, y, z] = 256 × 64 × 480 grid in 125 time steps. Different noise levels were added to this sequence. The parameter estimation was performed on this sequence. The result of the velocity vector field was very accurate. The relative error was well below 1% for noise levels equivalent to the IR camera. It is also possible to give a rough estimate for the relative accuracy of this novel technique. From Gaussian error propagation, it turns out that the relative accuracy of the shear stress should be estimated better than 5%. This is in good agreement to our findings based on the simulated data. Detailed information regarding this simulation and results are presented in Garbe et al. [13] .
Experimental Set-Up
Infrared thermography represents an excellent tool for measuring boundary layer processes directly at the air water interface. This is due to the high temperature resolution of modern IR cameras as well as to the high absorption of water in the two spectral windows where midwave (3-5µm) and longwave (8-10µm) IR cameras are sensitive. This leads to a very shallow penetration depth of around 10 µm into the boundary layer. Added to this is an easy geometric and radiometric calibration of these cameras. More in-depth information about the IR properties of water and calibration of IR cameras can be found in Garbe [8] .
Generally, two classes of thermographic techniques exist. The first class relies on imaging temperature fluctuations at the air-water interface due to a "natural" net heat flux at the interface. From this technique the temperature difference ∆T , the flow velocity directly at the interface, the net heat flux j heat , as well as the transfer velocity k and parameters of the underlying transport model and their statistics can be estimated [12] . This class is termed passive thermography, since no external sources of heat are used for conducting these measurements. The downside of this technique is that it can only be used for conditions with sufficiently strong heat fluxes present. Otherwise the surface temperature will be homogeneous and no patterns are visible. Under these circumstances, an external heat source such as a CO 2 laser can be used for applying an external heat flux to the topmost surface layer. If this heat flux is spatially homogeneous, turbulences will become visible, as is shown in Figure 16 .7. Alternatively, patterns can be written to the interface, marking individual patches of water. This class of techniques, relying on an external heat flux are called active thermography. A subclass of this technique is also termed controlled flux technique (CFT), since this external heat flux can be controlled precisely. This allows to analyze the response of the sea surface to this controlled heat flux in a linear system theoretical approach [25, 26] .
For active thermography, a heat source is needed in addition to the setup for passive thermography. this laser needs to be synchronized with the infrared imager. This synchronization is achieved by triggering the laser with an integral reduction of the frame rate of the camera. In the context of this work, a 25W Synrad 48-2 laser was used. Generally, the water is heated by less than one Kelvin. Stronger heating of the water is not necessary due to the high sensitivity of the IR cameras. This is important, since a strong heating would lead to a stable stratification and an associated change in turbulent structures close to the interface. The set-up for active thermography is shown in Figure 16 .7.
Laboratory Measurements of Viscous Stress from Active Thermography
Apart from proving its applicability on simulated data, our novel technique for estimating the viscous shear stress τ µ from active thermography was also tested in a laboratory setting. In the small Heidelberg annular wind wave facility measurements were conducted on surfactant covered water. As a surfactant, stearic acid (octadecanoic acid, or CH 3 (CH 2 ) 16 COOH) was used. This insoluble surfactant was applied to effectively suppress surface waves. The reason for this setting is, that the form drag cannot be resolved with this technique. Comparison with independent measurements of τ are thus difficult to achieve in the presence of waves, because it is not known exactly how much of the shear stress is due to form drag. This uncertainty can thus be resolved by measuring on flat water surfaces. The wind speed range covered was from 1.0 m/s up to 5.0 m/s in the annular tank. At higher wind speeds, the surfactant would break up in certain areas and sporadic waves growth was visible. Measurements in this regime would thus have lead to bigger uncertainties in the independent measurement of τ. Ground truth measurements of τ were achieved with the "spin down" technique. For this technique, flow velocity of the bulk is measured and at a known point in time the wind generating force is turned off. From the following exponential decay of the bulk velocity, the drag of the walls can be computed. In the presence of wind, this drag is in equilibrium with the drag of the wind on the water body and hence the shear stress τ. More details concerning this technique can be found in Ilmberger [22] .
From the measurement of τ µ the friction velocity u = τ/ρ can be computed. The results of these measurements are presented in Figure  16 .8. Shown are the results of u from the novel technique based on active thermography and the results from the spin down technique. It can clearly be seen that both the results from the spin down technique and from thermography are very close to each other. At low wind speed of 1 m/s both measurements agree within the error bars. The maximum discrepancy can be seen at 5 m/s where the measurements differ by as much as 10-15%. This is a bigger discrepancy than would be expected based on the error analysis or the measurements on synthetic data in Section 16.3. More measurements in different facilities are needed in order to better as-sess the accuracy of this technique. For this reason, currently a linear wind wave facility is being constructed. In such a facility, the shear stress can also be computed from determining the wind profile close to the boundary. This would thus present an alternative measurement of τ.
Conclusion
A novel technique was presented for measuring the viscous shear stress τ µ directly at the water surface from active thermography. By modeling the flow visualization process of active thermography, a motion constraint equation was derived. With this constraint equation, the flow velocity directly at the water surface can be measured very accurately. At the same time, the linear velocity profile in the viscous boundary layer is recovered. This makes it possible to estimate the viscous shear stress τ µ .
Tests were conducted on simulated data, resulting in a relative error of 1% for noise levels encountered with modern infrared cameras. This finding is in agreement with Gaussian error propagation, from which also a relative error of less than 5% is expected. Results of test measurements in an annular wind wave facility also exhibit promising results. It should be noted that these reported measurements are the first test measurements. A thorough series of measurements will be reported in a subsequent publication. While not tested at this point, the technique should also be applicable to the sea surface in the field. These measurements will be conducted in the near future.
