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1  Úvod 
Vzdělání se dá považovat za jednu z nejdůležitějších věcí v lidském životě i v celé 
společnosti. Bez něj bychom dnes nepochybně nebyli tam, kde jsme (a není tím myšlena 
pouze technologická úroveň). Předkládaná práce se zabývá právě vzděláváním, klade si za cíl 
prohloubit znalosti a hlavně souvislosti v oblasti statistické analýzy dat. Práce však není 
koncipována jako učební text plný vzorců a tabulek. Pochopitelně je nezbytné uvést základní 
princip a matematické vztahy pro každou dílčí oblast, avšak důraz je kladen především na 
„praktickou aplikaci matematiky“, pokud možno na příkladech, se kterými se lze setkat 
v elektrotechnické praxi. Jedna z charakteristik statistiky říká: „Statistika je přesné počítání 
s nepřesnými čísly“. Je to pravda, avšak i přes to je statistika v praktickém životě 
nenahraditelná. Víme-li, jak ji používat, může nám ušetřit nemalé lidské i kapitálové zdroje. 
Nadto nám pomůže spočítat i to, co bychom bez ní nikdy spočítat nemohli. 
Z mého pohledu se v dnešní době na FEKT VUT učí statistika převážně v matematických 
předmětech způsobem, který možná není nejvhodnější. Jak již bylo zmíněno, v každé 
disciplíně je jistě nutný teoretický základ, ze kterého student pochopí podstatu věci. Na 
druhou stranu je možná poněkud nešťastné, když studium statistiky končí tím, že student vše 
spočítá na papíře, nejlépe pak příklady, které s praxí nemají společného téměř nic.  
Na statistice je jednou z nejdůležitějších věcí interpretace výsledku, protože pokud něco 
spočítáme, ale vlastně až tak nevíme, co to znamená, ocitneme se zpravidla ve velmi 
nezáviděníhodné situaci. V textu je proto kladen velký důraz na interpretaci výsledků. 
Prioritou je, aby se čtenář zorientoval v dané problematice, pochopil, jaké metody se dají kdy, 
proč a jak použít. Není zde přibližována „metoda papíru, kalkulačky a statistických tabulek“. 
Je použit běžně dostupný statistický software Minitab, který je kromě mnoha jiných věcí 
velmi úspěšně použitelný na prakticky jakékoliv statistické výpočty. 
Teoretická část práce seznamuje s matematickou statistikou. Jsou zavedeny nezbytné 
pojmy jako statistika, důvody jejího používání, popisná statistika, induktivní statistika 
a statistický test. Dále je uveden přehled nejpoužívanějších parametrických 
i neparametrických testů, na což plynule navazuje praktická část s případovými studiemi, 
zabývajícími se všemi uvedenými statistickými testy. 
Prvotní snahou je, aby byl text napsán co nejvíce srozumitelně, pokud možno s minimem 
„matematiky“ a aby byl použitelný pro studijní účely. K tomuto účelu byly rovněž vytvořeny 
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komentované videotutoriály, které názorným způsobem přibližují aplikaci statistických testů 
v prostředí MS Excel. 
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2 Základní pojmy 
V prvé řadě bychom měli definovat základní pojmy z oblasti statistiky, které budeme 
v této práci používat.  
2.1 Statistika 
Může být chápána jako vědní obor, jež zahrnuje „metody pro sběr, popis, analýzu 
a interpretaci zejména číselných údajů o hromadných jevech“ [6].  Dá se říci, že matematická 
statistika je jednou z větví aplikované matematiky. Dle [13] je cílem statistiky najít „nejlepší“ 
informace z dat, která zpracováváme. Další definice říká, že statistika zahrnuje získávání, 
analýzu a interpretaci pozorovaných dat. Cílem statistiky je podat informace o vlastnostech, 
povaze, popř. zákonitostech, jež se projevují na pozorovaných datech [33]. 
 Můžeme tedy vycházet z předpokladu, že statistika je obor, jež se zabývá hromadně se 
vyskytujícími jevy, popř. procesy. 
Statistika se obvykle se dělí na: 
• statistiku popisnou (deskriptivní), (viz kap. 3) 
• statistiku induktivní. (viz kap. 4) 
2.2 Historie statistiky 
Termín „statistika“ byl dle [9] původně užíván pro označení vědy, zabývají se sběrem 
a vyhodnocováním informací o státu, počtu jeho obyvatel, ekonomice apod. První zmínky 
sahají až do starověku. V pozdějších dobách se pole působnosti statistiky značně rozšířilo, 
statistika už nebyla pouze ryze praktickou činností a stala se dle [11] „vysoce propracovanou 
vědeckou naukou“. Dnes tato nauka obsahuje takřka nezměrný počet metod, jež umožňují 
zjišťovat „stav“ věcí v různých systémech. Nynější význam slova „statistika“ je poněkud 
odlišný od jeho původního významu. Pro nynější statistku je pak charakteristické numerické 
vyjadřování zkoumaných jevů. 
2.3 Důvody používání statistiky 
Podívejme se nyní na důvody, kvůli nimž vlastně statistiku používáme. Většinou se 
uvádějí tyto nebo obdobné [6]: 
• základní soubor je nekonečný a proto musíme užít statistiku, abychom jej mohli 
prozkoumat, udělat si o něm obrázek, zjistit jeho charakteristiky, 
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• základní soubor je konečný, ale příliš velký na to, abychom jej mohli bez užití 
statistiky prozkoumat, 
• v některých případech je použití statistiky významně levnější než zkoumání 
celého základního souboru. U mohutných základních souborů je použití 
statistických metod téměř vždy doprovázeno výraznou úsporou nákladů. 
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3 Popisná (deskriptivní) statistika 
Deskriptivní statistika zahrnuje metody sběru a zpracování hodnot statistických znaků 
(dat). Cílem je poskytnout co nejvíce informací právě o té množině statistických jednotek, 
u níž byly hodnoty statistických znaků získány.  
Až do dvacátého století se statistika rozvíjela právě v tomto směru [9]. 
3.1 Data 
Tento pojem je velmi důležitý, neboť všechny oblasti statistiky nějakým způsobem s daty 
pracují. Bez množiny dat bychom neměli co zkoumat, případně vyvozovat závěry. 
Dle [14] je možno data definovat jako „jakékoli vyjádření skutečnosti, schopné přenosu, 
uchování, interpretace či zpracování“. Účelem dat je umožnit přenášet a zpracovávat odraz 
skutečnosti. Data můžeme chápat také jako formální vyjádření skutečnosti tak, aby ji bylo 
možno zpracovávat a přenášet. Za data tedy můžeme považovat čísla, ale také slova nebo 
např. obrázky [34,35]. 
Je vhodné podotknout, že v reálném životě můžeme data změřit vždy jen s určitou 
(obvykle konečnou) přesností. 
3.1.1 Způsoby popisu dat 
Pro statistické účely obvykle musíme získaná data nějakým způsobem srozumitelně 
prezentovat. Existují dva základní způsoby popisu dat, a to: 
• Numerický. Parametry základního souboru nebo výběru jsou popisovány pomocí 
čísel. K tomuto účelu užíváme parametry neboli popisné charakteristiky 
základního souboru (nebo výběru z něj). Přehled parametrů ZS je uveden 
v příloze práce. 
• Grafický. Parametry základního souboru nebo výběru z něj jsou ilustrovány na 
grafech. Výhodou tohoto popisu je mnohem větší názornost oproti numerickému 
popisu. Přehled základních grafů používaných ve statistice je uveden v příloze 
práce. 
 
16 
 
3.2   Proměnné [15] 
V příručkách můžeme najít spoustu formálních definic tohoto výrazu. Můžeme ho ale 
jednoduše chápat tak, že proměnná je specifická vlastnost každého souboru. Například: 
• Ve vztahu ke kvalitě je proměnná znak jakosti a určuje, nakolik skutečná hodnota 
vyhovuje zadaným specifikacím. 
• Ve vztahu k souboru lidských bytostí proměnnými mohou být tělesná výška, 
váha, průměrný příjem, barva vlasů nebo značka oblíbeného pleťového mléka. 
• Ve vztahu k souboru tuňáků konzervovaných ve vlastní šťávě proměnnými 
mohou být například: podíl soli, hmotnost masa nebo datum minimální 
trvanlivosti. 
• Ve vztahu k hodu mincí je proměnnou to, zdali padne panna nebo orel. Pokud 
jsou mince vrženy současně, může být proměnnou například to, na kolika mincích 
bude po dopadu orel. 
Ve statistice si obvykle přejeme charakterizovat vztahy mezi proměnnými (např. můžeme 
chtít určit, zdali je vztah mezi typem technologie lepení a kvalitou spoje. Musíme mít na 
paměti rozdíl mezi závislou a nezávislou proměnnou, přičemž hodnota závislé proměnné bývá 
určena (nebo alespoň ovlivněna) hodnotou nezávislé proměnné. Pokud proměnná vyvstane 
jako výsledek náhodného procesu, označujeme jí za náhodnou proměnnou. Tyto náhodné 
proměnné hrají ve statistice velkou roli. 
3.3 Rozdělení pravděpodobnosti 
Rozdělení pravděpodobnosti náhodné veličiny pravidlo, kterým „každému jevu 
popisovanému touto veličinou přiřazujeme určitou pravděpodobnost“ [16]. Přičemž rozdělení 
pravděpodobnosti náhodné veličiny dostaneme tak, že „každé hodnotě diskrétní náhodné 
veličiny (popř. intervalu hodnot spojité náhodné veličiny) přiřadíme pravděpodobnost“ [16]. 
Příklady druhů rozdělení pravděpodobnosti jsou uvedeny v příloze. 
3.4 Rozložení četnosti 
Data, která získáme například měřením, je vždy vhodné nějakým způsobem zorganizovat. 
Rozložení četnosti dává informaci o množství výskytů daného jevu v daném souboru dat. 
Druhy rozložení četnosti jsou uvedeny v příloze. 
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4 Induktivní statistika 
Zahrnuje způsoby usuzování o vlastnostech celku, z něhož byla množina hodnot 
statistických znaků vybrána. Musíme mít na zřeteli to, že výběr by měl být náhodný, nikoli 
cílený. V této kapitole si vysvětlíme pojmy z oblasti induktivní statistiky. 
4.1 Základní soubor 
Nebo také populace, je statistický soubor dat, o němž obvykle nemáme úplnou informaci 
[6]. Můžeme ho také definovat jako množinu objektů, které jsou roztříděny podle jejich určité 
společné vlastnosti, statistického znaku. Tento soubor si můžeme představit např. jako soubor 
všech vyrobených součástek daného typu nebo 8 miliónů oprávněných voličů.  
Podle druhu dat dělíme sledované znaky na: [6] 
• Kvantitativní (nabývají číselných hodnot-například délka, váha, výška…) tyto 
znaky můžeme dále dělit na: Diskrétní (nabývají pouze oddělených číselných 
hodnot-např. počet vad, produkce…) a spojité (mohou nabývat všech hodnot 
z nějakého intervalu-váha výrobku, rozměr…). 
• Kvalitativní (nemají číselný charakter, ale lze je vyjádřit slovně-barva, tvar, 
podmínky provozu…) Dělí se na ordinální (slovní hodnoty má smysl uspořádat-
např. klasifikace…) a nominální (slovní hodnoty postrádají význam pořadí (např. 
barva, tvar…). 
Základní soubory můžeme rovněž rozdělit na: 
• jednorozměrné, 
• vícerozměrné. 
4.1.1 Odhady parametrů základního souboru 
Odhad je statistická metoda, jež přibližně určuje neznámé parametry základního souboru 
na základě náhodného výběru [17]. Je nutné mít na paměti, že popisná charakteristika, 
charakterizující základní soubor, se nazývá parametr. Naopak popisná charakteristika 
vypočtená z výběrového souboru se nazývá výběrová statistika. Parametry základního 
souboru jsou pevné a neměnné hodnoty, naproti tomu výběrové statistiky se liší s každým 
výběrovým souborem. Pro odhad parametrů základního souboru lze použít dva způsoby: 
• bodový odhad, 
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• intervalový odhad. 
Podrobnější popis obou typů odhadů je uveden v příloze. 
4.1.2 Výběr ze základního souboru 
Výběr je podmnožinou základního souboru. Rozumíme jím jak samotný proces vybírání, 
tak výsledek této činnosti [6]. Rozlišujeme výběr s vracením a bez vracení. Výběr si můžeme 
představit např. jako tisíc respondentů volebního průzkumu nebo sto náhodně vybraných 
kondenzátorů stejné kapacity od jednoho výrobce. 
Náhodným výběrem pak rozumíme takový výběr, kdy může být každý prvek základního 
souboru vybrán se stejnou pravděpodobností. 
Reprezentativním výběrem máme na mysli výběr, který co nejvíce vystihuje 
charakteristiky populace, z níž byl vybrán. V případě volebního průzkumu by jím byl vzorek 
respondentů, který co nejvíce odpovídá věkové, vzdělanostní a regionální struktuře 
obyvatelstva. 
Při výběru se můžeme dopustit tzv. výběrové chyby, která je podrobně popsána 
v příloze. 
4.2 Hladina (interval) spolehlivosti 
Je číslo od 0 do 1 (případně vyjádřeno v procentech), které indikuje, do jaké míry 
můžeme naše tvrzení považovat za přesné. Pokud je hladina spolehlivosti rovna jedné, pak 
máme 100 % jistotu, že naše tvrzení je pravdivé. V praxi obvykle bývají za přijatelné 
považovány hodnoty od 95 % [6]. 
4.3 Hladina významnosti 
Jednoduše ji lze chápat jako doplněk hladiny spolehlivosti do jedné. Můžeme si ji 
představit jako pravděpodobnost, že naše tvrzení na základě provedeného testu bude chybné. 
Pokud bychom tedy měli hladinu významnosti rovnu nule, mohli bychom náš závěr pokládat 
za 100 % správný. V praxi se obvykle hladina významnosti volí v intervalu 1 % - 10 % [6]. 
4.4 Statistická hypotéza 
Je předpoklad o tvaru rozdělení jedné nebo několika náhodných veličin [18]. Pokud se 
tyto předpoklady týkají hodnot parametrů rozdělení náhodné veličiny, mluvíme 
o parametrických hypotézách. V opačném případě jsou to hypotézy neparametrické [18]. 
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4.5 Statistický test 
Je postup, které nám umožňuje rozhodnout, zda je či není daná statistická hypotéza 
přijatelná [6]. Statistickým testem na základě výběrových charakteristik rozhodujeme, zda 
ověřovanou hypotézu (nulovou) přijmeme, nebo zamítneme. Rozeznáváme dva druhy testů: 
• parametrické, 
• neparametrické. 
4.5.1 Parametrické testy 
Tímto druhem testů se zkoumá hodnota parametru základního souboru z určitého vzorku, 
získaného náhodným výběrem. Naprostou jistotu ohledně hodnoty parametru ZS bychom 
měli pouze v případě, kdyby se výběr rovnal celému ZS, což by bylo neekonomické, 
neproveditelné nebo neetické. 
4.5.2 Neparametrické testy 
V praxi se často můžeme setkat se situací, kdy rozložení základního souboru, z něhož byl 
pořízen náhodný výběr, neznáme. Chceme-li přesto porovnávat úrovně hodnot, nebo 
posuzovat typy rozložení těchto souborů, používáme právě neparametrické testy. Řešení 
nezáleží na typu rozdělení ZS, na rozdíl od parametrických testů tedy výsledky nejsou závislé 
na tom, jestli jsme rozdělení ZS zvolili správně. Testy lze použít i pro silně nenormální 
rozdělení, kdy parametrických testů nelze použít. Jednou z výhod je to, že řada 
z neparametrických testů je schopna testovat nejen rozdělení kvantitativních hodnot znaků, 
ale i rozdělení hodnot znaků kvalitativních, jak ordinálních, tak nominálních. Nevýhodou 
neparametrických testů je, že mají menší sílu než analogické testy parametrické. Abychom 
dosáhli srovnatelné síly testu, musíme použít více naměřených hodnot, než při parametrickém 
testu [36]. 
4.6 Síla testu 
Síla testu představuje pravděpodobnost, že získané hodnoty se skutečně zakládají na 
realitě. Sílu testu můžeme také chápat jako doplněk pravděpodobnosti chyby 2. druhu do 
jedné (1-β) [1]. 
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5 Přehled a popis vybraných statistických testů 
Připomeňme, že jednou z úloh induktivní statistiky je statistický test. Je to postup, který 
nám umožňuje rozhodnout, zda je či není daná statistická hypotéza přijatelná. Rozeznáváme 
dva druhy testů, a to parametrické a neparametrické. 
Výstupem statistických programů obecně není tvrzení ani doporučení, zda přijmout nebo 
nepřijmout nulovou hypotézu [1]. Výstupem je tzv. p-hodnota, která udává „takovou 
minimální hladinu významnosti, na které je ještě možné při daných naměřených hodnotách 
náhodného výběru zamítnout nulovou hypotézu“ [1]. Pokud je tedy p-hodnota větší než 
zvolená hladina významnosti, nulovou hypotézu zamítnout nemůžeme. Vezměme si dva 
extrémní případy hladiny významnosti: 0 % a 100 %. Připomeňme, že hladina významnosti 
udává pravděpodobnost chyby 1. druhu (což znamená, že při např. pětiprocentní hladině 
významnosti připouštíme pětiprocentní riziko, že zamítneme nulovou hypotézu, i když bude 
ve skutečnosti pravdivá). Při nulové hladině významnosti bude p-hodnota téměř vždy vyšší 
a nemůžeme tak zamítnout nulovou hypotézu. Je to logické, neboť takto zvolenou hladinou 
významnosti nepřipouštíme žádné riziko chyby 1. druhu (tedy, že nesprávně zamítneme 
nulovou hypotézu). Naopak při 100 % hladině významnosti p-hodnota bude téměř vždy 
menší, proto hypotézu v naprosté většině případů zamítneme. Tento stav má podobnou 
logiku, neboť připouštíme 100 % riziko, že hypotézu nesprávně zamítneme. 
Nabízí se otázka, proč nevolit hladinu významnosti co nejmenší a snížit tak riziko, že 
nesprávně zamítneme nulovou hypotézu. Odpověď je poměrně jednoduchá. Cílem 
statistického testu obecně je co nejvěrohodněji a nejpřesněji zachytit skutečný stav 
(parametry) základního souboru, což reprezentuje síla testu (1-β, kde β udává chybu 2. druhu, 
kterou si bohužel nemůžeme určit podobně jako α). Vždy tedy požadujeme, aby tato síla testu 
byla co největší. Při snižování hladiny významnosti α pod jedno procento se již neúměrně 
snižuje síla testu 1-β (tedy vzrůstá riziko chyby 2. druhu β) a nulová hypotéza se poté, i když 
je nesprávná, nezamítá téměř v žádném případě [1]. 
5.1 Jednovýběrový t-test o střední hodnotě 
Používá se k testování hypotézy, která tvrdí, že střední hodnota základního souboru se 
rovná nějaké zadané konstantě, případně, je-li větší nebo menší než zadaná konstanta [2]. Test 
tedy odpoví na otázku, zda je na základě náhodně vybraného vzorku možno tvrdit, že průměr 
základního souboru se rovná zadanému číslu, případně, je-li větší nebo menší. V praxi se 
nejčastěji vyskytují případy, v nichž nejenže neznáme střední hodnotu μ, ale neznáme ani 
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rozptyl σ. Tento pak musíme odhadnout z náhodného výběru, nejčastěji pak pomocí 
výběrového rozptylu S2 [1].  
Nulová hypotéza zní 00 : μμ =H . Pro výpočet testovací statistiky platí dle [1] 
následující vztah: 
 
n
S
XT ⋅−= μ
 (5.1) 
kde: 
X = výběrový průměr,  
S  = výběrová směrodatná odchylka,  
μ  = testovaná střední hodnota, 
n  = rozsah výběru. 
 
Alternativní hypotézy H1 [6]: 
Oboustranná: 01 : μμ ≠H  Pokud je hodnota T  vyšší než kritická hodnota )1( −nt p  
(tabulka Studentova rozdělení), nulová hypotéza se zamítá, protože rozdíl mezi středními 
hodnotami základního souboru a vzorku je statisticky významný a rozdíl nemohl být 
způsoben pouze náhodným výběrem. V praxi se s touto variantou setkáváme nejčastěji. 
Levostranná: 01 : μμ pH Pokud je hodnota T nižší než kritická hodnota )1(2 −− nt p , 
nulová hypotéza se zamítá. 
Pravostranná: 01 : μμ fH Pokud je hodnota T vyšší než kritická hodnota )1(2 −nt p , 
nulová hypotéza se zamítá. 
V Minitabu platí, že pokud je p-hodnota vyšší než zvolená hladina významnosti, pak 
nulovou hypotézu nezamítáme. 
Tento typ testu vyžaduje přibližně normální rozdělení základního souboru a dostatečnou 
velikost výběru. Pokud kritérium není splněno, je třeba použít neparametrické varianty testu, 
např. Wilcoxonův test [2]. 
Aplikaci testu najdeme v kapitole 6.2. 
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5.2 Dvouvýběrový nepárový t-test 
Je to test významnosti rozdílu dvou průměrů nezávislých vzorků. Používá se pro ověření 
hypotézy, zda zjištěný rozdíl průměrů vzorků je nebo není na dané hladině významnosti 
statisticky významný [3].  
Testuje nulovou hypotézu 0210 : dH =− μμ . V zásadě existují dvě základní varianty, 
a to: Test při sice neznámých, ale shodných rozptylech obou základních souborů a test při 
neznámých a neshodných rozptylech ZS. K rozhodnutí o tom, zda mohou být rozptyly 
shodné, můžeme použít například Fischerův F-test.  
Pokud F-test prokáže rovnost rozptylů ZS, užívá se následující testovací statistika [1]: 
 
nm
nmnm
SmSn
dXX
T +
−+⋅⋅⋅
⋅−+⋅−
−−= )2(
)1()1(
)(
2
2
2
1
021  (5.2) 
kde:  
X  = výběrové průměry,  
S2  = výběrové rozptyly,  
d0  = testovaný rozdíl středních hodnot,  
m, n  = rozsah souborů. 
 
Alternativní hypotézy H1 [6]: 
0211 : dH ≠− μμ  Pokud je vypočtená hodnota T  vyšší než )2( −+ mnt p , pak nulovou 
hypotézu zamítáme (čehož výsledkem je přijetí alternativní hypotézy) a tvrdíme, že rozdíl je 
statisticky významný. 
0211 : dH pμμ −   Pokud je vypočtená hodnota T nižší než )2(2 −+− mnt p , pak 
nulovou hypotézu zamítáme. 
0211 : dH fμμ −   Pokud je vypočtená hodnota T vyšší než )2(2 −+mnt p , pak nulovou 
hypotézu zamítáme. 
Pokud je vypočtená p-hodnota v Minitabu nižší než zvolená hladina významnosti, pak 
nulovou hypotézu musíme zamítnout a přijmout alternativní. 
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Pokud F-test neprokáže rovnost rozptylů ZS, užívá se následující testovací statistika [1]: 
 vS
XXT 21 −=  (5.3) 
kde:  
 2
2
2
1
2
1
n
S
n
SSv +=  (5.4) 
Tato hodnota se následně porovnává se statistikou [1]: 
 
2
2
22
2
1
4
*
)(
1
1)(
1
1
m
S
mn
S
n
Sr vn
⋅−+⋅−
=  (5.5) 
kde: 
tα )( *nr  je kritická hodnota Studentova rozdělení, kterou může být potřeba interpolovat. 
 
Alternativní hypotézy H1 [6]: 
0211 : dH ≠− μμ  Pokud je vypočtená hodnota T  vyšší než )( nrtα , pak nulovou 
hypotézu zamítáme a tvrdíme, že rozdíl je statisticky významný. 
0211 : dH pμμ −   Pokud je vypočtená hodnota T nižší než )(2 nrt α−  pak nulovou 
hypotézu zamítáme. 
0211 : dH fμμ −   Pokud je vypočtená hodnota T vyšší než )(2 nrt α , pak nulovou 
hypotézu zamítáme. 
Test vyžaduje normální rozdělení vzorků a jejich přibližně stejný počet (v ideálním 
případě alespoň 50) v obou skupinách. Pokud tato kritéria nejsou splněna, je třeba dle [3] 
použít neparametrické testy, jako např. Mann-Whitneyho test. 
Aplikaci testu najdeme v kapitole 6.3. 
5.3 Párový t-test o střední hodnotě 
Tento parametrický test je využitelný v situaci, kdy nemůžeme hovořit o nezávislosti 
výběrových vzorků, hodnoty náhodného výběru jsou spárovány [1]. Na situaci lze dle [1] 
nahlížet tak, že se jedná o dva různé ZS s N(µ1,σ12) a N(µ2,σ22) a dva logicky spárované 
náhodné výběry v nich. Situaci si můžeme ilustrovat příkladem, kdy potřebujeme zjistit, zda 
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se káva lépe prodává v kulatých nebo hranatých nádobách. Párovost hodnot by v tomto 
případě spočívala v jedné a též kávě (umístěnou ve stejné výšce), pouze s rozdílnými obaly. 
Nemohli bychom použít nepárový t-test, neboť bychom pravděpodobně dostali velmi 
zkreslené výsledky. Další příkladem využití párového testu je zkoumání některé veličiny ve 
stavu „před a po“ (např. před a po zavedejí jiné technologie). 
Nulová hypotéza má tvar H0: µ1- µ2=d0, přičemž d0 je testovaná střední hodnota (která 
se v naprosté většině případů rovná nule).  
Hodnota testovacího kritéria se dle [6] dá vyjádřit vztahem: 
   ܶ ൌ ௗ
തିௗబ
௦೏
· √݊ െ 1      (5.6) 
kde: 
ҧ݀   ൌ ଵ
௡
∑ ݀௜
௡
௜ୀଵ , ݀௜ ൌ ݔଵ௜ െ ݔଶ௜, ; ݔଵ௜ ൌ ݅ െ ݐá ݄݋݀݊݋ݐܽ 1. ݒýܾěݎݑ,   
 sୢ ൌ výběrová směrodatná odchylka; sୢଶ ൌ
ଵ
௡
∑ ݀௜
ଶ െ ҧ݀ଶ௡௜ୀଵ , 
d0  = testovaný rozdíl středních hodnot, 
n   = velikost výběrových souborů. 
Alternativní hypotézy dle [6]: 
0211 : dH ≠− μμ  Pokud je vypočtená hodnota T  vyšší než )1( −ntα , pak nulovou 
hypotézu zamítáme a tvrdíme, že rozdíl je statisticky významný. 
0211 : dH pμμ −   Pokud je vypočtená hodnota T nižší než )1(2 −− nt α  pak nulovou 
hypotézu zamítáme. 
0211 : dH fμμ −   Pokud je vypočtená hodnota T vyšší než )1(2 −nt α , pak nulovou 
hypotézu zamítáme. 
Test vyžaduje normalitu rozdělení a stejný počet vzorků. Pokud není splněna podmínka 
normality, musíme použít neparametrickou alternativu testu, např. Wilcoxonův test [12]. 
Aplikaci testu najdeme v kapitole 6.4. 
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5.4  Chi-kvadrát test nezávislosti 
Tento test by lze definovat jako rozšíření testu dobré shody [4]. Vychází z kontingenční 
tabulky a testuje nulovou hypotézu, která vyjadřuje nezávislost proměnných, tj. ≈0H
proměnné jsou nezávislé [4].  
Alternativní hypotéza pak tvrdí, že proměnné nezávislé nejsou, tj. jsou závislé. Chceme-li 
sledovat závislost nebo nezávislost dvou statistických znaků, seřadíme je do dvourozměrné 
tabulky. Pokud jsou sledované znaky kvalitativního charakteru, nazývá se tabulka 
kontingenční, pokud jsou znaky kvalitativní, nazývá se korelační [4]. Tabulku naplníme daty, 
která prezentují tzv. pozorované (empirické) četnosti. Tyto budeme značit ijn . K tomu, 
abychom mohli rozhodnout, zdali jsou nebo nejsou proměnné nezávislé, musíme vypočítat 
tzv. teoretické četnosti. Teoretické četnosti jsou takové, při kterých jsou  řádkové i sloupcové 
součty shodné s empirickými četnostmi, ale proměnné by byly nezávislé.  
Teoretickou četnost lze dle [8] vyjádřit jako: 
 n
nn
e jiij
.. ⋅=  (5.7) 
kde: 
ni  = sloupcový součet,  
nj  = řádkový součet,  
n   = „součet řádkových (a zároveň i sloupcových) součtů“. 
Testové kritérium je pak dle [8]: 
 
∑∑
= =
=
r
i
c
j
K
1 1 ij
2
 ij ij
e
)e -n (
 (5.8) 
kde:  
r = počet řádků kontingenční tabulky, 
c = počet sloupců kontingenční tabulky. 
Testové kritérium K má dle [8] při platnosti hypotézy a za předpokladu, že všechny 
teoretické četnosti eij jsou větší než 1 a alespoň 80% z nich je větší než 5, přibližně rozdělení 
chi-kvadrát o v stupních volnosti, přičemž dle [8]: 
 )1()1( −⋅−= crv  (5.9) 
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Hypotéza H0 o nezávislosti se pak zamítá na hladině významnosti α, je-li [8]: 
 )(
2
1 vK αχ −≥  (5.10) 
kde:  
v = počet stupňů volnosti Pearsonova rozdělení. 
V Minitabu platí, že pokud je p-hodnota nižší než zvolená hladina významnosti, pak 
zamítneme nulovou hypotézu. To znamená, že zjištěný rozdíl je příliš velký na to, aby mohl 
být důsledkem náhodného výběru a je tedy statisticky významný. 
Aplikaci testu najdeme v kapitole 6.5. 
5.5 ANOVA 
Dle [5] je to analýza závislosti intervalové proměnné Y na nezávislých proměnných X. 
Můžeme ji popsat jako pokročilou statistickou metodu, která obvykle bývá určena především 
pro analýzu zdrojů variability v systému měření. 
Nejjednodušším případem ANOVA je jednofaktorová (jednocestná) analýza rozptylu. 
Analýza, která obsahuje více než jeden faktor, se nazývá vícefaktorová analýza rozptylu.  
Nyní se budeme podrobněji zabývat jednofaktorovou analýzou rozptylu. Jednocestná 
ANOVA je v zásadě rozšíření nepárového dvouvýběrového t-testu o střední hodnotě. Na 
rozdíl od t-testu však můžeme zkoumat i více než dvě skupiny, u nichž na dané hladině 
významnosti rozhodujeme o tom, zda rozdíly mezi skupinami jsou jen nahodilé nebo zda se 
mezi nimi projevují systematické odchylky. 
Postup výpočtu dle [6]: 
Mějme k nezávislých náhodných výběrů ze základních souborů s rozdělením 
);(),...,;( 2211 kkNoNo σμσμ  a předpokládejme, že rozptyly 2221 ,..., σσσ =k jsou shodné. 
Náhodný výběr z rozdělení );( 2σμ iNo , i=1,…,k, označíme iini XX ,...,1 , jeho rozsah je in . 
Dále zavedeme součty: 
  ij
n
j
i XX
i∑
=
• =
1
 a ∑∑
= =
•• =
k
i
n
j
ij
i
XX
1 1
 (5.11) 
kde:  
X, jenž má „některé indexy nahrazeny tečkami, reprezentuje součet veličin ijX  právě 
přes ty indexy, místo nichž jsou použity tečky“ [6].  
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Celkový rozsah všech výběrů je: 
 
∑
=
=
k
i
inn
1
 (5.12) 
 Pro výběrové střední hodnoty skupin iX a celkovou střední hodnotou X platí: 
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Náhodné veličiny ijX  lze bez uvedených předpokladů vyjádřit ve tvaru:  
 ijiij eX += μ  , i=1,…k,  j=1,…,ni (5.15) 
        nebo podrobněji: 
 ijiij eX ++= αμ , i=1,…,k,   j=1,…,ni (5.16) 
kde:  
ije  = nezávislé náhodné proměnné (chyby měření) s rozdělením );0(
2σNo  a 2,,, σαμμ ii
neznámé parametry.  
„Ve druhém modelu reprezentuje μ základní úroveň sledování NP (náhodné proměnné) X 
a iα , i=1,…,k vliv   i-té úrovně uvažovaného faktoru (třídicího znaku) na tuto NP. V praxi 
sledujeme vliv daného NP X tak, že provedeme měření pro k různých úrovní tohoto faktoru. 
Výsledky měření 
iini
xx ,...,1 , získané na i-té úrovni uvažovaného faktoru, považujeme přitom 
za realizaci náhodného výběru z rozložení );( 2σμ iNo , i=1,…,k“ [6].  
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Výsledky experimentu pak můžeme zapsat do tabulky: 
Tab. 1: Tabulka k zadání výsledků experimentu včetně výpočtů – ANOVA [6] 
Skupina 
(výběr) Hodnoty Četnost Součet hodnot Střední hodnota 
1 
111211
,...,, nxxx  n1 •1x  1x   
2 
111211
,...,, nxxx  n2    … … … … …
k 
kknkk
xxx ,...,, 21  nk •kx   kx  
Celkem n ••x   -  
Na základě uvedených údajů se následně ověřuje hypotéza kH μμ == ...: 10 . ANOVA 
(při jednoduchém třídění) je založena na rozložení celkové variability sledované NP na dvě 
nezávislé složky – meziskupinovou a vnitroskupinovou variabilitu.  
 VMT SSS +=  (5.17)                            
kde:  
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Při ověřování nulové hypotézy se následně použije testovací kritérium: 
V
M
V
M
S
S
k
kn
kn
S
k
S
F ⋅−
−=
−
−=
1
1                                               (5.21)                             
s rozložením F(k-1;n-k), kde:  
1−k
SM  = faktorový (meziskupinový) rozptyl,  
•2x 2x
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kn
SV
− = reziduální (vnitroskupinový) rozptyl. 
Provádí se pravostranný test. Aby nulová hypotéza platila, neměly by se nadměrně lišit 
hodnoty skupinových středních hodnot. Hodnota testovacího kritéria F by tedy měla být 
nízká. Kritická hodnota je Fp(k-1;n-k). Kritická oblast pak ).);;1(( +∞−− knkFp  Nulovou 
hypotézu zamítáme, je-li hodnota testovacího kritéria F > Fp(k-1;n-k). Zamítnutí nulové 
hypotézy následně považujeme za důkaz významnosti vlivu uvažovaného faktoru na 
sledovaný znak. 
Postup výpočtu hodnoty kritéria F ilustruje následující tabulka: 
Tab. 2: Postup výpočtu kritéria F – ANOVA [6] 
Zdroj variability Součet čtverců Počet stupňů volnosti Rozptyl 
Hodnota test. 
kritéria 
Faktorový 
(meziskupinový) MS  k-1 1−k
SM  F 
Reziduální 
(vnitroskupinový) VS  n-k kn
SV
−  - 
Celkový TS  n-1 - - 
 
Hodnoty MS  a TS  se počítají podle výše uvedených vztahů a MTV SSS −= . 
Aplikaci testu najdeme v kapitole 6.6. 
5.6 Párový znaménkový test 
Někdy též nazýván jako mediánový test. Znaménkový test patří mezi nejjednodušší 
neparametrické testy. Lze jím ověřovat, zda jsou dva opačné jevy stejně pravděpodobné. 
Ověřuje se např., zda má nějaký zásah skutečně prokazatelný efekt.  
Párový znaménkový test lze použít k otestování výběrových průměrů a srovnání dvou 
závislých (párových) vzorků. (Obvykle se jedná o vzorek získaný před a po změně např. 
použité technologie.) Pokud by základní soubory, ze kterých byla získána data, byly normálně 
rozloženy, šlo by dle [12] použít standardní párový t-test o střední hodnotě.  
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Nulová hypotéza má obvykle tvar: použití nové technologie (léčby, vakcíny…) nemá 
vliv na sledovanou hodnotu, není tedy ani horší ani lepší, tj počet kladných a záporných 
znamének v obou ZS je stejný. 
Alternativní hypotézy: 
Oboustranná: Nová technologie (metoda) dává jiné výsledky (lepší či horší) než stará. 
Levostranná: Nová technologie (metoda) zajišťuje nižší výsledky  než stará. 
Pravostranná: Nová technologie (metoda) zajišťuje vyšší výsledky  než stará. 
Pro výběry obsahující méně než 26 prvků se dle [12] užívá následující postup: 
• Od stavu „po“ se odečte stav „před“ a stanoví se znaménko + , - nebo 0. 
• Z tabulek se odečte hodnota testového kritéria dle počtu znamének (nula se 
nezapočítává), hladiny významnosti a typu testu (oboustranný nebo jednostranný). 
• Spočítá se testovací hodnota jako menší z počtu znamének + a –. 
• Učinit závěr. Srovnat testovací hodnotu s kritickou hodnotou, pokud je testovací 
hodnota nižší nebo rovna kritické tabulkové hodnotě, je potřeba zamítnout 
nulovou hypotézu. 
Pro výběry o minimálně 26 prvcích se užívá shodný postup až na to, že může být použito 
aproximace normálním rozdělením k nalezení testovací hodnoty.  
Dle [12] platí vztah: 
 z ൌ
ሺ௑ା଴,ହሻି೙
మ
√೙
మ
  (5.22) 
kde:  
X  = menší číslo z počtu znamének + a –, 
n = velikost vzorku. 
Značnou nevýhodou tohoto testu je poměrně nízká síla a pro věrohodné výsledky je 
obvykle potřeba většího vzorku dat. Další nevýhodou testu je, že pokud jsou např. dvě 
hodnoty nižší než medián, ale jedna o jeden bod a druhá o 100 bodů, oběma hodnotám se 
přiřadí „stejně velké“ znaménko -, což jistě nepřispívá k síle testu. 
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Znaménkový test má rovněž variantu jednovýběrového testu, který jako nulovou 
hypotézu bere hodnotu mediánu a jeho parametrická varianta je standardní t-test o střední 
hodnotě [12]. Postup výpočtu je shodný s párovým znaménkovým testem. 
Aplikaci testu najdeme v kapitole 6.7. 
5.7 Wilcoxonův test součtu pořadí (Mann-Whytneyho) 
Wilcoxonův test je neparametrickou alternativou k dvouvýběrovému nepárovému t-testu 
[12]. Výhodou oproti parametrické alternativě je větší robustnost testu (dle [19] test není tolik 
náchylný k extrémním hodnotám). Wilcoxonův test je efektivnější v případě rozdělení 
dostatečně vzáleným od normálního a v případech dostatečné velikosti vzorků. Pro dostatečně 
velké výběry je odchylka od t-testu i při normálním rozdělení do 5% [12]. Velkou výhodou 
testu je, že jej můžeme použít i pro ordinální data (např. známky ve škole) a ne jen pro 
intervalové typy dat. U ordinálních dat může nastat kódování v podobě logické volby (např. 3 
reprezentuje větší úroveň vědomostí než 4, ale nemůžeme přesně vědět, o kolik. Interval 4-
3=1 nedává žádný smysl a proto bychom na něj jako na interval neměli pohlížet) 
a „vzdálenosti“ mezi sousedními prvky pak nemůžeme považovat za konstantní jako 
u intervalové proměnné. Je to dáno tím, že test pracuje s pořadím prvků a nikoli s čísly na 
číselné ose.  
Pokud oba výběry pocházejí ze dvou identických základních souborů, pak vysoká i nízká 
pořadová čísla by měla být rovnoměrně rozložena mezi oba výběry. V případě, že jsou 
pořadová čísla jednoho výběru převážně nízká nebo převážně vysoká, máme podezření, že 
základní soubory nebyly identické. 
Pro test je nutné mít alespoň 10 vzorků z každé skupiny a alespoň přibližná shodnost 
rozdělení v obou skupinách (nemusí být normální) [12]. 
Pro výpočet testovací statistiky platí dle [12] (součty pořadí R jako náhodná veličina se 
chovají podle normálního rozdělení): 
 ݖ ൌ ோିఓೃ
ఙೃ
 ሺ5.23ሻ 
 kde: 
ߤோ ൌ
௡భ·ሺ௡భା௡మାଵሻ
ଶ
  (Střední hodnota všech možných součtů pořadových čísel výběru 
pro případ platnosti nulové hypotézy),  
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ߪோ  ൌ ට
௡భ·௡మ·ሺ௡భା௡మାଵሻ
ଵଶ
 (směrodatná odchylka),  
R  = suma pořadí menšího vzorku,  
n1  = menší vzorek,  
n2  = větší vzorek. 
Nulová hypotéza má obvykle tvar: Základní soubory, ze kterých pocházejí výběry, mají 
shodná rozdělení. 
Alternativní hypotéza: ZS nemají shodná rozdělení. 
Postup dle [12]: 
• Vypočítat hodnotu testovacího kritéria. (Zkombinovat data z obou vzorků, seřadit 
je a přiřadit pořadí-přitom musíme mít na paměti, ze které skupiny daná hodnota 
pochází. Následně sečíst pořadí u menšího vzorku-pokud jsou různě velké-
a dosadit do vztahu.). 
• V tabulkách najít kritickou hodnotu. 
• Porovnat hodnotu testového kritéria s kritickou hodnotou (kvantil standardního 
normálního rozdělení). Pokud je absolutní hodnota (z) větší než absolutní hodnota 
kritické hodnoty, pak musíme zamítnout nulovou hypotézu. 
Aplikaci testu najdeme v kapitole 6.8. 
5.8 Wilcoxonův  test 
Tento test je neparametrickou obdobou párového t-testu ([12]), výběry nemusí pocházet 
z normálního rozdělení a výběrové vzorky nemusejí být tak velké. Test můžeme použít např. 
pro případ, kdy potřebujeme zjistit, zda se na pracovišti po zavedení bezpečnostních opatření 
snížila nehodovost a nemáme k dispozici velký soubor dat (např. jen jeden týden před a po 
zavedení opatření). 
Nulová hypotéza má obvykle tvar: Není statisticky významný rozdíl mezi hodnotami 
sledovaných znaků „před a po“ (např. uplynutí určité doby, po změně technologie…). 
Alternativní hypotéza pak tvrdí opak.  
Postup výpočtu dle [12]: 
• stanovit nulovou a alternativní hypotézu, 
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• vyhledat tabelovanou kritickou hodnotu (v tabulce Wilcoxononova testu dle typu 
testu a hladiny významnosti), 
• stanovit hodnotu testového kritéria ws (vypočítat rozdíly „před - po“, najít 
absolutní hodnotu těchto rozdílů a těmto následně přiřadit pořadí (pokud více 
shodných čísel, vypočítat aritmetický průměr), dále přiřadit pořadí znaménko 
a sečíst čísla se stejnými znaménky a nakonec najít menší z těchto součtů 
(v absolutní hodnotě)), 
• učinit rozhodnutí (nulová hypotéza se zamítá, pokud je hodnota testového kritéria 
ws menší nebo rovna kritické tabulkové hodnotě), 
• interpretovat výsledek. 
Pokud výběrový vzorek obsahuje alespoň 30 hodnot, lze Wilcoxonovo rozdělení dle [12] 
aproximovat normálním rozdělením a použít vztah: 
 ݖ ൌ
௪ೞି
೙ሺ೙శభሻ
ర
ට೙ሺ೙శభሻ·ሺమ೙శభሻ
మర
  (5.24) 
kde: 
n  = počet párů, kde rozdíl „před – po“ není roven nule, 
ws = menší ze součtů pořadí v absolutní hodnotě. 
Je ovšem dobré podotknout, že při takto velkých výběrech je velká pravděpodobnost, že 
tyto mohou pocházet z normálního rozdělení a bylo by vhodnější použít parametrický párový 
t-test, který obvykle dává spolehlivější výsledky. 
Aplikaci testu najdeme v kapitole 6.9. 
5.9 Kruskal-Wallisův test 
Kruskal-Wallisův test je neparametrickou obdobou jednofaktorové ANOVY [12]. Test je 
využitelný zvláště pro případy, kdy rozptyly uvnitř jednotlivých skupin nemůžeme na dané 
hladině významnosti považovat za shodné, nebo jednotlivé výběry nepocházejí z normálního 
rozdělení. Tímto testem prověřujeme hypotézu, že mediány všech skupin můžeme považovat 
za shodné (zatímco u klasické ANOVA porovnáváme střední hodnoty jednotlivých skupin). 
Dle [12] nulovou hypotézu zamítáme méně často než u ANOVA v důsledku nižší kvality dat. 
Dále musí každá skupina obsahovat minimálně pět členů, přičemž pak lze rozdělení 
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aproximovat chi-kvadrát rozdělením s k-1 stupni volnosti, kde k je počet skupin, jejichž 
medián porovnáváme [12]. Pokud by jednotlivé skupiny pocházely z odlišných ZS, součty 
pořadí ve skupinách budou rozdílné, hodnota testového kritéria bude vysoká a překročí 
kritickou hodnotu na dané hladině významnosti, což bude mít za následek zamítnutí nulové 
hypotézy. 
Nulová hypotéza má obvykle tvar: Mediány všech skupin lze považovat za shodné, 
výběry pocházejí ze stejného rozdělení [20]. Naproti tomu alternativní hypotéza tvrdí, že 
mediány jendotlivých skupin shodné nejsou. 
Pro výpočet testové statistiky dle [12] platí: 
 ܪ ൌ ଵଶ
ேሺேାଵሻ
· ቀோభ
మ
௡భ
൅ ோమ
మ
௡మ
൅··· ൅ ோೖ
మ
௡ೖ
ቁ െ 3ሺܰ ൅ 1ሻ (5.25) 
kde:  
R1  = součet pořadí skupiny 1, 
n1  = velikost skupiny 1, 
R2  = součet pořadí skupiny 2, 
n2  = velikost skupiny 2, 
Rk  = součet pořadí skupiny k, 
Nk  = velikost skupiny k, 
N  = n1+n2+…+nk, 
K  = počet skupin. 
Postup výpočtu dle [12]: 
• stanovit nulovou a alternativní hypotézu, 
• najít kritickou hodnotu dle chi-kvadrát rozdělení s k-1 stupni volnosti při dané 
hladině významnosti, 
• spočítat hodnotu testového kritéria (což zahrnuje setřídění dat všech skupin 
najednou od nejmenšího po největší a přiřazení pořadí, dále sečíst pořadí 
v jednotlivých skupinách a nakonec dosadit do vztahu (4.25)), 
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• učinit rozhodnutí o zamítnutí nebo nezamítnutí nulové hypotézy (pokud je 
hodnota testového kritéria vyšší než tabulková kritická hodnota, pak nulovou 
hypotézu zamítáme, 
• interpretovat výsledek testu. 
Oproti jednofaktorové ANOVA má test nižší sensitivitu (což má za následek, že je 
potřeba větších rozdílů pro zamítnutí nulové hypotézy) a pro výsledky srovnatelné 
s parametrickou obdobou je potřeba většího vzorku dat. 
Aplikaci testu najdeme v kapitole 6.10. 
5.10 Dvoufaktorová ANOVA 
Dvoucestná ANOVA je rozšířením jednofaktorové ANOVY. Test zahrnuje dvě nezávislé 
proměnné. Tyto proměnné jsou nazývány faktory. Test je značně komplikovanější než 
jednocestná ANOVA, je nutno brát v potaz mnoho aspektů, aby mohl být teoreticky úplně 
vysvětlen. V tomto textu budou použita jen základní fakta, protože důraz celé práce je kladen 
především na procvičení problematiky na praktických příkladech. 
Můžeme testovat efekty dvou nezávislých proměnných (faktorů) na jedné závislé 
proměnné. Nadto můžeme zkoumat i interakci mezi dvěma proměnnými. 
Pro vysvětlení můžeme použít příklad z [12]: 
Tab. 3: Příklad vstupní tabulky dvoufaktorové ANOVY [12] 
  Typ automobilu 
Typ benzínu Pohon 2 kol Pohon 4 kol 
Standardní 
26,7 28,6 
25,2 29,3 
Vysokooktanový
32,3 26,1 
32,8 24,2 
 Data v tabulce (v mílích na galon benzinu) ukazují měření, která ukazují spotřebu 
automobilu (závisle proměnná) v závislosti na typu automobilu a typu použitého benzinu 
(nezávisle proměnné). 
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Sestavíme si následující tabulku [12] a [20]: 
Tab. 4: Postup výpočtu kritérií F u dvoufaktorové ANOVY ([12], [20]) 
Zdroj měnivosti Suma čtverců Stupně volnosti Průměr čtverců F 
Benzin A SsA a-1 MSA FA 
Automobil B SSB b-1 MSB FB 
Interakce (AxB) SSAxB (a-1)(b-1) MSAxB FAxB 
Reziduální SSW ab(n-1) MSW  - 
Celkem      -  - 
kde: 
SSA  = suma čtverců pro faktor A, 
SSB  = suma čtverců pro faktor B, 
SSAxB  = suma čtverců pro interakci, 
SSW  = suma čtverců pro chyby (uvnitř skupiny), 
a  = počet hladin faktoru A, 
b  = počet hladin faktoru B, 
n  = počet subjektů v každé skupině, 
MSA   = 
ௌௌಲ
௔ିଵ
, 
MSB  = 
ௌௌಳ
௕ିଵ
 
MSAxB = 
ௌௌಲೣಳ
ሺ௔ିଵሻሺ௕ିଵሻ
, 
MSW  = 
ௌௌೈ
௔௕ሺ௡ିଵሻ
, 
FA  = 
ெௌಲ
ெௌೈ
, 
FB  = 
ெௌಳ
ெௌೈ
,   
FAxB  = 
ெௌಲೣಳ
ெௌೈ
.     
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Postup výpočtu dle [12]: 
• Stanovit hypotézy (v našem případě pro interakce: H0:neexistuje interakce efektů 
mezi typem použitého benzinu a typem automobilu na spotřebu. H1: existuje 
interakce efektů mezi typem použitého benzinu a typem automobilu na spotřebu. 
Hypotézy pro typ benzinu: H0:neexistuje rozdíl mezi středními hodnotami 
spotřeby v závislosti na typu benzinu. H1: analogicky jako předchozí. Hypotézy 
pro typ automobilu: H0: neexistuje rozdíl mezi středními hodnotami spotřeby 
v závislosti na typu automobilu. H1: analogicky.). 
• Najít kritickou hodnotu pro každý F-test na dané hladině významnosti (v našem 
případě 2x2 ANOVA má každý faktor dvě úrovně). 
• Dopočítat tabulku pro získání hodnoty testového kritéria. 
• Učinit rozhodnutí (Pokud jsou F hodnoty větší než kritická hodnota, pak 
zamítnout danou hypotézu). 
• Interpretovat výsledky. 
V předchozím příkladu se efekty typu benzinu a typu automobilu nazývají hlavními 
efekty. Pokud neexistuje významný interakční efekt, pak mohou být hlavní efekty 
interpretovány nezávisle. Pokud je naopak interakční efekt významný, hlavní efekty musí být 
interpretovány velmi opatrně. Pravděpodobně nejschůdnější cestou je v tomto případě použít 
grafické vyjádření.  
Pokud se úsečky grafu kříží, znamená to [12], že interakce je disordinální a interakci je 
potřeba brát v úvahu, efekty jsou závislé na sobě navzájem. Pokud úsečky grafu nejsou 
rovnoběžné, ale nekříží se, pak je interakční efekt ordinální a hlavní efekty mohou být 
považovány za na sobě nezávislé. Pokud budou úsečky rovnoběžné, pak neexistuje významná 
interakce mezi efekty a tyto jsou na sobě nezávislé. 
Mezi podmínky použitelnosti patří nutnost normálního rozdělení ve skupinách, vzorky 
musí být nezávislé, rozptyly ve skupinách musí být shodné a skupiny musí obsahovat stejný 
počet hodnot [12]. 
Mezi výhody dvoufaktorové ANOVY můžeme jednoznačně zařadit větší sílu testu oproti 
jednofaktorové variantě, mezi nevýhody pak především pracnost výpočtu (pokud není použit 
vhodný software) a poněkud obtížnější interpretace výsledků testu. Aplikaci testu najdeme 
v kapitole 6.11. 
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6 Praktická část (řešené případové studie) 
Praktická část práce byla navržena jako soubor případových studií zpracovaných 
v programu Minitab. Byly vytvořeny za účelem rozšíření výuky statistiky o příklady 
z elektrotechnické praxe. Řešené případové studie sestávají ze zadání, podrobně 
zpracovaného a komentovaného řešení a ze závěru, který klade důraz na interpretaci 
dosažených výsledků. Práce je doplněna o řadu výstupů z programu Minitab, které pomáhají 
zvýšit názornost celého textu. 
Součástí praktické části je také skupina neřešených příkladů. Tyto příklady jsou 
koncipovány tak, že je na čtenáři, aby vymyslel své vlastní zadání, navrhnul řešení 
a interpretoval výsledky, ke kterým došel. Tato koncepce by měla vést k tomu, že se čtenář 
více zamyslí nad podstatou problému. Pro snadnější orientaci v případových studiích může 
sloužit Obr. 1 na následující stránce. Obsahuje rozdělení statistiky na popisnou a induktivní. 
Z oblasti popisné statistiky jsou v této práci zpracovány vybrané popisné charakteristiky 
základního souboru jako modus, medián, kvartily. Z oblasti induktivní statistiky jsou 
probrány statistické testy a zčásti intervalové odhady střední hodnoty (kap. 6.2). 
Ze statistických testů jsou probrány jak parametrické, tak neparametrické testy. Výběr 
případových studií byl proveden na základě nejpoužívanějších testů, které byly následně 
aplikovány na elektrotechnickou praxi. Případové studie mohou být použity jako návod, jak 
pomocí statistických metod zlepšovat např. jakost produkce podniku.  
Nezbytný teoretický výklad ke všem použitým statistickým testům je uveden v kap. 5, 
výklad vybraných popisných charakteristik základního souboru (na nichž staví řešený příklad 
z kap. 6.1) je uveden v příloze této práce. 
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Obr. 1: Schéma použitých statistických testů 
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6.1 Popisné charakteristiky základního souboru 
6.1.1 Zadání 
Vytvořte v programu Minitab projekt, v němž použijete hodnoty z následující tabulky. 
Hodnoty představují naměřené rezistance náhodně vybraného vzorku třiceti rezistorů. 
Zobrazte aritmetický průměr souboru, rozptyl, medián, 1. a 3. kvartil, minimum, maximum, 
počet prvků a mezikvartilové rozpětí. Zobrazte také dva vybrané grafy, uveďte, co představují 
a popište je. 
Tab. 5: Naměřené rezistance [Ω] 
108 106 94 103 103 104 
93 105 106 102 97 98 
102 93 108 99 95 100 
105 96 105 100 104 107 
116 89 105 98 102 96 
 
6.1.2 Řešení 
Do libovolného sloupce zadat nebo zkopírovat hodnoty uvedené v tabulce. Pro lepší 
přehlednost je možno celý sloupec pojmenovat Rezistance. 
 
Obr. 2: Zadávání hodnot v Minitabu 
Pro zobrazení popisných charakteristik se zvolí Stat → Basic Statistics → Display 
Descriptive Statistics. Tlačítkem Select se provede výběr sloupců, pro které chceme zobrazit 
charakteristiky (v našem případě to bude jen sloupec Rezistance). 
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Obr. 3: Zobrazení popisných charakteristik 
Stisknutím tlačítka Statistics se zobrazí okno, kde provedeme výběr popisných 
charakteristik, které budeme chtít zobrazit. 
 
Obr. 4: Zvolení požadovaných charakteristik 
V našem případě to budou charakteristiky požadované v zadání příkladu. (pokud si 
nebudeme jisti, co jednotlivé položky znamenají, stiskneme tlačítko Help). 
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Pro větší názornost lze výsledky zobrazit také graficky. Toto se provádí v okně Display 
Descriptive Statistics stisknutím tlačítka Graphs. Z nabídky se následně provede výběr 
požadovaných grafů (v našem případě je to krabicový diagram - Boxplot of data -  
a histogram společně s křivkou normálního rozdělení – Histogram of data, with normal 
curve). 
Po stisknutí tlačítka OK v okně Display Descriptive Statistics dojde k vykreslení grafů 
a k zobrazení charakteristik v okně Session. Pokud v okně grafu stiskneme pravé tlačítko 
myši, zobrazí se kontextová nabídka. Z této lze vybrat StatGuide a následně se zobrazí 
přehledná nápověda k danému grafu. 
 
Obr. 5: Nápověda StatGuide 
Popis krabicového diagramu 
Krabicový diagram, který vidíme níže, znázorňuje rozdělení hodnot proměnné. Na ose 
y jsou vyneseny hodnoty proměnné. Horizontální čára uprostřed „obdélníku“ zobrazuje 
hodnotu mediánu, tedy 50. percentil. Spodní hrana „obdélníku“ zobrazuje první kvartil (25. 
percentil) a horní hrana pak 3. kvartil (75. percentil). Délka „obdélníku“ představuje 
mezikvartilové rozpětí, tedy středních 50 % hodnot souboru. Nejnižší a nejvyšší místo, kam 
zasahuje svislá čára, se může lišit od typu krabicového diagramu. V nejjednodušším případě 
představují minimum a maximum souboru. Mohou však také představovat 5. a 95. percentil. 
Program Minitab zobrazuje minimum a maximum souboru (kromě extrémních hodnot). 
Pokud se v našem výběru vyskytne nějaká extrémní hodnota, která se vymyká celému 
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souboru (a většinou značně zkreslí charakteristiky), Minitab nás na ni upozorní tím, že místo 
ní zobrazí hvězdičku, která reprezentuje danou hodnotu a je na nás, zda tuto hodnotu ze 
souboru vyřadíme, nebo ji naopak v souboru ponecháme. 
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Obr. 6: Krabicový diagram 
Popis histogramu 
Histogram je ve statistice jeden z nejvíce používaných grafů. Je to typ sloupcového grafu 
určený pro znázornění rozdělení intervalové proměnné. Na vodorovnou osu se obvykle 
znázorňují třídy (hodnoty proměnné), na svislou osu pak jejich četnosti, případně relativní 
četnosti. Pro porovnání s normálním rozložením souboru lze zobrazit také „zvonovitou" 
křivku normálního rozdělení. 
Rezistance
Fr
eq
ue
nc
y
1151101051009590
12
10
8
6
4
2
0
Mean 101,3
StDev 5,712
N 30
Histogram (with Normal Curve) of Rezistance
 
Obr. 7: Histogram s křivkou normálního rozdělení 
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6.1.3 Závěr 
 
Obr. 8: Výpis okna Session – popisné charakteristiky 
Dle vypočtených charakteristik můžeme usoudit, že počet prvků v souboru je 30, 
aritmetický průměr je 101,3 Ω, medián je 102 Ω, rozptyl 32,63 Ω minimum 89 Ω, maximum 
116 Ω, mezikvartilové rozpětí 8,25 Ω (96,75 Ω až 105 Ω, což reprezentuje středních 50 % 
souboru). Dále můžeme prohlásit, že u 75 % vzorků nabývá hodnota rezistance nad 96,75 Ω 
(hodnota prvního kvartilu) a pouze u 25 % vzorků nabývá hodnota více než 105 Ω (hodnota 
třetího kvartilu). Všechny tyto hodnoty můžeme zjistit z krabicového diagramu, stačí 
stisknout pravé tlačítko myši a zvolit položku Crosshairs, která z kurzoru vytvoří kříž, 
přičemž v levém horním rohu grafu pak lze snadno odečítat hodnoty. 
6.1.4 Samostatný příklad 
Sestavte svůj vlastní příklad, u něhož zapište zadání. Přehledně popište charakteristiky 
Vašeho souboru (dle vlastního výběru). Dále pro Váš soubor zobrazte grafy a popište je. 
6.2 Jednovýběrový t-test 
6.2.1 Zadání 
Představme si situaci, kdy máme za úkol rozhodnout, která technologie výroby rezistorů 
(požadovaná hodnota odporu je 100 Ω) je vhodnější, tj., která splňuje specifikovaný 
požadavek. Postihnout celou produkci je vzhledem k velkým vyráběným sériím nemožné, 
proto k posouzení využijeme náhodně odebrané vzorky z obou produkcí a z něho budeme 
usuzovat na vlastnosti celku. Jsme ochotni připustit pětiprocentní chybu 1. druhu, to znamená, 
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že přijmeme pětiprocentní riziko, že požadavek budeme považovat za nesplněný, i když 
splněn ve skutečnosti bude. Na hladině významnosti 5 % u obou technologií testujte 
hypotézu, že střední hodnota odporu rezistorů je 100 Ohmů. 
 Tab. 6: Naměřené rezistance [Ω] 
Technologie 1 Technologie 1 Technologie 2 Technologie 2 
108 104 109 105 
93 98 94 99 
102 100 103 101 
105 107 106 108 
116 96 116 97 
106 94 107 95 
105 105 106 106 
93 108 94 109 
96 100 97 101 
89 99 90 100 
94 103 95 104 
106 104 107 105 
108 93 109 94 
105 99 106 100 
105 104 106 105 
103 103 104 104 
102 105 103 106 
99 98 100 99 
100 101 101 102 
98 102 99 103 
103 96 104 97 
97 102 98 103 
95 104 96 105 
104 97 105 98 
102 101 103 102 
6.2.2 Řešení 
Jde o aplikaci oboustranného jednovýběrového t-testu o střední hodnotě. U obou 
technologií tedy budeme testovat hypotézu H0: μ=100 Ω proti alternativě μ se nerovná 100 Ω. 
Pro tento typ testu je nutné přibližně normální rozdělení, nejprve tedy musíme otestovat, 
zda naše výběry mohou pocházet z normálního rozdělení. K tomu můžeme použít například 
Andersenův-Darlinguv test normality. 
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Do Minitabu zkopírujeme hodnoty naměřených ohmických odporů a z nabídky Stat → 
Basic Statistics vybereme položku s názvem Normality Test. 
 
Obr. 9: Test normality 
Z nabídky vybereme sloupec, který obsahuje naměřené hodnoty u Technologie 1 
(v našem případě je to sloupec C1). Dále z nabídky vybereme např. Andersenův-Darlingův 
test normality a po stisku tlačítka OK se zobrazí následující graf. 
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Obr. 10: Test normality - výstup 
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Graf ilustruje, nakolik se náš výběr shoduje s normálním rozložením. Červené body 
představují naše naměřené hodnoty rezistancí a modrá linka pak distribuční funkci 
normálního rozložení (na ose Y jsou vyneseny jednotlivé percentily). Je třeba mít na paměti, 
že jsme provedli statistický test (nulová hypotéza by v tomto případě zněla: Náš výběr 
pochází z normálního rozložení.), jehož výstupem by měla být nějaká p-hodnota. Dejme 
tomu, že test provedeme na hladině významnosti 5 %. P-hodnotu najdeme na pravé straně 
grafu a jelikož vidíme, že dosti výrazně převyšuje naši zvolenou hladinu významnosti, tak 
nemůžeme zamítnout hypotézu, že náš výběr pochází z normálního rozložení. Všimněme si, 
že výstupem statistického testu není konstatování typu: „Ano, výběr pochází z normálního 
rozložení“, ale „na pětiprocentní hladině významnosti nemůžeme zamítnout hypotézu, že 
výběr pochází z normálního rozdělení“. Výsledkem je tedy konstatování, že náš výběr může 
pocházet z normálního rozdělení. Statistika si vždy nechává otevřená pomyslná zadní vrátka. 
Stejný postup aplikujeme i na vzorky získané z Technologie 2 a zjistíme, že výsledek je 
stejný, tedy, že výběr může pocházet z normálního rozdělení. 
Podmínka pro použití t-testu je tedy splněna. 
Z nabídky Stat → Basic Statistics vybereme položku 1-sample t. Do políčka Samples in 
columns opět vybereme sloupec C1 (‘Technologie 1‘), zatrhneme políčko Perform hypothesis 
test a vedle nastavíme hodnotu 100 (představující testovanou střední hodnotu). Pro ilustraci je 
možno nechat si vytisknout například krabicový diagram tlačítkem Graphs → Boxplot of 
data. 
Jako výsledek testu se objeví graf (pokud jsme ho požadovali) a výpis v okně Session. 
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Obr. 11: Krabicový diagram (jednovýběrový t-test) 
V krabicovém diagramu si můžeme všimnout, že se ve výběru nachází extrémní hodnota 
(116). Je na nás, jak s touto informací naložíme a jestli ji v našem výběru ponecháme. Pokud 
vezmeme v úvahu, že náš výběr byl čistě náhodný, tak nemáme důvod hodnotu vynechávat, 
neboť rozptyl v rezistencích zřejmě skutečně může být takto velký (předpokládáme-li, že 
přístroj pro měření odporu pracuje správně). 
V grafu dále můžeme vidět 95% konfidenční (spolehlivostní) interval střední hodnoty 
a testovanou nulovou hypotézu (100). Je zřejmé, že testovaná hodnota do tohoto intervalu 
padla, proto bychom již z obrázku mohli usoudit, že na dané hladině významnosti nulovou 
hypotézu nemůžeme zamítnout (výběr může pocházet ze ZS se střední hodnotou 100Ω). 
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Obr. 12: Výpis okna Session – jednovýběrový t-test (Technologie 1) 
Je patrné, že p-hodnota (0,115) je větší než zvolená hladina významnosti (0,05), nulovou 
hypotézu nemůžeme zamítnout a tvrdíme, že výběr může pocházet ze základního souboru 
rezistorů, jehož střední hodnota je 100 Ω. Okno dále obsahuje 95% konfidenční interval 
střední hodnoty. Naše testovaná hodnota se v něm nachází, což potvrzuje náš závěr. T-
hodnota, kterou Minitab rovněž zobrazí, je vypočtená hodnota testovacího kritéria, ke které 
bychom došli, kdybychom výpočet provedli „manuálně“ (a následně bychom ji srovnali 
s kritickou hodnotou na dané hladině významnosti).  
Tímto jsme potvrdili závěr z grafu a poznali jsme, že konfidenční interval střední hodnoty 
a t-test o střední hodnotě jsou v zásadě jedno a to samé. Analogicky budeme postupovat při 
testování Technologie 2 a dostaneme výsledky. 
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Obr. 13: Výpis okna Session – jednovýběrový t-test (Technologie 2) 
6.2.3 Závěr 
Z výsledků testu vyplývá, že p-hodnota je nižší než zvolená hladina významnosti 
a zamítáme nulovou hypotézu a tvrdíme, že výběr nemůže pocházet ze základního souboru 
rezistorů, jehož střední hodnota je 100 Ω. Jinými slovy, u rezistorů vyrobených technologií 1 
byl dodržen specifikovaný požadavek, kdežto u technologie 2 nikoliv. Budeme proto 
upřednostňovat rezistory vyrobené technologií 1. 
Při pozornějším pohledu na tabulku se vstupními daty dojdeme k závěru, že hodnoty 
u technologie 2 jsou téměř vždy o jednotku vyšší než u technologie 1. I relativně malé 
„posunutí“ vstupních dat tedy může vyvolat zcela odlišný výsledek testu. 
I kdybychom u Technologie 1 vyřadili extrémní hodnotu 116Ω, výsledek testu by byl 
totožný. 
6.2.4 Samostaný příklad 
Sestavte svůj vlastní příklad na jednovýběrový t-test a zapište jeho zadání. Příklad vyřešte 
a okomentujte výsledky, ke kterým jste došli. Zobrazte také alespoň jeden graf, vztahující se 
k testu a popište ho. Není nutné využívat Minitab, přípustný je kterýkoli software, popřípadě 
i kalkulačka a tabulky kritických hodnot jednotlivých rozdělení. 
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6.3 Dvouvýběrový t-test 
6.3.1 Zadání 
Pevnost lepeného spoje je požadována 8 MPa s tolerancí 10 %, zkouší se dvě technologie 
lepení spojů (technologie A a technologie B), z nichž byly náhodně odebrány vzorky pro 
vyhodnocení. Na vzorcích byla následně zkouškami v tahu sledována pevnost jejich spoje. Na 
hladině významnosti 5% rozhodněte o tom, zda mají obě technologie lepení stejnou 
průměrnou pevnost spoje, tzn., zda existuje vliv technologie na pevnost lepeného spoje. 
Tab. 7: Pevnost lepeného spoje [kPa] 
Technologie 1 Technologie 1 Technologie 2 Technologie 2 
8005,65 8037,63 8001,73 7983,90 
8048,17 8014,89 7975,88 7994,72 
8020,93 8048,54 8038,19 7983,71 
8006,89 7994,02 8028,53 7985,29 
7942,44 8005,50 7999,52 7979,70 
7995,82 8031,29 7943,87 8074,33 
8013,24 8016,26 7995,76 8014,64 
7991,47 8000,86 7999,65 7977,35 
8008,52 7979,67 8024,23 7948,17 
8020,46 8070,62 7986,31 8002,30 
8022,67 8054,83 8014,40 7990,94 
8020,56 7984,64 7993,22 8023,64 
8020,76 8021,48 8014,56 8023,51 
7991,64 7989,47 7988,04 7963,70 
7996,78 7998,04 8022,82 8010,87 
8010,39 7987,61 7980,78 7991,07 
7989,05 8013,07 7973,03 7990,64 
7990,27 8035,17 8023,62 8016,55 
8014,86 8043,38 7977,82 8001,96 
8041,85 8014,44 7997,37 8075,71 
7988,67 8033,21 7940,24 7977,21 
7999,38 7988,03 8024,47 7992,92 
7999,36 8001,79 8029,75 8023,69 
7988,62 7976,89 8020,98 7987,02 
8008,15 8044,16 8035,78 8006,72 
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6.3.2 Řešení 
Jedná se o situaci, kdy může být použit dvouvýběrový nepárový t-test. Budeme testovat 
nulovou hypotézu μ1= μ2  proti alternativě μ1se nerovná μ2. 
Dvouvýběrový nepárový t-test vyžaduje normální rozdělení, proto musíme ze všeho 
nejdříve ověřit, zda mohou výběry pocházet z normálního rozložení. Budeme postupovat 
obdobně jako u řešeného příkladu 2 a provedeme Andersenův-Darlingův test normality 
u vzorků z obou technologií. Výsledkem testu (na pětiprocentní hladině významnosti) je, že 
oba výběry mohou pocházet z normálního rozdělení, můžeme tedy použít dvouvýběrový 
nepárový t-test. 
Další otázku, na kterou musíme odpovědět, je to, můžeme-li rozptyly obou základních 
souborů považovat za shodné. Použijeme k tomu standardní Fischerův F-test rovnosti 
rozptylů. Z nabídky Stat → Basic Statistic vybereme položku 2 Variances. Zatrhneme políčko 
Samples in different columns a vyplníme první a druhý řádek. 
 
Obr. 14: F-test 
Provedeme-li test, zobrazí se graf (který nás v tuto chvíli nemusí až tak zajímat) a p-
hodnota testu. 
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Obr. 15: F-test - výstup 
Vidíme, že p-hodnota je vyšší než zvolená hladina významnosti (5%), rozptyly obou 
základních souborů tedy můžeme považovat za shodné. 
Z nabídky Stat → Basic Statistics vybereme položku 2-Sample t. Vyplníme řádky 
v podnabídce Samples in different columns a zatrhneme políčko Assume equal variances. 
 
Obr. 16: Dvouvýběrový t-test 
Toto pole je velmi důležité, neboť mění způsob výpočtu celého testu (p-hodnoty). Pokud 
bychom toto políčko ponechali prázdné, znamenalo by to, že rozptyly základních souborů 
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nemůžeme považovat za shodné. My jsme ovšem provedli porovnání rozptylů F-testem a na 
pětiprocentní hladině významnosti jsme došli k závěru, že nemůžeme zamítnout hypotézu, že 
se rozptyly souborů rovnají. Proto políčko Assume equal variances musíme zatrhnout. Jako 
poznámku je třeba uvést, že při shodnosti rozptylů má dvouvýběrový nepárový t-test poněkud 
vyšší sílu. Pokud chceme, můžeme si nechat zobrazit i krabicové diagramy. 
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Obr. 17: Krabicové diagramy – dvouvýběrový t-test 
Na krabicovém grafu můžeme vidět, že střední hodnoty obou vzorků nejsou příliš 
rozdílné, což nás může vést k předběžnému závěru, že je můžeme považovat za shodné. 
Nicméně pro rozhodnutí je zásadní vypočtená p-hodnota testu, kterou ukazuje výpis okna 
Session. Za povšimnutí stojí, že u Technologie 1 se vyskytují dvě extrémní hodnoty. 
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6.3.3 Závěr 
 
Obr. 18: Výpis okna Session – dvouvýběrový t-test 
Při pohledu na okno Session si můžeme všimnout řádku Estimate for difference. Minitab 
pomocí odchylek středních hodnot vzorků odhaduje odchylky středních hodnot ZS. Dále je 
zde 95% konfidenční interval pro odchylku, který vyjadřuje, že s 95% pravděpodobností 
můžeme tvrdit, že μ1-μ2 je větší nebo rovno -0,758 a že μ1-μ2 je menší nebo rovno 19,609. 
Naše nulová hypotéza říká, že rozdíl je roven 0, což patří do konfidenčního intervalu (i když 
nula je blízko okraje intervalu – proto také vyšla poměrně nízká p-hodnota). Na základě toho 
bychom naši hypotézu neměli zamítat, což potvrzuje i p-hodnota, která je větší než zvolená 
hladina významnosti. 
Na pětiprocentní hladině významnosti tedy nemůžeme zamítnout hypotézu, která tvrdí, že 
se střední hodnoty obou základních souborů rovnají. Výsledek můžeme interpretovat také tak, 
že rozdíl mezi středními hodnotami není statisticky významný a může být způsoben pouze 
náhodným výběrem vzorků. Obě technologie lepení spojů se proto na zvolené hladině 
významnosti dají považovat za rovnocenné. 
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6.3.4 Samostatný příklad 
Sestavte svůj vlastní příklad na dvouvýběrový t-test a zapište jeho zadání. Příklad vyřešte 
a okomentujte výsledky, ke kterým jste došli. Pro usnadnění práce zkuste přijít na způsob, 
kterým lze v Minitabu či jiném software generovat náhodná data. 
6.4 Párový t-test 
6.4.1 Zadání 
V laboratoři jsme přišli na to, že dva různé měřicí přístroje naměřily u stejného 
kondenzátoru poněkud jiné hodnoty kapacity. V zásadě by mohlo jít o systematickou chybu 
jednoho přístroje (porucha obou ve stejném čase je nepravděpodobná) nebo o náhodnou 
odchylku. Změříme tedy soubor kondenzátorů oběma přístroji a výsledky statisticky 
vyhodnotíme. Na hladině významnosti 5% rozhodněte, zda typ měřicího přístroje ovlivňuje 
výsledky měření kapacity, nebo ne. 
Tab. 8: Naměřené kapacity [nF] 
Měř. př. 1 Měř. př. 2 Měř. př. 1 Měř. př. 2
60,22 57,06 47,27 47,23 
56,30 44,84 56,10 42,55 
53,37 50,25 34,60 49,95 
63,20 51,75 59,99 60,18 
52,58 48,54 45,62 56,28 
53,31 56,29 52,46 55,12 
50,53 45,71 70,23 50,99 
48,69 47,28 51,40 53,68 
47,95 57,36 57,96 46,91 
54,08 46,76 46,86 48,01 
61,26 45,28 53,65 46,99 
51,28 46,41 45,40 48,90 
50,58 60,43 45,55 37,82 
56,59 46,71 48,87 53,34 
53,49 52,17 43,29 59,12 
6.4.2 Řešení 
V tomto případě budeme aplikovat párový t-test. Podobně jako u nepárového t-testu 
budeme testovat nulovou hypotézu μ1 = μ2 proti alternativě μ1 se nerovná μ2. Párovost 
(závislost) je v tomto případě dána tím, že se jedná o jedny a ty samé kondenzátory, jen 
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měřené jiným přístrojem. Nepárový test by v tomto případě mohl vykázat značně zkreslené 
výsledky. 
Jedná se o parametrický test, proto musíme ze všeho nejdříve rozhodnout, zda oba výběry 
mohou pocházet z normálního rozdělení. Provedeme proto Andersenův-Darlingův test 
normality u obou vzorků. Výsledkem testu je, že na pětiprocentní hladině významnosti 
můžeme oba výběry považovat za výběry z normálního rozdělení. 
Nyní můžeme přistoupit k párovému t-testu. Z nabídky Stat → Basic Statistics vybereme 
položku Paired t. 
Následně vyplníme tabulku, která se nám zobrazí. Pokud budeme chtít, necháme si spolu 
s výsledky zobrazit i graf (nejvýstižnější bude zřejmě krabicový diagram). 
 
Obr. 19: Párový t-test 
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Boxplot of Differences
(with Ho and 95% t-confidence interval for the mean)
 
Obr. 20: Krabicový diagram párového t-testu 
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Z krabicového grafu jasně vidíme, že nulová hypotéza (rozdíl středních hodnot je nulový) 
by se neměla zamítat, neboť leží v předepsaném konfidenčním intervalu, což by se mělo 
projevit i ve výpisu okna Session. 
6.4.3 Závěr 
 
Obr. 21: Výpis okna Session – Párový t-test 
Z výpisu oka Session můžeme zjistit, že vypočtená p-hodnota je mnohem vyšší než 
zvolená hladina významnosti, proto bychom v žádném případě neměli nulovou hypotézu 
zamítat. Konfidenční interval pro střední hodnotu obsahuje nulu (stejně jak bylo patrné 
z krabicového diagramu). 
Na pětiprocentní hladině významnosti tedy nemůžeme zamítnout hypotézu, která tvrdí, že 
se střední hodnoty rovnají. Výsledek můžeme interpretovat tak, že rozdíly v měřeních mohou 
být způsobeny vnějšími vlivy a nejsou statisticky významné. Oba druhy meřicích přístrojů se 
proto na zvolené hladině významnosti dají považovat za rovnocenné. 
Pravdou je, že rozdíly v měřeních se mnohdy dosti značně liší a přístroje bychom nejspíš 
měli z měření vyloučit oba. Příklad je však pouze ilustrativní a je určen především pro 
výukové účely. 
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6.4.4 Samostatný příklad 
Napište zadání příkladu na párový t-test o střední hodnotě, vypočtěte jej a interpretujte 
jeho výsledky. Ujistěte se, že párový t-test můžete použít. 
6.5 Chi-kvadrát test nezávislosti 
6.5.1 Zadání 
Pro zamýšlenou výrobu desek plošných spojů potřebujeme kondenzátory o kapacitě 44 
nF s desetiprocentní tolerancí. Připusťme, že na trhu existuje pět renomovaných výrobců 
kondenzátorů (A, B, C, D, E), mezi nimiž se snažíme vybrat optimálního. Vzhledem k tomu, 
že není možné postihnout celou produkci všech výrobců, jsme nuceni odebrat od každého 
výrobce vzorky kondenzátorů, u nichž následně provedeme test jejich kapacity s možnými  
výsledky Prošel nebo Neprošel (což značí, jestli spadá do tolerovaného pásma). Na hladině 
významnosti 5 % rozhodněte o tom, zda existuje statisticky významný rozdíl mezi výrobci 
kondenzátorů v návaznosti na výsledky testů kapacity. 
Tab. 9: Výsledky testů kapacity kondenzátorů 
  A B C D E 
ANO 92 128 98 78 103 
NE 7 10 7 14 6 
 
6.5.2 Řešení 
Aplikujeme Chi-kvadrát test nezávislosti vzorků. Za nulovou hypotézu budeme 
považovat situaci, kdy jsou proměnné nezávislé. Budeme ji testovat proti alternativě, že 
proměnné nezávislé nejsou. 
Tabulku vstupních dat zkopírujeme do Minitabu. Z nabídky Stat → Tables vybereme 
položku Chi-Square Test. 
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Obr. 22: Chi-kvadrát test nezávislosti 
To je vše, co musíme udělat, protože chi-kvadrát test nezávislosti téměř nic jiného 
nevyžaduje. (Žádná z tzv. očekávaných četností – bude vysvětleno dále – by neměla být 
menší než pět a rozhodně ne nulová, jinak dochází ke zkreslování výsledků testu.) 
Podíváme-li se na výpis okna Session, zjistíme, že Minitab kromě p-hodnoty vygeneroval 
tabulku. 
 
Obr. 23: Výpis okna Session – „chí kvadrát“ test nezávislosti 
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Vedle (nebo spíše pod) námi zadaných hodnot se zde objevují tzv. „očekávané“ hodnoty. 
Tyto hodnoty reprezentují situaci, v níž by byly řádkové a sloupcové proměnné absolutně 
nezávislé (kdybychom udělali chi-kvadrát test nezávislosti pro tyto hodnoty, p-hodnota by 
byla rovna jedné). 
Z výsledků plyne, že p-hodnota je vyšší než zvolená hladina významnosti, nulovou 
hypotézu nemůžeme zamítnout a tvrdíme, že proměnné jsou nezávislé. 
6.5.3 Závěr 
Při pohledu na tabulku vstupních dat je zřejmé, že výrobce D má vzhledem k počtu 
otestovaných kondenzátorů výrazně vyšší počet součástek, které neprošly testem kapacity. To 
je nezpochybnitelný fakt, který by nás však mohl vést k chybnému závěru. Dle výsledku testu 
nezávislosti totiž nemůžeme zamítnout hypotézu, že proměnné jsou nezávislé. Znamená to, že 
neexistuje statisticky významný vztah mezi výrobci kondenzátorů a tím, jak si jejich 
kondenzátory „vedly“ v testech kapacity. I u výrobce D může být nadměrný počet zmetků 
způsoben náhodným výběrem vzorků (je možné, že jsme při výběru neměli „šťastnou ruku“). 
Dle výsledku testu je tedy lhostejno, od kterého výrobce budeme kondenzátory nakupovat. 
6.5.4 Samostatný příklad 
Sestavte svůj vlastní příklad na chi-kvadrát test nezávislosti a rovněž zapište znění jeho 
zadání. Příklad vyřešte a okomentujte výsledky, ke kterým jste došli. 
6.6 Jednofaktorová ANOVA 
6.6.1 Zadání 
Uvažujme situaci, kdy zavádíme výrobu desek plošných spojů a srovnáváme pět 
nejpoužívanějších lepidel a zkouškami určujeme pevnost spoje. Na hladině významnosti 5 % 
rozhodněte o tom, zda použité lepidlo nějakým způsobem ovlivňuje kvalitu spoje. Tabulka 
vstupních dat je uvedena na následující straně. 
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Tab. 10: Pevnost lepeného spoje – ANOVA [kPa] 
A B C D E 
4982,59 4982,31 4980,55 4989,23 4963,90 
4991,91 4990,18 4999,98 5006,34 4995,87 
4993,22 5001,43 4983,20 5007,95 4993,44 
4999,48 4999,96 4995,94 5008,31 4988,72 
5000,57 4986,09 4989,84 5021,71 5004,60 
4999,70 5006,62 5009,16 5008,37 4985,96 
5001,00 4996,39 5008,54 5002,14 4982,24 
5002,62 5008,71 5019,63 5012,67 4984,55 
5019,43 4991,88 5010,18 5019,81 4989,91 
5003,44 5005,94 4987,42 5028,72 5000,33 
 
6.6.2 Řešení 
Na data v tabulce budeme aplikovat metodu jednofaktorové ANOVA. Budeme testovat 
nulovou hypotézu, která tvrdí, že střední hodnoty čísel v jednotlivých skupinách se rovnají, 
tedy, že μA= μB= μC= μD= μE. Alternativní hypotézou míníme, že alespoň jedna se ostatním 
nerovná. V našem případě bude pevnost spoje představovat proměnnou a lepidlo budeme 
považovat za faktor. 
Jednofaktorová ANOVA je vlastně rozšířený t-testu o střední hodnotě. Z tohoto důvodu 
musí výběr pocházet z normálního rozdělení. Rozhodnutí provedeme na základě 
Andersenova-Darlingova testu normality. Na pětiprocentní hladině významnosti můžeme 
prohlásit, že data ve všech skupinách mohou pocházet z normálního rozdělení. 
Druhou podmínkou je, aby rozptyly v jednotlivých skupinách byly shodné. Můžeme to 
provést standardním F-testem, ale porovnávat mezi sebou všech pět skupin by bylo časově 
velmi náročné a navíc zbytečné. Minitab nabízí možnost posoudit rozptyl ve všech skupinách 
najednou. Nejprve ale musíme z nabídky Data → Stack vybrat položku Columns. Okno 
vyplníme např. podle následujícího obrázku a potvrdíme. 
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Obr. 24: Jiné roztřídění dat - ANOVA  
V okně Worksheet můžeme vidět, že Minitab jen jinak seřadil data do nadefinovaných 
sloupců, ale jinak zůstaly nezměněny. 
 
Obr. 25: Ukázka jiného roztřídění dat - ANOVA 
Nyní lze z nabídky Stat → ANOVA vybrat položku Test for Equal Variances. Do pole 
Response (proměnná nebo odezva) zadáme sloupec, který obsahuje naměřená data a do 
políčka Factors pak sloupec, ve kterém jsou obsaženy typy lepidel. 
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Obr. 26: Test shodnosti rozptylů uvnitř skupin - ANOVA 
Jako výsledek se zobrazí výpis v okně Session a graf. Pro nás je v tomto okamžiku 
důležitá p-hodnota Bartlettsova testu (vhodný pro testování dat pocházejících z normálního 
rozdělení). 
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Obr. 27: Test shodnosti rozptylů - výstup 
Je patrné, že je vyšší než 5 %, nelze proto zamítnout hypotézu, která tvrdí, že rozptyly dat 
ve všech skupinách se rovnají. 
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Nyní lze přistoupit k vlastní ANOVĚ. Existují v zásadě dvě možnosti – buďto z nabídky 
Stat → ANOVA vybrat položku One-Way, nebo ze stejné nabídky položku One-Way 
(unstacked). Ukážeme si druhou možnost, avšak výsledky by byly naprosto shodné. Okno 
vyplníme následujícím způsobem. 
 
Obr. 28: ANOVA 
6.6.3 Závěr 
 
Obr. 29: Výstup okna Session - ANOVA 
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Z výpisu okna Session vidíme, že p-hodnota je malá a v žádném případě nedosahuje námi 
zvolené hladiny významnosti. 
Z tohoto důvodu musíme zamítnout nulovou hypotézu a tvrdíme, že použité lepidlo 
statisticky významně ovlivňuje kvalitu spoje, není tedy jedno, které lepidlo použijeme. 
Můžeme si všimnout, že tabulka, kterou zobrazuje Minitab, je hodně podobná Tabulce 2. Až 
na p-hodnotu obsahuje v zásadě to samé. Ve výpisu jsou dále uvedeny intervaly, z nichž 
můžeme vyčíst, že lepidla D a E se od sebe liší. Konfidenční intervaly střední hodnoty těchto 
dvou lepidel nemají společný průnik, což způsobuje, že musíme zamítnout nulovou hypotézu. 
Poměr determinace (R-sq) ukazuje, že závislost kvality spoje na použitém lepidle není příliš 
vysoká. Kdyby se vzájemně nepřekrývalo více konfidenčních intervalů (což by 
reprezentovalo situaci, ve které by byla pevnost spojů v závislosti na použitém lepidle více 
„rozházena“), poměr by byl vyšší. 
6.6.4 Samostatný příklad 
Sestavte svůj vlastní příklad na ANOVU a zapište jeho zadání. Příklad vyřešte 
a okomentujte výsledky, ke kterým jste došli. 
6.7 Párový znaménkový test 
6.7.1 Zadání 
Mějme firmu, jejíž podnikatelská činnost spočívá v regeneraci transformátorových olejů. 
K regeneraci používá svou pět let starou technologii. Společnost, která je dodavatelem 
technologie výroby, nabízí naší firmě novou technologii, o které tvrdí, že výrazným způsobem 
zlepší vlastnosti regenerovaného oleje. Nová technologie spočívá v jiné metodě čištění 
porézního materiálu, ve kterém se zachytávají kaly z transformátorového oleje. Novou 
technologii regenerace nám bezplatně zapůjčí k vyzkoušení. Naším úkolem bude odpovědět 
na otázku, zda nová technologie regenerace oleje vede ke zlepšení vlastností regenerovaného 
oleje. 
Hlavní úlohou transformátorového oleje je izolovat od sebe části transformátoru, které 
jsou na jiném potenciálu. Od toho se odvíjí základní požadavek na olej, a to co možná největší 
elektrická pevnost.  Na 5% hladině významnosti ověřte, zda má nová technologie regenerace 
oleje vliv na elektrickou pevnost. 
V následující tabulce jsou uvedeny hodnoty elektrické pevnosti stejného 
transformátorového oleje regenerovaného starou a novou technologií. 
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Tab. 11: Naměřené elektrické pevnosti [kV/2,5mm] 
Vzorek Ep (stará tech.) Ep (nová tech.) 
1 40,88  40,15 
2 36,80  44,49 
3 42,24  43,37 
4 43,72  46,79 
5 39,40  41,8 
6 37,75  41,39 
7 43,33  37,28 
8 41,39  42,27 
9 43,40  40,84 
10 41,38  40,76 
11 39,94  46,91 
12 42,23  41,86 
13 41,58  45,59 
14 41,57  44,19 
15 41,83  41,55 
16 41,62  42,06 
17 39,62  41,94 
18 40,34  37,63 
19 42,18  43,18 
20 41,08  42,84 
6.7.2 Řešení 
Použijeme párový znaménkový test. Test není parametrický, proto se nemusíme zabývat 
tím, zda výběry pocházejí nebo nepocházejí z normálního rozdělení. Nulová hypotéza bude 
tvrdit, že rozdíl mediánů obou ZS se rovná nule. Alternativní hypotéza pak bude opačná. 
Z nabídky Calc vybereme položku Calculator. Nejprve musíme vytvořit rozdíly z hodnot 
staré a nové technologie. 
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Obr. 30: Kalkulačka – příprava párového znaménkového testu 
Následně přejdeme k položce 1 Sample Sign z nabídky Stat → Nonparametric. Testu 
„podrobíme“ vytvořený sloupec „Rozdily“. Testovaný medián bude mít hodnotu 0 a zvolíme 
oboustranný typ testu. 
 
 
Obr. 31: Znaménkový test 
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6.7.3 Závěr 
 
Obr. 32: Výpis okna Session – párový znaménkový test 
Z výpisu okna Session můžeme vidět, že p-hodnota je větší než zvolená hladina 
významnosti a nulovou hypotézu tedy nemůžeme zamítnout. Rozdíl mezi mediány obou 
souborů není statisticky významný a nová technologie regenerace transformátorového oleje 
tedy nemá prokazatelný vliv na průrazné napětí. 
Pravdou je, že znaménkový test nepatří mezi nejsilnější testy, v tomto případě bychom 
mohli použít např. Wilcoxonův test. Parametrický párový t-test by nebyl příliš vhodný, neboť 
oba výběry nedosahují potřebné velikosti. 
6.7.4 Samostatný příklad 
Sestavte svůj vlastní příklad na párový znaménkový test, vyřešte jej a zamyslete se, proč 
ve Vámi navrženém příkladě nelze použít párový t-test. 
6.8 Wilcoxonův test součtu pořadí (Mann-Whitneyho) 
6.8.1 Zadání 
Máme za úkol otestovat dvě pájky a zjistit, zda mají prokazatelný vliv na životnost 
pájeného spoje. K dispozici budeme mít 2000 náhodně vybraných rezistorů se stejnými 
parametry. Experiment provedeme tak, že osadíme DPS 100 rezistory, budeme jich tak mít 
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celkem 20. Polovinu DPS zapájíme pájkou A, druhou polovinu pak pájkou B. Každou DPS 
vložíme do cyklovací pece (která samozřejmě musí být vybavena vývodem pro připojení 
rezistorů, které budeme proměřovat). Budeme pozorovat, za kolik cyklů se minimálně 75% 
součástek na dané DPS stane neshodných. Na hladině významnosti 5% rozhodněte, zda má 
použitá pájka statisticky významný vliv na výdrž pájeného spoje. 
Naměřená data jsou shrnuta v následující tabulce: 
Tab. 12: Počet cyklů, který způsobí  min. 75% neshodu součástek na dané DPS 
Pájka A 4500 5180 4986 4400 5023 4480 5680 5340 5860 5945 
Pájka B 3100 6260 4800 4900 5360 4200 4900 4803 5675 4999 
6.8.2 Řešení 
Použijeme Wilcoxonův test součtu pořadí (což Minitab neobsahuje, použijeme proto 
Mann-Whitneyho, který je prakticky shodný). Jedná se o neparametrický test, nemusíme se 
proto zabývat normalitou rozdělení. Nulová hypotéza bude znít: Oba výběry pocházejí ze 
shodného rozdělení (se stejným mediánem), neexistuje vliv pájky na kvalitu pájeného spoje. 
Alternativní hypotéza bude přesně opačná. 
Z nabídky Stat → Nonparametric zvolíme položku Mann-Whitney. Vybereme oba 
soubory, zvolíme hladinu významnosti (5%) a vybereme typ testu (v našem případě 
oboustranný). 
 
Obr. 33: Mann-Whitneyho test (Wilcoxonův test součtu pořadí) 
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6.8.3 Závěr 
 
Obr. 34: Výpis okna Session – Mann-Whitneyho test 
V okně Session vidíme, že test je významný na hladině 0,4727 (což je mnohem více než 
zvolená hladina významnosti). P-hodnota je vyšší než požadovaná pětiprocentní, nulovou 
hypotézu tedy nezamítáme a tvrdíme, že použitá pájka nemá statisticky významný vliv na 
životnost pájeného spoje. Testovaný rozdíl mediánů (který je roven nule) s velkou rezernou 
padl do vypočteného konfidenčního intervalu, p-hodnota proto vyšla poměrně vysoká. 
V tomto příkladu jsme nemohli použít standardní nepárový t-test, neboť výběrové vzorky 
neměly dostatečnou velikost. 
6.8.4 Samostatný příklad 
Sestavte svůj vlastní příklad na Mann-Whitneyho test, vyřešte jej a zamyslete se, proč ve 
Vámi navrženém příkladě nelze použít parametrický nepárový t-test. 
6.9 Wilcoxonův test 
6.9.1 Zadání 
Dodavatel cívek nám nabízí přídavnou úpravu povrchu měděných vodičů s tím, že 
zlepšuje izolační vlastnosti. Dodatečná úprava je samozřejmě dražší, proto si budeme chtít 
nejprve ověřit, jestli se nám dodatečné náklady vyplatí. Vybereme tedy sadu vzorků se 
základní izolací a změříme jejich izolační odpor. Požádáme dodavatele, aby ty samé vzorky 
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vybavil dodatečnou izolací a poté celý meřicí proces zopakujeme. Na hladině významnosti 
5% rozhodněte, zda má dodatečná izolace statisticky významný vliv na velikost průrazného 
napětí. 
Tab. 13: Průrazné napětí [kV] 
Vzorek Up (zákl. 
izolace) 
Up (přídavná 
izolace) 
1 40,88  40,15 
2 36,80  44,49 
3 42,24  43,37 
4 43,72  46,79 
5 39,40  41,8 
6 37,75  41,39 
7 43,33  37,28 
8 41,39  42,27 
9 43,40  40,84 
10 41,38  40,76 
11 39,94  46,91 
12 42,23  41,86 
13 41,58  45,59 
14 41,57  44,19 
15 41,83  41,55 
16 41,62  42,06 
17 39,62  41,94 
18 40,34  37,63 
19 42,18  43,18 
20 41,08  42,84 
6.9.2 Řešení 
Při řešení příkladu použijeme Wilcoxonův test. Je obdobou párového t-testu nebo 
párového znaménkového testu. Podíváme-li se na vstupní data, zjistíme, že jsou naprosto 
shodná s příkladem 7. Měli bychom tedy získat i obdobné výsledky testu. Nulová hypotéza 
proto bude stejná (rozdíl medíánů obou ZS je nulový). Alternativní hypotéza bude přesně 
opačná. 
Jedná se o neparametrický test, nemusíme proto řešit otázku normality rozdělení. 
Podobně jako u znaménkového testu si nejprve musíme připravit rozdíly „před - po“ (před 
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zavedením a po zavedení přídavné izolace). Z nabídky Calc vybereme Calculator a vyplníme 
stejným způsobem jako v případě znaménkového testu. 
 
Obr. 35: Kalkulačka – příprava na Wilcoxonův test 
  Nyní můžeme rovnou přejít k testu. Z nabídky Stat → Nonparametrics vybereme 
položku 1-Sample Wilcoxon. Do kolonky Variables vložíme vypočtené rozdíly, zvolíme 
variantu testu (oboustranný) a potvrdíme. 
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6.9.3 Závěr 
 
Obr. 36: Výpis okna Session – Wilcoxonův test 
Z výpisu okna Session můžeme vidět, že p-hodnota je mírně vyšší než zvolená 
pětiprocentní hladina významnosti, nulovou hypotézu tedy nezamítáme. Použití přídavné 
izolace tedy nemá prokazatelný vliv na velikost průrazného napětí. 
Při porovnání s výsledky párového znaménkového testu zjistíme, že p-hodnota je o dost 
nižší a že by např. při 8% hladině významnosti bylo nutné nulovou hypotézu zamítnout. Je to 
dáno větší sílou testu. Pokud máme na výběr, měli bychom vždy dávat přednost silnějším 
testům (v tomto případě Wilcoxonovu testu před znaménkovým). 
6.9.4 Samostatný příklad 
Sestavte svůj vlastní příklad na Wilcoxonův test, vyřešte jej, okomentujte výsledky 
a zamyslete se, proč ve Vámi navrženém příkladě nelze použít párový t-test. 
6.10 Kruskal-Wallisův test 
6.10.1 Zadání 
Zadání příkladu bude naprosto shodné s příkladem 6.6 (jednofaktorová ANOVA). Na 
hladině významnosti 5% rozhodněte, zda má typ použitého lepidla vliv na kvalitu lepeného 
spoje. Tabulka vstupních dat je na následující stránce. 
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Tab. 14: Pevnost lepeného spoje [kPa] 
A B C D E 
4982,59 4982,31 4980,55 4989,23 4963,90 
4991,91 4990,18 4999,98 5006,34 4995,87 
4993,22 5001,43 4983,20 5007,95 4993,44 
4999,48 4999,96 4995,94 5008,31 4988,72 
5000,57 4986,09 4989,84 5021,71 5004,60 
4999,70 5006,62 5009,16 5008,37 4985,96 
5001,00 4996,39 5008,54 5002,14 4982,24 
5002,62 5008,71 5019,63 5012,67 4984,55 
5019,43 4991,88 5010,18 5019,81 4989,91 
5003,44 5005,94 4987,42 5028,72 5000,33 
6.10.2 Řešení 
Pro řešení vybereme Kruskal-Wallisův test, který je neparametrickou obdobou 
jednofaktorové ANOVY. Logický předpoklad je, že výsledky obou testů budou srovnatelné. 
Nulová hypotéza bude znít: Neexistuje statisticky významný vliv použitého lepidla na kvalitu 
lepeného spoje. Alternativní hypotéza pak bude přesně opačná. 
Jedná se o neparametrický test, takže rozptyly v jednotlivých skupinách ani normalitu 
rozdělení nemusíme vůbec uvažovat (i když z příkladu 6.6 víme, že obě podmínky jsou 
splněny). Můžeme proto rovnou přejít k testu. Z nabídky Stat → Nonparametrics vybereme 
položku Kruskal-Wallis a zadáme sloupce obsahující faktor (typ lepidla) a odezvu (naměřené 
pevnosti). 
 
Obr. 37: Kruskal-Wallisův test 
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6.10.3 Závěr 
 
Obr. 38: Výpis okna Session – Kruskal Wallisův test 
Z výsledkové tabulky jasně vidíme, že p-hodnota je výrazně nižší než zvolená hladina 
významnosti, proto nulovou hypotézu musíme zamítnout a přijmout alternativní. Dospěli jsme 
tedy k závěru, že existuje statisticky významná závislost mezi typem použitého lepidla 
a pevností lepeného spoje. Jinými slovy, mediány jednotlivých skupin nelze považovat za 
shodné. Dospěli jsme tak ke stejnému závěru jako u jednofaktorové ANOVY, což je 
pochopitelné. 
Bylo by dobré podotknout, že v tomto případě je vhodnější použít ANOVU, jelikož 
máme poměrně dost naměřených hodnot, rozptyly ve skupinách lze považovat za shodné 
a každý z výběrů může pocházet z normálního rozdělení. Kruskal-Wallisův test bychom 
museli použít tehdy, nebyla-li by některá z podmínek splněna. 
6.10.4 Samostatný příklad 
Sestavte svůj vlastní příklad na Kruskal-Wallisův, vyřešte jej, okomentujte dosažené 
výsledky a zamyslete se, proč ve Vámi navrženém příkladě nelze použít jednofaktorovou 
ANOVU. 
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6.11 Dvoufaktorová ANOVA 
6.11.1 Zadání 
Mějme pět druhů lepidel od různých výrobců, u nichž máme za úkol zjistit pevnost 
lepeného spoje (podobně jako u jednofaktorové ANOVY). Navíc ale máme za úkol vyzkoušet 
také pět tvarů lepeného spoje a jejich případný vliv na kvalitu spoje. Na hladině významnosti 
5% rozhodněte, zda existuje statisticky významný vliv lepidla a tvaru spoje na pevnost 
lepeného poje, případně zda je významná interakce mezi typem lepidla a tvarem spoje. 
Tab. 15: Pevnost lepeného spoje [kPa] 
Lepidlo 
Tvar 
spoje A B C D E 
1 
4982,59 4982,31 4980,55 4989,23 4963,9 
4991,91 4990,18 4999,98 5006,34 4995,87 
2 
5003,35 5001,69 5004,38 5000,48 4999,74 
5002,21 5002,47 5003,68 5001,47 5001,75 
3 
5132,85 5156,38 5112,36 5099,35 5102,58 
5136,86 5096,34 5117,59 5100,47 5106,71 
4 
4993,65 4998,67 4993,57 4989,35 4995,37 
4986,34 4999,17 4989,26 4993,61 4999,73 
5 
5065,39 5067,19 5047,15 5049,35 5027,68 
5039,42 5049,34 5039,37 5041,39 5021,83 
6.11.2 Řešení 
Při řešení tohoto příkladu použijeme dvoufaktorovou ANOVU. Budeme zkoumat tři 
nulové hypotézy zároveň. Hypotéza první bude znít: Neexistuje vliv lepidla na (střední) 
hodnotu pevnosti spoje. Alternativní hypotéza bude přesně opačná. Druhá hypotéza bude 
znít: Neexistuje vliv tvaru spoje na (střední) hodnotu pevnosti spoje. Alternativní hypotéza 
bude analogická. A konečně třetí hypotéza: Neexistuje významná interakce mezi tvarem 
spoje a použitým lepidlem. Alternativní hypotéza bude i tentokrát analogická. 
Nejprve si musíme tabulku vstupních dat upravit do následující podoby. Přiřazujeme 
kódy (číselné) jednotlivým tvarům spoje a lepidlům podle tabulky vstupních dat. 
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Obr. 39: Seřazení odezvy a kombinace jednotlivých faktorů 
Následně vybereme z nabídky Stat → ANOVA položku Two-Way. Do pole Response 
zadáme naměřené hodnoty pevnosti, do polí Row factor a Column faktor zadáme Tvar spoje 
a Lepidlo. Můžeme zatrnout zobrazení průměrů. 
 
Obr. 40: Dvoufaktorová ANOVA 
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6.11.3 Závěr 
 
Obr. 41: Výpis okna Session – dvoufaktorová ANOVA 
Z výpisu okna Session vyplývá, že musíme zamítnout nulovou hypotézu, která tvrdí, že 
neexistuje vliv tvaru spoje na jeho pevnost (p-hodnota vyšla rovna nule). Ostatní nulové 
hypotézy nezamítáme (neexistuje tedy vliv lepidla na pevnost spoje a není prokázána ani 
interakce obou faktorů). V okně vidíme, že jednotlivé konfidencí intervaly u tvaru spoje jsou 
hodně „rozházené“ což potvrzuje nulovou p-hodnotu.  
K interakcím si můžeme zobrazit následující graf: (Stat → ANOVA → Interactions Plot; 
Responses=Pevnost, Factors=Lepidlo a Tvar spoje) 
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Obr. 42: Graf interakcí – dvoufaktorová ANOVA 
Je vidět, že úsečky jsou téměř paralelní a bylo by proto chybou hovořit o přílišné 
interakci obou faktorů (což potvrzuje poměrně vysokou p-hodnotu (0,402). Interakci obou 
faktorů tedy nemusíme brát v úvahu. 
Statisticky významný vliv na pevnost lepeného spoje má tedy pouze tvar spoje, vliv 
lepidla a vliv interakce nebyl prokázán. 
Podobného výsledku bychom dosáhli samozřejmě i pomocí jednofaktorové ANOVY, jen 
bychom ji museli provádět zvlášť pro lepidla a zvlášť pro tvary spoje. Bylo by to jednak 
zdlouhavější a jednak bychom tímto způsobem nemohli vyloučit interakci obou faktorů. 
6.11.4 Samostatný příklad 
Sestavte svůj vlastní příklad na Dvoufaktorovou ANOVU, vyřešte jej a okomentujte 
výsledky, ke kterým jste došli. 
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7 Závěr 
V teoretické části práce byly položeny nezbytné základy ke zvládnutí a pochopení 
problematiky zejména induktivní statistiky a statistických testů. Byly shrnuty pojmy jako 
např. statistika, induktivní a deskriptivní statistika, statistický test a jeho síla, chyby prvního 
a druhého druhu. Podrobnější výklad některých pojmů je uveden v příloze práce. K teoretické 
části práce patří také přehled nejpoužívanějších statistických testů, jejich charakteristiky 
a možnosti použití. 
V praktické části práce byly názorně předvedeny možnosti programu Minitab v oblasti 
modelových případových studií zaměřených zejména na elektrotechnickou praxi. Důraz byl 
kladen především na srozumitelnost a názornost textu. Práce byla proto doplněna řadou 
komentovaných obrázků s výstupy programu Minitab. Případové studie byly přehledně 
rozčleněny na zadání, vzorové řešení a závěr (jenž obsahuje i interpretaci obdržených 
výsledků).  
Neřešené příklady nejsou koncipovány klasickým způsobem, který reprezentuje zadání 
příkladu spolu s jeho výsledky. Byly pojaty tak, že je na čtenáři, aby vymyslel a srozumitelně 
zapsal jak jejich zadání, tak i výsledky. Tento postup by měl vést k tomu, že se čtenář více 
zamyslí nad tím, co chce spočítat, jak to chce spočítat a hlavně proč to chce spočítat. Není ani 
v nejmenším nutné, aby výpočty prováděl přímo v Minitabu, přípustný je kterýkoli software, 
popřípadě samozřejmě i kalkulačka spolu s tabulkami příslušných kritických hodnot 
jednotlivých rozdělení. 
Součástí jsou také výstupy ve formě multimediálních tutoriálů, kde je naznačena 
praktická aplikace vybraných statistických testů v programu MS Excel. Tutoriály byly 
vytvořeny v programu Adobe Captivate. Pro jejich formu však nejsou uvedeny v příloze, ale 
jsou přiloženy ve formě elektronické přílohy. 
Podařilo se splnit všechny body zadání diplomové práce, byla nastíněna jak teoretická, 
tak praktická stránka statistických metod a jejich použití. Text je použitelný pro studijní účely 
jako opora při výuce aplikované statistiky. Vznikly taktéž podpůrné výukové videotutoriály, 
které názorně předvádějí aplikaci vybraných testů v prostředí MS Excel. 
Diplomová práce vznikala na trial verzi programu Minitab. 
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