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Résumé
Les travaux présentés ici concernent le domaine de la localisation de véhicule
par vision artificielle. Dans ce contexte, la trajectoire d’une caméra et la structure
3D de la scène filmée sont estimées par une méthode d’odométrie visuelle monoc-
ulaire basée sur l’ajustement de faisceaux local. Les contributions de cette thèse
sont plusieurs améliorations de cette méthode.
L’incertitude associée à la position estimée n’est pas fournie par la méth-
ode d’ajustement de faisceaux local. C’est pourtant une information indispens-
able pour pouvoir utiliser cette position, notamment dans un système de fusion
multi-sensoriel. Une étude de la propagation d’incertitude pour cette méthode
d’odométrie visuelle a donc été effectuée pour obtenir un calcul d’incertitude
temps réel et représentant l’erreur de manière absolue (dans le repère du début
de la trajectoire).
Sur de longues séquences (plusieurs kilomètres), les méthodes monoculaires
de localisation sont connues pour présenter des dérives importantes dues prin-
cipalement à la dérive du facteur d’échelle (non observable). Pour réduire cette
dérive et améliorer la qualité de la position fournie, deux méthodes de fusion ont
été développées.
Ces deux améliorations permettent de rendre cette méthode monoculaire ex-
ploitable dans le cadre automobile sur de grandes distances tout en conservant
les critères de temps réel nécessaire dans ce type d’application. De plus, notre
approche montre l’intérêt de disposer des incertitudes et ainsi de tirer parti de
l’information fournie par d’autres capteurs.
Mots-clef : SLAM Visuel, Localisation temps réel, Monoculaire, Ajustement
de faisceaux local, Calcul d’incertitude
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Abstract
The present work is about localisation of vehicle using computer vision meth-
ods. In this context, the camera trajectory and the 3D structure of the scene is
estimated by a monocular visual odometry method based on local bundle adjust-
ment. This thesis contributions are some improvements of this method.
The uncertainty of the estimated position was not provided by the local bundle
adjustment method. Indeed, this uncertainty is crucial in a multi-sensorial fusion
system to use optimally the estimated position. A study of the uncertainty propa-
gation in this visual odometry method has been done and an uncertainty calculus
method has been designed to comply with real time performance.
By the way, monocular visual localisation methods are known to have serious
drift issues on long trajectories (some kilometers). This error mainly comes from
bad propagation of the scale factor. To limit this drift and improve the quality of
the given position, we proposed two data fusion methods between an odometer
and the visual method.
Finally, the two improvements presented here allow us to use visual localisa-
tion method in real urban environment on long trajectories under real time con-
straints.
Key-words : Visual SLAM, Real time localisation, Monocular vision, Local
bundle adjustment, Uncertainty calculus
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0.1. NOTATIONS xiii
0.1 Notations
Type
v un vecteur
M une matrice
f une fonction
U un ensemble
Opération sur les vecteurs
|v| dimension du vecteur v
[uv] = [u,v] = [uTvT ]
T concaténation des vecteurs u et v
u \ v vecteur des coefficients de u qui n’appartiennent pas à v
u ∩ v vecteur des coefficients de u qui appartiennent à v
||v||2 norme euclidienne du vecteur v
E(v) espérance du vecteur aléatoire v
Opération sur les matrices et matrices particulières
MT transposée de la matrice M
In la matrice identité de dimension n× n
0n la matrice nulle de dimension n× n
0n,m la matrice nulle de dimension n×m
Jfv la jacobienne de f par rapport à v
Cv covariance du vecteur v
Cu/v covariance croisée du vecteur u par rapport à v
Éléments géométriques
Point 3D
sT =
(· · · sTi · · ·) le vecteur des points 3D
si le iéme point 3D du vecteur point 3D s
Caméra
cT =
(· · · cTi · · ·) le vecteur des caméras
ci les paramètres de la iéme caméra du vecteur caméra c
∆ci la translation de la caméra i.
ωci la rotation de la caméra i.
Points 2D
m =
(
. . .mi,j
T . . .
)
vecteur des points 2D
mi,j point 2D vu par la caméra ci observation du point 3D sj
M l’ensemble des couples d’indices (i,j) tels que mi,j existe
Fonction de projection
P (ci, sj) la projection de sj dans la caméra ci
Fonction Ajustement de faisceaux
Global
f g fonction Ajustement de Faisceaux Global
F g fonction de projection/observation
de l’Ajustement de Faisceaux Global
xiv TABLE DES MATIÈRES
Local
f l fonction Ajustement de Faisceaux local
F l fonction de projection/observation
de l’Ajustement de faisceaux local
Local pondéré
f lp fonction Ajustement de Faisceaux local pondéré
F lp fonction de projection/observation
de l’Ajustement de faisceaux local pondéré
Paramètres des fonctions Ajustement de faisceaux
y vecteur des données (mesures)
x vecteur des variables estimées
p vecteur des paramètres (variables supposées connues
et non bruitées dans l’estimation)
Autres objets et notations
x− la valeur de x à l’instant précédent
m¯ valeur vraie/exacte de m
mˆ valeur estimée de m
N (m, C) une loi normale de moyenne m
et de variance/covariance C
|U| cardinal de l’ensemble U
Dans tout le mémoire, nous confondrons les objets avec leurs paramètres.
Ainsi on se référera à la caméra de paramètre c simplement par la caméra c.
Introduction
L’automatisation de la conduite automobile est un sujet de recherche actuel,
comme en témoignent par exemple les résultats des différents concours du DARPA
(grand chalenge et urban chalenge). Certaines des technologies impliquées dans
ces problèmes sont devenues suffisamment matures pour des expériences en route
ouverte, voire une industrialisation.
La conduite automatique de véhicule requiert une localisation précise du véhicule
ainsi qu’une connaissance de l’environnement dans lequel il évolue.
Le capteur le plus utilisé pour la localisation est sans nul doute le GPS. Il
a l’avantage de fournir une position sur l’ensemble de la planète, avec une préci-
sion suffisante d’environ 5m en moyenne, pour des applications de positionnement
classique (guidage d’usagés, trafic maritime et aérien, ...).
Mais, le guidage de véhicule automatique en milieu urbain ne peut se satisfaire
de la précision métrique d’un GPS standard en condition optimale. Il est par exem-
ple insuffisant pour connaître sur quelle voie de circulation se trouve le véhicule.
De plus, la précision du GPS peut être dégradée par le masquage du signal GPS
(tunnel, bâtiments, végétations) et par les phénomènes de multi-chemin dus aux
réflexions des ondes satellites sur les bâtiments ou les objets environnants. Ces
dégradations sont par nature imprévisibles et ont malheureusement un impact sig-
nificatif sur la qualité du positionnement. Pour toutes ces raisons, le GPS est un
capteur avec des propriétés intéressantes, mais il y a des applications de localisa-
tion de véhicule où l’utilisation du GPS à lui seul ne suffit pas pour obtenir une
position du véhicule fiable et suffisamment précise.
Les constructeurs automobiles veulent de plus en plus développer les applica-
tions d’aide à la conduite (détection d’obstacles, de piétons, détection de la sig-
nalisation routière et guidage du conducteur). L’un des capteurs utilisé pour ces
tâches est la caméra. En effet, avec l’augmentation de la puissance de calcul em-
barquée, il devient possible de traiter le flux vidéo en temps réel et d’en extraire
l’information voulue. Ici, l’image est à la fois une bonne source d’information
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pour le système et un moyen pratique de rendre compte du résultat en surimposant
de l’information additionnelle sur l’image initiale (réalité augmentée). Ainsi, les
caméras sont des capteurs de plus en plus disponibles dans le domaine automo-
bile. Ces caméras étant disponibles sur les véhicules récents ou futurs, il serait
judicieux d’utiliser aussi ce capteur pour obtenir la position du véhicule.
En effet, une caméra peut aussi servir comme capteur de localisation, et ce, de
trois manières différentes :
– Estimation du déplacement relatif : le déplacement est calculé entre deux
images. Ce type de méthodes est appelé odométrie visuelle ou egomotion.
Cette technique a d’ores et déjà été utilisée avec succès pour des appli-
cations de guidage de véhicule. Citons par exemple son utilisation dans
le cadre de l’exploration martienne par les rovers Spirit et Opportunity.
L’odométrie visuelle a remplacé l’odométrie standard pour limiter les er-
reurs dues aux glissements [74].
– La relocalisation : le système localise la caméra dans un environnement
déjà connu.
C’est ce principe qui est utilisé au LASMEA pour effectuer le guidage d’un
véhicule. Le trajet est appris et une carte de l’environnement est reconstru-
ite, puis le véhicule se sert de cette carte pour se relocaliser et suivre le
chemin appris [89]. Notons que ce processus est en cours d’industrialisation
pour le guidage de véhicule automatique à destination du transport public
sur de courtes distances (projet VIPA).
– SLAM visuel : ce type de méthode estime conjointement l’environnement
et la position des caméras. C’est dans le cadre de ces méthodes que nous
nous plaçons.
Notre problématique est résumée de la façon suivante. Nous nous plaçons dans
le cadre d’un véhicule qui se déplace en milieu urbain et dont on souhaite con-
naître la position à chaque instant. Pour cela nous disposons des images fournies
par une unique caméra placée derrière le pare-brise. Dans un second temps, nous
utiliserons aussi l’odométrie fournie par le véhicule.
Contexte de la thèse
Cette thèse est issue d’une longue collaboration entre le CEA et le LASMEA.
Dans ce cadre, les travaux de thèse d’Etienne Mouragnon ont permis de dévelop-
per une méthode de localisation temps réel et précise en utilisant une unique
caméra calibrée.
Dans la continuité de cette thèse, le projet ANR ODIAAC, a eu pour objec-
tif de pallier les déficiences du GPS, principalement les erreurs de localisation
commises en ville lors de la traversée de canyon urbain où les signaux GPS sont
3fortement perturbés. Pour cela, l’idée a été de coupler le GPS avec un système
de vision pour permettre d’obtenir une position plus robuste et fiable, et ce, en
utilisant uniquement des capteurs à bas coût. Ce projet est une collaboration en-
tre Renault, DotMobil, le CEA et le LASMEA. En début de projet, l’approche
retenue était d’utiliser la donnée fournie par le SLAM visuel comme un capteur
absolu et d’effectuer la fusion de cette donnée avec un GPS en utilisant un filtre
de Kalman.
Une donnée est manquante pour effectuer correctement ce travail. L’incerti-
tude globale (relative au début de la trajectoire) associée à la vision est en effet
inconnue. Cette donnée est pourtant essentielle pour effectuer une fusion dans des
conditions optimales. Un deuxième problème inhérent à la méthode de SLAM vi-
suel utilisée est la dérive du facteur d’échelle. Cette dérive provient de l’utilisation
d’une unique caméra. Dans ce contexte, le facteur d’échelle de la reconstruction
n’est pas observable, et, expérimentalement on observe une dérive de ce facteur.
Cette dérive, négligeable sur de petites distances devient importante (et même
prépondérante) sur de grandes trajectoires.
Les travaux de cette thèse s’inscrivent donc dans le cadre des problématiques
soulevées par ce projet. Elle a été réalisée pendant 3 ans, et c’est déroulée pour
moitié au LASMEA à Clermont-Ferrand et pour moitié au CEA (centre de Saclay).
Ces travaux ont été effectués sous la direction de Maxime Lhuillier (LASMEA)
et encadrés par Michel Dhome (LASMEA) et Sylvie Naudet (CEA).
Réalisation
Les contributions de cette thèse sont plusieurs améliorations d’une méthode de
SLAM visuel monoculaire basée sur l’ajustement de faisceaux local.
Tout d’abord, une étude de la propagation d’incertitude pour cette méthode
de SLAM itérative à été effectuée. En effet, contrairement à d’autres méthodes
comme le filtre de Kalman, l’ajustement de faisceau local ne fournissait pas d’in-
certitude associée à la position estimée. Pour cela, quatre méthodes de calcul d’in-
certitude de la pose de la caméra ont été étudiées et expérimentées sous deux hy-
pothèses de bruits. L’objectif est d’obtenir une méthode de calcul d’incertitude
temps réel et représentant l’erreur de manière globale (dans le repère du début de
la trajectoire).
Ensuite, deux méthodes ont été développées pour réduire la dérive du facteur
d’échelle propre aux méthodes monoculaires. Ces deux méthodes utilisent l’infor-
mation fournie par un odomètre pour obtenir ce résultat.
Ces travaux ont fait l’objet de plusieurs publications :
– CVPR’09 [33], "Error propagation for local bundle adjustment" ;
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– RFIA’10 [35] & ORASIS’09 [34], "Propagation d’erreur pour l’ajustement
de faisceaux local" ;
– ICPR’10 [36], "Fast Odometry Integration in Local Bundle Adjustment-
Based Visual SLAM" ;
– BMVC’10 [37], "Weighted Local Bundle Adjustment and Application to
Odometry and Visual SLAM Fusion" ;
Plan du mémoire
Ce mémoire est organisé de la manière suivante. Nous commencerons par un rap-
pel de quelques notions scientifiques et un état de l’art. Puis nous aborderons les
techniques de propagation pour différents ajustements de faisceaux, enfin nous ef-
fectuerons une vérification expérimentale de ces méthodes. Nous présenterons en-
suite la méthode de SLAM utilisée, ainsi que ses limites. Enfin, nous proposerons
des méthodes permettant de limiter les problèmes de la méthode originale. Plus
précisément, le plan est le suivant.
– Le chapitre 1 présente les différents outils utilisés au cours de cette thèse.
– Le chapitre 2 est un état de l’art sur les techniques de SLAM et sur l’utili-
sation de techniques de propagation d’erreur en vision 3D.
– Le chapitre 3 est un rappel sur la méthode de l’ajustement de faisceaux
global et la propagation d’erreur associée.
– Le chapitre 4 présente l’ajustement de faisceaux local développé durant la
thèse d’Etienne Mouragnon et montre comment propager l’incertitude dans
ce cas.
– Le chapitre 5 présente un nouvel ajustement de faisceaux local, l’ajustement
de faisceaux local pondéré et la propagation d’erreur associée.
– Le chapitre 6 contient la validation expérimentale des méthodes de propa-
gation d’erreur formalisées dans les chapitres 4 et 5.
– Le chapitre 7 est consacré à la méthode de SLAM utilisée durant cette thèse
et montre les performances de l’ajustement de faisceaux local pondérés in-
troduits dans le chapitre 5.
– Le chapitre 8 présente deux méthodes permettant d’utiliser l’odomètre avec
le SLAM visuel monoculaire de manière à limiter la dérive du facteur d’échelle
observée dans le chapitre 7.
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Notions de base
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Ce chapitre présente les différentes notions de vision et de mathématiques util-
isées au cours de cette thèse. Il n’est pas destiné à une lecture exhaustive mais est
un complément au reste de ce tapuscrit. Le lecteur averti pourra donc commencer
sa lecture au chapitre suivant.
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1.1 Outils de vision par ordinateur
1.1.1 La caméra et son modèle
Une caméra est un dispositif permettant de produire une image 2D de l’en-
vironnement 3D. C’est un capteur très riche, elle apporte en effet à la fois une
information photométrique et géométrique sur la scène observée. Ici, nous allons
nous intéresser à l’aspect géométrique de la caméra.
Une caméra est constituée de deux éléments : un objectif, interface entre le
monde extérieur et la caméra, et un capteur plan sensible à la lumière. Dans les
premiers appareils photographiques, l’objectif était réduit à un simple trou (appelé
sténopé) et le plan sensible était un papier photosensible (le réactif change de
couleur lors de son exposition à la lumière grâce à une réaction chimique).
Dans ce système, tous les rayons lumineux passent donc par un unique point
(le sténopé) avant de frapper le plan sensible à la lumière. C’est encore le même
principe qui est utilisé aujourd’hui pour la plupart des appareils photographiques.
Le sténopé a été remplacé par un objectif qui permet d’augmenter la quantité de
lumière transmise et la plaque photosensible par un capteur numérique.
Une caméra va être modélisée comme une transformation du monde (espace
3D) en une image (espace 2D). Le modèle des caméras décrites précédemment est
le modèle sténopé pour lequel tous les rayons lumineux de la scène passent par un
même point puis se projettent sur le capteur.
Cette transformation se modélise par une projection centrale. La géométrie
projective va nous offrir un cadre mathématique permettant de simplifier l’expres-
sion de ce type de transformation.
Transformations et géométrie projective
L’espace projectif est construit à partir d’un espace vectoriel. Avec l’espace
vectoriel Rn+1, on construit la relation d’équivalence suivante :
u,v ∈ Rn+1∗,u ∼ v⇔ ∃λ ∈ R∗,u = λv (1.1)
L’ensemble des classes d’équivalence pour cette relation ’∼’ est appelé espace
projectif. Cet espace est un espace de dimension n et sera noté Pn. Ce n’est pas
l’espace projectif qui nous intéresse ici, mais la notion de géométrie projective qui
étudie les transformations projectives dans les espaces affines en utilisant l’espace
projectif. L’introduction de cet espace projectif permet de plus de formaliser la
notion de point à l’infini dans l’espace affine.
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En effet, si u+ ∈ Pn, alors u+ = (u1 . . . un+1). Si un+1 est non nul, u+
représente le vecteur u ∈ Rn / u = ( u1
un+1
. . . un
un+1
). Dans le cas contraire (si
un+1 = 0), u est un point à l’infini ou une direction dans l’espace Rn. Les coor-
données de u+ sont appelées coordonnées homogènes de u. Nous appelons pi, la
transformation qui permet de passer de Pn à Rn.
Pn → Rn (1.2)
pi : u+ = (u1 . . . un+1) 7→ u = ( u1
un+1
. . .
un
un+1
) (1.3)
Cas du plan projectif, dualité point/droite
L’espace projectif P2 est appelé plan projectif. C’est l’espace projectif associé
au plan 2D R2. Dans P2, un point 2D sera représenté par les coordonnées m =
(m1,m2,m3). De même, il existe une représentation des droites de R2. Une droite
définie implicitement par l’équation ax1 + bx2 + c = 0,x ∈ R2, a, b, c ∈ R aura
pour représentation l = (a, b, c). Dans cet espace, le point et la droite sont duaux,
il en découle les relations suivantes : un point m appartiendra à une droite l si
lTm = 0. De plus, si m,m′ sont deux points alors l = m∧m′ est la droite passant
par ces deux points et si l, l′ sont deux droites alors m = l ∧ l′ est l’intersection
des deux droites.
Caméra perspective
Une caméra perspective (présentée en introduction) peut être modélisée par
une transformation projective de l’espace 3D (P3) vers l’espace 2D (P2). Cette
transformation surjective va nous permettre de modéliser la projection effectuée
par la caméra lors de l’acquisition de l’image et ainsi pour chaque point s de
l’espace 3D , on va chercher le point 2D m correspondant dans le plan image. On
a :
m+ = Ps+. (1.4)
avec P une matrice 3× 4.
Cette matrice de projection peut se décomposer en 3 transformations projec-
tives :
P = K Π T (1.5)
avec :
– T la matrice de pose, c’est la matrice de transformation associée à une ho-
mographie de P3 (transformation de P3 dans P3), T est une matrice 4× 4 ;
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– Π la matrice représentant la projection centrale pi de P3 dans P2 autour du
centre de la caméra, Π est une matrice 3× 4 ;
– K la matrice de calibrage, c’est la transformation associée à une homogra-
phie de P2 (transformation de P2 dans P2), K est une matrice 3× 3.
Nous allons maintenant détailler le rôle de chacune de ces transformations.
Paramètres extrinsèques La première transformation est une transformation
de l’espace 3D. Elle a pour but de se placer dans le repère associé à la caméra de
manière à effectuer la projection du monde tel qu’il est observé par cette caméra.
Les paramètres associés à cette transformation sont appelés paramètres extrin-
sèques.
La caméra a 6 degrés de liberté et sa position est paramétrée ainsi :
– la position 3D du centre de la caméra, 3 degrés de liberté, est paramétré par
un vecteur 3D t ;
– l’orientation de la caméra, 3 degrés de liberté, est paramétrée par une ma-
trice de rotation R de taille 3 × 3 qui peut être obtenue à partir des angles
d’Euler ou d’un quaternion.
La connaissance de la pose de la caméra permet de définir les relations de
passage entre le repère monde w et le repère caméra c.
s+w =
(
R t
01×3 1
)
s+c (1.6)
s+c =
(
RT −RT t
01×3 1
)
s+w (1.7)
Et donc la matrice des paramètres extrinsèques est définie par :
T =
(
RT −RT t
01×3 1
)
. (1.8)
Projection centrale La seconde transformation est la projection centrale de
l’espace 3D dans le repère caméra, vers le plan 2D appelé rétine (r).
Grâce à l’utilisation de la géométrie projective, la projection centrale de P3
dans P2 s’exprime linéairement par la relation suivante :
m+r =
1 0 0 00 1 0 0
0 0 1 0
 s+c (1.9)
Ceci nous donne l’expression de la matrice Π définie précédemment.
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Paramètres intrinsèques La dernière transformation permet de transformer les
coordonnées du point du repère de la rétine au repère image (i). Cette transfor-
mation modélise les effets dus à la position et les caractéristiques du capteur de
la caméra. Elle permet de passer aux coordonnées pixels telles qu’utilisées dans
l’image. Les paramètres de cette transformation sont appelés paramètres intrin-
sèques de la caméra.
La transformation projective associée a une matrice de cette forme :
K =
αf s u00 f v0
0 0 1
 (1.10)
Cinq paramètres permettent de définir le capteur.
– La distance focale f : c’est la distance orthogonale entre le centre de la
caméra et le plan image, elle est exprimée en pixels par unité de mesure.
– Le point principal (u0, v0) en pixel, il est défini comme le point d’inter-
section de l’axe optique avec le plan rétinien. Utiliser le centre du capteur
comme point principal est souvent une bonne approximation.
– α est le rapport d’aspect des pixels, ce paramètre traduit le fait que les pixels
ne sont pas carrés, mais rectangulaires.
– s est le "skew ratio", ce paramètre traduit le fait que les pixels ne sont pas
tout à fait rectangulaires mais trapézoïdaux. Ce défaut des capteurs est sou-
vent négligeable et alors s est nul.
Dans le cas de courte focale (grand angle), une distorsion importante de l’im-
age obtenue peut apparaître. Cette distorsion n’est pas modélisée par le modèle
précédent. Pour corriger ce problème, des coefficients de correction de la distor-
sion sont souvent ajoutés au modèle précédent pour corriger les images ou les
points 2D obtenus. Les paramètres intrinsèques sont obtenus lors d’une opéra-
tion appelée calibrage. Pour plus d’informations, on pourra se référer à [65]. Dans
toute la suite de la thèse, on considère les caméras calibrées et les images corrigées
de la distorsion.
En résumé, la projection obtenue est la suivante :
m+i = Ps
+
w
m+i = KΠ T s
+
w
m+i =
αf 0 u00 f v0
0 0 1
1 0 0 00 1 0 0
0 0 1 0
( RT −RT t
01×3 1
)
s+w (1.11)
m+i = K
(
RT −RT t) s+w (1.12)
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Finalement, nous notons P la fonction :
R6 × R3 → R2 (1.13)
(c, s) 7→ m = pi (KRT −RT t)(s
1
)
. (1.14)
avec (R, t) la pose de la caméra c où le paramétrage de R choisi est minimal (angle
d’Euler), K sa matrice de calibrage, s les coordonnées d’un point 3D dans le repère
monde (w).
Nous allons voir maintenant comment la modélisation de la caméra peut être
utilisée pour retrouver les paramètres de la caméra ou des points observés.
1.1.2 Triangulation
La triangulation est une opération consistant à retrouver la position d’un point
3D à partir de ses observations par au moins deux caméras dont les poses sont con-
nues. Le problème est simple dans le cas où il n’y a pas de bruit. Il suffit de trouver
l’intersection des deux rayons rétroprojetés définis par chaque couple (caméra,
point 2D). En pratique, en présence de bruit, ces rayons ne se coupent plus. Il faut
donc trouver "la moins mauvaise des solutions" à ce problème. Plusieurs méthodes
ont été proposées, on peut citer les trois suivantes :
– la méthode du point milieu. C’est la méthode la plus rapide, elle consiste à
garder le point équidistant des deux rayons. Elle peut être étendue à plus de
deux vues en calculant la triangulation par paire de caméras puis en conser-
vant l’isobarycentre comme résultat de la triangulation ;
– une méthode linéaire basée sur la DLT (direct linear transform)[49]. Elle a
l’avantage d’être linéaire et peut s’étendre facilement à plus de 2 observa-
tions. Elle conduit à la résolution d’un système d’équations linéaires ;
– une méthode optimale dans le cas de bruit gaussien [51]. Cette méthode a
pour désavantage de devoir trouver les racines d’un polynôme de degrés 6.
Le détail et une comparaison de ces trois méthodes peuvent être trouvé dans
[51] et récemment une autre méthode optimale de triangulation plus rapide a été
proposée [59].
1.1.3 Calcul de pose
Le calcul de pose permet de déterminer la position et l’orientation d’une caméra
à partir de connaissances sur les points 2D observés.
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Il y a plusieurs cas possibles suivant que l’on connaisse les relations 2D/2D
ou 2D/3D associés à ces points.
A partir de correspondances 2D/2D
Ici, les correspondances entre les points 2D de deux caméras sont connues et
on veux déterminer la pose relative entre les deux caméras.
Géométrie épipolaire La géométrie épipolaire résume dans l’image les con-
traintes dues au fait que deux points 2D sont issus de la même observation 3D.
Nous avons vu précédemment que dans le cas d’une caméra projective, il existe
un faisceau de points 3D qui se projettent tous en un même point 2D. Maintenant,
si nous projetons ce faisceau dans la deuxième caméra, nous obtenons une droite
2D qui est la projection de tous les points 3D associés au point 2D de la première
caméra. Ainsi, le point 2D, observation du point 3D dans la deuxième caméra, doit
donc se trouver sur cette droite. Cette droite est appelée droite épipolaire. Pour la
première caméra, le centre optique est un point particulier. En effet d’après la déf-
inition de la caméra perspective, ce point appartient à tous les faisceaux de points
3D issus d’un point 2D de l’espace image. De ce fait, la projection de ce point dans
la deuxième caméra est aussi un point particulier, il est l’intersection de toutes les
droites épipolaires. Il est nommé épipole.
Les contraintes de la géométrie épipolaire peuvent être résumée sous cette
forme :
m+1
T
Fm+2 = 0 (1.15)
Ici, Fm+2 sont les coordonnées homogènes de la droite épipolaire associée à m
+
2
dans la caméra 1 et l’équation précédente induit bien la contrainte d’appartenance.
La matrice F est appelée la matrice fondamentale([48],[39]), c’est une matrice
3× 3 de rang 2.
Cette matrice peut se décomposer de la manière suivante :
F = K1
TEK2 (1.16)
avec K1, K2 les matrices des paramètres intrinsèques des deux caméras.
La matrice E est appelée la matrice essentielle, c’est une matrice 3 × 3 ayant
deux valeurs propres égales et la troisième nulle. On peut montrer que la matrice
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essentielle s’exprime en fonction de la transformation entre les deux caméras.
E = R
[
RT t
]
× (1.17)
[t]× =
 0 −t3 t2t3 0 −t1
−t2 t1 0
 (1.18)
avec R la matrice de rotation entre 1 et 2, t le vecteur de translation entre 1 et
2, et [t]× la matrice de produit vectoriel associé à t. Le vecteur t et la matrice R
peuvent être retrouvés en décomposant la matrice E par SVD [49].
De même, la matrice fondamentale peut s’exprimer en fonction de K1,K2, R et
t :
F = K1
−TRK2
[
K1R
T t
]
× (1.19)
Cas non calibré Dans le cas où les paramètres intrinsèques des caméras est
inconnu, le calcul de la transformation relative entre la caméra 1 et la caméra 2
se fait en estimant la matrice fondamentale à partir de correspondances entre les
deux images. Cela peut être fait en utilisant l’algorithme des 8 points [50]. A partir
de cette estimation de la matrice fondamentale, il est possible de retrouver les
matrices de projection de chaque caméra [49]. En effet, la transformation entre les
deux caméras est connue à une transformation projective de l’espace 3D près. Les
matrices de calibrage K1 et K2 peuvent être retrouvées par une procédure appelée
autocalibrage [9]. La reconstruction projective pourra alors être transformée vers
une reconstruction euclidienne.
Cas calibré Dans le cas où le calibrage des caméras est connu, on utilise plutôt
la matrice essentielle E pour diminuer les erreurs d’estimations. Elle sera estimée
à partir de 5 correspondances en utilisant l’algorithme des 5 points [83]. Puis R et
t peuvent être estimés à partir de la matrice essentielle par SVD. Cet algorithme
permet de retrouver la pose relative des deux caméras. Il est à noter que la trans-
lation sera seulement connue à une échelle près.
A partir de correspondances 2D/3D
Nous cherchons cette fois-ci à déterminer la pose de la caméra à partir de
correspondances entre les points 2D et des points 3D de position connues. Ici, on
va chercher à localiser la caméra dans le repère défini par ces points 3D.
Il est nécessaire de connaître la position d’au moins 3 points 3D dans le cas
calibré et 6 dans le cas non calibré.
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De nombreuses méthodes ont été proposées pour résoudre ce problème. On
peut trouver une comparaison des méthodes de base dans Haralick et al. [46].
Plus récemment, Lepetit et al. [68] ont présenté une méthode plus rapide et plus
précise. Il est à noter que le calcul de pose à partir de correspondances 2D-3D
est une méthode rapide et contrairement à l’approche précédente, il n’y a pas
d’ambiguïté sur l’échelle.
Utilisation de ces algorithmes
Les algorithmes présentés précédemment sont des algorithmes minimaux :
l’estimation est faite à partir d’un minimum de données. Ces algorithmes ne sont
donc pas résistants aux données aberrantes. Pour pallier ce problème, ces algo-
rithmes sont souvent utilisés conjointement avec des techniques d’estimation ro-
buste comme RANSAC [42]. Elles permettent, en estimant à partir de plusieurs
ensembles de données, de trouver une solution filtrant les données aberrantes.
Une étape de minimisation non linéaire est souvent effectuée après cette pre-
mière estimation par les algorithmes minimaux. En effet, ces algorithmes trou-
vent la meilleure solution pour un sous ensemble minimal des données et utilisent
toutes les données uniquement pour vérifier la validité de l’estimation. Dans cette
étape, la minimisation d’un critère ayant un sens physique, par exemple l’erreur
de reprojection ou l’adéquation à la géométrie épipolaire, permet de trouver la
meilleure solution pour l’ensemble des données considérées.
1.2 Outils mathématiques et statistiques
1.2.1 Estimateur
Maximum de vraisemblance
Le maximum de vraisemblance est une méthode permettant de construire un
estimateur pour un problème donné. Pour utiliser cette méthode, il est nécessaire
de connaître la loi de probabilité des estimés.
Les avantages de cette méthode sont de fournir un estimateur dans de nom-
breuses situations (dès qu’une distribution peut être inférée). L’estimateur obtenu
par cette méthode à de bonnes propriétés mathématiques[8] : il est convergent,
asymptotiquement efficient et asymptotiquement distribué suivant une loi nor-
male. C’est-à-dire qu’il converge vers un estimateur sans biais avec la covariance
minimum (il atteint la borne de Cramer-Rao) et ce, en suivant une loi normale.
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Les principaux désavantages sont :
– les expressions peuvent être difficiles à obtenir et le calcul de l’estimateur
dérivé par la méthode est propre au problème résolu.
– l’estimateur peut être biaisé pour de petits échantillons.
La fonction de vraisemblance est définie comme suit :
Ly(x) = p(y|x) (1.20)
avec y un vecteur d’observations, x un vecteur de paramètres et p la densité de
probabilité de y pour les paramètres x de la distribution.
Le maximum de vraisemblance consiste à trouver la fonction fML appelée
estimateur qui maximisera le critère :
xˆ = fML(y) = arg max
x
Ly(x) = arg max
x
p(y|x). (1.21)
Cette fonction sera donc trouvée en résolvant l’équation :
d
dx
Ly(x) = 0 et vérifiant que
d2
d2x
Ly(x) est définie négative. (1.22)
Si les paramètres sont indépendants, p(y|x) peut se réécrire sous la forme d’un
produit de facteur. Pour simplifier les calculs, on utilise plutôt le log-vraisemblance
et on cherche à minimiser la fonction −lnLy(x), et ce d’autant plus dans le cas
d’un modèle gaussien ou exponentiel.
Moindres carrés
La technique des moindres carrés est utilisée dans les cas de problèmes sur-
contraints, où l’on dispose de plus de données que d’inconnues.
On cherche à estimer x tel que A(x, z) = b avec z un vecteur de paramètres
connu. On observe un ensemble bruité de réalisation bi de b. On note y = . . .bi
. . .
 la concaténation des bi et F : x 7→
 . . .A(x, zi)
. . .
 est la concaténation
des fonctions A.
Dans l’estimation aux moindres carrés, on cherche les paramètres dont le carré
de l’erreur aux données sera minimal.
L’estimateur aux moindres carrés est donc le suivant :
xˆ = fMC(y) = arg min
x
eTe = arg min
x
||y − F (x)||22 (1.23)
e = (y − F (x)) (1.24)
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Il est intéressant de noter que dans le cas où F est linéaire et les mesures y
sont entachées d’une erreur gaussienne, l’estimateur aux moindres carrés est aussi
le maximum de vraisemblance.
Dans le cas où A est linéaire, ce problème revient à résoudre les équations
normales suivantes : (
JFx
T
JFx
)
xˆMC = −JFx Te (1.25)
Ce système peut être résolu en utilisant la décomposition de Cholesky de l’ap-
proximation (de Gauss-Newton)
(
JFx
T
JFx
)
de la hessienne de x 7→ 1
2
eT e et en
résolvant les deux systèmes triangulaires obtenus.
Dans le cas non linéaire, il faut alors utiliser une procédure d’optimisation
pour calculer le résultat. Des méthodes couramment utilisées sont l’algorithme de
Levenberg-Marquardt ou la descente de gradient conjuguée si le système est de
dimension importante.
1.2.2 Optimisation
Dans cette section, nous présenterons les techniques d’optimisation qui seront
utilisées dans la suite de cette thèse, notamment pour l’ajustement de faisceaux.
Le but de ces techniques est de trouver un minimiseur d’une fonction de coût g
suivant un jeu de paramètres x :
min
x˜
g(x˜) (1.26)
Dans le cas des moindres carrés, cette fonction g peut se réécrire sous forme d’une
somme de carrés :
g(x) =
1
2
e(x)Te(x). (1.27)
Descente de gradient
Il s’agit de la plus simple des techniques d’optimisation itérative. Elle consiste,
à chaque itération, à trouver la direction qui fait le plus décroître le coût et à
avancer d’un pas dans cette direction. Cette direction est donnée par l’opposé du
gradient de la fonction de coût au point xt−1. Ainsi :
xt = xt−1 − δtJgx(xt−1)T (1.28)
La longueur du pas δ est un réel positif modifié au cours des itérations, et qui est
obtenu, par exemple, par recherche linéaire [11]. Du choix de ce pas dépend la
vitesse de convergence.
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Cette méthode itérative à l’avantage de converger vers un minimum local
même loin de la solution. Par contre, elle souffre de phénomènes oscillatoires
proches de l’optimum. La technique du gradient conjugué [11] est toujours préférée
à la technique de la descente de gradient pour limiter ce problème. Dans le cas
d’un problème aux moindres carrés, la descente de gradient s’écrit :
Jgx(x
t−1)
T
= Jex(x
t−1)
T
e(xt−1) (1.29)
xt = xt−1 − δtJex(xt−1)T e(xt−1) (1.30)
Newton-Raphson
Cette méthode est basée sur la méthode de Newton servant à trouver un zéro
d’une fonction. Ici, on cherche à minimiser une fonction. On va donc chercher un
zéro de son gradient. Pour cela, on utilise le processus itératif suivant :
xt = xt−1 − (Hgx(xt−1))−1Jgx(xt−1)T (1.31)
Cette méthode a l’avantage de converger rapidement près de l’optimum. Con-
trairement à la méthode précédente, il n’est plus nécessaire de chercher un pas
optimal. Voici deux inconvénients majeurs de cette méthode. Premièrement, elle
nécessite de calculer les dérivées secondes de la fonction de coût, ce qui peut être
difficile et long à obtenir. Deuxièmement, elle peut diverger si l’on est loin de
l’optimum.
Gauss-Newton La méthode de Gauss-Newton est une approximation de la méth-
ode précédente qui utilise l’approximation éponyme pour le calcul du hessien dans
le cas des moindres carrés (Hg ≈ JeTJe). Elle évite ainsi le calcul des dérivées du
second ordre.
xt = xt−1 −
[
Jex(x
t−1)
T
Jex(x
t−1)
]−1
Jex(x
t−1)
T
e(xt−1) (1.32)
Cette méthode est particulièrement utilisée dans le cadre des moindres carrés
non linéaire, où elle revient à résoudre à chaque itération une équation normale
résultante de la linéarisation du problème autour du point courant.
Levenberg-Marquardt
La technique d’optimisation de Levenberg-Marquardt(LM) est utilisée pour
la résolution de problème de moindres carrés non linéaire et combine l’avantage
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des deux formulations précédentes (la descente de gradient et Gauss-Newton) par
l’utilisation d’un coefficient de pondération.
En effet, le Levenberg-Marquardt est une descente de gradient loin de l’opti-
mum et utilise la technique de Gauss-Newton proche de celui-ci afin d’éviter les
oscillations dues à la méthode de descente.
L’itération s’écrit :(
Jex(x
t−1)
T
Jex(x
t−1) + λI
)
δx = −Jex(xt−1)T e(xt−1) (1.33)
xt = xt−1 + δx (1.34)
La valeur de λ permet de régler le poids de la descente par rapport à Gauss-
Newton. En général, il est diminué au cours des itérations.
1.2.3 Covariance
La matrice de variance/covariance d’un vecteur aléatoire est définie par :
Cx = E((x− E(x))(x− E(x))T ) (1.35)
= E(xxT )− E(x)E(x)T (1.36)
avec E(x) l’espérance de x.
La matrice de covariance croisée entre deux vecteurs aléatoires est définie par :
Cx/y = E((x− E(x))(y − E(y))T ) (1.37)
= E(xyT )− E(x)E(y)T (1.38)
Des propriétés sont :
1. Cx/x = Cx
2. var(a) = Ca/a
3. Cx/y = CTy/x
4. CAx/By = ACx/yBT
5. Cx est une matrice symétrique positive
L’inverse de la matrice de covariance (si elle existe) est appelé matrice d’in-
formation. C’est elle aussi une matrice définie positive.
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1.2.4 Gaussienne, loi normale et modèle gaussien
Nous notons X ∼ N (X¯, σ2) le fait qu’une variable aléatoire X suit une loi
normale de moyenne X¯ et de variance σ2 et donc sa fonction de densité de prob-
abilité est égale à :
p(x) =
1
σ
√
2pi
e−
(x−X¯)2
2σ (1.39)
De même, nous notons X ∼ N (X¯, Σ) le fait qu’un vecteur aléatoire X suit
une loi normale de moyenne X¯ et de matrice de variance-covariance Σ :
p(x) =
1
det(Σ)
|x|
2 (2pi)
|x|
2
e−
1
2
(x−X¯)TΣ−1(x−X¯) (1.40)
Ellipse d’incertitude
L’ellipse ou ellipsoïde d’incertitude permet de représenter graphiquement les
matrices de covariance des vecteurs aléatoires gaussiens. Pour cela, on utilise la
notion d’intervalle de confiance.
Si x est un vecteur aléatoire gaussien de moyenne x¯ et de covariance Cx, alors
(x− x¯)TC−1x (x− x¯) ∼ χ2|x| avec χ2|x| la loi de χ2 à |x| degrés de liberté (car c’est
une somme de |x| gaussiennes centrées réduites indépendantes).
L’intervalle de confiance définit un intervalle dans l’espace des paramètres
qui correspondent à la probabilité qu’un élément tiré au hasard suivant une loi
donnée soit dans cette zone. Ainsi, l’intervalle de confiance à 90%, pour le vecteur
gaussien x précédemment défini, sera :
(x− x¯)TC−1x (x− x¯) < χ2|x|,0.1 (1.41)
Dans le cas d’un vecteur aléatoire de dimension 3, la valeur du seuil χ2|x|,0.1 peut
être trouvée dans une table et vaut 6.25.
On remarque que l’inégalité 1.41 est l’équation d’un ellipsoïde dont la longueur
des demi-axes est la racine carrée des valeurs propres de χ2|x|,0.1Cx et dont les axes
sont orientés par les vecteurs propres de χ2|x|,0.1Cx.
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1.2.5 Complément de Schur, inversion par bloc et probabilité
Soit une matrice M symétrique 1 inversible. On partitionne M comme suit :
M =
(
U WT
W V
)
(1.42)
Le complément de Schur de V est la quantité SV = U − WV−1WT . Ce complément
est important pour l’inversion des matrices par blocs.
Inversion par bloc Si M est symétrique inversible alors :
M−1 =
(
U WT
W V
)−1
=
(
S−1V −S−1V WTV−1
−V−1WS−1V V−1WS−1V WTV−1
)
(1.43)
Cette formule d’inversion est très utile en pratique si V est de grande dimen-
sion et s’inverse facilement. Dans notre cas, V sera de grande taille et diagonale
par blocs. Ces formules permettent aussi de calculer une partie de l’inverse de la
matrice.
Lois marginales/conditionnelles, et leurs covariances/matrices d’information
Soient deux vecteurs aléatoires a et b tels que :
[ab] ∼ N ([a¯b¯], C[ab]).
Notons :
C[ab] =
(
Ca/a Ca/b
Cb/a Cb/b
)
(1.44)
Loi marginale :
a est une loi marginale de [ab] et donc a ∼ N (a¯, Ca/a). Marginaliser b revient
donc à supprimer les lignes et les colonnes correspondantes à b.
Dans le cas où la matrice d’information Λ[ab] de [ab] est connue, on retrouve
le résultat précédent par le complément de Schur.
Λa = (Λa/a − Λa/bΛ−1b/bΛb/a) = SΛb/b (1.45)
Marginaliser b revient donc à calculer le complément de Schur SΛb/b de Λ[ab].
1. Pour plus de clarté, nous donnons ces résultats pour des matrices symétriques. En effet, bien
qu’ils soient généralisables pour des matrices inversibles quelconques, ils sont uniquement utilisés
pour des matrices symétriques dans le cadre de cette thèse.
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Loi conditionnelle :
la loi de a sachant b en connaissant la loi de [ab] est donnée par :
a|b ∼ N (a¯− Ca/bC−1b/bb¯, Ca/a − Ca/bC−1b/bCb/a) (1.46)
La covariance de la probabilité conditionnelle est donnée par le complément de
Schur SCb/b . La probabilité conditionnelle pour la matrice d’information s’ex-
prime directement : Λa|b = Λa/a. L’information de la loi conditionnelle est don-
née directement en supprimant les lignes et les colonnes de Λ[ab] correspondant à
b.
1.3 Propagation d’erreur
1.3.1 Introduction
La notion d’incertitude est à considérer dès que l’on travaille avec des données
mesurées ou estimées. En effet, la seule donnée de la valeur mesurée peut con-
duire à de mauvaises interprétations ou conclusions. Pour éviter cela, il est néces-
saire de fournir l’incertitude associée à cette donnée. Ceci permet de comparer des
valeurs entre elles ou de tirer des conclusions. Pour cela, la propagation d’incer-
titude est une des solutions utilisées. Ici, nous proposons d’utiliser ces techniques
pour la localisation par vision. De même, fournir une position sans en donner une
incertitude, ne permet d’utiliser ces données de manière optimale. En effet, l’in-
formation de localisation est intéressante intrinsèquement, mais il est difficile de
comparer/fusionner deux résultats sans une incertitude associée. Dans la section
suivante, nous allons voir comment propager l’incertitude dans un système.
1.3.2 Principe
Le but de cette technique appelée propagation d’incertitude ou d’erreur est de
déterminer la statistique des sorties d’un processus en connaissant le modèle de
bruit des données d’entrée.
Cela nécessite de modéliser la distribution de bruit sur toutes les données
du modèle. La plupart du temps, cette modélisation est effectuée de manière
paramétrique, la distribution est assimilée à une loi statistique et définie par ses
moments.
Le problème se pose ainsi :
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– Soit y, les entrées du système, un vecteur aléatoire de moyenne y¯ et de
matrice de variance/covariance Cy.
– Soit x, les variables/données de sortie, un vecteur aléatoire de moyenne x¯
et de matrice de variance/covariance Cx.
– Soit f la fonction modélisant le système et permettant de transformer y en
x.
x = f(y) (1.47)
Connaissant la distribution des variables d’entrée y, il nous faut déterminer la
distribution des variables de sortie x.
Dans toute cette thèse, le modèle gaussien est utilisé pour les distributions
d’entrée et de sortie. Il existe deux grandes familles de méthodes pour résoudre ce
problème :
– Les méthodes de simulation : l’idée générale est de considérer le système
utilisé comme une boite noire. On lui donne plusieurs entrées connues de
manière à déterminer la distribution de sortie. Ces méthodes ont l’avan-
tage d’être "exactes" (pas de développement limité), de ne faire aucune hy-
pothèse sur le modèle et d’être mises en oeuvre simplement. Nous utilis-
erons une méthode de cette famille, la méthode de Monte-Carlo, pour véri-
fier les résultats des méthodes analytiques développées. L’inconvénient de
ces méthodes est le temps de calcul élevé. En effet, il est nécessaire d’ef-
fectuer un nombre important de tirages pour obtenir un résultat fiable et le
temps pour chaque tirage dépend essentiellement du temps de traitement de
f .
– Les méthodes analytiques : elles supposent le modèle du système connu et
s’en servent pour propager analytiquement la distribution d’entrée vers la
distribution de sortie. Ces méthodes ne sont pas forcement exactes car des
approximations sont souvent effectuées pour simplifier les calculs. Cepen-
dant, une fois la formule de propagation établie, elles permettent de très
rapidement propager l’incertitude. Il y a deux inconvénients à cette méth-
ode : le modèle mathématique du système peut être compliqué (non linéaire,
défini implicitement) et l’établissement de la formule de propagation d’in-
certitude est souvent non trivial. De plus, le modèle et les simplifications
utilisés pour établir la formulation de la propagation peut entraîner des er-
reurs importantes. Ici, nous utiliserons une méthode consistant à linéariser
au premier ordre le modèle du système pour effectuer la propagation. Cette
méthode est aussi appelée méthode delta en statistique.
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Méthode de simulation
La méthode de Monte-Carlo présentée ici permet de propager la distribution
d’erreur des variables d’entrée vers les variables de sortie d’une fonction par
échantillonnage.
La méthode de Monte-Carlo peut se résumer en trois points :
1. échantillonner la distribution d’entrée avec N tirages ;
2. appliquer la fonction f sur chaque tirage ;
3. estimer la moyenne et la variance de la distribution de sortie par les méth-
odes standard.
Nous allons maintenant détailler ces trois étapes de l’estimation, illustrées par
les figures Fig. 1.1, Fig. 1.2 et Fig. 1.3.
FIGURE 1.1: Echantillonnage , cas gaussien 1D.
Echantillonage Le but de ce paragraphe est de montrer comment produire un
ensemble de données suivant une loi donnée.
Nous voulons générer un ensemble de N réalisations yi du vecteur gaussien
y tel que y ∼ N (y¯, Cy). Pour cela, nous générons un ensemble de N réali-
sations ui d’un vecteur aléatoire u suivant une loi gaussienne centrée réduite :
u ∼ N (0|y|, I|y|). Nous utilisons la méthode de Box-Muller [10] sur un généra-
teur aléatoire uniforme pour générer les ui.
A partir de u, nous construisons y en effectuant les opérations suivantes :
y = y¯ + C
1
2
y u (1.48)
avec C
1
2
y la racine carré de Cy obtenue par SVD ou par Cholesky.
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FIGURE 1.2: Propagation , cas gaussien 1D.
Propagation Maintenant que nous avons échantillonné la distribution d’entrée,
nous pouvons calculer un échantillonnage de la distribution de sortie. Pour chaque
yi généré, nous calculons son image par la fonction f :
∀i ∈ [1..N ],xi = f(yi) (1.49)
Les xi représentent l’échantillonnage de la distribution de sortie.
FIGURE 1.3: Estimation des paramètres de sortie, cas gaussien 1D.
Estimation des paramètres de la distribution de sortie Nous cherchons main-
tenant à estimer les paramètres de la distribution du vecteur gaussien x.
Pour cela, nous utilisons des estimateurs de la moyenne et de la covariance.
Ainsi :
ˆ¯x =
1
N
∑
i
xi (1.50)
et
Cˆx =
1
N − 1
∑
i
(xi − x¯)(xi − x¯)T (1.51)
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Si x¯ n’est pas connue, nous utiliserons son estimation Eq. 1.50. Ainsi, nous avons
déterminé la loi de la distribution de sortie x en fonction la distribution d’entrée
y.
Méthode analytique
La propagation d’erreur au premier ordre est une méthode permettant de propager
les erreurs des variables d’entrée vers les variables de sortie dans le cas où le mod-
èle du système f est connu, même si celui-ci est non-linéaire ou implicite.
Pour cela, on utilise le développement de Taylor de la fonction f au premier
ordre autour du point étudié (y¯) :
f(y) = f(y¯) + Jy(y − y¯) +O(||y − y¯||22) (1.52)
avec Jfy la jacobienne de f par rapport à y évaluée en y¯. La moyenne est donnée
par :
E(x) = E(f(y))
≈ E(f(y¯) + Jy(y − y¯))
≈ E(f(y¯)) + Jy(E(y)− y¯)
≈ f(y¯) (1.53)
La covariance est donnée par :
Cx/x = Cf(y)/f(y)
≈ Cf(y¯)+Jfy (y−y¯)/f(y¯)+Jfy (y−y¯)
≈ Cf(y¯)/f(y¯) + Cf(y¯)/Jfy (y−y¯)
+CJfy (y−y¯)/f(y¯) + CJfy (y−y¯)/Jfy (y−y¯)
≈ JfyCy−y¯/y−y¯JfyT
≈ JfyCy/yJfyT (1.54)
Et ainsi :
x¯ ≈ f(y¯) (1.55)
Cx ≈ JfyCyJfyT (1.56)
De plus, si [z,y] suit une loi jointe de moyenne [z¯y¯] et de covariance C[zy] =(
Cz/z Cz/y
Cy/z Cy/y
)
et si f ne dépend pas de z (x = f(y)), alors on peut calculer la
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corrélation entre x et z :
Cx/z = Cf(y)/z
≈ Cf(y¯)+Jfy (y−y¯)/z
≈ Cf(y¯)/z + CJfy (y−y¯)/z
≈ JfyC(y−y¯)/z
≈ JfyCy/z. (1.57)
Et ainsi :
C[z,x] =
(
Cz/z Cz/yJ
f
y
T
JfyCy/z J
f
yCy/yJ
f
y
T
)
(1.58)
1.3.3 Linéarisation d’une fonction définie implicitement
Soit f une fonction définie implicitement par :
x = f(y) = arg min
z
(e(y, z)). (1.59)
Le résultat suivant peut être obtenu soit en utilisant le théorème des fonctions
implicites (chapitre 5 de [40]), soit par linéarisation (§5 de [45]). On présente ici
le résultat utilisant le théorème des fonctions implicites :
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– Soit :
– une fonction e : Rm × Rp → R de classe C∞.
– y0 ∈ Rm un vecteur de mesure
– x0 ∈ Rp un minimum local de z 7→ e(y0, z).
– Si
la hessienne H de e par rapport à z est inversible en (y, z) = (y0,x0).
– Alors, il existe :
– un ouvert U ′ de Rm contenant y0
– un ouvert U ′′ de Rp contenant x0
– une fonction f : C∞ de U ′ → U ′′
Tels que :
∀(y,x) ∈ U ′ × U ′′ les deux relations suivantes sont équivalentes :
– “x est un minimum local de z 7→ e(y0, z) par rapport à z”
– “x = f(y)”
De plus nous avons l’expression suivante de la différentielle de f :
∂f
∂y
= −H−1∂Φ
∂y
(1.60)
avec : Φ =
∂e
∂z
T
(1.61)
H =
∂Φ
∂z
(1.62)
Application au cas des moindres carrés :
Dans la suite de cette thèse, nous aurons besoin d’appliquer ce résultat à la
fonction implicite suivante :
x = f(y) = arg min
z
1
2
||y − F (z,p)||22 (1.63)
Dans cette fonction, y est le vecteur des mesures et p est un vecteur de paramètres
de F . Nous allons donc appliquer le résultat précédent à cette fonction pour
obtenir les dérivées de f par rapport à y et p.
Dans un premier temps, nous calculons les dérivées de f par rapport à y avec
un paramètre p constant. La fonction e s’écrit ainsi :
(y, z) 7→ e(y, z) = 1
2
(y − F (z,p))T (y − F (z,p)) (1.64)
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d’où :
Φ =
∂e
∂z
T
= −∂(F (z,p))
∂z
T
(y − F (z,p)) (1.65)
H =
∂Φ
∂z
≈ ∂F (z,p)
∂z
T ∂F (z,p)
∂z
(1.66)
∂Φ
∂y
=
∂
∂y
(
−∂(F (z, p))
∂z
T
(y − F (z,p))
)
(1.67)
= −∂(F (z,p))
∂z
T
(1.68)
On note ici, que pour le calcul du hessien H, nous avons utilisé l’approximation de
Gauss-Newton pour éviter le calcul des dérivées secondes.
Dans la propagation d’erreur, nous aurons besoin de connaître la dérivée de f
par rapport à p. Dans ce cas y est considéré comme constant. Nous appliquons
donc le théorème précédent à la fonction :
(p, z) 7→ e(y, z) = 1
2
(y − F (z,p))T (y − F (z,p)) (1.69)
On obtient :
∂Φ
∂p
=
∂
∂p
(
−∂(F (z,p))
∂z
T
(y − F (z,p))
)
(1.70)
≈ ∂(F (z,p))
∂z
T ∂(F (z,p))
∂p
(1.71)
Pour résumer, nous avons établi les formules suivantes en notation abrégée :
Jfy = (J
F
z
T
JFz )
−1JFz
T
(1.72)
Jfp = −(JFz TJFz )−1JFz TJFp (1.73)
1.3.4 Définition d’une contrainte de jauge
Nous avons vu précédemment que, pour propager la covariance de l’entrée
vers la sortie d’une fonction, nous pouvons linéariser cette fonction au premier
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ordre et que le calcul de la matrice jacobienne est alors nécessaire. Nous avons
ensuite présenté comment calculer ce jacobien dans le cas d’une fonction définie
implicitement. L’existence de la fonction implicite nécessite que le système la
définissant soit entièrement déterminé. Dans le cas contraire, nous ne pourrons
pas définir de covariance.
L’idée ici, dans le cas d’un système indéterminé avec une infinité de solu-
tions, est d’ajouter des contraintes supplémentaires de manière à rendre ce sys-
tème déterminé. Dans le cadre de la propagation d’erreur, ces contraintes seront
appelées contraintes de jauge.
Il est à noter que le choix de la jauge dans laquelle est exprimée l’incerti-
tude est important, car les valeurs et les formes des ellipses d’incertitude varient
fortement suivant ce choix. Pour plus d’information à ce sujet, le lecteur peut se
référer aux travaux de Morris et al. et Kanatani et al. ([77],[78],[58]) qui se sont
attachés à étudier l’influence du choix de la jauge et les techniques permettant de
transformer les incertitudes exprimées d’une jauge dans une autre. Ici, nous nous
contenterons de contraintes triviales qui consistent à figer le nombre nécessaire de
paramètres.
Dans le cas de la reconstruction 3D, la reconstruction est déterminée à une
origine, une orientation et une échelle près. Il est donc nécessaire de fixer 7
paramètres pour obtenir un système entièrement déterminé et l’existence de la
fonction implicite.
Dans le but d’utiliser cette reconstruction pour la localisation par vision, nous
choisirons de fixer les paramètres de la première pose et la coordonnée ayant
le plus varié d’une autre pose (dans notre cas la coordonnée en z de la 10ième
pose). Les covariances seront donc définies par rapport au début de la trajectoire.
Cette contrainte triviale est appliquée simplement en supprimant les lignes ou
les colonnes qui correspondent à ces paramètres dans la matrice jacobienne et la
hessienne. Ainsi, le hessien devient inversible, la jacobienne de rang plein, et la
covariance peut-être calculée.
Plus de détails peuvent être trouvés sur la manière d’imposer des contraintes
plus compliquées dans [102] et [70] pour la reconstruction 3D.
Chapitre 2
Etat de l’art : SLAM et propagation
d’erreur en vision
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Ce chapitre présente un état de l’art sur les techniques de SLAM et de propa-
gation d’incertitude en vision par ordinateur. Une attention particulière est portée
à la localisation par vision monoculaire.
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2.1 Introduction
Dans la suite de ce chapitre, nous détaillerons les techniques utilisées en SLAM
et les différentes approches existantes. Puis dans un second temps, nous verrons
comment la propagation d’erreur peut s’appliquer pour des techniques de vision
par ordinateur.
2.2 localisation et reconstruction simultanées
Les techniques de localisation par vision ont été étudiées depuis longtemps,
de deux points de vues différents, et avec deux vocabulaires différents.
D’un côté, il y a l’approche des roboticiens et celle du SLAM ("Simultaneous
Localisation And Mapping", localisation et cartographie simultanée en français)
dont le but est de localiser un robot dans son environnement sans a priori sur
celui-ci. La carte doit donc être reconstruite en même temps que la position doit
être déterminée. Ce problème a été formalisé dans les années 80 ([95],[81]). De
cette modélisation probabiliste du problème découlent notamment les techniques
utilisant le filtre de Kalman [55]. Il a été montré théoriquement que le problème du
SLAM converge [22] à condition de fermer des boucles dans l’exploration de l’en-
vironnement (cela consiste à observer à nouveau des points de l’environnement
déjà cartographiés) et ainsi à incrémentalement augmenter la précision de la carte.
Historiquement, cette approche fusionne l’information provenant des nombreux
capteurs présents sur les robots ([29],[3]). Avec l’augmentation des puissances de
calcul, les roboticiens se sont intéressés aux caméras et à l’information contenue
dans l’image et ont adapté leurs techniques à la vision.
De l’autre côté, il y a l’approche de la communauté de la vision par ordina-
teur qui s’appuie sur des travaux existants en photogrammétrie. Ici, on parle de
Structure-from-Motion (parfois traduit par stéreo-mouvement). Cette technique
([49],[40]) consiste à reconstruire une scène à partir d’un ensemble d’images
prises depuis une position inconnue, éventuellement avec une caméra non cali-
brée. Le problème est donc similaire à celui du SLAM : il est aussi nécessaire
de déterminer simultanément les positions des prises de vues et l’environnement
sous forme d’une reconstruction dense ou éparse. Le structure-from-motion utilise
fortement les relations géométriques et l’ajustement de faisceaux pour obtenir une
localisation et une reconstruction correcte.
2.2 localisation et reconstruction simultanées 31
2.2.1 Ajustement de faisceau et Full-SLAM
Historiquement, en vision par ordinateur et en photogrammétrie, le but était de
reconstruire l’environnement. L’acquisition des données était faite dans une phase
préalable au traitement (ces méthodes sont dénommées hors-ligne). Les images
provenaient de photographies, et chacune était soigneusement prise pour un ré-
sultat optimum. L’ajustement de faisceau est la technique utilisée pour estimer la
pose des caméras (position et orientation) et la représentation de l’environnement,
et ce, à partir de toutes les mesures 2D. C’est pour cette raison qu’il est aussi
référencé sous le terme full-Slam dans la communauté robotique ([26],[92]).
Puis, pour automatiser le processus de reconstruction, des vidéos sont directe-
ment utilisées plutôt qu’un ensemble épars de photographies. Un prétraitement
est alors utilisé pour sélectionner les images intéressantes [91] (appelées images
clefs).
Des travaux récents ([96],[2],[87]) ont montré que cette technique permet
d’obtenir des reconstructions de très bonne qualité à grande échelle (une ville).
L’ajustement de faisceaux est une technique fortement coûteuse en temps de
calcul et d’espace mémoire, et est le plus souvent inapplicable pour des applica-
tions embarquées. Les méthodes hiérarchiques permettent de réduire le nombre et
la taille des ajustements de faisceaux effectués pour traiter l’ajout d’information
([86],[43]).
Voici des résultats récents en faveur de l’ajustement de faisceaux :
– une comparaison entre les différentes méthodes montre que l’utilisation de
l’ajustement de faisceau donne de meilleurs résultats que le filtre de Kalman
lors de la résolution du problème du SLAM [97].
– l’utilisation de la structure creuse de second niveau permet d’augmenter
fortement les performances des méthodes d’ajustement de faisceaux. Cette
approche a été présentée dans deux articles [52], [63]. Il existe aussi d’autres
méthodes plus anciennes [102] pour exploiter la structure creuse de second
niveau dans l’ajustement de faisceaux (Cholesky avec profil appliqué sur le
système des caméras réduits).
– l’utilisation d’une forme factorisée de la matrice d’information par Dellaert
et al. ([26],[54]) qui permet de calculer et de mettre à jour efficacement la
matrice d’information et d’extraire les covariances nécessaires.
Toutes les méthodes précédentes sont hors-ligne et ne permettent pas de traiter
de longues séquences en temps réel. De nouvelles méthodes de Structure-from-
motion incrémentale sont apparues pour traiter ce cas (Nister [82], Engles et al. [32]
et Mouragnon et al. [80]). Elles se basent sur les outils de la vision, adaptés
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de manière à être utilisés de façon incrémentale et temps réels. Ces techniques
ressemblent aux techniques de lissage ("smoothing") et au filtre informatif [92].
Les méthodes incrémentales ont montré de très bonnes performances et permet-
tent de reconstruire des trajectoires de plusieurs kilomètres ([19],[62]) et elles peu-
vent être couplées avec une méthode de gestion de la carte en tache de fond [60].
Dans le cas de l’ajustement de faisceau, l’incertitude sur les paramètres es-
timés est obtenue par propagation d’erreur. Il est de plus possible d’obtenir cette
incertitude dans le repère que l’on souhaite par l’utilisation des contraintes de
jauge : on peut se référer au papier de Triggs [102] ou à la synthèse bibliographique
proposée par Lhuillier et al. [70]. Il est possible de tenir compte en plus des er-
reurs sur les données celles provenant du calibrage des caméras [1]. L’estimation
de l’incertitude pour l’ajustement de faisceau nécessite l’inversion d’une matrice
de la taille du vecteur de paramètres. Le processus d’estimation de l’incertitude est
donc coûteux. Il est néanmoins possible de tenir compte de la structure particulière
de la matrice pour accélérer les calculs. Par ailleurs, les méthodes incrémentales
ne fournissent pas d’incertitude absolue.
2.2.2 Approches utilisant le filtrage
Contrairement à l’approche précédente, historiquement, les techniques de fil-
trage utilisées en SLAM sont des méthodes en ligne. Le filtre de Kalman est tout
d’abord utilisé dans sa version étendue (EKF). Dans les approches par filtrage
chaque mesure est intégrée au fur et à mesure et l’ensemble des données n’est
pas conservé, mais seulement la valeur courante des paramètres estimés ainsi que
leur covariance. La version duale du filtre de Kalman est le filtre informatif (EIF),
il stocke la matrice d’information plutôt que la matrice de covariance. Il a no-
tamment l’avantage de permettre d’intégrer simultanément plusieurs mesures de
manière efficace.
Toutes ces techniques ont été utilisées pour la localisation par vision en monoc-
ulaire [25],[66] utilisant l’EKF et [38] utilisant l’EIF.
Mais ces approches font des erreurs d’estimation de l’incertitude dues à la
linéarisation autour de l’état courant des fonctions d’observation et du modèle
de mouvement non linéaires utilisés. Ce sont ces erreurs qui peuvent devenir
importantes lorsque l’état devient incertain (covariance importante). Des études
([4],[15]) ont été menées pour comprendre dans quel cas ces phénomènes arrivent.
Trois types d’approches ont été proposées pour réduire les erreurs de linéarisation.
La première technique utilisée est le lissage ("smoothing"). Elle consiste à
ne plus tenir compte uniquement de la position à l’état courant, mais aussi des
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positions précédentes. Cela permet de réduire les erreurs de linéarisation et d’es-
timation [92].
La seconde technique est l’utilisation de particules plutôt qu’une linéarisation
au premier ordre comme pour l’EKF. Elle permet de réduire les erreurs de linéari-
sation et d’adéquation au modèle Gaussien. La méthode utilisant cette technique
est appelée filtre de Kalman sans parfum (UKF). L’UKF à été utilisé en vision
monoculaire dans [17]. Une autre technique dérivée de la méthode de Monte-
Carlo utilise les particules, il s’agit du filtre à particule ([27],[28]). Il est notam-
ment utilisé dans FastSLAM [76], où l’estimation de la trajectoire et celle de la
mise à jour de la carte sont séparées grâce à l’utilisation du théorème de Rao-
Blackwell[14]. Cette idée a été utilisée pour le SLAM visuel monoculaire dans
[30].
La dernière solution est l’approche par carte locale. L’utilisation de sous-cartes
permet en effet de rester dans le domaine de fonctionnement du filtre de Kalman
(où l’incertitude reste faible) et ainsi de limiter les problèmes de consistance [67],
[84] (en vision monoculaire [85]).
Notons que les techniques utilisant le filtrage ont l’avantage de fournir non
seulement les paramètres estimés, mais également leurs incertitudes.
2.2.3 Slam relatif
Contrairement aux deux approches précédentes, ici le paramétrage des poses
des caméras et des points 3D n’est plus effectué dans un repère commun absolu.
Dans les travaux de Sibley et al. [93], l’optimisation se fait via un ajustement
de faisceaux, mais une caméra est paramétrée par la transformation entre cette
caméra et la caméra précédente. De même, les coordonnées des points 3D sont
exprimées dans le repère de la première caméra observant ce point. L’approche
est démontrée sur l’une des plus longues séquences connues en SLAM (142km).
Cette approche apporte également une solution élégante à la résolution de l’opti-
misation après une fermeture de boucle.
Ici on trouve aussi les méthodes qui construisent un graphe de poses puis les
optimisent ([61],[98]).
Les positions réelles (non relative) des éléments peuvent être retrouvées, no-
tamment en utilisant les techniques de relaxation de graphe de pose, par exemple
la méthode de [44]. Ici, l’incertitude relative à un repère absolu (par exemple celui
de la première caméra) est représentée par une chaîne d’incertitudes locales. L’in-
certitude globale peut être recalculée à partir de la chaîne, par exemple, avec la
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méthode de Smith et al. [94].
2.3 Propagation d’erreur en vision 3D
La propagation d’incertitude a été très utilisée dans tous les domaines. Un
guide ISO [7] a été publié pour faciliter l’utilisation de ces techniques. On retrouve
l’utilisation de ces techniques dans toutes les autres communautés proches de la
vision par exemple en géométrie [103] ou en imagerie médicale [41]. Elles sont
très importantes en photogrammétrie et en métrologie : par exemple [21] où l’on
cherche à connaître la précision des mesures effectuées dans l’image ou la qualité
du modèle 3D reconstruit [18].
Dans le domaine de la vision, les travaux de Faugeras [40], Haralick [45],
Kanatani [56] ont popularisé ces techniques. Il est ici à noter que l’estimation
de l’incertitude est souvent effectuée en utilisant la propagation d’incertitude dans
l’estimateur, qui est dans la plupart des cas un estimateur au maximum de vraisem-
blance ou aux moindres carrés. De plus, les processus d’estimation sont souvent
chaînés, la sortie du premier devenant l’entrée d’un processus de plus haut niveau.
Pour estimer l’incertitude, la propagation d’erreur sera aussi chaînée et il faut faire
attention ici aux corrélations existantes entre les éléments.
Voici deux exemples.
Matrice fondamentale La propagation d’incertitude est d’abord utilisée pour
les éléments de base comme la détection et l’extraction des primitives 2D : par
exemple, pour l’extraction de points d’intérêt [13] ou des lignes, cercles et el-
lipses [104].
A partir des correspondances entre points d’intérêt, il est ensuite possible d’es-
timer la matrice fondamentale ou la matrice essentielle.
Les travaux de Csurka et al. [23] utilisent la propagation d’erreur pour estimer
l’erreur effectuée sur la matrice fondamentale à partir de correspondance 2D/2D
dans le cas d’une estimation par minimisation non linéaire. Cette incertitude a
aussi été estimée pour d’autres algorithmes et paramétrisations ([100],[99],[106]).
Plusieurs applications découlent de la connaissance de cette incertitude :
– tout d’abord, cette incertitude fournit un moyen de comparer les différentes
méthodes d’estimation existantes (Zhang et al. [105], Engles et al. [31]) ;
– ensuite elle permet d’améliorer la mise en correspondance (brandt et al. [12])
en tenant compte de cette incertitude dans le cas où la transformation entre
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les caméras est connue, mais imprécise (par exemple dans le cas d’une paire
stéréo)
– enfin et surtout, elle permet d’estimer la qualité de l’estimation du mouve-
ment de la caméra [101].
Calcul de pose Les travaux de Royer et al. [89], permettent d’estimer l’incer-
titude de la pose de la caméra. Contrairement au cas précédent, la caméra est
relocalisée à partir d’un nuage de points 3D préalablement reconstruit. Cet article
présente une manière de calculer l’incertitude de la pose de la caméra à partir du
nuage de point 3D et leur covariance. Ces covariances doivent être préalablement
évaluées. L’article propose et compare 4 méthodes plus ou moins approchées pour
effectuer ce calcul de manière efficace.
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Chapitre 3
Ajustement de faisceaux global
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Ce chapitre présente une description de l’ajustement de faisceaux. Il intro-
duit une formalisation mathématique de celui-ci et de la propagation d’erreur
associée. Bien qu’il n’y ait aucune contribution sur cette méthode, les notions
introduites ici sont essentielles à la bonne présentation et compréhension des
méthodes d’ajustement de faisceaux locaux que nous allons présenter dans les
chapitres suivants.
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FIGURE 3.1: Exemple d’utilisation d’un ajustement de faisceaux pour la recon-
struction de scène 3D. A gauche la reconstruction avant ajustement de fais-
ceaux. A droite après l’ajustement. Cette image a été présentée par Yekeun Jeong
et al. [52].
3.1 Introduction
L’ajustement de faisceaux est une technique provenant de la photogrammétrie
qui est utilisée pour réduire le bruit et les incohérences géométriques dans une
reconstruction 3D (voir figure 3.1). Il fut introduit dans le domaine de la vision
dans les années 90. Depuis, il a été fortement utilisé et reste encore aujourd’hui
étudié pour en améliorer les performances. Pour les différentes techniques d’im-
plémentation et d’utilisation, le lecteur pourra se référer à Triggs et al. [102] ou
pour un état des travaux récents dans ce domaine à Yekeun Jeong et al. [52].
L’ajustement de faisceaux permet de raffiner conjointement un ensemble de
paramètres géométriques. Deux types de paramètres sont pris en considération :
– tout d’abord, l’ensemble des paramètres permettant de définir les caractéris-
tiques du/des capteurs observant la scène au cours du temps. Ces paramètres
sont composés de la position et de l’orientation, habituellement appelé pose,
du ou des capteurs au cours du temps (paramètres extrinsèques) et des
paramètres de calibrage inhérent à ces capteurs qui définissent la manière
dont ils observent le monde (paramètres intrinsèques).
– ensuite, l’ensemble des paramètres de la scène pouvant être constitué d’un
ensemble de primitives plus ou moins complexes (points 3D, lignes ...) ou
d’une surface paramétrée (maillage) dans le cas d’une reconstruction dense.
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FIGURE 3.2: L’ajustement de faisceaux cherche à minimiser l’erreur entre les fais-
ceaux 3D (en vert) et 2D (en bleu). L’erreur utilisée est soit directement l’erreur
angulaire (dα), soit l’erreur 3D (d3D) ou plus classiquement l’erreur de reprojec-
tion dans l’image (dr). Dans cette thèse, s, m, c sont respectivement un point 3D,
un point 2D, une caméra et la fonction de projection est notée P .
Le nom ajustement de faisceaux vient du critère utilisé. En effet, il cherche à
ajuster au mieux deux ensembles de rayons. Le premier est l’ensemble des rayons
partant des primitives 3D et passant par le centre optique de la caméra. Le second
est l’ensemble des rayons partant du centre optique de la caméra et passant par les
primitives 2D (voir Fig.3.2).
Il existe plusieurs manières de mesurer l’adéquation entre ces deux faisceaux
de rayons. Il est possible de mesurer l’angle entre les deux rayons. Cette erreur est
utilisée dans le cas des modèles génériques de caméra [69]. Plus classiquement,
dans le cas d’une caméra suivant un modèle sténopé, l’erreur de reprojection est
utilisée. Elle a l’avantage d’être directement mesurable dans l’image [49]. Dans
le cas de point 3D, l’erreur sera la distance euclidienne dans l’image entre la
projection de la primitive 3D dans l’image et une observation de cette primitive
par le capteur. Il est aussi possible de tenir compte de l’information photométrique
[20]. Dans notre cas, nous nous intéresserons à la solution minimisant une erreur
2D image. Ainsi, conjointement, dans un même processus, le nuage de points 3D
et un ensemble de poses de caméras vont être optimisés.
Cette optimisation est réalisée en minimisant l’erreur de reprojection entre le
point 2D, observation du point 3D dans l’image, et la reprojection de ce point par
la fonction de projection du capteur utilisé.
Cette erreur de reprojection s’écrit (voir figure 3.2) :
dr = ||m− P (c, s)||2 (3.1)
Cette erreur sera minimisée pour chaque couple caméra/point 3D dont une ob-
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FIGURE 3.3: Exemple d’optimisation par AFG, présentant graphiquement les
variables utilisées.
servation 2D a été trouvée dans l’image. Pour que le système soit suffisamment
contraint, il est nécessaire d’avoir au minimum 3 observations de points 3D par
caméra et d’avoir au minimum deux observations par point 3D. En pratique, ces
chiffres sont largement dépassés, et le problème est alors surcontraint : on dispose
de moins d’inconnues que d’équations. Une solution consiste à résoudre ce prob-
lème aux moindres carrés. Notons que la fonction de projection est non linéaire. Il
nous faut donc maintenant résoudre un problème d’optimisation de type moindre
carré non linéaire.
Dans la suite de ce chapitre, nous allons tout d’abord formaliser l’ajustement
de faisceaux (§3.2), puis montrer comment utiliser la structure creuse pour ré-
soudre le problème d’optimisation de façon efficace (§3.3). Dans un second temps,
nous allons modéliser les erreurs sur les données d’entrée que sont les points 2D
(§3.4). Et enfin, nous montrerons comment est obtenue l’incertitude sur les poses
et les points 3D à partir de la modélisation effectuée précédemment (§3.5).
3.2 Formulation
Nous allons maintenant formaliser l’ajustement de faisceaux global (les fonc-
tions et variables comportent un g pour les différentier des ajustements de fais-
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ceaux définis par la suite). La figure 3.3 présente graphiquement les variables
utilisées.
Pour un ensemble de points 3D s et de caméras c, mi,j est le point 2D obser-
vation du point 3D sj dans la caméra ci. La projection de sj dans ci est P (ci, sj)
On regroupera l’ensemble des observations mi,j dans m. Mg est l’ensemble des
couples (i, j) tel que mi,j existe.
On va donc minimiser la fonction de coût :
(c, s) 7→
∑
(i,j)∈Mg
||mi,j − P (ci, sj)||22 = ||m− F g(c, s)||22 (3.2)
De manière à obtenir une notation plus compacte, on définit y = m, x = [c s].
Avec ces notations, la fonction ajustement faisceaux global f g peut se réécrire de
la manière suivante :
f g(y) = arg min
x˜
||y − F g(x˜)||22 (3.3)
En pratique, dans les applications réelles, le nombre de caméras et de points
3D peut devenir conséquent. Effectuer cette minimisation avec ces tailles im-
portantes reste la première difficulté de l’ajustement de faisceaux global. Dans
le cadre de l’application visée, les ordres de grandeur pour les dimensions des
vecteurs sont les suivantes. Pour une trajectoire de 400 m soit une séquence vidéo
de 2700 images, le système reconstruit 384 poses de la caméra, 16365 points 3D,
à partir de 74236 points 2D. Nous obtenons donc |y| = 74236 × 2=148472,|x| =
6× 384+3× 16365 = 51399.
3.3 Résolution du système creux
La minimisation du problème non linéaire formulé précédemment sera effec-
tuée grâce à l’algorithme de Levenberg-Marquard (§1.2.2). Dans cette section,
nous détaillons le calcul de la jacobienne et la méthode de résolution du système.
Pour obtenir plus de détail sur un point particulier, le lecteur pourra se référer à
[102].
La minimisation du problème par l’application de l’algorithme de Levenberg-
Marquard conduit à résoudre le système suivant :(
JF
g
x
T
JF
g
x + λI|x|
)
δx = J
F g
x
T
e (3.4)
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FIGURE 3.4: Structure de la matrice Jacobienne
avec JF gx la matrice jacobienne de F
g par rapport à x, JF gx
T
JF
g
x une matrice de
taille |x|×|x|, δx le vecteur d’incrément des estimées contenant 6|c|+3|s| valeurs,
e = y − F g(x) le vecteur des erreurs de reprojection.
Dans le cadre de l’ajustement de faisceaux, le terme λI|x| est souvent remplacé
par λdiag(JF gx
T
JF
g
x ). Avec diag(X) tel que
{ ∀i 6= j, diag(X)i,j = 0
∀i, diag(X)i,i = Xi,i
Nous allons utiliser le fait que la Jacobienne de la fonction de coût est creuse
pour nous permettre de réduire le temps de calcul des matrices et de résolution du
système, ainsi que l’occupation mémoire. En effet, une observation correspond à
deux lignes de la matrice jacobienne, soit à la reprojection d’un point 3D dans une
caméra. La jacobienne a donc une structure par blocs (2 × 6 et 2 × 3) où pour
chaque observation (2 lignes), un bloc 2× 6 pour les paramètres de caméra et un
autre bloc 2× 3 pour les 3 paramètres de point 3D sont non nuls (voir Fig. 3.4).
De par cette propriété de JF gx , l’approximation de la Hessienne H =
(
JF
g
x
T
JF
g
x
)
a aussi une structure creuse (voir Fig. 3.5). La partie caméra U est une matrice di-
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FIGURE 3.5: Structure de l’approximation de la Hessienne
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agonale par blocs 6× 6 et la partie point 3D V est une matrice diagonale par blocs
3× 3. La partie restante W est constituée de blocs 3× 6.
En utilisant ce fait, pour limiter l’espace mémoire utilisé, il n’est plus néces-
saire de stocker JF gx qui est une matrice de grande taille. Bien qu’il soit toujours
nécessaire de calculer tous les éléments non nuls de JF gx , il est possible de stocker
uniquement JF gx
T
JF
g
x et J
F g
x
T
e (soit |x| × |x|+|m| plutôt que |x| × |m| valeurs).
De plus, sans perdre en généralité, nous supposons dans la suite que le nombre
de points 3D est grand devant le nombre de caméras (dans le cas contraire, on
inverse le rôle des points 3D et des caméras dans la résolution du système).
En tenant compte de la structure des matrices, on réécrit le système sous cette
forme en séparant la partie caméra de la partie structure :(
U WT
W V
)(
δc
δs
)
=
(
bc
bs
)
(3.5)
avec U le bloc caméra, V le bloc point 3D et W le bloc contenant les interactions
entre points 3D et caméras de H augmentée (la pondération ajoutée par le terme
λdiag(H) ne change pas la structure du système) ; δc la partie caméra et δs la partie
point 3D de δx, bc la partie caméra et bs la partie point 3D de JF
g
x
T
e.
Pour pouvoir utiliser efficacement la structure des matrices, le système va être
résolu en deux temps comme dans [102]. Pour cela, la partie caméra est découplée
de la partie structure en prémultipliant le système précèdent par
(
I −WTV−1
0 I
)
.
(
U− WTV−1W 0
W V
)(
δc
δs
)
=
(
bc − WTV−1bs
bs
)
(3.6)
Comme V est diagonale par blocs, V−1 est la matrice diagonale des inverses des
blocs, qui se calculent rapidement.
Dans un premier temps, nous nous intéressons à la résolution de la première
partie du système qui correspond aux caméras de la reconstruction :
(U− WTV−1W)δc = bc − WTV−1bs (3.7)
Notons que ce système à une taille réduite (|c|) seulement proportionnelle au nom-
bre de caméras. La matrice étant symétrique définie positive, la décomposition de
Cholesky est utilisée pour transformer le système en systèmes triangulaires. Enfin,
les deux systèmes triangulaires obtenus sont résolus. Dans un second temps, une
fois la partie caméra (δc) déterminée, il est possible de résoudre la seconde partie
du système :
δs = V
−1(bs − Wδc) (3.8)
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Le coût de la résolution de ce deuxième système est très réduit puisque V−1 a déjà
été calculée.
3.4 Modèle de bruit
Dans cette section, nous décrivons la modélisation du bruit sur les primitives
2D. Ce point est important, car il nous permettra dans la section suivante d’estimer
l’erreur effectuée sur la reconstruction à partir de la modélisation posée dans cette
section.
Les primitives 2D extraites à partir des images sont les données inhérentes à
l’estimation de la structure et des poses de caméra. L’erreur effectuée sur le cal-
cul de la position des caméras et des points 3D provient donc intégralement de
l’erreur effectuée à la détection des primitives. Cette erreur est la superposition de
divers phénomènes : d’abord des erreurs dues à la formation de l’image elle-même
(bruit du capteur, d’échantillonnage, de quantification), à l’extraction des primi-
tives (manque de répétabilité, erreur due au changement de point de vue, manque
de résolution de l’image) enfin à la modélisation du capteur (modèle sténopé,
paramètres intrinsèques et correction de la distorsion). Dans cette thèse, nous ne
considérons pas les bruits venant de la modélisation du capteur.
Le modèle choisi pour caractériser l’erreur sur les points 2D est un bruit blanc
Gaussien. Le bruit peut être estimé de plusieurs façons :
1. fixé comme un a priori ;
2. évalué à partir du détecteur de points d’intérêts ;
3. évalué à partir de la reconstruction 3D.
Le cas 1. est l’hypothèse la plus simple : la valeur du bruit est fixée grâce à un
a priori connu. Cette constante peut être le résultat d’un processus d’apprentissage
ou inférée à partir d’une étude expérimentale préalable.
Dans le cas 2., le processus de détection des points dans l’image est modélisé.
Cette approche est développée plus en détail dans [13] et [57].
Enfin, dans le cas 3., il est possible aussi d’estimer la précision de la localisa-
tion des points 2D grâce au résidu de l’optimisation par ajustement de faisceaux.
Ici, nous avons choisi d’estimer le bruit à partir de l’erreur de reprojection
résiduelle (cas 3). Nous allons maintenant décrire l’estimation des paramètres de
ce bruit. L’hypothèse de bruit blanc gaussien choisi précédemment permet d’écrire
que :
m ∼ N (m¯, σ¯2I|m|) (3.9)
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La fonction de densité de probabilité associée D est :
D : m 7→ 1
(2piσ¯2)
|m|
2
e−
1
2σ¯2
||m−F g(c¯,s¯)||22 (3.10)
Nous cherchons à estimer le paramètre σ2 de cette distribution conjointement
avec les paramètres géométriques c, s. Nous allons les estimer au maximum de
vraisemblance (cf §1.2.1).
L’estimateur (σˆ2,cˆ, sˆ) au maximum de vraissemblance de (σ¯2,c¯,s¯) minimise
−ln(D) et doit donc annuler les dérivées de −ln(D).
Notons que−ln(D) est minimum implique que (cˆ,sˆ) minimise (c, s) 7→ ||m−
F g(c, s)||2, donc (cˆ,sˆ) est le résultat de l’ajustement de faisceaux global.
Maintenant, nous recherchons σˆ2 annulant la dérivée de la fonction σ2 7→
−ln(D). Nous obtenons :
σˆ2 =
∑
(i,j)∈M ||mi,j − F g(cˆ, sˆ)||22
|m| (3.11)
Ici on utilisera plutôt l’estimateur non biaisé de σ comme proposé dans [70] :
σˆ2 =
∑
(i,j)∈M ||mi,j − F g(cˆ, sˆ)||22
|m| − (|c|+ |s| − 7) (3.12)
Le dénominateur est corrigé de manière à prendre en compte le nombre réel
de données utilisées. On enlève donc au nombre de données utilisées |m| le nom-
bre de paramètres indépendants pour paramétrer la géométrie, soit 6 par pose de
caméra plus 3 par points 3D, auxquels on enlève les 7 paramètres (3 pour la
translation, 3 pour la rotation, et 1 pour l’échelle) permettant de fixer la jauge
(cf.§1.3.4).
3.5 Propagation d’erreur
Nous allons maintenant propager le bruit tel que défini en section 3.4 dans
l’ajustement de faisceaux global (défini en section 3.2).
Le but de cette étape est d’estimer l’impact de l’erreur des variables d’entrée
sur les variables de sortie du système. Pour l’AFG, les variables d’entrée sont les
points 2D détectés dans les images et les variables de sortie sont les poses de
caméras et la position des points 3D (voir fig.3.6).
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FIGURE 3.6: Entrée/sortie du système ajustement de faisceaux global
Nous avons vu précédemment que l’ajustement de faisceaux s’écrit comme
l’application de la fonction f g sur l’ensemble des points 2D. Un développement
de Taylor à l’ordre 1 est effectué pour linéariser la fonction autour du point y¯.
Cette approximation de la fonction f g est :
y 7→ f g(y¯) + Jfgy (y − y¯) +O(||y − y¯||22). (3.13)
La jacobienne de la fonction implicite f g est calculée comme défini dans §1.3.3
et est égale à :
Jf
g
y =
(
JF
g
x
T
JF
g
x
)−1
JF
g
x
T
. (3.14)
On note ici que la jacobienne devrait être calculée en x¯. Cette valeur étant
inconnue, la jacobienne Jfgy sera calculée en x.
Pour pouvoir inverser la matrice JF gx
T
JF
g
x , la jauge a été fixée comme définie
§1.3.4.
Maintenant, l’incertitude des points 2D est propagée pour obtenir l’incertitude
sur la reconstruction :
Cx = Cfg(y) ≈ Cfg(y¯)+Jfgy (y−y¯) (3.15)
≈ C
J
fg
y (y−y¯) (3.16)
≈ Jfgy CyJf
g
y
T
. (3.17)
Si le bruit sur les points 2D est modélisé par une Gaussienne de moyenne m¯
et de covariance σ2I|m| identique pour tous les points (m ∼ N (m¯, σ2I|m|)), alors
Cy = σ
2I|m| et le calcul de la covariance se simplifie en :
Cx = σ
2
(
JF
g
x
T
JF
g
x
)−1
. (3.18)
Ces hypothèses permettent un calcul plus rapide de la covariance associée à la
reconstruction. Pour accélérer les calculs, comme pour la minimisation, la jaco-
bienne n’est pas conservée, et seuls les éléments non nuls de JF gx
T
JF
g
x sont éval-
ués. Contrairement à JF gx
T
JF
g
x , son inverse
(
JF
g
x
T
JF
g
x
)−1
est une matrice pleine.
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Cependant, il est possible de tenir compte de la structure de JF gx
T
JF
g
x pour dimin-
uer la complexité de l’inversion. Nous avons vu précédemment (section 3.3) que
grâce à sa structure particulière, la matrice approximation de la matrice Hessienne
peut se découper de la manière suivante :(
JF
g
x
T
JF
g
x
)
=
(
U WT
W V
)
(3.19)
avec U et V des matrices diagonales par blocs respectivement 6× 6 et 3× 3. Cette
matrice peut maintenant s’inverser par blocs (voir §1.2.5) :(
JF
g
x
T
JF
g
x
)−1
=
(
Z YT
Y X
)
(3.20)
avec
Z = (U− WTV−1W)−1, (3.21)
Y = −V−1WZ (3.22)
et X = V−1 + V−1WZWTV−1. (3.23)
Ainsi, on réduit la complexité de l’inversion de
(
JF
g
x
T
JF
g
x
)
qui était au départ
de O((|c|+ |s|)3) si on ne tient pas compte de la structure creuse de la matrice en
O(|c||s|2 + |c|3).
Notons que grâce à cette technique, il est possible de limiter l’estimation de la
covariance à la partie caméra uniquement (σ2Z). Ceci permet de réduire fortement
le temps d’estimation si la covariance de la structure 3D ne nous intéresse pas.
La présentation de l’ajustement de faisceaux global et de la propagation d’er-
reur associée qui vient d’être détaillée va nous permettre maintenant de décrire les
ajustements de faisceaux locaux ainsi que la propagation d’erreur associée.
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3.6 Résumé de l’ajustement de faisceau global
Les entrées/sorties :
Ensemble des observations utilisées : M
Les données y = m : l’ensemble des points 2D.
Les estimés x = [cs] : l’ensemble de toutes les caméras et tous les points 3D.
Ajustement de Faisceau Global :
Fonction de projection pour l’ajustement de faisceaux global :
F g(c, s) = [. . . P (ci, sj) . . .], ∀(i, j) ∈M,
Fonction ajustement de faisceaux global :
f g(y) = arg min
x˜
||y − F g(x˜)||22
Covariance de l’ajustement de faisceaux global :
Si les points 2D suivent un bruit blanc gaussien de variance σ2, y = m ∼
N (m¯, σ2I|m|) :
Cx = σ
2
(
JF
g
x
T
JF
g
x
)−1
= σ2H−1
50 CHAP. 3 : AJUSTEMENT DE FAISCEAUX GLOBAL
Chapitre 4
Ajustement de faisceaux local
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Ce chapitre présente, dans un premier temps, l’expression de l’Ajustement de
Faisceaux Local tel qu’il fût introduit pendant la thèse d’Etienne Mouragnon [79].
Dans un second temps, nous développons nos travaux concernant la propagation
d’erreur associée à cet ajustement de faisceaux. Ces travaux ont fait l’objet des
publications suivantes ([33],[35],[34]).
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4.1 Introduction
Les méthodes d’ajustement de faisceaux global (AFG) sont particulièrement
adaptées dans le cadre de la reconstruction 3D hors ligne 1, par exemple pour la
reconstruction d’objets, de bâtiments, de villes. Dans ce cas, le temps de traitement
n’est pas très contraignant. De plus, l’absence de contrainte embarquée permet
toujours, si nécessaire, d’augmenter les ressources matérielles disponibles pour
diminuer les temps de traitement.
Les travaux présentés ici sont appliqués à la localisation et la reconstruction
simultanée. Il s’agit de localiser en temps réel une caméra mobile tout en re-
construisant son environnement. La contrainte temps est forte. En effet, on doit
être capable de fournir la position de la caméra avant que celle-ci ait changée de
manière significative. C’est cette contrainte qui définit notre notion de temps réel.
En environnement urbain, le véhicule est limité à une vitesse de 50 km/h, soit 13
m/s. Afin de garantir une précision suffisante, il est nécessaire que le temps de
traitement reste inférieur à 100 ms entre le moment où l’image est acquise et le
moment où le processus de localisation fournit sa donnée.
Dans ce cadre, l’AFG ne permet pas, à tout instant, de répondre à cette prob-
lématique. En effet, la complexité de l’AFG s’exprime en fonction du nombre
de points 3D et du nombre de caméras. Ces deux nombres augmentant avec le
temps de façon quasi linéaire, le temps de calcul va croître de façon cubique et
rapidement atteindre les limites acceptables en termes de temps de calcul.
En 2006, Mouragnon et al. [80] et Engels et al. [32] présentent une nou-
velle approche du problème d’estimation de la position en utilisant l’ajustement
de faisceaux. Celle-ci permet de réduire les temps de calcul garantissant le temps
réel tout au long de la séquence et en conservant les performances de l’ajustement
de faisceaux global. Cette méthode part du principe que toutes les caméras n’ont
pas besoin d’être raffinées à chaque itération : les anciennes caméras du début de la
trajectoire profitent peu des nouvelles données et restent proches de leur position
précédente. Ainsi, dans les ajustements de faisceaux locaux, seulement une partie
des caméras et du nuage de points 3D, concernés par les observations courantes,
vont être optimisés.
Mouragnon et al. proposent d’utiliser une fenêtre glissante deN caméras et de
se limiter à ce nombre de caméras pour effectuer l’optimisation. Comme présenté
dans la figure 4.1, les N caméras sont séparées en deux groupes.
Le premier est le groupe des caméras optimisées et contient les n dernières caméras.
1. en temps différé par rapport à l’acquisition
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FIGURE 4.1: Exemple d’optimisation par AFL, présentant graphiquement les vari-
ables utilisées
Le second est le groupe des caméras qui servent de contraintes et contient N − n
caméras. Ce dernier n’est pas optimisé, mais les observations détectées dans ces
images sont considérées pour l’optimisation des points 3D associés. Seuls les
points 3D qui ont au moins une observation détectée dans les caméras optimisées
sont conservés dans l’AFL. Cette méthode permet une réduction de la complex-
ité, et donne la possibilité d’effectuer un ajustement incrémental efficace sur de
longues séquences. Malheureusement, aucune incertitude associée à la localisa-
tion n’est fournie. Cette lacune empêche la fusion optimale des données de lo-
calisation provenant de l’algorithme de SLAM visuel avec d’autres données ex-
térieures. Dans ce chapitre, nous présenterons notre méthode pour pallier ce prob-
lème.
Nous allons maintenant formaliser cet ajustement de faisceaux local.
4.2 Formulation
Dans ce paragraphe, nous écrivons la fonction de coût de l’ajustement de fais-
ceaux local à l’instant t en utilisant des notations similaires à celles de l’ajustement
de faisceaux global (nous utiliserons l’exposant l pour les différencier de celle de
l’ajustement de faisceaux global).
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L’ensemble des caméras de la fenêtre glissante est partitionné en deux vecteurs :
co = [ct−n+1, . . . , ct] le vecteur des caméras optimisées correspondant au temps
[t − n + 1 . . . t] et p = [ct−N+1, . . . , ct−n] est le vecteur des paramètres de l’a-
justement de faisceaux local (les caméras fixes qui ne seront pas optimisées) cor-
respondant au temps [t−N + 1, . . . , t− n].
L’ensemble des observations conservées par la fenêtre glissante sont les ob-
servations dans les caméras de la fenêtre glissante des points 3D optimisés :
Ml = {∀(i, j) ∈M/t−N < i ≤ t,∃i0, (i0, j) ∈M & t− n < i0 ≤ t} (4.1)
On notera y le vecteur des observations qui contiendra ces points 2D.
y = [. . .mi,j . . .], ∀(i, j) ∈Ml (4.2)
Nous allons donc chercher à optimiser l’ensemble des caméras co et les points
3D observés par elles. Ces paramètres seront regroupés dans le vecteur des paramètres
estimés x :
x = [co| . . . sk . . .], k ∈ {j/∃i, (i, j) ∈Ml} (4.3)
La fonction de projection F l est :
F l : [p,x] 7→ [. . . P (ci, sj, . . .)], ∀(i, j) ∈Ml (4.4)
La fonction f l va pouvoir s’écrire sous une forme succincte :
f l(p,y) = arg min
x˜
∣∣∣∣y − F l(p, x˜)∣∣∣∣2
2
(4.5)
Sous forme développée, f l(p,y) minimise :
x˜ 7→
∑
(i,j)∈Ml
t−N<i≤t−n
||mi,j − P (ci, s˜j)||22
+
∑
(i,j)∈Ml
t−n<i≤t
||mi,j − P (c˜i, s˜j)||22 (4.6)
Dans la pratique, n = 3 etN = 10 sont souvent choisis. A titre d’exemple, sur
les séquences réelles d’un véhicule se déplaçant en ville, il y a en moyenne 213
points détectés dans chaque image dont environ 200 ont une correspondance 3D,
ce qui se traduit par des vecteurs de dimensions suivantes : |y| = 10× 200× 2 =
4000, |p| = 7× 6 = 42, |x| = 3× 6 + 200× 3 = 618.
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FIGURE 4.2: Entrées/sorties de l’Ajustement de faisceaux local
4.3 Propagation d’erreur
4.3.1 Différence par rapport à l’ajustement de faisceaux global
Contrairement à l’ajustement faisceaux global, l’ajustement de faisceaux local
est un processus itératif. On va réestimer à chaque itération la valeur des dernières
caméras (co) à partir d’un ensemble de caméras considérées comme fixes (p).
Maintenant, le vecteur d’entrée ne contient plus non seulement l’ensemble des
points 2D vus dans les images, mais aussi cet ensemble de caméras fixes (cf
Fig.4.2). Nous avons deux possibilités :
1. nous déclarons les caméras fixes comme parfaitement connues et dans ce
cas leur incertitude sera nulle. Nous utiliserons alors la méthode standard
d’inversion de la matrice hessienne et cette mesure représentera l’incertitude
locale des nouvelles caméras par rapport aux anciennes.
2. Nous tenons compte de l’incertitude des caméras fixes qui par ailleurs devra
être estimée au préalable. Et ainsi, nous propageons l’erreur itérativement
depuis le début de la trajectoire. L’objectif est d’obtenir une covariance sim-
ilaire à celle que nous fournit la propagation d’incertitude dans un AFG
appliqué à toute la trajectoire déjà reconstruite.
Nous allons maintenant décrire le modèle de bruit associé aux entrées et montrer
comment nous tenons compte de l’incertitude des caméras fixes dans la propaga-
tion.
4.3.2 Hypothèses et modèles de bruit
Le système possède donc deux types de variables d’entrée dont il est néces-
saire de modéliser le bruit : les points 2D vus dans les différentes caméras et les
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poses des caméras fixes.
Pour les points 2D, les hypothèses d’indépendance et de même variance sont
conservées :
m ∼ N (m¯, σ2I|m|). (4.7)
L’incertitude des caméras fixes est modélisée par une gaussienne. L’indépen-
dance entre les différentes poses ne peut être supposée, car l’estimation de la pose
d’une caméra est intrinsèquement liée à la position des caméras précédentes en
raison du processus itératif. Ainsi :
p ∼ N (p¯, Cp). (4.8)
De plus, il existe une relation entre les points 2D déjà utilisés pour la localisation
et les caméras déjà localisées. Pour cela, deux modélisations sont utilisées pour
prendre en compte les interactions entre les points 2D m et les caméras p.
– La première prend en compte l’ensemble des interactions entre les caméras
et les points 2D (§4.3.4). Elle sera dénommée "avec corrélation" dans la
suite de ce mémoire.
– La seconde suppose l’indépendance entre les points 2D et les caméras (§4.3.5)
et sera dénommée "avec indépendance". Cette seconde modélisation est une
assertion forte. En effet, les poses des caméras étant estimées à partir des
points 2D, nous pouvons difficilement supposer que ces deux termes sont
indépendants.
Nous allons maintenant présenter la propagation d’erreur pour l’ajustement de
faisceaux local pour les deux modélisations que nous venons de décrire.
4.3.3 Covariance résultante
La fonction d’ajustement de faisceaux local est linéarisée pour pouvoir propager
la covariance dans le système. La fonction f l est pour cela approximée par son
développement de Taylor au premier ordre au point [y¯p¯] : yp
f l(p,y)
 =
 y¯p¯
f l(p¯, y¯)
+
 I|y| 0|y|×|p|0|p|×|y| I|p|
Jf
l
y J
f l
p
(y − y¯
p− p¯
)
. (4.9)
La jacobienne de la fonction implicite f l(Eq. 4.6) est calculée comme définie
dans la section §1.3.3 et est égale à :
Jf
l
y =
(
JF
l
x
T
JF
l
x
)−1
JF
l
x
T
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Jf
l
p = −
(
JF
l
x
T
JF
l
x
)−1
JF
l
x
T
JF
l
p . (4.10)
De la section précédente (§4.3.2), nous savons que :
[mp] = [yp] ∼ N ([y¯p¯], C[yp]). (4.11)
En propageant ce bruit en utilisant les équations Eq.4.9 et Eq.4.10, nous obtenons :
[ypx] ∼ N ([y¯p¯x¯], C[ypx]) (4.12)
avec sa covariance
C[ypx] =
 I|y| 0|y|×|p|0|p|×|y| I|p|
Jf
l
y J
f l
p
C[yp](I|y| 0 Jf ly T
0 I|p| Jf
l
p
T
)
. (4.13)
4.3.4 Cas avec corrélation
Dans cette section, la propagation d’incertitude est détaillée dans le cas où l’on
conserve la corrélation entre les points 2D et les caméras précédemment estimées.
La corrélation existe seulement entre les caméras déjà estimées en utilisant les
points 2D déjà observés. Les nouveaux points 2D observés par les caméras opti-
misées co sont indépendants des caméras fixes p. Nous notons y− l’ensemble des
points 2D à l’itération précédente. Donc y ∩ y− est l’ensemble des points déjà
observés et y \ y− est l’ensemble des nouveaux points 2D.
Ainsi y \ y− et [y ∩ y−,p] sont indépendants et :
C[yp] = C[y\y−,y∩y−,p] =
(
σ2I|y\y−| 0|y\y−|×|[y∩y−,p]|
0|[y∩y−,p]|×|y\y−| C[y∩y−,p]
)
. (4.14)
En développant la formulation précédente (Eq. 4.13), nous obtenons la formu-
lation simplifiée suivante :
C[ypx] =
 C[yp] C[yp]Jf l[yp]T
J
f l
[yp]C[yp] J
f l
[yp]C[yp]J
f l
[yp]
T
 . (4.15)
Avec ces hypothèses, il est nécessaire de calculer la mise à jour de la corréla-
tion entre les caméras dans p et les points 2D. Cela nécessite d’expliciter entière-
ment la matrice jacobienne Jf ly qui est de grande taille (|y| × |x|) et dont le calcul
n’est pas trivial.
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FIGURE 4.3: Récurrence pour le cas avec corrélation
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A l’itération t, on estime [ypx] et C[ypx] grâce à [y−p−x−] et C[y−p−x−] comme
suit :
1. p est un sous-vecteur de [p−x−] , y est composé d’un sous-vecteur de y−
et de nouveaux points 2D (voir figure 4.3).
2. C[y∩y−|p] est une sous-matrice de C[y−p−x−](voir figure 4.3).
3. On estime x = f l(p,y) en utilisant l’AFL (Eq. 4.5)
4. On estime C[ypx] en utilisant l’Eq. 4.15
Dans cet algorithme, on estime C[px]. Nous rappelons que l’estimation de la co-
variance des points 3D (Cs) n’est pas nécessaire : il est possible de se limiter à
l’estimation de la partie caméra de x (Cco), notamment pour diminuer les temps
de calcul.
FIGURE 4.4: Algorithme de calcul de la covariance de l’ajustement de faisceaux
local (cas avec corrélation).
Récurrence
Le processus d’ajustement de faisceaux local étant itératif, l’estimation de la
covariance à un instant dépend de l’estimation au temps précédent. A chaque itéra-
tion, la fenêtre glissante se déplace d’une caméra. La figure 4.3 montre les rela-
tions entre les différentes variables. Les variables du temps précédent sont notées
avec un − pour les différencier.
Ainsi, p est un sous-vecteur de [p−x−]. y est composé d’un sous-vecteur de
y− et des nouveaux points 2D (en bleu dans la Fig. 4.3). La covariance C[yp] est
composée d’une sous-matrice de C[y−p−x−] provenant de l’estimation précédente
et d’un bloc diagonal pour les nouveaux points 2D.
La figure 4.4 résume l’algorithme d’AFL et la propagation d’erreur associée.
4.3.5 Cas avec indépendance
Dans cette section, on traite le cas de l’hypothèse simplificatrice d’indépen-
dance : c’est-à-dire que les vecteurs gaussiens p et y sont supposés indépendants.
[yp] ∼ N ([y¯p¯], C[yp]), C[yp] =
(
σ2I|m| 0|m|×|p|
0|p|×|m| Cp
)
. (4.16)
En combinant l’expression de la propagation de la covariance (Eq. 4.13) et
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l’hypothèse d’indépendance (Eq. 4.16), la covariance se simplifie en :
C[px] =
(
Cp CpJ
f l
p
T
Jf
l
p Cp J
f l
p CpJ
f l
p
T
+ σ2Jf
l
y J
f l
y
T
)
(4.17)
Cette formulation permet de réduire fortement les calculs. En effet, il n’est
plus nécessaire d’estimer les corrélations entre les points 2D précédemment vus
et les caméras paramètres et nous allons voir dans le paragraphe suivant comment
tirer parti de la structure creuse pour augmenter la vitesse de calcul.
Estimation rapide
Ici, nous montrons le détail du calcul creux utilisé pour accélérer l’estimation
de la covariance C[px].
Pour calculer cette covariance, il nous faut calculer deux termes : Jf ly J
f l
y
T
et
Jf
l
p
En développant ces deux termes, on se rend compte qu’il y a des éléments
communs que nous allons utiliser pour augmenter l’efficacité de l’estimation. Tout
d’abord de la même manière que pour l’ajustement de faisceaux global, le premier
terme se simplifie :
Jf
l
y =
(
JF
l
x
T
JF
l
x
)−1
JF
l
x
T
(4.18)
Jf
l
y J
f l
y
T
=
(

JF
l
x
T
JF
l
x
)−1

JF
l
x
T
JF
l
x
(
JF
l
x
T
JF
l
x
)−1
(4.19)
=
(
JF
l
x
T
JF
l
x
)−1
(4.20)
= H−1 (4.21)
Cette matrice JF lx
T
JF
l
x a la même structure que celle de l’ajustement de faisceaux
global (mais l’ensemble des paramètres n’est pas le même). Nous pouvons donc
effectuer l’inversion par blocs en tenant compte de la structure particulière de H
(cf §3.5). De plus, nous avons :
Jf
l
p = −
(
JF
l
x
T
JF
l
x
)−1
JF
l
x
T
JF
l
p (4.22)
= −H−1JF lx
T
JF
l
p (4.23)
Pour calculer le deuxième terme, nous utilisons le calcul de H−1 déjà effectué. Une
fois, ces précalculs terminés, nous pouvons les utiliser pour calculer C[px].
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FIGURE 4.5: Récurrence pour le cas avec indépendance
C[px] =
 Cp −Cp (JF lp TJF lx ) H−1
−H−1
(
JF
l
x
T
JF
l
p
)
Cp H
−1
(
JF
l
x
T
JF
l
p
)
Cp
(
JF
l
p
T
JF
l
x
)
H−1 + σ2H−1

(4.24)
Récurrence
Le processus étant incrémental, l’estimation courante de la covariance dépend
du résultat au temps précédent. Ici, on détaille les relations entre ces différentes
variables illustrées dans la figure 4.5. Les variables du temps précédent seront
marquées avec un − pour les différencier des états courants.
Les variables d’entrées de l’étape courante sont y et p. p est un sous-vecteur
de [p−x−]. y est composé d’un sous-vecteur de y− et des nouveaux points ob-
62 CHAP. 4 : AJUSTEMENT DE FAISCEAUX LOCAL
On estime [px] et C[px] à partir de [p−x−] et C[p−x−] comme suit :
1. p est un sous-vecteur de [p−x−] (voir figure 4.5)
2. Cp est une sous-matrice de C[p−x−](voir figure 4.5)
3. On estime x = f lt(p,y) en utilisant l’AFL (Eq. 4.5)
4. On estime C[px] en utilisant l’ Eq. 4.24
Dans cet algorithme, on estime C[px]. Nous rappelons que l’estimation de la co-
variance des points 3D (Cs) n’est pas nécessaire : il est possible de se limiter à
l’estimation de la partie caméra de x (Cco), notamment pour diminuer les temps
de calcul. Pour plus de détails voir §4.3.5.
FIGURE 4.6: Algorithme de calcul de la covariance de l’ajustement de faisceaux
local (cas avec hypothèse d’indépendance).
servés. Grâce à l’hypothèse d’indépendance, les covariances de y et p ne sont plus
corrélées et sont maintenant estimées de manière indépendante contrairement au
cas précédent. Ainsi :
1. la matrice de covariance Cy est une matrice diagonale par blocs composée
de deux blocs : une sous matrice de Cy− contenant la covariance des points
2D déjà observés et un bloc contenant la covariance des nouveaux points
2D (en bleu sur la figure).
2. Et Cp est une sous matrice de C[p−x−] contenant la covariance des caméras
contraintes.
Récurrence "minimale" Pour propager la covariance d’itération en itération, il
est seulement nécessaire pour cet algorithme de calculer la covariance des poses
des caméras p. Il est donc inutile d’évaluer la covariance des points.
Ici, on se propose de détailler le calcul par blocs de la covariance des caméras.
On rappelle le résultat obtenu précédemment (Eq. 4.24) :
C[px] =
 Cp −Cp (JF lp TJF lx ) H−1
−H−1
(
JF
l
x
T
JF
l
p
)
Cp H
−1
(
JF
l
x
T
JF
l
p
)
Cp
(
JF
l
p
T
JF
l
x
)
H−1 + σ2H−1

Dans cette matrice, pour effectuer la récurrence, il est uniquement nécessaire d’é-
valuer la covariance de la partie caméra [pco].
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Pour cela, nous posons :(
JF
l
x
T
JF
l
x
)
= H =
(
U WT
W V
)
(4.25)
H−1 =
(
Z YT
Y X
)
(4.26)(
JF
l
x
T
JF
l
p
)
=
(
A
B
)
(4.27)
(
JF
l
x
T
JF
l
p
)
est une matrice de taille |x| × |p|, on note A la partie caméra et B la
partie correspondant aux points 3D.
Les deux blocs inférieurs de l’Eq. 4.24 peuvent se réécrire comme suit en
utilisant les matrices par blocs :
H−1
(
JF
l
x
T
JF
l
p
)
Cp
(
JF
l
p
T
JF
l
x
)
H−1
(
Z YT
Y X
)(
A
B
)
Cp
(
AT BT
)(Z YT
Y X
)
+σ2H−1 = +σ2
(
Z YT
Y X
)
(4.28)
H−1
(
JF
l
x
T
JF
l
p
)
Cp =
(
Z YT
Y X
)(
A
B
)
Cp (4.29)
Notons que la partie caméra A est nulle du fait de la non dépendance de l’équa-
tion de projection à deux caméras différentes (chaque équation ne fait intervenir
qu’une unique caméra). Donc, en développant, la partie caméra [pco] sera donnée
par :
C[pco] =
(
Cp CpB
TY
YTBCp Y
TBCpB
TY + σ2Z
)
(4.30)
Sous cette forme, en calculant H−1 par bloc puis en calculant seulement C[pco],
nous obtenons un algorithme de propagation de covariance qui est utilisable en
temps réel.
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4.4 Résumé de l’ajustement de faisceaux local
Les entrées/sortie :
Ensemble des observations utilisées :
Ml = {∀(i, j) ∈M/t−N < i ≤ t, ∃i0, (i0, j) ∈M & t− n < i0 ≤ t}
Les données y = [. . .mi,j . . .] : l’ensemble des points 2D.
Les paramètres p = [ct−N+1, . . . , ct−n] : les caméras fixes.
Les variables estimées x = [co| . . . sk . . .] : les caméras optimisées
et les points 3D vus dans ces caméras.
avec co = [ct−n+1, . . . , ct], k ∈ {j/∃i, (i, j) ∈Ml}
Ajustement de faisceaux local
Fonction de projection de l’ajustement de faisceaux local :
F l(p,x) = [. . . P (ci, sj) . . .]∀(i, j) ∈Ml
fonction ajustement de faisceaux local :
x = f l(y) = arg min
x˜
∣∣∣∣m− F l(p, x˜)∣∣∣∣2
2
Covariance avec corrélation
Le modèle de bruit :
C[yp] = C[y\y−,y∩y−,p] =
(
σ2I|y\y−| 0|y\y−|×|[y∩y−,p]|
0|[y∩y−,p]|×|y\y−| C[y∩y−,p]
)
.
La propagation d’erreur s’écrit :
C[ypx] =
 C[yp] C[yp]Jf[yp]T
J
f l
[yp]C[yp] J
f l
[yp]C[yp]J
f l
[yp]
T

Covariance avec hypothèse d’indépendance
Le modèle de bruit :
C[yp] =
(
σ2I|m| 0|m|×|p|
0|p|×|m| Cp
)
.
La propagation d’erreur s’écrit :
C[px] =
 Cp −Cp (JF lp TJF lx ) H−1
−H−1
(
JF
l
x
T
JF
l
p
)
Cp H
−1
(
JF
l
x
T
JF
l
p
)
Cp
(
JF
l
p
T
JF
l
x
)
H−1 + σ2H−1

Chapitre 5
Ajustement de faisceaux local
pondéré
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Ce chapitre présente un nouvel ajustement de faisceaux local, l’ajustement
de faisceaux local pondéré. Cet ajustement, contrairement à celui du chapitre
précédent, tient compte de l’incertitude sur les caméras précédentes. Dans un
premier temps, nous développerons la formulation de cet ajustement de faisceaux,
puis nous montrerons comment dériver la propagation d’incertitude dans ce cas.
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FIGURE 5.1: Exemple d’optimisation par AFLP, présentant graphiquement les
variables utilisées.
5.1 Introduction
Comme l’ajustement de faisceaux local, le but est ici de raffiner itérativement
la trajectoire d’une caméra mobile. L’AFL proposé par Mouragnon et al. [80]
considère les caméras fixes comme un a priori connu et ne tient pas compte de
l’incertitude sur la reconstruction effectuée préalablement. Nous allons proposer
un nouvel ajustement de faisceaux local qui tient compte de la confiance sur les
caméras précédemment estimées.
Le même schéma que précédemment est conservé, mais les caméras qui étaient
jusqu’alors considérées comme parfaitement connues donc fixées seront main-
tenant raffinées. Les entrées de l’AFL sont maintenant les points 2D (m) et l’es-
timation précédente des positions des caméras contraintes (c−c ) ainsi que la confi-
ance sur cette estimation (Cc−c ). Nous cherchons à estimer les positions optimisées
de toutes les caméras de la fenêtre glissante et la structure liée (x). Dans ce nouvel
ajustement de faisceaux local, il n’y a plus de paramètres fixés.
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5.2 Formulation
Comme pour l’ajustement de faisceaux local, nous nous plaçons dans la fenêtre
glissante contenant les N dernières caméras à l’instant t. Les poses des caméras
et la structure doivent satisfaire deux contraintes. La première, la contrainte de
l’ajustement de faisceaux, impose que les reprojections des points 3D dans les
images soient le plus proche possible des points 2D observés (m). La seconde,
la contrainte due à l’a priori sur les caméras, impose que les caméras contraintes
(cc) restent proches de leurs positions précédemment estimées (c−c ).
Les caméras de la fenêtre glissante se partitionnent en deux :
cc = [ct−N+1 . . . ct−n] est le vecteur des caméras contraintes et co = [ct−n+1 . . . ct]
le vecteur des caméras optimisées (sans contrainte). c−c = [c
t−1
t−N+1 . . . c
t−1
t−n] est le
vecteur des poses des caméras contraintes à l’instant précédent.
Les observations conservées dans la fenêtre glissante sont :
Mlp = {(i, j) ∈M/ t−N < i ≤ t} (5.1)
Les données servant à l’estimation sont dans le vecteur y, qui contient les
points 2D observés et l’a priori sur la position précédente des caméras (c−c ) :
y = [. . .mi,j . . . |c−c ], ∀(i, j) ∈Mlp (5.2)
Les variables estimées x sont toutes les caméras de la fenêtre glissante et les
points 3D observés par elles :
x = [ccco| . . . sk . . .], ∀k ∈ {j/∃(i, j) ∈Mlp} (5.3)
Il est à noter que, en pratique, les points 3D ayant moins de 3 observations ne sont
pas utilisés dans l’optimisation.
La fonction de projection de ce nouvel ajustement de faisceaux local est la
suivante :
F lp : x 7→
(
P (ci, sj), ∀(i, j) ∈Mlp
cc
)
(5.4)
=
(
F g(x)
cc
)
(5.5)
Nous allons, comme précédemment, spécifier un modèle gaussien pour les
observations y (les points 2D m et les caméras c−c ).
Nous supposons que y = [mc−c ] ∼ N ([m¯c¯−c ], C[mc−c ]).
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De plus, par définition de F lp, y¯ = [m¯c¯−c ] = F
lp(x¯). Notons que cela implique
que c¯c = c¯−c .
Les paramètres inconnus du modèle statistique sont x (nous supposons que
C[mc−c ] est connue et non bruitée). La fonction densité de probabilité du vecteur
gaussien y est :
d(y|x¯) = Ke− 12zTC−1y z, (5.6)
avec z = y − F lp(x¯) et K ∈ R.
L’estimateur au maximum de vraisemblance f lp([mc−c ]) de x¯ déduit de l’Eq. 5.6
est :
arg min
x˜
z˜TC−1y z˜ avec z˜ = y − F lp(x˜) =
(
m− F g(x˜)
c−c − c˜c
)
. (5.7)
Pour revenir à une formulation plus classique aux moindres carrés, les données
d’entrée et la fonction de projection F lp sont normalisées par la racine carrée de
la covariance des données d’entrée. Nous définissons ainsi :
yn = C
− 1
2
y y (5.8)
F lp
n
= C
− 1
2
y F
lp (5.9)
avec la racine carré C
1
2
y de Cy tel que :
Cy = C
1
2
yC
1
2
y
T
(5.10)
Ceci permet de revenir à la forme classique d’une minimisation aux moindres
carrés :
f lp(y) = arg min
x˜
∣∣∣∣yn − F lpn(x˜)∣∣∣∣2
2
. (5.11)
Cette fonction minimise la fonction de coût suivante sous forme développée :
(x = [c˜cc˜os˜]) 7→
∣∣∣∣∣∣∣∣C− 12[mc−c ]
(
mi,j − P (c˜i, s˜j), ∀(i, j) ∈Mlp
ct−1i − c˜ti, ∀i ∈ {t−N + 1 . . . t− n}
)∣∣∣∣∣∣∣∣2
2
(5.12)
5.3 Différence par rapport à l’AFG et l’AFL
l’AFLP précédemment formulé présente de grandes similitudes avec les ajuste-
ments de faisceaux présentés jusqu’alors. L’ajustement de faisceaux local pondéré
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FIGURE 5.2: Entrée/sorties de l’Ajustement de faisceaux local pondéré.
peut-être vu comme la "formulation faible" de l’AFL : les contraintes fortes sur
les caméras dans l’AFL sont relâchées et prises en compte de façon faible. La
covariance sur les caméras précédemment estimées donne la confiance que doit
donner l’ajustement de faisceaux à la pose de caméra précédemment évaluée. En
effet, si Cc−c → 0, l’AFL pondéré devient un AFL, les caméras sont contraintes à
rester fixes durant l’optimisation. Au contraire, si Cc−c → ∞, l’AFL pondéré de-
vient un AFG sur les N dernières caméras et il ne tient pas compte de la position
des caméras précédemment estimées.
5.4 Propagation d’erreur
Dans cette section, nous établissons les relations permettant de propager l’er-
reur pour chaque itération. Puis, nous détaillerons les modèles de bruit choisis et
pour chacun, nous donnerons les formulations détaillées de propagation d’erreur
et les implications en terme de récurrence entre les itérations.
Dans un premier temps, nous allons déterminer la relation entre la covariance
C[yx] des données de sortie en fonction de Cy (figure 5.2).
La fonction f lp est approximée par son développement linéaire de Taylor au
point y¯. (
y
f lp(y)
)
=
(
y¯
f lp(y¯)
)
+
(
C
1
2
y
J
f lp
yn
)
(yn − y¯n). (5.13)
Le vecteur [yf lp(y)] est gaussien et sa covariance est :
C[yx] = C[yf lp(y)] =
(
C
1
2
y
J
f lp
yn
)
Cyn
(
C
1
2
y
J
f lp
yn
)T
. (5.14)
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Par hypothèse, y est un vecteur gaussien (y ∼ N (y¯, Cy)) donc la définition de yn
(Eq. 5.8) implique que yn ∼ N (y¯n, I|y|) et donc :
C[yx] =
(
C
1
2
y
J
f lp
yn
)(
C
1
2
y
J
f lp
yn
)T
. (5.15)
Nous allons maintenant détailler les modèles de bruit choisis et leurs impacts
sur la propagation d’erreur.
5.4.1 Cas avec corrélation
Modèle de bruit
Ici, nous détaillons le modèle de bruit dans le cas où l’on tient compte de la
corrélation entre les points m et l’estimation précédente des caméras contraintes
c−c . Ainsi, le modèle de bruit des données dans ce cas est le suivant :
y ∼ N (y¯, Cy)
avec Cy = C[mc−c ] =
(
Cm Cm/c−c
Cc−c /m Cc−c
)
(5.16)
De plus, nous avons fait l’hypothèse que les points 2D ont tous la même distribu-
tion d’erreur gaussienne et sont indépendants entre eux, donc : Cm = σ2I|m|
Covariance résultante
A partir de Eq. 5.15, nous déduisons :
C[yx] =
(
Cy C
1
2
y J
f lp
yn
T
J
f lp
ynC
T
2
y J
f lp
yn J
f lp
yn
T
)
(5.17)
Nous rappelons l’expression de la jacobienne d’une fonction implicite, et nous
l’appliquons à l’ajustement de faisceaux local pondéré (défini par l’Eq. 5.11) :
J
f lp
yn =
(
JF
lpn
x
T
JF
lpn
x
)−1
JF
lpn
x
T
(5.18)
Pour plus de détails, cette formule est démontrée dans la section 1.3.3.
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Nous détaillons maintenant le calcul de deux parties de l’équation Eq. 5.17 :
C
1
2
y J
f lp
yn
T
= C
1
2
y J
F lp
n
x
(
JF
lpn
x
T
JF
lpn
x
)−1
(5.19)
J
f lp
yn J
f lp
yn
T
=
(


JF
lpn
x
T
JF
lpn
x
)−1


JF
lpn
x
T
JF
lpn
x
(
JF
lpn
x
T
JF
lpn
x
)−1
(5.20)
=
(
JF
lpn
x
T
JF
lpn
x
)−1
. (5.21)
Nous continuons en développant JF lp
n
x à partir de la définition deF
lpn (Eq.5.9).
Nous déduisons que :
JF
lpn
x = C
− 1
2
y J
F lp
x . (5.22)
Ainsi :
C
1
2
y J
f lp
yn
T
=  
 Cy
1
2
 
 Cy
− 1
2JF
lp
x
((
C
− 1
2
y J
F lp
x
)T
C
− 1
2
y J
F lp
x
)−1
= JF
lp
x
(
JF
lp
x
T
C
−>
2
y C
− 1
2
y J
F lp
x
)−1
= JF
lp
x
(
JF
lp
x
T
C−1y J
F lp
x
)−1
(5.23)
J
f lp
yn J
f lp
yn
T
=
(
JF
lp
x
T
C−1y J
F lp
x
)−1
. (5.24)
Nous posons :
H′ =
(
JF
lpn
x
T
JF
lpn
x
)
=
(
JF
lp
x
T
C−1y J
F lp
x
)
. (5.25)
Et finalement, en rassemblant les Eq.5.23 et Eq.5.24 dans Eq.5.17 et appli-
quant la définition de H′ (Eq.5.25) nous obtenons :
C[yx] =
(
Cy J
F lp
x H
′−1
H′−1JF
lp
x
T
H′−1
)
. (5.26)
Récurrence
La figure Fig. 5.3 présente la relation entre les variables d’entrée y du temps
courant à partir des variables estimées à l’instant précédent ([y−x−]). Attention
dans cette version, contrairement à l’AFL, les caméras contraintes apparaissent
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FIGURE 5.3: Récurrence pour le cas avec corrélation.
deux fois : une première fois dans le vecteur d’entrée avec leurs valeurs de l’itéra-
tion précédente, une seconde fois dans le vecteur estimé avec leurs valeurs raf-
finés.
y = [mc−c ] est déduit de l’itération précédente, car, c
−
c est une partie de x
− et
m est constitué d’une partie de m− et de nouveau points 2D.
La covariance Cy est une matrice contenant une sous matrice de C[m−x−] (cor-
respondant aux paramètres des caméras contraintes c−c et des points 2D encore
observés) et une matrice σ2I|m| (correspondant aux nouveaux points 2D, ceux-ci
étant indépendants des éléments de [m−x−]).
La figure 5.4 résume l’algorithme proposé ici.
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On estime [yx] et C[yx] depuis [y−x−] et C[y−x−] comme suit :
1. y est la concaténation d’un sous-vecteur de [y−x−] et des nouveaux points
2D (voir figure 5.3)
2. Cy est composée d’une sous-matrice de C[y−x−] et de Cm (voir figure 5.3)
3. On estime x = f lp(y) en utilisant l’AFLP (Eq. 5.7)
4. On estime C[yx] en utilisant l’Eq. 5.26
Dans cet algorithme, on estime C[yx]. Nous rappelons que l’estimation de la co-
variance des points 3D (Cs) n’est pas nécessaire : il est possible de se limiter à
l’estimation de la covariance de la partie caméra de x (C[yc]), notamment pour
diminuer les temps de calcul.
FIGURE 5.4: Résumé de l’estimation par l’AFLP et du calcul de covariance, en
tenant compte de la corrélation entre observation et caméras déjà estimées.
5.4.2 Cas avec hypothèse d’indépendance
Cette section a pour but d’expliciter la matrice C[yx] définie dans Eq. 5.15 dans
le cas où m et c−c sont supposés indépendants.
Modèle de bruit
Sous l’hypothèse d’indépendance, le modèle de bruit Eq. 5.16 se simplifie en :
Cy = C[mc−c ] =
(
Cm 0|m|×|c−c |
0|m|×|c−c | Cc−c
)
. (5.27)
De plus, Cm est toujours égale à σ2I|m| (§5.4.1).
Covariance résultante
L’expression du calcul de covariance établie pour le cas précèdent est toujours
valable. Nous allons maintenant intégrer les hypothèses d’indépendance pour sim-
plifier l’expression :
C[yx] =
(
Cy J
F lp
x H
′−1
H′−1JF
lp
x
T
H′−1
)
. (5.28)
Contrairement à la section précédente, du fait de l’hypothèse d’indépendance,
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il n’est plus nécessaire d’expliciter la valeur des corrélations entre les caméras et
les points 2D. Ainsi, dans ce paragraphe H′−1JF lpx
T
ne sera pas calculé.
Nous allons maintenant détailler le calcul de JF lp
n
x sous les hypothèses définies
au §5.4.2 (indépendance entre caméras et points 2D, points 2D indépendants iden-
tiquement distribués). De plus, nous rappelons que x = [cccos]. L’équation 5.22
devient :
JF
lpn
x = C
− 1
2
y J
F lp
x
= C
− 1
2
y
(
JF
lp
cc J
F lp
[cos]
)
= C
− 1
2
y
(
JF
g
cc J
F g
[cos]
I|cc| 0|cc|×|[cos]|
)
(5.29)
=
(
1
σ
JF
g
cc
1
σ
JF
g
[cos]
C
− 1
2
c−c
0|c−c |×|[cos]|
)
(5.30)
Ainsi H′ devient :
H′ =
(
JF
lpn
x
T
JF
lpn
x
)
(5.31)
=
(
C−1
c−c
0|c−c |×|[cos]|
0|[cos]|×|c−c | 0|[cos]|×|[cos]|
)
+
1
σ2
(
JF
g
x
T
JF
g
x
)
︸ ︷︷ ︸
H
(5.32)
Ainsi, nous obtenons l’expression de la covariance Cx :
Cx =
((
C−1
c−c
0|c−c |×|[cos]|
0|[cos]|×|c−c | 0|[cos]|×|[cos]|
)
+
1
σ2
H
)−1
(5.33)
=
(
C−1
c−c
+ 1
σ2
JF
g
cc
T
JF
g
cc
1
σ2
JF
g
cc
T
JF
g
[cos]
1
σ2
JF
g
[cos]
T
JF
g
cc
1
σ2
JF
g
[cos]
T
JF
g
[cos]
)−1
. (5.34)
Estimation rapide
Cette formulation est très proche de celle d’un ajustement de faisceaux global.
La principale différence vient de la contrainte ajoutée sur les anciennes caméras.
Les techniques d’estimation rapide (§3.5) sont les mêmes que pour l’ajustement
de faisceaux global appliqué aux N dernières caméras.
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Cx =
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−1
(5.35)
=
(
U WT
W V
)−1
(5.36)
On remarque que la partie caméra U n’est plus diagonale par blocs en raison de
l’ajout des contraintes. Cependant, cela n’influe en rien sur l’inversion par blocs
de la matrice.
On peut également (de la même manière que pour l’AFG) estimer seulement
la covariance de la partie caméra U (cf.§5.4.2).
Récurrence
FIGURE 5.5: Récurrence pour le cas avec indépendance.
76 CHAP. 5 : AJUSTEMENT DE FAISCEAUX LOCAL PONDÉRÉ
La figure Fig. 5.5 présente les relations entre les variables d’entrée y du temps
courant à partir des variables estimées à l’instant précédent ([y−x−]). Comme
pour le cas avec corrélation, les caméras contraintes apparaissent deux fois : une
première fois dans le vecteur d’entrée avec leurs valeurs de l’itération précédente,
une seconde fois dans le vecteur estimé avec leurs valeurs raffinés. y = [mc−c ]
est déduit depuis l’itération précédente : c−c est une partie de x
−, m est constitué
d’une partie de m− et de nouveaux points 2D.
Pour la covariance, Cy est une matrice composée d’une sous matrice de Cx−
correspondant aux vecteurs des caméras contraintes c−c et d’une matrice σ
2I|m|
pour les points 2D. Une fois ces précalculs terminés, on peut les utiliser pour
calculer Cx à partir de Cy.
La figure 5.6 résume l’algorithme proposé ici dans le cadre de l’hypothèse
d’indépendance.
On peut estimer x et Cx depuis x− et Cx− comme suit :
1. y est déterminée à partir de [m,x−] (voir figure 5.5)
2. Cy est déterminée à partir de Cm, Cx− (voir figure 5.5)
3. On estime x = f lpt (y) en utilisant l’AFLP (Eq. 5.11)
4. On estime Cx en utilisant l’ Eq. 5.34
Dans cet algorithme, on estime Cx. Nous rappelons que l’estimation de la covariance
des points 3D (Cs) n’est pas nécessaire : il est possible de se limiter à l’estimation de la
covariance partie caméra de x (C[ccco]), notamment pour diminuer les temps de calcul (cf
§5.4.2).
FIGURE 5.6: Résumé de l’estimation par l’AFLP et du calcul de covariance, cas
avec hypothèse d’indépendance entre observation et caméras déjà estimées.
Récurrence "minimale"
Dans le cas où l’on souhaite uniquement propager la covariance d’itération
en itération, il n’est pas nécessaire de calculer entièrement Cx mais seulement la
partie caméra. Nous avons vu au cours de cette section que ce calcul peut se mettre
sous la forme suivante :
Cx =
((
C−1
c−c
0|c−c |×|[cos]|
0|[cos]|×|c−c | 0|[cos]|×|[cos]|
)
+
1
σ2
H
)−1
. (5.37)
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Nous posons :
H =
(
U WT
W V
)
.
En développant la formulation précédente avec l’expression des matrices de
par blocs, nous obtenons :
Cx =

(
C−1
c−c
0|c−c |×|co|
0|co|×|c−c | 0|co|×|co|
)
+ 1
σ2
U 1
σ2
WT
1
σ2
W 1
σ2
V

−1
. (5.38)
En appliquant l’inversion par bloc sur l’équation précédente, nous établissons
l’expression de la covariance de la partie caméra :
C[ccco] =
((
C−1
c−c
0|cc|×|co|
0|co|×|cc| 0|co|×|co|
)
+
1
σ2
(
U− WTV−1W))−1 . (5.39)
L’équation 5.39 permet de propager la covariance en temps réel.
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5.5 Résumé de l’ajustement de faisceaux local pondéré
Les entrées/sorties :
Ensemble des observations utilisées : Mlp = {(i, j) ∈ M/ t − N < i ≤ t}
Les données y = [. . .mi,j . . . |c−c ] : les points 2D et la position des caméras
contraintes à l’itération précédente.
Les estimées x = [ccco| . . . sk . . .] : L’ensemble des caméras de la fenêtre
glissante et les points 3D qu’elles observent.
Avec (i, j) ∈Mlp ,k ∈ {j/∃(i, j) ∈Mlp}
ajustement de faisceau local pondéré
Fonction de projection de l’ajustement de faisceaux local pondéré :
F lp : x 7→ [F g(x)|cc]
Fonction ajustement de faisceaux local pondéré :
f lp(y) = arg min
x˜
∣∣∣∣yn − F lpn(x˜)∣∣∣∣2
2
Covariance avec corrélation
Le modèle de bruit :
Cy = C[mc−c ] =
(
Cm Cm/c−c
Cc−c /m Cc−c
)
avec Cm = σ2I|m|
La propagation d’erreur s’écrit :
C[yx] =
(
Cy J
F lp
x H
′−1
H′−1JF
lp
x
T
H′−1
)
avec H′ =
(
JF
lpn
x
T
JF
lpn
x
)
=
(
JF
lp
x
T
C−1y J
F lp
x
)
Covariance avec indépendance
Dans ce cas la fonction de coût se simplifie et peut s’écrire sous cette forme :
f lp(y) = arg min
x˜
1
σ2
||m− F g(x˜)||22 + (c−c − c˜c)TC−1c−c (c
−
c − c˜c)
Le modèle de bruit utilisé est :
Cy = C[mc−c ] =
(
Cm 0|m|×|c−c |
0|m|×|c−c | Cc−c
)
avec Cm = σ2I|m|
La propagation d’erreur s’écrit :
Cx =
((
C−1
c−c
0|c−c |×|[cos]|
0|[cos]|×|c−c | 0|[cos]|×|[cos]|
)
+
1
σ2
H
)−1
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Dans les deux précédents chapitres, nous nous sommes attachés à décrire
deux ajustements de faisceaux locaux et les méthodes permettant de propager l’in-
certitude en leur sein. Dans ce chapitre, nous avons la volonté de valider par des
méthodes expérimentales les hypothèses faites dans les chapitres précédents, et
ainsi démontrer l’a propos des méthodes développées pour propager l’incertitude
dans un AFL.
6.1 Introduction
Le but de cette étude est de trouver une méthode permettant de répondre au
problème d’estimation de la covariance et de sa propagation dans l’ajustement
de faisceaux local. Nous cherchons une méthode qui fournit une estimation de
l’incertitude des caméras de la fenêtre glissante dans le repère du début de la tra-
jectoire (définie par les premières caméras). Ce but doit être atteint, tout en con-
servant les critères temps réel, puisque l’on se place dans un contexte embarqué.
Dans les deux précédents chapitres, quatre méthodes de propagation d’incer-
titude ont été présentées. Elles sont issues de deux ajustements de faisceaux dif-
férents et de deux modélisations du problème.
Les deux méthodes tenant compte de la corrélation entre les caméras et les
points 2D (AFL avec corrélation et AFLP avec corrélation) sont des méthodes
très coûteuses en temps de calcul et ne permettent pas d’obtenir l’estimation des
covariances en temps réel. Les deux autres méthodes (AFL avec indépendance
et AFLP avec indépendance) permettent d’obtenir de telles performances, mais
l’utilisation de l’hypothèse d’indépendance entraîne des simplifications pouvant
conduire à des résultats erronés. Il nous faut donc vérifier la qualité des résultats
obtenus sur les covariances estimées.
Des essais ont montré que la méthode AFL avec indépendance diverge : les
hypothèses simplificatrices étant trop fortes, celle-ci ne donne pas d’estimation
utilisable de la covariance. Par ailleurs, la méthode AFLP avec corrélation ne peut
répondre à nos attentes en terme de temps de calcul et n’a pas été implémentée.
Dans ce chapitre, nous nous intéressons donc seulement à deux méthodes :
– la méthode AFL avec corrélation ;
– la méthode AFLP avec indépendance.
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6.2 Présentation des séquences
Nous allons tester nos algorithmes sur trois types de séquences.
1. Des séquences de simulation
Le nuage de points 3D et les positions de caméras sont synthétisés et bruités
de manière à simuler un véhicule qui avance dans son environnement. Comme
pour les séquences réelles, les points 3D sont observés en moyenne sur
5 images. L’avantage de ce type de séquence est que la vérité terrain, les
paramètres de caméras et le niveau de bruit sont parfaitement connus et
contrôlés. Elles seront particulièrement utiles pour les vérifications effec-
tuées par simulation de Monte-Carlo (en section 6.4) et de consistance (en
section 6.5). Par contre, les séquences ne reflètent pas rigoureusement la
réalité.
2. Des séquences de synthèse
Ces séquences sont générées à partir d’un environnement 3D synthétique
modélisé dans un logiciel 3D (ici 3D studio max). Des images de ces mod-
èles sont générées suivant une trajectoire connue. L’avantage de ces séquences
est la connaissance parfaite de la vérité terrain des caméras et de leurs
paramètres intrinsèques. Le bruit dans les images n’est pas connu. L’in-
convénient est ici le non-réalisme des textures.
3. Des séquences réelles.
Ces séquences ont été acquises en environnement urbain et peri-urbain. L’a-
vantage de ces séquences est de décrire correctement la réalité de l’appli-
cation. Dans ce cas, les paramètres de calibrage sont approximatifs puisque
estimés préalablement à l’aide d’une mire [65]. De même, le bruit dans les
images n’est pas connu. La vérité terrain est soit inconnue (dans ce cas, il
reste la possibilité de se référer à une image satellite ou à une carte pour
comparaison), soit donnée par un trajectomètre.
Le tableau 6.1 résume les avantages et les inconvénients de chaque type de séquence.
6.3 Comparaison avec l’incertitude de l’AFG
Dans ce paragraphe, nous allons comparer les résultats du calcul d’incertitude
des deux méthodes retenues (l’AFL avec corrélation, l’AFLP avec indépendance)
par rapport à celle de l’AFG. En effet, l’optimisation par un ajustement de faisceau
local donne des résultats similaires à ceux obtenus par un ajustement de faisceau
global. L’incertitude résultante devrait donc être similaire ou au moins supérieure.
82 CHAP. 6 : VALIDATION EXPÉRIMENTALE DU CALCUL D’INCERTITUDE
Séquences / Paramètre de Simulation de Synthèse Réel
Type de données
position de point
images images
2D & 3D, caméras
Paramètres intrinsèques connus connus mesurés
Bruit dans les "images" connu inconnu inconnu
Réalisme synthétique bruit de détection réaliste réel
Vérité terrain connue
connue mesurée
pour les caméras ou inconnue
TABLE 6.1: Caractérisation des séquences utilisées.
6.3.1 Critères de comparaison
Plutôt que de comparer directement les différentes covariances, nous allons
nous intéresser aux ellipses d’incertitude associées. Celles-ci permettent de visu-
aliser graphiquement les covariances. Nous rappelons la définition de l’ellipsoïde
d’incertitude à 90% (voir section 1.2.4) :
(x− x¯)TC−1x (x− x¯) <= 6.25 (6.1)
avec x un vecteur aléatoire et Cx sa covariance.
Ici, nous nous intéressons à l’incertitude projetée sur le plan du sol et nous
utiliserons les critères suivants :
1. la longueur du grand axe de l’ellipse projetée,
2. l’orientation de l’ellipse définie par l’angle entre l’axe des abscisses et le
grand axe,
3. le rapport petit axe sur grand axe (rapport d’aspect).
Pour être sûr d’avoir les mêmes données d’entrées pour les différentes méthodes,
l’AFL est conservé pour l’optimisation géométrique. Par contre, la propagation
d’erreur est faite avec chacune des méthodes développées.
6.3.2 Vérifications préliminaires sur le comportement de l’in-
certitude
Un premier essai consiste à vérifier que les méthodes convergent. Pour cela, ici
nous présentons dans la Fig.6.1 l’incertitude calculée par les différentes méthodes
sur une séquence réelle ( la vue de dessus est présentée Fig.6.19 page 108).
Une deuxième expérience consiste à faire varier le niveau de bruit d’entrée
appliqué sur les points 2D d’une séquence de simulation. Nous vérifions ensuite
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FIGURE 6.1: Longueur du grand axes des ellipses d’incertitude en log10 pour
chacune des méthodes : L’AFL avec hypothèse de corrélation, l’AFLP avec in-
dépendance.
que la covariance estimée réagit correctement à différents niveaux de bruit et aug-
mente bien avec le carré du bruit. La figure 6.2 présente les résultats pour les deux
méthodes retenues pour des niveaux de bruit 2D variant de 0.0625 à 2. La figure
représente la longueur du grand axe de l’ellipse d’incertitude de la position 3D de
la caméra sur une échelle logarithmique pour chaque niveau de bruit. Nous véri-
fions ainsi que la covariance estimée se comporte de la manière attendue, c’est-à-
dire que la covariance augmente avec le temps et que l’estimation ne diverge pas.
Nous vérifions également que la longueur du grand axe varie linéairement avec le
bruit.
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(a) AFL avec corrélation (b) AFLP avec indépendance
FIGURE 6.2: Variation de la covariance en fonction du bruit sur les points 2D.
6.3.3 Résultat sur des séquences de simulation
Dans cette section, nous utilisons les deux séquences de simulation avec un
bruit 2D fixé de variance σ2 = 0.5.
FIGURE 6.3: Vue de dessus des différentes incertitudes (AFG, AFL avec cor-
rélation, AFLP avec indépendance). On remarquera que l’ellipse d’incertitude de
l’AFL est presque confondue avec celui de l’AFG.
Séquence ligne droite Dans un premier temps, nous vérifions le comportement
de la méthode sur une ligne droite avec σ2 = 0.5. La figure 6.3 présente une
projection en vue de dessus des différentes covariances. Sur cette figure, nous
pouvons tout d’abord vérifier que l’incertitude croît en fonction du temps et que
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med std min max
AFLP 0.455 0.192 0 1.672
AFL 0.995 0.088 0 1.031
med std min max
AFLP 0.028 7.923 0 84.271
AFL 0.130 0.715 0 6.662
med std min max
AFLP 0.874 0.09965 0.701 1.714
AFL 1.062 0.02261 0.956 1.085
FIGURE 6.4: Comparaison sur la séquence en ligne droite avec la covariance glob-
ale, c’est-à-dire la comparaison des ellipses d’incertitude obtenues par rapport aux
ellipses d’incertitudes de l’AFG. Cette figure présente les statistiques sur les dif-
férents critères (rapport des grands axes, erreur d’orientation et rapport d’aspect)
ainsi que leurs évolutions au cours du temps.
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l’on est donc bien en train de propager l’incertitude au cours des itérations. La
figure 6.4 présente les statistiques associées. Cette dernière compare pour chacune
des deux méthodes, les ellipses d’incertitudes estimées avec celles obtenues pour
un AFG : le rapport de la longueur du grand axe, l’erreur d’orientation et du
rapport d’aspect. Tout d’abord, l’orientation des ellipses est correcte pour les deux
méthodes étudiées. Le rapport d’aspect est surestimé par l’AFL et sous-estimé
par l’AFLP. L’estimation de la dimension du grand axe (fig.6.4 haut) est correcte
pour l’AFL avec corrélation, mais incorrecte pour L’AFLP avec indépendance.
Cependant, nous observons que le rapport de la longueur des grands axes de la
méthode AFLP par rapport à ceux de l’AFG converge vers une constante.
FIGURE 6.5: Vue de dessus de la séquence en virage.
Séquence virage La seconde séquence utilisée est aussi une séquence de sim-
ulation. Contrairement à la précédente, la trajectoire suit une courbe. Elle permet
de tester l’influence d’un changement de direction et d’évaluer l’estimation de la
forme de l’ellipse.
Sur cette séquence, l’AFL donne toujours une estimation correcte. En effet, la
longueur du grand axe est correcte et l’erreur angulaire, bien que plus importante
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que sur la séquence précédente reste acceptable. On note également que la forme
de l’ellipsoïde n’est pas totalement respectée. Pour l’AFLP, encore une fois, la
longueur du grand axe n’est pas respectée. Par contre, le rapport du grand axe
par rapport à celui de l’AFG converge toujours vers une constante. L’ellipse est
correctement orientée, et comme pour l’AFL la forme de l’ellipse n’est pas totale-
ment respectée.
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med std min max
AFLP 0.620 0.0825 0.6012 1.035
AFL 0.994 0.0856 0 1.049
med std min max
AFLP 1.956 0.0212 5.962 63.40
AFL 5.428 4.179 0.0212 12.425
med std min max
AFLP 1.151 0.393 0.126 1.306
AFL 0.715 0.0977 0.678 1.032
FIGURE 6.6: Comparaison avec la covariance globale sur la séquence en virage.
Cette figure présente l’évolution du rapport des grands axes, de l’erreur angulaire
et du rapport des rapports d’aspect pour les deux méthodes étudiées ici.
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6.3.4 Résultat sur la séquence de synthèse
FIGURE 6.7: Trois images de la séquence de synthèse.
Cette séquence est la première séquence qui utilise toute la chaîne de local-
isation, c’est-à-dire qui extrait l’information 3D depuis les images. La séquence
utilisée ici représente un couloir de 300m, les murs étant couverts avec des textures
de synthèse. La figure Fig.6.7 présente un exemple des 2900 images générées. La
reconstruction sélectionne 233 images clef et reconstruit 6938 points 3D.
Les figures 6.8 et 6.9 montrent les résultats.
Ici, nous voyons clairement que la trajectoire reconstruite ne boucle pas et que
quelle que soit la méthode d’estimation de covariance utilisée, l’estimation n’est
plus intègre (la vérité terrain n’est pas dans l’ellipse d’incertitude). Ce phénomène
est dû à la dérive du facteur d’échelle au cours de l’estimation. Cette dérive est
clairement observable sur le nuage de points reconstruit. Le couloir réel a la même
largeur tout au long de la séquence, sur la reconstruction ce n’est plus le cas. Cette
dérive est étudiée plus en détail dans le chapitre suivant (Chap. 7). Le facteur
d’échelle n’est pas observable en monoculaire. La propagation d’erreur utilise la
même fonction que l’estimation, et donc ici aussi la dérive du facteur d’échelle
n’est pas prise en compte dans l’estimation de la covariance. Malgré cette dérive,
la comparaison entre les différentes méthodes confirme les résultats précédents.
C’est-à-dire que les deux méthodes propagent une incertitude (l’incertitude croît
bien avec le temps). Nous remarquons que sur cette séquence plus réaliste, les
formes estimées sont meilleures que sur les séquences précédentes. Le grand axe
est surestimé par l’AFL (c’est le comportement attendu et il peut être attribué à
l’utilisation de la méthode itérative). Enfin, pour l’AFLP, nous retrouvons la même
sous-estimation du grand axe, mais toujours avec ce phénomène de convergence
vers une constante.
90 CHAP. 6 : VALIDATION EXPÉRIMENTALE DU CALCUL D’INCERTITUDE
FIGURE 6.8: Vue de dessus de la séquence de synthèse.
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med std min max
AFLP 0.5815 0.123 0.555 1.692
AFL 1.255 0.107 0 1.279
med std min max
AFLP 1.273 5.116 0.0018 68.623
AFL 0.902 1.183 0.0028 16.032
med std min max
AFL 0.937 0.124 0.634 1.404
AFLP 0.945 0.116 0.671 1.034
FIGURE 6.9: Comparaison avec la covariance globale sur la séquence d’images de
synthèse. Cette figure présente les statistiques sur les différents critères ainsi que
leurs évolutions au cours du temps.
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6.3.5 Résultat sur une séquence réelle
Nous présentons maintenant les résultats sur une séquence réelle de 4km. Cette
séquence a été enregistrée en milieu urbain à St Quentin en Yvelines dans des
conditions normales de circulation (véhicules en mouvement dans le champ de
vue de la caméra, présence de piétons, arrêts au stop et feu rouge). Cette séquence
est une séquence difficile pour le SLAM visuel, car elle traite des environnements
urbains et semi-urbains à une vitesse souvent élevée (50km/h). Cela occasionne
des perturbations dans les images : du flou dû au mouvement et des changements
d’illumination parfois importants, mais aussi au niveau géométrique à cause des
occultations et des objets en mouvement. Trois des 16000 images de la séquence
sont présentées dans la Fig. 6.11.
La vérité terrain sur cette séquence est connue grâce à un trajectomètre. C’est
un capteur couplant un GPS et une centrale inertielle qui permet d’obtenir des
trajectoires précises. Le trajectomètre utilisé pour cette séquence est le modèle
landINS de chez IXSEA (Fig. 6.10) Cet instrument de mesure permet normale-
ment d’obtenir de grande précision (à 50 cm environ). En pratique, sur nos don-
nées réelles, localement, nous avons observé des erreurs allant jusqu’à environ
1m. La documentation du capteur est fournie en annexe.
Sur cette séquence, le SLAM visuel est utilisé conjointement avec l’odomètre
pour éviter une trop grande dérive du facteur d’échelle. La méthode de fusion
est celle présentée §8.3. Dans cette méthode, l’odomètre est juste utilisé pour
initialiser la géométrie. Le raffinement de la géométrie par ajustement de fais-
ceaux est inchangé et donc les méthodes de calculs d’incertitudes (AFL ou AFLP)
restent valables. La reconstruction sélectionne 1373 images clef (voir §7.1.3) et
reconstruit 37505 points 3D.
FIGURE 6.10: Photographie du trajectomètre utilisé.
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FIGURE 6.11: Trois images de la séquence réelle.
De même que précédemment, nous effectuons une comparaison entre les dif-
férentes méthodes de calcul de covariance. Pour des raisons de taille mémoire et
de temps de calcul, l’incertitude de l’AFG n’a pu être calculée que sur les 600
premières images clefs. Les statistiques seront donc données sur cette première
partie dans la Fig. 6.13. Les résultats sur cette séquence réelle sont du même ordre
que les séquences d’images de synthèses présentées précédemment.
La Fig. 6.12 présente une vue de dessus de la trajectoire et l’ellipsoïde de
confiance pour chacune des méthodes d’estimation utilisées. Elle présente de plus
la vérité terrain en rouge. On pourra vérifier que l’estimation est intègre tout au
long de la trajectoire pour la méthode AFL contrairement à la méthode AFLP
qui n’est pas intègre en certains points. Cette fois-ci, les statistiques montrent que
pour les deux méthodes l’erreur de l’orientation de l’ellipse est petite et la forme
de l’ellipse est bien mieux respectée que dans les cas précédents. Nous retrouvons
aussi les mêmes résultats concernant la valeur du grand axe.
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FIGURE 6.12: Vue de dessus de la séquence corrigée grâce à l’utilisation d’un
odomètre (§8.3) présentant les ellipses d’incertitude pour les différentes méthodes
(AFG en orange, AFLP en mauve, AFL en jaune). Cette séquence a été coupée en
deux pour faciliter la lisibilité.
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med std min max
AFLP 0.757 0.1245 0.6755 2.588
AFL 1.365 0.07928 0 1.379
med std min max
AFLP 0.2465 4.226 0.00300 88.8014
AFL 0.283 0.664 0.0020 13.473
med std min max
AFLP 1.063 0.0855 0.7061 2.517
AFL 1.042 0.0689 0.814 1.135
FIGURE 6.13: Comparaison avec la covariance globale séquence de réels corrigés
par odomètre §8.3.
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6.3.6 Temps de calcul
Des statistiques ont été effectuées sur les temps de calcul des différentes méth-
odes. Ici, nous présentons les temps de calcul moyens pour estimer l’incertitude
avec chacune des méthodes implémentées (la méthode AFL avec corrélation n’est
pas optimisée) pour une trajectoire 384 images clefs.
Pour la méthode utilisant l’AFG le temps de calcul global a été ramené à une
caméra (division du temps par le nombre de caméras) dans un but de comparaison.
Pour une itération, le temps de calcul moyen est de 50s pour l’AFL avec cor-
rélation, 50ms pour l’AFG ramené à une caméra et 6.5 ms pour l’AFLP avec
indépendance. Le temps cumulé pour chaque itération de l’AFLP est de 2,4s com-
paré à celui de l’AFG qui est de 145s.
De plus, il est intéressant de noter que la propagation d’incertitude est en temps
presque constant (elle varie suivant le nombre de points 3D observés) pour l’AFLP
contrairement à l’AFG qui varie en O(n3) avec la longueur de la trajectoire (n
étant le nombre de caméras depuis le début de la trajectoire).
6.3.7 Conclusion
Dans cette section, nous avons montré que la covariance estimée par nos dif-
férentes méthodes est bien propagée au cours des itérations. En comparant les
résultats obtenus avec ceux donnés par un ajustement de faisceaux global sur
l’ensemble de la trajectoire, nous avons pu déterminer les caractéristiques des
deux méthodes étudiées. La méthode issue de l’ajustement de faisceaux local pro-
duit une covariance réaliste sur toutes les séquences. Elle est souvent légèrement
supérieure à celle estimée par l’AFG mais cela est un résultat attendu du fait de la
nature incrémentale du processus d’estimation. La méthode issue de l’AFLP n’es-
time pas correctement la covariance de l’AFL. Par contre, le rapport des longueurs
des grands axes des ellipses reste à peu près constant au cours du temps. Cette
propriété sera utilisée en pratique (§6.6). Enfin, nous rappelons que la méthode de
calcul de covariance issue de l’AFL n’est pas utilisable en temps réel contraire-
ment à celle de l’AFLP.
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6.4 Monte-Carlo
Le but de cette section va être d’estimer la covariance par des méthodes statis-
tiques de manière à valider la version analytique élaborée précédemment et véri-
fier les résultats précédents provenant de la comparaison avec l’AFG. Pour cela,
nous allons utiliser la méthode de Monte-Carlo décrite en section 1.3.2.
6.4.1 Méthodologie pour le test d’une application de l’AFL
Le but de ces expériences est de montrer que la covariance est correctement
propagée par une application de l’ajustement de faisceaux local.
On se place à l’instant t. La covariance a été évaluée à tous les instants précé-
dents par la méthode analytique. Donc à partir de l’évaluation de la covariance
faite à l’instant t − 1, nous connaissons la distribution des variables d’entrées.
Nous allons appliquer la méthode de Monte-Carlo à cette distribution de manière
à calculer la distribution des variables aux temps t.
Pour cela, nous créons un ensemble de réalisations suivant la distribution d’en-
trée. Nous propageons cette distribution par la fonction ajustement de faisceau.
Enfin, nous effectuons les statistiques sur ces données, de manière à estimer la
covariance des variables de sortie. Nous comparons cette covariance estimée avec
celle estimée par la méthode analytique précédemment dérivée.
6.4.2 Présentation des résultats
Cette expérience a été effectuée en utilisant la séquence de simulation en vi-
rage avec un bruit 2D de σ2 = 0.5 à t = 50.
Résultat pour l’AFL Les résultats suivants sont le fruit de 400 000 tirages aléa-
toires. L’espace des paramètres d’entrée est déterminé par 348 paramètres corrélés
(les caméras fixes cf et les points 2D déjà observés) et 292 paramètres indépen-
dants (les nouveaux points 2D observés).
Tout d’abord, nous vérifions que le tirage aléatoire est à l’image de la distribu-
tion d’entrée. Pour cela, nous comparons le rapport des coefficients de covariance
entre la covariance analytique et la covariance statistique calculée sur la distribu-
tion échantillonnée pour la position des 7 caméras fixes (cf ) soit seulement 21
paramètres sur les 600.
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La table 6.2 présente les statistiques des rapports des coefficients de ces co-
variances.
Moyenne Médiane Ecart-Type
Covariances 0.9522 0.9931 0.0754
Variances 0.9987 0.9965 0.0060
TABLE 6.2: Statistiques sur la distribution d’entrée (rapport des coefficients des
covariances).
Nous voyons que les coefficients de covariances par Monte-Carlo sont en
moyenne (et médiane) similaires à ceux des covariances analytiques.
La figure 6.14 présente le résultat de la propagation d’erreur par la méthode
de Monte-Carlo. Elle présente en projection les différents éléments, c’est-à-dire,
les positions (x,y,z) de la dernière caméra de l’AFL pour chaque tirage effectué,
l’ellipse d’incertitude de la covariance estimée analytiquement et l’ellipse d’in-
certitude de la méthode de Monte-Carlo estimée numériquement. Les statistiques
associées sont présentées table 6.4 et la table 6.3 présente simplement le rapport
des coefficients des deux covariances.
Rapport de la longueur des axes Erreur en degré
Grand axe 0.9991 0.0296
Moyen axe 1.0050 0.154
Petit axe 1.0045 0.153
TABLE 6.4: Comparaison de l’ellipsoïde (correspondant à la position (x,y,z) de
la dernière caméra) estimée analytiquement par rapport à l’estimation numérique
fournie par Monte-Carlo.
Ces résultats confirment les résultats obtenus par les premiers test : le grand
axe est parfaitement restitué (tant en longueur quand orientation). Les autres axes
sont légèrement surestimés et une légère erreur angulaire est présente. On constate
ici les très bonnes performances de la méthode AFL avec corrélation.
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1.010 1.027 1.282
1.028 1.010 1.044
1.282 1.044 0.998
TABLE 6.3: Comparaison des covari-
ances (Rapport analytique/numérique).
FIGURE 6.14: Cette figure présente pour la position de la nouvelle caméra : les
différentes positions résultats du tirage aléatoire et les ellipses d’incertitude es-
timées numériquement et analytiquement. Elle présente également le rapport des
coefficients de la matrice de covariance 3× 3 estimés analytiquement sur ceux de
la matrice de covariance estimés numériquement.
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Résultat pour l’AFLP Dans le cas de l’AFLP, l’espace des paramètres d’entrée
est différent : nous avons 42 paramètres corrélés (les paramètres de caméras cc) et
598 paramètres indépendants (ici les points 2D).
De la même manière que précédemment, nous présentons, dans la table 6.5,
la comparaison de la distribution d’entrée avec le tirage aléatoire obtenu. Comme
précédemment, les variances sont très bien respectées. On remarque cette fois-ci
que plusieurs coefficients de covariance ne sont pas exacts.
La figure 6.15 et la table 6.6 montrent le résultat de la simulation et la com-
paraison entre la covariance analytique et numérique de la sortie.
Moyenne Médiane Ecart-Type
Covariances 0.968 1.002 0.7059
Variances 1.001 1.0003 0.0017
TABLE 6.5: Statistiques sur les erreurs de distribution d’entrée (rapport des coef-
ficients des covariances).
Rapport des longueurs des axes Erreur en degré
Grand axe 1.00014 0.011
Moyen axe 0.97159 0.720
Petit axe 0.97371 0.720
TABLE 6.6: Statistiques sur les erreurs de l’ellipsoïde correspondant à la position
(x,y,z) de la dernière caméra estimée analytiquement par rapport à l’estimation
numérique.
Ici, nous nous rendons compte que la propagation analytique estime correcte-
ment le grand axe. Par contre, l’estimation des deux autres axes est plus mauvaise,
une erreur de 3% et presque un degré d’erreur en orientation est observé.
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0.950 0.997 0.962
0.997 0.943 1.418
0.962 1.418 1.003
TABLE 6.7: Comparaison des covari-
ances (Rapport analytique/numérique).
FIGURE 6.15: Cette figure présente pour la position de la nouvelle caméra : les
différentes positions résultats du tirage aléatoire et les ellipses d’incertitude es-
timées numériquement et analytiquement. Elle présente également le rapport des
coefficients de la matrice de covariance 3× 3 estimés analytiquement sur ceux de
la matrice de covariance estimés numériquement.
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6.4.3 Analyses des résultats
Les expériences effectuées précédemment par la méthode de Monte-Carlo sur
les deux méthodes étudiées montrent que la propagation est effectuée d’une ap-
plication de l’ajustement de faisceaux local à l’autre. Pour la méthode AFL, les
résultats de la méthode analytique sont très proches des simulations numériques.
Pour la méthode AFLP, les résultats montrent des erreurs plus importantes quant
à la propagation.
6.4.4 Complément d’analyse
Les tests de Monte-Carlo permettent de vérifier la bonne propagation de la co-
variance pour une seule application de l’AFL. Cette procédure est lourde et néces-
site de nombreux tirages aléatoires, car notre espace de représentation est grand.
En outre, cette procédure n’est pas résistante aux outliers. En effet, l’estimation
de la covariance de la distribution de sortie peut être complètement faussée par
un tirage malheureux. De plus, la covariance est estimée sur une trajectoire parti-
culière et est comparée à la distribution. Pour montrer la pertinence du calcul de
covariance proposé, il serait nécessaire de tester la propagation en chaque point de
la trajectoire. Dans la section suivante, nous présentons une autre manière de véri-
fier que la covariance estimée est conforme à l’erreur réellement existante. Cette
méthode permet en plus de tester les résultats sur toute une trajectoire et non plus
sur une seule itération comme ici.
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6.5 Test de Consistance
6.5.1 Définition
Un estimateur xˆ est dit consistant, si il répond à deux critères :
1. L’estimateur est non biaisé, i.e E(xˆ)− x¯ = 0.
2. La variance estimée (Cˆx) est supérieure ou égale à la variance réelle (Cx),
i.e Cˆx − Cx est positive.
Il existe plusieurs tests pour vérifier cette propriété [5]. Ils reposent tous sur le
calcul de l’erreur entre la valeur estimée et la valeur réelle. Ici, nous allons utiliser
la même méthode que [4] qui a été utilisée pour mettre en lumière les problèmes
de consistance de l’EKF. Pour cela, il est nécessaire de connaître avec précision la
valeur réelle. Ici, on ne peut pas se contenter d’utiliser une vérité terrain comme le
trajectomètre ou un GPS car ces mesures sont bruitées et vont biaiser les résultats
des tests. Ces tests sont donc effectués sur des données simulées.
Pour tester la consistance, nous allons utiliser un test statistique utilisant l’er-
reur NEES (Normalised Estimation Error Square) erreur normalisée d’estimation
au carrée, définie par :
(t) = (xt − x¯t)T Cˆxt−1(xt − x¯t) (6.2)
avec, dans notre cas, t le temps et xt la position à l’instant t. Cette distance va
refléter les deux critères d’un estimateur consistant.
Dans le cas d’un estimateur linéaire et gaussien consistant xt, l’erreur NEES
suit une loi de χ2 à |x| degrés de liberté.
Nous effectuerons le test suivant :
∀t, (t) < χ2|x|,α (6.3)
avec χ2|x|,α, le fractile d’ordre α pour une distribution de χ
2 à |x| degrés de liberté.
Si ce test est positif, l’estimateur sera déclaré consistant c’est-à-dire que l’esti-
mateur reflète bien ses propres performances. Dans le cas contraire, il est déclaré
inconsistant.
Si nous utilisons une seule trajectoire pour effectuer ce test, les données sont
temporellement corrélées, puisque l’estimation courante est effectuée à partir de
l’instant précédent. Le risque est de trouver une trajectoire qui montre qu’un es-
timateur consistant ne le soit pas ou qu’un estimateur inconsistant le soit. Pour
palier ce problème, la méthode habituellement utilisée ([5] page 234) consiste à
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effectuer une simulation de Monte-Carlo pour obtenir plusieurs tirages de x in-
dépendants. Ainsi, nous utiliserons plutôt :
¯(t) =
1
N
N∑
i=1
i(t) (6.4)
Et donc, on effectuera le test suivant :
¯(t) <
1
N
χ2N×n,α (6.5)
avec n = |x| et α le seuil d’acceptation de l’hypothèse.
6.5.2 Résultat
Les tests ont été effectués sur les deux séquences de simulation présentées
précédemment. Pour chaque expérience, la trajectoire de simulation est artifi-
ciellement bruitée. Pour cela, nous ajoutons sur chaque point 2D un bruit gaussien
centré de variance σ2 = 0.5. Puis, nous optimisons la trajectoire, en utilisant
l’AFL. La covariance correspondant à cette trajectoire bruitée est calculée pour
les deux méthodes (AFL et AFLP).
Ici, nous utilisons 50 expériences pour nous assurer de la qualité du résultat (la
figure 6.16 présente une vue de dessus des 50 trajectoires en virage résultant du
tirage aléatoire). Pour chaque trajectoire i, à chaque instant t, la distance NEES
i(t) est calculée à partir de l’estimation de la covariance Cxt et de la position
xt de la dernière caméra de l’ajustement de faisceaux local à t obtenues par la
méthode analytique sur la i-éme trajectoire. Puis la distances NEES moyenne ¯(t)
est la moyenne des i(t). C’est l’évolution de ce critère en fonction du temps qui
sera représenté pour chacun des essais suivants et comparé par rapport au seuil du
chi2. Le seuil du χ2 sera représenté en rouge sur les figures suivantes. Le seuil
d’acceptation a été fixé à 97.5%, N = 50 et |x| = 3. La valeur du seuil sera donc
de 3,72.
Résultat pour l’AFL avec corrélation Sur les deux séquences de test, nous
voyons que la méthode est consistante (voir figure 6.17). Cela confirme les résul-
tats des deux précédents essais.
AFLP avec indépendance Pour l’AFLP, sur la figure 6.18, la méthode n’est pas
consistante sur les deux séquences de tests.
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FIGURE 6.16: Cette figure présente les 50 trajectoires bruitées pour le calcul de
consistance sur la séquence en virage.
106 CHAP. 6 : VALIDATION EXPÉRIMENTALE DU CALCUL D’INCERTITUDE
(a) Séquence ligne droite (b) Séquence virage
FIGURE 6.17: Consistance de l’AFL avec corrélation. Les deux figures représen-
tent la distance NEES en fonction du temps en images clef. Sur la séquence en
ligne droite (a) et sur la séquence en virage (b).
(a) Séquence ligne droite (b) Séquence virage
FIGURE 6.18: Consistance de l’AFLP avec indépendance. Les deux figures
représentent la distance NEES en fonction du temps en images clefs. Sur la
séquence en ligne droite (b) et sur la séquence en virage (a).
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6.6 Correction de la méthode AFLP
Dans les résultats précédents, nous avons montré que la méthode AFLP propage
une incertitude au cours du temps. Malheureusement, cette incertitude est sous-
estimée par rapport à la réalité. Nous avons mis en lumière le fait que malgré cette
sous-estimation, la propagation reste cohérente à un facteur près. De ce fait, nous
proposons d’introduire un facteur correctif permettant de tout de même utiliser
les covariances fournies par l’AFLP pour estimer l’erreur effectuée par l’AFL.
Ce facteur a été estimé en fonction du rapport entre les covariances de la méth-
ode AFL et celle de la méthode AFLP. Une expérimentation a été conduite sur
plusieurs séquences. Les valeurs varient entre 1.53 et 2.2 autour d’une moyenne
de 1.87 avec un écart-type de 0.20. Nous proposons donc pour pouvoir tout de
même utiliser la méthode ALFP de multiplier les résultats par ce facteur correctif
de manière à obtenir des valeurs proches de celle de l’AFL. Nous appliquerons
donc un facteur correctif de 1.87. La figure 6.19 montre une vue de dessus des
ellipses de l’AFLP corrigée et de l’AFG.
6.7 Conclusion
Dans ce chapitre, nous avons estimé les performances des deux méthodes
retenues pour propager l’incertitude dans l’ajustement de faisceaux local. La pre-
mière, l’AFL avec prise en compte des corrélations, propage l’incertitude de manière
correcte sur toutes les séquences que nous avons utilisées. Malheureusement, son
coût en temps de calcul est trop important pour une application embarquée. La
seconde méthode proposée est l’AFLP avec hypothèse d’indépendance. Même si
cette hypothèse est en toute rigueur très simplificatrice, la méthode reste utilisable
et permet de propager une incertitude au cours des itérations. Nous avons vu que
cette méthode sous-estime la covariance, mais cette sous-estimation à la propriété
de rester proportionnelle au cours de la séquence. Nous avons donc proposé d’u-
tiliser un facteur correctif pour rendre cette méthode utilisable et pouvoir propager
l’incertitude en temps réel.
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FIGURE 6.19: Cette figure présente une representation en vue de dessus des el-
lipses d’incertitude calculée par deux méthodes : la méthode AFG (trait plein) et
la méthode AFLP corrigée (pointillés).
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Ce chapitre détaille, dans un premier temps, la méthode de SLAM visuel dévelop-
pée lors de la thèse d’Etienne Mouragnon [79] qui sert de base à nos travaux.
Dans un second temps, nous présentons l’utilisation de différents ajustements de
faisceaux en replacement de celui utilisé à l’origine. Ces travaux ont été publiés
dans [37].
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FIGURE 7.1: Schéma général de l’algorithme utilisé.
7.1 SLAM Visuel
Cette section a pour but d’expliquer le fonctionnement du SLAM visuel utilisé
ici et qui a été développé durant la thése d’Etienne Mouragnon.
7.1.1 Schéma général
Le schéma général de la méthode est présenté dans la Fig. 7.1.
Cette approche peut être découpée en deux phases. La première étape consiste
en une localisation rapide pour chaque image. Ici, le but est de recalculer rapi-
dement la pose correspondante à la nouvelle image. Pour cela, un suivi de points
entre les images est nécessaire. Ensuite, un calcul de pose peut être effectué pour
déterminer la position de la caméra. Chacune de ces étapes est décrite en section
7.1.2
Une fois cette première étape terminée, il y a deux possibilités. Soit la pose
calculée à une qualité suffisante, alors l’étape précédente est répétée. Soit, la qual-
ité de la pose est jugée insuffisante et alors la deuxième partie de l’algorithme est
utilisée. Il met en oeuvre la notion d’image clef ; ces images clefs forment une
sous-séquence de la séquence d’origine. Ce choix ainsi que la notion d’image clef
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sont détaillés section 7.1.3.
La seconde partie de l’algorithme décrite en section 7.1.4 a pour but de mettre
à jour le nuage de point 3D qui sert à la localisation. Pour cela, deux étapes sont
utilisées : d’abord une étape d’extension du nuage de point 3D qui utilise la trian-
gulation. Puis une étape d’optimisation pour réduire les erreurs introduites par les
calculs précédents.
7.1.2 Localisation rapide
La première phase de l’algorithme a pour but de déterminer la pose qui corre-
spond à la dernière image acquise. Pour ce faire, il est nécessaire de trouver des
correspondances entre des points 3D du nuage et leurs observations dans l’image.
Points d’intérêt Le but de cette étape est de trouver des points particuliers de
l’environnement qui seront facilement reconnaissables même en cas de change-
ment de point de vue. Ils sont appelés points d’intérêt et seront détectés directe-
ment dans l’image. Ici, le détecteur de Harris [47] a été choisi pour ses très bonnes
performances et pour son faible coût en temps de calcul. Nous n’utilisons pas les
détecteurs plus récents invariants à l’échelle ou aux changements affines [75], car
leurs coûts en temps de calcul est trop important.
Descripteur La seconde étape consiste à construire une signature caractéris-
tique du point dans le but de pouvoir reconnaître un point parmi les autres. Pour
cela, un voisinage autour du point est utilisé. Énormément de descripteurs ont
été proposés et ce domaine de recherche reste très actif. Dans les travaux initi-
aux d’Etienne Mouragnon, le descripteur utilisé était la ZNCC (Zero-mean nor-
malized cross-correlation). Cette technique consiste à utiliser directement l’image
pour construire le descripteur.
Mon sujet de stage de fin d’études de master effectué au CEA avait pour but
l’adaptation de la méthode dans un cadre automobile en milieu urbain. La méth-
ode avait auparavant été testée à petite vitesse (15 km/h maximum). Une vitesse
plus importante (jusqu’à 50km/h) entraîne principalement deux problèmes : une
distance plus importante entre deux images et une augmentation du flou de bougé.
La mise en correspondance devenant plus difficile, la ZNCC [16] n’était plus
suffisante. Pour pallier ce problème, d’autres descripteurs ont été testés (SIFT [73],
SURF [6]).
Le descripteur finalement choisi est un SURF [6] modifié de manière à fonc-
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tionner à une seule échelle et ne prenant pas en compte l’invariance à la rota-
tion. Cette simplification a été effectuée pour deux raisons. La première pour des
raisons dues à l’application : dans le cadre automobile, il n’y a pas de rotation im-
portante dans les images et les changements de point de vue introduits ne sont pas
suffisants pour entraîner des changements d’échelle importants. De plus, l’utilisa-
tion du multiéchelle ou de l’invariance à la rotation rend les descripteurs moins
discriminants. La seconde raison est la volonté de réduire le coût en temps de cal-
cul de l’utilisation de SURF à la place de la ZNCC de manière à pouvoir traiter
le flux vidéo en temps réel. Pour diminuer encore ce coût, des stratégies de paral-
lélisation du code et de portage sur GPU ont été mises en place. J’ai continué ces
travaux durant ma thèse notamment dans le cadre du projet ODIAAC.
Mise en correspondance La mise en correspondance des points détectés dans
les deux images repose sur le fait de chercher le point de l’image 2 qui ressemble
le plus à celui de l’image 1, la ressemblance étant calculée grâce à une distance
entre descripteurs.
Pour cela, il existe plusieurs techniques suivant les connaissances a priori sur le
mouvement, ou les hypothèses effectuées. La plus simple consiste à effectuer une
recherche exhaustive dans l’image 2 et à garder le point qui a le meilleur score de
ressemblance pour chaque point de l’image 1. Pour éviter de conserver des points
qui auront un trop mauvais score de ressemblance, un seuil fixe le score au-dessus
duquel l’appariement n’est pas conservé. De même, pour éviter les problèmes dus
aux structures répétitives, un deuxième seuil vérifie que la différence de ressem-
blance entre les deux meilleurs appariements possibles est suffisante (supérieure à
un seuil). Construire la carte de distance entre tous les points de la première image
et ceux de la seconde est très coûteux en temps de calcul. Pour réduire ce coût, le
mouvement de la caméra est supposé avoir une vitesse bornée. Cela nous permet
de limiter la recherche dans une fenêtre en pixel centrée autour de la position du
point de l’image 1.
En sortie de cette étape, des appariements 2D/2D entre deux images sont
obtenus.
Localisation 3D
La pose de la caméra courante est maintenant recherchée. Pour cela, il faut
tout d’abord déterminer des correspondances entre des points 3D existants et leurs
observations dans l’image courante.
Pour chaque association 2D/2D entre l’image courante et l’image clef précé-
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FIGURE 7.2: Phase de localisation.
dente, seules les correspondances 2D qui sont associées dans l’image précédente à
un point 3D déjà triangulé sont conservées. À partir des associations 3D/2D ainsi
obtenues, la pose courante de la caméra peut être calculée en utilisant l’algorithme
des 3 points (§1.1.3). Pour obtenir un résultat robuste à de mauvais appariements,
l’algorithme de RANSAC est utilisé (§1.1.3).
7.1.3 Choix de l’image clef
Cette étape permet d’évaluer la qualité de la localisation de la caméra qui
vient d’être effectuée. Pour cela, deux critères sont utilisés. Le premier critère
est purement 2D, il concerne le nombre d’appariements entre l’image courante et
la dernière image clef. Si ce nombre descend en dessous d’un certain seuil, cela
signifie que les deux images sont trop éloignées l’une de l’autre et le processus de
mise en correspondance est mis en défaut. Le second critère est 3D, il vérifie le
nombre de points 3D correctement reprojetés dans l’image courante (la projection
du point 3D doit être proche de son observation 2D). Si ce nombre descend en
dessous d’un certain seuil, la qualité de la pose reconstruite par l’algorithme des
3 points ne peut plus être garantie. Ces deux critères doivent être validés pour
déclarer la pose courante de qualité suffisante.
Ensuite, suivant la qualité de la pose, deux choix sont possibles.
Soit, la pose est de bonne qualité. Dans ce cas, le nuage de point 3D est consid-
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FIGURE 7.3: Reconstruction 3D et optimisation géométrique.
éré comme suffisant pour se localiser. L’algorithme se poursuit, en répétant l’étape
de localisation avec l’image suivante (étape 1, fig.7.1).
Soit, dans le cas contraire, la qualité de la pose courante est jugée insuffisante.
Donc cette pose est oubliée et la pose précédente est considérée comme une nou-
velle image clef. Ce fait signifie que le nuage de point 3D n’est plus suffisant pour
se localiser. Une procédure de mise à jour du nuage de point, décrite dans la sec-
tion suivante, est alors utilisée. Une fois le nuage mis à jour (étape 5/6), il sera de
nouveau possible d’utiliser la procédure de localisation (étape 1).
7.1.4 Mise à jour du nuage de points 3D
Cette seconde partie de l’algorithme a pour but de mettre à jour le nuage de
point 3D pour pouvoir continuer le processus de localisation dans de bonnes con-
ditions. Elle se découpe en deux étapes : la mise à jour proprement dite (étape 4),
puis une étape d’optimisation de la géométrie (étape 5).
Triangulation 3D
Depuis la dernière mise à jour, une nouvelle partie de l’environnement a été
explorée : il est nécessaire de compléter le nuage de points 3D avec de nouveaux
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points pour représenter cette partie.
De nouveaux points vont donc être triangulés à partir de correspondance 2D
trouvée entre les 3 dernières images clefs (t,t− 1,t− 2). En effet, le fait de suivre
un élément sur 3 images assure plus de robustesse et limite la construction de
mauvais points.
Lors de la procédure de triangulation, la profondeur des points 3D est es-
timée. Pour que cette estimation soit de bonne qualité, il est nécessaire d’avoir
un changement de point de vue suffisant entre les différentes caméras servant à
la triangulation. L’utilisation d’image clef assure que ce changement de point de
vue soit aussi grand que possible pour que les points reconstruits soient de qualité
suffisante pour servir de support à la localisation.
Optimisation géométrique
Cette dernière étape a pour but de diminuer l’erreur géométrique : une procé-
dure d’optimisation non linéaire est utilisée pour raffiner tous les nouveaux paramètres
introduits. L’historique est utilisé pour apporter des contraintes sur ces nouveaux
paramètres. Pour cela, un ajustement de faisceaux local tel que décrit au chap.4
est effectué.
Une fois cette étape terminée, un nuage de points à jour et un ensemble de
poses optimisées sont obtenus. La procédure de localisation peut maintenant être
de nouveau utilisée pour localiser les images suivantes (étape 1).
L’étape d’optimisation géométrique est la plus coûteuse en temps de calcul.
Notons que l’utilisation des images clefs permet de réduire le nombre d’appels à
l’ajustement de faisceaux tout en conservant une précision de localisation impor-
tante.
7.1.5 Initialisation
Le processus itératif présenté requiert une phase d’initialisation fournissant les
trois premières poses de caméras et un nuage de points 3D initial. Cette initiali-
sation est réalisée au moyen de l’algorithme des 5 points (section 1.1.3) pour le
calcul des poses et de la triangulation pour obtenir les points 3D. Pour plus de
détail sur la construction de cette première initialisation, le lecteur est invité à se
référer à la thèse d’Etienne Mouragnon [79].
Il est important de noter que c’est lors de cette procédure d’initialisation que
le repère de la reconstruction est choisi. Il est arbitrairement fixé sur la première
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caméra (R0 = I3, T0 = 03×1). C’est aussi ici que l’échelle de la reconstruction
est fixée, la distance entre la première et la troisième caméra est utilisée comme
étalon de distance.
Cette reconstruction initiale est ensuite optimisée par un ajustement de fais-
ceaux global (Chap.3). On notera que pour réduire les erreurs dues à la recon-
struction initiale qui peuvent être importantes, l’optimisation géométrique dans le
processus itératif pour les 7 images clefs suivantes sera réalisée par un ajustement
de faisceau global et non pas local.
7.2 Utilisation de l’ajustement de faisceau local pondéré
Dans cette section, nous proposons de remplacer dans le SLAM visuel l’a-
justement de faisceaux local jusqu’à présent utilisé par l’ajustement de faisceaux
local pondéré (chap.5), et nous montrons l’apport de cette nouvelle approche.
7.2.1 Ajustement de faisceaux local pondéré
Dans le chapitre 5, nous avons défini un nouvel ajustement de faisceaux lo-
cal dit pondéré noté AFLP. Contrairement à l’AFL, celui-ci optimise toutes les
caméras présentes dans la fenêtre glissante. Il utilise une pondération pour con-
traindre les anciennes caméras à rester proche de leurs positions précédemment
estimées. Ici, nous utiliserons l’AFLP avec hypothèse d’indépendance sous deux
formes décrites ci-après.
Ajustement de faisceaux local pondéré avec covariance globale
Dans l’AFLP décrit en section 5.2, Cc−c définit la pondération appliquée sur
les caméras contraintes. Cette pondération est dans ce cas la covariance globale.
Cette covariance représente l’incertitude des poses courantes par rapport au début
de la trajectoire. Elle tient compte de toute la trajectoire grâce à un calcul par
récurrence et croît avec le temps de la même façon qu’une covariance calculée sur
toute la trajectoire par un ajustement de faisceau global.
Ajustement de faisceaux local pondéré avec covariance locale
Cet ajustement de faisceau est le même que celui du chapitre 5 mais nous
proposons ici d’utiliser comme pondération une covariance locale. Cette covari-
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ance locale représentera la covariance des caméras exprimée dans le repère de la
caméra la plus ancienne de la fenêtre glissante.
Pour cela, on considère un ajustement de faisceau global sur la fenêtre glis-
sante utilisée. Cette covariance est donc calculée grâce à la technique standard
d’estimation de la covariance en calculant l’inverse de l’approximation de la hessi-
enne de la fonction d’AFG.
Pour inverser la hessienne, il est nécessaire de fixer la jauge. Nous effectuons
cette opération en enlevant les lignes et les colonnes de la matrice hessienne corre-
spondante aux paramètres fixes choisis. Ici, nous avons choisi la pose la première
caméra (c0) et pour le dernier paramètre la plus grande coordonnée de la pose
c|cc|−1.
Cette covariance est évaluée à l’itération précédente (sur les données à t− 1).
Nous utilisons ensuite le même procédé que pour la covariance globale pour ex-
traire de cette matrice l’information nécessaire pour la récurrence. Seule la covari-
ance des poses correspondant à cc est conservée. Cette nouvelle covariance, dite
locale, peut maintenant être utilisée dans l’ajustement de faisceau local pondéré
pour optimiser l’itération suivante.
7.2.2 Evaluation expérimentale
Dans ce chapitre, nous présentons une évaluation des différents ajustements
de faisceaux appliqués au SLAM visuel. Pour cela, les différentes trajectoires ont
été comparées à une vérité terrain.
Comparaison des trajectoires
Pour recaler les trajectoires, il est nécessaire de trouver la translation, la ro-
tation et le changement d’échelle permettant de passer du repère trajectoire au
repère vérité terrain.
Les trajectoires estimées par le SLAM visuel monoculaire sont obtenues avec
un facteur d’échelle arbitraire dans le repère de la première caméra. Pour les com-
parer à la vérité terrain, il convient de les remettre à la même échelle que la vérité
terrain. Cependant, une limite bien connue du SLAM monoculaire est la dérive
du facteur d’échelle dans le temps que souhaitons justement évaluer. Pour cette
raison, nous n’avons pas retenu les techniques de best-fit sur les deux trajectoires
qui ne permettent pas de mettre en lumière les phénomènes d’accumulation d’er-
reurs et de dérive. Nous avons choisi de remettre à l’échelle les trajectoires du
SLAM visuel en utilisant une portion du début de la trajectoire (les 10 premières
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caméras) sur laquelle l’échelle peut être considérée comme sans dérive et nous
avons appliqué cette nouvelle échelle à l’ensemble de la trajectoire estimée. Pour
la rotation et la translation nous avons recalé le début de la trajectoire sur le début
de la vérité terrain et nous avons aligné les repères.
Critère d’évaluation
Pour comparer les trajectoires, plusieurs erreurs sont calculées. Notons Ct =
∆ctgt la position de la caméra à l’instant t dans le repère de la vérité terrain (gt) et
GTt la vérité terrain à la position correspondante. Ainsi, nous calculons :
– l’erreur de position : ||Ct −GTt||2 ;
– l’erreur angulaire : arg(Ct−1 − Ct, GTt−1 −GTt) ;
– le ratio des distances inter-caméra ||Ct−1−Ct||2||GTt−1−GTt||2 .
Cette dernière est une mesure relative et va nous permettre en plus de l’erreur
sur la translation de mesurer la précision de l’échelle de la reconstruction. Pour
chacune des erreurs, nous donnerons la médiane, l’écart type et le minimum ou le
maximum.
7.2.3 Résultats sur la séquence de synthèse
La première séquence utilisée est la séquence synthèse (2900 images, 365m).
Dans la figure 7.4, nous présentons les différentes trajectoires obtenues en vue de
dessus :
– l’ajustement de faisceau local original (noté original en violet) ;
– l’ajustement de faisceau local pondéré avec covariance globale (noté global
en noir) ;
– l’ajustement de faisceau local pondéré avec covariance locale (noté local en
bleu) ;
– la vérité terrain (en rouge).
Sur cette figure, nous observons clairement l’accumulation d’erreur pour les
trois trajectoires et nous nous rendons compte que l’ajustement de faisceau local
pondéré avec covariance locale est moins sensible à l’accumulation d’erreur.
La figure 7.5 présente l’évolution des critères quantitatifs pour les différentes
méthodes.
Elle présente les trois critères définis dans la section précédente. L’erreur an-
gulaire et l’erreur de position sont deux critères absolus, ils traduisent de façon
chiffrée ce qui est observable sur la trajectoire. Elle montre que l’erreur angulaire
est légèrement plus importante pour les méthodes utilisant l’AFLP. Elle montre
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aussi que l’erreur de position est similaire pour le global et l’original et meilleure
dans le cas de l’AFLP avec covariance locale. Le rapport des distances inter-
caméra est un critère local, il ne devrait pas montrer d’accumulation d’erreur et
devrait ressembler à un bruit blanc gaussien. Ici ce n’est pas le cas, nous obser-
vons clairement une tendance. Cette tendance est le signe de la dérive du fac-
teur d’échelle au cours du temps. Nous nous rendons compte sur cette figure que
cette dérive varie linéairement avec la distance. Ici encore, nous remarquons les
meilleures performances de l’AFLP avec covariance locale.
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FIGURE 7.4: Vue de dessus des trajectoires reconstruites par AFL, AFLP local et
global et la vérité terrain de la séquence de synthèse.
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med std min
AFL 0.793 0.108 0.797
AFLP global 0.799 0.099 0.656
AFLP local 0.848 0.076 0.848
med std max
AFL 1.104 1.013 6.801
AFLP global 1.868 1.276 9.687
AFLP local 1.906 1.220 9.074
med std max
AFL 10.558 5.148 21.248
AFLP global 11.324 5.777 20.332
AFLP local 8.288 3.431 12.394
FIGURE 7.5: Evolution du rapport inter-caméra, de l’erreur angulaire et de l’erreur
de position au cours du temps pour les différentes méthodes sur la séquence de
synthèse.
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7.2.4 Résultat sur une séquence réelle
La seconde séquence utilisée est une séquence réelle en milieu urbain en con-
dition réelle (16000 images, 4km). Dans la figure 7.6, nous présentons les dif-
férentes reconstructions vues de dessus avec le même code couleur que précédem-
ment.
Comme précédemment, cette figure permet de voir que le facteur d’échelle
dérive au cours du temps pour les trois méthodes. La reconstruction donnée par
l’AFLP avec covariance locale est sensiblement de meilleure qualité et celle obtenue
par l’AFLP avec covariance globale se dégrade sur la fin de la trajectoire.
La figure 7.7 présente l’évolution des critères quantitatifs pour les différentes
méthodes.
Dans cette figure, l’erreur de position après le demi-tour (t>300s) n’est plus
significative du fait de l’écrasement du facteur d’échelle. Cette courbe confirme
l’examen visuel, l’AFLP local donne les meilleurs résultats, son erreur de posi-
tion est réduite d’environ 250m au maximum de la trajectoire (à t=300s). Nous
pouvons remarquer que la version globale est moins stable que l’AFL et présente
des erreurs importantes après la variation rapide du facteur d’échelle à t=125s.
Le rapport des distances inter-caméra est intéressant sur cette figure. On retrouve
la dérive linéaire due à l’accumulation d’erreur. Par contre sur le début, on observe
des variations brusques de ce facteur. Ces variations sont dues à de mauvaises sit-
uations rencontrées lors du trajet (mauvais appariement, véhicule en mouvement,
changement d’illumination brusque). L’AFLP évite certaines de ces variations ou
atténue leurs effets.
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FIGURE 7.6: Vue de dessus des trajectoires reconstruites grâce à l’AFL, L’AFLP
local et global et la vérité terrain de la séquence réelle.
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med std max
AFL 0.177 0.256 2.071
AFLP global 0.170 0.321 2.00
AFLP local 0.264 0.31 1.99
med std max
AFL 15.382 8.243 161.47
AFLP global 28.20 17.92 178.768
AFLP local 6.293 9.434 179.889
med std max
AFL 348.980 271.22 894.79
AFLP global 345.232 256.25 850.153
AFLP local 301.448 235.143 817.474
FIGURE 7.7: Evolution du rapport inter-caméra, de l’erreur angulaire et de l’erreur
de position au cours du temps pour les différentes méthodes sur la séquence réel.
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7.3 Conclusion
Nous avons décrit ici le processus de localisation itératif d’Etienne Mouragnon
utilisé pour réaliser du SLAM visuel monoculaire sur de longues séquences. Nous
avons ensuite proposé de remplacer l’ajustement de faisceaux local (AFL) par un
ajustement de faisceaux local pondéré (AFLP). Le principe est de relâcher les
caméras fixes dans l’AFL en leur laissant la possibilité de varier dans un espace
contraint défini par la pondération utilisée. Deux AFLP ont été évalués :
– L’AFLP global, c’est-à-dire pondéré par une covariance globale. Nous avons
montré que bien qu’améliorant les performances au niveau de la stabilité du
facteur d’échelle, il est moins stable en cas de forte perturbation que la ver-
sion proposée par Mouragnon et al.
– L’AFLP local, c’est-à-dire pondéré par une covariance locale. Les essais
ont montré qu’il augmente sensiblement la qualité de la reconstruction et la
stabilité du facteur d’échelle.
Dans tous les cas, les solutions proposées ne permettent que de réduire les er-
reurs engendrées par la localisation itérative, mais ne permettent pas de résoudre
totalement l’accumulation d’erreur ainsi que l’instabilité du facteur d’échelle.
Pour pallier ce problème, l’apport d’une métrique par une donnée extérieure est
une solution pertinente. Dans le chapitre suivant, nous allons donc explorer les
possibilités offertes par la fusion avec d’autres données.
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Chapitre 8
Vers la fusion
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Ce chapitre présente deux méthodes de fusion utilisant un odomètre pour pal-
lier le problème de la dérive du facteur d’échelle mis en lumière dans le chapitre
précédent. Ces méthodes ont fait l’objet de plusieurs publications ([36] et [37]).
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8.1 Introduction
Nous avons vu précédemment que le SLAM monoculaire décrit (§7.1) permet
de se localiser précisément sur de courtes distances, mais sur des distances plus
importantes, il souffre d’une accumulation d’erreurs au cours du temps. Cette ac-
cumulation se traduit sur les résultats de deux manières : une erreur sur la pose
et une erreur sur le facteur d’échelle. Ces deux problèmes rendent les résultats
difficilement exploitables, surtout en cas de saut rapide du facteur d’échelle (dû à
de mauvaises observations).
Dans ce chapitre, nous étudions l’apport de la fusion de données issues d’autres
capteurs, pour limiter la dérive du facteur d’échelle et ainsi augmenter la précision
de localisation. Nous proposons notamment deux solutions différentes pour intro-
duire des données provenant d’un odomètre dans un SLAM visuel utilisant un
ajustement de faisceaux.
8.2 Fusion avec un odomètre
La méthode de SLAM monoculaire présentée précédemment permet de recon-
struire une trajectoire et son environnement à une échelle près. Normalement, à
partir d’une mesure unique de distance entre deux poses, il est possible de mettre à
l’échelle la reconstruction. Malheureusement, ce facteur d’échelle théoriquement
constant varie au cours de la reconstruction du fait de sa non observabilité et donc
de l’absence de contrainte le concernant. Cette dérive rend la reconstruction finale
difficilement utilisable en l’état.
Les techniques de localisation par vision les plus couramment utilisées ne ren-
contrent pas ce problème d’estimation du facteur d’échelle, car elles utilisent
plusieurs caméras. En effet, en utilisant plusieurs caméras rigidement liées, la
métrique est fournie par la ou les transformations rigides connues entre les caméras.
Ainsi, on obtient une reconstruction aux dimensions réelles du monde 1. Par con-
tre, ces techniques engendrent un surcoût en terme de traitement, de matériel et de
communication et n’ont pas été retenues ici pour les applications visées. De plus,
le système de caméras doit être calibré et le rester.
D’autres approches ont récemment été proposées pour estimer le facteur d’échelle
en utilisant une unique caméra, on peut citer les approches de :
– Scaramuzza et al. [90] qui utilise le fait que des véhicules non holonomes
1. à la condition d’éviter la configuration centrale où tous les centres optiques sont confondus,
qui revient au cas d’une caméra unique
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FIGURE 8.1: Odomètre de Leonard de Vinci (Codex Atlanticus f.1.r).
suivent des trajectoires circulaires par morceaux pour déterminer le facteur
d’échelle.
– Lothe et al. [72] qui suppose connue la distance entre la caméra et le plan
du sol.
Malheureusement, ces techniques ne sont pas toujours fiables et ne donnent pas
d’information à chaque instant, mais seulement en certains points de la trajectoire.
La dernière possibilité, celle que nous avons choisi d’étudier, est l’utilisation
d’un autre capteur pour fournir une information complémentaire à celle estimée
par vision. Nous nous sommes plus particulièrement intéressés à l’odomètre.
L’odomètre (Fig. 8.1) est un instrument permettant de mesurer une distance.
Deux exemples d’odomètre sont quotidiennement utilisés :
– sur une voiture le compteur de kilomètre est un odomètre ;
– en informatique, une souris est une interface utilisateur constituée d’un cou-
ple d’odomètres qui permettent de déplacer un curseur sur l’écran.
Il est intéressant de noter qu’avec le concours de plusieurs odomètres, par ex-
emple un par roue sur un véhicule, il est théoriquement possible d’estimer la
trajectoire du véhicule. Mais en pratique, la trajectoire est de mauvaise qualité,
surtout à cause des erreurs d’estimation angulaire. Dans notre cas, nous nous con-
centrerons sur l’utilisation d’un unique odomètre qui nous donne une information
assez fiable sur la distance parcourue. Des biais apparaissent en cas de glissement,
mais dans notre cas d’étude, ces glissements restent négligeables. Ce capteur est
d’autant plus intéressant que c’est un capteur qui est facilement disponible dans
les applications automobiles et nous permet de récupérer l’information métrique
manquante en vision monoculaire.
Quelques travaux ont déjà été effectués pour fusionner un odomètre avec un
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système de vision monoculaire.
Cumani et al. [24] reconstruit la trajectoire en estimant pour chaque image
clef, un triplet de caméra. Le tenseur trifocal est estimé grâce à l’algorithme des
6 points [88], à partir de correspondance dans les trois dernières images clef. Le
nouveau triplet de caméras est ensuite chaîné avec les caméras précédemment es-
timées. Pour cela, il est nécessaire de déterminer le changement de repère entre
les deux reconstructions (le nouveau triplet et la reconstruction précédemment
obtenues). L’échelle relative doit notamment être estimée, mais cette estimation
peut être de mauvaise qualité en utilisant uniquement la vision. Il propose donc
d’utiliser l’odomètre pour mettre à l’échelle les triplets de caméras. Nous ex-
ploiterons une idée similaire dans la section 8.3, mais appliqué au SLAM visuel
proposé par Mouragnon et al. .
Kaess et al. [53] propose de fusionner directement l’odomètre dans un ajuste-
ment de faisceau local. Dans la section 8.4 nous proposons d’effectuer une fusion
de données externes et de l’intégrer ensuite dans l’ajustement de faisceau.
Dans cette section, nous présentons deux techniques pour intégrer la mesure
donnée par l’odomètre dans le processus de SLAM visuel. La première est une
modification simple permettant d’intégrer la mesure odométrique dans le proces-
sus de SLAM sans en modifier le schéma global et le processus d’optimisation.
La seconde utilise l’AFLP décrit dans le chapitre 5 pour imposer des contraintes
supplémentaires sur les caméras.
8.3 Intégration simple
La première méthode est une méthode simple permettant d’intégrer un facteur
d’échelle provenant d’un odomètre à l’intérieur du SLAM visuel.
L’idée de la méthode est de modifier l’initialisation de l’AFL en substituant
la pose estimée de la nouvelle image clef t par une pose corrigée. La figure 8.2
illustre la structure du SLAM avec ce nouveau module de correction du facteur
d’échelle. La correction appliquée consiste à remettre à l’échelle la pose estimée
par la vision grâce à l’information de distance parcourue entre t − 1 et t fournie
par l’odomètre.
Cette correction illustrée par la figure 8.3, est définie par :
∆c˜t =
∆ct−1 +
dt−1
||∆ct − ∆ct−1||2 (
∆ct − ∆ct−1) (8.1)
ωc˜t =
ωct (8.2)
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FIGURE 8.2: Positionnement du module correction de la pose estimée dans le
schéma du SLAM.
avec les notations suivantes
t− 1 : image clef précédente
∆ct : position de la caméra au temps t
ωct : orientation de la caméra au temps t
dt−1 : la distance odométrique entre t− 1 et t
La pose ct est modifiée après son estimation et avant la triangulation des nou-
veaux points 3D. Il est important de noter que cette modification impacte non
seulement la pose, mais aussi les nouveaux points 3D lors de l’étape de triangula-
tion. Enfin, la pose corrigée et les nouveaux points 3D sont optimisés par l’AFL
avec les anciennes poses et les anciens points 3D comme dans la méthode non
modifiée.
La même correction est appliquée à l’initialisation des trois premières caméras
de manière à ce que la reconstruction débute avec une échelle correcte.
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FIGURE 8.3: Correction de la pose estimée par vision à l’image clef précédente
grâce à la distance estimée par l’odomètre.
8.3.1 Résultats
Dans cette section nous présentons les résultats sur deux séquences, une séquence
synthétique et une séquence réelle. Nous comparons le résultat de cette méthode
intégrant l’odomètre à la version non modifiée du SLAM visuel.
Les trajectoires sont recalées par rapport à la vérité terrain. Pour cela, nous
suivons la procédure présentée dans le chapitre précédent (cf section 7.2.2). Pour
la nouvelle méthode, le facteur d’échelle n’est pas recalé, mais laissé tel que re-
construit par la méthode.
Pour effectuer la comparaison, nous utilisons les mêmes critères que pour le
chapitre précédent (cf section 7.2.2) : l’erreur de position, l’erreur angulaire et le
ratio inter-caméra.
Deux types de résultats sont donnés : les vues de dessus des trajectoires recon-
struites et les graphiques d’évolution des critères quantitatifs. Des repères com-
muns ont été ajoutés entre les figures pour en faciliter la lecture (les points sur la
trajectoire correspondent aux traits verticaux des graphiques).
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Résultat sur séquence de synthèse
La séquence utilisée ici est la séquence de synthèse d’un couloir texturé de
365m et 2900 images (§6.3.4). Un odomètre synthétique a été généré à partir de
la vérité terrain pour tester la méthode. La mesure odométrique n’est donc pas
bruitée.
La Fig. 8.4 présente une vue de dessus des différentes trajectoires :
– la méthode originale purement visuelle notée AFL SLAM (en noir) ;
– la méthode améliorée en utilisant l’odomètre noté AFL SLAM avec odomètre
(en bleu) ;
– la vérité terrain (en rouge).
Sur cette figure, nous observons que la méthode corrigée par l’odomètre ferme la
boucle pratiquement sans erreur contrairement à la méthode originale.
La figure 8.5 présente les statistiques associées à cette expérience. Elle montre
que l’AFL SLAM avec odomètre corrige la dérive du facteur d’échelle. En effet,
la dérive du facteur d’échelle, observable par la diminution du rapport de distance
inter-caméra au cours du temps, est bien visible pour la méthode originale. Avec
la nouvelle méthode, ce rapport reste bien autour de 1. Nous observons également
que la contrainte donnée par l’odomètre n’est pas toujours respectée par l’ajuste-
ment de faisceaux suivant la correction (par exemple t= 40s), mais l’ajout de la
correction du facteur d’échelle à chaque image clef assure que malgré une possible
dérive en position, l’algorithme reviendra tout de même à une échelle correcte.
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FIGURE 8.4: Trajectoire des différentes méthodes vues de dessus de la séquence
synthétique (365m) : vérité terrain (rouge), AFL SLAM (noir), AFL SLAM avec
odométre (bleu).
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med std min
AFL 0.845 0.0967 0.657
AFL avec
0.986 0.0294 0.874
odomètre
med std max
AFL 0.558 0.813 6.489
AFL avec
odométre
1.00572 1.238 7.251
med std max
AFL 8.567 5.654 22.225
AFL avec
odométre
1.808 1.289 4.026
FIGURE 8.5: Evolution du rapport inter-caméra, de l’erreur angulaire et de l’erreur
de localisation pour l’AFL SLAM et l’AFL SLAM avec l’odomètre.
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Résultats sur la séquence réelle
La séquence réelle est une séquence de 4km en milieu urbain (§6.3.5). La
vérité terrain est donnée par un trajectomètre. Ici, nous utilisons directement l’odomètre
du véhicule.
La figure 8.6 donne une vue de dessus des trois trajectoires (la vérité terrain,
la méthode originale et la méthode utilisant l’odomètre). La reconstruction de
4km montre clairement la dérive de l’échelle de la méthode originale et met en
évidence l’apport de la méthode avec odomètre sur la correction de cette dérive
(la trajectoire ne s’écrase plus comme précédemment).
Dans la figure Fig. 8.7, nous observons la réduction importante de l’erreur de
position (de 345m à 34m) et de l’erreur angulaire (de 16 à 4 degrés). Avec la
méthode utilisant l’odomètre, l’erreur de fermeture de boucle sur cette séquence
de 4 km est de 30m et l’erreur de positionnement maximum est de 80m.
Nous avons montré ici que même avec un odomètre standard et dans des
conditions réelles la méthode utilisant l’odomètre permet de corriger le facteur
d’échelle et d’améliorer le positionnement et la reconstruction. A certains instants,
l’échelle dérive encore malgré la correction (cf par exemple t=80s) mais la correc-
tion odométrique permet de retourner vers un état cohérent du facteur d’échelle.
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FIGURE 8.6: Vue de dessus des différentes trajectoires.
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med std max
AFL 0.0678 0.260 2.112
AFL avec
0.9709 0.0684 2.117
odométre
med std max
AFL 16.0195 8.224 83.815
AFL avec
4.11 5.776 73.643
odométre
moy std max
AFL 345.00 269.027 884.265
AFL avec
34.34 21.09 80.58
odométre
FIGURE 8.7: Evolution des critères avec le temps.
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Conclusion
Dans cette section, nous avons démontré la possibilité d’intégrer des données
odométriques dans un SLAM visuel monoculaire utilisant un ajustement de fais-
ceau local (AFL). L’odomètre est utilisé pour mettre à l’échelle les nouvelles es-
timations de pose. Cela se traduit par une mise à l’échelle des points 3D.
Les résultats présentés sur des données réelles et synthétiques montrent que
cette méthode améliore significativement les résultats de la méthode originale en
stabilisant le facteur d’échelle. Elle permet ainsi d’obtenir une meilleure localisa-
tion et reconstruction. Cette trajectoire n’étant plus arbitrairement déformée par
la dérive du facteur d’échelle, les techniques de correction comme la fermeture de
boucle ou l’utilisation d’une carte pour augmenter la précision de la reconstruc-
tion peuvent être utilisées. Il est tout de même à noter que par endroits, le facteur
d’échelle continue de dériver du fait que l’ajustement de faisceau ne tient pas tou-
jours correctement compte de la nouvelle position donnée à la caméra contrainte.
Un des avantages de cette méthode est sa facilité de mise en oeuvre due aux faibles
modifications nécessaires à son application.
Notons que dans cette méthode, nous n’avons pas modifié l’ajustement de
faisceau local. Donc, les résultats de la propagation d’erreur restent valables. Ces
résultats sont présentés en section 6.3.5.
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FIGURE 8.8: Positionnement du module correction odométrique dans le schéma
du SLAM.
8.4 Fusion par AFLP
Nous avons vu dans la section précédente un moyen pour intégrer une infor-
mation d’échelle externe simplement en modifiant l’initialisation de l’AFL pour
tenir compte de cette information. Mais nous avons vu qu’avec cette méthode, on
observe encore ponctuellement une dérive résiduelle du facteur d’échelle. Dans
cette section, nous présentons un autre moyen d’intégrer les contraintes provenant
de la fusion de données directement dans l’ajustement de faisceau. Dans cette
technique, la fusion est faite à l’extérieur de l’ajustement de faisceau et réinjectée
dans celui-ci.
Dans l’AFLP, en plus de l’estimation de la position, l’incertitude sur la posi-
tion est déterminée. Cette information est ensuite utilisée dans le processus d’esti-
mation pour contraindre l’optimisation des anciennes caméras (cc) à rester proche
de leurs estimations précédentes (c−c ) ceci afin de tenir compte de l’a priori sur
la position de ces caméras. Pour pouvoir intégrer le processus de vision dans un
système de fusion plus large, ces anciennes caméras (c−c ) ne sont plus seulement
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FIGURE 8.9: Schéma de fusion en utilisant l’ajustement de faisceaux local
pondéré.
l’estimation des positions par la vision, mais le résultat de la fusion avec d’autres
capteurs. Ici, nous proposons de remplacer les anciennes caméras (c−c ) par le ré-
sultat de la correction par l’odomètre de ces caméras estimées par la vision.
Dans la section suivante, nous décrirons le processus de correction odométrique.
8.4.1 Processus de correction odométrique
Le processus de correction odométrique (voir Fig.8.9) proposé ici prend en
entrée un vecteur de poses de caméra (u) et les distances odométriques corre-
spondantes (d). Il produit en sortie un ensemble de caméras corrigées (v). De
plus, le processus effectue aussi la propagation d’erreur pour obtenir la covariance
des poses corrigées (Cv). La connaissance de Cu et Cd sera nécessaire pour cette
étape. Chaque caméra va être corrigée par le processus de correction odométrique
f corr :
f corr : (u,d) 7→ (v, Cv) = f corr(u,d). (8.3)
Nous allons maintenant décrire ce processus de correction.
On introduit les notations suivantes :
n : le nombre de caméras à corriger ( |u|
6
).
norml = ||∆ul+1 − ∆ul||2 : la distance euclidienne entre la position de ul et de ul+1.
dirl =
∆ul+1−∆ul
norml
: la direction définie par le vecteur ∆ul∆ul+1.
Mise à jour de la pose Le processus de correction est un processus récursif : la
première caméra est initialisée par v0 = u0.
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Puis nous mettons à jour chaque caméra l comme suit :{
ωvl =
ωul.
∆vl =
∆vl−1 + dl−1dirl−1.
(8.4)
où ωvl (respectivement ∆vl) est le sous-vecteur de vl correspondant aux paramètres
de rotation (respectivement de translation) des poses.
Mise à jour de la covariance La matrice de covariance est déterminée en util-
isant la covariance des poses non transformées Cu , la covariance de l’odomètre
Cd et la transformation que nous venons de définir f corr.
Pour cela, il est nécessaire de calculer le jacobien de v par rapport à u et d.
La partie rotation est évidente :
J
ωv
ωu = I3×3 (8.5)
J
ωv
∆u
= 03×3 (8.6)
J
ωv
d = 03×3 (8.7)
J
∆v
ωu = 03×3 (8.8)
Le calcul de J
∆v
∆u
est plus compliqué et nécessite un calcul par récurrence.
A chaque itération, les variables mises en jeux sont ∆vl−1,∆ul−1,∆ul,dl−1.
Nous calculons donc les jacobiens qui nous permettrons de calculer J
∆v
∆u
. Ces
jacobiens sont :
J
∆vl
∆vl−1
= I (8.9)
J
∆vl
dl−1 = dirl−1 (8.10)
J
dirl−1
∆ul−1
= − 1
norml−1
(I − dirl−1dirl−1T ) (8.11)
J
dirl−1
∆ul
=
1
norml−1
(I − dirl−1dirl−1T ) (8.12)
Ainsi nous construisons le jacobien de l’Eq.8.4 par rapport à ∆[u0 . . .ul] par
récurrence sur l. Le processus de récurrence est :
J
∆vl
∆[u0...ul]
= [J
∆vl−1
∆[u0...ul−1]
03×3] + dl−1[03×3(l−1)J
dirl−1
∆ul−1
J
dirl−1
∆ul
] (8.13)
et est initialisé avec J
∆v0
∆u0
= I3×3.
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Maintenant que tous les jacobiens sont calculés, nous pouvons calculer la co-
variance de v :
Cωv = Cωu (8.14)
C∆v = J
∆v
∆u
C∆uJ
∆v
∆u
T
+ Cd

03×3 . . . . . . 03×3
... J
∆v1
d0
T
J
∆v1
d0
. . . 03×3 · · ·
...
... . . . · · · · · ·
... 03×3 · · · J∆vldl−1
T
J
∆vl
dl−1 · · ·
03×3
... · · · . . .

(8.15)
C∆v/ωv = Cωv/∆v
T = J
∆v
∆u
C∆u/ωu (8.16)
L’équation Eq.8.16 permet la mise à jour de la corrélation entre les translations
et les rotations des caméras pour cela nous utilisons le résultat détaillé §1.3.2 :
Eq.1.58 page 25.
Le jacobien de J
∆v
∆u
est une matrice triangulaire supérieur par bloc 3 × 3, ce
qui peut être utilisé pour accélérer les calculs.
8.4.2 Intégration du processus de fusion
Ici, nous nous proposons de remplacer l’a priori sur les poses calculées par
vision dans l’utilisation classique de l’AFLP par les poses corrigées par le proces-
sus de correction odométrique. Notons que la covariance de l’AFLP utilisée ici
(C[c−t−N+1,...,c−t−n]) est la covariance locale.
Ainsi :
c−c = f
corr([c−t−N+1, . . . , c
−
t−n],d) (8.17)
avec : d contenant les distances odométriques entre les caméras [c−t−N+1, . . . , c
−
t−n].
Notons que les covariancesC[c−t−N+1,...,c−t−n] etCd sont nécessaires pour obtenir
Cc−c . Nous appliquons l’AFLP à la place de l’AFL avec cet a priori dans le SLAM
visuel. Le schéma global du SLAM est présenté figure 8.8 ; la figure 8.9 présente
le détail de l’intégration du module de correction odométrique. Par la suite, cette
méthode sera appelée AFLP avec odomètre.
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8.4.3 Résultats
Nous utilisons le même processus d’alignement de trajectoires que précédem-
ment et les mêmes statistiques sont calculées (cf 7.2.2) : l’erreur de position, l’er-
reur angulaire, le rapport des distances inter-caméras.
Résultats sur la séquence de synthèse La figure 8.10 est une vue de dessus des
trajectoires suivantes :
– la méthode originale sans odomètre noté AFL (en noir) ;
– la méthode simple utilisant l’odomètre présenté dans la section précédente
notée AFL odomètre (en bleu) ;
– la méthode utilisant l’AFLP pour intégrer les données odométriques notées
AFLP odomètre (en vert) ;
– la vérité terrain (en rouge).
Elle nous permet de voir que la méthode utilisant l’AFLP corrige la dérive du fac-
teur d’échelle tout comme la méthode précédente. Nous nous rendons compte sur
cette figure que la dérive en échelle sur le premier segment a disparu contraire-
ment à la méthode précédente. Par contre, on observe une erreur angulaire plus
importante en fin de trajectoire.
Les statistiques de la figure 8.11 confirment cette observation : la courbe des
rapports inter-caméra montre que contrairement à la méthode précédente l’AFLP
avec odomètre tient compte à tout instant de la contrainte imposée et le rapport
inter-caméra est conforme à celui imposé par l’odomètre. Nous observons effec-
tivement une erreur angulaire plus importante en fin de séquence.
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FIGURE 8.10: Vue de dessus de la reconstruction par les différentes méthodes
utilisant l’odométre (AFL et par AFLP), la version non modifiée AFL et la vérité
terrain de la séquence réelle.
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med std max
AFL 0.845 0.0967 1.008
AFL avec
0.986 0.0294 1.037
odométre
AFLP avec
1.00017 0.00549 1.032
odométre
med std max
AFL 0.558 0.813 6.489
AFL avec
1.00572 1.238 7.251
odométre
AFLP avec
1.336 1.221 6.838
odométre
moy std max
AFL 8.567 5.654 22.225
AFL avec
1.808 1.289 4.026
odométre
AFLP avec
1.461 0.905 3.148
odométre
FIGURE 8.11: Evolution du ratio des distances inter-caméra, de l’erreur angulaire
et de l’erreur de position sur la séquence de synthèse : comparaison de l’AFL, de
l’AFL avec odométre et l’AFLP avec odométre.
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Résultat sur la séquence réelle La fusion odométrique a été testée sur la séquence
réelle de 4 km tournée en milieu urbain. La vérité terrain est un trajectomètre et
nous utilisons l’odomètre standard de la voiture. La Fig. 8.12 est une vue de dessus
des quatre trajectoires reconstruites :
– la méthode originale sans odomètre noté AFL (en violet).
– la méthode simple utilisant l’odomètre présenté dans la section précédente
notée AFL odomètre (en vert).
– la méthode utilisant l’AFLP pour intégrer les données odométriques notées
AFLP odomètre (en noir).
– la vérité terrain (en rouge).
Visuellement, la figure 8.12 permet de voir que la méthode utilisant l’AFLP
est plus proche de la vérité terrain que la méthode précédente. L’erreur angulaire
est diminuée ainsi que l’erreur de fermeture de boucle.
Les statistiques de la figure 8.13 confirment ces observations et montrent que
l’erreur en position est de seulement 15m en moyenne soit une réduction de 50%
de l’erreur par rapport à la méthode précédente. L’erreur angulaire est sensible-
ment la même. La courbe des rapports inter-caméra montre que la méthode corrige
les dérives du facteur d’échelle : le rapport reste proche de 1 sur toute la séquence
et est plus stable que les autres méthodes.
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FIGURE 8.12: Vue de dessus de la reconstruction par les différentes méthodes
utilisant l’odométre (AFL et par AFLP), la version non modifiée AFL et la vérité
terrain de la séquence réelle.
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med std max
AFL 0.0678 0.260 2.112
AFL avec
0.9709 0.0684 2.117
odométre
AFLP avec
1.00954 0.0366 1.367
odométre
med std max
AFL 16.020 8.224 83.815
AFL avec
4.11 5.776 73.643
odométre
AFLP avec
2.039 6.0179 77.264
odométre
moy std max
AFL 344.99 269.03 884.27
AFL avec
34.34 21.09 80.58
odométre
AFLP avec
14.95 10.64 40.48
odométre
FIGURE 8.13: Evolution du ratio des distances inter-caméra, de l’erreur angulaire
et de l’erreur de position sur la séquence réelle de 4 km : comparaison de l’AFL,
de l’AFL avec odométre et l’AFLP avec odométre.
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Conclusion
Dans cette section, nous avons montré que ce processus de fusion est plus
efficace que le précédent. Les contraintes apportées par l’odomètre sont mieux in-
tégrées et assurent une stabilité du facteur d’échelle et donc une meilleur précision
de localisation.
8.5 Conclusion
Dans ce chapitre nous avons montré que l’utilisation d’un odomètre conjointe-
ment à un système de vision monoculaire améliore les performances de la méthode
de localisation.
Ici, nous avons proposé deux méthodes permettant d’intégrer le facteur d’échelle
provenant d’un odomètre.
La première utilise le système du SLAM monoculaire existant et ajoute une
étape de correction odométrique de la pose estimée. La seconde utilise l’AFLP
pour intégrer les résultats de la fusion externe entre la vision et un odomètre.
Dans les deux cas, nous avons montré que l’utilisation de cette donnée externe
permettait de contraindre le facteur d’échelle et ainsi de rendre la méthode plus
robuste aux mauvaises situations et évitant ainsi les sauts du facteur d’échelle
existant dans la méthode initiale. Cette stabilisation du facteur d’échelle, nous
permet ainsi de diminuer fortement les erreurs de reconstruction et de rendre les
trajectoires plus exploitables.
Conclusion
Le travail présenté dans cette thèse s’applique au contexte de localisation
de véhicule au moyen d’une caméra embarquée. Il s’appuie sur une technique
de SLAM monoculaire reposant sur un ajustement de faisceaux local [80]. Les
deux principales limites de la méthode originale appliquée sur des trajectoires de
plusieurs kilomètres étaient les suivantes.
– La méthode originale ne fournissait pas d’incertitudes globales c’est-à-dire
d’incertitudes relatives au repère du début de la trajectoire. Pour une ex-
ploitation optimale des poses des caméras fournies par l’ajustement de fais-
ceaux local, il nous a paru indispensable d’estimer ces incertitudes globales.
Cette estimation étant destinée à une application embarquée, elle se doit de
ne pas compromettre l’aspect temps réel de la méthode.
– La deuxième limite de cette méthode est une dérive du facteur d’échelle in-
hérente aux méthodes monoculaires et liée à la non observabilité de l’échelle.
Au cours de la séquence, cette dérive est lente dans le cas normal, mais en
cas de mauvaises situations (erreur de mise en correspondance, véhicule en
mouvement,...), des variations rapides peuvent se produire. Pour pallier ce
problème, nous avons étudié la possibilité de fusion avec d’autres capteurs.
Le travail présenté dans cette thèse porte sur ces deux aspects.
Dans un premier temps, nous avons étudié les possibilités de propagations
d’erreur dans un ajustement de faisceaux local. Pour obtenir l’incertitude globale
des poses de caméras, nous avons étudié et expérimenté une méthode de calcul
d’incertitudes reposant sur deux modèles de bruit. Même si l’une de ces méth-
odes permettait de propager correctement l’incertitude, elle n’était pas adaptée en
raison de son coût calculatoire prohibitif.
Nous avons ensuite proposé un nouvel ajustement de faisceaux local, l’a-
justement de faisceaux local pondéré. Celui-ci contrairement à celui proposé par
Mouragnon et al. [80], tient compte de l’incertitude sur les caméras précédemment
estimées ; cette incertitude est utilisée comme contrainte dans l’estimation des
poses de caméras. Deux méthodes de propagation d’incertitudes ont été étudiées
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et expérimentées pour ce nouvel ajustement de faisceaux et nous avons montré
que l’une des deux méthodes peut être corrigée et ainsi obtenir une estimation
temps réel de l’incertitude.
Pour réduire le problème de la dérive du facteur d’échelle, nous avons proposé
deux méthodes d’intégration d’une information provenant d’un odomètre.
La première méthode de fusion permet d’intégrer cette information en modi-
fiant l’initialisation de la méthode d’optimisation du SLAM visuel. L’avantage de
cette technique est de stabiliser le facteur d’échelle en imposant qu’une faible
modification de la méthode originale. Cependant, elle n’assure pas un facteur
d’échelle correct sur toute la trajectoire.
La seconde méthode permet d’imposer les contraintes provenant de l’odomètre.
Elle exploite l’ajustement de faisceaux local pondéré pour intégrer des positions
corrigées par l’odomètre. Cette méthode permet de supprimer les fortes variations
de facteur d’échelle et de réduire fortement les erreurs de localisation.
Pour résumer, nous avons proposé une technique de calcul d’incertitude glob-
ale répondant au mieux aux contraintes temps réel de la vision embarquée et des
solutions de fusions avec des données odométriques.
Ce travail a mis en évidence plusieurs perspectives qu’il serait souhaitable
d’approfondir.
Bien que les méthodes proposées ici permettent de réduire les erreurs de lo-
calisation, le processus utilisé est itératif. Il parait peu probable que ce type de
méthode supprime totalement l’accumulation d’erreur. Sur de longues trajectoires,
cette erreur va devenir importante. Il est donc nécessaire ici d’ajouter des con-
traintes absolues. De plus, il est à noter que les méthodes proposées ne donnent
pas une pose géoréférencée mais uniquement relative au début de la trajectoire.
Plusieurs possibilités s’offrent à nous.
– Nous pouvons utiliser la fermeture des boucles. Cependant, celle-ci néces-
site des trajectoires bouclant sur elles même ; ce qui est rarement le cas dans
les déplacements de véhicules.
– Il existe aussi les SIG (Système d’information géographique) qui contien-
nent des informations géographiques sur l’environnement. Ces informations
peuvent être des cartes, des images géoréférencées ou encore des modèles
3D plus ou moins précis de l’environnement. Sur ce dernier point, on peut
se référer aux travaux de Lothe et al. ([71],[72]).
– Enfin, nous pouvons utiliser un GPS. On peut notamment se référer au tra-
vail récent de Kume et al. [64] sur l’utilisation d’un GPS dans un ajustement
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de faisceaux. Sur ce dernier point, notons que l’ajustement de faisceaux lo-
cal pondéré, semble a priori être bien adapté pour intégrer ce type de don-
nées et mériterait d’être testé.
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Documentation technique du trajectomètre
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