Abstract -In this paper, the error bound estimation for linear complementarity problem are extended to the stochastic linear complement problem (SLCP). Some of its new reformulations are given firstly, and then we establish its error bound estimation and its solution structure.
Introduction
Let ( numerical value, then we get the Linear Complementarity Problem(LCP). The SLCP is an extension case of the LCP which has received much attention, some efficient solution methods are given for it [1] [2] [3] , begin to play significant role in economics, operation research, and stochastic analysis, etc. If n R is finite dimension, then the SLCP is equivalent to Where K is a polyhedral cone in n R , and 0 K is its dual cone. There exist matrices ,
We denote its solution set by * X , which is assumed to be nonempty throughout this paper. Obviously, the SLCP is an extension of the LCP, and this motivates us to consider its error bound estimation. So we will establish a new error bound estimation based on some new reformulations of the problem and also discuss its solution structure. Compared with the error bound given before, the error bound given here is more easily.
Equivalent reformulation
In this section, we will establish an equivalent reformulation of the SLCP. First, we need the follow assumptions.
Assumption: For matrices , , , A B M N involved in (1.1), it holds that (1) The matrix T MN is positive semi-definite;
(2) The matrix( , )
TT AB has full-column rank. For the LCP, referring the reader to the argument in [5] , and it is easy to deduce the following conclusion in the SLCP.
A point 
, then Q has full-row rank, and thus the 2n-order matrix 
We have On the other hand, for any
A ,B QQ Q Nx + q = A λ+Bλ.
In fact, Theorem 2.1 transforms the third inequality and the last equality in (1.2) into a new system of inequalities in which neither parameter
 is not involved. In this sense, the SLCP can be reformulated as the following system.
By (5),Question（1）From (2.4), problem (1.1) can be equivalently reformulated as the following constrained optimization problem.
In the sense, that * X is a solution of (1.1) if and only if it is a global optimal solution of (2.5).
From Assumption (1), the Hessian-matrix
Hxis positive semi-definite, so () Hx is a convex function, the feasible set is a polyhedral. Thus, by the related optimal theory, we know that the stationary set of (2.5) coincides with its solution set which also coincides with
（2.6）
Where ,
From (2.6), we can detect the structure of the solution set. 
By (2.10) and (2.12), we get xW  . On the other hand, for any W   and xX  , since
We have
Where the inequality follows from that 0 x is a solution of the SLCP, thus * X   . From Theorem 2.2, it is easy to get the following conclusion. (1) and (2) hold, and 0 x is a solution of (1.1). Then
Coraollary2.1 Suppose
In the following, we would give the definition which plays a crucial role in discussing the structure of the solution set for the SLCP which is developed based on complementarity conditions in (2.4).
Definition 2.1 A solution
x of (1) is said to be nondegenerate if it satisfies 
To prove the assertion, we need that the solution set * X and W are equivalent，where
Combining this with （2.14）,we have
On the other hand, if
x is a non-degenerate solution of the SLCP. From the theory just proved, we have
Now for any XW  , by Theorem2.2 the second equality in (2.4) and (2.15)
However, by the third equality in (2.4), one has
Combining this with (2.11), we can get
And from (2.4), one has 
The error bound for the stochastic linear complement
In this section, we present the global error bound for the SLCP based on the structure of solution set obtained in previous section under Assumption (1) and (2) . Now, we mainly state our main results and firstly give the needed lemma.
Lemma 3.1 Suppose In this following, we mainly quote some known results from [6] on the error bound for a polyhedral cone which will be used in the sequel. Lemma 3.2 Given polyhedral cone (1) and (2) 
