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Abstract—Large crowd video surveillance is impor-
tant with respect to safety. Especially in the case of
unexpected events it is beneficial to be able to detect
certain features like bottlenecks as quick as possible. A
number of methods have been proposed to find such5
occurrences but accuracy is still lacking. Our research
expands on a previously presented method in order to
improve the detection rate of important features. This
project focusses only on bottlenecks. Eigenvalue maps
derived from Jacobian matrices resulting from opical flow10
analysis are used to find bottlenecks in people streams.
An accuracy of >80% was obtained using a varied but
small dataset. The results indicate that using eigenvalue
maps for feature detection are feasible and more reliable
compared to earlier proposed similar methods.15
I. INTRODUCTION
The management and control of large gatherings of
people at events, such as festivals, poses significant
challenges to public safety. The high density of people
at these events can give rise to dangerous situations.20
Crowd analysis can aid in mitigating the security risks.
In the last years several papers have been published
regarding crowd analysis. In these occasions masses of
people are monitored by one or more observers and,
if necessary, security services are ready to act and25
redirect them to different areas. However, given the
large scale of these situations, an automatic method
to detect potentially dangerous phenomenon can be a
helpful instrument to support human supervision. The
construction of good crowd models can also aid in the30
design of public spaces, since these should be able to
withstand the crowds that are expected to be there.
Several behaviour patterns like blockings, bottle-
necks, rings, fountainheads and lanes were proposed by
Solmaz et al. [1], and also adapted by Stijntjes [2]. In35
this article videos of crowded scenes are studied and
patterns which may occur and evolve in risky situations
are identified: in particular we focus our attention on
bottlenecks and study them using a method based on
optical flow and eigenvalue maps.40
Blockings and bottlenecks may indicate obstructions,
such as people stumbling, or partially closed off pas-
sageways. Fountainheads and ring formations may in-
dicate that there is a potentially dangerous situation or
object at the centre of these patterns. The automated45
early detection of such events can be a major contri-
bution to health and safety services. Not only to guide
the large stream of people to safety orderly, but also to
rapidly respond to threats or give first aid. Ultimately
the goal would be to replace a human observer, but for50
that it is required to reliably identify potential dangers
and critical situations.
Significant effort has already been directed towards
crowd and people stream analysis [3] [4] [5], the detec-
tion of dangerous or incongruous events [6] [7], and to-55
wards the integration of such analysis into a surveillance
system [8]. A 2013 review of video analytics of crowded
scenes can be found in published work by M. Thida,
et al. [9]. This work is based primarily on previous
research done by Solmaz et al. [1], and Stijntjes [2].60
In their work, they propose a method of automated
analysis of crowd behaviour based on optical flow and
regions of interest. This method integrates low-level
features retrieved from analysing the optical flow field
of a scene, with high level information retrieved through65
the extraction of features by determining a Jacobian in
regions of interest. Since it does not require training,
or individual analysis of objects in the scene, it might
prove useful for on the fly crowd behaviour analysis.
Stijntjes’ research added to that by investigating an70
extended set of behaviours, but this implementation
requires further study yet.
The framework proposed by Solmaz. et al. [1] and
Stijntjes [2] requires manual tweaking of parameters
based on the characteristics of the input video, such as75
the epsilon parameter in classifying regions of interest
in the optical flow field to identify behaviour patterns.
Since a surveillance system may contain numerous
scenes, this is not ideal. In their method, particle advec-
tion is used to find regions of interest. However, particle80
advection is hard to apply reliably in different types of
scenes. Additionally, it is computational intensive.
In this research the method proposed by Stijntjes
was used as a starting point and expanded upon and
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2tested more extensively on a more controlled dataset.85
We propose a model that does not rely on finding
regions of interest using methods like particle advection,
but skip this step altogether. Instead, eigenvalue maps
will be used directly to detect relevant features. Manual
tweaking of variables based on scene characteristics is90
avoided by determining suitable parameters based on
geometric scale. The method is tested on a set of both
simulated and real-life videos. To limit the scope of the
project we only investigate bottleneck features.
At first the methods and materials used and the95
resulting algorithm will be elaborated upon. Then, we
will expand on the method of evaluation and give an
overview of the results. Finally, we will provide a
discussion of our findings, and close on suggestions for
future work.100
II. METHODOLOGY
A. Materials
Footage of crowded scenes is easily found on the
web, but most of them are registered from moving cam-
eras or change perspective frequently. In this project,105
input obtained from a fixed camera is analysed and
predefined patterns (bottlenecks) are extracted where
possible. However, this means that most footage avail-
able on the internet does not qualify for analysis.
To extend the dataset a number of computer gener-110
ated video sequences have been created using a free
software package Pedestrian Dynamics 2. This allows
for data creation in a controlled manner. However, it
is impossible to match all real-life peculiarities using
simulated videos. The analysis of the sequences has115
been performed using Matlab. The assumption is made
that the video is shot from a top-down (along the z-
axis) angle. This simplified the required preprocessing
steps because no image rectification is needed. Due to
the scarcity of our dataset, other videos found on the120
web (containing bottlenecks) with varying, but close to
top-down, camera angles were used as well. The com-
plete dataset on which we tested our implementation
therefore consists of our own generated data and an
expansion of footage found on the internet.125
B. Methods
For a given video sequence, after preprocessing, the
optical flow is determined. A Jacobian matrix is calcu-
lated for the entire flow field. From this matrix eigen-
value maps are calculated. Finally, relevant sections130
denoting possible bottleneck features are determined
in the eigenvalue map. Sections marked as possible
bottlenecks are compared with a ground-truth in order to
(a) Source
(b) OF vector plot (c) OF colour visualization
(d) Eigenvalue map (e) Unfiltered blobs
(f) Filtered blobs (g) Detected features
Fig. 1: Detection method sequence
determine the correctness of the method. These steps are
repeated for numerous values of , the main parameter135
in determining the characteristics of a region in a flow
field, in order to determine an optimal value.
1) Preprocessing: Raw video sequences are con-
verted to grayscale and exported as individual images.
Any detectable bottlenecks in the videos are examined140
by visual inspection and stored as ground truth. Fur-
thermore, the geometric scale (pixels/m) of the video is
determined by finding objects in the scene with a known
size; this assumes the video is shot top-down. Angled
videos (albeit small angles) were used as well at which145
an average scale was used. Finally, the input sequences
were scaled to a fixed geometric scale of 10 px/m. A
typical input image is shown in Figure 1a.
2) Optical Flow: Optical flow calculation is done
using the Horn and Schunk method. For every 2 con-150
secutive frames the optical flow is calculated, and the
mean is taken of the entire sequence of frames. The
result is a 2D flow field of vectors (Figure 1b) that
describes the average motion of a pixel spanning the
video sequence. The flow field is adjusted to the frame155
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3TABLE I: Labelling of candidate regions. This table is a corrected
version of the one used by Stijntjes [2].
Eigenvalues Conditions Label Count
Real, λ1 > 0, λ2 < 0 ∆ < −2 Green G
Real, positive
τ > 2
τ2 > 4∆
Red R
Real, negative
τ < −2
τ2 > 4∆
Yellow Y
Complex, positive real part
τ > 2
τ2 < 4∆
Magenta A
Complex, negative real part
τ < −2
τ2 < 4∆
Cyan C
Purely imaginary |τ | < 2 White W
At least one zero |∆| < 2 Blue B
All zero JF = 0 Black K
rate of the video sequence, and its geometric scale. It is
then filtered using a median filter with a kernel size of
1x1 meter (10x10 px) to smooth out the flow field and
eliminate large local fluctuations or errors. Finally, the
flow field is thresholded to omit small (< 10−5) values160
which are assumed to be caused by noise. The flow field
is visualized by adding a 360 degree colour mapping
based on the vector’s angle and size (Figure 1c) to aid
in verifying the correctness of the flow field.
3) Jacobian and Eigenvalue maps: The Jacobian is165
constructed from the optical flow field by considering
a continuous dynamical system w′ = F (w), with
w′ = [u(w), v(w)]T and w(t) = [x(t), y(t)]T denoting
particle velocities and positions respectively. Areas in
which the stability is assessed, or critical points, w∗170
are found by satisfying F (w∗) = 0. When taking into
account small disturbances and noise z = w − w∗,
and using Taylor’s theorem this yields F (w∗ + z) =
F (w∗)z + H.O.T.. By considering only the critical
points (satisfying F (w∗) = 0), and disregarding the175
higher order terms this leaves z′ = JF (w∗)z, with JF
being the Jacobian matrix:
JF =
[
δu
δx
δu
δy
δv
δx
δv
δy
]
(1)
The Jacobian’s eigenvalues, trace (τ ) and determinant
(∆) are computed and used to label regions to types of
behaviours with different colours based on the mapping180
from Solmaz et al. and Stijntjes as depicted in Figure 1d.
[1] [2].
4) Feature detection: A filter mask is applied to the
eigenvalue map to retain only the portions relevant to
a bottleneck. Colours which signify a bottleneck are185
yellow and cyan respectivley labeled Y and C as per
Table II. The relevant portions are retained in a black
and white image as can be seen in Figure 1e. See
Table I for the labelling of candidate. Blob detection
is applied and blobs smaller than 1.5 m2 (15x15 px)190
TABLE II: Relevant labels per behaviour; based on the table used
by Stijntjes [2].
Behaviour Corresponding labels
Lane B
Blocking G
Bottleneck Y + C
Fountainhead R+A
Ring/Arch W +A+ C
are discarded to remove noise based on the assumption
that a bottleneck feature would be at least equal or larger
than this size. This blob dimension is assumed to be
reasonable minimum feature size. Blobs in proximity to
one another (within 1 meter) are merged. The process195
of blob detection and classification runs as a single iter-
ation, therefore there is no chance of blobs converging
into a single blob (Figure 1f). Detected blobs are then
labelled according to their behaviour type (Figure 1g).
Finally, the detected features are compared with the200
ground truth. The conditions w.r.t. what features are
deemed correct are discussed in the next section.
5) Precision metrics: The results are evaluated using
precision metrics depicted in Table III. Four different
parameters were used to assess the system’s quality:205
Precision (the percentage of positive predictions that
are correct), Recall / Sensitivity (the percentage of pos-
itive labelled instances that were predicted as positive),
Specificity (the percentage of negative labelled instances
that were predicted as negative), and Accuracy (the210
percentage of predictions that are correct). The ground
truth stored in the preprocessing phase is used to match
the location of the blobs and mark it as a positive or
negative match. A bottleneck is deemed correctly found
if the ground truth coordinate is within the bounding215
box of the representing blob.
TABLE III: Formula’s of various precision metrics, where TP is a
True Positive, FP is a False Positive, TN is a True Negative, and
FN is a False Negative labelling respectively. Adapted from [11].
Measure Relation
Precision TP/(TP + FP )
Recall / Sensitivity TP/(TP + FN)
Specificity TN/(TN + FP )
Accuracy (TP + TN)/(TP + TN + FP + FN)
III. RESULTS
The obtained results are presented in Figure 2 and
in Table IV. Performance of the method is shown for
values of  ∈ [1 · 10−6, 9 · 10−4] and over the whole220
set of videos.
Inspection of the binary maps indicating the possible
bottlenecks (like the one shown in Figure 1f) shows us
that an increasing value of epsilon has an eroding effect.
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Fig. 2: Bottleneck detection result metrics.
This means that small (usually incorrect) features are225
omitted but correct feature become smaller too. This
effect is shown in Figure 3.
The precision, a measure of true and false positives,
shows a linear relationship with respect to  going up to
80%. After reaching a peak value the precision drops,230
this is caused by the decreasing number of both true
and false positives; mainly due to the eroding nature of
increasing epsilon.
Next, the recall incorrect identified features as being
false. This means that as long as the actual features are235
found (regardless of false detections) the recall will be
high. However, at some point features due to epsilon
erosion will become smaller than the aforementioned
1.5 m2 and will be discarded.
Specificity tells us how many of the features that240
should be discarded are actually discarded. Falsely
positive labelled features have a negative impact on this
rating.
TABLE IV: Numeric results for bottleneck detection for three
seperate epsilon values.
 Total Correct Missed Misclassified
4 · 10−5 13 12 1 70
4 · 10−4 13 13 0 35
4 · 10−3 13 12 1 3
(a)  = 4 · 10−5 (b)  = 4 · 10−4 (c)  = 4 · 10−3
Fig. 3: Eigenvalue and corresponding unfiltered and filtered binary
maps for various values of .
The peak accuracy is 80%. Also, the nature of the
graph indicates that some values of epsilon perform245
better than others.
IV. DISCUSSION
Overall, the results show us that for detecting bot-
tlenecks, with the fixed geometric scale, a suitable and
distinct range of values for  can be found empirically.250
Results are promising. At the peak precision 12 out
of 13 bottlenecks are detected (Table IV). This is an
increase from the accuracy obtained by Stijntjes (7 out
of 10), and Solmaz et al. (13 out of 20) although a
different set of data has been used. The percentage of255
missed bottlenecks is also lower than both Stijntjes’
method and that of Solmaz et al. Misclassifications
can also be seen to rapidly decline for large values of
epsilon.
A concern is the small size of the used dataset. Even260
though we created our own data in addition to some
real-life videos, the dataset still remains very scarce.
In fact it is hard to find videos and materials ready to
be used or at least suitable for our purpose and due to
this aspect there is a consequent negative influence on265
the quality of the results. Having an appropriate, varied
dataset would improve the reliability of the method and
lead to more precise feedback.
Currently the method of detecting a feature using
binary filters from the colour labels in the eigenvalue270
maps is simple but not very robust. Especially if there
are several types and sizes of features present in a single
image, more sophisticated filtering methods (e.g. cluster
analysis) are expected to be required.
In the current dataset the videos are assumed to show275
a feature throughout the entire length of the sequence.
The method will have to be adapted to allow for feature
detection in live video streams containing changing
features.
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5The complexity of the videos in the used dataset is280
low; meaning that these are mostly controlled environ-
ments. Our method could have a bias towards the man-
ifestation of the features in these videos. There are al-
most solely bottleneck features present. The Ring/Arch
behaviour has an overlapping label pattern (Cyan). This285
will need more elaborate filtering techniques to tell them
apart.
V. CONCLUSION
Detection of bottleneck features is shown to be viable
using a more robust method compared to the proposed290
method by Stijntjes based on eigenvalue maps directly
instead of using particle advection to find regions of
interest. The need for manual tuning of parameters has
been removed by using a fixed geometric scale; this
approach results in a fixed range of favourable values.295
More effort is required for determining suitable filtering
and detection methods of features present in eigenvalue
maps to increase the accuracy and usability of this
method.
VI. FUTURE WORK300
First and foremost, it will be vital to create a broad
and relevant dataset. Since we experienced that it is
hard to obtain good data, this is a subject to be taken
into account. It has been shown that aside from real-
live video, simulated sequences are usable as well. In305
this work a top-down video angle has been assumed.
However, videos shot under an angle can be mapped to
a top-down view using image rectification methods.
For the detection of features in eigenvalue maps a
more elaborate method is needed to increase reliability310
and ability to detect multiple types of behaviours. The
relationship between features and their manifestation in
eigenvalue maps is one to study more closely. Some
effort could be directed towards filtering techniques and
proper masking of colours. The current method simply315
takes the two expected colours relevant to a bottle-
neck and discards all other labels. The correspondence
between colours and features has to be studied more
deeply to find better detection rules. Some improve-
ment is needed in the filtering methods as well: these320
approaches (e.g. the blob detection and filtering) highly
influence the results, but after having considered dif-
ferent possible solutions we believe that further studies
are required and better approaches, like cluster analysis,
can be found.325
Another possible area of further research is the com-
bination of multiple video streams. Especially in the
case of monitoring people streams for large scale events
such as festivals or conferences, often multiple cameras
are watching the same area. It could prove valuable330
to investigate the possibility of combining the analysis
of these input streams, for instance by implementing a
multi-agent evaluation system where each camera casts
a weighted vote on the behaviour in a scene. This could
reduce the uncertainty of classifying movement in large335
crowds.
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