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Abstract—Content-Based Image Retrieval (CBIR) is a chal-
lenging task. Common approaches use only low-level features.
Notwithstanding, such CBIR solutions fail on capturing some
local features representing the details and nuances of scenes.
Many techniques in image processing and computer vision can
capture these scene semantics. Among them, the Scale Invariant
Features Transform (SIFT) has been widely used in a lot of
applications. This approach relies on the choice of several
parameters which directly impact its effectiveness when applied
to retrieve images. In this paper, we discuss the results obtained
in several experiments proposed to evaluate the application of
the SIFT in CBIR tasks.
Index Terms—Scale Invariant Features Transform (SIFT),
Content-Based Image Retrieval (CBIR).
I. INTRODUCTION
Advances in data storage, data transmission, and image
acquisition have enabled the creation of large image datasets. It
has spurred great interest for systems that are able to efﬁciently
retrieve images from these collections.
This task has been addressed by the so-called Content-Based
Image Retrieval (CBIR) systems [1]. In these systems, image
content is represented by their low-level features, such as color,
shape, and texture [2], [3]. It requires the construction of an
image descriptor, which is characterized by: (1) an extraction
algorithm to encode image features into feature vectors, and
(2) a similarity measure to compare two images [4].
There are some quite powerful image descriptors designed
to represent global features of images [5]–[10]. These ap-
proaches have been widely used in image retrieval due to their
usually low computational costs and acceptable effectiveness.
Notwithstanding, such CBIR solutions fail on capturing some
local features representing the details and nuances of the
scenes [11].
These details can be obtained by mapping low-level features
into middle- and high-level semantics [12]. Many techniques
in image processing and computer vision can encode these
semantics [13]–[16]. Among them, the Scale Invariant Fea-
tures Transform (SIFT) [13] has been widely used in a lot
of applications, such as object recognition [17], recognizing
panoramas [18], and tridimensional reconstruction [19].
This approach relies on the choice of several parameters
which directly impact its effectiveness when applied to retrieve
images. In this sense, this work discuss the results obtained
in several experiments proposed to evaluate the application of
the SIFT in CBIR tasks. These experiments were conducted
to analyze the most relevant characteristics of this technique
for image retrieval.
In special, our experiments address the following research
questions:
1) Is the SIFT approach color invariant?
2) What is the suitable feature-vector size?
3) How effective is the SIFT-based image description ap-
proach?
The remainder of this work is organized as follows. Sec-
tion II introduces some basic CBIR concepts. Section III
presents the SIFT approach. The experimental results obtained
from the application of this technique for image retrieval are
discussed in Section IV. Finally, Section V offers conclusions
and directions for future work.
II. IMAGE DESCRIPTORS
A typical CBIR solution requires the construction of an
image descriptor, which is characterized by: (1) an extraction
algorithm to encode image features into feature vectors, and
(2) a similarity measure to compare two images. The similarity
measure is a matching function, which gives the degree of
similarity for a given pair of images as represented by their
feature vectors [4].
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Fig. 1. The use of a simple descriptor for computing the similarity between
two images.
Formally, a feature vector ~ vI of an image I can be thought
as a point in <n space: ~ vI = (v1,v2,...,vn), where n is
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Fig. 2. The construction of scale space extrema based on difference-of-Gaussians.
properties, such as color, shape, and texture. Note that differ-
ent types of feature vectors may require different similarity
functions [4].
A simple image descriptor D is deﬁned as a tuple (εD,δD),
where [4]:
• εD : I → <n is a function, which extracts a feature
vector ~ vI from an image I.
• δD : <n×<n → < is a similarity function that computes
the similarity between two images.
Figure 1 illustrates the use of a simple descriptor D to
compute the similarity between two images IA and IB. First,
the extraction algorithm εD is used to compute the feature
vectors ~ vIA and ~ vIB associated with the images. Next, the
similarity function δD is used to determine the similarity value
s between IA and IB. Eventually, multiple descriptors can be
combined into a complex descriptor, which is able to encode
multiple image properties at a same time [20].
III. THE SIFT APPROACH
Lowe [13] has presented a powerful framework to rec-
ognize/retrieve objects: the Scale Invariant Features Trans-
form (SIFT). This approach can be viewed as a texture
descriptor composed by four major stages [13]:
1) scale-space extrema detection;
2) keypoint localization;
3) orientation assignment;
4) keypoint description.
In the following, we describe each one of these steps.
A. Detection of scale-space extrema
In the ﬁrst stage, the method identiﬁes locations and scales
that can be repeatably assigned under differing views of the
same object. Detecting locations that are invariant to scale
change of the image can be accomplished by searching for
stable features across all possible scales, using a continuous
function of scale known as scale space [13].
The scale space of an image I(x,y) is deﬁned as a function
L(x,y,σ), that is produced from the convolution of I(x,y)
with a variable-scale Gaussian G(x,y,σ) [13]:
L(x,y,σ) = G(x,y,σ) ∗ I(x,y), (1)
where ∗ is the convolution operation in x and y, and
G(x,y,σ) =
1
2πσ2e−(x
2+y
2)/2σ
2
. (2)
To efﬁciently detect stable keypoint locations in scale space,
it is used a scale space extrema based on the difference-of-
Gaussian function, D(x,y,σ), which can be computed from
the difference of two nearby scales separated by a constant
multiplicative factor k [13]:
D(x,y,σ) = (G(x,y,kσ) − G(x,y,σ)) ∗ I(x,y)
= L(x,y,kσ) − L(x,y,σ). (3)
Figure 2 shows an efﬁcient approach to construction of
D(x,y,σ). The initial image is incrementally convolved with
Gaussians to produce images separated by a constant factor
k in scale space, shown stacked on the bottom. The scale
space is divided into octaves (e.g., doubling σ) with an integer
number, s, of intervals, so k = 21/s. Adjacent image scales
are subtracted to produce the difference-of-Gaussian images
shown on the top. Next, we resample the Gaussian image that
has twice the initial value of σ by taking every second pixel in
each row and column, and recursively iterate all the process.
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B. Local extrema detection
In order to detect the local maxima and minima of
D(x,y,σ), each sample point is compared to its eight neigh-
bors in the current image and nine neighbors in the scale above
and below (see Figure 3). It is selected only if it is larger than
all of these neighbors or smaller than all of them [13].
Once a keypoint candidate has been found, the next step is
to adjust its accuracy. It is performed by a Taylor expansion of
the scale-space function, D(x,y,σ), shifted so that the origin
is at the sample point [13]:
D(X) = D +
∂DT
∂X
X +
1
2
XT ∂2D
∂X2X, (4)
where D and its derivatives are evaluated at the sample point
and X = (x,y,σ)T is the offset from this point. The location
of the extremum, ˆ X, is determined by taking the derivative of
Eq. 4 with respect to X and setting it to zero, giving
ˆ X =
∂2D−1
∂X2
∂D
∂X
. (5)
The function value at the extremum, D( ˆ X), is useful for
rejecting unstable extrema with low contrast. It is giving
by [13]:
D( ˆ X) = D +
1
2
∂D
∂X
ˆ X. (6)
The difference-of-Gaussian function will have a strong
response along edges, even if the location along the edge is
poorly determined and therefore unstable to small amounts of
noise. It deﬁnes peaks in the difference-of-Gaussian function,
which have a large principal curvature across the edge but a
small one in the perpendicular direction [13].
The principal curvatures can be computed from a Hessian
matrix, H, obtained by taking differences of neighboring sam-
ple points in D at the location and scale of the keypoint [13]:
H =
￿
Dxx Dxy
Dxy Dyy
￿
. (7)
The eigenvalues of H are proportional to the principal
curvatures of D. Let α be the eigenvalue with the largest
magnitude and β be the smaller one. Then, we can compute the
sum of the eigenvalues from the trace of H and their product
from the determinant [13]:
Tr(H) = Dxx + Dyy = α + β, (8)
Det(H) = DxxDyy − (Dxy)
2 = αβ. (9)
Scale
Fig. 3. Keypoint localization at different scales.
Let r be the ratio between the largest magnitude eigenvalue
and the smaller one, so that α = rβ. Then,
Tr(H)2
Det(H)
=
(α + β)2
αβ
=
(rβ + β)2
rβ2 =
(r + 1)2
r
. (10)
Therefore, to check that the ratio of principal curvatures is
below some threshold, r, we only need to check
Tr(H)2
Det(H)
<
(r + 1)2
r
. (11)
C. Orientation assignment
By assigning a consistent orientation to each keypoint based
on local image properties, its feature vector can be represented
relative to this orientation and therefore achieve invariance to
image rotation [13].
The scale of the keypoint is used to select the Gaussian
smoothed image, L, with the closest scale, so that all com-
putations are performed in a scale-invariant manner. For each
image sample, L(x,y), at this scale, the gradient magnitude,
m(x,y), and orientation, θ(x,y), is precomputed using pixel
differences [13]:
∂L
∂x
(x,y) = L(x + 1,y) − L(x − 1,y) (12)
∂L
∂y
(x,y) = L(x,y + 1) − L(x,y − 1) (13)
m(x,y) =
s
∂L
∂x
(x,y)2 +
∂L
∂y
(x,y)2 (14)
θ(x,y) = tan−1
  ∂L
∂y (x,y)
∂L
∂x (x,y)
!
(15)
Next, an orientation histogram is formed from the gradient
orientations of sample points within a region around the
keypoint. The orientation histogram has 36 bins covering
360 degree range of orientations. Each sample added to the
histogram is weighted by its gradient magnitude and by a
Gaussian-weighted circular window with a σ that is 1.5 times
the scale of the keypoint [13].
Peaks in the orientation histogram correspond to dominant
directions of local gradients. The highest peak is detected,
and then any other local peak that is within 80% of the
highest peak is used to also create a keypoint with that
orientation. Therefore, for locations with multiple peaks of
similar magnitude, there will be multiple keypoints created at
the same location and scale but different orientations [13].
D. The local-feature vector
Figure 4 illustrates the computation of the feature vector
of each keypoint. First, the image gradient magnitudes and
orientations are sampled around the location of the keypoint
using its scale for selecting the level of Gaussian blur. In order
to achieve orientation invariance, the coordinates of the feature
vector and the gradient orientations are rotated by taking into
account the keypoint orientation [13].
A Gaussian weighting function with σ equal to one half the
width of the feature-vector window is used to assign a weight
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Fig. 4. The computation of the feature vector of a keypoint.
to the magnitude of each sample point, as showed on the left
side of Figure 4. The purpose of this Gaussian window is to
avoid sudden changes in the feature vector, and to give more
emphasis to gradients that are close from its center [13].
The feature vector is shown on the right side of Figure 4.
It allows for signiﬁcant shift in gradient positions by creating
orientation histograms over 4 × 4 sample regions. The ﬁgure
shows eight directions for each orientation histogram, with the
length of each arrow corresponding to the magnitude of that
histogram entry [13].
In order to avoid all boundary affects in which the feature
vector abruptly changes as a sample shifts smoothly from
being within one histogram to another or from one orientation
to another, each entry into a bin is multiplied by a weight of
1−d for each dimension, where d is the distance of the sample
from the central value of the bin as measured in units of the
histogram bin spacing [13].
The feature vector is formed from a vector containing the
values of all the orientation histogram entries, correspondingto
the lenghts of the arrows, as shown at the bottom of Figure 4.
Unless when otherwise stated, the experiments of this paper
use a 4×4×8 = 128 element feature vector for each keypoint.
Finally, the feature vector is modiﬁed to reduce the effects
of illumination change. First, the vector is normalized to unit
length. Next, we reduce the inﬂuence of large gradient magni-
tudes by thresholding each value in the unit feature vector to
be no larger than 0.2, and then renormalizing to unit length,
giving more emphasis to the distribution of orientations [13].
Figure 5 illustrates the resulting keypoints detected by the
application of this approach in an image. The white arrows
show their location, scale, and orientation.
E. Distance function
The number of keypoints obtained for each image can be
different. The more complex an image, the more keypoints
SIFT provides. Therefore, we need to compare images with
a different number of keypoints. Hence, we model each
feature vector as a hyper point under an unknown distribution.
Further, we use the Earth Mover’s Distance (EMD) metric [21]
to evaluate the dissimilarity between two multi-dimensional
distributions (keypoints). The advantage is that EMD “lifts”
the distance from individual features to full distributions.
Intuitively, given two distributions Bp and Bq, we can view
Bp as a mass of earth properly spread in space, and Bq as a
Fig. 5. Example of an image and its keypoints.
collection of holes in that same space. The EMD measures the
least amount of work needed to ﬁll the holes with earth. Here,
a unit of work corresponds to transporting a unit of earth by
a unit of ground distance [21].
EMD provides a way to compare images based on their
discrete distributions of local features. Let (X,D) be a metric
space, Bp,Bq ⊂ X be two equal-mass sets, and π be a
matching between Bp and Bq. The EMD is the minimum
possible cost of π [21]:
EMD(Bp,Bq) = min
π:Bp→Bq
X
s∈Bp
D(s,π(s)). (16)
The computation of D is based on establishing the cor-
respondence between two images’ unordered local features.
However, the complexity of ﬁnding the optimal correspon-
dence between two equal-mass sets is cubic in the number
of features per set [22]. Hence, we use a low-distortion EMD
embedding [22], [23] to reduce the problem of correspondence
between sets of local features to an L1 distance. In this
approach, we use an approximation function h to map the
EMD distance into one L1 distance with low distortion, such
that
1
C
EMD(Bp,Bq) ≤ kh(Bp) − h(Bq)kL1 ≤ EMD(Bp,Bq),
(17)
where C is the distortion factor.
We perform that mapping by using grids Gj ∈ <n, −1 ≤
j ≤ log∆, where Gj is composed by 2j-sized square cells
and ∆ is the diameter of Bp ∪Bq. We translate each grid Gj
by a random vector ~ vj ∈ [0,∆]n. In order to embed a point set
Bp into the grid, we create a vector ~ vj ∈ <n for each grid Gj
with one coordinate per grid cell. Each coordinate counts the
number of points in its corresponding cell. Roughly speaking,
each ~ vj forms a histogram of Bp [22].
The mapping h is given by the concatenation of the vectors
~ vj scaled by the size of their corresponding grid
h(Bp) = [~ v−1(Bp),~ v0(Bp),2~ v1(Bp),...2j~ vj(Bp)]. (18)
After the embedding of Bp and Bq, the distance between
them is given by
d(Bp,Bq) = kh(Bp) − h(Bq)kL1. (19)
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Surﬁng Fish Houses
Deer Woods Mushrooms
Fig. 6. Some categories of the RRSets database.
IV. EXPERIMENTS AND RESULTS
In this work, we have adopted the widely used query-
by-example (QBE) paradigm [24], as it seems to be the
most adequate way to submit queries in CBIR systems based
on visual features. In QBE, an image is given as a visual
example of the information needed. This image is analyzed
and its visual features are extracted. These features are used
to measure the similarity between the query image and the
images stored in an image database. The stored images are
retrieved in decreasing order of their similarity to the query
image (similarity-search).
The purpose of our experiments is to evaluate the effec-
tiveness of the similarity-search of the SIFT approach in
retrieving relevant images ahead of non-relevant ones. In order
to evaluate CBIR effectiveness, it is necessary to have at least
a reference collection of images, a set of query images, a set
of relevant images for each query, and an adequate retrieval
effectiveness measure.
We use a heterogeneous collection of 1,624 images from
Corel Photo Gallery1 reported in [6]. This database contains
50 image categories and is referred as the Corel Relevant
sets (RRSets). Here, our set of query images are equal to the
reference collection, and we test all images in the database
against the remaining images, one at a time. Figure 6 shows
some categories of the RRSets database.
In our experiments, we use the well-known Precision × Re-
call curves [24] to assess the retrieval effectiveness. Precision
is the ratio of the number of relevant images retrieved to the
total number of irrelevant and relevant images retrieved. Recall
is the ratio of the number of relevant images retrieved to the
total number of relevant images in the database. In general,
the closest curve to the top of the chart indicates the best
performance.
In the following, we discuss the results obtained in several
experiments proposed to evaluate the application of the SIFT
in CBIR tasks. The goal of these experiments is to analyze
the most relevant characteristics of this technique for image
retrieval, such as: (1) the color invariance; (2) the feature-
vector size; and (3) the effectiveness of the SIFT-based image
description approaches.
1http://www.cs.ualberta.ca/∼mn/BIC/queries.html
A. Color channels
The SIFT approach encodes no color information. Hence,
we performed the ﬁrst experiments to analyze which color
channel is more relevant to retrieve images using this tech-
nique. Initially, we evaluated the use of a single color channel:
(1) luma (Y of YCbCr), and (2) brightness (V of HSV).
Figure 7 shows the results obtained in these experiments.
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Fig. 7. Retrieval effectiveness of the SIFT approach using a single color
channel.
Note that the results are close for both color channels.
It happens because the SIFT approach is invariant to color
channels. In order to prove it, we performed an experiment
grouping keypoints extracted from multiple color channels. In
Figure 8, we show the retrieval effectiveness of this technique
using all color channels of the RGB color-space.
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Fig. 8. Retrieval effectiveness of the SIFT approach using multiple color
channels.
In fact, the retrieval effectiveness is not affected by different
color channels. The SIFT approach encodes the image gradient
magnitudes and orientations, which are preserved in all color
channels. In the following experiments, we use the brightness
as default information.
B. Size of the feature-vector window
Each keypoint codiﬁes the image gradient magnitudes and
orientations of a region sampled around its location. The size
of this region is four times the size of the array of orientation
histograms that comprises the feature vector.
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Therefore, we can vary the size of the region analyzed
around each keypoint by controling the size of the feature-
vector window. Figure 9 shows how the retrieval effectiveness
of the SIFT approach is affected by the size of that region.
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Fig. 9. Retrieval effectiveness of the SIFT approach varying the size of the
feature-vector window.
It is important to realize that the retrieval effectiveness im-
proves when we reduce the size of the feature-vector window
from 4×4 to 2×2. However, the results worsen varying this
size from 2 × 2 to 1 × 1. It occurs because the description
quality decreases when we codify a very small region around
each keypoint. On the other hand, the larger the size of the
feature-vector window, the noisier each keypoint encodes.
C. Feature-vector dimesionality
Each feature vector is formed from a vector containing the
values of all orientation histogram entries. We can reduce
the feature-vector dimensionality by reducing the size of the
feature-vector window.
However, the smaller the size of the feature-vector window,
the worse the description quality of the keypoint. In this
sense, we performed an experiment varying the feature-vector
dimensionality, but keeping the description quality of the
keypoint as better as possible. For this, we use a well-known
statistic, called Principal Components Analysis (PCA) [25].
In Figure 10, we show how the retrieval effectiveness of the
SIFT approach is affected by applying the PCA approach to
reduce the feature-vector dimensionality from 4×4×8 = 128
to 96, 64, 32, 16, 8, and 4; but keeping the size of the feature-
vector window (4 × 4).
In general, the smaller the feature-vector dimensionality, the
better the retrieval effectiveness. However, there is a trade-off
between the description quality of the keypoint and the number
of elements in the feature vector.
Ke and Sukthankar [14] have introduced the application
of PCA for reducing the feature-vector dimensionality of
the SIFT approach. However, they performed all experiments
in object recognition/retrieval tasks and used an one-to-one
keypoint matching. Here, we extend their results for image
retrieval tasks and use a many-to-many keypoint matching.
D. Relevance degree of the features
Figures 11 and 12 show the top-8 images retrieved by
queries that achieved the best and the worst results, respec-
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Fig. 10. Retrieval effectiveness of the SIFT approach reducing the feature-
vector dimensionality.
tively, using a feature vector with 128 elements. We show the
query image on left and its resulting retrieved images sorted
from left to right.
Note that all images in the query that achieved the best
results have a single object on the same background (see
Figure 11). Nevertheless, the oscillations of the water in the
query image are confused with the re-entrances of the caves’
stalactites in Figure 12. It happens because gradients have
a strong response along edges, which are suitable for object
recognition/retrieval.
The simplest descriptor to encode the color information is
the Global Color Histogram2 (GCH) [5]. A GCH is a set of
ordered values, one for each distinct color, representing the
probability of a pixel being of that color. The most commonly
used GCH implementation relies on the RGB color-space
uniformly quantized into 64 distinct colors and the L1 distance
function to compare two histograms.
In Figure 13, we show the retrieval effectiveness of the
SIFT approach replacing the array of orientation histograms
that comprises the feature vector by a single color histogram.
In fact, colors yield better results than gradients for image
retrieval.
Abdel-Hakim and Farag [16] have augmented the SIFT
approach based on grayscale images to become color invariant.
However, they transform the input image into an invariant
color-space prior to the description. Here, we extract a GCH
from the region analyzed around each keypoint.
V. CONCLUSIONS
In this paper, we have discussed the results obtained in
several experiments conducted to evaluate the application of
the SIFT in CBIR tasks. This approach relies on the choice
of several parameters which directly impact the effectiveness
when applied to retrieve images.
Our experiments showed that the SIFT approach is invariant
to color channels. In addition, we have found that there is a
trade-off between the size of the feature vector and its descrip-
tion quality in order to produce good results. Moreover, the
use color information in the local-feature vector outperforms
2As in the literature, we deﬁne a histogram as a graphical representation
of a distribution, which tabulates a data set into bins [12].
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Fig. 11. Top-8 images retrieved by the query of the best results.
Fig. 12. Top-8 images retrieved by the query of the worst results.
the gradient-based histogram of traditional SIFT approach for
image retrieval.
Future work includes the evaluation of other many-to-many
feature matching approaches and low-level image descriptors
to improve the image representation.
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Fig. 13. Retrieval effectiveness of the SIFT approach replacing gradients by
colors.
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