The paper investigates the existence of global attractors and their upper semicontinuity for a structural damped wave equation on R N :
Introduction
In this paper, we investigate the well-posedness, the existence of global attractors and their upper semicontinuity to the following structural damped wave equation on R N :
u(x, 0) = u 0 (x), u t (x, 0) = u 1 (x), x ∈ R N , (
where α ∈ (1/2, 1) is called a dissipative index. It is well known that when Ω ⊂ R N is a bounded domain, the fractional damping (−∆) α u t (which is especially called a structural damping as α ∈ (1/2, 1] (cf. [6, 7] )) has a regularizing effect to the solutions of the IBVP of Eq. (1.1), i.e., it makes them be of additionally global (when α ∈ (0, 1)) or partial (when u tt − M ( ∇u 2 )∆u − ∆u t + u t + g(x, u) = f (x), (1.5) which includes the strongly damped wave Eq. (1.1) (taking α = 1 there) as its special case by taking M (s) ≡ 1. By using the tail cut-off method (cf. [23] ), the authors obtained the existence of global and exponential attractors in phase space H = H 1 (R N ) × L 2 (R N ) provided that the nonlinearity g(x, u) is of at most critical growth p * ≡ N +2
(N −2) + . These results extend the previous ones on this topic in [25] . Roughly speaking, the tail cut-off method introduced in [26] is that the authors firstly split R N into the union of a ball with radius R and its complement: R N = B R ∪ B C R , then establish the tail estimate on B C R such that it is sufficiently small when R suitably large; Secondly, by fixing R they both establish the regularizing estimate and use the compactness of the Sobolev embedding on B R to get the asymptotical compactness of the related solution semigroup. Unfortunately, the above technique is not valid for the structural damping case: (−∆) α u t , with α ∈ (1/2, 1), because there exists an essential difference between the spectrum of the operator −∆ on a bounded domain Ω and that on R N , which leads to that one neither uses the limiting process of the approximating solution sequence on the bounded balls B R to get the existence and the regularity of the solutions of problem (1.1)-(1.2), nor proceeds the tail estimate as done in [26] because integral by parts fails in this case for the appearance of the structural damping. Therefore, it needs to provide a new method to overcome these difficulties arising from both the structural damping and unbounded domain R N . The desired aim is to obtain the corresponding results as in a bounded domain as in [27] .
In the present paper, based on the Littlewood-Paley theory we put forward a double truncation method (rather than letting B R → R N as R → ∞ as done before) and use the localization in frequency of harmonic analysis technique to make full use of the dissipative effect of the structural damping (−∆) α u t and establish the well-psedness of problem (1.1)-(1.2) together with the additionally global regularity of its solutions when t > 0. Furthermore, we introduce the commutator estimate to conquer the difficulty in tail cut-off estimate arising from the structural damping and the essential difficulty: 'both the unbounded domain R N and the supercritical nonlinearity cause that the compactness of Sobolev embedding is no longer true '. What's more, we use the harmonic analysis technique to solve the robustness of the global attractors on the dissipative index.
The main contribution of this paper is that it realizes the desired aim. In the concrete, there exists a supercritical index p α ≡ N +4α N −4α depending on α such that when the growth exponent p of the nonlinearity g(u) is up to the supercritical range: 1 p < p α :
(i) the IVP of Eq. (1.1) is well-posed and its solution is of additionally global smoothness when t > 0; (see Theorem 2.6) (ii) the related solution semigroup possesses a global attractor A α in natural energy space for each α ∈ (1/2, 1); (see Theorem 3.4) (iii) the family of global attractors {A α } α∈(1/2,1) is upper semicontinuous at each point α 0 ∈ (1/2, 1), i.e., for any neighborhood U of
We mention that there have been several remedies to save the loss of compactness of the Sobolev embedding on the unbounded domain. One of them is working in weighted Sobolev spaces (cf. [1, 2, 16, 19, 30] and references therein). For example, Savostianov [20] studied the infinite-energy solutions of the semilinear wave equation with fractional damping in an unbounded domain of R 3
Under the critical nonlinearity assumption:
he proved the existence, uniqueness and extra regularity of the infinite-energy solutions, and established the existence of locally compact attractor of the corresponding solution semigroup. For the related researches on the longtime dynamics of a nonlinear evolution equation in weighted Sobolev spaces, one can see [12, 18, 31] and references therein. Another approach developed for damped wave equation is working in the usual Sobolev spaces. For example, by using the property of finite speed of propagation, the Strichartz estimate and a suitable semigroup decomposition, Feireisl [13, 14] established the existence of global attractor for the damped semilinear wave equation on R 3 :
By combining the decomposition of the solution semigroup with the suitable cut-off functional, Belleri and Pata [3] proved the existence of global attractor for the strongly damped semilinear wave equation on R 3 :
provided that the nonlinearity g(x, u) is of subcritical growth 3. Then in critical nonlinearity case, namely, the growth rate of g(x, u) can reach to 5, Conti, Pata and Squassina [10] obtained the existence of global attractor for Eq. (1.8) (replacing φ(x)u t there by more general φ(x, u t )). Obviously, in all the above mentioned researches, the growth exponent of the nonlinearity reaches at most to critical. To the best of the authors' knowledge, this paper is the first one to establish the existence of global attractors and their robustness on the dissipative index in supercritical nonlinearity case on R N . The paper is arranged as follows. In Section 2, we discuss the well-posedness of problem (1.1)-(1.2) and the additionally global smoothness of its solutions when t > 0. In Section 3, we study the existence of global attractor for each α ∈ (1/2, 1). In Section 4, we investigate upper semicontinuity of the family of global attractors {A α } α∈(1/2,1) .
Well-posedness
We begin with the following abbreviations:
with s ∈ R, p > 1, where H s,p is the Bessel potential space equipped with the norm
and where I denotes the identity operator,f = F(f ) andf = F −1 (f ) are the Fourier transformation and the Fourier inverse transformation of f , respectively. AndḢ s,p is the Riesz potential space equipped with the semi-norm
where the operators (I − ∆) s 2 and (−∆) s 2 are called Bessel potential and Riesz potential, respectively. The notation (·, ·) for L 2 -inner product will also be used for the notation of duality pairing between the dual spaces. We use the same letter C to denote different positive constants, and use C(·, ·) to denote positive constants depending on the quantities appearing in parenthesis. The sign H 1 ֒→ H 2 denotes that the functional space H 1 continuously embeds into H 2 and H 1 ֒→֒→ H 2 denotes that H 1 compactly embeds into H 2 .
Define the phase spaces
which are equipped with usual graph norms, for instance,
Define the smooth radial function
where 
especially,
where
Proof. (i) For any n m,
Obviously, C(l, m, n) = 1 when n = m. By the Plancherel theorem,
(ii) By formula (2.2) (taking that B is a unit ball, k = 0, λ = 2 l+1 , a = q, b = p there), we have
Taking account of ϕ, ϕ l ∈ L 1 , we obtain
By the density of
Since H m ֒→ L q for m suitably large and (2.3), there must exist a L > 0 such that
Therefore,
Let the phase space X α = H 2α+1 × H 2α , with α ∈ (1/2, 1). By Lemma 2.2,
where and in the following C 0 (l) denotes a positive constant depending on l.
or else 
Remark 2.5. It follows from Assumption 2.4 (i) that
(ii) (Additional regularity as t > 0) For any a > 0, T > a > 0,
where C(α) = ( 9) where and in the following κ denotes a small positive constant, and where
iii) (Lipshitz stability and quasi-stability in weaker space
Proof. We first consider the following auxiliary problem on R N :
Rewrite this problem as the equivalent form on R N :
We show that problem (2.11) admits a unique global solution U l for each l > 0. By Theorem 2.1 in [15] , we know that the following linear problem on R N :
Then {Σ(t)} t 0 constitutes a semigroup on X α and a simple calculation shows that
Let the space
and
Obviously, X R,T is a complete metric space. For problem (2.11) we define the operator T : X R,T → Z, for any U l ∈ X R,T ,
Now, we show that T is a contraction mapping from X R,T to itself for T suitably small. (i) By Lemma 2.2, formulas (2.12), (2.13) and the Sobolev embedding H 2α+1 ֒→ H 2α ֒→ L p+1 for 1 p < p α , we have
(ii) Similar to the proof of (2.14) and by the Hölder inequality, we have
then T is a contraction mapping from X R,T to itself. By the Banach fixed point theorem, the mapping T has a unique fixed point, i.e., problem (2.11) has a unique solution U l ∈ C([0, T ]; X α ). Let [0, T l ) be the maximal interval of existence of the solution U l , i.e., U l ∈ C([0, T l ); X α ). By the standard arguments we know that if sup
In order to prove T l = ∞, we first give some a prior estimates for U l . Using the multiplier u l t + ǫu l in Eq. (2.10), we get
It follows from Remark 2.5 that
for ǫ > 0 suitably small, and by (2.4),
Inserting (2.17) into (2.16) gives
Letting ǫ = 0 in (2.16), integrating the resulting expression over (0, t) and using (2.18), we have
The combination of (2.18) and (2.19) means that formula (2.5) uniformly holds for U l (t), and the control constants in the right hand side are independent of l. Using the multiplier (−∆) 2α u l t + ǫ(−∆) 2α u l in Eq. (2.10) yields
21)
for ǫ suitably small. By Lemmas 2.1 and 2.2,
By the similar argument as to the estimate (2.22), we have
Inserting (2.22)-(2.23) into (2.20) and using (2.18), (2.21) turn out
The combination of (2.16) and (2.24) gives
which means that formula (2.15) holds and hence T l = +∞. For any ψ ∈ L 2 ∩ L p+1 , by Lemma 2.2 and (2.18),
where we have used the facts:
So by Eq. (2.10) and (2.18),
, differentiating Eq. (2.10) with respect to t and letting v l = u l t , we see that v l solves
Using the multiplier (I − ∆) −α v l t + ǫv l in (2.27) gives
for ǫ > 0 suitably small, and where the equivalent constants are independent of l. By Lemma 2.2, 30) and
where we have used the Sobolev embeddingH 2α−δ ֒→ L p+1 for δ : 0 < δ ≪ 1 and the formula
Inserting (2.30)-(2.31) into (2.28) and using (2.29) we obtain
where we have used the fact
Applying the Gronwall inequality to (2.33) over (0, t], with 0 < t 1, and utilizing (2.19), (2.26), we have
When t 1, applying the Gronwall inequality to (2.32) over (1, t) and using (2.34) at t = 1, we obtain
Integrating (2.32) over (t, t + 1), with t > 0, gives
The combination of (2.34)-(2.36) means that estimate (2.6) uniformly holds for U l . Using the multiplier −∆u l in Eq. (2.10) we get
By the interpolation theorem,
where C(α) = (
Applying the Gronwall lemma to (2.37) over (1+a/2, t) and making use of (2.36) and (2.38) at t = 1+a/2, we get
Integrating (2.37) over (t, t + 1), with t > a/2, and exploiting (2.38)-(2.39), we obtain 
Letting l → ∞, we get
where we have used the fact:
Therefore, u is the weak solution of problem (1.1)-(1.2). By the lower semi-continuity of weak * limit, estimates (2.5)-(2.7) hold for u.
In order to show ϑ = g(u), it is enough to prove
Let B R be a ball in R N with center zero and radius R ∈ N + . Estimates (2.18) and (2.19) show that the sequence {(S l u l , S l u l t )} is uniformly bounded in the space 
But the additional regularity for u α still fails when α → 1 − for a 2 + ( Cα 1−α ) α → +∞. When 1 p < p α , based on Theorem 2.6, we define the solution operator S α (t) : H → H,
where u α is the solution of problem (1.1)-(1.2), and the family of solution operators {S α (t)} t 0 constitutes a semigroup on H for each α ∈ (1/2, 1), which is Lipschitz continuous in weaker space H −α . By the interpolation and standard argument as in [27] , one easily knows that {S α (t)} t 0 is Hölder continuous in phase space H for each α ∈ (1/2, 1).
Global attractor
In this section, we study the existence of global attractor of the dynamical system (S α (t), H) for each α ∈ (1/2, 1). For brevity, we denote S α (t) by S(t) and (u α , u α t ) by (u, u t ), respectively. It follows from (2.5) that the dynamical system (S(t), H) possesses a bounded absorbing set
for R 1 suitably large, so there exists a positive constant t 0 such that S(t)B 0 ⊂ B 0 for t t 0 . Let
where [ ] H −α denotes the closure in H −α . Obviously, B is a forward invariant absorbing set and bounded in H α (see (2.1), (2.6) and (2.7)). Then the solution u corresponding to the initial data (u 0 , u 1 ) ∈ B satisfies
So by the technique used in [22] , we can use the multiplier u t in Eq. (1.1) and the energy equality
holds, where ξ u = (u, u t ),
We construct the function
and let
where ρ δ (s) is the standard mollifier on R with suppρ δ ⊂ [−δ, δ]. Obviously,
. A simple calculation shows that
where the constant C is independent of R. Hence, we have
In light of ψ ∈ L ∞ , by the Sobolev embedding theorem we have
where Λ = (−∆) 1 2 . Using the similar procedure as to the estimate (3.2), we have
Moreover, the inequality holds for s 1 = 0, p 1 = ∞, i.e., 
Proof. Since Inserting above inequalities into (3.5) yields estimate (3.4).
Lemma 3.3. Let S(t)(u 0 , u 1 ) = (u(t), u t (t)), with (u 0 , u 1 ) ∈ B. Then for any ǫ > 0, there exist positive constants K = K(ǫ) and T 0 = T 0 (R 1 ) such that (u(t), u t (t)) H(B C 2R ) < ǫ as R K, t T 0 , where B R is the ball centered at zero with radius R in R N , B C R = R N \ B R . Proof. Using the multiplier ψ 2 (u t + ǫu) in Eq. (1.1) and making use of the boundedness of (u, u t ) in H α , we have d dt H 4 (ξ u ) + Φ 2 (ξ u ) = − 2(ψ∇ψ(u t + ǫu), ∇u) + Λ α u t , ψ 2 Λ α (u t + ǫu) − Λ α (ψ 2 (u t + ǫu)) and where we have used Lemma 3.1 (with s 1 = α, s 2 = 0 there), and formula (3.3) to get the estimates:
and by the similar argument as to the estimate (3.7), we obtain ).
(3.10)
The combination of (3.8) and (3.10) implies the conclusion of Lemma 3.3. 
Upper semicontinuity of the global attractors
Then the set B 1 is bounded in H α (see estimates (4.2)-(4.3)). Moreover, B 1 is a common forward invariant
