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Local Compactness and
the Baire Category Theorem
in Abstract Stone Duality
Paul Taylor 1
Abstract
Abstract Stone Duality is a re-axiomatisation of general topology intended to make
it recursive. By turning the idea of the Scott topology on its head, notions that
involve directed (inﬁnitary) joins are reformulated using functions of higher type
instead. Here we consider compactness and the way below relation  used for
continuous lattices. A new characterisation of local compactness is formulated in
terms of an eﬀective basis, i.e. one that comes with a dual basis. Any object that
is deﬁnable in the monadic λ-calculus for Abstract Stone Duality (including the
lattice structure and Scott principle) has such a basis. This is used to prove a form
of Baire’s category theorem, that, for any countable family of open dense subsets,
the intersection is also dense.
1 Introduction
Abstract Stone duality uses λ-calculus instead of inﬁnitary lattice theory to
do topology, just as locales shifted the emphasis from points to open sets.
The essential requirement is that the adjunction Σ(−)  Σ(−) be monadic;
this can be presented as a λ-calculus with subtypes that are equipped with the
subspace topology [A,B]. As the intention is that ΣX be the lattice of open
subsets of a “space” X, itself equipped with the Scott topology, the object Σ
(which denotes the Sierpin´ski space) must be an internal distributive lattice
that also obeys the Phoa principle [C]. Finally, we need another axiom, known
as the Scott principle, to say that each space has internal N-indexed directed
joins, and that these are preserved by all maps.
Quite apart from general topology, many authors in denotational semantics
have taken this “inﬁnitary” axiom (in various forms) as the fundamental one,
to provide ﬁxed points of both higher-type programs and constructions on
types themselves. In this programme, however, it is relegated it to the last
1 Contact via http://www.di.unito.it/∼pt/ASD
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place, and in fact it took no part in the core development of the ﬁrst three
papers.
Consider the deﬁnition of compactness, which is traditionally given in
terms of “ﬁnite sub-covers”. A space K is compact iﬀ it is equipped with
a (Scott-continuous) function
∧
: ΣK → Σ that behaves like a universal quan-
tiﬁer, and the familiar results linking compactness to closed subspaces and
the separation axioms follow easily. The point is not a re-arrangement of the
furniture to let Scott continuity jump the logical queue ahead of compactness,
but that the fundamental morphisms of the category are exactly those that a
later theorem relates to directed joins.
A relative notion of compactness, called the “way below” relation , is
used to study locally compact spaces and continuous lattices. Like compact-
ness, it has previously been deﬁned in terms of directed joins, but is re-deﬁned
in this paper using functions of higher type, although our ≺ is no longer a
structure on the lattice itself.
The traditional deﬁnition of local compactness involves a “base of compact
neighbourhoods”, and we reformulate this too using higher-type functions.
However, we begin our discussion of bases from the analogy with those for
vector spaces, the role of which is taxonomy rather than as the normal way
in which we ought to conceive of linear algebra and prove theorems about it.
This, therefore, emerges as the signiﬁcance of the inﬁnitary axiom: it ﬂattens
a structure that could perhaps better be understood using λ-calculi into one
described by nested lists of tokens. It is a matter for debate on which side of
this river computation or topology should live.
Most of the work in abstract Stone duality so far has been on infrastructure:
showing how certain familiar deﬁnitions can be expressed more prettily when
we recognise the primacy of the exponential ΣX , and developing the necessary
λ-calculus to use it. This note, on the other hand, is an example of ASD in
action: it considers the feasibility of this approach in the case of a moderately
diﬃcult theorem of traditional general topology.
In fact, we shall ﬁnd that this theorem itself presents no real diﬃculty. But
it does show up two gaps in our infrastructure, namely the need for a “choice
principle” and for equalisers that result in spaces that are not locally compact.
In this way, we learn about the current limitations of the programme, rather
than merely seeing just what can be justiﬁed formally, but therefore lifelessly.
In particular, we shall present certain tentative arguments that, owing
to these gaps, are technically unsupported. This is because I believe that
mathematics is about arguments rather than axioms or theorems, and that
axioms are merely approximations to our intuitions. (For the historical and
philosophical justiﬁcation of such views, please see [6].)
The argument that we use to prove Baire’s theorem is due to Karl Hofmann
and Jimmie Lawson [2, page 80]. As formulated there, it uses the axiom of
choice, but in our version the strength of this assumption is reduced. Indeed,
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when the argument is considered in terms of our λ-calculus instead of locale
theory, there seems to be no assumption at all.
2 Compact subspaces
Traditionally 2 , a topological spaceK has been deﬁned to be compact if every
open cover, i.e. family {Ui | i ∈ I} of open subsets such that K =
⋃
i Ui, has
a ﬁnite subcover, F ⊂ I with K = ⋃i∈F Ui. If the family is directed then F
need only be a singleton, i.e. there is already some i ∈ I with K = Ui.
Working instead in the lattice ΣK of open subsets ofK, in which  denotes
the whole of K, compactness says that if we can get into the subset {} ⊂ ΣK
by a directed join
⋃
✻i Ui then some member Ui of the family was already there.
In other words, {} ⊂ ΣK is an open subset in the Scott topology on the
lattice, which is the one that makes it the exponential ΣK in the category of
(locally compact sober) spaces and continuous functions.
Any open subset V ⊂ X is classiﬁed by a map φ : X → Σ to the
Sierpin´ski space, in the sense that V = φ−1(), where the point  ∈ Σ is open,
and φ is unique with this property. (In abstract Stone duality we use the λ-
term φ : ΣX in place of the subset U ⊂ X.) In particular, when K is compact,
the subset {} ⊂ ΣK is classiﬁed by a map that we call ∀K : ΣK → K.
Deﬁnition 2.1 In abstract Stone duality we say that a space K (object of
the category) is compact if there is a pullback
1 ✲ 1
ΣK

❄
...................
∀K
✲ Σ

❄
Using the fact that Σ classiﬁes open subsets, together with its ﬁnitary lattice
structure (but not the Scott principle), [C, Proposition 7.10] shows that ∀K
exists with this property iﬀ it is right adjoint to Σ!K . It is then demonstrated
that this map does indeed behave like a universal quantiﬁer in logic.
Remark 2.2 In locale theory, !∗K ≡ Σ!K : Σ → ΣK preserves arbitrary joins
since it is a frame homomorphism, being the inverse image along the terminal
projection !K : K → 1. It therefore has a right adjoint, !∗, but this is in
general just a monotone function: it is Scott continuous iﬀ K is compact.
Proposition 2.3 The deﬁnitions of compactness are equivalent for locally
compact sober spaces or locales.
2 In fact Bourbaki [1, I 9.3] relegated this formulation to Axiom C′′′, also calling it “the
axiom of Borel–Lebesgue”. The older intuitions from analysis involve the existence of cluster
points of sequences or nets of points, or of ﬁlters of subsets.
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Proof We have already derived ∀K from the traditional deﬁnition. Con-
versely, if ∀K exists then it preserves directed joins; so if K is covered by∨
✗n θn,
 = ∀KK = ∀K
∨
✗
i
θi =
∨
✗
i
∀Kθi = ∃i. ∀Kθi.
Hence there is some i for which ∀Kθi = , but then θi =  by the pullback.
Remark 2.4 Besides Scott continuity, there is a subtlety of a logical nature in
this argument, namely that we pass from the internal statement  ∃n. ∀Kθn,
in which ∃n is merely a piece of algebra, to the external one that there is an
actual term n0 for which  ∀Kθn0 = . This step, which is known as the
existence property for the calculus, will be considered in Section 6.
Next we consider what becomes of the quantiﬁer ∀K when K no longer
stands alone but is a subspace of some other space X. In fact the following
result actually applies to any map i : K → X, and amounts to the familiar
result that the direct image of any compact subspace is compact (whereas
inverse images of open subspaces are open).
Lemma 2.5 Let i : K → X with K compact. Then A = ∀K · Σi : ΣX → Σ
preserves  and ∧. Moreover Aφ ≡ ∀K(Σiφ) =  iﬀ Σiφ = K .
Proof Σi preserves the lattice operations and ∀K is a right adjoint. 
Remark 2.6 Any compact subspace K ⊂ X therefore deﬁnes a “quantiﬁer”
A : ΣX → Σ that preserves  and ∧. In traditional language, for any open set
U ⊂ X classiﬁed by φ : ΣX , Aφ says whether K ⊂ U . Just as ∀K : ΣK → Σ
classiﬁes {} ⊂ ΣK , the map A : ΣX → Σ classiﬁes a Scott-open family of
open subsets of X, namely the family of neighbourhoods of K. Preservation
of ∧ and  says that, moreover, this family is a ﬁlter.
Remark 2.7 Unfortunately, we cannot in general recover the subspace K
from the quantiﬁer A, even in classical topology.
Let p, q ∈ X be related by the specialisation order, p ≤ q. Suppose that
p lies in the subspace determined by A, in the sense that whenever Aφ =  (so
K ⊂ φ) then φp =  (i.e. p ∈ φ). Then, by the deﬁnition of p ≤ q, the same is
true of q. Writing K ′ for the intersection
⋂ {φ | φ ∈ A} of the neighbourhoods
of K, K ′ has the same ﬁlter of neighbourhoods as K, one is compact iﬀ the
other is, and they give rise to the same quantiﬁer. For a speciﬁc example, let
X = Σ, p = ⊥, q =  and K = {⊥}, so A = λφ. φ⊥ and K ′ = Σ.
What we might hope to recover, therefore, is K ′, which is called the sat-
uration of K, as Karl Hofmann and Michael Mislove did for sober spaces
and locales [3, Theorem 2.16]. There remains a problem, in that the compact
space K need not be locally compact, and therefore not expressible in abstract
Stone duality, but it still gives rise to a term of type ΣΣ
X
.
On the other hand, we actually use the operators A : ΣX → Σ or A : ΣΣX
in this paper, and not the subspaces K themselves.
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The empty set and singletons are compact, as is the union (but not neces-
sarily the intersection) of two compact subspaces.
Lemma 2.8
• If K = ∅ then A = λφ. , so in particular A⊥ = 
• If K = {p} then A = λφ. φ[p] ≡ ηX(p), which is prime [A, Deﬁnition 4.5],
so A⊥ = ⊥ and A also preserves ∨.
• If K ⊂ K ′ then AK ≥ AK ′.
• AK∪K′φ = AKφ ∧AK ′φ.
For a sober space X, by deﬁnition any prime P : ΣΣ
X
arises from a unique
point. Primality is deﬁned in abstract Stone duality in terms of either the
monad or λ-calculus, without the lattice structure [A]. In the context of the
Scott principle, P is prime iﬀ it preserves , ⊥, ∧ and ∨ (Theorem 4.12
below). From the third part, if A corresponds to an compact subspace that
contains a point deﬁned by the prime P then A ≤ P . 
Just as we shall use the operatorA and not the subspaceK in this paper, so
the relevant condition for inhabitedness is that A preserve ⊥. Classically, any
compact (sub)space in the sense of Bourbaki that satisﬁes this condition does
indeed contain a point, as we deduce from the Lemma by excluded middle.
However, Choice is needed to ﬁnd points of locally compact locales: it is a typ-
ical use of the maximality principle to “ﬁnd” the prime P [4, Lemma III 1.9].
We shall return to this issue in Section 6.
It is not even a very important requirement on A that it preserve  and ∧,
as we learn from the “relative” notion of compactness that is exploited in the
theory of continuous lattices [2, Chapter I]. We are interested in the situation
where L = ΣX , so ΣL ≡ ΣΣX .
Deﬁnition 2.9 For elements β, φ ∈ L of a complete lattice, we write β  φ
(“way below”) if whenever φ ≤ ∨✗i θi, already β ≤ θi for some i. Then L is a
continuous lattice if
for each φ, φ =
∨
✗ {β | β  φ}.
Lemma 2.10 ↑ β ≡ {φ | β  φ} ⊂ L is Scott open, and therefore classiﬁed
by some A : ΣL. However, ↑β need not be a ﬁlter, so A need not preserve 
or ∧. 
We shall work, therefore, with operators A : ΣΣ
X
in place of compact
subspaces, and regard them as inhabited if they preserve ⊥. It is a desirable
but not essential property of A that it be a ﬁlter, i.e. preserve  and ∧, and
we shall see how to obtain ﬁlters in Section 7. For a strict correspondence
with traditional formulations we would need to use two Choice-like principles
(Section 6) and to expand the category of spaces.
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3 Local compactness
The traditional deﬁnition of local compactness is that there be a base of com-
pact neighbourhoods.
We say that a system (βn) of vectors in a vector space is a basis if any
other vector U can be expressed as a sum of scalar multiples of basic vectors.
Likewise, we say that a system (βn) of open subsets of a topological space
is a basis if any other open set U can be expressed as a “sum” (union or
disjunction) of basic opens.
How do we ﬁnd out which basis elements contribute to the sum, and (in
the case of vector spaces) by what scalar multiple? By applying the dual basis
An to the given element U , giving An · U . Then
U =
∑
n
An · U ∗ βn
where
•
∑
denotes linear sum, union, disjunction or existential quantiﬁcation;
• “scalars” in the case of topology range over the Sierpin´ski space;
• the dot denotes
· inner product of a dual vector with a vector to yield a scalar,
· that U is an element of the family An, or
· lambda application; and
• ‘∗’ denotes multiplication by a scalar of a vector, or conjunction.
In abstract Stone duality, since the application of An to a predicate U : Σ
X
yields a scalar, it must have the type ΣΣ
X
that we encountered in the previous
section. Although terms of this type actually classify Scott-open families of
open subsets, they play the role of compact subspaces.
Deﬁnition 3.1 An eﬀective basis for a space X (i.e. an object of the
category) is a pair of families
n : N  βn : ΣX n : N  An : ΣΣX
such that every “vector” φ has a basis decomposition,
φ : ΣX  φ = ∃n. Anφ ∧ βn.
In more topological notation, this equation says that
for all U ∈ ΣX , U =
⋃
{βn | U ∈ An}.
We call (βn) the basis and (An) the dual basis. The reason for saying
that the basis is “eﬀective” is that it is accompanied by a dual basis, so
that the coeﬃcients are given eﬀectively by the above formula. The sub- and
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superscripts indicate the co- and contravariant behaviour of compact and open
subspaces respectively with respect to continuous maps.
Remark 3.2 Notice that the indexing set N must admit existential quantiﬁ-
cation (∃n), and we shall also need equality. N is a type of our λ-calculus
or, if you prefer, a space, but these requirements say that it is a space with
diﬀerent properties from those that arise as topologies (ΣX). Topologically,
N is like N, but (βn) is a family, not a sequence, because we don’t regard N
as carrying an arithmetical order. The indexing set N may, however, usefully
carry algebraic structure, as we shall see in the next section. I make no apol-
ogy for only considering countably (or, rather, recursively) based spaces, as
I consider that ℵ1 and the like have no place in topology.
Remark 3.3 I claim that having an eﬀective basis is the same as the tradi-
tional deﬁnitions of local compactness for locales and Bourbakian spaces.
However, in seeking to justify this, we run into just the same diﬃculties as
we did with sober spaces [A, Section 5] and spatial algebras [B, Section 3]: our
only models of abstract Stone duality that are based on traditional deﬁnitions
of topology already consist of locally compact spaces or locales, whilst any
object that is deﬁnable in the λ-calculus (including the Scott principle) already
has an eﬀective basis (Theorem 4.10). Hence all we can say by way of a theorem
that the deﬁnitions are equivalent is merely that the universe is co-extensive
with itself.
What we have to show, therefore, is that the intuitions are the same.
The preliminary results correspond to the idea that Anφ means Kn ⊂ φ
and that βn ⊂ Kn.
Lemma 3.4 If Γ  φ : ΣX satisﬁes Γ  Anφ =  then Γ  βn ≤ φ.
Proof Since Anφ = , the formula for φ includes βn as a disjunct. 
Lemma 3.5 If  Anβn =  then βn classiﬁes a compact open subspace.
1 ✲ 1
ΣK = ΣX ↓ βn
βn
❄
✲ ✲ ΣX
An ✲ Σ

❄
Proof The equation Anβ
n =  says that the square commutes. A test map
φ : Γ → ΣX ↓ βn that (with ! : Γ → 1) also makes a square commute must
satisfy Γ  Anφ =  and Γ  φ ≤ βn, but then φ = βn by the previous result.
Hence the square is a pullback, whilst βn = ΣK , so the lower composite is
∀K , making K compact. 
Lemma 3.6 If  Anφ =  then βn  φ in the sense of Deﬁnition 2.9.
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Proof Let  φ ≤ ∨✗i θi, so   = Anφ ≤ An
∨
✗
i
θi =
∨
✗
i
Anθi.
Then Anθi =  for some i (but cf. Remark 2.4), so βn ≤ θi by Lemma 3.4.
Remark 3.7 A locale X is locally compact iﬀ it has an eﬀective basis.
Proof The localic deﬁnition is that L ≡ ΣX be a distributive continuous
lattice (Deﬁnition 2.9), so
for all φ ∈ L, φ =
∨
{β ∈ L | β  φ},
but by Lemma 2.10, ↑ β ≡ {φ | β  φ} is classiﬁed by some A ∈ ΣL ≡ ΣΣX .
We could interpret {β | β ∈ L} as a basis indexed by the lattice itself, so
βn ≡ n for n ∈ N ≡ L, but then the quantiﬁer ∃n would not be deﬁned in
abstract Stone duality. Instead, let β(−) : N → L be a function (from an overt
discrete space) that covers L in the sense that there is still a decomposition
φ = ∃n. βn ∧ Anφ, where An ≡ λφ. (βn  φ).
Thus (βn, An) is an eﬀective basis.
Conversely, suppose that X carries an eﬀective basis in our sense. Then
by Lemma 3.6,
φ = ∃n. Anφ ∧ βn ≡
∨
{βn | Anφ} ≤
∨
✗ {βn | βn  φ} ≤ φ,
in which the second join is directed because of the familiar properties of ,
namely that ⊥  φ, and if β  φ and β ′  φ then (β ∨ β ′) φ. Hence ΣX
is continuous. 
Remark 3.8 A sober space is locally compact iﬀ it has a ﬁlter basis, i.e. one
in which each An preserves ∧ and .
Proof In the traditional deﬁnition, there is a family (Kn) of compact sub-
sets, with βn ⊂ Kn and
φ =
⋃
{βn | Kn ⊂ φ}.
As the subspace Kn is compact, Lemma 2.5 deﬁnes An : Σ
X → Σ such that
Kn ⊂ φ iﬀ Anφ = , so φ = ∃n. Anφ ∧ βn.
Conversely, if (βn, An) is a ﬁlter basis, each An arises from some compact
subspace Kn (but cf. Remark 2.7). Since (Kn ⊂ φ) ⇐⇒ Anφ =⇒ (βn ⊂ φ),
we have βn ⊂ Kn. 
Remark 3.9 I also claim that this is what a recursively deﬁned lo-
cally compact space must be, although I deprecate any such notion that
is obtained by “bolting together” recursion theory and topology without re-
thinking the fundamental common intuition.
Suppose that you have some computational representation of a space. It
can only encode some of the points and open and compact subspaces, since in
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classical topology these are uncountable in any interesting case. Hence your
“space” cannot be literally sober, or have arbitrary unions of open subsets.
However, for the space to be locally compact, the representation must be able
• to say whether a particular point belongs to a particular basic open set,
given their codes;
• to say whether an open set includes a compact subspace from the dual basis,
given their codes;
• to provide codes for x ∈ βn ⊂ Kn ⊂ U , given the codes for any x ∈ U ;
although it need only provide positive answers to these questions: failure of
the property is indicated by non-termination.
The λ-calculus for abstract Stone duality has these properties. If your
representation has them, we can derive an eﬀective basis, and it can then
be shown that the sober topological space that your computational structure
claims to represent is isomorphic to the denotation of the derived object in
abstract Stone duality. 
Remark 3.10 In summary, the dual basis Anφ essentially says that there is
a compact subspace Kn lying between β
n and φ, but Kn seems to play no
actual role itself, and the localic deﬁnition in terms of makes it redundant.
Each deﬁnition actually has its technical advantages:
• in the localic one, β ranges over a lattice, but ↑β need not be a ﬁlter;
• in the spatial one we have ﬁlters, but the basis is only indexed by a semi-
lattice, since any ﬁnite union of compact subspaces is compact, but not
necessarily intersections.
Eﬀective bases in our sense can be made to behave in either fashion.
Another problem with the localic deﬁnition is that the union in the ba-
sis decomposition cannot be written internally (using ∃n) when the basis is
indexed by ΣX . This is because, in the weak form of higher-order logic that
abstract Stone duality provides, the predicates are Scott-open subsets, so if β
satisﬁes the condition for contributing to the union, every γ ≥ β also does so.
By indexing the basis over an overt discrete space, we shall be able to develop
the theory within the calculus of abstract Stone duality.
4 Every deﬁnable space has a basis
We have justiﬁed the notion of eﬀective basis for locally compact spaces as
deﬁned both traditionally and using locales. Now we shall do so for the types
that are deﬁnable in the λ-calculus that was introduced for ASD in [B].
A basis for a vector space is (exactly the data for) an isomorphism with
RN , where N is the dimension of the space. (It is not important for the
analogy that the ﬁeld of scalars be R, or even that the dimension be ﬁnite.)
The signiﬁcance of RN is that it carries a standard structure, in which each
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basis vector has a 1 in the co-ordinate that names it and 0 elsewhere. The
isomorphism transfers the standard basis on RN to the chosen one on the
space under study.
Bases in topology actually correspond more to spanning sets than to (lin-
early independent) bases for vector spaces, since we may add unions of mem-
bers to the basis as we please, as we do in Lemma 4.7 below. Consequently,
instead of isomorphisms with the standard structure, we have Σ-split embed-
dings.
Lemma 4.1 Any space X that has an eﬀective basis (βn, An) indexed by N is
a Σ-split subspace of ΣN . Indeed X ∼= {ΣN | E} in the notation of [B], where
for F : ΣΣ
N
and ψ : ΣN ,
EFψ = I(λx:X. F (ix))ψ = ∃n:N. An
(
λx. F (λm. βmx)
) ∧ ψn.
Proof Using the basis (βn, An), deﬁne
i : X → ΣN byx → λn.βn[x]
I : ΣX → ΣΣN byφ → λψ.∃n. Anφ ∧ ψ[n].
Then Σi(Iφ) = λx. (Iφ)(ix) = λx. ∃n. Anφ ∧ βn[x] = φ. 
Lemma 4.2 Let (βn, An) be an eﬀective basis for Y and i : X✲ ✲ Y a
Σ-split subspace, so I : ΣX → ΣY satisﬁes Σi · I = idΣX . Then (Σiβm,ΣIAn)
is an eﬀective basis for X.
Proof For φ : ΣX , Iφ : ΣY has decomposition
Iφ = ∃n. An(Iφ) ∧ βn ≡ ∃n. (ΣIAn)φ ∧ βn.
Since Σi is a homomorphism, it preserves scalars, ∧ and ∃, so
φ = Σi(Iφ) = Σi
(∃n. An(Iφ) ∧ βn
)
= ∃n. An(Iφ) ∧ Σiβn. 
In the construction of a basis for ΣX we must make essential use of the
Scott principle, i.e. within abstract Stone duality rather than to relate it to the
traditional formulations. In order to apply F : ΣΣ
X
to the basis decomposition
of φ : ΣX , the latter must be a directed join, which must be preserved by F .
Lemma 4.3 The join φ = ∃n. Anφ ∧ βn is directed so long as
• there is some element (that we call 0 ∈ N) such that A0 = λφ. 
(so β0 = λx. ⊥ by Lemma 3.4) and
• there is an operation + : N ×N → N such that
βn+m = βn ∨ βm and An+m = An ∧Am.
In order to allow concatenation of lists to serve for + (and the empty list for 0),
we do not require it to be commutative or idempotent (or even associative).
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At this point some jargon becomes useful:
Deﬁnition 4.4 An eﬀective basis (βn, An) is called
• a directed or ∨-basis if it satisﬁes the conditions of the Lemma;
• an intersection or ∧-basis if β1 = λx.  for some element (that we call
1 ∈ N), and there is a binary operation  such that
βn ∧ βm = βnm An ≤ Anm Am ≤ Anm,
so the intersection of ﬁnitely many basic opens is basic; this is a positive
way of saying that we do have a basis instead of what is traditionally known
as a sub-basis;
• a lattice basis if it is both ∧ and ∨, cf. the localic deﬁnition in Remark 3.7;
• a ﬁlter basis if each An preserves ∧ and , cf. the spatial deﬁnition in
Remark 3.8;
• a prime basis if each An is prime, so it preserves ∧, ∨,  and ⊥.
Notice that the conditions for ∨- and ∧- bases are imposed on An and βn
respectively, and that both involve ∧: An ∨ Am doesn’t help very much. We
shall see that any eﬀective basis can be “up-graded” to either a lattice basis
or a ﬁlter ∨-basis. In particular, Lemma 4.2 yields an ∨- or ∧-basis for the
subspace X if the given basis for the space Y had these properties, since Σi
and ΣI preserve  and ∧. Section 7 provides a ﬁlter basis.
Lemma 4.5 If X has a ∨-basis then ΣX has a prime ∧-basis.
Proof For F : ΣΣ
X
and φ : ΣX , the Scott principle and ∨-basis give
Fφ = F (∃n. Anφ ∧ βn) = ∃n. Anφ ∧ Fβn,
which provides the decomposition of F with respect to the prime ∧-basis
Bn ≡ An An ≡ λF. Fβn. 
Remark 4.6 In order to make use of this result, we need to be able to turn
any eﬀective basis into a ∨-basis, which we do in the obvious way using ﬁnite
unions of basic open subsets; the corresponding unions of compact subspaces
give rise to conjunctions of As by Lemma 2.8.
These unions are represented as lists. Since the predicate λn. n ∈  is a
disjunction of equalities, if we want to use some other indexing set N in place
of N, it must admit existential quantiﬁcation and equality. Topologically, it is
overt (Deﬁnition 6.9) and discrete (the diagonal X ⊂ X ×X is open).
Notice also that each Σ(−) applied to the type requires List(−) to be applied
to the indexing set of the basis. The most eﬃcient way of encoding such
constructions (as functional programmers have done since Lisp) is to use the
set T of binary trees, for which it is easy to deﬁne T×T ⊂ T ∼= List(T). This
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also avoids the fact that the construction of the List functor, even for overt
discrete spaces, has not yet been given in Abstract Stone Duality.
Lemma 4.7 If X has a basis indexed by N then it also has a ∨-basis indexed
by List(N). If a ∧- or ﬁlter basis was given, the result is a lattice or ﬁlter basis
respectively.
Proof Given any basis (βn, An), deﬁne
γ ≡ λx. ∃n ∈ . βnx D ≡ λφ. ∀n ∈ . Anφ.
Then φ = ∃n. Anφ ∧ βn ≤ ∃. Dφ ∧ γ using singleton lists. Conversely,
∃. Dφ ∧ γ= ∃. (∀n ∈ . Anφ) ∧ (∃m ∈ . βm)
= ∃. ∃m ∈ . (∀n ∈ . Anφ) ∧ βm
≤∃. ∃m ∈ . Amφ ∧ βm = φ.
Then (γ, D) is a ∨-basis using list concatenation for +. If we were given an
∧-basis, so βn ∧ βm = βnm, deﬁne   ′ to be the list (it doesn’t matter in
what order) of n  m for n ∈  and m ∈ ′. Then
(γ ∧ γ′) = (∃n ∈ . ∃m ∈ ′. βnm) = β′,
whilst γ[1] ≡ β1 and D[1] ≡ A1 (using the singleton list) serve for γ1 and D1.
Finally, if the An were ﬁlters then so are the D, since ∀m ∈  preserves ∧
and . 
By switching the quantiﬁers we may similarly obtain ∧-bases, and turn a
∨-basis into a lattice basis, but the ﬁlter property is not preserved.
Proposition 4.8 N and ΣN have eﬀective bases as follows:
N prime βn ≡ {n} ≡ λm. (n = m) An ≡ ηN(n) ≡ λφ. φ[n]
N ﬁlter ∨ β ≡ λm. m ∈  A ≡ λφ. ∀m ∈ . φ[m]
N lattice βL ≡ λm. ∀ ∈ L. m ∈  AL ≡ λφ. ∃ ∈ L. ∀m ∈ . φ[m]
ΣN prime ∧ B ≡ λφ. ∀m ∈ . φ[m] A ≡ λF. F (λm. m ∈ )
ΣN ﬁlter lattice BL ≡ λφ. ∃ ∈ L. ∀m ∈ . φ[m] AL ≡ λF. ∀ ∈ L. F (λm. m ∈ )
indexed by n : N,  : List(N) or L : List
(
List(N)
)
. 
The other type-constructor is ×, for which we have the familiar Tychonov
rectangles. (We leave the reader to deﬁne the 1-indexed basis for 1.
Lemma 4.9 If X and Y have (∧- or ﬁlter) bases then so does X × Y .
Proof Given (βn, An) and (γ
m, Dm) on X and Y , deﬁne
(n,m)≡λxy. βn[x] ∧ γm[y]
F(n,m)≡λθ:ΣX×Y . Dm
(
λy. An(λx. θ(x, y))
)
,
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on X × Y , noting that this is not symmetrical in X and Y . 
Theorem 4.10 Every space that is deﬁnable in the monadic calculus [B],
including the lattice structure and the Scott principle, is a Σ-split subspace of
ΣN, and has a lattice basis indexed by List
(
List(N)
)
. 
Lemma 4.11 If Γ  F : ΣΣX preserves ⊥ and ∨ (in the sense that F (φ1∨φ2) =
Fφ1 ∨ Fφ2) then it also preserves ∃.
Proof Let Γ, n : N  φn : ΣX . Put Γ,  : ListN  θ ≡ ∃n ∈ . φn : ΣX , so
∃n. φn =
∨
✗ θ.
Then F (∃n. φn) =
∨
✗ Fθ, but Fθ = ∃n ∈ . F (φn) since the bounded
quantiﬁer is deﬁned from ⊥ and ∨, which are preserved by F . Finally,∨
✗ ∃n ∈ . Fφn ≡ ∃n. Fφn. 
Theorem 4.12 If Γ  P : ΣΣX preserves , ⊥, ∧ and ∨ then it is prime.
Proof Let (βn, An) be a ∨-basis for X. Then (An, λF. Fβn) is a basis
and (λφ. ∃n ∈ . Anφ, λF. ∀n ∈ . Fβn) an ∨-basis for ΣX by Lemmas 4.5
and 4.7. Hence
B ≡ λF. ∀n ∈ . Fβn A ≡ λF . F(λφ. ∃n ∈ . Anφ)
is an eﬀective basis for ΣΣ
X
by Lemma 4.5, i.e.
F : Σ3X  F = λF. ∃. F(λφ. ∃n ∈ . Anφ) ∧ ∀n ∈ . Fβn.
Now, P preserves ∃ as well as , ⊥, ∧ and ∨, by Lemma 4.11, so
FP = ∃. F(λφ. ∃n ∈ . Anφ) ∧ ∀n ∈ . Pβn
=P
(
λx. ∃. F(λφ. ∃n ∈ . Anφ) ∧ ∀n ∈ . βnx
)
=P
(
λx. F(λφ. φx)),
i.e. P is prime [A, Deﬁnition 8.1]. 
Corollary 4.13 H : ΣX → ΣY is an Eilenberg–Moore homomorphism iﬀ it
is a lattice homomorphism. In this case, it is of the form H = Σf for some
unique f : Y → X. 
5 The way-below relation
Recall from [2] that the “way below” relation on a continuous lattice (Def-
inition 2.9) satisﬁes the properties
⊥  γ α
′ ≤ α β ≤ β ′
α′  β ′
α β ∨ γ
=============================∃β ′γ′. α β ′ ∨ γ′ β ′  β γ′  γ
α γ
============∃β. α β  γ
α β β  φ β  ψ
α (φ ∧ ψ)
α γ β  γ
============
α ∨ β  γ
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We now introduce a binary relation ≺ with analogous properties to these, but
deﬁned on the indexing set N of an ∨-basis (βb, Aa) for X, not on ΣX .
Notation 5.1 Write a ≺ b for a, b : N  Aaβb : Σ.
This is an open binary relation on the overt discrete space N of indices,
not on the lattice ΣX .
The ﬁrst result just restates the fact that we have an ∨-basis:
Lemma 5.2 0 ≺ c, whilst if both a ≺ c and b ≺ c then a+ b ≺ c.
Proof A0 = λφ.  and Aa+bβc = Aaβc ∧ Abβc. 
In a continuous lattice, α  β implies α ≤ β. This is not valid literally
for ≺ , since basis elements may be repeated. But we do have it in spirit:
Lemma 5.3 βb = ∃a. a ≺ b ∧ βa and Aa = ∃b. Ab ∧ a ≺ b.
Proof The ﬁrst is the basis expansion of βb. For the second, we apply Aa
to the basis expansion of φ, so Aaφ = ∃b. Abφ ∧Aaβb = ∃b. Ab ∧ Aaβb. 
Corollary 5.4 If a ≺ b then βa ≤ βb and Aa ≥ Ab. 
Corollary 5.5 If a ≺ b, Aa′ ≥ Aa and βb ≤ βb′, then a′ ≺ b′.
Proof (a ≺ b) ≡ Aaβb ≤ Aa′βb′ ≡ (a′ ≺ b′). 
Corollary 5.6 (The interpolation lemma.) (a ≺ c) = (∃b. a ≺ b ≺ c).
Proof Aaβ
c = (∃b. Ab ∧ a ≺ b)βc = ∃b. Abβc ∧ a ≺ b. 
The following generalisation to binary unions may not be familiar. In clas-
sical topology it is known as the Wilker condition: 3 if a compact subspace
K is covered by two open ones, i.e. K ⊂ U ∪ V , then there are compact
subspaces L and M and open ones U ′ and V ′ such that
K ⊂ U ′ ∪ V ′ U ′ ⊂ L ⊂ U V ′ ⊂M ⊂ V.
The proof in a continuous lattice is based on β ∨ γ = ∨✗ {β ′ ∨ γ | β ′  β}.
Lemma 5.7 (a ≺ b+ c) = ∃b′c′. (a ≺ b′ + c′) ∧ (b′ ≺ b) ∧ (c′ ≺ c).
Proof The join βb = ∃b′. Ab′βB ∧ βb′ is directed in b′, so
βb+c = βb ∨ βc = ∃b′. Ab′βb ∧ (βb′ ∨ βc) = ∃b′. Ab′βb ∧ βb′+c
and then (a ≺ b+ c) is
Abβ
b+c = ∃b′. Ab′βb ∧Aaβb′+c ≡ ∃b′. (b′ ≺ b) ∧ (a ≺ b′ + c).
Interpolation of c is similar. 
3 I am grateful to Jimmie Lawson for telling me this, but regret that I have not yet followed
up the references.
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Lemma 5.8 (a ≺ b) ∧ Abφ ∧ Abψ ≤ Aa(φ ∧ ψ).
Proof As the joins φ = ∃c. Acφ ∧ βc and ψ = ∃d. Adψ ∧ βd are directed,
φ ∧ ψ = ∃cd. βc ∧ βd ∧ Acφ ∧Adψ
and so
Aa(φ ∧ ψ) = ∃cd. Aa(βc ∧ βd) ∧Acφ ∧Adψ ≥ Aaβb ∧ Abφ ∧ Abψ 
Corollary 5.9 For a lattice basis, (a ≺ b)∧ (b ≺ c)∧ (b ≺ d) ≤ (a ≺ b  c).
Proof Put φ = βc and ψ = βd. 
Let us describe ≺ for the type constructors.
Lemma 5.10 The ∨-basis for N in Proposition 4.8 has
 ≺ ′ ≡ Aβ′ ≡ ∀m ∈ . m ∈ ′ ≡  ⊂ ′. 
Lemma 5.11 Let ≺X arise from an ∨-basis on X. Then the ∨-basis on ΣX
given by Lemmas 4.5 and 4.7 has
 ≺ ΣX ′ ≡ ∀n ∈ . ∃m ∈ ′. m ≺X n. 
Remark 5.12 We used lists in the previous section to emphasise that the
indexing set of a basis is discrete, but it will hardly have escaped the reader’s
attention that the lists are really (Kuratowski-)ﬁnite sets, and the natural
structure on the indices is that of a semilattice or distributive lattice. This
has an associated order relation, which is given in these two examples by
subset (“list”) inclusion and the so-called lower order, which is a feature of
the “powerdomains” used to study non-determinism.
We shall write uprise, ,  for this structure. However, it is very important
to appreciate that it is “imposed” algebraic structure on a discrete carrier,
whereas ∧, ∨ and ≤ on the lattice ΣX is “intrinsic” in the sense that all
morphisms necessarily preserve ≤, whilst there is a well deﬁned operation that
reverses  and interchanges uprise with . (Indeed, this features in Lemma 5.11.)
Bearing this in mind, the carrier of the semilattice is the quotient of List(N)
by a decidable equivalence relation, which is overt discrete (and Hausdorﬀ)
[C, Section 10].
Proposition 5.13 Every locally compact space carries an eﬀective basis in-
dexed by free distributive lattice D on N, for which
β(−) : D → ΣX and A(−) : Dop → ΣX
take the imposed uprise or  on D to the intrinsic ∧ on ΣX . 
Remark 5.14Making β(−) covariant and A(−) contravariant in the order onD
follows the tradition of the theory of continuous lattices. However, it conﬂicts
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with that of model theory, in the way that is well known for algebraic lattices:
such a lattice is the class of models of the Horn theory that, as a ∧-semilattice,
is the opposite of the sub-∨-semilattice of compact elements of the lattice.
Remark 5.15 For those who dislike coding, the preceding results may be seen
as a way of “covering” the algebra ΣX with one that has a more manageable
structure, together with kernel data to say how to recover the object under
study. We have homomorphisms
List
(
List(N)
)
✲✲ D
β(−)✲✲ ΣΣ
N Σi ✲✲ ΣX
that take the list operations + and  to the imposed lattice structure  and uprise
and on to the intrinsic structure ∨ and ∧. D and ΣΣN are the free distributive
lattices on N whose structures are respectively imposed and intrinsic. The
kernel structure on ΣΣ
N
is the nucleus E ≡ I ·Σi [B, Deﬁnition 4.3], whilst ≺
plays a similar role on D.
In a fuller investigation, we shall show that any distributive lattice with
binary relation ≺ satisfying the above properties arises from a lattice basis
on some space. We shall also express morphisms f : X → Y as “matrices”
fmn = An
(
f(γm)
)
, where (βn, An) and (γ
m, Dm) are bases for X and Y .
6 The “axiom of choice”
The argument that we use to turn any basis into a ﬁlter basis, and to prove
Baire’s theorem, exploits the interpolation property a ≺ c ⇒ ∃b. a ≺ b ≺ c
by iterating it. To do this we shall need to use the following choice principle,
remembering that our ≺ is deﬁned on the indexing set of the basis, rather
than on the lattice ΣX .
Assumption 6.1 Any open binary relation on N contains a partial function
with the same support.
Deﬁnition 6.2 By an open binary relation on N we simply mean a term
n,m : N  φ[n,m] : Σ
of the calculus, deﬁned with no other parameters. Its support is the open
subspace {n | ∃m. φ[n,m]} ⊂ N. A partial functional relation is an open
binary relation ψ such that
n,m1, m2 : N  ψ[n,m1] ∧ ψ[n,m2] ≤ (m1 = m2) : Σ,
which is to be contained in φ, but with the same support, in the sense that
n,m : N  ψ[n,m] ≤ φ[n,m] ≤ ∃k. ψ[n, k].
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Corollary 6.3 Any entire open binary relation, i.e. one for which n : N (∃m. φ[n,m]) = , contains a total function f : N→ N. 
Corollary 6.4 If  (∃n. φ[m]) =  then there is a numeral  n : N for which
 φ[n] = . This is known as the existence property, and is what we used
in Remark 2.4. 
Plainly these things hold in the classical model, i.e. in the category of
locally compact sober spaces deﬁned in a set theory with the axiom of choice,
whilst they are not valid for locally compact locales over a topos without
choice.
However, the goal of abstract Stone duality is a uniﬁcation with recursion
theory, where we often appeal to structural recursion, i.e. rely on working in
the free model.
Proposition 6.5 The existence property in the free model follows from the
fact that there is a classical model.
Proof In the classical model, m : N  φ[m] : Σ is interpreted as a subset
[[φ]] ⊂ N ∈ Set and  ∃m. φ[m] as a subset of the singleton, i.e. as either 1
or ∅. It is 1 if  ∃m. φ[m] = , and then, since ∃ is interpreted as union, [[φ]]
has an element. 
Remark 6.6 The programmer’s intuition for the parametric choice principle
(Corollary 6.3) is this. The λ-term φ deﬁnes a non-deterministic program that,
for each n, enumerates thems for which φ[n,m] is satisﬁed. By specifying some
deterministic way of scheduling the computation, ψ[n,m] returns just the ﬁrst
m (if any) for which φ[n,m] is satisﬁed, suppressing the rest. 
Remark 6.7 Notice that ψ depends on the way in which φ is encoded as a
term of the calculus. Also, we are not at liberty to write ∃f. · · · because NN
is not a type in our calculus (although (N⊥)N is).
Remark 6.8 We may reconcile the failure of the choice principle for locales
over Grothendieck toposes by regarding the topos as the type Γ of an addi-
tional parameter in the choice problem as set out in Deﬁnition 6.2. However,
general parameters of this kind were not allowed. Γ could perhaps be cov-
ered by an overt discrete space, in which case the choice would depend on the
encoding, and not directly on the parameter.
To ﬁll in the details of the “scheduling” intuition (Remark 6.6) would
inevitably involve us in heavy manipulation of syntax, which is out of place in
the present topologically motivated discussion. Maybe there is an alternative
proof by gluing [7, Section 7.7]. Instead, we shall consider some semantic
ideas that relate the existence property to the notion of inhabited compact
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(sub)space that we introduced in Lemma 2.8.
Deﬁnition 6.9 A space N is overt if there is a pullback
1 ✲ 1
ΣN
⊥
❄
...................
∃N
✲ Σ
⊥
❄
This is the lattice dual of Deﬁnition 2.1 for compactness. Again, [C, Section 7]
shows that ∃N exists with this property iﬀ it is left adjoint to Σ!N , and that
∃N behaves like an existential quantiﬁer.
Overtness corresponds to recursive enumerability. In classical topology
all spaces are overt, but this notion was identiﬁed in intuitionistic locale theory
by Andre´ Joyal and Myles Tierney [5], who called such locales open.
Lemma 6.10 An open subspace of an overt space is overt, whilst an overt
subspace of discrete space is open, cf. the well known analogous results for
closed subspaces of compact Hausdorﬀ spaces. For subspaces of N, therefore,
open and overt are the same, cf. [A, Lemma 10.2]. 
However, just as a subspace of an non-Hausdorﬀ space may be compact
without being closed, it may be overt without being open. Indeed, Scott
domains are overt closed subspaces of algebraic lattices [F]. Also, direct images
of overt subspaces are overt, but inverse images of open subspaces are open,
cf. Lemma 2.5. These are the reasons for the new word.
Lemma 6.11 Any overt subspace N ⊂ X gives rise to a “quantiﬁer” E : ΣΣX
that preserves ⊥ and ∨ (and in fact ∃N). If N is empty then E = λφ. ⊥, whilst
⊂ and ∪ for overt subspaces correspond to ≤ and ∨ for their quantiﬁers. 
Lemma 6.12 If an overt subspace N ⊂ X contains a point corresponding to
the prime P then P ≤ E, so E = . 
Proposition 6.13 The existence property says, conversely, that if  E : ΣΣN
satisﬁes E =  then there is a prime  P with P ≤ E. The choice principle
says the same thing with a numerical parameter. 
Hence the existence property amounts to ﬁnding an actual point of an overt
subspace that is “inhabited” in the dual of the sense that we discussed for
compact subspaces in Lemma 2.8. In fact, these dual notions of inhabitedness
are the same, by a well known result about full and faithful adjunctions.
Lemma 6.14 Let X be a compact overt space. Then ∃X =  iﬀ ∀X⊥ = ⊥.

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7 Filters
Now we shall show that any locally compact space X has a ﬁlter ∨-basis. The
argument is essentially due to Jimmie Lawson [2].
We may assume that we already have an ∨-basis, (βn, An), with an asso-
ciated relation ≺ : again we stress that this is deﬁned on the indexing set, N ,
and not on ΣX .
Lemma 7.1 The ∨-basis may be chosen such that An = .
Proof Let N ′ ≡ {n : N | An}, which is an open and therefore overt sub-
space of N . Then
φ= ∃n:N. An(∧ φ) ∧ βn
≤∃n:N. An∧ Anφ ∧ βn
= ∃n:N ′. Anφ ∧ βn ≤ φ,
so the restriction to N ′ is still a basis. It is an ∨-basis because A0 = λφ. ,
so 0 ∈ N ′, and if a, b ∈ N ′ then Aa+b = Aa ∧ Ab = , so a+ b ∈ N ′. 
Lemma 7.2 Let U = {(a, b) | a ≺ b} ⊂ ✲ N2. There is a function f : U → N
such that if a ≺ b then a ≺ f(a, b) ≺ b.
Proof The interpolation property (Lemma 5.6) deﬁnes an entire open bi-
nary relation, which contains a total function by the principle of choice (Corol-
lary 6.3). 
Theorem 7.3 Every locally compact space has a ﬁlter ∨-basis.
Proof Given a ≺ b, by iterating (π0, f) : U → U , there’s a descending
sequence
a ≺ · · · ≺ b3 ≺ b2 ≺ b1 ≺ b0 ≡ b
with a corresponding descending sequence of βs, and an ascending sequence
Aa ≥ A ≡
∨
✗
i
Abi ≥ · · · ≥ Ab3 ≥ Ab2 ≥ Ab1 ≥ Ab.
Moreover, by Lemma 5.8, Abi+1β
bi∧Abiφ∧Abiψ ≤ Abi+1(φ∧ψ), so the directed
union A preserves ∧, because, with k = max(i, j),
Aφ ∧Aψ= (
∨
✗
i
Abiφ) ∧ (
∨
✗
j
Abjψ)
=
∨
✗
k
(Abkφ ∧ Abkψ)
≤
∨
✗
k
Abk+1(φ ∧ ψ)
=A(φ ∧ ψ).
Then γ(a,b) ≡ βa andD(a,b) ≡ A provide a basis, indexed by (a, b) ∈ U , because
φ= ∃a. Aaφ ∧ βa
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= ∃ab. Abφ ∧Aaβb ∧ βa
≤∃(a, b):U. D(a,b)φ ∧ γ(a,b)
≤∃a. Aaφ ∧ βa = φ
since (a, b) ∈ U ≡ (a ≺ b) ≡ (Aaβb) and Abφ ≤ D(a,b)φ ≤ Aaφ.
Without putting additional requirements on the function f , there is no
reason why this construction should provide an ∨-basis, but Lemma 4.7 does
so, and it preserves the ﬁlter property that we have just achieved. 
Remark 7.4 What is the actual role of the choice principle, and in particular
the scheduling intuition (Remark 6.6), in this argument? Thinking of the
interpolation property as a non-deterministic but nevertheless total function,
could we not simply accept whichever interpolant it happens to give, instead
of insisting on a canonical one? The argument that A preserves ∧ uses the
diagonalisation property of the directed join (k in place of (i, j)), so we do
need to be sure that we get the same interpolant when we repeat the request
for it. 
8 Baire category theorem
Baire’s category theorem says that the intersection of a countable family of
dense open subsets is still dense. We shall prove it for overt locally compact
spaces. It was Karl Hofmann who elaborated Lawson’s argument (in the
previous section) to derive the Baire Category Theorem.
Deﬁnition 8.1 φ ∈ ΣX is dense if ∀ψ :ΣX . φ ∧ ψ = ⊥ ⇒ ψ = ⊥, i.e. the
square is a pullback:
1 ✲ 1
ΣX
⊥
❄ (−) ∧ φ✲ ΣX
⊥
❄
Lemma 8.2 Any overt locally compact space has a basis for which each An
preserves ⊥,  and ∧, and each βn is inhabited, i.e. n : N  ∃x. βnx.
Proof By Theorem 7.3, we need only consider ⊥. If ∃x. βnx then An⊥ = ⊥.
Let N ′ = {n : N | ∃x. βbx}, which is an overt subspace of N , cf. Lemma 7.1.
This is still a basis because
φx= ∃n:N. Anφ ∧ βnx
= ∃n:N. Anφ ∧ βnx ∧ ∃y. βny
= ∃n:N ′. Anφ ∧ βnx.
N ′ is closed under + since βa+b ≥ βa ∨ βb, but doesn’t contain 0, so we no
longer have an ∨-basis. 
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Theorem 8.3 Let X be an overt locally compact space and i : N  φi : ΣX
be a sequence of dense opens. Then its intersection is dense in the following
sense: Let ψ : ΣX be an inhabited open set. Then there is A : ΣΣ
X
preserving
⊥,  and ∧ such that Aψ =  and i : N  Aφi : .
Proof For any φi in the family and any basic open set β
a, by the basis
decomposition of  = ∃x. βax ∧ φix, we have
a : N, i : N   = ∃b:N. Ab(βa ∧ φi) ∧ (∃x. βbx),
which deﬁnes an entire open relation from (a, i) ∈ N × N to b ∈ N , and
therefore contains a total function f . For each a, i, this satisﬁes
βf(a,i) ≤ βa ∧ φi Af(a,i) ≥ Aa Af(a,i)φi =  ∃x. βf(a,i)x.
Without loss of generality, ψ = βa0 , an inhabited basic open set. Now deﬁne
ai+1 = f(ai, i+ 1) by iteration of f , so
βai+1 ≤ βai ∧ φi ≤ βa0 ∧ φ0 ∧ · · · ∧ φi
whilst the Aai form an ascending sequence.
Put A =
∨
✗iAai . Then
A ≥ Aβa0 ≥ Aa1βa0 =  A⊥ =
∨
✗
i
Aai⊥ = ⊥ Aφi ≥ Aaiφi = 
and A preserves ∧ by a similar argument to that in Theorem 7.3. 
Remark 8.4 Since the ambient space X is required to be overt, so are the
open subsets φi in the family, so maybe Baire’s theorem should be stated in
terms of a family of dense overt subspaces instead of open ones. However, an
open subset φ is dense iﬀ its “quantiﬁer”
Eφ ≡ λψ. ∃x. φx ∧ ψx : ΣΣX
(as deﬁned in Lemma 6.11) coincides with ∃X , the quantiﬁer for the whole
space. Hence the theorem is very much concerned with overt subspaces that
cannot be recovered from their quantiﬁers in the sense that we discussed for
compact subspaces in Remark 2.7.
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Postscript and acknowledgements
The extended version of this paper will show that any system (N, 0, 1,+, ,≺ )
satisfying the conditions in Section 5 arises from a unique space. It will also
characterise morphisms in terms of their “matrices” with respect to the bases.
Like all “normal form” theorems, this can be misinterpreted: it is a bridge
over which we may pass in either direction between λ-calculus and a discrete
encoding of topology, not an intention to give up the very pleasant synthetic
arguments in ASD that we saw in [C]. In fact, the methods in (the extended
version of) this paper are what we need to connect synthetic ASD with the
older lattice-theoretic approaches to topology, cf. Corollary 4.13.
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The basis and matrix representation, which uses ﬁnitary data about basic
open and compact subspaces, will be developed in future work into interval
analysis without intervals, not only for R, but for any locally compact space.
In the case of R, the basis (of open and closed intervals) may use whatever
exact representation you please: dyadic rationals, continued fractions, etc.
However, basic intervals are only relevant for compilation and computation,
and then only at base types such as R: higher types are represented with the
λ-calculus, and theoretical analysis relies only on the categorical structure.
The result also suggests that any Arithmetic Universe (in the sense of
Joyal) can be embedded as the full subcategory of overt discrete objects in
a model of ASD. This will allow topological arguments to be used in Joyal’s
version of “discrete” mathematics.
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for their comments. Also, the referees for their enthusiasm, particularly con-
sidering how sketchy the original version of this paper was. It was presented
at Category Theory and Computer Science 9 in Ottawa on 18 August 2002,
and at Domains Workshop 6 in Birmingham a month later.
This work was funded entirely from my own savings, but I could not have
done this without the companionship and emotional support of my partner
Richard Symes, who has put up with my being even more than usually insular
in recent months.
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