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Abstract: Mathematical system theory has traditionally been concerned
wíth differential or difference equations. Recently, however, there has
been increasing interest of system theorists for `discrete event sys-
tems', whose evolution in time is marked by the occurrence of `events'
(arrivals of inessages or customers, completion of tasks, etc.). This
paper presents a brief survey of the approaches to discrete events that
have been developed so far within the system theory community.Zntroduction
Recently, there has been a surge of publications in the system theory
literature promising to extend the working domain of this discipline to
certain systems whose dynamics are not described by differential or
difference equations. The term `discrete event dynamic systems' (or just
`discrete event systems') is used to describe the area covered by these
papers, and one speaks about `system-theoretic approaches to discrete
events'. The purpose of this paper is to give an introductory survey of
what has been achieved under this heading so far. Exactly what is to be
understood by a`system-theoretic approach' can perhaps be subject to
debate; we will take the easy way out here, and consider mainly papers
that have appeared in the established systems and control journals, such
as the ZEEE Transactions on Automatic Control and the SIAM Journal on
Control and Optimization. As a consequence of this limitation, several
important approaches to discrete events will be covered only partly or
not at all. This applies for instance to gueueing networks, discrete
event simulation, and theories of concurrency.
This paper is based in part on discussions that took place in the
seminar on discrete event systems that was organized by the author at
the Centre for Mathematics and Computer Science in Amsterdam in the
spring semester of 1987. I would like to thank all the speakers that
gave presentations in the seminar:" Ton de Kok (Centre for Quantitative
Methods, Philips), Kees Praaqman (Eindhoven University of Technology),
Jan Willem Polderman (CWZ, now at Twente University), Jan H. van Schup-
pen, Rein Smedinga (University of Groningen), Stef Smulders, Michael
StShr (visiting from the University of Kaiserslautern), Frits Vaandrager
(CWI, Department of Software Technology), Remco de Vries (Delft Univer-
sity of Technology), Peter de Waal, and Henk Zijm (Centre for Quantita-
tive Methods, Philips, and Eindhoven University of Technology). The
statements below fall under the author's responsibility, however, so the
people mentioned above cannot be blamed for these.
t Affiliation omitted for members of C9YI'a Department of Operations
Reaearch and System Theory.2
1. What are discrete events?
The dynamical nature of a process is often expressed by letting the pro-
cess variables be functions of a parameter t, the time. However, there
are also processes whose evolution in time cannot naturally be described
in this way. Consider, for instance, a production line in which parts
are produced and assembled into a final product. The state of the pro-
cess may be specified in terms of the numbers of parts that are avail-
able at various stages, and the status of the machines (broken~active).
The evolution of the state is determined by events such as a part being
completed or a machine breaking down. These events are called `discrete
events'; the adjective is suggested by the facts that the states form a
discrete (finite, or at most countable) set. At this level of descrip-
tion, real time is not present at all; a machine will produce no parts
as long as it is broken, regardless of the amount of real time that is
involved.
Other situations in which a`discrete event' formulation is useful
can be found in communication networks, multi-programtned computers, and
traffic. Sometimes, one may want to include certain time intervals into
the description - for instance, the time needed by a machine to produce
a single part, or the time-out interval of a communication line that is
waiting for a message. This would bring in a real-time aspect, but a
full description in real time may still not be possible or even desir-
able.
There is a mutual relation between states and events: events may
change the state, but the state determines which events may or may not
occur. A state transition matrix might be used to model such a situa-
tion, but usually one would like to have models with more structure. A
number of such models will be discussed below.
2. What is system theory?
Mathematical system theory is concerned with dynamical phenomena, and in
particular with questions that arise from prediction and control of such
phenomena. The origins of the field lie in electrical engineering
(theory of electrical networks) and in mechanical engineering (design of
servomechanisms). It now stands as a branch of applied mathematics that3
provides a link between engineering problems and a great variety of
mathematical disciplines, such as the theory of ordinary, partial, and
stochastic differential equations, linear and commutative algebra, func-
tion theory, and differential and algebraic geometry.
The birth of mathematical system theory as a discipline of its own
took place in the fifties. Let us mention here a few highlights and
catchwords that may ring a bell to those who are not very familiar with
the field. In the early years of system theory, the most appealing
developments took place in the field of optimal control, with the
development of Pontryagin's maximum principle and Bellman's dynamic pro-
gramming method. Typical books for this period are [19] by Pontryagin et
al. and [1] by Bryson and Ho. In the sixties, the work of Kalman led to
the rediscovery of linear systems as a challenging research area; key
topics were state space realization, linear-quadratic optimization, and
the Kalman filter. This line of development is perhaps best character-
ized by the book [13] by Kalman, Falb, and Arbib. The seventies saw,
among many other developments, a quickly increasing interest in a
variety of controllez synthesis problems. Techniques were developed to
design controllers that could achieve various goals, not necessarily
stated in the form of optimization criteria. A book which clearly
represents this trend is (26] by Wonham. In the eighties, robustness and
adaptation are to be counted among the most popular phrases in control
theory.
3. Perturbation analysis
Discrete event dynamical systems are often modeled as networks of
queues, in which `customers' (which may also be interpreted as parts or
messages) are handled by `servers' (machines, processing units) which
are combined into a network. The arrival times of the customers and the
service times needed by the servers are modeled as stochastic processes.
There are quite a few degrees of freedom in specifying a network of
queues (arrival time distributions, service time distributions, network
topology, switching strategy, serving disciplines, buffer sizes, and
more), and therefore there is rather a rich variety of models that fall
into this class. An important goal of the analysis of such networks ie
to compute performance measures such as throughput, average queue4
length, and average sojourn time. A completely analytical solution is
often not available and so the results are generally found by a mixture
of analytical methods, approximations, and simulations.
The above already suggests that the analysis of a single network
may present a formidable task. In practice, though, one is often
interested in optimization; given a certain amount of freedom in adjust-
ing various parameters and features of a network, one would like to
optimize the performance measures. Using straightforward methods to
search for an optimum calls for the evaluation of many diffezent net-
works, and the computational effort involved may soon turn out to be
quite forbidding. Analytical tools which help to reduce the amount of
computation are, therefore, badly needed. One such tool is provided by
the perturbation analysis of queueing networks, developed at Harvard
University and other institutions by Y.-C. Ho and co-workers from the
early eighties on; [9] and [11] where the first papers to expose the
technique in general terms. The perturbation analysis technique allows,
under certain conditions, to compute gradients of performance measures
with respect to network parameters from a single trajectory. The compu-
tational saving may easily reach a factor of ten, when the perturbation
analysis is compared with a straightforward determination of these gra-
dients by doing repeated simulations with small parameter changes. The
gradient information can obviously be used in optimization schemes; the
fact that only a single trajectory is needed means that one may even use
the perturbation analysis technique to do optimization on-line, while
the system is functioning.
Perturbation analysis of queueing networks exists, in fact, in
various forms. The basic idea may be sketched as follows. Consider a
long but finite nominal trajectory. If a change in a nominal network
parameter (such as the service rate at a particular node) is small
enough, the order of the events in the trajectory will not be changed.
Of course, the event occurrence times will change, either as a direct
consequence of the parameter perturbation, or because of propagation of
perturbations through the network. The changes in occurrence times
caused directly by perturbations can be computed analytically, whereas
the propagation through the network can be followed by simple `propaga-
tion rules'. For instance, if the arrival of a customer at a certain5
node is delayed but the nominal trajectory indicates that the customer
would have had to wait there anyway, then this disturbance is not pro-
pagated beyond the node. Note that propagation can also take place in
the backward direction: for instance, if the perturbation makes a cer-
tain server slower, and if this server has a finite buffer which at a
certain moment is already full in the nominal trajectory, then the
preceding servers will have to wait longer before they can output to the
slowed server's buffer. Using the information about the perturbed event
occurrence times, one can compute perturbed values of performance meas-
ures one is interested in. Since we assumed small perturbations in order
to justify the assumption that the order of the events is not changed,
the result of the computations is essentially the gradient of the per-
formance measures with respect to the perturbed parameter.
Simple as the basic idea may be, the questions raised by the
approach are manifold and intricate. For instance, to obtain an estimate
of the sensitivity of the expectation of a performance measure with
respect to a certain parameter, one would be led to average the results
that one gets by the method described above from a large number of sam-
ples (or, with an appeal to ergodicity, from one very long sample). How-
ever, in this way one obtains an approximation of the expected gradient,
which need not be the same as the gradient of the expectation - in par-
ticular, this situation will often prevail when the performance measure
as a function of the parameter shows jumps at sample dependent points.
This point is made very clear in [2], a paper for which the author, Xi-
Ren Cao, received an Outstanding Transactions Paper Award at last year's
Control and Decision Conference.
A simple example may illustrate the issue, which has given rise to
a considerable research effort (see the survey in [8]). Suppose we are
interested in computing the gradient of the expected time at which we
arrive at our office (performance measure) with respect to the time we
leave home (parameter). In order to get to the office, we have to catch
a bus, which comes along at the bus stop at times that show some vari-
ance. To determine the derivative of the arrival time of the office at a
certain value of our parameter, the perturbation analysis approach would
suggest that we take a number of trial runs in each of which we leave
home at the same time, and that we determine for the~e runs what the6
difference in arrival time would have been if we would have left a vezy
small time earlier or later. Of course, this difference is zero almost
surely, since leaving a split second earlier will only very rarely lead
to catching a bus that one would otherwise have missed; in other words,
for sufficiently small perturbations the order of events (we arrive at
the bus stop; the bus arrives at the bus stop) does not change. So, the
answer that is obtained in this way is zero, the expected gradient. Did
we prove that it is immaterial at which time we leave home? No, because
in this case the expected gradient is not equal to the gradient of the
expectation. In fact, there is no way to compute the latter quantity
from simulation runs at a constant parameter value.
By the same token, the study of the statistical properties of esti-
mates obtained by the perturbation analysis method is highly nontrivial.
The assumption of no change in the order of events will almost surely be
violated for any fixed perturbation when the number of samples con-
sidered goes to infinity (or when one considers a single sample that is
sufficiently long). So the question of consistency has to be approached
with great care. Nevertheless, consistency has been proved for a number
of cases; see for instance [24].
Sometimes it may be necessary or preferable to take the possibility
of event order change explicitly into account. Techniques for doing this
have been developed under the name of finite perturbation analysis (as
opposed to infinitesimal perturbation analysis, as discussed above).
eropagation rules can be formulated for the zero-order case (no event
order change), first-order case (interchange of two adjacent events),
and so on. This work was started in [lOj, where it was shown by simula-
tion that higher-order analysis leads to good estimates for a wider
range of perturbations than zero-order analysis does. The approach of
[10] ignores the state change associated with an event order change. A
recent refinement, presented under the name extended perturbation
analysis in [12], does take this state change into account by patching
together pieces of the nominal trajectory that have the right starting
states - an approach which is valid by the Markov property. The improved
accuracy goes at the cost of extended simulation time, and so lessens
the advantage of perturbation analysis methods over brute-force simula-
tion.7
4. A linear-system-theoretic view
We have mentioned production lines (or flexible manufacturing systems,
if you like) as one example of discrete event dynamical systems. The
operation of such production lines is often essentially deterministic in
between machine breakdowns. Compared to other discrete event systems
such as communication networks, where it may be quite reasonable to
assume an arrival rate with a definite (say, Poissonian) distribution,
this leads to a situation which does not fit the queueing network model
very well. A method to study the deterministic behavior of dicrete event
systems was proposed by Cohen et a1. in [4]. The approach is based on a
matrix representation of processing times in a network. A surprising
feature of this model is that it closely resembles the state equations





How this `state representation' of discrete event systems is8
obtained can best be illustrated by an example. Consider the `event
graph' of Fig. 1. In the production line interpretation of this pic-
ture, the bars marked xl represent machines (processing units). The cir-
cles denote buffers; the numbers associated with the buffers are neces-
sary waiting times (incorporating processing time by the preceding
machine, transportation time, and such). The dots in the circles
represent parts to be processed. The notational convention is such that
every arrow going into a bar denotes a part that is needed for the job
performed by the bar (or rather, by the machine that it represents), and
every arrow going out represents a part that appears as a result of the
completion of that job. So, for a machine to begin working on a job, it
needs as many dots in the buffers preceding it as there are arrows from
those buffers going into the corresponding bar. So, the effectuation of
a job causes a redistribution of dots over the circles in the graph, the
amount of dots before and after not necessarily being the same. Finally,
there are parts that go in (resources) and parts that go out (completed
products). Entrance of parts is marked by the bars denoted u1 and u: in
the figure, whereas exit takes place at the bar y.
Now, let d~(c) be the time at which machine x~ starts to work on its
c-th job. (The letter d is for `date', c is for `count'.) Also, let
ui(c) denote the time at which copy number c of resource j becomes
available, and let y(c) be the time at which the c-th completed product
becomes available. Assuming that each machine will start processing as
soon as all necessary preconditions are satisfied, and assuming that we
start in the situation depicted in Fig. 1, the following equations can
be written down by inspection.
ài (c) - max (ui (c)tti, d3 (c)tts, àz (c)tt3) (0.1)
d~ (c) - max (u~ (c-2)ttZ, dZ (c-1)tt~) (0.2)
d3 (c) - max (dl (c)ttb, d2 (c-1)tt~) (0.3)
y(c) - max (dl (c-1)tte, d3 (c)tty) . (0.4)
This can be written in matrix form if we agree to interpret matrix mul-
tiplication to involve maxima of sums rather than sums of products, and




























Sn general, an event graph such as the one in Fig. 1 may be given a
matrir. representation of the form
~i(c) - A~d(c) tAld(c-1) t.-- tAkd(c-k) t
tB~u (c) t . . . tBku (c-k)
y(c) - C~d(c) t.-- tCkd(c-k) t
tDau (c) t . . . tDku (c-k) .
(0.7)
(0.8)
This description is just an alternative representation for the event
gzaph t.hat has been given in pictorial form in Fiq. 1; the relation
between the two representations is quite trivial and comparable to the
connection between a graph and its incidence matrix. The above equations
look very much like systems of difference equations like one finds, for
instance, in ARMA models. But, of course, the resemblance is stimulated
somewhat artificially by the re-interpretation of the arithmetic opera-
tions. Essentially, the real fieldlR with the usual operations of addi-
tion and multiplication has been replaced by the `max algebra'1Rv(~}
with the operations of addition and maximization. The max algebra does




Y (c) - (-~10
equation atx-b in the max algebra (corresponding to max(a,x)-b in ordi-
nary notation) does not always have a solution. In other words, we can-
not in general `subtract' in the max algebra. Nevertheless, its proper-
ties of associativity, distributivity and commutativity do make the max
algebra an example of an algebraic structure called dioid (5]. So, the
description of the event graph in matrix terms above may be seen as a
linear system over a dioid. Given the amount of knowledge that is avail-
able for linear systems over a field, this opens a rather wide perspec-
tive of possible research directions.
The first basic steps are taken in (4]; in particular, the analog
is studied of the closed (autonomous) linear system x(t) - Ax(t). For
this equation, one knows that, discarding special cases, the long-term
behavior of the solution is dictated by the eigenvector belonging to the
largest eigenvalue. Zt turns out that the analogous equation
x(ktl)-P,x(k), where addition and multiplication are now interpreted in
the mar.-algebra, shows a similar and perhaps even simpler behavior. If
the weighted graph corresponding to the matrix A is irreducible (meaning
that every node can be reached from every other node), then one can show
that A has exactly one eigenvalue (defined in the obvious way, as a
number ~ such that Ax-~x). Moreover, if the associated eigenvector is
unique, then the evolution of the closed system becomes periodical after
a finite number of steps, with the operating mode being given by the
eigenvector. In fact, the eigenvalue of A is the maximum of the average
weiqhts of the circuits in the graph associated with it, and the eigen-
vectors can be found from the circuits with the largest average weights
(critical circuits).
The max algebra has been used before for graph-related problems,
notably by R.A.Cuninghame Green [6]. However, the connection with
dynamic problems as explored in [4] seems to be new. The theory of
linear dynamic systems is quite a bit more extensive than the theory of
linear equations, and if one is justified in likening the theory of Cun-
inghame Green to the latter and that of Cohen et al, to the first, then
a considerable development of this approach is still to be expected. The
`event graphs' discussed above are also well known in computer science;
they form a subcategory of the class of Petri nets [18] which find use
in the study of concurrency. The graph shown above is an example of a11
timed Petri net; this ís one of the many species of Petri nets that have
been developed. The real-time aspect is often left out of consideration
when basic properties such as liveness and safety are being studied.
The approach in [4] enables one to compute cycle times for closed
networks. (In automated factories, production `lines' are often more
like closed curves, if one considers the pallets on which the parts move
around as the basic entities.) It also allows one to find the dominant
cyclic regime, so that it is possible to identify the bottleneck machine
or machines. The same result could also be obtained by brute-force simu-
lation, of course, but the computational effort involved in this might
be large if there are close-to-critical circuits. An important point of
interest in more recent research following up on the work in [4] has
been the representation of the linear system equations associated with a
timed event graph in state space form. The theory associated wíth this
problem requires a generalization of the Cayley-Hamilton theorem to
matrices over dioids; one can imagine that this is non-trivial, since
the usual definition of the determinant involves subtraction, whereas
you cannot subtract in a dioid. In fact, several different solutions
have been proposed [16,17].
5. Supervisory control
In system and control theory, a crucial notion is the distinction
between plant and controller. The term `plant' is used as a generic
phrase referring to whatever process one wants to control. The plant
represents the data in a control problem; the controller represents the
solution. The problem of controller synthesis is not so much to design a
controller for some specific plant, but rather to find an algorithm
which will, for every plant in a given class, produce a controller which
will meet specified design goals when applied to that plant. Of course,
different plants will in general require different controllers to
achieve the same design goals, and so the synthesis algorithm is nothing
else but a map from the given set of plants to a given set of controll-
ers, assigning to every plant a suitable controller.
This point of view has been very fruitful in system and control
theory. To formulate a synthesis problem, one has to specify:
O a set of plants;12
O a set of controllers;
O the way interaction takes place between plant and controller;
O a set of design goals.
For example, the set of plants may be the class of all constant-
parameter linear systems with a strictly proper rational transfer
matrix, assumed to be given in state space form:
x(t) - Ax(t) t Bu(t)
y(t) - Cx(t) .
(0.9)
(0.10)
Here, A, B and C are real matrices of appropriate dimensions. Controll-
ers may be taken from the same class:




The interaction between plant and controller can now be specified as the
one that arises from a feedback connection:
r(t) - y(t)
u(t) - v(t) .
After `closing the loop', one obtains a closed dynamical system:
d x A BL x
dt (z ~





The objective could be to design the controller in such a way that the
above system is stable, i.e., all the eigenvalues of the matrix appear-
ing in the above equation are in the left half plane. This is called the
problem of stabilization by dynamic output feedback. One could rephrase
this as the problem of determining matrices L, M and N for given
matrices A, B and C such that the composite matrix above is stable, but
such a reformulation would miss the point that the order of the con-
troller (the length of the vector z(t)) is is also a design variable. In
fact, the problem of finding a characterization in reasonably simple
terms of the set of all systems (A, B,C) that can be stabilized by a
controller of a given order has resisted all attempts for a solution.13
Quite in contrast, a design principle called the observer plus state
feedback scheme solves the problem of stabilization by dynamic output
feedback with elementary means.
The idea of controller design is not clearly present either in the
perturbation analysis approach to discrete event systems or in the
approach using the max algebra. Still it is clear that there is a place
for control in the context of discrete events - for instance, a network
protocol can very well be seen as a controller which acts on a`plant'
(the agents in the network) in order to reach specified design goals,
such as avoidance of deadlock. Definitions of notions like `plant',
`controller' and `plant-controller interaction' in the discrete-event
conter.t were proposed by W.M.Wonham and P.J.Ramadge in [23). They used
the formalism of automata for this purpose. So, a plant is not given by
a set of differential equations such as above, but by a finite or infin-
ite state machine.' An event takes place when there is a transition
from one state to another, with the possible transitions being deter-
mined by the transition function which is a partial function from QxE to
Q(Q the set of states, E the set of events). The controller is of the
same form, and the crucial point that remains is, how to define the
plant-controller interaction.
This is done as follows. The event sets of plant and controller are
taken to be the same, so that both machines are driven by the same
events. A control pattern is, by definition, an assignment of the attri-
butes `enabled' and `disabled' to the event set; the transition function
of both plant and controller is modified, for each particular control
pattern, by allowing only enabled events to take place. Now, the connec-
tion between plant and controller is established by a map Q(called the
feedback mapping) which assigns to every controller state a control pat-
tern. The range of ~ is restricted to a predetermined set of `feasible'
control patterns; this restriction adds considerably, of course, to the
nontriviality of the control problem. The set-up leads to a closed-loop
situation: the events that may take place depend on the present state of
the plant but (through the mapping ~) also on the present state of the
controller; the event that actually happens determines the next state of
x Coneideration of automata ia in itaalf not now ln sy~t~m thaory; ra~
for inatance Arbib's contributlon in [13].14
the plant as well as the next state of the controller, which then deter-
mine the next events that may take place, and so on.
To illustrate this, let us see how an obvious protocol for two
users who want to transmit messages over the same channel can be formu-
lated in this language. We assume that the users can each put the next
message they want to send in a single-place buffer, and that messages
are to be sent in turns unless the user whose turn it is has an empty
buffer. The `plant' is a four-state machine: the states consist of two
bits indicating whether the first or the second user's buffer is empty
or full. There are also four events: al and aZ indicate the arrival of a
message from user 1 and user 2 respectively, and sl and s~ indicate that
a message from user 1 or user 2 is being sent. The state transition
diagram is as in Fig. 2 below.
s,
al sl





There are four feasible control patterns, corresponding to the
events sl and sZ being enabled or disabled; the events al and a~ are
always enabled. (in Wonham's terminology, sl and s~ are called con-
trolled events, whereas al and a2 are uncontrolled events.) The con-
troller is an eight-state machine; the state consists of three bits of
which the first two have the same meaning as in the plant states, and
the third indicates whether the previous message sent was from user 1 or
from user 2. The state transition diagram is as in Fig. 3.
Finally, a mapping ~ can be defined from the controller states to
the feasible control patterns such that sl is disabled in states O11 and


















and 112, and enabled otherwise. This will ensure that the coupled system
consisting of plant, controller, and feedback mapping will show the
desired behavior.
The combination of a controller plus a feedback mapping as in the
example above is referred to by Wonham and Ramadge as a supervisor, and
the method of control is denoted as supervisory control. The above exam-
ple was of course simple enough to allow construction from scratch of a
supervisor that meets the specifications. The interesting problem is to
give general methods for constructing supervisors to fulfill given
specifications. In [27], Wonham and Ramadge assume the specifications to
be given by an automaton that determines a sublanguage of the language
generated by the plant automaton. The purpose of the supervisory control
is to ensure that events take place in a proper order, without however
imposing restrictions that do not necessarily follow from this demand.
In other words, the task is to select, from all languages that are con-
trollable in the sense that they can be enforced by a supervisor using
feasible control patterns, the largest one that is contained in the16
given sublanguage. Wonham and Ramadge show that the solution to this
problem (or actually, a somewhat more refined version of it) can be
given a fixpoint characterization. Moreover, they give a constructive
algorithm to compute the solution in the regular case, when both the
plant automaton and the automaton that describes the `orderly' sequences
have a finite number of states.
As is often the case with important theorems, the result just men-
tioned gives rise to a host of new issues and possible lines of develop-
ment. For instance, there is the problem of supervisor complexity, as
measured by the number of states of the supervisor automaton. Sometimes,
a supervisor may be reduced in the sense that some of its states may be
lumped with no effect on the imposed behavior. The resulting concept of
a`quotient supervisor' is discussed in [27]. There is also the issue of
computational complexity. Although it has been shown in [22] that the
construction algorithm of [27] is polynomial in the number of states
associated with the plant and with the prescribed behavior, this is
often not the result that one wants. Zf the `plant' actually consists of
k machines each with n states, then what one gets is that the number of
steps in the supervisor construction method is polynomial in nk, whereas
one would like to have methods that are polynomial in n and k. Some
recent results on this problem are mentioned in [21].
Yet another point is the assumption, made in [23], that the event
sets of plant and supervisor are the same. This means that the supervi-
sor `sees' every event that takes place. Of course, such an assumption
would be unrealistic in many contexts, in particular when the plant is
actually a distributed system. A parallel may be drawn with the distinc-
tion between `state feedback' and `output feedback' in control theory.
The recognition of this observability problem calls for a redefinition
of the plant-controller interaction, and several proposals have been
made to handle this [3,15,20]. In [3], the authors introduce a`mask',
which is a mapping from the set of plant events to the set of supervisor
events. Plant events that have the same imaqe under this mapping cannot
be distinguished by the supervisor; there is also a`null event'
corresponding to plant events that the supervisor doesn't notice at all.
It is shown that the classical case of the alternating bit protocol can
be fitted into this framework. While it is therefore suggested that the17
set-up of [3] would be suitable for the analysis and synthesis of com-
munication protocols, the discussion in [14] of transaction executions
in database systems indicates that the presence of partial inforniation
in this context needs a model that is different from the ones proposed
in [3, 15, 20] .
6. Fina1 remarks
In the beginning of this paper, the question was asked what contribu-
tions can be expected from system theory towards the study of discrete
events. To answer this, we have looked at a number of approaches to
discrete events that have been published in the system theory litera-
ture. Blending in a good deal of personal prejudice, I would like to
offer the following as aspects of discrete events on which some addi-
tional light could be shed from a system-theoretic perspective.
a. Questions of representation and parametrization. In system theory,
the representation of a system is adapted to the goal one has in mind.
For the representation of linear systems, for instance, several `nice'
forms exist which each are particularly suited for expressing certain
properties. Algorithms exist to go from one of these forms to another,
and such algorithms are very useful to make clear the meaning of various
system properties in each of the possible representations. Also, there
is the modelinq problem of going from a given (unstructured) representa-
tion to a nicer one. There is an obvious parallel here with, for
instance, the relation between timed Petri nets and state space
representations as discussed in section 4 of this paper. Another example
may be found in the specification of constraints: in the supervisory
control setting, the `legal' behavior is assumed to be specified throuqh
a sublanguage as determined by an automaton, whereas it is often more
natural to use temporal logic formulas to describe desired behavior (as
stressed by Wonham himself: see for instance (25]). This can also be
interpreted as a representation problem.
b. The notions of plant and controller. This distinction makes it possi-
ble to see controller synthesis as the problem of constructing a mapping
between a class of plants and a class of controllers. In this way, one
is automatically led to studying the essential features of plants with
regard to a given set of specifications. The issue of verification is18
also affected in a crucial way. The correctness of a solution to a
specific problem will follow from the correctness of the algorithm that
has produced it, so that the problem of verificatíon of solutions (com-
munication protocols, for instance) will be solved if we can prove the
correctness of the synthesis algorithm.
c. Specific design principles. One example of a design principle in sys-
tem theory is the internal model principle, which says that every con-
troller that is able to regulate a plant must contain an `internal
model' of the signals it can cope with. (See (26], p.210 for a more
precise formulation.) The `quotient structure theorem' of [23] can be
interpreted as an attempt to formulate a similar internal model princi-
ple in the conter.t of discrete events. The observer plus state feedback
scheme, which has already been mentioned above, constitutes another
design principle which could find possible use, in particular in situa-
tions where one has to do with partial observations. Many problems in
the design of protocols which must ensure proper functioning of a noisy
channel call for a disturbance decoupling property: the occurrence of
disturbances should not have an effect on the essence of the communica-
tion process. A similar `disturbance decoupling' property has been
investigated quite extensively for linear as well as nonlinear systems,
and the principles developed here might turn out to be useful also in
the context of discrete event systems.
The approaches we have discussed are quite different in scope. The
perturbation analysis approach is quantitative in nature; it concen-
trates on performance measures that are given by numbers. The `super-
visory control' set-up, on the other hand, is concerned with qualitative
features; it guarantees that events will take place in an orderly
sequence, but there is no indication how long a particular sequence will
take. On this scale from quantitave to qualitative, the approach using
state space representations of timed Petri nets is somewhere between the
other two. There is no intrinsic reason why there should be just one
level of analysis which would provide a suitable platform for discus-
sion, and it may well be that qualitatively oriented approaches will
remain co-existent with quantitatively oriented ones.
In a recent editorial in the IEEE Transactions on Automatic Control
[7], Y.-C. Ao warned against a process of formalization and19
mathematization of models for discrete event dynamic systems, without
regard to what the real problems are. This, of course, is to be taken
seriously. The phrase `discrete event systems' actually covers a rather
wide variety of problems, stemming from manufacturing, communication
networks, database systems, transportation systems, and other sources.
Fixation on too specific problems will not help very much to develop the
theory, and neither are attempts likely to be successful to carry over
concepts from other fields - such as system theory - in a mechanical
way. There is room for a variety of models, and for truly creative
mathematization. The approaches discussed above foreshadcw many
interesting developments that are still to take place.
References
1. A.E.Bryson, Y.-C. Ho (1969). Applied Optimal Control, Ginn, Walt-
ham, Mass.
2. X.R.Cao (1985). Convergence of parameter sensitivity estimates in a
stochastic experiment. IEEE Trans. Automat. Contr. AC-30, 834-843.
3. R.Cieslak, C.Desclaux, A.S.Fawaz, P.Varaiya (1988). Supervisory
control of discrete-event processes with partial observations. ZEEE
Trans. Automat. Contr. AC-33, 249-260.
4. G.Cohen, D.Dubois, J.P.Quadrat, M.Viot (1985). A linear-system-
theoretic view of discrete-event processes and its use for perfor-
mance evaluation in manufacturing. IEEE Trans. Automat. Contr. AC-
30, 210-220.
5. M.Gondran, M.Minoux (1984). Graphs and Algorithms, Wiley, Chiches-
ter.
6. R.A.Cuninghame Green (1979). Minimax Algebra, Lect. Notes Econ.
Math. Syst. 166, Springer, New York.
7. Y.-C. Ho (1987). Basic research, manufacturing automation, and put-
ting the cart before the horse. IEEE Trans. Automat. Contr. AC-32,
1042-1043.
8. Y.-C. Ho (1988). A selected and annotated bibliography on perturba-
tion analysis. P.Varaiya, A.B.Kurzhanski (eds.). Discrete Event
Systems: Models and Applications (Proc. IIASA Conf., Sopron, Hun-
gary, August 3-7, 1987), Lect. Notes Contr. Inf. Sci. 103, Springer,
Berlin, 217-224.zo
9. Y.-C. Ho, X.R.Cao (1983). Perturbation analysis and optimization of
queueing networks. J.Opt. Th.Appl. 40, 559-582.
10.Y.-C. Ho, X.R.Cao, C.G.Cassandras (1983). Infinitesimal and finite
perturbation analysis for queueing networks. Automatica 19, 439-
445.
11.Y.-C. Ho, C.G.Cassandras (1983). A new approach to the analysis of
discrete event dynamic systems. Automatica 19, 149-167.
12.Y.-C. Ho, S.Li (1988). Extensions of infinitesimal perturbation
analysis. IEEE Trans. Automat. Contr. AC-33, 427-438.
13.R.E.Kalman, P.L.Falb, M.A.Arbib (1969). Topics in MathematiCal
System Theory, McGraw-Hill, New York.
14.S.Lafortune (1988). Modeling and analysis of transaction execution
in database systems. ZEEE Trans. Automat. Contr. AC-33, 439-447.
15.F.Lin, W.M.Wonham (1987). On observability of discrete-event
systems, Syst. Control Group Rep. 8701, Univ. of Toronto.
16.P.MOller (1986). Théoreme de Cayley-Hamilton dans les dioïdes et
application A 1'étude des systèmes á évènements discrets.
A.Bensoussan, J.L.Lions (eds.). Analysis and Optimization of Sys-
tems (Proc. 7th Int. Conf., Antibes, June 1986), Lect. Notes Contr.
Inform. Sci. 83, Springer, Berlin, 215-226.
17.G.J.Olsder (1986). Some results on the minimal realization of
discrete-event dynamic systems. A.Bensoussan, J.L.Lions (eds.).
Analysis and Optimization of Systems (Proc. 7th Int. Conf., Antibes,
June 1986), Lect. Notes Contr. Inform. Sci. 83, Springer, Berlin.
18.J.L.Peterson (1981). Petri Net Theory and the Modeling of Sys-
tems, Prentice Hall, Englewood Cliffs, NJ.
19. L. S. Pontryagin, V. G. Boltyanskii, R. V. Gamkrelidze, E. F. Mishchenko
(1962). The Mathematical Theory of Optimal Processes, Interscience,
New York.
20.P.J.Ramadge (1986). Observability of discrete event systems. Proc.
25th IEEE Conf. Dec. Contr. (Athens, Greece, 1986), IEEE, New York,
1108-1112.
Z1.P.J.Ramadge (1988). Supervisory control of discrete event systems:
A survey and some new results. P.Varaiya, A.B.Kurzhanski (eds.).
Discrete Event Systems: Models and Applications (Proc. IIASA Conf.,
Sopron, Hungary, August 3-7, 1987), Lect. Notes Contr. Inf. Sci.21
103, Springer, Berlin, 69-80.
22.P.J.Ramadge, W.M.WOnham (1986). Modular supervisory control of
discrete event systems. A.Bensoussan, J.L.Lions (eds.). Analysis
and Optimization of Systems (Proc. 7th Int. Conf., Antibes, June
1986), Lect. Notes Contr. Inf. Sci. 83, Springer, Berlin, 202-214.
23.P.J.Ramadge, W.M.Wonham (1987). Supervisory control of a class of
discrete-event processes. SIAM J.Contr. Optimiz. 25, 206-230.
24.R.Suri, M.A.Zazanis (1988). Perturbation analysis gives strongly
consistent sensitivity estimates for the M~G~1 queue. Management
Science 39, 39-64.
25.J.G.Thistle, W.M.Wonham (1986). Control problems in a temporal
logic framework. Int. J.Contr. 99, 943-976.
26.W.M.WOnham (1979). Linear Multivariable Control: a Geometric
Approach (2nd ed.), Springer, New York.
27.w.M.WOnham, P.J.Ramadge (1987). On the supremal controllable sub-
language of a given language. SIAM J.Contr. Optimiz. 25, 637-659.i
IN 198~ REEDS VERSCHENEN
242 Gerard van den Berg
Nonstationarity in job search theory
243 Annie Cuyt, Brigitte Verdonk
Block-tridiagonal linear systems and branched continued fractions
244 J.C. de Vos, W. Vervaat
Local Times of Bernoulli Walk
245 Arie Kapteyn, Peter Kooreman, Rob Willemse
Some methodological issues in the implementation
of subjective poverty definitions
246 J.P.C. Kleijnen, J. Kriens, M.C.H.M. Lafleur, J.H.F. Pardoel
Sampling for Quality Inspection and Correction: AOQL Performance
Criteria
24~ D.B.J. Schouten
Algemene theorie van de internationale conjuncturele en strukturele
afhankelijkheden
248 F.C. Bussemaker, W.H. Haemers, J.J. Seidel, E. Spence
On (v,k,~) graphs and designs with trivial automorphism group
249 Peter M. Kort




The reaction of the firm on governmental policy: a game-theoretical
approach
251 J.G. de Gooijer, R.M.J. Heuts
Higher order moments of bilinear time series processes with symmetri-
cally distributed errors
252 P.H. Stevers, P.A.M. Versteijne
Evaluatie van marketing-activiteiten
253 H.P.A. Mulders, A.J. van Reeken
DATAAL - een hulpmiddel voor onderhoud van gegevensverzamelingen
254 P. Kooreman, A. Kapteyn
On the identifiability of household production functions with joint
products: A comment
255 B. van Riel
Was er een profit-squeeze in de Nederlandse industríe?
256 R.P. Gilles
Economies with coalitional structures and core-like equilibrium con-
ceptsii
25~ P.H.M. Ruys, G. van der Lean
Computation of an industrial equilibrium
258 W.H. Haemers, A.E. Brouwer
Association schemes
259 G.J.M. van den Boom
Some modifications and applications of Rubinstein's perfect equili-
brium model of bargaining
260 A.W.A. Boot, A.V. Thakor, G.F. Udell
Competition, Risk Neutrality and Loan Commitments
261 A.W.A. Boot, A.V. Thakor, G.F. Udell
Collateral and Borrower Risk
262 A. Kapteyn, I. Woittiez
Preference Interdependence and Habit Formation in Family Labor Supply
263 B. Bettonvil
A formal description of discrete event dynamic systems including
perturbatlon analysis
264 Sylvester C.W. Eijffinger
A monthly model for the monetary policy in the Netherlands
265 F. van der Ploeg, A.J. de Zeeuw
Conflict over arms accumulation in market and command economies
266 F. van der Ploeg, A.J. de Zeeuw
Perfect equilibrium in a model of competitive arms accumulation
26~ Aart de Zeeuw
Inflation and reputation: comment
268 A.J. de Zeeuw, F. van der Ploeg
Difference games and policy evaluation: a conceptual framework
269 Frederick van der Ploeg
Rationing in open economy and dynamic macroeconomics: a survey
2~0 G. van der Laan and A.J.J. Talman
Computing economic equilibria by variable dimension algorithms: state
of the art
2~1 C.A.J.M. Dirven and A.J.J. Talman
A simplicial algorithm for finding equilibria in economies with
linear production technologies
2~2 Th.E. Nijman and F.C. Palm
Consistent estimation of regression models with incompletely observed
exogenous variables
2~3 Th.E. Nijman and F.C. Palm
Predictive accuracy gain from disaggregate sampling in arima - modelsiii
274 Raymond H.J.M. Gradus
The net present value of governmental policy: a possible way to find
the Stackelberg solutions
275 Jack P.C. Kleijnen
A DSS for production planning: a case study including simulation and
optimization
276 A.M.H. Gerards
A short proof of Tutte's characterization of totally unimodular
matrices
277 Th. van de Klundert and F. van der Ploeg
Wage rigidity and capital mobility in an optimizing model of a small
open economy
278 Peter M. Kort
The net present value in dynamic models of the firm
279 Th. ~an de Klundert
A Macroeconomic Twro-Country Model with Price-Discriminating Monopo-
lists
280 Arnoud Boot and Anjan V. Thakor
Dynamic equilibrium in a competitive credit market: intertemporal
contracting as insurance against rationing
281 Arnoud Boot and Anjan V. Thakor
Appendix: "Dynamic equilibrium in a competitive credit market:
intertemporal contracting as insurance against rationing
282 Arnoud Boot, Anjan V. Thakor and Gregory F. Udell
Credible commitments, contract enforcement problems and banks:
intermediation as credibility assurance
283 Eduard Ponds
Wage bargaining and business cycles a Goodwin-Nash model
284 Prof.Dr. hab. Stefan Mynarski
The mechanism of restoring equilibrium and stability in polish market
285 P. Meulendijks
An exercise in welfare economics (II)
286 S. J~rgensen, P.M. Kort, G.J.C.Th. van Schijndel
Optimal investment, financing and dividends: a Stackelberg differen-
tial game
287 E. Nijssen, W. Reijnders
Privatisering en commercialisering; een oriëntatie ten eanzien van
verzelfstandiging
288 C.B. Mulder
Inefficiency of sutomatically linking unemployment benefits to priva-
te sector wage ratesiV
289 M.H.C. Paardekooper
A Quadratically convergent parallel Jacobi process for almost diago-
nal matrices with distinct eigenvalues
290 Pieter H.M. Ruys
Industries with private and public enterprises
291 J.J.A. Moors ~ J.C. van Houwelingen
Estimation of linear models with inequality restrictions
292 Arthur van Soest, Peter Kooreman
Vakantiebestemming en -bestedingen
293 Rob Alessie, Raymond Gradus, Bertrand Melenberg
The problem of not observing small expenditures in a consumer
expenditure survey
294 F. Boekema, L. Oerlemans, A.J. Hendriks
Kansrijkheid en economische potentie: Top-down en bottom-up analyses
295 Rob Alessie, Bertrand Melenberg, Guglielmo Weber
Consumption, Leisure and Earnings-Related Liquidity Constraints: A
Note
296 Arthur van Soest, Peter Kooreman
Estimation of the indirect translog demand system with binding non-
negativity constraintsv
IN 1988 REEDS VERSCHENEN
29~ Bert Bettonvil
Factor screening by sequential bifurcation
298 Robert P. Gilles
On perfect competition in an economy with a coalitional structure
299 Willem Selen, Ruud M. Heuts
Capacitated Lot-Size Production Planning in Process Industry
300 J. Kriens, J.Th. van Lieshout
Notes on the Markowitz portfolio selection method
301 Bert Bettonvil, Jack P.C. Kleijnen
Measurement scales and resolution IV designs: a note
302 Theo Nijman, Marno Verbeek
Estimation of time dependent parameters in lineair models
using cross sections, panels or both
303 Raymond H.J.M. Gradus
A differential game between government and firms: a non-cooperative
approach
304 Leo W.G. Strijbosch, Ronald J.M.M. Dces
Comparison of bias-reducing methods for estimating the parameter in
dilution series
305 Drs. W.J. Reijnders, Drs. W.F. Verstappen
Strategische bespiegelingen betreffende het Nederlandse kwaliteits-
concept
306 J.P.C. Kleijnen, J. Kriens, H. Timmermans and H. Van den Wildenberg
Regression sampling in statistical auditing
30~ Isolde Woittiez, Arie Kapteyn
A Model of Job Choice, Labour Supply and Wages
308 Jack P.C. Kleijnen
Simulation and optimization in production planning- A case study
309 Robert P. Gilles and Pieter H.M. Ruys
Relational constraints in coalition formation
310 Drs. H. Leo Theuns
Determinanten van de vraag naar vakantiereizen: een verkenning van
materiële en immateriële factoren
311 Peter M. Kort
Dynamic Firm Behaviour within an Uncertain Environment
312 J.P.C. Blanc
A numerical approach to cyclic-service queueing modelsVi
313 Drs. N.J. de Beer, Drs. A.M. van Nunen, Drs. M.O. Nijkamp
Does Morkmon Matter?
314 Th. van de Klundert
Wage differentials and employment in a two-sector model with a dual
labour market
315 Aart de Zeeuw, Fons Groot, Cees Withagen
On Credible Optimal Tax Rate Policies
316 Christian B. Mulder
Wage moderating effects of corporatism
Decentralized versus centralized wage setting in a union, firm,
government context
31~ Jtirg Glombowski, Michael Krilger
A short-period Goodwin growth cycle
318 Theo Nijman, Marno Verbeek, Arthur van Soest
The optimal design of rotating panels in a simple analysis of
variance model
319 Drs. S.V. Hannema, Drs. P.A.M. Versteijne
De toepassing en toekomst van public private partnership's bij de
grote en middelgrote Nederlandse gemeenten
320 Th. van de Klundert
Wage Rigidity, Capital Accumulation and Unemployment in a Small Open
Economy
321 M.H.C. Paardekooper
An upper and a lower bound for the distance of a manifold to a nearby
point
322 Th. ten Raa, F. van der Ploeg
A statistical approach to the problem of negatives in input-output
analysis
323 P. Kooreman
Household Labor Force Participation as a Cooperative Game; an Empiri-
cal Model
324 A.B.T.M. van Schaik
Persistent Unemployment and Long Run Growth
325 Dr. F.W.M. Boekema, Drs. L.A.G. Oerlemans
De lokale produktiestructuur doorgelicht.
Bedrijfstakverkenningen ten behoeve van regionaal-economisch onder-
zoek
326 J.P.C. Kleijnen, J. Kriens, M.C.H.M. Lafleur, J.H.F. Pardoel
Sampling for quality inspection and correction: AOQL performance
criteriavii
327 Theo E. Nijman, Mark F.J. Steel
Exclusion restrictions in instrumental variables equations
328 B.B. van der Genugten
Estimation in linear regression under the presence of heteroskedas-
ticity of a completely unknown form
329 Raymond H.J.M. Gradus
The employment policy of government: to create jobs or to let them
create?
330 Hans Kremers, Dolf Talman
Solving the nonlinear complementarity problem with lower and upper
bounds
331 Antoon van den Elzen
Interpretation and generalization of the Lemke-Howson algorithm
332 Jack P.C. Kleijnen
Analyzíng simulation experiments with common random numbers, part II: Rao's approach
333 Jacek Osiewalski
Posterior and Predictive Densities for Nonlinear Regression.
A Partly Linear Model Case
334 A.H. van den Elzen, A.J.J. Talman
A procedure for finding Nash equilibria in bi-matrix games
335 Arthur van Soest
Minimum wage rates and unemployment in The Netherlands
336 Arthur van Soest, Peter Kooreman, Arie Kapteyn
Coherent specification of demand systems with corner solutions and
endogenous regimes
337 Dr. F.W.M. Boekema, Drs. L.A.G. Oerlemans
De lokale produktiestruktuur doorgelicht II. Bedrijfstakverkenningen
ten behoeve van regionaal-economisch onderzoek. De zeescheepsnieuw-
bouwindustrie
338 Gerard J. van den Berg
Search behaviour, transitions to nonparticipation and the duration of unemployment
339 W.J.H. Groenendaal and J.W.A. Vingerhoets
The new cocoa-agreement analysed
340 Drs. F.G. van den Heuvel, Drs. M.P.H. de Vor
Kwantificering van ombuigen en bezuinigen op collectieve uitgaven
1977-1990
341 Pieter J.F.G. Meulendijks
An exercise in welfare economics (III)viii
342 W.J. Selen and R.M. Heuts
A modified príority index for Gt7nther's lot-aizing heuristic under
capacitated single stage production
343 Linda J. Mittermaier, Willem J. Selen, Jeri B. Waggoner,
Wallace R. Wood
Accounting estimates as cost inputs to logistics models
344 Remy L. de Jong, Rashid I. A1 Layle, Willem J. Selen
Alternative water management scenarios for Saudi Arabia
345 W.J. Selen and R.M. Heuts
Capacitated Single Stage Production Planning with Storage Constraints
and Sequence-Dependent Setup Times
346 Peter Kort
The Flexible Accelerator Mechanism in a Financisl Adjustment Cost
Model
34~ W.J. Reijnders en W.F. Verstappen
De toenemende importantie van het verticale marketing systeem
348 P.C. van Batenburg en J. Kriens
E.O.Q.L. - A revised and improved version of A.O.Q.L.
349 Drs. W.P.C. van den Nieuwenhof
Multinationalisatie en coSrdinatie
De internationale strategie van Nederlandse ondernemingen nader
beschouwd
350 K.A. Bubshait, W.J. Selen
Estimation of the relationship between project attributes snd the
implementation of engineering management tools
351 M.P. Tummers, I. Woittiez
A simultaneous wage and labour supply model with hours restrictions
352 Marco Versteijne
Measuring the effectiveness of advertising in a positioning context
with multi dimensional scaling techniques
353 Dr. F. Boekema, Drs. L. Oerlemans
Innovatie en stedelijke economische ontwikkeling~IMV~VNNRRÍ~~I~R~V~~~VW'Idll