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A periodically driven quantum system with avoided level crossing experiences both non-adiabatic
transitions and wave-function phase changes. These result in coherent interference fringes in the
system’s occupation probabilities. For qubits, with repelling energy levels, such interference, named
after Landau-Zener-Stu¨ckelberg-Majorana, displays arc-shaped resonance lines. In the case of a
multi-level system with an avoided level crossing of the two lower levels, we demonstrate that the
shape of the resonances can change from convex arcs to concave heart-shaped and harp-shaped
resonance lines. Indeed, the whole energy spectrum determines the shape of such resonance fringes
and this also provides insight on the slow-frequency system spectroscopy. As a particular example,
we consider this for valley-orbit silicon quantum dots, which are important for the emerging field of
valleytronics.
I. INTRODUCTION
Quantum systems can be reliably prepared, con-
trolled, and probed. The “simplest nonsimple quantum
problem”1 is arguably a driven two-level system (a qubit),
which can be used for quantum sensing2 and quantum
information3. Due to the interplay of the non-adiabatic
transitions between the energy levels and the accumula-
tion of the wave-function phase changes, the interference
fringes provide a convenient and powerful tool for con-
trolling and probing both the quantum system and its
environment. This technique, known as Landau-Zener-
Stu¨ckleberg-Majorana (LZSM) interferometry4, is ubiq-
uitously applied to two-level quantum systems. (For
several experimental realizations in both superconduct-
ing and semiconducting systems, see, e.g., Refs. [5–11].)
However, a generalization of this approach to multi-level
systems remains a mostly open and topical subject, to
which we devote the present work.
In order for LZSM physics to be directly relevant, a
multi-level system has to have a reasonable quasicrossing
of the lower energy levels, also known as avoided level
crossing. Usually, multi-level systems have either all lev-
els coupled or all well separated. The former case con-
tains transitions between all energy levels and is known
as amplitude spectroscopy12,13. In the latter case, with a
significant energy-level separation, a slow drive would not
produce non-adiabatic transitions due to negligibly small
tunneling probabilities, described by the Landau-Zener
(LZ) formula. The cure to this could be to“dress”the sys-
tem with another, resonant, signal. Then, these conve-
niently prepared dressed levels could be slowly driven and
probed by means of LZSM physics. This approach was
demonstrated for superconducting qubits.14,15 One mes-
sage we would like to convey here is that a multi-level sys-
tem should be doubly driven: by a resonant dressing sig-
nal and a slow driving one. In different contexts, doubly-
driven quantum systems were studied in Refs. [16–22],
while other examples of driven multi-level systems, where
LZSM physics is relevant, are Refs. [10,23–32].
So, our aim here is to consider how a multi-level system
can be reduced to a two-level one, being well separated
from the upper ones but bearing information about them.
Here, instead of considering a general case, we would
rather focus on an example1: silicon double quantum
dots (DQDs) exploiting both orbital and valley degrees
of freedom, which make them multi-level systems33–36.
Such systems present a unique opportunity of using the
valley degree of freedom, which is studied in the emerging
field of valleytronics.37
The rest of the paper is organized as follows. We will
start in Sec. II from a four-state Hamiltonian for a sili-
con orbital-valley DQD, Ref. [34]. (Another example of
a four-state system is a device with two coupled qubits,
studied in Appendix A.) We will discuss how to prepare
the DQD states for low-frequency LZSM spectroscopy by
dressing them with a resonant signal, with details pre-
sented in Appendix B. The dressing allows to reduce the
four-level system to a two-level one. Then, in Sec. III we
adopt the formulas from Ref. [4] for this case. In Sec. IV
we discuss the interference fringes obtained. We will also
analyze the shape of the resonant lines. For a generic
dressed four-level system, these are expected to be harp-
shaped, which is demonstrated here for the parameters
used in the experiments in Ref. [36]. A particular case,
with a symmetric Hamiltonian, is analyzed in Appendix
C. We conclude with a discussion that these studies allow
the means for low-frequency spectroscopy for multi-level
quantum systems.
II. BARE AND DRESSED ENERGY LEVELS
Let us consider the four-state Hamiltonian for a silicon
orbital-valley DQD [34]:
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2H(t) =

(t)
2 + EL 0 td tv
0 (t)2 −tv td
td −tv − (t)2 + ER 0
tv td 0 − (t)2
 = H0+Vd(t)
(1)
with
Vd(t) =
1
2
Ad sinωdtσ
(1)
z , (2)
where σ
(1)
k = σk ⊗ σ0, and the σk’s stand for the Pauli
matrices. The EL,R are the left/right dot valley split-
tings, td and tv are the inter-dot and inter-valley tunnel
couplings, respectively. The energy bias is chosen as
(t) = ε0+A sinωt+Ad sinωdt ≡ ε+Ad sinωdt, ω  ωd,
(3)
which contains both the resonant dressing drive with fre-
quency ωd and the slow spectroscopy drive ε = ε0 +
A sinωt with frequency ω  ωd. Our approach consists
of two steps. In the first step (“dressing”), we will ignore
the slow signal and consider ε to be a time-independent
value. We will demonstrate how to reduce this system
to a two-level one. (For other similar cases, when a
multi-level structure is reduced to a two-level system see
Refs. [38,39].) After incorporating this fast drive as the
dressing, we will then add the slow time dependence, con-
tained in the variable ε.
Consider first the energy levels of our four-level system.
These are the eigenstates of the Hamiltonian H0. In the
absence of tunneling, td = tv = 0, these are given by the
diagonal matrix elements in Eq. (1). These are the four
straight intersecting lines in Fig. 1. Non-zero tunneling
lifts the degeneracies. For calculations in this work we
choose the parameters for a silicon orbital-valley DQD
from Ref. [36]: EL = 37.5 µeV, ER = 38.3 µeV, td =
25.4 µeV, tv = 11.8 µeV. (Another possible realization
of a four-level structure, describing a two-qubit system, is
given in Appendix A.) The spectrum with these param-
eters is shown in Fig. 1. The chosen parameters, which
enter the Hamiltonian (1), result in the minimal energy
difference ∆0 = (E1 − E0)min = 7.845 GHz·h, and this
takes place at very small offset, ε = ε∗ = −4 · 10−3 GHz.
(Since we use both energy and frequency units, we note,
for convenience, that 1 µeV = 0.2418 GHz·h.) Such large
splitting ∆0 does not allow low-frequency spectroscopy
because, according to the adiabatic theorem and the LZ
formula, there would be no excitation for low-frequency
driving. So, we will first “dress” the “bare” spectrum in
Fig. 1.
Accordingly, consider now the resonant driving with
(t) = ε + Ad sinωdt and ~ωd ∼ ∆0. The detailed
procedure is described in Appendix B. This results in
the shift of the energy levels and the separation of the
lower two levels from the upper ones. These become
E˜0,1 = E0,1±~ωd/2. What matters for the low-frequency
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FIG. 1: A four-level system: Energy levels of an
orbital-valley DQD. The four energy levels in the absence
of tunneling, td = tv = 0, shown by the dashed lines, ex-
perience four crossings. In general case, shown by the solid
lines, the degeneracy is lifted, and the four energy levels Ei
are plotted for the parameters described in the text.
evolution then is the distance between these meaningful
energy levels,
∆E˜ = ∆E − ~ωd, (4)
where ∆E˜ = E˜1− E˜0 and ∆E = E1−E0. Thus, we have
mapped a multi-level system into a two-level dressed one.
To better compare with qubits, it is instructive to plot
the equivalent (mirror-reflected) energy levels, ±∆E˜/2,
with the same distance ∆E˜, instead of E˜0,1. The driving
frequency should be taken close to ∆0, and then with
ωd/2pi = 7.796 GHz of [36], we have the dressed avoided
level distance ∆ = ∆0−~ωd = 0.049 GHz·h. The dressed
energy levels, featuring this avoided level crossing, are
shown in Fig. 2(a) as a function of the energy bias ε.
Close to the avoided level crossing, we can expand
(∆E)
2
in series in ε and obtain ∆E˜ =
√
∆20 + 0.16ε
2 −
~ωd. The respective curves are shown by the dashed lines
in Fig. 2(a). This formula is useful for the description of
the dynamics with ε < EL,R.
Hereafter, the slow signal, driving the qubit, will be
taken with ω ∼ ∆, so that to have a non-trivial LZ
probability, PLZ ∼ 1. Then ε = ε0 + A sinωt describes
the low-frequency parametric time dependence of the en-
ergy levels. Imagine that we start at ε = ε0 with, say,
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FIG. 2: Dressed energy levels. In (a) the two lowest dressed states are shown by plotting ±∆E˜/2 versus ε, where ∆E˜ =
∆E − ~ωd and ∆E = E1 − E0. The distance between the dressed energy levels shows the avoided-level crossing ∆ at around
ε = 0 and tends to EL,R−~ωd to the left and right, respectively. The dashed parabolas correspond to the qubit-like spectrum at
small ε. In (b) the same dressed energy levels are shown versus time for ε = ε0 +A sinωt, with ε0 = 50 µeV and A = 100 µeV.
Several avoided-level crossings take place at t = t1, t2, and t2 + 2pi/ω. The probabilistic LZ transitions are shown in these
points by thick vertical green dashes. Between these avoided-level crossings, the wave-function phases ζ1,2 are accumulated.
These phases, equal to the areas under the energy-level curves, result in observable interference fringes.
ε0 = 50 µeV in Fig. 2(a). Then the dynamics corresponds
to first increasing the bias ε up to ε = ε0 + A, and then
decreasing it to ε = ε0 − A. Respectively, the energy
levels ± 12∆E˜(ε) will change, as shown in Fig. 2(b). Each
time the system passes through ε = 0 in Fig. 2(a), we
have the avoided level crossing in Fig. 2(b). Such dynam-
ics is described by the so-called adiabatic-impulse model,
as detailed in Refs. [4,40] and references therein. This
model combines both intuitive clarity and quantitative
accuracy. So, we devote the next section to this.
III. LZSM FOR A MULTI-LEVEL SYSTEM
We now would like to calculate the occupation prob-
abilities for the two-level system with the energy levels
± 12∆E˜(ε), shown in Fig. 2. The adiabatic-impulse model
considers the dynamics to be adiabatic, when far from the
avoided level crossings, with non-adiabatic transitions at
the points of minimal energy-level distance. The former
stages are described by the accumulation of the wave-
function phases, while the latter are characterized by the
LZ transition formula. With this we can generalize the
formulas for the slow-passage case from Refs. [4,41], giv-
ing the upper-level time-averaged occupation probability
P+ =
PLZ(1 + cos ζ+ cos ζ−)
sin2 ζ+ + 2PLZ(1 + cos ζ+ cos ζ−)
, (5)
where
ζ+ = ζ1 + ζ2 + ϕ, ζ− = ζ1 − ζ2, (6)
ζ1 =
1
2~
t2∫
t1
∆E˜(t)dt, ζ2 =
1
2~
∫ t1+2pi/ω
t2
∆E˜(t) dt,
∆E˜ = E1 − E0 − ~ωd, ε = ε0 +A sinωt,
ωt1 = asin
(
−ε0
A
)
, ωt2 = pi − ωt1,
ϕ = −pi
2
+ 2δ(ln δ − 1) + 2 arg Γ(1− iδ),
δ =
∆2
4v
, v = A~ω
√
1−
(ε0
A
)2
.
And the probability of the non-adiabatic transition to the
upper adiabatic level during the avoided level passage is
given by the Landau-Zener formula PLZ = exp (−2piδ).
Here Γ denotes the gamma function. Note that for
sufficiently small frequency (δ  1) one could assume
ϕ ≈ −pi, though in the equation above we keep the com-
plete form of the phase, for the sake of generality.
Formula (5) defines the lines (arcs), along which the
resonances are situated:
ζ+ = kpi. (7)
Under this condition, the upper-level occupation prob-
ability becomes the highest possible, P+ = 1/2. The
width of the resonance lines is defined by the numerator
in Eq. (5), which tends to zero when
ζ1 =
pi
2
+ lpi and ζ2 =
pi
2
+mpi, (8)
where l and m are integers. Note that these intersect at
ζ1 + ζ2 = (l+m+ 1)pi ≡ kpi, which means that the nodes
4FIG. 3: Harp-shaped resonance fringes and nodes. The
position of the resonances is shown in red for different values
of k, Eq. (7). These curves are equidistant arcs for small
k′s and harp-shaped lines with increasing distance for higher
k′s. When both phases ζ1,2/pi equal to half-integer numbers
[Eq. (8)], the resonances are suppressed, and their positions
are given by the intersection of the green and blue lines.
are situated on the resonance lines, defined by Eq. (7).
These are plotted in Fig. 3 for ω/2pi = 50 MHz. The
resonance line with k = 20 is shown bolder in Fig. 3
to show that these are the harp-shaped resonance lines
with convex shapes. Such harp-shaped resonances were
reported recently in Ref. [36].
IV. DISCUSSION: RELEVANCE FOR
LOW-FREQUENCY SPECTROSCOPY
The positions of the resonances in Fig. 3 bear informa-
tion about the initial four-state Hamiltonian. Thus, these
observations could be used for defining the system param-
eters, which effectively correspond to the spectroscopy of
a multi-level system. Let us now summarize several dis-
tinctive features, which could be useful for this type of
spectroscopy.
• The resonances are limited by the inclined lines, in
the region A > |ε0 − ε∗|. This is because otherwise
the avoided level crossing is not reached and there
is no transition from the ground state to the excited
one. The inclination of these lines could be useful
for power calibration.
• For small driving amplitudes, A < EL,R, we have a
qubit-like spectrum, and accordingly, the arcs are
equidistant and symmetric.
• With increasing the driving amplitude, starting at
A ∼ EL,R, the resonances become asymmetric.
• With further increasing the driving amplitude, the
shape of the resonance lines changes from convex
to concave, producing harp-shaped curves. This is
0 5 0 1 0 0 1 5 0 2 0 0 2 5 00
2
4
6
8
1 0
1 2
1 4
1 6
1 8
2 0
2 2
2 4
 +

  ( µe V )
FIG. 4: Power dependence of the resonances at zero
offset, ε0 = 0. The solid black curve is given by ζ+. The posi-
tion of the resonances is defined by the equation ζ+ = kpi and
this corresponds to integer parts of ζ+/pi, which are marked as
horizontal grid lines. At low bias, i.e. for k ≤ 15, these can be
fit by the constant-slope green dashed line. This means that
the resonance arcs are approximately equidistant. At higher
driving power A, the inter-resonance distance monotonically
increases. The orange diamonds correspond to the resonances
from the experimental data in Fig. 2(a) of Ref. [36].
because the energy-level distance changes from in-
creasing to becoming constant, see Fig. 2. In the
symmetric case, with EL = ER, the curves are sym-
metric, and this case is analyzed in Appendix C.
• At large driving power, the resonance lines are
increasingly separated. This can be conveniently
studied along the line ε0 = 0 in Fig. 3. This is
done in Fig. 4. There, one can see the equidistant
resonance position at smaller driving power A, as
described by the inclined dashed line, and the in-
creasing inter-resonance separation at larger A.
Our calculations are related to the experimental pa-
rameters of Ref. [36]. In particular, note the good agree-
ment shown in Fig. 4. Moreover, our general approach
can be applied to any other multi-level system. Our gen-
eral formulation allows the flexible application to other
systems, easy numerical calculations, as well as analyti-
cal analysis in various limiting cases. These are not pos-
sible by a direct numerical solution, without our more-
analytical approach.
V. CONCLUSION
We have demonstrated how a multi-level system could
be reduced to a two-level one, by applying a resonant
dressing signal. The obtained two-level system is re-
markably distinct from a qubit because at larger bias
the energy levels become equally separated, and not re-
pelling. This distinction results in that the resonance
5fringes follow harp-shaped lines. Since the dressed two
levels bear information about the initial multi-state sys-
tem, the unusual and versatile properties of such interfer-
ometric features could be adopted for multi-level systems’
spectroscopy.
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Appendix A: A two-qubit four-level system
While multi-level quantum systems could be found in
different contexts, we would like to present one additional
example: a system of two coupled qubits. Let us now
consider the Hamiltonian42–44
H = −1
2
∑
i=1,2
(
∆iσ
(i)
x + εiσ
(i)
z
)
+
J
2
σ(1)z σ
(2)
z = (A1)
= −1
2
ε1+ε2−J ∆2 ∆1 0∆2 ε1−ε2+J 0 ∆1∆1 0 −ε1+ε2+J ∆2
0 ∆1 ∆2 −ε1−ε2−J
 ,
where σ
(1)
k = σk ⊗ σ0 and σ(2)k = σ0 ⊗ σk. Let us choose
ε2 to be a constant and ε1 to have an alternating value:
ε2 = J (just for simplification) and
ε1 ≡ ε = ε0 +A sinωt. (A2)
This would make the Hamiltonian somewhat resembling
the one in Eq. (1). Then the Hamiltonian becomes
H = −1
2
 ε ∆2 ∆1 0∆2 ε 0 ∆1∆1 0 −ε+ 2J ∆2
0 ∆1 ∆2 −ε− 2J
 = H0 + Vd(t)
(A3)
with
Vd(t) = −1
2
A sinωtσ(1)z . (A4)
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FIG. 5: Energy levels of a two-qubit system. These are
shown as an example of the situation where the lower two
energy levels have a small avoided level crossing ∆ and the
distance between the energy levels increases at around this
point and tends to constants at high values of the bias ε.
In Fig. 5 we choose: ∆1/h = 0.1 GHz, ∆2/h = 1 GHz,
and J/h = 0.2 GHz. Such parameters give the minimal
splitting ∆/h = 73 MHz and the shift ε∗/h = 93 MHz.
The lowest eigenvalues of H0, denoted by E0 and E1, are
shown as the red and blue curves in Fig. 5.
Note that for a two-qubit four-level system, the energy
levels are similar to the ones presented in Fig. 2(a), in
that they have small avoided level crossing, an increasing
energy-level distance for small bias, and a constant dis-
tance for higher bias. An important distinction is that
these bare levels are not separated from the upper ones.
Transitions to the upper states would produce additional
interference fringes like in Refs. [12,13].
Appendix B: Dressing
In this Appendix we consider how the resonantly
driven four-state DQD can be reduced to a dressed two-
level system. We start from the time-dependent Hamil-
tonian, Eq. (1) with (t) = ε+Ad sinωdt, with ε assumed
here being time-independent, H0 corresponds to (t)→ ε,
and
Vd(t) =
1
2
Ad cos (ωdt)σ
(1)
z (B1)
with σ
(1)
z = σz ⊗ σ0. The stationary Hamiltonian H0 is
diagonalized by the matrix S (which can be found nu-
merically):
S†H0S = H ′0 = diag(E0, E1, E2, E3). (B2)
Then, the same procedure should be done with Vd(t); we
denote the matrix V = S†σ(1)z S. And then, similarly to
how this is done for qubits, e.g. in Ref. [45], we make
the unitary transformation U = exp
(
iωdtσ
(2)
z /2
)
and
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FIG. 6: Energy levels of the dressed DQD. (a) At low
driving power, Ad → 0, these are defined by Ei ± ~ωd/2,
see Eq. (B3). (b) Close-up of the lowest two dressed energy
levels. The solid lines are the same as in (a), for low driving
power. This displays the minimal energy-level distance at
around ε0 = 0 given by ∆ = (E1−E0)min− ~ωd. The dashed
lines show how the driving changes the dressed energy levels;
these are plotted for Ad/∆ = 2.
omit the fast-rotating terms, which means the rotating-
wave approximation. We obtain the Hamiltonian of the
dressed DQD:
H˜ =

E0 +
~ωd
2 0
E1 − ~ωd2
E2 +
~ωd
2
0 E3 − ~ωd2

+
Ad
4
 0 0 V02 V030 0 V12 V13V20 V21 0 0
V30 V31 0 0
 . (B3)
Here Vij are the elements of the matrix V .
If we neglect the driving amplitude, Ad → 0, the
dressed energy levels are given by the shifted bare ones:
E˜i = Ei±~ωd. These are plotted in Fig. 6(a). The effect
of the driving, for non-zero Ad, is shown in Fig. 6(b) for
the lowest two levels and Ad/∆ = 2.
Figure 6(a) demonstrates that the lowest two dressed
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FIG. 7: Resonances for a symmetric DQD. These are
calculated analogously to the resonances shown in Fig. 3 with
the only difference that EL = ER = 38.3 µeV. Resonances
with k from 4 to 22 are shown. We make bolder the resonance
line with k = 20 to demonstrate that these are heart-shaped
resonance lines with the convex shape at ε0 = 0.
states are well isolated from the upper ones. This allows
to limit the description of our system to two levels only,
E˜0,1 = E0,1 ± ~ωd
2
. (B4)
The distance between these levels is
∆E˜ = ∆E − ~ωd, (B5)
where ∆E˜ = E˜1 − E˜0 and ∆E = E1 − E0.
Appendix C: Heart-shaped (concave) resonance
fringes
Consider a symmetric DQD, being the same orbital-
valley one described by Eq. (1), with only one distinction
that now we assume
EL = ER. (C1)
With this simplification, we can obtain expressions for
the four energy levels
E0,1,2,3 =
ER
2
±

[
ER
2
±
√(ε
2
)2
+ t2d
]2
+ t2v

1/2
.
(C2)
By replacing the first sign ± for −, we have expressions
for the lowest two levels, E0,1. The difference between
these energy levels at ε = 0 is the minimal splitting:
∆0 =
√[
ER
2
+ td
]2
+ t2v −
√[
ER
2
− td
]2
+ t2v. (C3)
7Given this, for small ε we can expand ∆E2 = (E1 − E0)2
into series and obtain the spectrum
E1 − E0 ≈
√
∆20 + 0.16ε
2. (C4)
Note that this is similar to a qubit spectrum
√
∆20 + ε
2,
but differs by a numerical factor. In Fig. 2(a) we can
see that the qubit-like spectrum, Eq. (C4), is sufficient
for describing the dressed energy levels at small values of
the bias.
Symmetric heart-shaped resonances are shown in
Fig. 7. Note that with increasing the driving ampli-
tude, the resonance lines change from convex to concave
shapes.
For the asymmetric case, with EL 6= ER, we can gen-
eralize Eq. (C2) assuming
E0/1 = θ(ε)
ER2 −
[ER
2
±
√(ε
2
)2
+ t2d
]2
+ t2v
1/2
(C5)
+θ(−ε)
EL2 −
[EL
2
±
√(ε
2
)2
+ t2d
]2
+ t2v
1/2
 .
For large values of the bias, ε→∞, equation (C5) gives
E1 − E0 ≈ θ(ε)ER − θ(−ε)EL, (C6)
which correctly describes the spectrum, demonstrated in
Fig. 2(a). Equation (C5) can be useful for analytical
studies.
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