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Zusammenfassung
Eine Schwingungskompensation oder -isolation ist bei vielen Anwendungen von Interesse,
wo störende Kräfte zum Beispiel durch Unwuchten bei rotierenden Maschinen eingeleitet
werden. Herkömmlich kann diese Problematik durch passive Schwingungsisolation oder
-kompensation mit Elastomer- oder Fluidlagern und Tilgern gelöst werden, wobei diese
Elemente aufgrund gegensätzlicher Anforderungen im statischen und dynamischen Bereich
und zeitlicher Änderung der Störfrequenz meist nicht ideal ausgelegt werden können. Ver-
schiedene Ansätze existieren, um Schwingungen aktiv durch eine Störgrößenaufschaltung
oder Regelung zu reduzieren, wobei eine adaptive Schwingungskompensation basierend
auf dem Filtered-Reference-Least-Mean-Squares Algorithmus für Mehrgrößensysteme ei-
ne hohe Güte der Schwingungsreduktion erreichen kann.
Da oftmals eine wesentliche Hürde der Anwendung der aktiven Systeme durch den
nicht unerheblichen Rechenaufwand gegeben ist und für die Integration in Form eines
adaptronischen Systems kaum modulare und für die jeweilige Aufgabe skalierbare Signal-
verarbeitungsplattformen existieren, soll ein Ziel dieser Arbeit in der Untersuchung ei-
nes intelligenten Sensor-Aktor Netzwerks zur Systemidentifikation und adaptiven Schwin-
gungskompensation bestehen. Eine wesentliche Aufgabe besteht hierbei in der Anpassung
und Erweiterung der Algorithmen.
Die grundsätzliche Bewertung geeigneter Verfahren erfolgt zunächst anhand eines ver-
einfachten numerischen Modells einer aktiven Lagerung, wobei mögliche Topologien zur
mehrkanaligen und verteilten adaptiven Schwingungskompensation diskutiert werden und
ebenfalls eine Vermaschung von adaptiver Schwingungskompensation und dezentraler Re-
gelung untersucht wird. Weiterhin werden Konvergenz- und Stabilitätseigenschaften des
vermaschten Systems analysiert. Zur Identifikation des benötigten parametrischen Mo-
dells der Übertragungsmatrix des mechanischen Systems können Methoden basierend auf
adaptiven transversalen Filtern und schmalbandigen adaptiven Linearkombinierern ver-
wendet werden, welche eine deutliche Verringerung des Rechenaufwands erlauben. Da
für die praktische Umsetzung der adaptiven Gegensteuerung keine exakte Bestimmung
der Referenzfrequenz vorliegt und die Bandbreite des Datenübertragungsmediums für das
Sensor-Aktor-Netzwerk begrenzt ist, werden diese Faktoren ebenfalls berücksichtigt, wie
auch die Kompensation von frequenzvariablen Störgrößen mit mehreren harmonischen
Komponenten.
Basierend auf den Ergebnissen der numerischen Untersuchungen werden die Verfah-
ren auf einem Rapid Control Prototyping System und einem Netzwerk aus eingebetteten
Digital Signal Controllern implementiert und im Experiment untersucht. Die Leistungs-
fähigkeit der unterschiedlichen Verfahren, wie auch der beiden Implementierungsarten,
wird hinsichtlich der Güte der erreichten Schwingungskompensation und des notwendigen
Verarbeitungsaufwands untersucht.
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Kapitel 1
Einleitung
Mechanische Strukturen besitzen in der Regel eine mehr oder weniger ausgeprägte Schwin-
gungsfähigkeit, welche im einfachen Fall zur Komfortverringerung durch Vibrationen oder
Schallabstrahlung [130], aber auch zu Sicherheitsrisiken oder Lebensdauerverkürzung füh-
ren kann [140, 10]. Die Anpassung des Eigenschwingverhaltens der Struktur ist grund-
sätzlich ein konstruktives Problem, welches sich durch die Ermittlung von Eigenfrequenz,
Dämpfung und modaler Verstärkung der Strukturmoden erfassen lässt. Die genannten
Parameter lassen sich numerisch oder messtechnisch feststellen und somit durch Verän-
derung der Massen- und Steifigkeitsverhältnisse der mechanischen Struktur anpassen.
Eine weitere und häufig genutzte Möglichkeit ist die Applikation von dämpfenden
Werkstoffen wie z.B. Bitumen [130], die Verwendung passiver Systeme zur Schwingungsi-
solation wie z.B. Elastomerlager [166] oder die Absorption von Schwingungen z.B. durch
mechanische Schwingungstilger [22]. Durch die zunehmenden Forderungen hinsichtlich
des Leichtbaus mechanischer Strukturen und die begrenzte Leistungsfähigkeit passiver
Reduktionsmaßnahmen, kann eine weitere Verringerung der Strukturschwingungen durch
die Verwendung von aktiven Systemen erzielt werden, welche im englischsprachigen Raum
häufig als „Smart Structures“ bezeichnet werden. Grundidee ist die Verwendung von Akto-
ren, Sensoren und einer Signalverarbeitungseinheit zur Verringerung von Strukturschwin-
gungen [52, 128, 61], wobei eine möglichst strukturkonforme Integration der Aktoren,
Sensoren und Signalverarbeitung angestrebt wird, das heißt, die Verwendung der aktiven
Elemente ist nicht offensichtlich. Im deutschsprachigen Raum wird dieses interdisziplinäre
Arbeitsfeld aus Strukturmechanik, Mess- und Regelungstechnik, Elektrotechnik und Infor-
mationstechnik häufig als Adaptronik oder adaptive Strukturen bezeichnet. Zur Auslegung
dieser Strukturen werden z.B. mittels der Finite-Elemente-Methode, Mehrkörpersimula-
tion oder messtechnischer Erfassung parametrische Modelle der mechanischen Strukturen
ermittelt, welche zum Regelungsentwurf in der numerischen Simulation und zur konstruk-
tiven Auslegung des Aktor- und Sensorsystems verwendet werden. Anschließend kann mit
diesen Daten eine Auslegung der Signalverarbeitung hinsichtlich der notwendigen Lei-
stungsfähigkeit, Systembandbreite und Signalpfade eine weitere Systemintegration statt-
finden.
Das Ziel des aktiven Systems besteht in der Beeinflussung einer mechanischen Struk-
tur, wobei die Motivation für dieses Vorgehen in dem Erreichen einer Struktur mit ver-
besserten Eigenschaften gegenüber einer passiven Struktur oder in der Auslegung einer
Struktur mit gleichen Eigenschaften wie eine passive Struktur, jedoch mit günstigeren
oder leichteren Komponenten liegen kann [128]. Preumont führt hierzu mehrere Beispie-
le aus der Luft- und Raumfahrttechnik für die Erhöhung der Präzision von sehr großen
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Teleskopen wie des Very Large Telescopes (VLT) in Chile an, wobei bei einer zukünf-
tigen Verfügbarkeit von kostengünstigeren elektronischen, aktorischen und sensorischen
Komponenten auch der zweite Aspekt des Leichtbaus und Kostenvorteils als interessant
betrachtet werden kann [128]. Der Begriff „Smart Structures“ geht hinsichtlich der Appli-
kation der Aktoren und Sensoren noch ein Stück weiter als das mit aktiven Elementen
ausgestattete mechanische System und strebt eine Integration dieser Komponenten in die
mechanische Struktur an [59, 76, 128, 4], wie dies in Abbildung 1.1 mit dem mechani-
schen System Hm, den Aktoren Ha, den Sensoren Hs und der Regeleinheit R schematisch
dargestellt ist.
Zur Umsetzung dieser Systeme gibt es eine Reihe von Arbeiten [99, 37, 116, 52, 64],
die die Leistungsfähigkeit der Ansätze darstellen. Als aktorische Elemente kommen häufig
elektrodynamische oder piezokeramische Aktoren zum Einsatz [37] wobei die piezokera-
mischen Elemente aufgrund ihrer inhärenten Eigenschaft als elektromechanischer Ener-
giewandler eine besondere Bedeutung besitzen [63]. Im Bereich der Systemintegration, der
Signalverarbeitung und der Einbeziehung dieser in die Auslegung der Algorithmen finden
sich wenige Arbeiten, weshalb dies für eine erfolgreiche Weiterentwicklung der aktiven
Systeme als ein wesentlicher Punkt erachtet wird und ein Kernpunkt der vorliegenden
Arbeit ist. Viele Ergebnisse stützen sich auf prototypische Hardware für Anwendung im
Labor, welches für Akzeptanz und die Umsetzung in Systeme mit zumindest vorserien-
haftem Charakter nicht dienlich ist. Weiterhin werden für die Umsetzung von aktiven
Systemen häufig mehrere Aktoren und Sensoren benötigt, die meist über mechanische
Struktureigenschaften miteinander verkoppelt sind. Die Beschränkung auf ausschließlich
zentralisiert vorliegende Laborhardware beschränkt die Entwicklung der aktiven Systeme
gegenüber im Maschinen- und Anlagenbau und der Automobiltechnik schon standardi-
sierten verteilten und dezentralisierten Steuerungs- und Regelsystemen.
Die aktive Lagerung von Aggregaten ist hierfür ein interessantes Anwendungsbeispiel,
da es einen konkreten Bedarf in unterschiedlichen Bereichen der Industrie gibt, wie zum
Beispiel der Fahrzeugtechnik, wie aber auch im Bereich der Luft- und Raumfahrttechnik
und Lagerung empfindlicher Ausrüstung. Zusätzlich verfügen Lagerungssysteme meist
über mehr als ein Aktor- Sensorpaar, welche räumlich oder örtlich verteilt sind, und me-
chanisch über die oftmals flexible Trägerstruktur der Nutzlast oder Aufnahme des Lagers
gekoppelt sind. Diese Topologie legt eine Integration in Form eines verteilten Signalver-
arbeitungssystems nahe, wofür die Grundlagen im Rahmen der Arbeit untersucht und an
einigen Punkten über den Stand der Technik erweitert werden sollen.
Kapitel 2
Stand der Technik
In diesem Kapitel soll ein kurzer Überblick über den bisher erreichten Stand der Technik
im Bezug auf die Umsetzung aktiver Systeme, der Realisierung verteilter aktiver Systeme
und speziell für Systeme zur aktiven Lagerung von Aggregaten gezeigt werden. Weiter wird
auf den Stand der Systemintegration auf dem Gebiet der aktiven Systeme eingegangen
und es werden einige kurze Beispiele zur Funktionsverteilung und Umsetzung verteilter
Regelungssysteme im Anlagen- und Fahrzeugbau mit entsprechenden Vor- und Nachteilen
aufgezeigt.
2.1 Aktive Systeme zur Schwingungsreduktion
Aktive Systeme zur Schwingungsreduktion lassen sich in zwei Hauptklassen aufteilen,
Systeme zur Schwingungsdämpfung oder -isolation und Systeme zur Schwingungskom-
pensation oder -absorption. Systeme zur Schwingungsdämpfung beruhen auf der Rück-
führung eines geeigneten Sensorsignals über ein entsprechendes Regelgesetz, wobei globale
Systemeigenschaften verändert werden. Häufig verwendete Verfahren sind die Geschwin-
digkeitsrückführung [39, 75, 88], die integrale Kraftrückführung [129, 32, 110], das Positive
Position Feedback [40, 126, 50, 86], semiaktives Shunting [105, 13, 58] oder modellbasierte
Regelungsverfahren [88, 9, 94, 155]. Systeme zur Schwingungskompensation beruhen auf
einem geeigneten Referenzsignal, welches über einen Algorithmus derart angepasst wird,
dass das Störsignal minimiert oder vollständig kompensiert wird, wobei hier z.B. der
Filtered-Reference-Least-Mean-Squares (FxLMS) Algorithmus [29, 138, 157, 136, 1], der
Filtered-Error-Least-Mean-Squares (FeLMS) Algorithmus [6, 30], das Repetitive Control
Verfahren [141, 21, 70] und der Minimal Control Synthesis (MCS) Algorithmus [71, 72]
verwendet werden. Da ein Referenzsignal oftmals nicht direkt zur Verfügung steht, wird
dieses oftmals synthetisch über einen Oszillator [145, 98] und eine Frequenzschätzung
oder über eine Phasenregelschleife (PLL) [8, 102, 163] realisiert. Weiterhin kann bei nicht
vorhandenem Referenzsignal nach dem Internal Model Control Verfahren ein Referenz-
signal geschätzt werden und für eine adaptive Regelung nach dem FxLMS-Algorithmus
verwendet werden [123, 112, 111]. Als passive Systeme zur Schwingungsabsorption mit ei-
ner aktiven Verstellmöglichkeit können zudem adaptive Tilger verwendet werden, welche
sich in einem begrenzten Frequenzbereich auf harmonische Störgrößen abstimmen lassen
[48, 17, 12]. Durch Nutzung einer Beschleunigungsrückführung über ein elektrisches Filter
2. Ordnung lässt sich ein Regelgesetz analog zu einem mechanischen Schwingungstilger
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realisieren [81, 128], welches asymptotische Stabilität für alle Werte ě 0 der Rückführver-
stärkung aufweist [55].
Da viele aktive Systeme mehrere Aktoren und Sensoren benötigen, welche häufig stark
verkoppelt sind, ist die Erweiterung der Algorithmen auf Systeme mit mehreren Ein- und
Ausgängen (MIMO: Multiple-Input-Multiple-Output) erforderlich [36, 38, 23]. Die verkop-
pelte Ausführung des Reglers oder der Gegensteuerung bringt hierbei oftmals Vorteile hin-
sichtlich der Güte der Schwingungsreduktion und der Stabilität der Algorithmen [39, 33].
Ein weiterer Aspekt bei der Auslegung des Regel- oder Gegensteuersystems ist die Iden-
tifikation geeigneter und recheneffizienter Modelle, welche als Finite-Impulse-Response
(FIR) Modelle [161, 153, 65], als Infinite-Impulse-Response (IIR) [42, 31, 152] oder als
Zustandsraummodell [119, 124, 41, 149] abgebildet werden können. Die geeignete Anwen-
dung hängt hierbei stark von den Eigenschaften der Übertragungsstrecken ab, was sich
in der Länge der Impulsantwort, beziehungsweise der Dämpfung des zu modellierenden
Systems, Verzögerungszeiten und der Anzahl der abzubildenden Kanäle widerspiegelt.
2.2 Aktive Aggregatelagerung
Eine interessante Anwendung von aktiven Systemen sind aktive Lager zur Isolation oder
Entkopplung schwingender Strukturen von empfindlicher Ausrüstung oder zur Steigerung
des Komforts. Zur Realisierung von aktiven Lagern werden neben elektrodynamischen
Systemen [33, 104, 135, 75, 25] in Laborversuchen häufig piezoelektrische Aktoren einge-
setzt [69, 148, 143, 108, 60]. Die hohe Dynamik der Aktoren ermöglicht eine breitbandige
Schwingungsreduktion. Da diese Aktoren sehr steif sind, werden sie häufig nachträglich
mit Elastomerlagern kombiniert, um bei schweren Lasten für niederfrequente Störungen
mit großem Hub (z.B. beim Motorlager durch Lastwechsel oder Fahrmanöver hervorge-
rufen) zumindest eine passive Schwingungsreduktion zu erreichen [77, 68, 106, 4, 118].
Hierbei kann der geringe Hub der piezokeramischen Aktoren eine Einschränkung sein,
weshalb Systeme zur Wegvergrößerung eingesetzt werden können um dies zu umgehen
[11, 20, 15].
Als konkrete Umsetzungen von aktiven Lagerungen lassen sich in der Literatur vor-
nehmlich Laboraufbauten finden, z.B. bei Anderson [2] zur Schwingungsisolation von
Messinstrumentierung für Raumfahrtanwendungen, bei Huang [75] zur grundsätzlichen
Untersuchung von mehrkanaligen aktiven Schwingungsisolationssystemen und bei Yang
[165], Hillis [72] und Lee [101] zur Untersuchung von Schwingungsreduktionsmechanismen
an einzelnen, diskreten aktiven Motorlagern im Laborversuch. Weiterhin finden sich im
kraftfahrzeugtechnischen Bereich Umsetzungen von elektrodynamisch aktivierten Hydro-
lagern [166, 101, 165, 71], von Systemen zur Vibrationskompensation welche auf Inertial-
massenerregern basieren [93, 162, 134] und Konzepte mit schaltbaren oder kontinuierlich
verstellbaren mechanischen Eigenschaften des Lagersystems [73, 74, 18].
Als Algorithmen zur Regelung und Gegensteuerung kommen bei bisherigen Umsetzun-
gen von aktiven Lagerungen häufig einkanalige Single-Input-Single-Output (SISO) Syste-
me zum Einsatz, wobei für die Umsetzung mit mehreren aktiv ausgelegten Lagerstellen
mehrkanalige Versionen der Algorithmen für die Behandlung der MIMO-Systeme verwen-
det werden müssen. Hillis [72] z.B. vergleicht die Leistungsfähigkeit des SISO-FxLMS-
Algorithmus mit dem MCS-Algorithmus, Yang [165] kaskadiert einen modellbasierten H8
Regler mit einer auf dem FxLMS-Algorithmus basierenden Gegensteuerung und Huang
[75] benutzt eine mehrkanalige Geschwindigkeitsrückführung. Anderson [2], Lee [101], Pa-
2.3 Systemintegration aktiver Systeme 5
schedag [122] und Herold [68] nutzen ebenfalls eine auf dem FxLMS-Algorithmus basierte
Gegensteuerung.
2.3 Systemintegration aktiver Systeme
Bei akustischen und vibrationsbedingten Regelungsproblemen ist der FxLMS-Algorithmus
sehr häufig zu finden, wenn durch das Vorhandensein eines Referenzsignals eine Stör-
größenaufschaltung realisiert werden kann. Widrow und Stearns [160], Kuo und Mor-
gan [98], Elliot [31] und Haykin [65] haben den Algorithmus sehr detailliert untersucht
und beschreiben verschiedene Applikationsmöglichkeiten auch hinsichtlich mehrkanalig
und zentralisiert aufgebauten Regelungs- und Gegensteuerungssystemen. Widrow [159]
zeigt die Abhängigkeit der Konvergenzeigenschaften des LMS-Algorithmus von der Ei-
genwertspreizung der Autokorrelationsmatrix des Eingangssignals, Elliott [30, 34] stellt
diese Eigenschaften für den mehrkanaligen FxLMS-Algorithmus dar, wobei ebenso die Ei-
genschaften der Sekundärstrecken und deren Kopplung eine Rolle spielen. Kuo [100] un-
tersucht den speziellen Fall des schmalbandigen FxLMS-Algorithmus hinsichtlich dessen
Konvergenzeigenschaften. Verschiedene Autoren verwenden kaskadierte Regelungs- oder
Gegensteuerungskonzepte um die Konvergenzeigenschaften der Algorithmen zu verbessern
und die Ordnung der Sekundärstreckenmodelle zu verringern, wobei in [139, 148, 67, 125]
jeweils durch analoge Schaltungstechnik realisierbare Rückführungen mit zeitdiskreten
Implementierungen von Feedforward Algorithmen kaskadiert werden. Außerdem können
verschiedene Verfahren genutzt werden um die Eingangssignale zu dekorrelieren, zu entfär-
ben und die Konvergenzgeschwindigkeit der Algorithmen zu erhöhen. Dies lässt sich durch
die Vorfilterung der Eingangssignale durch inverse Streckenmodelle des minimalphasigen
Anteils der Sekundärstrecken [6, 35] erreichen oder durch Anpassen der Amplitude des
Referenzsignaloszillators entsprechend des inversen Amplitudengangs der Sekundärstrecke
für den schmalbandigen FxLMS-Algorithmus [100].
Für die Umsetzung aktiver Systeme werden derzeit hauptsächlich Rapid Control Pro-
totyping (RCP) Systeme eingesetzt [92, 85, 123], welche sich zur Untersuchung der Me-
thoden gut eignen. Weiterhin lassen sich Beispiele von Implementierungen von aktiven
Systemen mit angepasster Hardware finden, welche meist jedoch auf SISO [139, 54, 62]
und MIMO-Systeme geringer Ordnung [24, 3] beschränkt sind oder in komplexen Aufbau-
ten [28] münden. Die Struktur dieser Regelungs- und Gegensteuerungssysteme ist zentra-
lisiert auf eine einzelne Signalverarbeitungseinheit ausgerichtet, was zu einer schlechten
Skalierbarkeit und Integration hinsichtlich der Anwendung führen kann.
Verschiedene Autoren haben aus diesem Grund die Umsetzung verteilter Signalverar-
beitungsalgorithmen untersucht, Van Veen [150] beschreibt ein Netzwerk von adaptiven
Reglern, welche mehrere Datenvektoren zum Aktualisieren der Koeffizienten der Regelfil-
ter austauschen und verifiziert den Ansatz durch Simulationsergebnisse. Wesselink [154]
beschreibt einen Ansatz, bei dem die analogen Ein- und Ausgänge verteilt werden und
über einen Hochgeschwindigkeitsbus an die zentrale Berechnungseinheit angekoppelt wer-
den. Orosz [121] beschreibt einen ähnlichen Ansatz, bei dem über ein drahtloses Netzwerk
verbundene eingebettete Systeme die Datenerfassung und Datenausgabe für Sensoren und
Aktoren eines Active Noise Control (ANC) Systems vornehmen. Die dezentralen Einhei-
ten verfügen über eine geringe Rechenleistung, und die Berechnung des Regelalgorithmus
erfolgt auf einer zentralen DSP-Plattform. Frampton [47] nutzt verteilte Multiple-Input-
Single-Output (MISO) Regelungsknoten, welche über eine Netzwerkstruktur miteinander
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verbunden sind, Sensordaten austauschen und zu modalen Subnetzwerken verschaltet wer-
den können. Kauba [85] verwendet ein Netzwerk aus dezentralen Reglereinheiten (Kno-
ten), welche über einen Datenbus zum Austausch von Sensordaten und Parametern der
Reglereinheiten mit einer zentralen Einheit verbunden sind. Die dezentralen Einheiten
arbeiten asynchron und die zentrale Einheit kann eine numerische Optimierung der Reg-
lerparameter zur globalen Vibrationsreduktion durchführen.
2.4 Funktionsverteilung in der Automobil- und Auto-
matisierungstechnik
Dezentrale und verteilte Systeme für Regelungs- und Signalverarbeitungsaufgaben sind
in vielen Bereichen der Technik anzutreffen. Sandell [133] führt hierzu z.B. digitale Kom-
munikationsnetzwerke, Energieversorgungsnetzwerke, Verkehrsteuerungssysteme und fle-
xible Produktionssysteme auf. Auch im Bereich der Fahrzeug- und Luftfahrtechnik bilden
verteilte, auf Mikroprozessoren basierte Steuerungs- und Regelsysteme, welche über Da-
tenbusse oder -netzwerke verbunden sind, die Grundlage für die Umsetzung wichtiger und
sicherheitskritischer Funktionen des Gesamtsystems. Isermann [79] gibt einen Überblick
zur Entwicklung vernetzter elektronischer Komponenten im Fahrzeug ohne mechanische
oder hydraulische Rückfallposition, welche allgemein als drive-by-wire oder in der Luft-
fahrt als fly-by-wire Systeme zusammengefasst werden. Zalewski [167] gibt hierzu ebenfalls
Beispiele wie die elektronische Lenkung im Fahrzeug oder die elektrische Leitwerks- und
Klappensteuerung im Flugzeug und führt verwendete Kommunikationsnetzwerke auf. Dies
sind z.B. ARINC 429/629/659 im Flugzeug und CAN/TTCAN, FlexRay und TTP/C im
Fahrzeug, wobei für viele Anwendungen eine echtzeitfähige Datenkommunikation benötigt
wird [66, 127].
Beispiele für die Anwendbarkeit dezentralisierter und verteilter Systeme gibt es eben-
falls in der Verfahrenstechnik [142] und der Produktionstechnik [5, 90]. Verwendete Kom-
munikationsnetzwerke im Bereich der Automatisierungstechnik sind hierbei nach [91, 26]
z.B. etablierte Feldbusse wie FIP, PROFIBUS, Bitbus und MIL-STD 1553. Weiterhin
existieren Bestrebungen, industrielles Ethernet mit Erweiterungen [43, 26] zur echtzeit-
fähigen Kommunikation, wie PROFINET, EtherNet/IP und SERCOS III, zu verwenden
[132]. Ein ähnlicher Ansatz existiert für den CAN-Bus mit DeviceNet [7].
2.5 Zielsetzung und Gliederung der Arbeit
Die verteilte Umsetzung adaptiver Gegensteuerungen zur Vibrationskompensation mit-
tels Kommunikationsnetzwerken kann für die anwendungsnahe Umsetzung und unter Ge-
sichtspunkten der Systemintegration ein interessanter und leistungsfähiger Ansatz sein.
Ebenso ist die Implementierung der Algorithmen auf eingebetteter Signalverarbeitungs-
hardware mit einer entsprechenden Beschränkung der vorhandenen Rechenleistung wenig
untersucht, welche die Grundlage für eine höhere Systemintegration bildet. Zielsetzung
der Arbeit ist daher die Untersuchung und Umsetzung verteilter Verfahren zur aktiven
Schwingungskompensation und die Kombination mit dezentralen Ausgangsrückführungen
zur aktiven Schwingungsdämpfung.
In Kapitel 3 wird grundlegend die Beschreibung und Modellierung mechanischer Syste-
me erläutert und es werden die wesentlichen Komponenten für zeitdiskrete Signalverarbei-
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tungssysteme diskutiert. In Kapitel 4 werden für die Umsetzung interessante Algorithmen
und Regelgesetze dargestellt, ebenso Verfahren für die Identifikation von parametrischen
Streckenmodellen, da diese für die Umsetzung der adaptiven Gegensteuerung notwendig
sind. Zur Konzeptfindung und Evaluierung möglicher Konzepte werden in Kapitel 5 nume-
rische Simulationsergebnisse und Anforderungen an die verwendete Hardware vorgestellt.
Als Versuchsobjekt für die Umsetzung der Verfahren und experimentelle Ergebnisse dient
ein einfaches Modell einer aktiven Lagerung basierend auf piezokeramischen Stapelakto-
ren. Zur Bewertung der Leistungsfähigkeit des Ansatzes werden die verteilten Algorithmen
auf eingebetteten Systemen implementiert und mit einer Umsetzung auf Laborhardware
aus [68, 83] verglichen, was in Kapitel 6 detailliert erläutert wird.
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Kapitel 3
Aktive Systeme
Aktive Systeme bestehen, wie vorangehend beschrieben, zumindest aus einem Sensor, ei-
nem Aktor und einer Regel- oder Steuerungseinheit, welche gemeinsam mit der mechani-
schen Struktur das Gesamtsystem bilden. In diesem Abschnitt sollen diese Komponenten,
die Abbildung des Gesamtsystems in der Simulation und ihre Realisierungsmöglichkeiten
beschrieben werden. Hierzu wird kurz auf die mathematische Beschreibung dynamischer
Systeme, geeignete parametrische Strukturen für die Schätzung von Regelstreckenmodel-
len und die Umsetzung analoger und digitaler Signalverarbeitungssysteme eingegangen.
3.1 Mechanische Systeme
Lineare mechanische Systeme lassen sich nach [128, 78, 51] als Differentialgleichungssy-
stem 2. Ordnung beschreiben, wobei M die Massenmatrix, D die Dämpfungsmatrix, K
die Steifigkeitsmatrix und Fe den Vektor der Anregungskräfte darstellt.
M:q`D 9q`Kq “ Fe (3.1)
Da bei der analytischen Beschreibung der Struktur die Dämpfungseigenschaften vonD un-
ter Umständen schwer feststellbar sind, kann eine Proportional- oder Rayleigh-Dämpfung
nach Gleichung (3.2) angenommen werden [128]. Die Parameter α und β sind hierbei
entsprechend den Eigenschaften der Struktur z.B. durch Abgleich mit gemessenen Fre-
quenzgängen anzupassen.
D “ αM` βK (3.2)
Bei schwach gedämpften mechanischen Systemen kann D zunächst vernachlässigt werden.
Zur Untersuchung des Eigenverhaltens des mechanischen Systems wird die homogene
Lösung des Differentialgleichungssystems aus (3.1) mit dem Lösungsansatz
q “ xeejωet`φ (3.3)
bestimmt. Dies führt zu dem allgemeinen Eigenwertproblem (3.4), wobei ωe die Eigenwerte
und xe die Eigenvektoren bezeichnet.
pK´ ω2eMqxe “ 0 (3.4)
Die Auswertung des charakteristischen Polynoms (3.5) liefert die nichttrivialen Lösungen
für xe ‰ 0 mit ωe als den Eigenfrequenzen des mechanischen Systems.
detp´ω2eM`Kq “ 0 (3.5)
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Durch Ersetzen der Auslenkung q und der Geschwindigkeit 9q mit den Zustandsvariablen
x1 und x2 in Gleichung (3.1)
q “ x1 (3.6)
9q “ x2 (3.7)
lässt sich das System in ein Differentialgleichungssystem 1. Ordnung als Zustandsraum-
darstellung umformen [78].„
9x1
9x2

“
„
0 I
´M´1K ´M´1D
 „
x1
x2

`
„
0
M´1Fe

u (3.8)
Die Ausgangsgröße y des Systems berechnet sich zu
y “ “ I 0 ‰ „ x1
x2

` “ 0 ‰u (3.9)
wobei die Verschiebung q als Ausgangsgröße gewählt ist. Allgemein stellt in der Zustands-
raumdarstellung [146]
9x “ Asx`Bsu (3.10)
y “ Csx`Dsu (3.11)
die Matrix As die Systemmatrix dar, Bs die Eingangsmatrix, Cs die Ausgangsmatrix und
Ds bezeichnet den Durchgriff. Interessieren die Übertragungsfunktionen des Systems im
s-Bereich, so können diese durch Anwendung der Laplace-Transformation auf Gleichungen
(3.10) und (3.11) zu
Xpsq “ psI´Asq´1 BsUpsq (3.12)
Ypsq “ `Cs psI´Asq´1 Bs `Ds˘Upsq (3.13)
bestimmt werden [146].
Besitzt das System eine SISO-Struktur oder liegen die Strecken des Systems durch
experimentelle oder messtechnische Ermittlung in dieser Form vor, kann das Ein-Aus-
gangsverhalten ebenfalls geeignet als Übertragungsfunktion abgebildet werden. Weiterhin
kann diese durch Anwendung der Laplace-Transformation auf die Schwingungsdifferen-
tialgleichung (3.14) bestimmt werden [128, 51], wobei m die Masse, k die Steifigkeit, d
die Dämpfungskonstante, θ das Lehr’sche Dämpfungsmaß und ω0 die Eigenfrequenz be-
schreibt.
:q ` 2θ 9q ` ω20q “ u (3.14)
ω0 “
d
k
m
; θ “ d
2mω0
(3.15)
Hpsq “ Q
U
“ 1
s2 ` 2θω0s` ω20 (3.16)
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Durch Superposition der SISO-Übertragungsfunktionen können wiederum auch Mehrgrö-
ßensysteme dargestellt werden, hierbei kann eine Darstellung in Form der Übertragungs-
matrix [147] gewählt werden.»———–
q1
q2
...
qK
fiffiffiffifl “
»———–
H11 H12 ¨ ¨ ¨ H1K
H21 H22 ¨ ¨ ¨ H2K
...
... . . .
...
HM1 HM2 ¨ ¨ ¨ HMK
fiffiffiffifl
»———–
u1
u2
...
uM
fiffiffiffifl (3.17)
Gleichung (3.17) zeigt die Darstellung für ein System mit K Eingängen u1 bis uK , M
Ausgängen q1 bis qM und den Übertragungsstrecken H11 bis HMK , welche hierbei nicht
die Form von Gleichung (3.16) aufweisen müssen, sondern allgemein als
Hmkpsq “ Qk
Um
“ bls
l ` bl´1sl´1 ` . . .` b1s` b0
ansn ` an´1sn´1 ` . . .` a1s` a0 (3.18)
geschrieben werden können [147]. Das Systemverhalten beschreibt sich damit zu (3.19),
mit dem Eingangsvektor u, dem Ausgangsvektor q und der Übertragungsfunktionsmatrix
H.
q “ Hu (3.19)
Eine Beeinflussung des mechanischen Systems, beispielsweise durch eine Rückführung
über die Reglermatrix R mit K “ M Aktoren und Sensoren und K dezentralisierten
Reglern, kann nun nach Gleichung (3.20) hinzugefügt werden. Abbildung 3.1 zeigt die
prinzipielle Struktur des Systems, wobei der Anteil des mechanischen Systems grau hin-
terlegt dargestellt ist.
q “ pI`HRq´1 Hr; R “
»———–
R1 0 ¨ ¨ ¨ 0
0 R2 ¨ ¨ ¨ 0
...
... . . .
...
0 0 ¨ ¨ ¨ RK
fiffiffiffifl (3.20)
3.2 Sensoren, Aktoren und Signalkonditionierung
Zur aktiven Änderung des Systemverhaltens mechanischer Strukturen oder zur Kompen-
sation von Störgrößen werden dynamische Aktoren benötigt, welche bei Lagerungsan-
wendungen vornehmlich nicht flächenwirksam angekoppelt werden. Daher soll hier nur
auf die Grundzüge punktförmig wirkender Aktoren und punktförmig messender Sensoren
eingegangen werden.
Häufig werden aufgrund ihrer guten dynamischen Eigenschaften piezoelektrische Sta-
pelaktoren oder elektrodynamische Schwingerreger verwendet. Piezoelektrische Stapelak-
toren bestehen in der Regel aus mehreren, durch Elektroden getrennte Schichten aus
Blei-Zirkonat-Titanat (PZT), welche beim Anlegen eines elektrischen Feldes eine rever-
sible Dehnung von 0,1 % stellen können [128]. Nach [51] kann die Kraftwirkung Fa des
Piezostapels laut Gleichung (3.21) beschrieben werden, wobei Ua der elektrischen Aktor-
spannung, Ea dem Elastizitäts-Modul des Aktors, Aa der Querschnittsfläche, la der Länge
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Abbildung 3.1: Übertragungsfunktionsmatrix mit K dezentralen Reglern R1 bis RK
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und d33 der piezoelektrischen Ladungskonstante in Feldrichtung und Längungsrichtung
entspricht.
Fa “ d33UaEaAa
la
(3.21)
Da sich die Impedanz des Stapelaktors bezüglich seiner elektrischen Anschlüsse haupt-
sächlich als kapazitiver Blindwiderstand
Xp “ 1
jωCp
(3.22)
mit Cp als der Kapazität des Stacks darstellt, muss dies bei der Wahl der Leistungsver-
stärker berücksichtigt werden.
Als dynamisch messende Sensoren werden häufig auf piezoelektrischen Keramiken ba-
sierte Kraft- oder Beschleunigungsaufnehmer verwendet. Da die durch mechanische Defor-
mation erzeugte Ladung ausgewertet wird, müssen diese Sensoren mit einem Impedanz-
wandler oder Ladungsverstärker betrieben werden. Aufgrund des endlichen Eingangswi-
derstands Re dieser Geräte und des kapazitiven Verhaltens der Sensoren mit der Kapazität
Cs entsteht ein Hochpass, wozu die untere Grenzfrequenz fu des Sensors durch
fu “ 1
2piReCs
(3.23)
gegeben ist. Der nutzbare Frequenzbereich und die durch das Filter entstehende Phasen-
verschiebung müssen daher bei der Auslegung der Signalverarbeitung ebenfalls einbezogen
werden.
3.3 Zeitdiskrete Signalverarbeitung
Die kontinuierliche Darstellung des mechanischen Systems aus (3.8) kann nach [146] in eine
zeitdiskrete Darstellung überführt werden, wodurch die Berechnung auf einem digitalen
Signalprozessor ausgeführt werden kann. Der Zusammenhang zwischen kontinuierlicher
und diskreter Zustandsraumdarstellung ist nach [146] durch (3.24) und (3.25)
Ad “ eAsT (3.24)
Bd “ peAsT ´ IqA´1s Bs (3.25)
gegeben, wobei T das Diskretisierungsintervall, Ad die Systemmatrix und Bd die Ein-
gangsmatrix der diskreten Zustandsraumdarstellung darstellen. Ausgangsmatrix Cs und
Durchgriff Ds bleiben erhalten. Zur rechnergestützten Verarbeitung kann die Berechnung
von Ad in eine unendliche Reihe [146] entwickelt werden (3.26),
Ad “ I`AsT `A2s
T 2
2!
`A3s
T 3
3!
` . . . “
8ÿ
n“0
Ans
T n
n!
(3.26)
wobei mit Umstellen von Gleichung (3.26) zu
Ad “ I` SAs (3.27)
S “ T
˜
I`AsT
2!
`A2s
T 2
3!
` . . .
¸
As (3.28)
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und
Bd “ SBs (3.29)
(3.30)
die Inversion von As umgangen werden kann [146].
Mithilfe der bilinearen oder Tustin Transformation [144, 120, 80] kann die kontinuier-
liche Darstellung der Übertragungsfunktion nach Gleichung (3.31) ebenfalls in die zeit-
diskrete Darstellung überführt werden, wobei ws der Abtastkreisfrequenz, fs der Abtast-
frequenz und sn der auf die Eigenfrequenz w0 normierten komplexen Frequenzvariable s
entspricht.
sn “ s
w0
“ λz ´ 1
z ` 1 (3.31)
λ “ cot
˜
piω0
ωs
¸
(3.32)
ωs “ 2pifs “ 2pi
T
(3.33)
Hbilpzq “
1
ω20 pλ2 ` 2θλ` 1q p1` 2z
´1 ` z´2q
1` 2´ 2λ
2
λ2 ` 2θλ` 1z
´1 ` λ
2 ´ 2θλ` 1
λ2 ` 2θλ` 1z
´2
(3.34)
Durch Anwendung der bilinearen Transformation wird die imaginäre jω-Achse der kom-
plexen s-Ebene auf den Einheitskreis der z-Ebene abgebildet, wobei durch die Abbildung
des Wertebereichs der kontinuierlichen Darstellung von ω von 0 bis `8 auf den diskreten
Bereich von 0 bis 1
2
ωs eine Verzerrung der Frequenzachse stattfindet [144]. Diese kann
vernachlässigt werden, soweit ωs wesentlich höher als der interessierende Frequenzbereich
gewählt ist. Durch eine Vorkrümmung der Frequenzachse nach (3.32) kann der interessie-
rende Frequenzbereich um ω0 möglichst exakt abgebildet werden, für
λ “ 2ωs (3.35)
wird die nicht vorgekrümmte bilineare Transformation durchgeführt [120].
Eine weitere Möglichkeit der Überführung in die zeitdiskrete Darstellung ist die im-
pulsinvariante Transformation, welche die Impulsantwort des zeitdiskreten Systems durch
Abtastung der Impulsantwort des kontinuierlichen Systems herleitet. Eine detaillierte Be-
schreibung ist in [120, 80, 113] ausgeführt, wobei die Abbildung im wesentlichen durch
Ai
s´ pi Ñ
Ai
1´ epiT z´1 (3.36)
beschrieben werden kann. Hierbei stellt pi die Pole des kontinuierlichen Systems, mit
p1,2 “ ´θω0 ˘ ω0
?
θ2 ´ 1 (3.37)
für das System mit einem Freiheitsgrad nach Gleichung (3.16), dar und T wiederum das
Abtastintervall. Zur Bestimmung von Himppzq wird Hpsq als Summe von Partialbrüchen
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umgeformt und die einzelnen Terme entsprechend Abbildung (3.36) transformiert. Wer-
den die transformierten Terme noch mit dem Abtastintervall T multipliziert, um diese
unabhängig von der Wahl des Abtastintervalls zu machen [113], so kann Himp für die
Übertragungsfunktion aus (3.16) nach Gleichung
Himppzq “ T ´
“pp1 ´ p2q´1ep2T ` pp2 ´ p1q´1ep1T ‰ z´1
1´ rep1T ` ep2T s z´1 ` ep1T`p2T z´2 (3.38)
dargestellt werden. Zum Vergleich der Verfahren wurden diese auf eine Strecke mit Tief-
passverhalten, am Beispiel der Übertragungsstrecke von Kraft zu Verschiebung (Gleichung
(3.16)), und auf eine Strecke mit Hochpassverhalten, am Beispiel der Übertragungsstrecke
von Kraft zu Beschleunigung (Gleichung (3.39)), angewendet.
Hhppsq “ s
2Q
U
“ s
2
s2 ` 2θω0s` ω20 (3.39)
Für die Systeme wurde
m “ 1 kg (3.40)
d “ 10 Ns
m
(3.41)
k “ 400ˆ 103 N
m
(3.42)
T “ 1 ms (3.43)
gewählt, wobei für die Zustandsraumdarstellung des Tiefpass-Systems nach Gleichung
(3.8) und Gleichung (3.9) die Diskretisierung nach Gleichung (3.24) und Gleichung (3.25)
durchgeführt wird. Für das Hochpass-System mit der Beschleunigung als Ausgangsgröße
ergibt sich die Zustandsraumdarstellung zu Gleichung (3.44).
y “ “ ´M´1K ´M´1D ‰ „ x1
x2

` “ M´1Fe ‰u (3.44)
Beim Vergleich zeigt sich, dass die Pole der Darstellungen des Ein-Freiheitsgrad-Systems
bei allen Diskretisierungsverfahren exakt transformiert werden, was in Abbildung 3.2 und
Abbildung 3.3 an der guten Übereinstimmung der Resonanzfrequenz und Dämpfung der
zeitdiskreten Darstellungen mit den Größen der kontinuierlichen Strecke und auch im Pol-
Nullstellendiagramm aus Abbildung 3.4 ersichtlich ist. Generell ist eine unterschiedliche
gute Eignung feststellbar, welche sich hauptsächlich in Abweichungen bei der Transfor-
mation der Nullstellen äußert und woraus die in [80] schlechte Anwendbarkeit der Im-
pulsinvarianztransformation für Hochpass-Systeme sichtbar wird. Ebenfalls zeigen sich
Abweichungen im Phasengang bei der Transformation der Zustandsraumdarstellung nach
[146] (ZOH). Bei der bilinearen Transformation werden die bei der Frequenz f “ `8
und f “ 0 liegenden Nullstellen der kontinuierlichen Darstellung auf die Nyquistfrequenz
bzw. auf f “ 0 transformiert, was sich in einem stärkeren Abklingen bei dem System mit
Tiefpass-Verhalten äußert und zunimmt, je niedriger die Abtastkreisfrequenz ωs relativ zur
Resonanzfrequenz ω0 des Systems gewählt wird. Weiterhin kann eine Diskretisierung über
ein Halteglied 1. Ordnung (FOH) durchgeführt werden [49], welche das kontinuierliche
Systemverhalten in beiden Fällen sehr gut approximiert, aber aufgrund der komplexen
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Abbildung 3.2: Vergleich der Diskretisierungsverfahren anhand des Amplitudengangs (links)
und des Phasengangs (rechts) der Übertragungsstrecke von Kraft zu Verschiebung
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Abbildung 3.3: Vergleich der Diskretisierungsverfahren anhand des Amplitudengangs (links)
und des Phasengangs (rechts) der Übertragungsstrecke von Kraft zu Beschleunigung
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Abbildung 3.4: Vergleich der Diskretisierungsverfahren anhand des Pol-Nullstellendiagramms
der Übertragungstrecke von Kraft zu Verschiebung (links) und der Übertragungsstrecke von
Kraft zu Beschleunigung (rechts)
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Abbildung 3.5: Zeitdiskretes Signalverarbeitungssystem
Berechnung nicht für die Umsetzung auf einem Echtzeitsystem geeignet ist und daher
nicht detaillierter dargestellt wird.
Zur Verarbeitung der zeitdiskreten Darstellungen auf einem Signalprozessor müssen
die mit einem Sensor erfassten kontinuierlichen Eingangssignale einer Abtastung unterzo-
gen, diskret verarbeitet und anschließend wieder in ein zeitkontinuierliches Signal zur An-
steuerung der Aktoren überführt werden, wobei der grundlegende Aufbau eines Systems
zur zeitdiskreten Signalverarbeitung in Abbildung 3.5 dargestellt ist. Der zeitdiskrete Teil
beinhaltet hierbei den Analog-Digital-Umsetzer (ADU), den Mikroprozessor (µP) und den
Digital-Analog-Umsetzer (DAU). Die Abtastfrequenz
fs “ ωs
2pi
(3.45)
ist entsprechend zu wählen, so dass das Abtasttheorem [80] nicht verletzt wird. Die Ab-
tastfrequenz fs muss daher mindestens doppelt so hoch gewählt werden, wie die im Signal
vorkommende höchste Frequenzkomponente, um den Überlappungs- oder Aliasing-Effekt
zu vermeiden. Da bei kontinuierlichen mechanischen Strukturen mit einer unendlichen
Anzahl an Freiheitsgraden [57] nicht von einer Bandbegrenzung der zeitkontinuierlichen
Signale ausgegangen werden kann, muss das abgetastete Signal durch ein Tiefpassfilter
auf den Frequenzbereich bis zur Nyquistfrequenz
fn “ fs
2
(3.46)
begrenzt werden [80]. Ebenso muss zur Rekonstruktion des zeitkontinuierlichen Signals das
periodische Spektrum des zeitdiskreten Signals durch ein Tiefpassfilter auf das Abtastband
begrenzt werden [31].
Die Auslegung der Eckfrequenz fg der Anti-Aliasing- (AA) und Rekonstruktions- (RK)
Filter ist wegen des inheränten Phasenabfalls ein Kompromiss zwischen hoher Unter-
drückung der Überlappungsfrequenzen und geringer Phasenverschiebung der diskretisier-
ten und rekonstruierten Signale, da durch die begrenzte Rechenleistung der Signalverarbei-
tungseinheiten fs oftmals nicht wesentlich größer als 2fg gewählt werden kann. Weiterhin
kann durch die Wahl der Filtercharakteristik Einfluss auf die Unterdrückung des Über-
lappungsbandes genommen werden, geeignete Charakteristiken sind Butterworth, Cauer
oder elliptische Filter und Mischungen aus diesen.
3.4 Zeitdiskrete Filter
Bei der Umsetzung zeitdiskreter oder digitaler Filter können zwei Hauptformen unter-
schieden werden, Systeme mit endlicher (FIR: Finite Impulse Response) und Systeme mit
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Abbildung 3.6: FIR- oder transversales Filter
nicht endlicher (IIR: Infinite Impulse Response) Impulsantwort [80]. Abbildung 3.6 zeigt
das Blockschaltbild eines FIR- oder transversalen Filters, welches aus einer Verzögerungs-
kette zur Speicherung der letzten Abtastschritte des Eingangssignals xpnq bis xpn´ l` 1q
besteht und den Koeffizienten w0 bis wL´1. Wie aus dem Blockschaltbild ersichtlich ist,
wird das Ausgangssignal in jedem Abtastschritt durch Summation der mit den Koeffizi-
enten gewichteten letzten Abtastschritte des Eingangssignals gebildet und kann mit der
Differenzengleichung (3.47)
ypnq “
L´1ÿ
k“0
wkxpn´ kq (3.47)
beschrieben werden. Durch Transformation in den z-Bereich kann die Übertragungsfunk-
tion des FIR-Systems nach Gleichung (3.48) bestimmt werden [80].
Y pzq
Xpzq “ Hfirpzq “
L´1ÿ
k“0
wkz
´k (3.48)
Da das FIR-System durch den Nenner von 1 immer genau einen L-fachen Pol im Ursprung
hat, ist hiermit eine wichtige Eigenschaft charakterisiert, die bedingungslose Stabilität des
Filters für endliche Werte der Koeffizienten wk. Weiterhin bedingen geringe Abweichungen
der Filterkoeffizienten geringe Änderungen im Übertragungsverhalten des FIR-Systems
[31], welches für die Auswirkung von Modellierungsfehlern bei der Systemidentifikation
interessant sein kann. Da das FIR-Filter mit seinen Koeffizienten direkt die abgetastete
Impulsantwort des Systems darstellt [31], muss für schwach gedämpfte Systeme unter
Umständen eine sehr große Anzahl an Koeffizienten genutzt werden, um Abschneideffekte
zu vermeiden.
Dies ist beim IIR-Filter nicht gegeben, da durch die Rekursion des Ausgangssignals
ypnq auch resonante Systeme effizient dargestellt werden können. Abbildung 3.7 zeigt die
Blockschaltbilddarstellung des IIR-Systems mit der Differenzengleichung nach Gleichung
(3.49).
ypnq “
Mÿ
k“0
bkxpn´ kq `
Nÿ
k“1
akypn´ kq (3.49)
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Abbildung 3.7: IIR- oder rekursives Filter, Direktform I
Durch Anwendung der z-Transformation lässt sich die Übertragungsfunktion zu Gleichung
(3.50)
Y pzq
Xpzq “ Hiirpzq “
Mÿ
k“0
bkz
´k
1´
Nÿ
k“1
akz
´k
(3.50)
bestimmen, welche durch die Nennerkoeffizienten ak Pole des Systems bei den Nullstellen
des Nennerpolynoms besitzt. Hierdurch bietet sich die Möglichkeit eines instabilen Sys-
temverhaltens, welches für Pole von Hiirpzq außerhalb des Einheitskreises der komplexen
z-Ebene gegeben ist.
3.5 Signalprozessoren und Rapid Prototyping von Re-
gelungsalgorithmen
Für die Auswahl der Signalprozessoren spielt die Abtastfrequenz, die Komplexität der
Algorithmen und die Anzahl der gleichzeitig zu verarbeitenden Kanäle eine wesentliche
Rolle. Für eine effiziente Umsetzung muss daher ein möglichst gut angepasster Prozes-
sor ausgewählt werden, wobei auch eine einfache Portierbarkeit der Algorithmen auf un-
terschiedliche Signalverarbeitungshardware interessant sein kann, um eine gute Anpaß-
barkeit an unterschiedliche Anwendungsszenarien zu gewährleisten. Zunehmend werden
daher zur Umsetzung der Algorithmen zur Regelung und Signalverarbeitung modellba-
sierte Beschreibungswerkzeuge mit einer anschließenden automatisierten Erzeugung des
Quelltextes genutzt, welcher mit einem entsprechenden Zielcompiler für die jeweilige Mi-
kroprozessorarchitektur übersetzt werden kann. Vorteil ist die Nutzung eines identischen
Modells des Algorithmus sowohl für numerische Untersuchungen in der Simulation als
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auch für experimentelle Untersuchungen auf dem Rapid-Control-Prototyping (RCP) Sy-
stem, wodurch ein Entwicklungszyklus nach dem V-Modell besonders effizient umgesetzt
werden kann [92] und durch den modellbasierten Ansatz eine anschließende Umsetzung
auf angepasste Hardware ermöglicht wird.
Für Laboraufbauten werden häufig RCP Systeme basierend auf in Personalcomputern
verwendeten Mikroprozessoren genutzt, welche in der Regel über eine akzeptable Rechen-
leistung, ausreichende Speichergröße und eine hohe Auflösung der ADU und DAU mit
einer entsprechenden Anzahl an analogen Ein- und Ausgangskanälen verfügen. Weiterhin
sind diese Systeme meist durch zusätzliche Prozessor- und Peripheriekarten erweiterbar,
wodurch eine grundsätzliche Modularität und Skalierbarkeit gewährleistet wird und es
bestehen komfortable Möglichkeiten zur Parametrierung, Fehlersuche und -behebung der
Algorithmen. Hinsichtlich der Umsetzung eines adaptronischen Systems, welches die Inte-
gration sowohl der aktorischen und sensorischen Funktionalitäten als auch der Signalver-
arbeitung zum Ziel hat, sind diese Systeme zur Untersuchung der Algorithmen geeignet,
bieten jedoch durch die allgemeine Auslegung und die Baugröße geringes Potential für die
Systemintegration der Verfahren.
Eingebettete Systeme basierend auf Mikrocontrollern (µC), digitalen Signalprozesso-
ren (DSP) oder digitalen Signalcontrolleren (DSC) werden in unterschiedlichen Anwen-
dungen zur Steuerung und Regelung eingesetzt und bieten ein höheres Potential für die
Systemintegration, wobei oftmals periphere Elemente wie die ADU, DAU und digita-
le Schnittstellen auf einem integrierten Schaltkreis (IC) zusammengefasst sind. Nachteil
kann abhängig von der Anwendung die im Vergleich zu RCP-Systemen oftmals geringere
verfügbare Rechenleistung und limitierte Größe des flüchtigen Speichers sein, welche die
Umsetzung von etablierten Algorithmen (Abschnitt 2.2) zur adaptiven Schwingungskom-
pensation verhindern. Zusätzlich kann die Unterstützung des Mikroprozessors für Gleit-
kommazahlen hilfreich zur Implementierung der digitalen Signalverarbeitung sein, da auf-
wendige Skalierungen der Variablen hinsichtlich der unterschiedlichen Anwendungen und
Zielsysteme entfallen [31].
Durch Ansteuerung der Aktorik des aktiven Systems in mehreren Freiheitsgraden kann
oftmals eine höhere Güte der Schwingungsreduktion erreicht werden [68], wobei durch die
Kopplung des mechanischen Systems die entsprechenden Übertragungsstrecken bei der
Implementierung berücksichtigt werden müssen und damit auch leistungsfähige Prozes-
soren bei der Umsetzung des aktiven Systems limitiert sind. Als Anforderungen an eine
Signalverarbeitungsplattform für adaptronische Systeme können damit folgende Punkte
genannte werden:
• Modularität
• Skalierbarkeit
• Parametrierbarkeit
• Modellbasierte Implementierung
• Kompakte Bauform
wobei zusätzlich zu diesen Eigenschaften ebenfalls die Kosten des Signalverarbeitungssy-
stems berücksichtigt werden können. In Tabelle 3.1 wird eine Gegenüberstellung verschie-
dener Systeme durchgeführt, wobei für die Bewertung gängige und gemittelte Eigenschaf-
ten der einzelnen Prozessortypen und Systeme verwendet werden sollen. Durch die Vielfalt
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Eigenschaft z Plattform RCP EPC DSP DSC µC
Modularität/Skalierbarkeit `` # ´´ ´´ ´´
Implementierung/Portabilität `` ` # # ´´
Rechenleistung/Speichergröße `` ` ` # ´
Baugröße ´´ ´ # ` ``
Kosten ´´ # # ` ``
Parametrierbarkeit `` ` ´´ ´´ ´´
Summe 16 14 9 10 9
Tabelle 3.1: Gegenüberstellung und Bewertung der vornehmlichen Eigenschaften verschiedener
digitaler Signalverarbeitungsplattformen (`` fl 4, + fl 3, . . .´´ fl 0)
der Architekturen und Entwicklungswerkzeuge im Bereich der DSP, DSC und µC und die
stetige Weiterentwicklung soll hierzu nur eine Abschätzung der Vor- und Nachteile zur
Umsetzung aktiver und adaptronischer Systeme durchgeführt werden. Weiterhin können
abhängig von der Anwendung verschiedene Aspekte wie Kosten und Baugröße der Signal-
verarbeitung eine untergeordnete- oder übergeordnete Rolle spielen, zum Beispiel wenn
eine aktive Schwingungsreduktion zur Steigerung der Qualität eines Produktionsprozesses
oder zur Komfortsteigerung im Kraftfahrzeugbereich realisiert wird. Eine Skalierbarkeit
und Modularität des Systems und der Verfahren sollte hingegen für alle denkbaren und
sinnvollen Anwendungsfälle gegeben sein, um eine Beschränkung hinsichtlich der effizien-
ten Umsetzung des aktiven Systems zu vermeiden.
Entsprechend der Vorgaben können in Tabelle 3.1 die auf den zuvor genannten Mikro-
prozessorarchitekturen aufbauenden Systeme und zusätzlich eine auf einem eingebetteten
Personalcomputer basierende Plattform (EPC) bewertet werden, wobei bei einer gleich-
mäßigen Gewichtung der Faktoren erwartungsgemäß das RCP System die beste Eignung
zeigt. Insgesamt betrachtet kann für keines der Systeme eine Eignung in allen Punkten
festgestellt werden, wobei vornehmlich eine Verknüpfung der guten Eigenschaften des
RCP Systems hinsichtlich Skalierbarkeit und Parametrierbarkeit mit den Eigenschaften
des DSC Systems hinsichtlich Baugröße und Kosten vorteilhaft erscheint.
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Kapitel 4
Regelung und adaptive
Schwingungskompensation
In diesem Kapitel soll ein Überblick über nicht modellbasierte Regelungsstrategien und
geeignete Verfahren zur Schwingungskompensation, -regelung und Identifikation mecha-
nischer Systeme mit adaptiven Filtern gegeben werden. Ein besonderer Aspekt ist hierbei
die Implementierung auf eingebetteten Systemen, welche für die Signalverarbeitung des
aktiven Systems genutzt werden sollen um einen höheren Grad der Systemintegration zu
erreichen. Aus diesem Grund wird im besonderen auf Algorithmen mit der Möglichkeit
einer Skalierung des Rechenaufwands eingegangen, wie auch auf Regelgesetze, die geringe
Anforderungen an die Systemressourcen stellen, wie z.B. mit analoger Schaltungstechnik
realisierbare quasi-kollokierte Rückführungen [128].
4.1 Aktive Schwingungsdämpfung
In [128] werden verschiedene Methoden aufgeführt, welche zur Vibrationsregelung verwen-
det werden können. Wesentliche Eigenschaften sind die kollokierte Anordnung der Aktoren
und Sensoren, welche sich mit dem entsprechenden Regelgesetz in einer asymptotischen
Stabilität des geschlossenen Regelkreises für alle Werte der Rückführverstärkung ě 0 äu-
ßert. Als mit Kraftaktoren und Beschleunigungs- oder Kraftsensoren nutzbare Konzepte
bieten sich nach Preumont [128] eine Geschwindigkeitsrückführung, eine integrale Kraft-
rückführung oder eine Beschleunigungsrückführung über ein Filter 2. Ordnung an, wobei
sich alle aufgeführten Regelgesetze in Form einer analogen elektronischen Schaltung mit
wenigen Komponenten realisieren lassen.
Wird ein mechanisches System mit einem Freiheitsgrad nach Gleichung (3.39) an-
genommen, so kann die Geschwindigkeitsrückführung nach Integration des Beschleuni-
gungssignals und Einfügen eines Verstärkungsglieds g (Gleichung (4.1)) als geschlossener
Regelkreis nach Gleichung (4.2) beschrieben werden, wobei eine Anordnung des Reglers
nach Abbildung 3.1 mit K “M “ 1 gewählt wurde.
Rvf psq “ Y
Q
“ g
s
(4.1)
Gvf psq “ Q
R
“ s
2
s2 ` p2θω0 ` gqs` ω20 (4.2)
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Abbildung 4.1: Aktive Dämpfung durch Rückführung der Geschwindigkeit, Amplituden- und
Phasengang des offenen und geschlossenen Kreises (links) und Wurzelortskurve des geschlossenen
Kreises (rechts)
An der Wurzelortskurve des geschlossenen Kreises (Abbildung 4.1 rechts) ist ersichtlich,
dass die Geschwindigkeitsrückführung für kollokierte, minimalphasige Systeme für alle
Werte von g ě 0 stabil ist, da die Äste der Wurzelortskurve gegen Null oder ´8 streben
und sich die Pole daher stets in der linken Halbebene befinden. Die Pole werden reell für
einen Verstärkungsfaktor
g ě 2ω0p1´ θq (4.3)
womit das System nicht mehr schwingungsfähig ist (Abbildung 4.1, links), wobei bis zu
diesem Punkt die Dämpfung proportional zu g erhöht werden kann. Asymptotische Sta-
bilität kann ebenfalls für die Rückführung der Beschleunigung über ein Filter 2. Ordnung
nach Gleichung (4.4) garantiert werden, soweit die Regelstrecke ebenfalls alternierende
Pole und Nullstellen aufweist [128].
Raf psq “ Y
Q
“ gω
2
c
s2 ` 2θcωc ` ω2c (4.4)
Gaf psq “ Q
R
“ s
4 ` 2θcω0s3 ` ω20s2
s4 ` 2ω0pθc ` θqs3 ` ω2opg ` 4θcθ ` 2qs2 ` 2ω3opθ ` θcqs` ω40 (4.5)
Wird ωc “ ω0 angenommen, so kann der geschlossene Regelkreis nach Gleichung (4.5)
beschrieben werden. An der Wurzelortskurve des geschlossenen Kreises (Abbildung 4.2)
ist ersichtlich, dass im Gegensatz zur Geschwindigkeitsrückführung mit einer Steigerung
des Verstärkungsfaktors g der Rückführung nicht für alle Werte ě 0 eine Erhöhung der
Dämpfung der Strukturpole erzielt werden kann. Es stellt sich ein Optimum für einen Wert
von g ein, bei dem die Strukturpole mit den Polen des Rückführungs- oder Regelfilters
übereinstimmen oder am Dichtesten angenähert sind.
Da bei realen Systemen die Minimalphasigkeit der Regelstrecke durch die Anordnung
des Aktors und des Sensors nicht für alle Frequenzstellen garantiert werden kann und
bei elastischen mechanischen Strukturen mit verteilter Masse prinzipiell unendlich viele
Eigenfrequenzen [44] auftreten, wird die Leistungsfähigkeit der Geschwindigkeitsrückfüh-
rung limitiert, da diese ohne Begrenzung des Frequenzbereichs auf das System wirkt.
Mit dem inhärenten Hochpassverhalten des piezoelektrischen Beschleunigungsaufnehmers
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Abbildung 4.2: Aktive Dämpfung durch Rückführung der Beschleunigung über ein Tiefpassfil-
ter 2. Ordnung, Amplituden- und Phasengang des offenen und geschlossenen Kreises (links) und
Wurzelortskurve des geschlossenen Kreises (rechts)
(Gleichung (3.23)) wird die Regelstrecke im unteren Frequenzbereich bandbegrenzt, wei-
terhin kann durch Einfügen eines Tiefpasses 2. Ordnung die Regelstrecke zusätzlich im
oberen Frequenzbereich bandbegrenzt werden und hierdurch die Stabilitätsgrenze bei
nicht minimalphasigen Regelstrecken erhöht werden [128]. Die Wirkungsweise der bei-
den Regelgesetze für Systeme mit mehreren Freiheitsgraden kann anhand der Übertra-
gungsstrecken eines vereinfachten Modells einer aktiven Lagerung mit zwei Lagerstellen
betrachtet werden.
Wird ein System mit einem translatorischen und einem rotatorischen Freiheitsgrad
nach Abbildung 4.3 angenommen, wozu eine ausführliche Beschreibung in [51] nachgele-
sen werden kann, so können die Matrizen der Zustandsraumdarstellung für zwei Kraftan-
griffspunkte F1 und F2 als Aktoren, zwei Beschleunigungsausgänge :z1 und :z2 als Sensoren
und zwei Verschiebungseingänge z3 und z4 als Fußpunkterregung nach Gleichung (A.4)
bis Gleichung (A.7) aufgestellt werden. Als Zustandsgrößen wurden die Verschiebung w1
im Schwerpunkt und die Drehung um den Schwerpunkt v1 gewählt, weshalb zur Bestim-
mung der Ein- und Ausgangsgrößen die Transformationsmatrizen nach Gleichung (A.8)
und (A.9) verwendet wurden. Das grundsätzliche mechanische System besteht hierbei aus
einem Stab mit der Masse m und dem Trägheitsmoment j, welcher auf zwei Federn mit
den Federsteifigkeiten k1 und k2 und zwei Dämpfern mit den Dämpfungskonstanten d1
und d2 gelagert ist. Der Stab besitzt einen Schwerpunkt, welcher durch die Längen l1 und
l2 bestimmt ist. Die Verschiebung an den Fußpunkten wird über einen zweiten masselosen
Stab mit der Verschiebung w2 und der Verdrehung v2 aufgebracht und dient als Störgröße.
Die Übertragungsfunktionen im Laplace-Bereich können, wie in Abschnitt 3.1 beschrie-
ben wird, aus der Zustandsraumdarstellung nach Gleichung (4.6)
Hspsq “ Ypsq
Upsq “ CspsI´Asq
´1Bs `Ds (4.6)
bestimmt werden [146], wobeiHs die Übertragungsmatrix (Abbildung 3.1) des offenen Re-
gelkreises darstellt. Zur Betrachtung des geschlossenen Regelkreises der Geschwindigkeits-
und Beschleunigungsrückführung wird die nicht minimalphasige Strecke H12 von der Ak-
torkraft F1 zum Beschleunigungsausgang :z2 betrachtet. Die Wurzelortskurve des Systems
mit Geschwindigkeitsrückführung und zusätzlichem Tiefpass 2. Ordnung ist in Abbildung
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Abbildung 4.3: Vereinfachtes Modell einer aktiven Lagerung mit zwei Aktoren und zwei Frei-
heitsgraden
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Abbildung 4.4: Aktive Dämpfung durch Rückführung der Geschwindigkeit mit Begrenzung des
Frequenzbereichs über ein Tiefpassfilter 2. Ordnung, Amplituden- und Phasengang des offenen
und geschlossenen Kreises (links) und Wurzelortskurve des geschlossenen Kreises (rechts)
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Abbildung 4.5: Aktive Dämpfung durch Rückführung der Beschleunigung über ein Tiefpassfil-
ter 2. Ordnung, Amplituden- und Phasengang des offenen und geschlossenen Kreises (links) und
Wurzelortskurve des geschlossenen Kreises (rechts)
4.4 rechts dargestellt und zeigt, dass der geschlossene Regelkreis durch die Pole der zweiten
Eigenfrequenz instabil wird, wobei die Pole ohne Bandbegrenzung bei kleineren Schlei-
fenverstärkungen in die rechte Halbebene der komplexen Ebene wandern würden. Für die
Beschleunigungsrückführung über das Filter 2. Ordnung ergibt sich in dem Beispiel ein
ähnlicher Verlauf der Wurzelortskurve, wobei sich das Verhalten des geschlossenen Krei-
ses durch den zusätzlichen Parameter der Dämpfung des Regelfilters zu einer geringeren
Beeinflussung der zweiten Eigenfrequenz wählen lässt. Abbildung 4.5 rechts zeigt die Wur-
zelortskurve des geschlossenen Kreises mit Beschleunigungsrückführung über das Filter 2.
Ordnung, wobei die erzielte Dämpfung der ersten Eigenfrequenz für beide Darstellungen
gleich ausgelegt wurde. Der Kreis wird in diesem Fall bei 3,8gaf instabil im Gegensatz zu
1,87gvf für die Geschwindigkeitsrückführung.
4.2 Mehrkanalige aktive Schwingungsdämpfung
Besitzt das aktive System K “M Aktoren und Sensoren, so kann eine mehrkanalige ak-
tive Dämpfung in Form von K dezentralen Regelschleifen nach Abbildung 3.1 aufgebaut
werden. Die Reglermatrix R besitzt in diesem Fall Diagonalstruktur (Gleichung (3.20)),
wobei für die Elemente R1 bis RK K unabhängige Rückführungen mit den Regelgeset-
zen nach Gleichung (4.1) oder Gleichung (4.4) verwendet werden können. Wie für das
einkanalige System kann für den geschlossenen Regelkreis asymptotische Stabilität für
alle Werte der Rückführverstärkungen gK ě 0 garantiert werden, soweit die Aktoren und
Sensoren der K dezentralen Rückführungen kollokiert angeordnet sind und sich hieraus
folgend alternierende Pole und Nullstellen des geschlossenen Kreises ergeben [75, 16].
Weiterhin kann durch Linearkombination der Sensorsignale über die Gewichtungsma-
trix Bt und durch Rücktransformation der Ausgangssignale auf die Aktoren über die
Matrix Et eine gekoppelte mehrkanalige Regelung ausgelegt werden, bei der durch die
Nutzung einer größeren Anzahl von n “ 1,2, . . . N Rückführfiltern als K Aktoren eben-
falls eine entsprechende Anzahl an N Strukturmoden aktiv gedämpft werden können
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Abbildung 4.6: Störgrößenkompensation
(Gleichung (4.7)). Mit den vorangehend genannten Bedingungen wird ebenfalls bedin-
gungslose Stabilität gewährleistet [137, 128].
Rpsq “ Ypsq
Qpsq “ Bt diag
˜
gnω
2
cn
s2 ` 2θcnωcns` ω2cn
¸
Et (4.7)
4.3 Schwingungskompensation
Besitzt ein mechanisches System eine messbare Störgröße oder kann diese aus einer be-
kannten Größe wie einer Drehzahl rekonstruiert werden, so kann eine Störgrößenaufschal-
tung oder -kompensation aufgesetzt werden. Hierbei kann das System vereinfacht durch
zwei Pfade repräsentiert werden, den Primärpfad P pzq, über welchen die Störgröße auf
das System wirkt, welcher normalerweise unbekannt ist, und den Sekundärpfad Spzq,
über den das System mit einem Aktor beeinflusst werden kann. Abbildung 4.6 stellt die-
sen grundsätzlichen Aufbau dar, mit xpnq als dem Störsignal, epnq als dem über einen
Sensor messbaren Fehlersignal und dpnq als dem von der Primärstrecke gefilterten Störsi-
gnal. Nach Transformation der Signale in den z-Bereich kann bei Kenntnis aller Strecken
direkt das Kompensationsfilter W pzq ermittelt werden, welches in diesem Beispiel für in
der Reihenfolge vertauschbare lineare und zeitinvariante Systeme an den Ausgang von
Spzq geschaltet wurde. Nach Gleichung (4.8)
W pzq “ S´1pzq
˜
Epzq
Xpzq ´ P pzq
¸
(4.8)
muss für den minimalen Fehler Epzq “ 0 das Kompensationsfilter
W pzq “ ´P pzq
Spzq (4.9)
werden [98]. Für eine unbekannte Strecke P pzq kann W pzq durch Berechnung eines Opti-
malfilters auf Basis gemessener Eingangssignale [31, 114] oder durch eine iterative Lösung
nach dem Least-Mean-Squares (LMS) Algorithmus bestimmt werden.
Wird als Kompensationsfilter ein transversales oder FIR-Filter eingesetzt, so kann die
optimale Lösung fürW pzq aus den Signalen x1pnq und dpnq durch Auswertung der Wiener-
Hopf-Gleichung in der zeitdiskreten Form bestimmt werden [160, 114], wobei x1pnq dem
durch die Sekundärstrecke Spzq gefilterten Störsignal xpnq entspricht (Abbildung 4.6).
Der Filterkoeffizientenvektor w der Länge L und der Vektor der letzten Abtastschritte
des Eingangssignals x1pnq sind hierbei nach Gleichung (4.10) und Gleichung (4.11)
w “ rw0 w1 ¨ ¨ ¨ wL´1sT (4.10)
x1pnq “ rx1pnq x1pn´ 1q ¨ ¨ ¨ x1pn´ L` 1qsT (4.11)
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definiert. Mit
epnq “ dpnq ´ ypnq “ dpnq ´ x1T pnqw (4.12)
kann für stationäre und ergodische Signale x1pnq und dpnq [114] der mittlere quadratische
Fehler ξ
ξ “ Ere2pnqs “ Erd2pnqs `wTErx1pnqx1T pnqsw ´ 2Erdpnqx1T pnqsw (4.13)
“ Erd2pnqs `wTRw ´ 2pTw (4.14)
als Erwartungswert des quadratischen Fehlers bestimmt werden [160]. R bezeichnet die
Autokorrelationsmatrix des Eingangssignals
R “
»———–
rxxp0q rxxp1q ¨ ¨ ¨ rxxpL´ 1q
rxxp1q rxxp0q ¨ ¨ ¨ rxxpL´ 2q
... ¨ ¨ ¨ . . . ...
rxxpL´ 1q rxxpL´ 2q ¨ ¨ ¨ rxxp0q
fiffiffiffifl (4.15)
mit
rxxpkq “ Erx1pnqx1pn´ kqs (4.16)
und p den Kreuzkorrelationsvektor zwischen dpnq und x1pnq
p “ rrdxp0q rdxp1q ¨ ¨ ¨ rdxpL´ 1qsT (4.17)
mit
rdxpkq “ Erdpnqx1pn´ kqs (4.18)
[98]. Besondere Eigenschaft ist die quadratische Oberfläche des mittleren quadratischen
Fehlers in Abhängigkeit der Filterkoeffizienten, welcher für L “ 2 in Form eines Parabo-
loids mit genau einer optimalen Lösung auf dem Grund dessen veranschaulicht werden
kann. Durch Differentation von Gleichung (4.14) nach w kann der Gradient der Fehler-
oberfläche bestimmt werden und hieraus für eine Steigung von 0 die optimale oder Wiener
Lösung wopt für den Koeffizientenvektor [160].
wopt “ R´1p (4.19)
4.4 Adaptive Schwingungskompensation
Anstatt der direkten Lösung der zeitdiskreten Wiener-Hopf Gleichung (4.19) kann eine
iterative Lösung durch Schätzung des Gradienten ∇ξpnq der Fehleroberfläche ermittelt
werden, so dass in jedem Iterationsschritt die Koeffizienten des FIR-Filters
wpn` 1q “ wpnq ´ µ∇ξpnq (4.20)
in Richtung der Wiener-Lösung adaptiert werden, wobei die Konstante µ die Schrittweite
der Adaption bestimmt. Widrow und Hoff [158, 156] nutzten erstmals den augenblicklichen
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Abbildung 4.7: Adaptive Störgrößenkompensation durch den FxLMS-Algorithmus
quadratischen Fehler ξˆ “ e2pnq zur Schätzung des mittleren quadratischen Fehlers, womit
der Gradient als
∇ξˆpnq “ 2 r∇epnqs epnq (4.21)
geschrieben werden kann [160, 98] und sich für ein System nach Abbildung 4.6 mit
epnq “ dpnq ´wT pnqx1pnq (4.22)
∇epnq “ ´x1pnq (4.23)
∇ξˆpnq “ ´2x1pnqepnq (4.24)
die Aktualisierungsgleichung für das Kompensationsfilter zu
wpn` 1q “ wpnq ` 2µx1pnqepnq (4.25)
bestimmen lässt [160, 98]. Gleichung (4.25) stellt den LMS-Algorithmus dar, der gegen die
Wiener Lösung der Filterkoeffizienten konvergiert, wobei ein wesentlicher Vorteil in der
Einfachheit der Umsetzung und der Vermeidung komplexer Operationen, wie die Inversion
der Eingangsautokorrelationsmatrix nach Gleichung (4.19), liegt. Bei realen mechanischen
Systemen findet die Superposition der Streckenausgangssignale von P pzq und von Spzq
innerhalb der Struktur statt, weshalb W pzq nur auf den Eingang der Sekundär- oder Re-
gelstrecke Spzq wirken kann und diese in der Reihenfolge vertauscht werden müssen, was
für lineare Sekundärstrecken und große Zeitkonstanten des Adaptionsprozesses bezogen
auf die Zeitkonstante der Sekundärstrecke durchgeführt werden darf [160]. Da der Fehler
epnq nun nicht mehr am Ausgang vonW pzq gebildet wird, können die Übertragungseigen-
schaften von Spzq für Adaption vonW pzq nicht vernachlässigt werden und müssen in Form
eines parametrischen Modells Sˆpzq der Strecke berücksichtigt werden. Diese Variante des
in Gleichung (4.25) vorgestellten stochastischen Gradientenverfahrens wird nach Widrow
[160] als Filtered-Reference-Least-Mean-Squares (FxLMS) Algorithmus bezeichnet.
Der FxLMS-Algorithmus wurde in unterschiedlichen Anwendungen zur Schall- und
Vibrationsunterdrückung erfolgreich eingesetzt [28, 97, 131, 83] und wird aufgrund der
Verwendung eines Referenzsignals oftmals als Gegensteuerung bezeichnet, da die Stör-
größe durch Aufschaltung eines geeigneten entgegengerichteten Signals kompensiert wird.
Gerade bei der Anwendung auf durch Rotationsmaschinen eingeleitete harmonische oder
periodische Störgrößen lässt sich ein solches Referenzsignal oftmals durch Schätzung oder
Messung der Drehzahl generieren und für die Schwingungskompensation nutzen. Eine de-
taillierte Beschreibung des Algorithmus und seiner Herleitung finden sich [160, 31, 65],
weshalb hier nur auf die wesentlichen Eigenschaften eingegangen wird.
Abbildung 4.7 zeigt die Blockschaltbilddarstellung des FxLMS-Algorithmus mit der
Sekundär- oder Regelstrecke Spzq dem Modell der Regelstrecke Sˆpzq, dem Kompensations-
filter Wcpzq und dem Adaptionsalgorithmus nach dem Verfahren der kleinsten Quadrate
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(LMS). Nach Herleitung des Algorithmus [160, 98] wird die Minimierung von e2pnq durch
die Aktualisierungsgleichung (4.26) für die Koeffizienten des FIR-Filters Wcpzq erreicht,
wcpn` 1q “ wcpnq ´ µxf pnqepnq (4.26)
wobei wcpnq den Koeffizientenvektor nach Gleichung (4.27), xf pnq den Vektor der gefil-
terten Referenzsignale der letzten Abtastschritte nach Gleichung (4.28), µ die Adaptions-
konstante und L die Anzahl der Filterkoeffizienten darstellt.
wcpnq “ rwc0pnq wc1pnq ¨ ¨ ¨ wcL´1pnqsT (4.27)
xf pnq “ rxf pnq xf pn´ 1q ¨ ¨ ¨ xf pn´ L` 1qsT (4.28)
Grundlegende Eigenschaften des Algorithmus, wie die quadratische Fehleroberfläche von
e2pnq in Abhängigkeit der Filterkoeffizienten wcpnq zur Konvergenz des Algorithmus in
Richtung der optimalen Lösung und die vergleichsweise einfache Schätzung des stochasti-
schen Gradienten in jedem Abtastschritt ohne Inversion von R, sind weiterhin gegeben.
Da die Adaptionsschrittweite durch µ beeinflusst wird, müssen für die Stabilität des
Algorithmus die Grenzen nach Gleichung (4.29) beachtet werden [160].
0 ă µ ă 1pL` 1qPx (4.29)
Die Leistung des Eingangssignals des LMS-Algorithmus Px ist hierbei als Erwartungswert
von xf pnq mit
Px “ Erx2f pnqs (4.30)
definiert, welcher nach Gleichung (4.31) über eine endliche Anzahl L von Abtastwerten
in Form eines Moving-Average (MA) Prozesses geschätzt werden kann [98]
Pˆxpnq “ x
T
f pnqxf pnq
L
(4.31)
oder durch ein, in Bezug auf Rechenoperationen und Speichernutzung, weniger aufwendi-
ges und rekursives Filter 1. Ordnung mit ζ als der Zeitkonstante des Filters, welches den
Mittelwert der quadrierten Abtastwerte des Eingangssignals nach Gleichung (4.32) bildet
[107, 98].
Pˆxpnq “ p1´ ζqPˆxpn´ 1q ` ζx2pnq (4.32)
Wird eine variable Konvergenzrate nach Gleichung (4.33) eingeführt, entsteht hieraus der
normierte LMS-Algorithmus (nLMS) [114] mit einer Sicherheitskonstante ν, um µpnq für
sehr kleine Signalleistungen zu begrenzen.
µpnq “ β
Pˆxpnq ` ν
, 0 ă β ă 2 (4.33)
Das Aktorsignal ypnq wird durch aperiodische Faltung des Referenzsignals xpnq mit den
Koeffizienten wcpnq des Kompensationsfilters nach Gleichung (4.34) berechnet, wobei der
Eingangssignalvektor xpnq die gleiche Struktur wie xf pnq besitzt.
ypnq “ xT pnqwcpnq (4.34)
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Soll der Algorithmus nicht bis zur optimalen Lösung des Kompensationsfilters konvergie-
ren, beispielsweise um die Amplitude des Aktorsignals zu begrenzen [31] oder um die
Stabilität des Algorithmus bei Rundungsungenauigkeiten oder Modellierungsunsicher-
heiten der Sekundärstrecke zu erhöhen [98], so kann ein Vergessensfaktor γ eingeführt
werden. Modellierungsunsicherheiten der Sekundärstrecke oder Rundungsfehler können
hierbei durch den oftmals begrenzten, auf der Signalverarbeitungshardware darstellbaren
Zahlenbereich auftreten, wobei Elliott [31] anmerkt, dass in vielen Anwendungen selbst ein
kleiner Wert für γ die Stabilität das Algorithmus deutlich erhöht, ohne die Leistungsfähig-
keit signifikant einzuschränken. Die Aktualisierungsgleichung für den FxLMS-Algorithmus
mit Vergessensfaktor verändert sich damit zu
wcpn` 1q “ p1´ µγqwcpnq ´ µxf pnqepnq. (4.35)
4.5 Mehrkanalige Schwingungskompensation
Besitzt das zu kompensierende System mehrere Ein- und Ausgänge, wie in Abbildung 3.1
mit den Strecken H11 bis HMK dargestellt ist, so erweitert sich der einkanalige FxLMS-
Algorithmus zu einer mehrkanaligen Version, welcher die Summe der mittleren quadra-
tischen Fehler der M Fehlererfassungsorte e1,e2,. . . eM minimiert [38, 98]. Abbildung 4.8
zeigt eine mehrkanalige Kompensation nach dem FxLMS-Algorithmus mit einem Refe-
renzsignal, M Fehlersignalen und K Kompensationsfiltern.
Die Strecken Sˆ11 bis SˆMK stellen Modelle der im realen System vorhandenen Strecken
H11 bisHMK dar, welche in Form einer Übertragungsfunktionsmatrix Sˆpzq nach Gleichung
(3.17) geordnet werden. Zur Berechnung der K Kompensationssignale y1 bis yK werden
K Kompensationsfilter in Form eines langen Kompensationfiltervektors
wcpnq “ rwT1cpnqwT2cpnq ¨ ¨ ¨wTKcpnqsT (4.36)
benötigt, welche durch Faltung mit der KLˆK Referenzsignalmatrix der letzten Abtast-
schritte des Referenzsignals »———–
xpnq 0 ¨ ¨ ¨ 0
0 xpnq 0 ¨ ¨ ¨
... 0 . . . 0
0 ¨ ¨ ¨ 0 xpnq
fiffiffiffifl (4.37)
berechnet werden. Durch Filterung von xpnq mit Sˆpzq nach Gleichung (4.38)
Xf pnq “ SˆT pnq f xpnq (4.38)
wird die KL ˆM Matrix der gefilterten Referenzsignale der vergangenen Abtastschritte
gebildet [98] »———–
xf11pnq xf12pnq ¨ ¨ ¨ xf1Mpnq
xf21pnq xf22pnq ¨ ¨ ¨ xf2Mpnq
...
... . . .
...
xfK1pnq xfK2pnq ¨ ¨ ¨ xfKMpnq
fiffiffiffifl . (4.39)
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Abbildung 4.8: Mehrkanalige Schwingungskompensation mit dem FxLMS-Algorithmus
Die Aktualisierungsgleichung für die K Kompensationsfilter erweitert sich zu
wcpn` 1q “ wcpnq ` µXf pnqepnq (4.40)
und kann ebenfalls in K Aktualisierungsgleichungen partitioniert werden.
wkcpn` 1q “ wkcpnq ` µ
Mÿ
m“1
xfkmpnqempnq, k “ 1,2, . . . K (4.41)
Die K ˆ M gefilterten Referenzsignale xf11 bis xfMK werden ebenfalls durch K ˆ M
Faltungen der Einträge der Sekundärstreckenmatrix Sˆpzq mit xpnq berechnet, woraus sich
oftmals ein wesentlicher Teil des Rechenaufwands des Algorithmus bestimmt [31].
4.6 Schmalbandige Schwingungskompensation
Ist die Störgröße dpnq stark bandbegrenzt oder besteht diese nur aus einem harmonischen
Signal, so kann der FxLMS-Algorithmus in Form eines adaptiven Kerbfilters [100, 98]
modifiziert werden, so dass genau eine Frequenzkomponente aus dem Störsignal entfernt
wird. Durch parallele Ausführung in Form eines Multiple-Reference-FxLMS-Algorithmus
können wiederum mehrere harmonische Störungen kompensiert werden, wie dies oftmals
bei durch Verbrennungsmotoren eingeleitete Vibrationen notwendig ist [98, 83]. Da die
Störgröße in diesem Fall mit der Drehzahl korreliert ist [9], bietet sich eine Modellierung
dessen in Form eines durch die Drehzahl parametrisierten Oszillators an. Stellt der Oszilla-
tor Quadratursignale in Form von zwei zueinander orthogonalen Signalen zur Verfügung,
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Abbildung 4.9: Schmalbandige adaptive Schwingungskompensation
so kann der FxLMS-Algorithmus durch ein Kompensationsfilter mit zwei Gewichten wc0
und wc1 realisiert werden (Abbildung 4.9).
Der Algorithmus besitzt durch die Nutzung der orthogonalen Referenzsignalkompo-
nenten xf0 und xf1 besonders günstige Konvergenzeigenschaften, da beide Gewichte mit
linear unabhängigen Signalen aktualisiert werden. Hierdurch verschwinden die neben der
Hauptdiagonale liegenden Elemente der Eingangsautokorrelationsmatrix und beide Eigen-
werte werden gleich [95]. Da die Konvergenzgeschwindigkeit des Algorithmus von der Ei-
genwertspreizung χ der Eigenwerte λi der Eingangsautokorrelationsmatrix abhängt (Glei-
chung (4.42))
χ “ λmax
λmin
(4.42)
ergibt sich für χ “ 1 optimale Konvergenz und die Gewichte werden unabhängig von-
einander adaptiert [31]. Als Ergebnis wird durch Summation der beiden Komponenten
y0 und y1 des Aktorsignals ein in Amplitude und Phase optimales Kompensationssignal
erzeugt, welches den Erwartungswert von e2pnq minimiert. Mit den Referenzsignalen
x0pnq “ A cospω0pnqq (4.43)
x1pnq “ A sinpω0pnqq (4.44)
lässt sich das Ausgangssignal zu
ypnq “ wc0pnqx0pnq ` wc1pnqx1pnq (4.45)
bestimmen, wobei die Aktualisierungsgleichungen für die Koeffizienten mit
w0pn` 1q “ w0pnq ` µxf0pnqepnq (4.46)
w1pn` 1q “ w1pnq ` µxf1pnqepnq (4.47)
gegeben sind. Kuo und Morgan [99, 95] und Elliott und Boucher [38, 14, 31] haben gezeigt,
dass der Einfluss der Modellierungsungenauigkeiten des Sekundärstreckenmodells auf die
Stabilität des schmalbandigen FxLMS-Algorithmus für eine harmonische Störung dpnq
mit der Kreisfrequenz ω0 anhand der Übertragungsfunktion vonDpzq nach Epzq bestimmt
werden kann. Hierbei kann das Sekundärstreckenmodell Sˆpzq für die Frequenzstützstelle
ω0 mit Amplitude As und Phase φs als
Sˆpzq “ Asejφs (4.48)
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Abbildung 4.10: Systemidentifikation mit einem adaptiven FIR-Filter
beschrieben werden und die Strecke Hpzq “ Epzq
Dpzq zu
Hpzq “ 1´ 2z cos pω0q ` z
2
1´ 2z cos pω0q ` z2 ` βSpzqrz cos pω0 ` φsq ´ cos pφsqs (4.49)
β “ LµAs
2
(4.50)
angegeben werden. Für sehr langsame Konvergenz des Algorithmus mit β Ñ 0 und einem
hierdurch nahezu zeitinvarianten Kompensationsfilter W pzq kann dieses mit Spzq ver-
tauscht werden und die Stabilität des Systems anhand der Pollagen von Hpzq analysiert
werden [38, 95]. Hpzq besitzt komplex konjugierte Pole bei
rp “
a
1´ β cos pφ∆q (4.51)
mit φ∆ “ φs´φsˆ als dem Phasenfehler zwischen Spzq und Sˆpzq, woraus sich eine Stabilität
von Hpzq und damit des FxLMS-Algorithmus für einen Modellfehler von
´900 ă φ∆ ă 900 (4.52)
ergibt [38, 95].
4.7 Systemidentifikation
Wird ein Aufbau entsprechend Abbildung 4.10 gewählt, so ist direkt ersichtlich, dass nach
Transformation der Signale in den z-Bereich wiederum der Fehler
Epzq “ XpzqSpzq ´XpzqW pzq (4.53)
bestimmt werden kann und für Epzq “ 0 das Filter W pzq gleich der Strecke Spzq werden
muss. Wird zur Adaption des Filters W pzq wiederum der LMS-Algorithmus genutzt und
W pzq wird als FIR-Filter umgesetzt, so bildetW pzq nach Konvergenz des Algorithmus ein
parametrisches Streckenmodell von Spzq ab. Das Verfahren kann in diesem Fall zur Sy-
stemidentifikation genutzt werden, weshalb das zur Umsetzung des FxLMS-Algorithmus
benötigte unbekannte Sekundärstreckenmodell Sˆpzq aus Abbildung 4.7 durch eine Appro-
ximation von Spzq mit einem FIR-Filter bestimmt werden kann [160]. Da das FIR-Filter,
wie in Abschnitt 3.4 dargestellt, die Impulsantwort des identifizierten Systems abbildet,
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Abbildung 4.11: Systemidentifikation mit einem adaptiven IIR-Filter nach dem Equation-Error
Verfahren
kann dies bei schwach gedämpften Systemen zu hohen Filterordnungen führen, allerdings
können prinzipiell beliebig viele Eigenfrequenzen des Systems unabhängig von der Anzahl
der Koeffizienten modelliert werden, was bei einer hohen modalen Dichte einen Vorteil
darstellt.
Eine Alternative ist die Identifikation der Strecke mit einer IIR-Struktur des Filters,
zum Beispiel nach dem Equation-Error Verfahren (Abbildung 4.11, [31]), was bei einer
zeitdiskreten Darstellung des mechanischen Systems mit einem Freiheitsgrad nach Glei-
chung (3.34) zu einem Filter mit drei Zähler und drei Nenner Koeffizienten führen würde,
unabhängig von der Dämpfung des Systems. Hierbei muss die Filterordnung der Anzahl
der zu schätzenden Pole oder näherungsweise der Anzahl der Eigenfrequenzen des Systems
angepasst werden.
Epzq “ Dpzq ´ Y pzq (4.54)
“ Xpzq rSpzq p1´ Apzqq ´Bpzqs (4.55)
Gleichung (4.55) zeigt die Bestimmung des Fehlers für das Equation-Error Verfahren,
wobei für Epzq “ 0 die Strecke zu
Spzq “ Bpzq
1´ Apzq (4.56)
abgebildet werden muss. Ein Vorteil des Equation-Error Verfahrens zur Adaption des IIR
Filters liegt dabei in der Konvergenz der Koeffizienten zu einem globalen Minimum der
Fehleroberfläche des mittleren quadratischen Fehlers [31], jedoch kann der Algorithmus
bei Vorliegen von Meßrauschen nicht die realen Parameter des Systems identifizieren und
durch die rekursive Struktur des Filters zu nicht stabilen Modellen führen (Abschnitt 3.4).
Weiterhin können die geschätzten Einzelstrecken in Form der Übertragungsmatrix
(3.17) angeordnet werden, um ein MIMO-System abzubilden oder in die Zustandsraum-
darstellung nach Gleichungen (B.1) bis (B.5) umgeformt werden [80], was die Möglichkeit
einer Reduktion der Modellordnung, beispielsweise über eine balancierte Reduktion der
Freiheitsgrade [151], eröffnet.
Kapitel 5
Konzeptfindung und Simulation
In diesem Kapitel werden grundsätzliche Verfahren und ihre Eignung zur aktiven Schwin-
gungskompensation und aktiven Dämpfung mechanischer Strukturen anhand eines einfa-
chen numerischen Modells einer aktiven Lagerung untersucht. Hierbei liegt das Ziel nicht
in einer möglichst exakten Abbildung des mechanischen Strukturverhaltens, der aktiven
Elemente und der Störgröße, vielmehr soll das Modell für vergleichende Untersuchungen
verschiedener Konzepte mit etablierten Verfahren genutzt werden, wie sie zum Beispiel in
Form des mehrkanaligen FxLMS-Algorithmus zur Schwingungskompensation mit mehre-
ren Aktoren erfolgreich angewendet wurden [28, 131, 83].
Da der Rechenaufwand der Algorithmen ein limitierendes Kriterium für die erfolgreiche
Umsetzung des Gesamtsystems darstellen kann und bei einer steigenden Anzahl räumlich
verteilter Aktoren und Sensoren die Umsetzung in Form eines Netzwerks sinnvoll sein
kann, konzentrieren sich die Untersuchungen auf Verfahren, welche für die Implementie-
rung auf verteilten eingebetteten Systemen geeignet sind.
5.1 Simulationsmodell
Zur Untersuchung möglicher Konzepte zur dezentralen aktiven Dämpfung der mechani-
schen Struktur wie auch zur Erprobung und Implementierung der Algorithmen zur aktiven
Schwingungskompensation wird ein vereinfachtes Modell einer aktiven Lagerung verwen-
det, welches in Abschnitt 4.1 (Abbildung 4.3) bereits vorgestellt wurde. Als Parameter des
mechanischen Systems wurden die Werte nach Tabelle 5.1 verwendet. Abbildung 5.1 zeigt
die Übertragungsstrecken des kontinuierlichen und des mit einem Intervall von T “ 1 ms
Größe Symbol Wert Einheit
Masse des Stabs m 1,0 kg
Trägheitsmoment des Stabs j 0,0833 kg m
Abstand zum Schwerpunkt l1 0,05 m
l2 0,05 m
Federsteifigkeit k1 150ˆ 103 N{m
k2 300ˆ 103 N{m
Dämpfungskonstante d1 5,0 N s{m
d2 10,0 N s{m
Tabelle 5.1: Parameter des Modells der aktiven Lagerung
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Abbildung 5.1: Übertragungsstrecken des Modells der aktiven Lagerung
diskretisierten Modells, wobei eine Diskretisierung mit einem Halteglied erster Ordnung
verwendet wurde [49]. Dargestellt sind die Übertragungsstrecken zwischen den als Akto-
ren dienenden Kräften F1 und F2 und den als Sensoren dienenden Beschleunigungen :z1
und :z2, welche die Regelstrecken des Mehrgrößensystems darstellen.
Als Störgröße wurde ein aus acht Harmonischen überlagertes Signal verwendet, an-
gelehnt an eine Störgröße, die bei rotierenden Maschinen durch Unwuchterregung verur-
sacht wird [44], weshalb mit einer über der Frequenz konstanten Verschiebung an den
Fußpunkten z3 und z4 angeregt wird. Bei rotierenden Maschinen werden die Grundfre-
quenz und die Harmonischen häufig als Ordnungen bezeichnet, wobei die erste Ordnung
der Grundfrequenz der Welle als Bezugsdrehzahl entspricht [89]. Die relativen Verhält-
nisse der Amplituden sind an eine gemessene Störgröße eines Verbrennungsmotors mit
vier Zylindern und einer dominierenden 2. Ordnung angelehnt [68], wobei eine maximale
Amplitude von 30 µm für die 2. Ordnung und ein überlagertes stochastisches Rauschen
mit einem Pegel von 40 dB unter der maximalen Amplitude verwendet wird. Abbildung
5.2 zeigt Campbell-Diagramme der Sensorsignale :z1 und :z2, welche über dem simulierten
Hochlauf der Störgröße aufgenommen wurden, wobei die Grundfrequenz innerhalb von
60 s linear von 600 min´1 bis 7500 min´1 verändert wurde. Die Systemantworten werden
über der Anregungsdrehzahl dargestellt, wodurch die frequenzveränderlichen Harmoni-
schen der Störgröße als diagonale Linien im Diagramm sichtbar werden und anhand der
Graustufendarstellung die Amplitude der Störgröße in Dezibel bezogen auf eine Beschleu-
nigung von 1 g ersichtlich ist.
5.1 Simulationsmodell 39
Abbildung 5.2: Campbell-Diagramme der Sensorgrößen :z1 (Links) und :z2 (Rechts) der passi-
ven Struktur (Oben), für eine Kompensation der 2. Ordnung durch den mehrkanaligen FxLMS-
Algorithmus (Mitte) und für eine Kompensation der 2. Ordnung durch den mehrkanaligen nor-
mierten FxLMS-Algorithmus (Unten)
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Abbildung 5.3: Zeitbereichsbestimmung des Ordnungsschnitts
5.2 Schwingungskompensation mit dem schmalbandi-
gen FxLMS-Algorithmus
Wird eine adaptive Schwingungskompensation der 2. Ordnung mit dem schmalbandigen
FxLMS-Algorithmus durchgeführt und eine Umsetzung des mehrkanaligen Algorithmus
nach Abschnitt 4.5 und 4.6 gewählt, so ergibt sich die in Abbildung 5.2 unten dargestellte
Reduktion der Störgröße im Vergleich zur passiven Struktur in Abbildung 5.2 oben. Die
numerische Simulation des Strukturmodells und des Kompensationsalgorithmus wurde
unter Matlab/Simulink umgesetzt, wobei zur Abbildung der Übertragungsmatrix Sˆpzq
ideale Strecken in Form des Zustandsraummodells der Struktur verwendet wurden.
Eine Kompensation der Störgröße ist möglich, wobei sich die Dynamik der Sekundär-
strecke auf das Konvergenzverhalten des Kompensationsalgorithmus auswirkt (Gleichung
(4.42)), was anhand der guten Reduktion im Bereich der Resonanzen und einer Verschlech-
terung im Bereich der Antiresonanz des Campbell-Diagramms des zweiten Sensors sicht-
bar ist (Abbildung 5.2, rechts). Deutlicher ist dies ersichtlich in einem Ordnungsschnitt,
der den Pegel der Ordnung über der Drehzahl darstellt, welcher durch eine schmalban-
dige Auswertung des Sensorsignals und anschließender Bildung des Effektivwerts gewon-
nen wird. Abbildung 5.4 zeigt in der oberen Zeile einen Ordnungsschnitt der zweiten
Ordnung, welcher durch Filterung im Zeitbereich mit einem über der Drehfrequenz nach-
geführtem frequenzvariablen Bandpass 2. Ordnung der Güte Qbp “ 5 und anschließender
Berechnung des momentanen quadratischen Mittelwerts erzeugt wurde (Abbildung 5.3).
In der unteren Zeile von Abbildung 5.4 sind zusätzlich die Verläufe der Koeffizienten der
Kompensationsfilter dargestellt, in denen sich die steilsten Gradienten der Koeffizienten
im Bereich der Resonanzstellen der Struktur ergeben, wo ebenfalls die stärkste Reduktion
der Störgröße sichtbar ist.
Im Weiteren wird eine Sensitivitätsanalyse der Konvergenzkonstante µ und des Verges-
sensfaktors γ in Abhängigkeit der Güte der adaptiven Schwingungskompensation durchge-
führt. Als Gütemaß Afx der Schwingungskompensation kann der quadratische Mittelwert
des Vektors der diskretisierten Sensorsignale des Hochlaufs nach Gleichung (5.1)
zn,rms “
gffe 1
N
Nÿ
k“1
:z2npkq (5.1)
verwendet werden, welcher anschließend über alle Sensorsignale M summiert und auf den
quadratischen Mittelwert der Sensorsignale des passiven Systems nach Gleichung (5.2)
Afx “ 20 log
˜ řM
m“1 zm,rms,ařM
m“1 zm,rms,p
¸
(5.2)
bezogen wird.
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Abbildung 5.4: Ordnungsschnitte der Sensorgrößen :z1 (Links) und :z2 (Rechts) der passiven
Struktur, mit einer Kompensation der 2. Ordnung durch den mehrkanaligen FxLMS-Algorithmus
und mit einer Kompensation der 2. Ordnung durch den mehrkanaligen normierten FxLMS-
Algorithmus (Oben) und Koeffizienten der Kompensationsfilter über der Drehzahl (Unten)
Für die Variation der Konvergenzkonstante im Bereich von µ “ 5ˆ 10´7 . . . 5ˆ 10´5
und des Vergessensfaktors im Bereich von µ “ 2ˆ 10´2 . . . 2ˆ 104 ergibt sich der Verlauf
nach Abbildung 5.5. N stellt die Anzahl der Abtastschritte dar, wobei in Abbildung 5.5
die Konvergenzkonstante µ auf der x-Achse, der Vergessenfaktor γ auf der y-Achse und
die Güte Afx auf der z-Achse aufgetragen sind. Für die Konvergenzkonstante ergibt sich
für das vorgegebene System ein Minimum von Afx für µ “ 1,5ˆ 10´5, für den Vergessens-
faktor zeigt sich kein eindeutiges Minimum, wobei ab einem Wert von γ “ 2,0ˆ 10´1 eine
Begrenzung der Konvergenz einsetzt, die sich bis zu einer vollständigen Einschränkung
der Adaption führen lässt. Diese Werte wurden für die Simulation des schmalbandigen
FxLMS-Algorithmus mit den in Abbildung 5.2 und 5.4 dargestellten Ergebnissen genutzt.
Zur leistungsgesteuerten Anpassung der Konvergenzkonstante bietet sich, wie in Ab-
schnitt 4.4 dargestellt, eine Normierung auf die geschätzte Eingangssignalleistung an,
weshalb in den Ordnungsschnitten der 2. Ordnung in Abbildung 5.4 zusätzlich Ergebnisse
des normierten FxLMS (nFxLMS) Algorithmus dargestellt sind, wodurch sich über den
gesamten Frequenzbereich eine verbesserte Reduktion des Beschleunigungspegels im Ver-
gleich zum nicht normierten FxLMS-Algorithmus ergibt. Die deutlichsten Unterschiede
ergeben sich wie erwartet in den Bereichen, wo geringe Eingangssignalpegel vorliegen und
somit durch die Normierung die Konvergenzkonstante erhöht wird, grundlegend bleibt
jedoch eine geringe Reduktion der Störgröße im Bereich der Antiresonanz bestehen.
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Abbildung 5.5: Sensitivitätsanalyse der Adaptionsschrittweite µ und des Vergessensaktors γ
auf die Güte der adaptiven Schwingungskompensation Afx
5.3 Verteilte adaptive Schwingungskompensation
Werden mehrere Aktoren und Sensoren zur Regelung benutzt, so ergeben sich für die
Realisierung des Regelungssystems mehrere Möglichkeiten, wobei die Wahl der Topo-
logie von den Eigenschaften des mechanischen Struktursystems abhängt. Grundsätzlich
bietet sich zur Regelung eines vollständig gekoppelten mechanischen Systems, bei dem
die Übertragungsmatrix nach Gleichung (3.17) voll besetzt ist, ebenfalls eine vollständig
gekoppelte Mehrgrößenregelung an [103], bei der die Reglermatrix R für den Fall der
Ausgangsrückführung nach Gleichung (3.20) ebenfalls vollständig besetzt ist. Bei sehr
großen Strukturen mit vielen Aktoren und Sensoren ist dieses Vorgehen unter Umständen
nicht zweckmäßig und führt zu einem sehr hohem Aufwand für das Signalverarbeitungs-
system. Weiterhin kann eine strukturbeschränkte Regelung ausgelegt werden, bei der die
Reglermatrix nicht voll besetzt ist und somit nicht alle Eingänge mit allen Ausgängen
verkoppelt [103] sind. Ein Sonderfall der strukturbeschränkten Regelung ist die dezen-
trale Ausgangsrückführung, bei der die Reglermatrix R (Gleichung (3.20)) nur Einträge
auf der Hauptdiagonalen aufweist [46, 103]. Für aktive Strukturen ist dieser Ansatz, wie
in Abschnitt 4.2 dargestellt wird, vielfach erfolgreich angewendet worden und besitzt bei
geeigneter Aktor- und Sensorpositionierung besonders günstige Stabilitätseigenschaften
[128, 16].
Bezieht man die Umsetzung des Signalverarbeitungssystems in die Systemauslegung
mit ein, bieten sich die in Abbildung 5.6 prinzipiell skizzierten Möglichkeiten für die Aus-
legung des Mehrgrößenregelungssystems, wobei in Abbildung 5.6 a) ebenfalls das Eingrö-
ßensystem dargestellt ist, in 5.6 b) das dezentrale Mehrgrößensystem und in 5.6 d) das
zentralisierte, vollständig gekoppelte Mehrgrößensystem. Wird ein Kommunikationsmedi-
um zum Informationsaustausch zwischen räumlich verteilten Signalverarbeitungseinheiten
eingeführt, so kann bei fehler- und verzögerungsfreier Übertragung formal ein verteiltes
Regelungssystem ausgelegt werden (Abbildung 5.6 c)). In der Fahrzeug-, Luftfahrt- und
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Abbildung 5.6: Topologien zur Regelung und Signalverarbeitung bei Systemen mit mehre-
ren Aktoren und Sensoren, Eingrößensystem a), Dezentrales Mehrgrößensystem b), Verteiltes
Mehrgrößensystem c), Mehrgrößensystem d)
Automatisierungstechnik verwendete Bus- und Netzwerksysteme mit deterministischer
Datenübertragung sind hierzu in Abschnitt 2.4 aufgeführt.
Analog zur Auslegung des Regelungssystems, zum Beispiel für eine aktive Schwin-
gungsdämpfung, kann für die Schwingungskompensation nach Abschnitt 4.5 eine dezen-
trale, verteilte oder zentralisierte Topologie gewählt werden. Entsprechend der dezentralen
Umsetzung des Regelungssystems wird für die dezentrale aktive Schwingungskompensa-
tion ein Systemaufbau benötigt, bei dem für K “M Aktoren und Sensoren K Diagonal-
elemente der Übertragungsmatrix (Gleichung (3.17)) als Sekundärstreckenmodelle iden-
tifiziert werden müssen. Für das zentralisierte Mehrgrößensystem wird, wie in Abschnitt
4.5 dargestellt wird, die Schätzung der vollständigen KˆM Sekundärstreckenmatrix Sˆpzq
benötigt, wodurch im Unterschied zur dezentralen Umsetzung, der mittlere quadratische
Fehler aller Sensoren minimiert wird [38].
Oftmals wird ein großer Teil der Rechenoperationen pro Abtastintervall für die Be-
rechnung der Sekundärstreckenmodelle benötigt, weshalb eine dezentrale Umsetzung bei
Nutzung vieler Aktoren und Sensoren interessant ist. Elliott und Boucher [33] zeigten, dass
eine Realisierung der dezentralen Schwingungskompensation möglich ist, jedoch durch ge-
eignete Wahl des Vergessensfaktors stabilisiert werden muss (Gleichung (4.35)), womit ein
Verlust der Leistungsfähigkeit der Schwingungskompensation eintritt. Wird für die aktive
Schwingungskompensation ein Systemaufbau nach Abbildung 5.6 c) gewählt, so kann in
einem ersten Schritt der gesamte Rechenaufwand des Algorithmus nicht verringert werden,
jedoch auf mehrere Signalverarbeitungseinheiten verteilt werden.
Eine Möglichkeit zur verteilten Realisierung des MIMO-FxLMS-Algorithmus zeigt Ab-
bildung 5.7, wobei die Struktur des MIMO-FxLMS-Algorithmus aus Abbildung 4.8 erhal-
ten bleibt, jedoch auf jedem Signalverarbeitungsknoten nur eine Spalte der Übertragungs-
matrix Sˆpzq berechnet werden muss. Weiterhin müssen in jedem Abtastintervall das Re-
ferenzsignal xpnq und die Fehlersignale e1pnq bis eMpnq über ein Kommunikationsmedium
übertragen und jedem Knoten zur Verfügung gestellt werden, was in Abbildung 5.7 durch
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Abbildung 5.7: Verteilte Umsetzung einer adaptiven Schwingungskompensation durch Parti-
tionierung des MIMO-FxLMS-Algorithmus
die Schnittstelle IF angedeutet ist. Durch die periodische Datenübertragung entstehen
Anforderungen hinsichtlich der Bandbreite und der Übertragungsart des Mediums, welche
durch die Größe der Sensordaten, die Höhe der Abtastrate, die Synchronisierung der Sig-
nalverarbeitungsknoten und die notwendige Vorherbestimmtheit der Datenübertragung
gestellt werden.
In den weiteren Abschnitten wird daher neben einer hohen Güte und Robustheit der
Schwingungskompensation ebenfalls auf eine Umsetzung der Algorithmen unter Nutzung
möglichst geringer Ressourcen der Signalverarbeitungseineiten und des Kommunikations-
mediums eingegangen, welche durch strukturdynamische Ansätze und methodische An-
passungen erreicht werden soll.
5.4 Vermaschung von aktiver Schwingungskompensa-
tion und -dämpfung
Zur Erweiterung der aktiven Schwingungskompensation kann das System mit einem Low-
Authority-Controller (LAC), wie einer dezentralen kollokierten Geschwindigkeitsrückfüh-
rung [125] oder allgemein einer analogen Ausgangsrückführung, vermascht werden [139],
wodurch sich die Leistungsfähigkeit des Gesamtsystems steigern lässt. Da die Konvergenz
der adaptiven Schwingungskompensation durch den FxLMS-Algorithmus in der allge-
meinen Form von der Eigenwertspreizung des Eingangssignals abhängt und damit von
der Dynamik der Sekundärstrecke [38], kann durch aktive Erhöhung der Strukturdämp-
fung mit den Regelgesetzen aus Abschnitt 4.1 eine Verbesserung der Konvergenz des
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Abbildung 5.8: Ordnungsschnitte der Sensorgrößen :z1 (Links) und :z2 (Rechts) der passiven
Struktur, mit Kompensation der 2. Ordnung durch den MIMO-FxLMS-Algorithmus (FxLMS)
und mit aktiver Dämpfung der Struktur durch eine dezentrale Geschwindigkeitsrückführung mit
einer Rückführverstärkung von 20 dB (VF2) und 40 dB (VF4)
-
Abbildung 5.9: Vermaschung von dezentraler Geschwindigkeitsrückführung (AD) und aktiver
Schwingungskompensation (SK)
Algorithmus erreicht werden und damit eine Erhöhung der Schwingungsreduktion [87].
Grundsätzlich kann für eine besonders einfache Systemrealisierung der LAC auch sepa-
rat betrieben werden, wobei durch die aktive Dämpfung der Struktur keine Verringerung
der eigentlichen Störung stattfindet und die mechanische Struktur daher in der Reso-
nanz mit einer geringeren Schwingamplitude auf die Anregung antwortet. Abbildung 5.8
zeigt Ordnungsschnitte der Beschleunigungspegel der beiden Fehlersensoren für eine Ge-
schwindigkeitsrückführung durch Integration der Beschleunigungen :z1 und :z2 bei einer
Rückführverstärkung von 20 dB und 40 dB im Vergleich zum MIMO-FxLMS-Algorithmus
mit den Konstanten aus Abschnitt 5.2.
Wird die aktive Schwingungskompensation nach Abbildung 5.9 mit dem LAC ver-
mascht, so ergibt sich schon bei einer geringen Erhöhung der Strukturdämpfung eine
deutlich verbesserte Reduktion der Beschleunigungspegel von :z1 und :z2, was an den Ord-
nungsschnitten in Abbildung 5.10 ersichtlich ist. Als Parameter wurden wiederum eine
Rückführverstärkung von 20 dB bei einer Konvergenzkonstante von µ “ 6ˆ 10´5 und
einem Vergessensfaktor von γ “ 1ˆ 10´2 und eine Rückführverstärkung von 40 dB bei ei-
ner Konvergenzkonstante von µ “ 3ˆ 10´3 und einem Vergessensfaktor von γ “ 1ˆ 10´3
verwendet.
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Abbildung 5.10: Ordnungsschnitte der Sensorgrößen :z1 (Links) und :z2 (Rechts) der passiven
Struktur, mit Kompensation der 2. Ordnung durch den MIMO-FxLMS-Algorithmus (FxLMS)
und den vermaschten MIMO-FxLMS-Algorithmus mit einer Rückführverstärkung von 20 dB
(Fx/VF2) und 40 dB (Fx/VF4)
Abbildung 5.9 zeigt die Vermaschung des schmalbandigen MIMO-FxLMS-Algorithmus
(SK) aus Abschnitt 4.6 mit einer dezentralen kollokierten Geschwindigkeitsrückführung
(AD) für ein aktives System mit K Aktoren und M Sensoren, wobei die Schätzung Sˆpzq
der Übertragungsmatrix in diesem Fall den LAC mit beinhaltet und daher eine Schätzung
der Übertragungsmatrix der aktiv gedämpften Struktur darstellt.
5.5 Konvergenz der vermaschten Schwingungskompen-
sation
Für veränderliche Störfrequenzen wird ein gutes Nachführen der Koeffizienten des Kom-
pensationsfilters durch den Adaptionsalgorithmus benötigt. Abschnitt 5.4 zeigte eine hö-
here Schwingungsreduktion (Abbildung 5.10) durch das vermaschte aktive System mit
einer aktiven Erhöhung der Strukturdämpfung, was auf eine verbesserte Konvergenz
schließen lässt. In diesem Abschnitt soll untersucht werden, in wie weit die durch den
Adaptionsalgorithmus bestimmten Koeffizienten von der analytisch bestimmten Lösung
des Kompensationsfilters abweichen. Hierzu wird für N Frequenzstützstellen des Hoch-
laufs die stationäre Wiener Lösung nach Gleichung (4.19) bestimmt und mit der iterativ
bestimmten Lösung des Adaptionsalgorithmus verglichen.
Für den schmalbandigen FxLMS-Algorithmus nach Abbildung 4.9 mit einer Darstel-
lung des Sekundärstreckenmodells an der Frequenzstützstelle ωt durch die Amplitude As
und die Phase φs kann die Eingangsautokorrelationsmatrix R mit dem Referenzsignal
nach Gleichung (5.4)
x0pnq “ A cospωtnq (5.3)
x1pnq “ A sinpωtnq (5.4)
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und der Amplitude des Referenzsignals A “ 1 zu Gleichung (5.6)
R “ E
„
x0f pnqx0f pnq x0f pnqx1f pnq
x1f pnqx0f pnq x1f pnqx1f pnq

(5.5)
“ E
„
A2s cos
2pωtn` φsq 0
0 A2s sin
2pωtn` φsq

(5.6)
bestimmt werden. Der Kreuzkorrelationsvektor p bestimmt sich entsprechend mit der
Amplitude Ap und Phase φp der Primärstrecke zu
p “ E “ dpnqx0f pnq dpnqx1f pnq ‰ (5.7)
“ E “ ApAs cospωtn` φpq cospωtn` φsq ApAs cospωtn` φpq sinpωtn` φsq ‰ (5.8)
wobei zur Bestimmung der Erwartungswerte von einem ergodischen Prozess ausgegangen
wird [82] und diese für die numerischen Berechnungen nach Gleichung (5.9)
Erxpnqs “ 1
N
N´1ÿ
k“0
xpkq (5.9)
geschätzt werden.
Für die numerischen Untersuchungen werden zwei Fälle untersucht, die Sensitivität des
Adaptionsalgorithmus auf die Dauer des Hochlaufs und die Sensitivität auf die Erhöhung
der Dämpfungskonstante der mechanischen Struktur, da auf diesen Parameter im realen
System durch passive oder aktive Maßnahmen Einfluss genommen werden kann.
Abbildung 5.11 rechts zeigt analytische Berechnungen der Koeffizienten des Kompen-
sationsfilters nach Gleichungen (5.6) und (5.8) und die Abweichung der Koeffizienten des
normierten schmalbandigen FxLMS-Algorithmus (nFxLMS) zum optimalen Filter nach
Wiener. Die Koeffizienten des nFxLMS-Algorithmus werden hierbei durch numerische Si-
mulation eines Hochlaufs von 20 Hz bis 250 Hz nach Abschnitt 5.2 gewonnen, wobei eine
Konvergenzkonstante von µ “ 0. 005 für alle Simulationsrechnungen verwendet und die
Dauer des Hochlaufs zwischen 6 s und 600 s variiert wurde. Für den schnellen Hochlauf
mit 6 s sind deutliche Abweichungen von der analytischen Lösung, besonders im Bereich
der Antiresonanz bei 153 Hz ersichtlich, wobei die Koeffizienten in diesem Bereich den
steilsten Gradienten besitzen. Dies wird ebenfalls in der Zusammenfassung der Ergebnis-
se nach Tabelle 5.2 deutlich, wo der Fehler ecoe zwischen den Koeffizienten der Wiener
Lösung ckw und den Koeffizienten des schmalbandigen nFxLMS-Algorithmus ckf nach
Gleichung (5.10)
ecoe “
ř2K
k“0 ‖ckw ´ ckf‖2ř2K
k“0 ‖ckw‖2
(5.10)
mit der H2-Norm der Vektoren nach Gleichung (5.11)
‖H‖2 “
gffeN´1ÿ
k“0
Hpkq2 (5.11)
für K “ 1 aufgetragen ist und sich bei Erhöhung der Hochlaufdauer eine Verringerung
des Fehlers ecoe zeigt. Für die Verifikation der analytischen Lösung der Koeffizienten wird
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Abbildung 5.11: Ordnungsschnitte der 2. Ordnung (Links) und Koeffizienten des Kompensa-
tionsfilters (Rechts) für einen Hochlauf mit normiertem FxLMS-Algorithmus (c1f , c2f ) und mit
für die stationäre Wiener Lösung (c1w, c2w) errechneten Koeffizienten bei einer Hochlaufdauer
von 6 s (Oben), 60 s (Mitte) und 600 s (Unten)
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dvar r%s z tsim rss 6 60 600 6000
0 0,95 0,64 0,21 0,03
100 0,88 0,31 0,06 0,01
200 0,78 0,18 0,05 0,02
500 0,53 0,12 0,06 0,02
1000 0,36 0,14 0,07 0,03
Tabelle 5.2: Abweichung ecoe der Koeffizienten des adaptierten Kompensationsfilters von der
Wiener Lösung, normiert auf die Abweichung des Nullvektors von der Wiener Lösung (Gleichung
(5.10)) für unterschiedliche Zeiten tsim des Hochlaufs und Variation der Dämpfungskonstante d
um dvar
weiterhin ein gesteuerter Hochlauf in der numerischen Simulation durchgeführt, bei dem
die Koeffizienten des Wiener-Filters entspechend der jeweiligen Frequenzstützstelle ausge-
wählt und zur Kompensation der Störgröße verwendet werden. Die Ergebnisse sind auf der
linken Seite von Abbildung 5.11 aufgetragen, wobei sichtbar ist, dass die Wiener Lösung
in allen Fällen eine deutlich höhere Reduktion der Störgröße liefert.
Weiterhin wird die Dämpfungskonstante der mechanischen Struktur (Abbildung 5.12)
bei konstanter Dauer des Hochlaufs von 60 s variiert, wobei sich analog zur Erhöhung der
Hochlaufdauer eine Verringerung des Fehlers ergibt (Tabelle 5.2). Dies ist interessant, da
die Zeitkonstante τe des LMS-Algorithmus, in der die Filterkoeffizienten zum Minimum
des mittleren quadratischen Fehlers konvergieren, nach [98, 160] konstant ist und nach
[98] durch den kleinsten Eigenwert λmin der Eingangsautokorrelationsmatrix R bestimmt
wird. Wird µ mit dem maximalen Wert für stabile Konvergenz nach Gleichung (5.12)
µ “ 1
λmax
(5.12)
τe « T
µλmin
“ T λmax
λmin
“ Tχ (5.13)
angenommen, so kann τe nach Gleichung (5.13) bestimmt werden, wobei T dem Abta-
stintervall entspricht. Wie bereits in Abschnitt 4.6 dargestellt, hängt τe von der Eigen-
wertspreizung χ von R ab, wobei τe minimal für χ “ 1 wird, was für den schmalbandigen
FxLMS-Algorithmus aufgrund der Erwartungswerte für R für alle Störfrequenzen ωt mit
Gleichung (5.6) nach Gleichung (5.14)
R “
»—– A
2
s
2
0
0
A2s
2
fiffifl (5.14)
und den Eigenwerten von R λ1 und λ2 nach Gleichung (5.16)
λ1 “ A
2
s
2
(5.15)
λ2 “ A
2
s
2
(5.16)
gegeben ist. Da für den normierten FxLMS-Algorithmus die Wahl der Konvergenzkon-
stante µ nicht durch den maximalen Eigenwert bestimmt wird, sondern zusätzlich von der
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Abbildung 5.12: Ordnungsschnitte der 2. Ordnung (Links) und Koeffizienten des Kompensati-
onsfilters (Rechts) für einen Hochlauf mit normiertem FxLMS-Algorithmus (c1f , c2f ) und mit für
die stationäre Wiener Lösung (c1w, c2w) errechneten Koeffizienten bei einer Hochlaufdauer von
60 s und einer Erhöhung der Dämpfungskonstante der mechanischen Struktur um 0% (Oben),
100% (Mitte) und 500% (Unten)
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Zeitkonstante des Leistungsschätzers nach Gleichung (4.32) abhängt, kann davon ausge-
gangen werden, dass bei einer schwach gedämpften Struktur die Eingangssignalleistung
durch die Amplitudenschwankungen von Spzq nicht exakt geschätzt wird.
Wird die Dynamik der Sekundärstrecke Spzq durch Erhöhung der Dämpfungskonstan-
te d verringert, so kann hierdurch die Schätzung der Momentanleistung des gefilterten
Referenzsignals verbessert werden. Durch Normierung der Konvergenzkonstante µ auf die
geschätzte Eingangssignalleistung kann für diesen Fall ebenfalls von einer besseren Schät-
zung des maximalen µ für alle ωt ausgegangen werden, wodurch χ nach Gleichung (5.13)
und damit τe minimiert und die Folgeeigenschaft des Adaptionsalgorithmus verbessert
wird. Eine weitere Möglichkeit zur Wahl der maximalen Konvergenzkonstante µ besteht
in der Verwendung einer Lookup-Tabelle, wobei diese durch Berechnung des inversen Am-
plitudengangs der Sekundärstrecke Spzq bestimmt werden kann [96] oder alternativ durch
Schätzung des Amplitudengangs von Spzq und Berechnung des maximalen µ für alle ωt
mit Anwendung von Gleichungen (5.14) und (5.16).
5.6 Stabilität der vermaschten Schwingungskompensa-
tion
Unterliegt die mechanische Struktur äußeren Einflüssen, wie zum Beispiel Temperaturver-
änderungen oder Materialermüdung, so ändern sich die durch das Sekundärstreckenmodell
Sˆpzq identifizierten Struktureigenschaften. Hierdurch tritt ein Modellfehler auf welcher,
wie in Abschnitt 4.6 dargestellt wird, Einfluss auf die Stabilität des Adaptionsalgorith-
mus hat. Im Weiteren wird daher untersucht wie sich die Erhöhung der Dämpfung der
Struktur, welche durch passive oder aktive Verfahren erzeugt werden kann, auf die Stabi-
lität der adaptiven Schwingungskompensation auswirkt, um eine höhere Robustheit des
Gesamtsystems zu erreichen.
Die Stabilität des Adaptionsalgorithmus lässt sich (Abschnitt 4.6) anhand der Pole der
Störübertragungsfunktion Hpzq beurteilen [38, 98], wobei diese für ein stabiles System-
verhalten innerhalb des Einheitskreises der z-Ebene liegen müssen [82]. Hpzq bestimmt
sich hierbei nach Gleichung (5.17) [98]
Hpzq “ 1
1` SpzqGpzq (5.17)
wobei Gpzq als Übertragungstrecke zwischen dem Aktorsignal ypnq und dem Fehlersignal
epnq nach Gleichung (5.18) [38, 98]
Gpzq “ µAs z cos pωt ´ φsq ´ cos pφsq
z2 ´ 2z cos pωtq ` 1 (5.18)
mit As als Amplitude, φs als Phase des Sekundärstreckenmodells bei der Störfrequenz
ω0 bestimmt wird. Für die Untersuchungen soll eine SISO-Schwingungskompensation mit
der Sekundärstrecke S11pzq zwischen Aktorkraft F1 und der Beschleunigung :z1 des Si-
mulationsmodells nach Abschnitt 5.1 genutzt werden. Hierbei bestimmt sich die konti-
nuierliche Übertragungsfunktionsdarstellung von S11pzq durch Anwendung von Gleichung
(4.6) auf das Zustandsraummodell mit den Matrizen (A.10) bis (A.13) (Abschnitt A) aus
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Abbildung 5.13: Darstellung der Steifigkeitsänderung von ´10% und Auswirkung auf Ampli-
tuden- und Phasengang
der Übertragungsmatrix Spzq. Durch Anwendung der bilinearen Transformation und den
Parametern des Strukturmodells (Gleichung (5.19) und Tabelle 5.1)
k1 “ k
k2 “ 2k
d1 “ d
d2 “ 2d
l1 “ l
l2 “ l
(5.19)
kann weiterhin eine analytische Formulierung der zeitdiskreten Darstellung von S11pzq
bestimmt werden, welche nach Einsetzen in Gleichung (5.17) und mit Gleichung (5.18)
Stabilitätsbetrachtungen des Adaptionsalgorithmus abhängig von den Parametern k und
d als Federkonstante und Dämpfungskonstante der mechanischen Struktur erlaubt.
Für die adaptive Schwingungskompensation mit der Sekundärstrecke S11 ergibt sich die
Störübertragungsfunktion H11pzq zwischen dpnq und epnq als rekursives Filter 6. Ordnung
zu Gleichung (5.20)
H11pzq “ 1
1` S11pzqGpzq
“ b0 ` b1z
´1 ` b2z´2 ` b3z´3 ` b4z´4 ` b5z´5 ` b6z´6
a0 ` a1z´1 ` a2z´2 ` a3z´3 ` a4z´4 ` a5z´5 ` a6z´6
(5.20)
mit den Koeffizienten b0 bis a6 nach Gleichungen (C.1) bis (C.14).
Wird eine Variation der Struktursteifigkeit über dem Parameter k durchgeführt, so
tritt durch die Änderung der Eigenfrequenzen der Struktur Spzq ein Amplituden- und
Phasenfehler zu dem als fest angenommenen Sekundärstreckenmodell Sˆpzq auf (Abbil-
dung 5.13). Die Pole von H11pzq bestimmen sich als Nullstellen des Nennerpolynoms von
H11pzq und können als konjugiert komplexe Polpaare in der z-Ebene aufgetragen werden
(Abbildung 5.14, links), wobei diese nach Gleichung (5.20) jeweils für eine Störfrequenz
ωt bestimmt werden. Für veränderliche Störfrequenzen erfolgt analog hierzu eine mehrfa-
che Auswertung von Gleichung (5.20). Durch Variation der Störfrequenz im Bereich des
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Abbildung 5.14: Darstellung der Pole der Störübertragungsfunktion in der z-Ebene (Links)
und größter Polradius (Rechts) bei Variation der Störfrequenz
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Abbildung 5.15: Variation der Steifigkeit k und Dämpfungskonstante d der mechanischen
Struktur
Hochlaufs aus Abschnitt 5.2 zeigt sich ein Wandern des Polpaars des adaptiven Kerbfilters
von der minimalen zur maximalen Störfrequenz entlang des Einheitskreises (Abbildung
5.14, links). Der Radius des Polpaars in Polarkoordinaten ist hierbei sehr dicht am Ein-
heitskreis, was die hohe Güte des Filters zur Störungsunterdrückung kennzeichnet, und
wird an einigen Frequenzstützstellen größer Eins (Abbildung 5.14, links). Diese instabilen
Bereiche lassen sich ebenfalls anhand des Phasenfehlers zwischen Sekundärstrecke Spzq
und Modell Sˆpzq bestimmen, wobei dieser für Konvergenz des Adaptionsalgorithmus nach
[38, 98] nicht mehr als ˘900 betragen darf.
Da zur Stabilitätsbetrachtung nicht alle Pole von H11pzq benötigt werden, wird zur
anschaulicheren Darstellung der größte Polradius vonH11pzq über der Störfrequenz ωt auf-
getragen (Abbildung 5.14, rechts). Im Vergleich mit dem Phasenfehler (Abbildung 5.13,
rechts) zeigt sich ein Polradius ą 1 in Bereichen, wo der Phasenfehler ą ˘900 beträgt.
Zur weiteren Untersuchung wird die Steifigkeit k im Bereich von 0% bis ´50% und die
Dämpfungskonstante d im Bereich von 0% bis zu einer Erhöhung von `1000% variiert, um
den Einfluss der passiven oder aktiven Dämpfungserhöhung auf die Konvergenz des Ad-
aptionsalgorithmus bei Strukturänderungen zu betrachten (Abbildung 5.15). Abbildung
5.16 links zeigt die Ergebnisse der Sensitivitätsanalyse für die beiden Parameter k und d,
wobei pro Parametervariation der maximale Polradius der Störfrequenzvariation nach Ab-
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Abbildung 5.16: Analytische Berechnung des maximalen Radius der Pole der Störübertra-
gungsfunktion Gpzq der adaptiven Schwingungskompensation (Links) und numerische Simula-
tion der Güte Afx der Schwingungskompensation (Rechts) bei Variation der Steifigkeit k und
Dämpfungskonstante d
bildung 5.14 rechts aufgetragen ist, um zu bestimmen, ob für die gewählten Parameter im
gesamten Hochlauf ein instabiles Verhalten auftritt. Das Diagramm nach Abbildung 5.16
links zeigt, dass bei der schwach gedämpften mechanischen Struktur schon bei einer gerin-
gen Veränderung der Steifigkeit von ´5% im Bereich der Eigenfrequenz ein ausreichend
großer Modellfehler auftritt, welcher zu einem divergierenden Adaptionsalgorithmus führt.
Weiterhin kann durch Erhöhung der Strukturdämpfung eine Konvergenz des Algorith-
mus auch für größere Steifigkeitsänderungen erreicht werden. Umgekehrt kann bei einer
erhöhten Strukturdämpfung von einer höheren Robustheit des Schwingungskompensati-
onssystems ausgegangen werden, da nach Abbildung 5.16 links bei steigender Dämpfung
höhere Steifigkeitsänderungen für ein instabiles Systemverhalten notwendig sind.
Abbildung 5.16 rechts zeigt die Auswertung transienter Simulationen der adaptiven
Schwingungskompensation des MIMO Systems anhand des Modells nach Abschnitt 5.1,
wobei identische Variationen der Steifigkeit k und Dämpfungskonstante d vorgenommen
wurden. Als Kriterium für die Konvergenz des Algorithmus wird in diesem Fall das in
Abschnitt 5.2 verwendete Gütemaß der Schwingungskompensation Afx nach Gleichung
(5.2) verwendet, wobei die quadratischen Mittelwerte der Fehlersensorsignale des aktiven
auf das passive System in logarithmischer Darstellung bezogen werden, so dass Werte
ą 0 dB eine Verschlechterung der Systemeigenschaften darstellen und als ein Divergieren
des Adaptionsalgorithmus interpretiert werden können. Grundlegend werden die vorange-
henden Untersuchungen bestätigt, und es zeigt sich ein ähnlicher Verlauf des Diagramms,
so dass sich mit zunehmender Dämpfung eine höhere Robustheit des Gesamtsystems hin-
sichtlich Strukturveränderungen des Parameters k erreichen lässt. Abweichend zeigt sich,
dass sich bereits mit einer geringeren Erhöhung der Strukturdämpfung eine konstante
Schwingungsreduktion erreichen lässt, was durch die Dauer von 60 s der Hochläufe erklärt
werden kann, wobei kein stationärer Zustand für die einzelnen Störfrequenzstützstellen
ωt erreicht wird und daher eine Divergenz des Algorithmus durch das gewählte Kriterium
des quadratischen Mittelwerts nur bei einem Verweilen an den entsprechenden Frequenz-
stützstellen auffällig wird.
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Abbildung 5.17: Schematische Darstellung der Schätzung der Störfrequenz fpnq über einen
Zähler nc
5.7 Einfluss der Frequenzschätzung
Die schmalbandige adaptive Schwingungskompensation mittels des FxLMS-Algorithmus
kann eine hohe Güte der Störgrößenreduktion erreichen, wobei die Anwendbarkeit des
Algorithmus im Wesentlichen von der Existenz oder der Erzeugung eines Referenzsignals
abhängt. Entsprechend gibt es in der Literatur Untersuchungen bezüglich des Einflus-
ses des Schätzfehlers der Referenzfrequenz auf die Güte der Schwingungskompensation
[115], wobei bereits geringe Abweichungen der geschätzten Referenzfrequenz von der tat-
sächlichen Frequenz der Störgröße zu einer deutlichen Verschlechterung der Güte der
Schwingungskompensation führen, welche auch durch Wahl eines hohen Werts der Kon-
vergenzkonstante µ nur geringfügig verbessert werden kann.
In diesem Abschnitt soll daher der Einfluss der Frequenzschätzung auf die Güte der
Schwingungskompensation am Beispiel des bisher verwendeten Simulationsmodells un-
tersucht werden, wobei die Referenzfrequenz nach Abbildung 5.17 durch Auszählen der
Grundwelle der Störgröße geschätzt wird, wie es bei einer Unwuchterregung, zum Bei-
spiel durch eine rotierende Welle, ebenfalls durch Auszählen der über einen Hallgeber Sh
erfassbaren Drehfrequenz fpnq möglich ist. Im Weiteren wird für die numerischen Un-
tersuchungen eine vermaschte adaptive Schwingungskompensation nach Abbildung 5.9
verwendet, wobei die Anzahl der Nocken Np pro Umdrehung und die Periodendauer Tc
des Zählers relativ zum Diskretisierungsintervall T der Schwingungskompensation durch
einen Faktor No zur höheren Abtastung variiert wird. Die Drehfrequenz fpnq kann hierbei
nach Gleichung (5.21)
fpnq “ 1
TdpnqNp (5.21)
Tdpnq “ Tcncpnq “ Tncpnq
No
(5.22)
bestimmt werden, wobei sich die Periodendauer Tdpnq mit dem Zählerstand ncpnq nach
Gleichung (5.22) ergibt. Hierbei zeigt sich, dass der relative Fehler der Schätzung mit stei-
gender Frequenz der Störgröße zunimmt, da hier weniger Zählerschritte für die Darstellung
der Periodendauer zur Verfügung stehen. Weiterhin besteht bei einer zeitlich variieren-
den Frequenz der Störgröße eine Zeitverschiebung zwischen tatsächlicher und geschätzter
Frequenz, da für die Auswertung von Gleichung (5.21) abgeschlossene Zählvorgänge vor-
liegen müssen, was durch Erhöhung der Anzahl der Nocken Np beeinflusst werden kann.
Abbildung 5.18 zeigt Ergebnisse der numerischen Simulationen der schmalbandigen adap-
tiven Schwingungskompensation mit Schätzung der Grundfrequenz der Störgröße, wobei
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Konfiguration efu [Hz] efo [Hz] efu{fu [-] efo{fo [-]
No “ 1, Np “ 1 0,0990 13,8889 0,0099 0,1111
No “ 10, Np “ 1 0,0100 1,5432 0,0010 0,0123
No “ 100, Np “ 1 0,0010 0,1561 0,0001 0,0012
No “ 1000, Np “ 1 0,0001 0,0156 0,0000 0,0001
No “ 100, Np “ 4 0,0040 0,6219 0,0004 0,0050
No “ 100, Np “ 16 0,0160 2,4510 0,0016 0,0196
No “ 100, Np “ 64 0,0636 9,2593 0,0064 0,0741
Tabelle 5.3: Maximale absolute und relative Schätzfehler ef und ef{f der Grundfrequenz der
Störgröße an der geringsten und höchsten Frequenz fu und fo für unterschiedliche Werte der
Polzahl Np und der Überabtastung No
in der linken Spalte Ordnungsschnitte der 2. Ordnung des ersten Fehlersensors und in der
rechten Spalte Campbelldiagramme der Signale des ersten Fehlersensors aufgetragen sind
und die Werte für Np “ r1, 1, 16, 1s und für No “ r1, 100, 1000, 100s zeilenweise variiert
werden.
Für die letzte Konfiguration wird zusätzlich eine aktive Dämpfung mit einer Rück-
führverstärkung von 40 dB verwendet. An den Ergebnissen aus Abbildung 5.18 zeigt sich
eine deutliche Abhängigkeit der Reduktion der Störgröße vom Schätzfehler der Referenz-
frequenz, welcher für die minimale Frequenz fu und die maximale Frequenz fo der in der
Simulation verwendeten Störgröße nach Tabelle 5.3 angegeben werden kann. In den in der
obersten Zeile dargestellten Ergebnissen zeigt sich darüber hinaus am Campbelldiagramm
eine Verschlechterung der der Störgröße benachbarten Frequenzbereiche, wobei auch in
den anderen Konfigurationen nicht die Güte der Schwingungskompensation mit exakter
Frequenz der Störgröße (nFxLMS) erreicht werden kann und entsprechend dem größten
Schätzfehler die Reduktion der Störgröße in den oberen Frequenzbereichen am geringsten
ist.
Abbildung 5.19 zeigt eine Sensitivitätsanalyse der Güte Afx der adaptiven Schwin-
gungskompensation nach Gleichung (5.2) in Abschnitt 5.2 bezüglich der Parameter Np
und No, wobei auf der linken Seite Ergebnisse des nicht vermaschten Systems dargestellt
sind und auf der rechten Seite Ergebnisse der vermaschten adaptiven Schwingungskom-
pensation mit einer Rückführverstärkung von 40 dB. Generell scheinen alle Graphen aus
Abbildung 5.19 gegen eine maximale mögliche Reduktion der Störgröße für die gewählten
Werte zu streben, wobei das Ergebnis der exakten Referenzfrequenz in keinem der Fälle
erreicht werden kann. Insgesamt lässt sich das Ergebnis annähern, wenn sowohl ein ge-
ringer Schätzfehler der Referenzfrequenz durch eine hohe Wahl von No vorliegt als auch
der Phasenverzug zwischen zeitveränderlicher exakter Frequenz und geschätzter Frequenz
durch eine hohe Wahl von Np gering ist. Hierbei muss bei einer Erhöhung von Np ebenfalls
No proportional erhöht werden, da sonst die Auflösung sinkt und eine geringere Güte Afx
erreicht wird (Tabelle 5.3). Für einige Kombinationen von Np und No scheint sich ein
Optimum von Afx für die linke Darstellung von Abbildung 5.19 zu ergeben, wobei diese
Werte bei einer weiteren Auswertung der Campbelldiagramme starke Schwankungen der
Frequenzschätzung zeigen und daher Verschlechterungen in benachbarten Frequenzberei-
chen aufweisen. Hinsichtlich der vermaschten adaptiven Schwingungskompensation lässt
sich eine um ungefähr 12 dB höhere Reduktion der Störgröße für alle Werte von Np und
No feststellen, welche durch die aktive Dämpfung der Struktur hervorgerufen wird, wobei
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Abbildung 5.18: Ergebnisse der numerischen Simulationen des Frequenzschätzers für verschie-
dene Konfigurationen von Np, No und der aktiver Dämpfung VF der Struktur
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Abbildung 5.19: Sensitivität der Güte Afx der Schwingungskompensation abhängig von der
Auflösung des Frequenzschätzers für eine adaptive Schwingungskompensation (Links) und ei-
ne vermaschte adaptive Schwingungskompensation mit einer Rückführverstärkung von 40 dB
(Rechts)
allerdings auch für die Konfiguration mit dem größten Schätzfehler efo{fo die Reduktion
der Störgröße relativ höher als für das nicht vermaschte System ausfällt und die Güte Afx
für alle Kombinationen von No und Np gegen einen besseren Wert der Unterdrückung der
Störgröße strebt.
5.8 Ausgedünnte Adaption der Kompensationsfilter
Zur Verringerung des Rechenaufwands kann für die Adaption der Koeffizienten des Kom-
pensationsfilters Wcpzq nach Elliott und Hamada [117, 31] bei einer großen Anzahl an
Fehlersensoren eine Bestimmung des stochastischen Gradienten mit nur einem Fehlersi-
gnal pro Abtastintervall stattfinden, wobei die Fehlersignale zyklisch gewechselt werden
und somit im zeitlichen Mittel ebenfalls eine Schätzung des stochastischen Gradienten in
Richtung der Minimierung des mittleren quadratischen Fehlers aller Sensorsignale statt-
findet (Gleichung (5.23)). Hierbei bezeichnet K mit k “ 1 . . . K die Anzahl der Aktoren
und M mit m “ 1 . . .M die Anzahl der Sensoren.
wkpn`mq “ wkpn`m´ 1q ´ µpxfkmpn`m´ 1qempn`m´ 1q (5.23)
Ebenfalls kann dieses als Scanning-Error-FxLMS (SE-FxLMS) bezeichnete Verfahren [117]
mit einer partiellen Aktualisierung der Koeffizienten des Kompensationsfilters, nach [27,
31] als partial-update-LMS-Algorithmus benannt (Gleichung (5.24)), kombiniert werden,
wodurch nur noch alle N Abtastintervalle eine Berechnung der Aktualisierungsgleichung
stattfindet (Gleichung (5.25)).
wkcpn`Nq “ wkcpnq ` µp
Mÿ
m“1
xfkmpnqempnq (5.24)
wkpn`m`N ´ 1q “ wkpn`m´ 1q ´ µpxfkmpn`m´ 1qempn`m´ 1q (5.25)
Sind die Verfahren mit „ausgedünnter“ Adaption [117, 31] ursprünglich zur Verringerung
der notwendigen Rechenoperationen des LMS-Algorithmus pro Abtastintervall entwickelt
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Abbildung 5.20: Güte der Schwingungskompensation Afx der 2. Ordnung durch den Scanning-
Error-FxLMS-Algorithmus mit partieller Aktualisierung und Abweichung der Koeffizienten des
Kompensationsfilters bei Variation der Rückführverstärkung VF des vermaschten Systems
worden, so kann durch Anwendung auf eine verteilte Topologie zur adaptiven Schwin-
gungskompensation nach Abschnitt 5.3 ebenfalls Einfluss auf die Anzahl der pro Ab-
tastintervall ausgetauschten Sensorsignale genommen werden, was direkt die benötigte
Bandbreite des Kommunikationsmediums beeinflusst [84].
Nachteil der Verfahren ist, dass wie in Gleichung (5.23) ersichtlich ist, die Schätzung
des stochastischen Gradienten nicht basierend auf allen Fehlersignalen gleichzeitig statt-
findet und somit möglicherweise nicht der ideale stochastische Gradient zur Minimierung
der Summe der mittleren quadratischen Fehler aller Sensoren geschätzt wird. Weiterhin
wird durch die partielle Aktualisierung der Koeffizienten nach Gleichung (5.24) ebenfalls
nur alle N Abtastintervalle der entsprechende stochastische Gradient in Richtung des
Minimums der Summe der mittleren quadratischen Fehler aller Sensoren geschätzt.
Da zur Kompensation der frequenzvariablen harmonischen Störgröße ein gutes Nach-
führen des Kompensationsfilters durch die Adaptionsalgorithmen notwendig ist, werden
die in diesem Abschnitt vorgestellten Algorithmen durch eine numerische Simulation an-
hand des vorangehend verwendeten und in Abschnitt 5.1 vorgestellten Modells bewertet.
Als Referenz für die Leistungsfähigkeit der Algorithmen dient der nach Gleichung (4.41)
implementierte MIMO-FxLMS-Algorithmus, der den in jedem Abtastintervall aktualisier-
ten, mit allen Fehlersignalen geschätzten stochastischen Gradienten verwendet. Abbildung
5.20 zeigt Ergebnisse der numerischen Simulationen, wobei auf der linken Seite die über die
quadratischen Mittelwerte der Fehlersensorsignale bewertete Güte Afx der Schwingungs-
reduktion der 2. Ordnung nach Gleichung (5.2) aufgetragen ist und auf der rechten Seite
die über die H2-Norm bewertete Abweichung der Koeffizienten des MIMO-SE-FxLMS-
Algorithmus zum MIMO-FxLMS-Algorithmus nach Gleichung (5.10). Hierbei bezeichnet
ckf die Koeffizienten des MIMO-SE-FxLMS-Algorithmus und ckw die Koeffizienten des
MIMO-FxLMS-Algorithmus mit K “ 2 Kompensationsfiltern. Variante 1 zeigt jeweils
die Ergebnisse des MIMO-FxLMS-Algorithmus, Variante 2 die Ergebnisse des MIMO-
SE-FxLMS-Algorithmus und die weiteren Varianten die Kombinationen des MIMO-SE-
FxLMS-Algorithmus mit einer partiellen Aktualisierung des stochastischen Gradienten,
wobei in den Varianten 3 bis 9 der Parameter N nach Gleichung (5.25) jeweils um einen
Zähler erhöht und die Konvergenzkonstante nach Gleichung (5.26) angepasst wurde, um
eine vergleichbare Konvergenz des Kompensationsfilters und der erreichten Schwingungs-
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reduktion zu erhalten. Hierbei bezeichnet µ die Konvergenzkonstante des MIMO-FxLMS-
Algorithmus, M die Anzahl der Fehlersensoren und µp die Konvergenzkonstante für die
Schwingungskompensation mit ausgedünnter Adaption.
µp “ µMpN ` 1q; (5.26)
Weiterhin sind Ergebnisse der Vermaschung der Schwingungskompensation mit der akti-
ven Dämpfung dargestellt, um den Einfluss auf die verminderte Aktualisierung des sto-
chastischen Gradienten zu untersuchen, wobei die Konvergenzkonstanten nach Abschnitt
5.4 gewählt wurden und SE/VF0 die Verfahren nach Gleichungen (5.23) und (5.25) dar-
stellt und SE/VF2 und SE/VF4 die Vermaschung mit einer aktiven Dämpfung bei einer
Rückführverstärkung von 20 dB und 40 dB.
In Abbildung 5.20 zeigt sich eine moderate Verschlechterung der erreichbaren Schwin-
gungsreduktion durch die Nutzung des Scanning-Error-Verfahrens, wobei sich für den
dargestellten Fall die Vermaschung mit der aktiven Schwingungsdämpfung bei einer ho-
hen Rückführverstärkung am sensitivsten auf eine ausgedünnte Adaption der Kompensa-
tionfilterkoeffizienten zeigt. Wird allerdings eine deutlich geringere Konvergenzkonstante
gewählt, wie für SE/VF40 dargestellt, mit der maximalen Rückführverstärkung, aber der
gleichen Konvergenzkonstante wie für den Fall SE/VF0, so zeigt sich eine geringere Ver-
besserung der Reduktion durch die Vermaschung, wobei der Einfluss der ausgedünnten
Adaption für die untersuchten Varianten nur durch die Abweichung der Koeffizienten
feststellbar ist.
Abbildung 5.21 zeigt die Ergebnisse von Variante 2 des MIMO-SE-FxLMS-Algorith-
mus aus Abbildung 5.20 für eine Kompensation der 2. Ordnung über dem Hochlauf,
wobei die geringen Abweichungen zum MIMO-FxLMS-Algorithmus für den dargestell-
ten Fall ersichtlich sind. Weiterhin ist die Schwingungskompensation über eine dezentra-
le Umsetzung des Mehrgrößensystems nach Abbildung 5.6 b) dargestellt (Fx-Dec), wo-
bei größere Abweichungen hinsichtlich des Verlaufs der Koeffizienten ersichtlich sind und
ebenfalls eine geringere Reduktion der Beschleunigungspegel von :z1 und :z2 erreicht wird.
Als geeigneter Kompromiss zwischen einer hohen Leistungsfähigkeit der Schwingungs-
kompensation und einer geringen Auslastung des Kommunikationsmediums kann daher
der MIMO-SE-FxLMS-Algorithmus angesehen werden, wobei die Ergebnisse der parti-
ellen Aktualisierung zusätzlich auf eine Toleranz des Adaptionsalgorithmus gegenüber
erkannten Übertragungsfehlern in der Kommunikation schließen lassen, wofür ebenfalls
die rekursive Form des Adaptionsalgorithmus hinsichtlich der Mittelung des momentan
geschätzten Gradienten über der Zeit [114] spricht.
5.9 Alternative Filterung des Referenzsignals
Ein wesentlicher Nachteil der schmalbandigen Schwingungskompensation ist die Nutzung
der doppelten Anzahl an Sekundärstreckenmodellen, da beide orthogonale Referenzsignal-
komponenten separat mit dem Modell der Sekundärstrecke nach Abbildung 4.9 gefiltert
werden müssen. Nach [98] können die Referenzsignalkomponenten durch einen Quadra-
turoszillator mit direkter Ausgabe der beiden orthogonalen Komponenten erzeugt werden
oder durch einen Sinus-Generator mit nachfolgendem Phasenschieber, der das Generator-
signal um 90˝ in der Phasenlage dreht.
Eine mögliche Umsetzung des Phasenschiebers für den schmalbandigen FxLMS-Algo-
rithmus ist die Realisierung durch ein frequenzvariables Allpass-Filter 1. Ordnung, wobei
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Abbildung 5.21: Ordnungsschnitte der Sensorgrößen :z1 (Links) und :z2 (Rechts) der pas-
siven Struktur, mit einer Kompensation der 2. Ordnung durch den Scanning-Error-FxLMS-
Algorithmus (Fx/SE) und den dezentralisierten SISO-FxLMS-Algorithmus (Fx/Dec) (Oben) und
Abweichung der Koeffizienten der Kompensationsfilter (Unten)
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Abbildung 5.22: Modifikation des schmalbandigen FxLMS-Algorithmus durch ein frequenzva-
riables Allpass-Filter zur Verringerung der Anzahl der Sekundärstrecken
für lineare, zeitinvariante Systeme die Reihenfolge der in [98] angegebenen Übertragungs-
blöcke vertauscht werden kann und sich hierüber, abhängig von der Ordnung der Sekun-
därstreckenmodelle, eine effizientere Realisierung nach Abbildung 5.22 erreichen lässt. Zur
Ausführung auf dem zeitdiskreten Signalverarbeitungssystem kann, wie in Abschnitt 3.3
dargestellt ist, die kontinuierliche Übertragungsfunktion des Allpass-Filters 1. Ordnung
nach Gleichung (5.27)
Happsnq “ sn ´ 1
sn ` 1 (5.27)
durch Anwendung der bilinearen Transformation [80, 120, 144] in die zeitdiskrete Darstel-
lung in Form eines IIR-Filters 1. Ordnung nach Gleichung (5.29) transformiert werden,
wobei
sn “ s
ω0
(5.28)
der auf die Eckfrequenz des kontinuierlichen Allpasses normierten komplexen Frequenz-
variable entspricht.
Hpzq “ b0 ` b1z
´1
1` a1z´1 (5.29)
Die zeitdiskrete Darstellung Happzq ergibt sich nach Anwendung der Transformation zu
Gleichung (5.30), wobei sich durch Nachführen der Eckfrequenz ω0 des Allpass-Filters
Happzq “
λ´ 1
λ` 1 ´ z
´1
1 ´ λ´ 1
λ` 1 z
´1
(5.30)
und damit Neuberechnung der Koeffizienten b1, b0 und a1 (Gleichung (5.31)) in jedem
Abtastintervall, die orthogonalen Komponenten x1pnq des Referenzsignals und xf1pnq des
gefilterten Referenzsignals bestimmen lassen.
b1 “ λ´ 1
λ` 1, b0 “ ´1, a1 “ ´
λ´ 1
λ` 1 (5.31)
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Abbildung 5.23: IIR-Filter 1. Ordnung als transponierte Direkt Form-II-Struktur
Alternativ zur Implementierung nach Abbildung 3.7 lässt sich das zeitdiskrete Allpass-
Filter zur effizienten Speichernutzung weiterhin als transponierte Direktform-II-Struktur
des IIR-Filters nach Abbildung 5.23 umsetzen, wodurch eine minimale Anzahl an Ver-
zögerungselementen benötigt wird [120, 56]. Wird die Berechnung der Tangens-Funktion
für Gleichung (3.32) durch eine Lookup-Tabelle mit zwei Operationen, für Umrechung
des Funktionsarguments auf den Tabellenindex und Auswählen des Tabellenelements als
Rückgabewert, ersetzt, so kann bei vereinfachter Annahme einer Multiplikation-Addition-
Operation (MAC) pro Koeffizient für das FIR- und das IIR-Filter und drei Operationen
für die Berechnung des Koeffizienten b1 die insgesamt benötigten Operationen für bei-
de Verfahren geschätzt werden. Besitzt das FIR-Modell eine Ordnung größer als 14, so
kann demnach ein Vorteil durch Ersetzen des zweiten Sekundärstreckenmodells durch die
Allpass-Filter nach Abbildung 5.22 erreicht werden.
Abbildung 5.24 zeigt Ergebnisse einer numerischen Simulation des schmalbandigen
MIMO-FxLMS-Algorithmus mit Erzeugung der orthogonalen Komponenten des Referenz-
signals und des gefilterten Referenzsignals über zwei auf die Störfrequenz nachgeführten
Allpass-Filtern 1. Ordnung nach Gleichung (5.30) am Beispiel des in den vorangehenden
Abschnitten genutzten Modells. Sowohl für die Reduktion der Beschleunigungspegel, wie
auch für die Verläufe der Kompensationsfilterkoeffizienten ergeben sich identische Ergeb-
nisse im Vergleich zu der in Abbildung 4.9 vorgestellten Implementierung des schmalban-
digen MIMO-FxLMS-Algorithmus.
5.10 Modellierung der Sekundärstrecken des vermasch-
ten Systems
Da sich eine Erhöhung der Dämpfung der mechanischen Struktur durch passive oder aktive
Verfahren auf die Länge der Impulsantwort auswirkt, kann bei Identifikation der Übertra-
gungsmatrix Sˆpzq durch FIR-Filter zusätzlich die Modellordnung verringert werden, was
sich in einem verringerten Rechenaufwand zur Verarbeitung des Kompensationsalgorith-
mus auswirkt. Abbildung 5.25 zeigt die Abbildung der Übertragungsstrecke H11 zwischen
der Kraft F1 und der Beschleunigung :z1 durch ein FIR-Modell Sˆ11 der Ordnung n “ 96
ohne und mit Erhöhung der Dämpfung der Struktur durch eine Geschwindigkeitsrückfüh-
rung. Bei der Abbildung des passiven Systems (oben) ist das Abschneiden der Impulsant-
wort des mechanischen Systems aufgrund der zu geringen Filterordnung deutlich sichtbar,
was sich im Frequenzbereich durch den Leck-Effekt [120, 82] bemerkbar macht, welcher
durch Anwendung eines Rechteckfensters auf die Impulsantwort eine „Verwischung“ des
Spektrums zur Folge hat. Durch Erhöhung der Rückführverstärkung der aktiven Dämp-
fung und damit einhergehender Verkürzung der Impulsantwort des mechanischen Systems
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Abbildung 5.24: Ordnungsschnitte der Sensorgrößen :z1 (Links) und :z2 (Rechts) der passiven
Struktur, mit einer Kompensation der 2. Ordnung durch den schmalbandigen MIMO-FxLMS-
Algorithmus (FxLMS) und durch den nach Abbildung 5.22 modifizierten schmalbandigen MIMO-
FxLMS-Algorithmus (Fx/AP) (Oben) und Abweichung der Koeffizienten der Kompensationsfil-
ter (Unten)
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Abbildung 5.25: FIR-Modelle der Sekundärstrecke H11 für eine Ordnung von n “ 96 ohne
(Oben) und mit aktiver Dämpfung (Unten) der mechanischen Struktur durch eine Rückführung
der Geschwindigkeit mit einer Verstärkung von g “ 50, Impulsantwort (Links) und Amplituden-
gang (Rechts)
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verringert sich der Abschneidfehler, was sich ebenfalls in einem verringerten „Lecken“ der
Frequenzbereichsdarstellung bemerkbar macht.
Nach [14] ist eine Konvergenz des Algorithmus auch für einen vorhandenen Modell-
fehler gegeben, soweit für den resultierenden Phasenfehler ein Wert ă 900 (Gleichung
(4.52)) gegeben ist, wobei zusätzlich festgestellt wird, dass eine Erhöhung der Strecken-
verzögerung auch bei einem geringem Phasenfehler des Modells zu einer Verringerung
der Leistungsfähigkeit des Adaptionsalgorithmus führt. Übertragen auf die Nutzung ei-
nes Kommunikationsmediums können konstante Latenzen der Datenübertragung bei einer
Verringerung der Leistungsfähigkeit der adaptiven Schwingungskompensation im Sekun-
därstreckenmodell Sˆpzq abgebildet werden, wobei stochastische Latenzen der Datenüber-
tragung für eine stabile Konvergenz einen entsprechenden und aus der Literatur [14, 38, 98]
bekannten Phasenfehler von ă 900 nicht überschreiten dürfen.
Für die Untersuchungen in [14] wurden hierbei Modellfehler durch Addition von Gauss-
verteilen Zufallszahlen erzeugt, wobei sich ein geringer Einfluss auf die Güte der Stör-
größenreduktion selbst für hohe Modellfehler zeigte und ein stabilisierender Einfluss des
Vergessensfaktors γ (Gleichung (4.35)) festgestellt wird. Im Weiteren soll daher der Ein-
fluss des Abschneidens der Impulsantwort anhand des Simulationsmodells aus Abschnitt
5.1 mit einer schmalbandigen adaptiven Schwingungskompensation nach Abschnitt 4.6
untersucht werden, wobei zusätzlich zur aktiven Dämpfung der mechanischen Struktur
eine Vermaschung mit einer dezentralen Geschwindigkeitsrückführung nach Abschnitt 5.4
verwendet wird.
Abbildung 5.26 zeigt Ergebnisse der numerischen Simulation für eine adaptive Schwin-
gungskompensation mit durch FIR-Filtern abgebildeten Sekundärstreckenmodellen der
Ordnung n “ 96 (nFx/FIR) im Vergleich zu einer adaptiven Schwingungskompensa-
tion mit fehlerfreien Sekundärstreckenmodellen (nFx/ide), wobei die zweite Zeile von Ab-
bildung 5.26 Ergebnisse der vermaschten adaptiven Schwingungskompensation zeigt. In
beiden Fällen ergeben sich sowohl für die Umsetzung mit fehlerbehafteten (nFx/FIR)
als auch für die Umsetzung mit fehlerfreien Sekundärstreckenmodellen (nFx/ide) nahezu
identische Reduktionen der Störgröße. Wird eine Bestimmung des relativen Fehlers efir
zwischen dem durch das FIR-Filter abgebildeten Sekundärstreckenmodell Sˆ11 und der
idealen Impulsantwort h11 nach Gleichung (5.32)
efir “ ‖h11 ´ Sˆ11‖2‖h11‖2 (5.32)
durchgeführt, so ergeben sich mit der H2-Norm der zeitdiskreten Vektoren der Impuls-
antworten nach Gleichung (5.11) für unterschiedliche Ordnungen n der FIR-Filter die
Ergebnisse nach Tabelle 5.4. Entgegen dem mit geringer werdender Modellordnung n zu-
nehmenden Fehler efir bleibt hierbei die Güte der Schwingungskompensation Afx nach
Gleichung (5.2) nahezu konstant, wobei bei einer Verringerung der Modellordnung un-
ter n “ 24 eine Divergenz des Algorithmus feststellbar ist. Wird weiterhin die relative
Abweichung ecoe der Koeffizienten ckf des Kompensationsfilters der Umsetzung des Al-
gorithmus mit fehlerbehaftetem Sekundärstreckenmodell (nFx/FIR) zu den Koeffizienten
ckw des Kompensationsfilters der Umsetzung des Algorithmus mit fehlerfreiem Sekundär-
streckenmodell nach Gleichung (5.10) für K “ 2 Kompensationsfilter bestimmt, so kann
nach Abbildung 5.26 oben eine zunehmende Abweichung der Koeffizienten des Kompen-
sationsfilters mit zunehmendem Modellfehler efir festgestellt werden. Entsprechend der
Verkürzung der Impulsantworten h11 der Sekundärstrecken durch aktive Erhöhung der
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Abbildung 5.26: Ordnungsschnitte der Sensorgröße :z1 (Links) der passiven Struktur, mit ei-
ner Kompensation der 2. Ordnung durch den schmalbandigen MIMO-FxLMS-Algorithmus mit
fehlerfreiem Sekundärstreckenmodell (nFx/ide), mit FIR-Sekundärstreckenmodell der Ordnung
n “ 96 (Fx/FIR) und Abweichung der Koeffizienten der Kompensationsfilter (Rechts) ohne
(Oben) und mit aktiver Dämpfung (Unten) der mechanischen Struktur
Konfiguration efir Afx ecoe
n “ 768, g “ 0 0,0323 -25,1333 0,0000
n “ 384, g “ 0 0,0619 -25,1413 0,0038
n “ 192, g “ 0 0,2074 -25,1415 0,0191
n “ 96, g “ 0 0,3887 -25,1821 0,0392
n “ 48, g “ 0 0,5505 -25,0490 0,0907
n “ 24, g “ 0 0,6877 -25,1681 0,1065
n “ 96, g “ 10 0,1197 -28,1370 0,0088
n “ 96, g “ 20 0,0396 -29,5914 0,0031
n “ 96, g “ 50 0,0016 -31,7436 0,0003
n “ 96, g “ 100 0,0000 -33,2478 0,0002
Tabelle 5.4: Fehler efir der Sekundärstreckenmodelle für unterschiedliche Ordnungen n der FIR-
Filter, Einfluss auf die Güte Afx der Schwingungskompensation und Abweichung ecoe der Koeffi-
zienten der Kompensationsfilter bei Variation der Rückführverstärkung g der aktiven Dämpfung
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Strukturdämpfung nach Abbildung 5.25 zeigt sich für die vermaschte adaptive Schwin-
gungskompensation eine Verringerung des Modellfehlers efir und ebenfalls eine geringere
Abweichung ecoe der Koeffizienten des Kompensationsfilters. Hiermit kann durch die ge-
ringere Ordnung n der Rechenaufwand zur Berechnung der Sekundärstreckenmodelle Sˆpzq
verringert werden, ohne einen höheren Modellfehler efir zu tolerieren und die Robustheit
der adaptiven Schwingungskompensation einzuschränken.
5.11 Schmalbandige Modellierung der Übertragungs-
matrix
Ein großer Anteil der ausgeführten Rechenoperationen pro Zeiteinheit wird bei der Verar-
beitung des Algorithmus zur schmalbandigen Störgrößenkompensation oftmals aufgrund
der notwendig hohen Modellordnung der FIR-Filter zur Abbildung der Sekundärstrecken
verwendet. Da der schmalbandige FxLMS-Algorithmus die Kompensation der Störgröße
pro Zeiteinheit an genau einer Frequenzstützstelle durchführt, ist der Ansatz naheliegend,
bei der Modellierung der Sekundärstrecke Spzq ebenfalls genau eine Frequenzstützstelle
zu berücksichtigen. Variiert die Frequenz ωc der Störgröße nicht über der Zeit, so kann
ein schmalbandiges Sekundärstreckenmodell Sˆspzq aus Amplitude As und Phase φs an
der Stelle ωc gebildet werden [38]. Für variable Frequenzen ωc kann Sˆpzq weiterhin als
Lookup-Tabelle (LUT) aus den Frequenzstützstellen ωc und den zugehörigen As und φs
gebildet werden, wobei in [122] ein Ansatz beschrieben wird, in dem φc als ganzzahliges
Vielfaches n des Abtastintervalls und somit als diskrete Verzögerung z´n modelliert wird.
Alternativ wird eine Modellierung von Spzq in Form einer Linearkombination der kom-
plexen Anteile der Übertragungsfunktion von Spzq an der Stelle ωc vorgeschlagen, wobei
diese ebenfalls in Form einer LUT abgelegt werden können und der Ansatz damit für ver-
änderliche ωc geeignet ist und grundlegend auch in [19] für die Realisierung eines Active
Noise Control (ANC) Systems beschrieben ist. Weiterhin können die komplexen Anteile
von Spzq durch ein adaptives Filter mit zwei Koeffizienten an den entsprechenden Fre-
quenzstützstellen identifiziert werden, womit sich das Verfahren für die Implementierung
auf einem Signalprozessor eignet und die Umsetzung eines autarken Systems zur adapti-
ven Schwingungskompensation ermöglicht. Sˆpzq kann hierbei zur Laufzeit ermittelt und
direkt zur Ausführung des Algorithmus zur adaptiven Schwingungskompensation ver-
wendet werden, ohne dass die Schätzung von Sˆpzq zum Beispiel auf einem zusätzlichen
Personalcomputer durchgeführt und über eine Schnittstelle oder zur Kompilierzeit auf
den Prozessor übertragen werden muss.
Abbildung 5.27 zeigt eine schematische Darstellung der schmalbandigen Systemiden-
tifikation, wobei die grundsätzlichen Eigenschaften des LMS-Algorithmus nach Abschnitt
4.4 und Abschnitt 4.7 erhalten bleiben und fpnq schrittweise entsprechend der zu identifi-
zierenden Frequenzstützstellen angepasst werden kann. Hierbei bestimmt sich ypnq durch
Linearkombination der beiden durch die Gewichte sˆc0 und sˆc1 gefilterten orthogonalen
Ausgangssignale des Oszillators x0pnq und x1pnq mit dpnq als dem gewünschten Aus-
gangssignal der Sekundärstrecke. Die Koeffizienten sˆc0 und sˆc1 des adaptiven Filters stel-
len entsprechend der Minimierung des Fehlers epnq die geschätzten komplexen Anteile der
Übertragungsfunktion Spzq in Form des Real- und Imaginärteils von Sˆspzq dar. Durch
Wahl der Anzahl N der Frequenzstützstellen des Streckenmodells und bei Festlegung der
untersten und obersten Frequenz des Modells auf den Bereich, in dem die Störgröße vari-
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Abbildung 5.27: Schmalbandige Systemidentifikation mit dem LMS-Algorithmus
iert, kann der Abstand der Linien des Frequenzgangs des schmalbandigen Modells Sˆspzq
bestimmt werden. Abbildung 5.28 zeigt Ergebnisse der schrittweisen Identifikation der
komplexen Anteile von H11 mit dem schmalbandigen-LMS Algorithmus, wobei eine An-
zahl von n “ 48 Stützstellen für Identifikation der Strecken verwendet wurde und eine
Zeitspanne von t “1,25 s für die Identifikation einer Frequenzstützstelle (rechts, oben)
verwendet wurde. In der Darstellung in Abbildung 5.28 oben links sind der Real- und
Imaginärteil von H11 und die geschätzten Anteile durch Sˆs mit n “ 48 Stützstellen aufge-
tragen, wobei diese linear verbunden sind. Für die Nutzung der identifizierten Stützstellen
als Sekundärstreckenmodell der adaptiven Schwingungskompensation an beliebigen Fre-
quenzen ωc kann eine Interpolation der Zwischenstellen in Form eines linearen Ansatzes
gewählt werden, wobei auch eine einfachere Interpolation in Form der Auswahl der be-
nachbarten Werte genutzt werden kann. In der unteren Zeile von Abbildung 5.28 sind
weiterhin der Amplituden- und Phasengang von H11 und die aus den komplexen Anteilen
von Sˆspzq bestimmten und durch die genannten Methoden interpolierten Amplituden- und
Phasengänge dargestellt, wobei jeweils deutliche Abweichungen zu H11 ersichtlich sind.
Wird nach Gleichung (5.33) und Gleichung (5.11) ein Modellfehler ec bezüglich der
relativen Abweichung der geschätzten Koeffizienten des Real- und Imaginärteils von H11
eingeführt, so kann der Modellfehler ec,l des linearen Interpolationsansatzes für unter-
schiedliche Stützstellenanzahlen n bezogen auf einen identischen Frequenzbereich nach
Tabelle 5.5 quantifiziert werden, wobei ebenfalls der Modellfehler ec,n des Interpolations-
ansatzes bezüglich der Auswahl der benachbarten Werte aufgetragen ist.
ec “ ‖<pH11q ´ <pSˆsq‖2 ` ‖=pH11q ´ =pSˆsq‖2‖<pH11q‖2 ` ‖=pH11q‖2 (5.33)
Da für stabile Konvergenz des FxLMS-Algorithmus der Phasenfehler des Sekundär-
streckenmodells interessant ist (Abschnitt 4.6), kann weiterhin die maximal auftretende
Phasendifferenz eφ,n und eφ,l
eφ “ max }φ11 ´ φs} (5.34)
zwischen H11 und Sˆs für die genannten Interpolationsansätze bestimmt werden, wobei
für stabile Konvergenz nach [38, 98] ein Fehler von ˘900 nicht überschritten werden soll-
te. In den Ergebnissen nach Tabelle 5.5 zeigt sich erwartungsgemäß ein Abnehmen des
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Abbildung 5.28: Schrittweise Identifikation der Übertragungsstrecke H11 mit dem schmalban-
digen LMS-Algorithmus (Oben, Links), Darstellung des geschätzten Real- und Imaginärteils von
H11 (Oben, Rechts) und des Amplituden- und Phasengangs (Unten) mit linearer Interpolation
und durch den nächsten benachbarten Wert
Parameter ec,nr´s ec,lr´s eφ,nr0s eφ,lr0s efx,nrdBs
n “ 48 0,62 0,62 111,04 64,71 -0,57
n “ 96 0,62 0,47 72,59 60,85 -0,12
n “ 192 0,31 0,24 56,73 27,68 -0,12
n “ 384 0,17 0,09 30,95 9,97 -0,12
n “ 768 0,08 0,03 13,37 2,84 -0,12
n “ 48, g “ 20 dB 0,36 0,33 70,44 20,98 -0,10
n “ 48, g “ 40 dB 0,11 0,07 14,18 2,87 -0,04
Tabelle 5.5: Modellfehler der schmalbandigen Sekundärstreckenidentifikation für lineare Inter-
polation ec,l und durch den nächsten benachbarten Wert ec,n, maximaler Phasenfehler eφ und
Abweichung efx der Güte der Schwingungskompensation bei variierender Anzahl n der Stütz-
stellen und variierender aktiver Dämpfung g
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Modellfehlers bei steigender Stützstellenanzahl n, wobei analog zur Modellierung der Se-
kundärstrecken mit FIR-Filtern (Abschnitt 5.10) durch Erhöhung der Streckendämpfung
eine Verringerung des Modellfehlers erreicht werden kann. Bezüglich des Interpolationsan-
satzes kann der geringste Modell- und Phasenfehler jeweils durch lineare Bestimmung der
Zwischenwerte erreicht werden, wobei hinsichtlich des Einflusses auf die erreichbare Gü-
te der Schwingungskompensation nur ein geringer Einfluss des Modellfehlers festgestellt
werden kann.
Zur weiteren Untersuchung kann hierzu die Abweichung efx der Güte Afx,s der Schwin-
gungskompensation mit schmalbandiger Streckenmodellierung für unterschiedliche Ord-
nungen n bezogen auf die Güte Afx,i der Schwingungskompensation mit einem idealen
Sekundärstreckenmodell nach Gleichung (5.35)
efx “ Afx,i ´ Afx,s (5.35)
und Definition von Afx nach Gleichung (5.2) verwendet werden. Tabelle 5.5 zeigt die
Ergebnisse efx,n für die Interpolation mit Auswahl der benachbarten Werte, wobei abwei-
chend von einem deutlichen Ansteigen des Modellfehlers bei Verringerung der Modellord-
nung n nur geringe Abweichungen der Güte der Schwingungsreduktion festgestellt werden
können. Im Beispiel zeigte sich maximal eine Verringerung der Güte Afx,n um 0,57 dB und
für die lineare Interpolation um 0,12 dB, welches nicht dargestellt ist.
Abbildung 5.29 zeigt Ergebnisse der numerischen Simulation des Hochlaufs der adap-
tiven Schwingungskompensation mit schmalbandigem Sekundärstreckenmodell (nFx/lin)
der Ordnung n “ 48 und der schmalbandigen Schwingungskompensation mit idealem
Sekundärstreckenmodell (nFxLMS), wobei entsprechend der Ergebnisse nach Tabelle 5.5
geringe Abweichungen in der Reduktion der Störgröße ersichtlich sind und auch die Ver-
läufe der Koeffizienten der Kompensationsfilter nahezu identisch sind. Beide Algorithmen
zur adaptiven Schwingungskompensation sind hierbei grundsätzlich identisch aufgebaut,
wobei für die schmalbandige Schwingungskompensation mit idealem Streckenmodell der
mehrkanalige normierte FxLMS-Algorithmus nach Abbildung 4.8 und Abbildung 4.9 ver-
wendet wird und für die schmalbandige adaptive Schwingungskompensation mit schmal-
bandigem Sekundärstreckenmodell die Anordnung nach Abbildung 5.30. Im Einzelnen
stellt LUT die Lookup-Tabelle zur Auswahl der Koeffizienten sˆc0 und sˆc1 des schmalban-
digen Sekundärstreckenmodells dar und xf0pnq und xf1pnq wiederum die beiden orthogo-
nalen Komponenten des gefilterten Referenzsignals.
Als Besonderheit kann in der vorliegenden Umsetzung des normierten FxLMS-Algo-
rithmus auf einen autoregressiven oder auf gleitender Mittelwertbildung basierten Leis-
tungsschätzer verzichtet werden, da die maximal wählbare Konvergenzkonstante an der
jeweiligen Frequenzstützstelle entsprechend Abschnitt 5.5 direkt aus den Eigenwerten der
Eingangsautokorrelationsmatrix R zu Gleichung (5.36)
µ “ 2
A2s
(5.36)
bestimmt werden kann, mit As als der Amplitude der Sekundärstrecke an der entspre-
chenden Frequenzstützstelle und A2s nach Gleichung (5.38)
A2s “ <pSˆsq2 ` =pSˆsq2 (5.37)
“ sˆ2c0 ` sˆ2c1 (5.38)
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Abbildung 5.29: Ordnungsschnitte der Sensorgrößen :z1 (Links) und :z2 (Rechts) der passiven
Struktur, mit einer Kompensation der 2. Ordnung durch den schmalbandigen MIMO-FxLMS-
Algorithmus mit fehlerfreiem Sekundärstreckenmodell (nFxLMS) und mit schmalbandigem Se-
kundärstreckenmodell der Ordnung n “ 48 (nFx/lin) (Oben), Abweichung der Koeffizienten der
Kompensationsfilter (Unten)
Abbildung 5.30: Schmalbandige Störgrößenkompensation mit schmalbandigem Sekundär-
streckenmodell
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Abschnitt FxLMS Sˆfir FxLMS Sˆs
a) xSˆ 2KML 4KM
b) xTwc 2K 2K
c) wc ` µexf 2KpM ` 1q 2KpM ` 1q
Summe 2KpMpL` 1q ` 2q 2Kp3M ` 2q
Tabelle 5.6: Abschätzung der benötigten MAC-Operationen zur Berechnung der schmalban-
digen adaptiven Schwingungskompensation für FIR- (Sˆfir) und schmalbandige (Sˆs) Sekundär-
streckenmodelle
Konfiguration SˆfirrO{Ts SˆsrO{Ts ηsr´s
K “ 1, M “ 1, L “ 192 390 10 0,0256
K “ 1, M “ 1, L “ 1024 2054 10 0,0049
K “ 1, M “ 2, L “ 192 776 16 0,0206
K “ 1, M “ 2, L “ 1024 4104 16 0,0039
K “ 4, M “ 4, L “ 192 6192 112 0,0181
K “ 4, M “ 4, L “ 1024 32816 112 0,0034
K “ 12, M “ 12, L “ 192 55632 912 0,0164
K “ 12, M “ 12, L “ 1024 295248 912 0,0031
Tabelle 5.7: Abschätzung der benötigten MAC-Operationen für verschiedene Vorgaben der
Aktorsignale K, der Sensorsignale M und Ordnung der Sekundärstreckenmodelle L
aus den Koeffizienten sˆc0 und sˆc1 des Sekundärstreckenmodells an der entsprechenden
Frequenzstützstelle fpnq.
Ein wesentlicher Vorteil des schmalbandigen Sekundärstreckenmodells Sˆs kann im Ver-
gleich zu einem durch FIR-Filter abgebildeten Modell Sˆfir die Verringerung der notwen-
digen Rechenoperationen pro Abtastschritt sein, was sich hinsichtlich der Umsetzung ei-
nes Mehrgrößensystems nach Abschnitt 4.5 unter Verwendung einer großen Anzahl an
Aktoren und Sensoren als sehr vorteilhaft erweisen kann. Wird eine Abschätzung des
Rechenaufwands der beiden vorgestellten Implementierungen der schmalbandigen adap-
tiven Schwingungskompensation (Abbildung 4.9 und Abbildung 5.30) durchgeführt, so
kann eine Abschätzung der benötigten Operationen nach Tabelle 5.6 erfolgen. Die be-
nötigten Rechenoperationen pro Abtastschritt können hierzu aus drei Komponenten der
Algorithmen bestimmt werden, welche im einzelnen die Berechnung der gefilterten Refe-
renzsignale xf0 und xf1 a), der Kompensationsfilter bestehend aus wc0 und wc1 b) und
der Aktualisierung der Kompensationsfilterkoeffizienten nach dem LMS-Algorithmus c)
darstellen. Zur Abschätzung werden Multiply-Accumulate-Operationen (MAC) gezählt,
welche auf Signalprozessoren und zunehmend auf Mikroprozessoren und -controllern ver-
fügbar sind. Die mehrkanaligen Implementierungen der Algorithmen können weiterhin
über K Aktorsignale, M Sensorsignale, J Referenzsignale und L Filterkoeffizienten der
FIR-Sekundärstreckenmodelle verfügen.
Wird die Anzahl der Aktoren, Sensoren und die Ordnung der FIR-Sekundärstrecken-
modelle für verschiedene Konfigurationen vorgegeben, so kann nach Tabelle 5.6 eine quan-
titative Abschätzung der MAC-Operationen durchgeführt werden, wobei die Ergebnisse
in Tabelle 5.7 aufgeführt sind. Es zeigt sich ein deutlicher Vorteil der schmalbandigen
Sekundärstreckenmodellierung Sˆs, da pro Abtastschritt und Sekundärstreckenmodell un-
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abhängig von den Eigenschaften der Sekundärstrecke nur zwei MAC Operationen benö-
tigt werden. Die Größe ηs gibt hierbei das Verhältnis der benötigten Operationen für die
Schwingungskompensation mit schmalbandigem Sekundärstreckenmodell Sˆs zu den benö-
tigten Operationen der Schwingungskompensation mit FIR-Sekundärstreckenmodell nach
Gleichung (5.39)
ηs “ Sˆs
Sˆfir
(5.39)
an, wobei für die dargestellten Konfigurationen ηs “ 0,0256 bis ηs “ 0,0031 bestimmt
wurden und die absolut benötigten Operationen für ein 12 ˆ 12 System mit schmal-
bandiger Modellierung der Sekundärstrecken im Bereich des SISO-Systems mit FIR-
Sekundärstreckenmodellen liegt.
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Besitzt die Störgröße mehrere harmonische Signalkomponenten, so können diese durch
parallele Ausführung des in Abschnitt 4.2 vorgestellten MIMO-FxLMS-Algorithmus kom-
pensiert werden [164, 168, 98], wie in Abbildung 5.31 für den schmalbandigen SISO-
FxLMS-Algorithmus darstellt ist, wobei N der Anzahl der zu kompensierenden Ordnun-
gen entspricht, y1, y2 bis yN den Ausgangssignalen der entsprechenden Kompensations-
filter, welche zum Aktorsignal aufsummiert werden und f1 und f2 den Vielfachen der
geschätzten Referenzfrequenz.
Wie direkt ersichtlich ist, stellt ein wesentlicher Nachteil die mehrfache Nutzung des
Sekundärstreckenmodells Sˆpzq dar, was sich hinsichtlich einer Umsetzung für den MIMO-
FxLMS-Algorithmus in einer mehrfachen Berechnung der Übertragungsmatrix der Sekun-
därstrecken Sˆpzq äußert. Da sich durch die Linearkombination der orthogonalen Referenz-
signalkomponenten x10 und x11 beziehungsweise x20 und x21 bis xN0 und xN1 die guten
Konvergenzeigenschaften des Algorithmus ergeben, müssen im Gegensatz zur sequentiellen
Verarbeitung des Referenzsignals mit beliebigen Frequenzinhalt beim adaptiven Transver-
salfilter, die harmonischen Frequenzkomponenten parallel verarbeitet und mit dem Modell
der Sekundärstrecke Spzq gefiltert werden.
Gelingt eine Separation der benötigten Komponenten aus einem alle Frequenzanteile
der Störgröße enthaltenden Referenzsignal, so kann dies mit der Sekundärstrecke Spzq
gefiltert werden und zur weiteren Verarbeitung des parallelen Kompensationsalgorith-
mus nach Abbildung 5.31 genutzt werden, wobei die Komplexität der Berechnung durch
die verringerte Anzahl an Sekundärstreckenmodellen deutlich abnimmt. Eine sehr einfa-
che Möglichkeit der Separation der Frequenzkomponenten im Zeitbereich kann durch ein
Bandpassfilter erreicht werden, weshalb dies im Folgenden untersucht werden soll, wobei
das Einfügen des Bandpasses als zusätzlicher Anteil der Sekundärstrecke zwischen Ak-
tor und Sensor interpretiert werden kann und daher ebenfalls zur Filterung des Signals
der Fehlersensoren epnq verwendet werden muss. Weiterhin ist durch die Veränderung
der Sekundärstrecke mit einem veränderten Konvergenzverhalten des Algorithmus auch
bei optimaler Separation der Referenzsignalkomponenten zu erwarten, da der Bandpass
Einfluss auf die Dynamik der Strecke nimmt und damit auf die Eigenwertspreizung der
Eingangsautokorrelationmatrix (Abschnitt 4.4).
Abbildung 5.32 zeigt eine mögliche Umsetzung des schmalbandigen FxLMS-Algorith-
mus mit einer Modifikation durch auf die Störfrequenz nachführbare Bandpassfilter Fbppzq,
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Abbildung 5.31: Kompensation mehrerer Ordnungen mit dem schmalbandigen Multiple-
Reference-FxLMS-Algorithmus
welche zur Filterung der Referenz- und Fehlersignale verwendet werden, wobei ersichtlich
ist, dass die Anzahl der Sekundärstreckenmodelle unabhängig von der Anzahl der ver-
wendeten Kompensationsfilter ist. Anhand der Simulationsergebnisse aus Abbildung 5.33
zeigt sich eine generelle Umsetzbarkeit des Ansatzes, wobei geringe Abweichungen im Be-
reich um 4000 min´1 feststellbar sind und somit eine geringere Reduktion der 2. Ordnung
erreicht wird. Weiterhin zeigt sich an den Campbell-Diagrammen (nFx/bp) eine Redukti-
on der 1,5., 3. und 4. Ordnung im Vergleich zur passiven Struktur (Passiv) eine Reduktion
der Beschleunigungspegel der Fehlersensorgrößen :z1 (Abbildung 5.31, linke Spalte) und
:z2 (Abbildung 5.31, rechte Spalte), wobei für die Kompensationsfilter der vier Ordnun-
gen eine identische und normierte Konvergenzkonstante verwendet wird. Zur zeitdiskreten
Umsetzung des nachführbaren Bandpassfilters 2. Ordnung kann wiederum eine bilinea-
re Transformation mit Vorkrümmung der Frequenzachse nach Gleichung (3.31) genutzt
werden, wobei sich die Koeffizienten des rekursiven Digitalfilters 2. Ordnung mit dem Pa-
rameter ω0 als der Mittenfrequenz und Q als der Güte des Bandpasses zu Gleichungen
(5.40) und (5.41) ergeben.
b2 “ ´b0 “ λ
Q
´
λ2 ` λ
Q
` 1
¯, b1 “ 0 (5.40)
a2 “ 1, a1 “ 2´ 2λ
2
λ2 ` λ
Q
` 1, a0 “
λ2 ´ λ
Q
` 1
λ2 ` λ
Q
` 1, (5.41)
Ebenfalls sehr gut geeignet für die parallele Implementierung der adaptiven Schwin-
gungskompensation mit mehreren Referenzsignalen ist die in Abschnitt 5.11 vorgestellte
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Abbildung 5.32:Modifizierter schmalbandiger FxLMS-Algorithmus mit durch auf die Ordungs-
frequenz nachgeführten Bandpassfiltern zur Kompensation mehrerer Ordnungen
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Abbildung 5.33: Schwingungskompensation der 1,5., 2., 3. und 4. Ordnung durch unterschied-
liche Implementierungen des MIMO-FxLMS-Algorithmus mit mehreren Referenzsignalen
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Abschnitt FxLMS Sˆfir FxLMS Sˆs FxLMS Sˆbp
a) xSˆ 2JKML 4JKM 15JK ` 2KML
b) xTwc 2JK 2JK 2JK
c) wc ` µexf 2JKpM ` 1q 2JKpM ` 1q 2JKpM ` 1q
Summe 2JKpMpL` 1q 2JKp3M ` 2q JKp2M ` 19q
`2q `2KML
Tabelle 5.8: Abschätzung der benötigten MAC-Operationen zur Berechnung der schmalbandi-
gen adaptiven Schwingungskompensation für FIR- (Sˆfir), schmalbandige (Sˆs) Sekundärstrecken-
modelle und den durch nachgeführte Bandpassfilter modifizierten Algorithmus (Sˆbp)
Konfiguration SˆfirrO{Ts SˆsrO{Ts SˆbprO{Ts
J “ 1, K “ 4, M “ 4, L “ 192 6192 112 6252
J “ 4, K “ 4, M “ 4, L “ 192 24768 448 6576
J “ 16, K “ 4, M “ 4, L “ 192 99072 1792 7872
J “ 48, K “ 4, M “ 4, L “ 192 297216 5376 11328
J “ 16, K “ 4, M “ 4, L “ 1024 525056 1792 34496
J “ 16, K “ 12, M “ 12, L “ 192 890112 14592 63552
J “ 96, K “ 12, M “ 12, L “ 48 1359360 87552 63360
Tabelle 5.9: Abschätzung der benötigten MAC-Operationen für verschiedene Vorgaben von der
Referenzsignale J , der Aktorsignale K, der Sensorsignale M und der Ordnung der Sekundär-
streckenmodelle L
schmalbandige Modellierung der Sekundärstrecken, da hierdurch unter Umständen die
mehrfache Nutzung der Sekundärstreckenmodelle Sˆs aufgrund des geringen Berechnungs-
aufwands toleriert werden kann. Hierbei können die Sekundärstreckenmodelle Sˆpzq aus
Abbildung 5.31 entsprechend Abbildung 5.30 wiederum durch schmalbandige Sekundär-
streckenmodelle Sˆspzqmit den Koeffizienten sˆco und sˆc1 ersetzt werden, wodurch die Struk-
tur der schmalbandigen Schwingungskompensation mit mehreren Referenzsignalen voll-
ständig erhalten bleibt.
Wird eine Bestimmung der benötigten MAC-Operationen pro Abtastschritt durch-
geführt, so ergeben sich für J Referenzsignale der adaptiven Schwingungskompensation
mit FIR-Sekundärstreckenmodell Sˆfirpzq und schmalbandigem Sekundärstreckenmodell
Sˆspzq die J´fache Anzahl der Operationen aus Tabelle 5.6. Für die modifizierte ad-
aptive Schwingungskompensation Sˆbppzq mit mehreren durch nachführbare Bandpassfil-
ter gefilterten Referenzsignalen nach Abbildung 5.32 ergeben sich die benötigten MAC-
Operationen nach Tabelle 5.8, wobei ebenfalls die benötigten Operationen für die Im-
plementierungen mit dem FIR-Sekundärstreckenmodell Sˆfirpzq und dem schmalbandigem
Sekundärstreckenmodell Sˆspzq aufgeführt sind. Tabelle 5.9 zeigt weiterhin eine quanti-
tative Bestimmung der geschätzten MAC-Operationen für verschiedene Konfigurationen
der Anzahl der Referenzsignale J , der Aktoren K, der Sensoren M und der Ordnung der
FIR-Sekundärstreckenmodelle L.
Die Ergebnisse zeigen einen deutlich geringeren Aufwand für die Implementierung mit
schmalbandiger Sekundärstreckenmodellierung Sˆs, wobei bei einer hohen Anzahl an Re-
ferenzsignalen J und FIR-Sekundärstreckenmodellen geringer Ordnung L ebenfalls ein
Vorteil durch die Implementierung mit nachgeführten Bandpassfiltern Sˆbp erreicht werden
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Abbildung 5.34: Abschätzung der benötigten Bandbreite für ein verteiltes Netzwerk zur ad-
aptiven Schwingungskompensation (1MBit Bandbreite links, 32Bit Datenbreite rechts)
kann, womit eine Auswahl abhängig von der Anwendung entschieden werden muss. In
den Ergebnissen der numerischen Simulation nach Abbildung 5.31 kann hierbei nahezu
keine Abweichung der Schwingungskompensation mit schmalbandigen Sekundärstrecken-
modellen (nFx/narr) im Vergleich zur Schwingungskompensation mit idealen Sekundär-
streckenmodellen (nFx) nach den Ordnungsschnitten der 2. Ordnung festgestellt werden,
wobei nach den Campbelldiagrammen von Abbildung 5.31 eine deutliche Reduktion der
vier Ordnungen festgestellt werden kann, welche sich ebenfalls mit geringen Abweichungen
für die Implementierung mit nachgeführten Bandpassfilter (nFx/bp) ergibt.
5.13 Systemkonzept zur verteilten adaptiven Schwin-
gungskompensation
In diesem Abschnitt wird ein Vorschlag für ein Systemkonzept zur verteilten Schwingungs-
kompensation und dezentralen aktiven Strukturdämpfung vorgestellt, welches auf den in
Abschnitt 5.2 bis Abschnitt 5.12 untersuchten Verfahren basiert. Zur adaptiven Schwin-
gungskompensation kann hierzu ein verteilter Ansatz nach Abschnitt 5.3 gewählt werden,
wobei für die konkrete Umsetzung die verfügbare Bandbreite des Kommunikationsmedi-
ums beachtet werden muss. Abbildung 5.34 zeigt Abschätzungen der benötigten Kommu-
nikationsbandbreite einer mehrkanaligen verteilten adaptiven Schwingungskompensation
anhand verschiedener Auflösungen der Fehlersignale und unterschiedlichen Anzahlen an
Signalverarbeitungsknoten, wobei als Kommunikationsmedium ein CAN-Bus angenom-
men wurde, um den Nachrichtenoverhead hinsichtlich des zyklischen Datenaustauschs
bestimmen zu können.
Weiterhin sind verschiedene Abtastfrequenzen als konstante Linien eingetragen, die an-
genommen wurden, um eine adaptive Schwingungskompensation für entsprechende Mo-
torordnungen durchführen zu können, wobei jeder Knoten die Signale für einen Aktor
und Sensor verarbeitet und ein zusätzlicher Netzwerkteilnehmer für die Erfassung des
Referenzsignals genutzt werden kann. Aus den Schnittpunkten mit der Bandbreitenab-
schätzung für einen CAN-Bus mit 1 MBit Übertragungsrate (Abbildung 5.34, links) kann
entnommen werden, dass bei einer Datenbreite der Fehlersignale von 32 Bit und einer Ab-
tastrate von 1 kHz eine maximale Anzahl von sieben Signalverarbeitungsknoten möglich
80 5.13 Systemkonzept zur verteilten adaptiven Schwingungskompensation
Abbildung 5.35: Systemkonzept zur dezentralen aktiven Dämpfung und verteilten adaptiven
Schwingungskompensation an mechanischen Strukturen
ist. Ebenfalls steigt bei Erhöhung der verfügbaren Übertragungsrate die Anzahl der nutz-
baren Signalverarbeitungsknoten deutlich, wobei für die Abschätzung (Abbildung 5.34,
rechts) der Nachrichtenoverhead beibehalten wurde und verschiedene Übertragungsra-
ten bis zu 10 MBit angenommen wurden, wie sie zum Beispiel für ein Flexray-System
verfügbar sind. Die angegebenen Abschätzungen beziehen sich weiterhin auf den vollen
Austausch der Fehlersignale pro Diskretisierungsintervall, eine weitere Verringerung des
Aufwands kann nach Abschnitt 5.8 durch Anwendung eines Verfahrens mit „ausgedünnter“
Adaption, wie dem Scanning-Error Algorithmus, erreicht werden.
Abbildung 5.35 zeigt eine mögliche Umsetzung eines Netzwerks zur verteilten adapti-
ven Schwingungskompensation, wobei e1, e2 . . . eM die Fehlersensorsignale, y1, y2 . . . yK
die Aktorsignale und SK1, SK2 . . . SKK die Signalverarbeitungseinheiten zur adaptiven
Schwingungskompensation darstellen. Weiterhin kann das verteilte System nach Abschnitt
5.3 mit einer dezentralen aktiven Schwingungsdämpfung vermascht werden, um die Kon-
vergenzgeschwindigkeit und Robustheit der adaptiven Schwingungskompensation zu erhö-
hen. AD1, AD2 . . . ADK bezeichnen hierbei die Signalverarbeitungseinheiten zur aktiven
Schwingungsdämpfung, welche nach Abschnitt 4.1 als dezentrale kollokierte Ausgangs-
rückführungen ausgeführt werden können und daher keine Kommunikationsbandbreite
des Netzwerks benötigen. Zur asynchronen Anpassung der Parameter g1, g2 . . . gK der
dezentralen Regelschleifen kann allerdings eine Anbindung von AD1, AD2 . . . ADK an das
Netzwerk sinnvoll sein. Zusätzlich kann ein weiterer Signalverarbeitungsknoten RS zur
Erfassung und Übertragung der Frequenz fpnq oder der Abtastwerte des Referenzsignals
xpnq genutzt werden.
Werden FIR-Filter zur Modellierung der Sekundärstrecken verwendet, so kann nach
Abschnitt 5.10 ebenfalls eine Verringerung des Rechenaufwands erreicht werden, wobei
durch die Verteilung des Algorithmus zur adaptiven Schwingungskompensation nach Ab-
bildung 5.35 und Abbildung 5.7 bereits eine Verringerung der benötigten Rechenoperatio-
nen pro Diskretisierungsintervall und Signalverarbeitungsknoten SKK stattfindet. Hierbei
berechnet jeder Knoten SKK nur eine Spalte der Übertragungsmatrix Sˆpzq der Sekun-
därstreckenmodelle zur Adaption des k-ten Kompensationsfilters und der Berechnung des
k-ten Aktorsignals [87]. Für K “ M Aktoren und Sensoren steigt hiermit bei Erhöhung
der Ordnung des Mehrgrößensystems der Aufwand an Rechenoperationen pro Diskreti-
sierungsintervall nach Tabelle 5.8 nicht mehr quadratisch an, sondern linear, wobei zur
weiteren Verringerung des Rechenaufwands ebenfalls eine schmalbandige Modellierung
der Übertragungsmatrix Sˆpzq genutzt werden kann.
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Durch den modularen Aufbau können, abhängig von der Bandbreite des Kommuni-
kationsmediums und der verfügbaren Rechenleistung der Signalverarbeitungseinheiten,
verschiedene Anwendungsszenarien und unterschiedliche Ordnungen des MIMO Systems
umgesetzt werden, wobei sowohl eine Vermaschung von adaptiver Schwingungskompen-
sation und aktiver Dämpfung, als auch die unabhängige Verwendung der Systeme mög-
lich ist. Zudem kann durch eine verteilte Systemidentifikation mit den Signalverarbei-
tungsknoten SK1, SK2 . . . SKK ein erweitertes Systemkonzept zur automatisierten Para-
meterbestimmung der dezentralen Ausgangsrückführungen und der verteilten adaptiven
Schwingungskompensation nach Abbildung 5.36 durchgeführt werden, was für den Ein-
satz in einer Langzeitanwendung mit veränderlichen Eigenschaften und Randbedingun-
gen der mechanischen Struktur unter Umständen interessant sein kann. Grundsätzliche
Idee ist hierbei die Anbindung des verteilten Netzwerks an eine übergeordnete Einheit,
welche einen Algorithmus zur Parameterbestimmung ausführt. Hierbei können entweder
Modelle aus einer vorangehenden messtechnischen Untersuchung, wie zum Beispiel eine
experimentelle Modalanalyse (EMA) oder aus einem numerischen Modell genutzt wer-
den, um die Parameter der dezentralen Ausgangsrückführungen zu bestimmen oder ein
durch das verteilte System über eine Systemidentifikation der Übertragungsmatrix Spzq
geschätztes Modell Sˆpzq, welches ebenfalls zur Umsetzung der adaptiven Schwingungs-
kompensation benötigt wird (Abschnitt 4.5). Weiterhin kann durch Sensitivitätsanalyse
der Parameter der Regelschleifen auf die Regelgüte, beziehungsweise durch Verwendung
eines numerischen Optimierungsverfahrens, eine Bestimmung der geeignetsten Parameter
durchgeführt werden. Hierzu kann ebenfalls eine zyklische Schätzung der Diagonalele-
mente der Übertragungsmatrix Spzq, der durch die dezentralen Ausgangsrückführungen
geschlossenen Regelkreise, in Form einer Online-Bestimmung der Parameter durch die
genannten Verfahren verwendet werden. Abschließend kann nach Bestimmung der Para-
meter der dezentralen Ausgangsrückführungen und Identifikation der Übertragungsmatrix
Spzq des vermaschten Systems eine Sensitivitätsanalyse der Konvergenzkonstante µ und
des Vergessensfaktors γ auf die Güte der Schwingungskompensation durchgeführt werden,
um ebenfalls entsprechend Abbildung 5.5 in Abschnitt 5.2 eine Bestimmung geeigneter
Parameter der adaptiven Schwingungskompensation durchzuführen.
Die konkrete Realisierung der automatisierten Parameterbestimmung soll hierbei im
Gegensatz zur Umsetzung des verteilten Systems in der vorliegenden Arbeit nicht weiter
untersucht werden.
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Abbildung 5.36: Automatisierte Parameterbestimmung der dezentralen Ausgangsrückführun-
gen und der verteilten adaptiven Schwingungskompensation
Kapitel 6
Experimentelle Verifikation
In diesem Kapitel werden die im vorangehenden Teil vorgestellten Ansätze und Verfah-
ren anhand eines Laborversuchs experimentell untersucht, wozu ein Aufbau einer ak-
tiven Lagerung mit zwei Lagerstellen als grundlegende Form eines Mehrgrößensystems
verwendet wird. Analog zu den numerischen Untersuchungen werden eine dezentrale ak-
tive Dämpfung der mechanischen Struktur, eine adaptive Schwingungskompensation und
die Vermaschung der beiden Methoden angewendet, wobei die Implementierung in Form
eines verteilten Systems aus über ein Datenübertragungsmedium verbundenen Signalver-
arbeitungseinheiten im Vordergrund steht. Hierzu wird neben der Leistungsfähigkeit des
Systems zur aktiven Schwingungsreduktion auch der Aufwand der Algorithmen bezüglich
der Datenübertragung und Ausführung auf den Signalverarbeitungseinheiten in Betracht
gezogen, da dieser bei Mehrgrößensystemen höherer Ordnung und komplexen Störsignalen
oftmals eine Hürde für die Umsetzung des Gesamtsystems darstellen kann [31].
6.1 Versuchsaufbau
Für eine experimentelle Untersuchung der Algorithmen zur verteilten adaptiven Schwin-
gungskompensation und dezentralen aktiven Dämpfung soll im folgenden ein Versuchsauf-
bau genutzt werden, welcher einen mechanischen Aufbau zur aktiven Lagerung in verein-
fachter Form abbildet. Der Aufbau besteht aus einer Masseplatte d), welche über zwei
piezokeramische Stapelaktoren g) gelagert ist und über zwei dynamische Kraftmessdo-
sen h) mit zwei als elastisches Fundament dienenden Balken e) verbunden ist. Abbildung
6.1 zeigt den Aufbau, wobei die Balken mit einem Rahmen a) verbunden sind, welcher
wiederum auf einer Lochrasterplatte montiert ist. Zum Einleiten einer Störgröße dient
ein elektrodynamischer Schwingerreger b), welcher über eine biegeweiche Verbindung c)
mit der Masse verbunden ist, so dass nur Kräfte in Normalrichtung zur Anbindungsfläche
eingeleitet werden können.
Die piezokeramischen Stapelaktoren sind ringförmig ausgeführt und besitzen die Kenn-
daten nach Tabelle 6.1, wobei zum Aufnehmen von Zugkräften eine mechanische Vorspan-
nung über eine Dehnschraube integriert ist, so dass der Aktor in jedem Betriebsfall gegen
eine definierte Steifigkeit arbeitet. Um die piezoelektrischen Keramiken von Biegemomen-
ten zu entkoppeln, ist eine Anbindung des vorgespannten Aktors an die Masseplatte über
eine Membran aus Federstahl vorgesehen, so dass vornehmlich Kräfte in axialer Richtung
des Aktors übertragen werden.
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Abbildung 6.1: Versuchsaufbau zur aktiven Lagerung
Abbildung 6.2: Aktormodul mit Membran und Verbindungsplatte
Abbildung 6.2 zeigt den piezokeramischen Stapelaktor g), welcher an beiden Enden
mit Ausgleichsscheiben k) aus Kunststoff (Polyoxymethylen - POM) versehen ist und
über die Dehnschraube l) mit den beiden Fixierungshülsen j) und der Membran n) in
Reihe durch die Mutter i) vorgespannt wird. Die Fixierungshülsen klemmen hierbei die
Membran, welche am äußeren Rand durch den Ring m) mit der Verbindungsplatte d)
verbunden wird.
Die strukturdynamischen Eigenschaften des Aufbaus wurden durch Vermessung des
Aufbaus mit einem Laservibrometer erfasst, wobei die Anregung durch den elektrodyna-
mischen Schwingerreger erfolgte und die resultierenden Schwinggeschwindigkeiten an 63
Punkten erfasst wurden. Eine anschließende experimentelle Modalanalyse lieferte die in
Abbildung 6.3 dargestellten Schwingformen des Aufbaus, wobei die identifizierten moda-
len Parameter Eigenfrequenz und Dämpfung in Tabelle 6.2 dargestellt sind. Eine Vermes-
sung des Rahmens zeigte kein messbares Eigenverhalten im Frequenzbereich bis 500 Hz,
weshalb diese nicht dargestellt ist. Die Messgeometrie in Abbildung 6.3 zeigt Messpunkte
auf den beiden Balken, auf der Zusatzmasse und am rechten Rand sechs Messpunkte auf
der Verbindungsplatte, wobei im Frequenzbereich bis 500 Hz sieben Schwingformen des
Aufbaus identifiziert werden konnten. Da die Grundfrequenz der harmonischen Störgröße
analog zu den numerischen Untersuchungen von Kapitel 5 von 10 Hz bis 125 Hz variiert
wird und acht überlagerte Ordnungen im Bereich von 1. bis 6. Ordnung verwendet werden,
ist eine Anregung der identifizierten Eigenfrequenzen des Systems zu erwarten.
Zur Umsetzung der Algorithmen wird im ersten Schritt ein Rapid Control Prototyping
(RCP) System (Tabelle 6.1) eingesetzt, wobei die Algorithmen modellbasiert unter Mat-
lab/Simulink implementiert und in einem späteren Schritt zum Vergleich der Leistungs-
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Komponente Bezeichnung Kenngröße Wert A.
Rahmen - Breite [mm] 347 a)
Höhe [mm] 322
Tiefe [mm] 22
Material St
Verbindungsplatte - Gewicht [kg] 0,2 d)
Zusatzmasse - Gewicht [kg] 0,2
Balken - Länge [mm] 140 e)
Breite [mm] 40
(oben) Höhe [mm] 6
(unten) Höhe [mm] 5
Material Al
Membran - Durchmesser [mm] 30 f)
Stärke [mm] 0,3
Material St
Dehnschraube - Länge [mm] 60 l)
Federkonstante [N{µm] «64
Material St
Elektrodynamischer Tira 50018 Maximalkraft [N] 18 b)
Schwingerreger
Leistungsverstärker Tira BAA60 Ausgangsleistung [W] 60 p)
Piezokeramischer Piezomechanik Freier Hub [µm] 32 g)
Stapelaktor HPSt Kapazität [µF] 5,2
150/14-10/25 Federkonstante [N{µm] 120
Durchmesser [mm] 14
Höhe [mm] 27
Piezoverstärker PI E-663 Ausgangsleistung [W] 14 q)
Ausgangsspannung [V] 120
Kraftsensor Dytran Empfindlichkeit 112,4 h)
1051V1 [mV{N]
Signalkonditionierer PCB 442B104 Sensortyp ICP r)
Rapid Control dSpace ds1005 Prozessortakt [MHz] 700 o)
Prototyping dSpace ds2003 A/D-Auflösung [Bit] 16
System dSpace ds2103 D/A-Auflösung [Bit] 16
Laborfilter Kemo Eckfrequenz [Hz] 500 s)
Benchmaster Ordnung 6
21M Charakteristik Ellip.
Tabelle 6.1: Komponenten des Versuchsaufbaus und Zuordnung in Abbildung 6.1
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Mode 1 Mode 2 Mode 3
Mode 4 Mode 5 Mode 6
Mode 7
Abbildung 6.3: Identifizierte Schwingformen des Versuchsaufbaus
Mode ω0 rHzs θ r%s
1 60,4 1,24
2 66,5 0,66
3 74,8 0,77
4 123,6 1,49
5 179,6 0,80
6 243,5 0,73
7 456,9 3,31
Tabelle 6.2: Identifizierte Modalparameter des Versuchsaufbaus
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Abbildung 6.4: Blockschaltbild der verwendeten Komponenten im Versuchsaufbau
fähigkeit auf das verteilte System portiert werden. Der Aufbau der Signalverarbeitung ist
in Abbildung 6.4 dargestellt. Da bei rotierenden Maschinen, z.B. über Umdrehungsmes-
sungen an einer Welle oder einem Zahnrad, die Grundfrequenz der Störgröße geschätzt
werden kann, wird zur Betrachtung des Einflusses der Frequenzschätzung ein der Stör-
größe korreliertes monofrequentes Signal ausgegeben und erfasst, welches zusätzlich zur
Schätzung der Referenzfrequenz für das verteilte System dient.
6.2 Systemidentifikation
Um die notwendige Minimalphasigkeit der Regelstrecke und damit die Kollokation der
Aktor/Sensorpaare im interessierenden Frequenzbereich bis 500 Hz zu bewerten, soll ei-
ne Vermessung der Übertragungsstrecken mit einem FFT-Analyzer (FFT: Fast Fouri-
er Transform) durchgeführt werden. Weiterhin wird eine Identifikation mit adaptiven
Finite-Impulse-Response (FIR) Filtern durchgeführt, um ein parametrisches Modell des
Systems in Form der Übertragungsmatrix für weitere Auslegungen nutzen zu können. Ab-
weichend von Abschnitt 4.7 soll eine Identifikation der Strecken unter Kompensation der
Anti-Aliasing- und Rekonstruktions-Filter durchgeführt werden, welche für die zeitdis-
krete Signalverarbeitung der adaptiven Schwingungskompensation benötigt werden, aber
in den Regelstrecken der Ausgangsrückführungen der aktiven Dämpfung aufgrund der
zeitkontinuierlichen Realsierung nicht enthalten sind.
Abbildung 6.5 zeigt das Vorgehen zur Identifikation der Strecken, wobei in Abbildung
6.5 a) die gesamte Sekundärstrecke Spzq mit den Anteilen Sipzq der Anti-Aliasing-Filter
und Verzögerungszeiten des Analog-Digital-Umsetzers (ADU), den Anteilen Smpzq der
mechanischen Struktur mit Aktor- und Sensorübertragungsverhalten und den Anteilen
Sopzq der Rekonstruktions-Filter mit den Verzögerungszeiten der Digital-Analog-Umsetzer
88 6.2 Systemidentifikation
-
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Abbildung 6.5: Schematische Darstellung der Systemidentifikation mit Kompensation der Anti-
Aliasing- und Rekonstruktionsfilter
(DAU) dargestellt ist. Zur Kompensation von Sipzq und Sopzq nach Abbildung 6.5 b) wird
dieser Anteil von Spzq identifiziert, indem Ausgang und Eingang des digitalen Signalver-
arbeitungssystems verbunden werden und nachfolgend das identifizierte Modell Sˆiopzq zur
Filterung des Referenzsignals xpnq für die Identifikation der Gesamtstrecke Spzq verwen-
det. Da der Anteil Siopzq ebenfalls im zu identifizierenden System Spzq nach Abbildung
6.5 c) enthalten ist, heben sich die Anteile für ein ideales Modell Sˆio auf und das geschätz-
te Streckenmodell Sˆmpzq wird um die Anteile Siopzq bereinigt zum Modell der Strecke
Smpzq der mechanischen Struktur. Dieser Ansatz gliedert sich weiterhin in das System-
konzept zur verteilten adaptiven Schwingungskompensation (Abschnitt 5.13) ein, da die
Identifikation der Übertragungsmatrix Sˆpzq zur Umsetzung der Schwingungskompensa-
tion (Abschnitt 5.4) benötigt wird und somit nur ein geringer Mehraufwand betrieben
wird, um ein Streckenmodell Sˆmpzq zur Auslegung der aktiven Schwingungsdämpfung zu
schätzen. Abbildung 6.6 zeigt über einen FFT-Analyzer ermittelte Messergebnisse (H11
bis H22) der Strecken des Versuchsaufbaus, wie auch von der Schätzung über adaptive
FIR-Filter im Frequenzbereich bis 1000 Hz. Aufgrund der schwachen Dämpfung des Ver-
suchsaufbaus (Tabelle 6.2) sind hohe Filterordnungen der FIR-Filter notwendig, um die
Impulsantworten der Übertragungsstrecken bei einer Abtastrate von 2 kHz mit einem ge-
ringen Leckfehler [56] darstellen zu können. Gewählt wurde im Versuch eine Ordnung von
nf “ 2048. Wie in Abschnitt 4.7 dargestellt, kann das identifizierte Modell aus der Über-
tragungsmatrixdarstellung in Zustandsraumdarstellung überführt und durch balanciertes
Abschneiden in der Ordnung reduziert werden, wobei hierauf im Folgenden nicht weiter
eingegangen werden soll und nur die Ergebnisse für ein Zustandsraummodell der Ordnung
nz “ 128 in Abbildung 6.6 dargestellt werden.
Die Bestimmung der Amplituden- und Phasengänge der FIR-Filter erfolgt hierbei
durch eine nicht-parametrische Schätzung der Übertragungsfunktion Hxypjωq nach Glei-
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Abbildung 6.6: Gemessene und identifizierte Übertragungsstrecken des Versuchsaufbaus, FFT-
Analyzer (Hxx), FIR-Filter nf “ 2048 (FIR) und Zustandsraummodell nz “ 128 (ZR)
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chung (6.1), wobei die benötigten Zeitfolgen durch Filterung eines Zufallsrauschens mit
dem entsprechenden FIR-Filter erzeugt werden.
Hˆxypjωq “ 1
N
Nÿ
i“1
Yipjωq
Xipjωq (6.1)
Xpjωq und Y pjωq entsprechen in diesem Fall den durch Anwendung der Diskreten Fouri-
er Transformation auf die Anregungs- und Antwortfolgen des digitalen Filters erzeugten
Amplitudenspektren und N der Anzahl der Mittelungen der geschätzten Übertragungs-
funktionen.
6.3 Dezentrale aktive Dämpfung
Zur Realisierung der aktiven Dämpfung der mechanischen Struktur wird eine im Rahmen
dieser Arbeit entstandene, mit analoger Schaltungstechnik realisierte Elektronik genutzt
[85, 86], welche ein Integrationsglied, eine Verstärkerstufe und ein hinsichtlich Güte und
Eckfrequenz einstellbares aktives Filter 2. Ordnung enthält. Eine eingehende Beschrei-
bung der Schaltungsteile erfolgt in Abschnitt 6.6. Ziel ist die Nutzung der vorteilhaften
Ergebnisse der analytischen und numerischen Untersuchungen aus Abschnitt 5.4 bis 5.10
hinsichtlich der Reduktion der Ordnung der Sekundärstreckenmodelle Sˆpzq, der Verbes-
serung der Konvergenzeigenschaften und Stabilität der adaptiven Schwingungskompensa-
tion und die Bestätigung der genannten Eigenschaften im Experiment.
Entsprechend Abschnitt 4.1 wird eine dezentrale integrale Kraftrückführung genutzt,
welche die Signale der dynamischen Kraftsensoren nach Abbildung 6.1 integriert und eine
dämpfungsproportionale Kraft über das piezokeramische Aktormodul in die mechanische
Struktur einleitet. Da die Regelstrecken H11 und H22 nach Abbildung 6.6 trotz kollokier-
ter Anordnung der Aktoren und Sensoren nicht für alle betrachteten Frequenzstützstellen
minimalphasig ist, wird eine Begrenzung des Frequenzbereichs der Rückführverstärkung
notwendig, um die Rückführung von Größen zu verhindern, welche nicht dämpfungspro-
portional sind oder eine Mittkopplung des geschlossenen Regelkreises verursachen. Hierzu
kann nach Abschnitt 4.1 ein Tiefpassfilter genutzt werden, wobei durch zusätzliche Ab-
stimmung der Güte die Steilheit der Phasenverschiebung im Bereich der Eckfrequenz an-
gepasst und hierdurch der Einstellbereich für die Rückführverstärkung erweitert werden
kann.
Abbildung 6.7 zeigt Ergebnisse der experimentellen Untersuchungen der dezentralen
integralen Kraftrückführung mit H11 als Übertragungsstrecke des offenen Regelkreises von
Aktormodul 1 zu Sensormodul 1 und H22 als Übertragungsstrecke des offenen Regelkreises
von Aktormodul 2 zu Sensormodul 2. H11m und H22m zeigen die geschlossenen Regelkreise
mit einer manuellen Bestimmung der Parameter Verstärkung g1 und g2, Eckfrequenz ωc1
und ωc2 und der Filtergüte Q1 und Q2. Die verwendeten Parameter der geschlossenen
Regelschleifen können Tabelle 6.3 entnommen werden, wobei zusätzlich noch Parameter
für die automatisierte Bestimmung der Reglerparameter aufgeführt sind. Für die manuelle
Bestimmung der Parameter wurde die Eckfrequenz der Tiefpassfilter in die Nullstellen von
H11 und H22 bei 340 Hz und 300 Hz gelegt, um einen geringen Einfluss der Phasendrehung
und der Amplitudenüberhöhung des Tiefpassfilters im Bereich der Resonanzfrequenz auf
den geschlossenen Regelkreis zu verursachen. Güte und Verstärkung wurden entsprechend
gewählt, um einen flachen Verlauf der Übertragungsfunktionen H11m und H22m und damit
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Abbildung 6.7: Gemessene Regelstrecken des Versuchsaufbaus, offener (Hxx) und über eine
integrale Kraftrückführung geschlossener Regelkreis mit manueller (Hxxm) und automatisierter
Parameterbestimmung (Hxxa)
Parameter manuell SQP Alg. Gen. Alg. Par. Var.
ωc1 [Hz] 340,00 308,93 308,94 308.03
ωc2 [Hz] 300,00 321,43 321,41 321.47
Q1 [-] 10,00 5,0 5,0 5,0
Q2 [-] 4,00 5,0 5,0 5,0
g1 [dB] -20,00 -25,90 -25,89 -25,91
g2 [dB] -25,00 -25,89 -25,89 -25,91
Ar [dB] -8,74 -8,00 — —
Tabelle 6.3: Verwendete Parameter der dezentralen integralen Kraftrückführung, Filtereckfre-
quenz ωc, Güte Q, Rückführverstärkung g und Gütemass Ar der aktiven Dämpfung
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Mode ω0rHzs θpr%s θmr%s θar%s dvarr%s
2 67,00 0,79 5,47 4,53 590,76
3 76,00 1,38 5,71 3,35 313,49
4 128,00 1,38 11,34 9,16 720,80
5 179,00 0,59 13,71 11,10 2222,58
6 246,00 0,78 4,91 2,70 527,45
Tabelle 6.4: Durch Bestimmung der Halbwertsbreite geschätzte modale Dämpfungen für das
passive System (θp), für das aktive System mit manueller (θm) und automatisierter (θa) Para-
meterbestimmung und erzielte Erhöhung für die manuelle Bestimmung (dvar)
eine möglichst hohe Dämpfung der ersten fünf Resonanzen der mechanischen Struktur zu
erreichen.
Die gemessenen Übertragungsfunktionen H11m und H22m zeigen hierbei eine deutliche
Erhöhung der Strukturdämpfung θ, wobei diese für die schwach gedämpfte mechanische
Struktur aus der Halbwertsbreite des Amplitudengangs im Bereich der Eigenfrequenz ω0
nach Gleichung (6.2)
θe “ ωo ´ ωu
2ω0
(6.2)
mit der unteren und oberen ´3 dB Frequenz ωu und ωo als θe geschätzt werden kann. Für
den vorliegenden Versuchsaufbau ergeben sich geschätzte modale Dämpfungskonstanten
für die 2. bis 6. Eigenfrequenz nach Tabelle 6.4, welche im Bereich der durch die experi-
mentelle Modalanalyse für die entsprechenden Moden ermittelten Dämpfungskonstanten
nach Tabelle 6.2 liegen. Die Ergebnisse zeigen eine deutliche Erhöhung der Strukturdämp-
fung, wobei relative Erhöhungen der Dämpfungskonstanten zwischen aktiven und passiven
System nach Spalte dvar von 314 % bis 2223 % erzielt werden können. Als Gütemass Ar
für die Regelung wurde die H2-Norm (Gleichung (5.11)) der Amplitudengänge des aktiven
Systems Hm bezogen auf das passive System Hp nach Gleichung (6.3)
Ar “ 20 log
˜
}Hm}2
}Hp}2
¸
(6.3)
bestimmt, wobei sich nach Tabelle 6.3 eine Reduktion im Bereich 50 Hz . . . 400 Hz von
´8,74 dB ergibt.
Weiterhin sind Ergebnisse einer automatisierten Bestimmung der Parameter g1, g2,
ωc1, ωc2, Q1 und Q2 nach Tabelle 6.3 anhand der Übertragungsfunktionen H11a und H22a
dargestellt (Abbildung 6.7). Die automatisierte Parameterbestimmung soll keinen Kern-
punkt der Arbeit darstellen, weshalb Vor- und Nachteile der Algorithmen und eine detail-
lierte Beschreibung nicht weiter dargestellt und untersucht werden. Die Ergebnisse nach
Tabelle 6.3 und Abbildung 6.7 dienen zur Darstellung der Möglichkeiten des verteilten
Systemansatzes, wobei exemplarisch zwei Algorithmen zur Optimierung der Parameter
der dezentralen Regelschleifen hinsichtlich der Minimierung der H2-Norm der Impulsant-
worten der Übertragungsstrecken H11 bis H22 verwendet wurden. Für die automatisierte
Parameterbestimmung ergeben sich nach Tabelle 6.3 nahezu identische Parameter, wobei
als Grenzen für ωc “ 250 Hz . . . 400 Hz, für Q “ 0,5 . . . 5 und für g “ 0 . . . 80 angegeben
wurden. Zur Überprüfung der Ergebnisse wurde eine zweistufige Variation der Parameter
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Abbildung 6.8: Wurzelortskurven des über eine integrale Kraftrückführung geschlossenen Re-
gelkreises für die Strecke H22 mit manueller (links) und automatisierter Parameterbestimmung
(rechts) nach Tabelle 6.3, jeweils bestimmte Verstärkungsfaktoren (˝)
g1, g2, ωc1, ωc2, Q1 und Q2 durchgeführt, wobei in einem ersten Schritt zehn Stützstellen
pro Parameter in den oben genannten Grenzen untersucht wurden und in einem zweiten
Schritt zehn Stützstellen in einem Bereich von ˘10% um die beste Lösung des ersten
Variationsschritts. Als Gütemaß der Lösung wurde wiederum die H2-Norm der Impuls-
antworten der Übertragungsstrecken H11 bis H22 verwendet, wobei die Ergebnisse nach
Tabelle 6.3 im Bereich der durch die Optimierungsalgorithmen bestimmten Ergebnisse
liegen. Die Abweichungen der Parametervariation lassen sich hierbei durch die relativ
grobe Einteilung von zehn Stützstellen erklären, wobei sich bei den untersuchten sechs
Parametern bereits 1ˆ 106 Auswertungen pro Variationsstufe ergeben.
Zur Untersuchung der Parameter im Experiment wurden die durch die Algorithmen
ermittelten Verstärkungsfaktoren angepasst, da die ermittelten Parameter nahe an der
Stabilitätsgrenze liegen. Abbildung 6.8 zeigt Wurzelortskurven des geschlossenen Regel-
kreises der Strecke H22 für die manuelle (links) und die automatisierte Parameterbestim-
mung (rechts), wobei die jeweils bestimmten Verstärkungsfaktoren durch quadratische
Marker gekennzeichnet sind. Um eine vergleichbare Verstärkungsreserve zwischen den er-
mittelten Parametersätzen zu erhalten, wurden die Werte der Verstärkungsfaktoren für
die automatisierte Parameterbestimmung um ´6 dB verringert. Die in Tabelle 6.3 angege-
benen Parameter entsprechen daher den angepassten Verstärkungsfaktoren. Als Gütemaß
Ar für die automatisierte Parameterbestimmung zeigt sich nach Tabelle 6.3 eine Reduk-
tion von ´8,00 dB, welches damit, ebenso wie die geschätzten Dämpfungskonstanten der
aktiven Struktur nach Tabelle 6.4, in der gleichen Größenordnung wie die durch die ma-
nuelle Bestimmung der Parameter erreichten Werte liegt.
6.4 Adaptive Schwingungskompensation
Zur experimentellen Untersuchung der in Kapitel 5 vorgestellten Verfahren zur adapti-
ven Schwingungskompensation werden diese auf einem RCP-System umgesetzt, um die
zentralisierte Implementierung mit der des verteilten Systems vergleichen zu können und
Auslegungsparameter für die Auswahl der Hardware des verteilten eingebetteten Systems
abschätzen zu können. Als Störgröße wird wiederum ein frequenzvariables, aus mehreren
Harmonischen superponiertes Signal verwendet, welches über das RCP-System erzeugt
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Abbildung 6.9: Campbell-Diagramme der Sensorgrößen F1 (Links) und F2 (Rechts) der passi-
ven Struktur
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Abbildung 6.10: Ordnungsschnitte der Sensorgrößen F1 (Links) und F2 (Rechts) der passiven
Struktur und mit einer aktiven Dämpfung der Struktur durch integrale Kraftrückführung (IFF)
und über einen elektrodynamischen Schwingerreger (Abbildung 6.4) eingeleitet wird. Die
Amplitude des Störsignals nimmt hierbei im Quadrat zur Frequenz zu, um eine Kraft
entsprechend einer Unwuchterregung einzuleiten.
Abbildung 6.9 zeigt einen Hochlauf der Grundfrequenz der Störgröße von 10 Hz bis
125 Hz, wobei diese als Drehzahl im Bereich von 600 min´1 bis 7500 min´1 aufgetragen
ist. Die 2. Ordnung besitzt die größte Amplitude und wird deshalb für die folgenden Ex-
perimente als zu kompensierende Komponente gewählt. Zur Betrachtung der Reduktion
der Schwingungsamplituden der einzelnen Ordnung wird ein Ordnungsschnitt verwendet,
Abbildung 6.10 zeigt hierbei einen Hochlauf der 2. Ordnung am passiven mechanischen
System und am aktiven System mit dezentraler aktiver Dämpfung durch die integra-
le Kraftrückführung (IFF) aus Abschnitt 6.3. Als Parameter der dezentralen integralen
Kraftrückführung werden hierbei die Werte der manuellen Bestimmung nach Tabelle 6.3
verwendet, wobei sich erwartungsgemäß eine Reduktion der Sensorsignalamplituden im
Bereich der Resonanzen durch die geringere Resonanzüberhöhung des aktiv gedämpften
Systems zeigt, jedoch keine Auslöschung der eigentlichen Störgröße erreicht wird.
Eine deutlich höhere Reduktion lässt sich durch Anwendung der adaptiven Schwin-
gungskompensation nach Abschnitt 5.2 erreichen, wobei als Sekundärstreckenmodell Sˆpzq
des 2ˆ 2 Systems FIR-Filter der Ordnung n “ 1024 und der Ordnung n “ 192 verwendet
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Abbildung 6.11: Identifizierte Sekundärstreckenmodelle Ordnung n “ 1024, Amplituden- und
Phasengang (Links), identifizierte Sekundärstreckenmodelle Ordnung n “ 1024 und n “ 192 und
berechnete Impulsantworten h11 (Rechts)
wurden. Abbildung 6.11 zeigt auf der linken Seite die Amplituden- und Phasengänge der
Sekundärstrecke H11 und das mit einer Ordnung von n “ 1024 identifizierte Sekundär-
streckenmodell Sˆ11 der 2ˆ2 Übertragungsmatrix Sˆ, wobei ebenfalls deutlich der durch die
Anti-Aliasing- und Rekonstruktionsfilter verursachte Phasenabfall im Vergleich zu dem in
Abbildung 6.7 identifizierten Strecken erkennbar ist. Weiterhin kann Sˆ11 mit geringerer
Modellordnung n “ 192 abgebildet werden, um einen geringeren Aufwand der Signalver-
arbeitung zu erreichen, wodurch allerdings ein Modellfehler toleriert werden muss, der un-
ter Umständen die Güte der adaptiven Schwingungskompensation beeinflusst (Abschnitt
5.10). Abbildung 6.11 zeigt auf der rechten Seite die Impulsantworten der FIR-Modelle
von Sˆ11 mit einer Ordnung von n “ 1024 und n “ 192 und die über inverse Fouriertrans-
formation aus der komplexen Übertragungsfunktion von H11 bestimmte Impulsantwort
h11. Wird ein relativer Fehler efir nach Gleichung (6.4)
efir “ }h11 ´ Sˆ11}2}h11}2 (6.4)
definiert, so kann der Modellfehler zwischen Sˆ11 und h11 nach Tabelle 6.5 angegeben wer-
den. Für das FIR-Modell der Ordnung n “ 1024 wird nach Tabelle 6.5 ein Modellfehler
efir von 4,5 % ermittelt, was aufgrund der Übereinstimmung der Amplituden- und Pha-
sengänge mit den durch den FFT-Analyzer ermittelten Strecken als gut betrachtet werden
kann, wobei sich für die mit einer Ordnung von n “ 192 ein Fehler von 19,8 % ergibt und
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Verfahren n efir
FxLMS 1024 0,0449
FxLMS 192 0,1978
Fx/VF 192 0,0301
Tabelle 6.5: Modellfehler efir der FIR-Sekundärstreckenmodelle Sˆ11, Ordnung n “ 1024 und
n “ 192 ohne (FxLMS) mit aktiver Dämpfung der Struktur (Fx/VF)
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Abbildung 6.12: Ordnungsschnitte der Sensorgrößen F1 (Links) und F2 (Rechts) der passiven
Struktur und für eine Kompensation der 2. Ordnung durch den schmalbandigen MIMO-FxLMS-
Algorithmus mit Sekundärstreckenmodellen der Ordnung n “ 1024 und n “ 192
ebenfalls das Abschneiden der Impulsantwort in Abbildung 6.11, rechts deutlich sichtbar
wird.
Abbildung 6.12 zeigt Ergebnisse der Hochläufe, wobei die exakte Frequenz des Stör-
signals verwendet wurde, um Fehler durch die Frequenzschätzung auszuschließen. Die
Algorithmen wurden hierbei modellbasiert auf dem RCP-System implementiert, wobei
als weitere Komponenten die Laborgeräte des Versuchsaufbaus nach Abschnitt 6.1 und
Tabelle 6.1 verwendet wurden. Für die adaptive Schwingungskompensation zeigt sich eine
deutlich höhere Reduktion der Sensorsignale, wobei der geringere Berechnungsaufwand
der Sekundärstreckenmodelle mit Ordnung n “ 192 und einem Modellfehler mit einer
geringeren Güte der Schwingungskompensation erkauft wird.
Wird weiterhin eine Schätzung der Störfrequenz verwendet, welche bei einer realen
Umsetzung des aktiven Systems in der Anwendung in der Regel in Kauf genommen werden
muss, so verringert sich die Leistungsfähigkeit der adaptiven Schwingungskompensation
weiter. Steht keine hochauflösende Sensorik für die Frequenz- oder Drehzahlschätzung
zur Verfügung, so kann eine einfache Auszählung der zeitlichen Abstände von Umdre-
hungsimpulsen einer rotierenden Welle, deren Drehfrequenz mit der Störgröße korreliert
ist, verwendet werden. Die Genauigkeit der Frequenzschätzung hängt in diesem Fall vom
Diskretisierungsintervall der Signalverarbeitung der adaptiven Schwingungskompensation
ab und kann diese daher in der Leistungsfähigkeit limitieren (Abschnitt 5.7). Abbildung
6.13 zeigt Ergebnisse der adaptiven Schwingungskompensation mit exakter Frequenz des
Störsignals und mit geschätzter Frequenz des Störsignals, wobei ein monofrequentes Si-
gnal mit der Grundfrequenz der Störgröße nach Abbildung 6.4 mit dem RCP-System
ausgegeben und zur Schätzung der Periodendauer wieder abgetastet wurde.
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Abbildung 6.13: Ordnungsschnitte der Sensorgrößen F1 (Links) und F2 (Rechts) der passiven
Struktur und für eine Kompensation der 2. Ordnung durch den schmalbandigen MIMO-FxLMS-
Algorithmus mit exakter und geschätzter Referenzfrequenz (estim.)
Abbildung 6.14: Campbell-Diagramme der Sensorgröße F1, passives System (Links) und ad-
aptive Schwingungskompensation mit geschätzter Referenzfrequenz (Rechts)
Bei dem schwach gedämpften mechanischen System zeigt sich ein deutlicher Einfluss
der Schätzung der Störfrequenz auf die Güte der Schwingungskompensation, wobei in
einigen Bereichen eine Verschlechterung des passiven Ausgangszustands erzeugt wird. Dies
zeigt sich ebenfalls in den Campbell-Diagrammen nach Abbildung 6.14, wobei sich die
ungenaue Frequenzschätzung durch das „Verwischen“ der Ordnungslinie zeigt.
6.5 Vermaschung von aktiver Schwingungskompensa-
tion und -dämpfung
Wird eine Vermaschung des aktiven Systems mit dezentraler integraler Kraftrückführung
und adaptiver Schwingungskompensation nach Abschnitt 5.4 durchgeführt, so ergibt sich
eine Verbesserung der Güte der Schwingungskompensation, welche deutlich über die der
einzeln angewendeten Verfahren hinausgeht. Zusätzlich kann die Ordnung der Sekundär-
streckenmodelle aufgrund der erhöhten Streckendämpfung verringert werden, ohne den
Modellfehler zu erhöhen, soweit FIR-Filter zur Modellbildung eingesetzt werden. Wird
eine Modellordnung von n “ 192 zur Identifikation der Übertragungsmatrix Sˆpzq des
98 6.5 Vermaschung von aktiver Schwingungskompensation und -dämpfung
0 100 200 300 400 500
−40
−20
0
20
40
60
f [Hz]
H
 [d
B]
 
 
H11
n=192
0 0.2 0.4 0.6 0.8 1
−10
−5
0
5
10
t [s]
c 
[−]
 
 
h11
n=192
Abbildung 6.15: Amplitudengang (Links) und Impulsantwort (Rechts) der identifizierten FIR-
Sekundärstreckenmodelle Ordnung n “ 192 und gemessene Strecken (H11, h11)
Verfahren µr´s γr´s νr´s AfxrdBs
IFF, Par. man. — — — -6,57
FxLMS, n “ 1024 0,002 0,0005 1,0 -18,76
FxLMS, n “ 192 0,002 0,0005 1,0 -17,28
FxLMS, estim. 0,002 0,0005 1,0 -6,89
Fx/VF. 0,02 0,005 10,0 -24,00
Tabelle 6.6: Verwendete Parameter für die Adaptionsschrittweite µ, den Vergessensfaktor γ,
die Limitierung des Leistungsschätzers ν und die gemessene Güte der adaptiven Schwingungs-
kompensation Afx
vermaschten Systems verwendet, so kann im Gegensatz des Modellfehlers von 19,8 % aus
Abschnitt 6.4 ein geringer Modellfehler efir von 3,0 % erreicht werden (Tabelle 6.5). Ab-
bildung 6.15 rechts zeigt die aus der gemessenen komplexen Übertragungsfunktion der
Sekundärstrecke berechnete Impulsantwort h11 und das identifizierte Sekundärstrecken-
modell Sˆpzq des vermaschten Systems, wobei aufgrund der nach ungefähr 0,2 s gut abge-
klungenen Impulsantwort ein geringer Abschneidfehler beobachtet werden kann. Entspre-
chend zeigt sich in der Frequenzbereichsdarstellung des Amplitudengangs von Sˆpzq nach
Abbildung 6.15 links ein geringer Leckeffekt und eine gute Deckung mit dem gemessenen
Amplitudengang von H11. Zur Umsetzung der dezentralen integralen Kraftrückführung
des vermaschten Systems werden im Weiteren die manuell bestimmten Parameter nach
Tabelle 6.3 verwendet.
Abbildung 6.16 zeigt Ordnungsschnitte der beiden Kraftsensoren für den Hochlauf
von 600 min´1 bis 7500 min´1 für das vermaschte aktive System mit exakter Referenzfre-
quenz (Fx/VF.) im Vergleich zur adaptiven Schwingungskompensation (FxLMS), wobei
für die adaptive Schwingungskompensation eine Ordnung der Sekundärstreckenmodelle
von n “ 1024 verwendet wurde, um einen vergleichbar geringen Modellfehler zu errei-
chen (Tabelle 6.5). Als Konvergenzkonstante µ, Vergessenfaktor γ und Begrenzung des
Leistungsschätzers ν wurden die Werte nach Tabelle 6.6 verwendet, wobei sich für das
vermaschte System (Fx/VF.) eine um von ´5 dB erhöhte Güte der Schwingungskompen-
sation Afx im Vergleich zum nicht vermaschten System (FxLMS) ergibt. Die Güte Afx
zur Bewertung der Schwingungskompensation wird hierbei nach Gleichung (5.2) aus der
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Abbildung 6.16: Ordnungsschnitte der Sensorgrößen F1 (Links) und F2 (Rechts) der passiven
Struktur, für eine Kompensation der 2. Ordnung durch den schmalbandigen MIMO-FxLMS-
Algorithmus (FxLMS) und durch den mit einer dezentralen integralen Kraftrückführung ver-
maschten schmalbandigen MIMO-FxLMS-Algorithmus (Fx/VF)
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Abbildung 6.17: Koeffizienten der Kompensationsfilter für Aktor 1 (Links) und Aktor 2
(Rechts) über dem Hochlauf der Störgröße für den vermaschten MIMO-FxLMS-Algorithmus
(Fx/VF)
Summe der quadratischen Mittelwerte der Sensorsignale Fma des aktiven Systems bezogen
auf die Summe der quadratischen Mittelwerte der Sensorsignale Fmp des passiven Systems
bestimmt, wobei M die Anzahl der Sensoren darstellt und die gemessenen zeitdiskreten
Signale als Vektoren der Länge I vorliegen.
Abbildung 6.16 zeigt hierbei eine gleichmäßige Reduktion der Störgröße über alle Fre-
quenzen, wobei ausschließlich im Bereich der Antiresonanzen eine Verschlechterung der
Schwingungskompensation festgestellt werden kann. Dieses Ergebnis deckt sich mit den
Berechnungen aus Abschnitt 5.5, wobei in diesen Bereichen die Konvergenz des Algorith-
mus limitiert ist und durch die starke Änderung der Koeffizienten im vorgegebenen Zeit-
intervall des Hochlaufs nicht zur optimalen Lösung konvergiert. Abbildung 6.17 zeigt die
Koeffizienten der Kompensationsfilter, wobei sich bei 1200 min´1, 3000 min´1, 7000 min´1
deutlich Änderungen der Koeffizienten der Kompensationsfilter ergeben. Dennoch ergibt
sich nahezu über den gesamten Frequenzbereich eine stärkere Kompensation der Störgrö-
ße als beim nicht vermaschten aktiven System (Tabelle 6.6). Als weiterer Vorteil kann die
Reduktion der Ordnung der Übertragungsmatrix Sˆpzq der Sekundärstrecken betrachtet
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werden, welche für das vermaschte System mit deutlich geringerer Ordnung (n “ 192 zu
n “ 1024) identifiziert werden kann und bei Systemen mit einer hohen Zahl an Aktoren
und Sensoren oder Signalverarbeitungseinheiten mit geringen Rechenleistungsressourcen
sehr interessant sein kann.
6.6 Systemintegration
In diesem Abschnitt wird die entworfene und implementierte Hard- und Software des in
Abschnitt 5.13 vorgestellten verteilten Systemansatzes erläutert, wobei zur Umsetzung
die vorangehend gesammelten Ergebnisse genutzt werden und bei der Auslegung und In-
betriebnahme die prototypische Implementierung als messtechnische Referenz dient. Im
Weiteren wird das verteilte System hinsichtlich seiner Leistungsfähigkeit mit der zentra-
lisierten Implementierung auf dem RCP-System verglichen.
Wie schon in Abschnitt 5.13 dargestellt wurde, sollen die Funktionseinheiten zur de-
zentralen aktiven Schwingungsdämpfung und zur verteilten adaptiven Schwingungskom-
pensation möglichst modular ausgeführt werden, um einen an verschiedene Anwendungs-
szenarien skalier- und anpassbaren Systemansatz zu erhalten. Hierzu kann als wesentliches
Element eine Kommunikationsschnittstelle in Form eines Datenbusses dienen, welche die
einzelnen Einheiten zu einem Gesamtsystem verbindet. Für die einzelnen Einheiten beste-
hen weiterhin unterschiedliche Anforderungen hinsichtlich der verfügbaren Rechenleistung
(Operationen pro Sekunde) und der Verarbeitungsgenauigkeit der Variablen (Zahlenfor-
mat - Bitbreite und Kommadarstellung).
Da für die Umsetzung der dezentralen integralen Kraftrückführung keine Änderung
der Struktur des Regelkreises erwartet wird und es sich bei dem Regelgesetz um einen
nicht-modellbasierten Ansatz mit wenigen einfachen Übertragungsgliedern handelt, kann
diese in Form einer Analogelektronik umgesetzt werden, wobei die notwendigen Parameter
Verstärkung g, Eckfrequenz ωc und Güte Q asynchron angepasst werden. Die eigentliche
Signalverarbeitung und Regelung läuft somit autark ab und es kann ein relativ einfacher
Prozessor für die nicht zeitkritische Kommunikation und Datenbusanbindung verwendet
werden. Zusätzlich wird keine hohe Genauigkeit der Zahlendarstellung benötigt, bezie-
hungsweise kann diese durch Rechenzeit erkauft werden, da die Anpassung der Parameter
der dezentralen Regelschleifen einmalig oder in verhältnismäßig langen Zeitintervallen er-
folgt. Abbildung 6.18 zeigt die Darstellung der elektronischen Hardware zur dezentralen
aktiven Dämpfung als Blockschaltbild.
Die Schaltung kann in zwei Hauptteile gegliedert werden, einen analogen Teil (A1) zur
Umsetzung des Regelgesetzes durch den Integrator I1, die Verstärkungsglieder K2 und K3
und die Tiefpassfilter F1 und F2 und einen digitalen Teil (D1), der den Mikroprozessor M1,
den Analog-Digital-Umsetzer (ADU) U1 und die Kommunikationsschnittstelle X1 bein-
haltet. K2 wird hierbei als schaltbare Verstärkungsstufe mit 0 dB, 20 dB und 40 dB ausge-
führt, um den Pegel des integrierten Sensorsignals anzupassen. Mit K3 kann nachfolgend
eine feinere Einstellung des Schleifenverstärkungsfaktors in 4096 Stufen vorgenommen
werden. K3 kann weiterhin durch einen multiplizierenden Digital-Analog-Umsetzer (DAU)
mit 12 Bit Auflösung realisiert werden und wird über ein Serial-Peripheral-Interface (SPI)
durch den Mikroprozessor angesprochen. F1 realisiert den Tiefpassfilter für die integrale
Kraftrückführung nach Abschnitt 4.2, wobei dieser als Switched-Capacitor (SC) Filter mit
einem Einstellbereich von Q “ 0,504 bis Q “ 64 in 128 Schritten umgesetzt wird und über
eine proprietäre Schnittstelle über den Mikroprozessor veränderbar ist. Die Eckfrequenz
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Abbildung 6.18: Blockschaltbild der entwickelten elektronischen Hardware zur dezentralen
aktiven Schwingungsdämpfung
des SC-Filters kann über einen externen Takt fsc angepasst werden und relativ hierzu
in 64 Schritten fein abgestimmt werden, wobei in der vorliegenden Schaltung der Takt
fsc vom Mikroprozessor vorgeben wird und hierdurch eine variable Anpassung möglich
ist. Zur Unterdrückung des Taktrauschens des SC-Filters dient das Filter F2, welches als
Filter 2. Ordnung mit fester Eckfrequenz von fsc{4 und einer Butterworth Charakteristik
ausgelegt ist.
Um die Schaltung für weitere Regelgesetze, wie zum Beispiel das Positive Position
Feedback, [128, 85, 86] und zur Datenerfassung, zum Beispiel für die Schätzung von spek-
tralen Leistungsdichten der Sensorsignale, nutzen zu können, sind die weiteren Funk-
tionsblöcke K4, K5, F3 und K6 enthalten. K1 stellt hierbei einen Impedanzwandler zum
Anschluss piezokeramischer Sensoren, K4 einen Leistungstreiber zur Ansteuerung von pie-
zokeramischen Aktoren geringer Kapazität im Niederspannungsbereich dar und K5, F3,
K6 dienen zur Signalkonditionierung für den ADU. S1 bis S6 zeigen die Klemmen zum
Anschluss der Sensoren, Aktoren und Kommunikationsleitungen, wobei Klemmen S1 und
S4 zur Vermaschung der integralen Kraftrückführung mit der adaptiven Schwingungskom-
pensation dienen.
Als Prozessor für das Modul zur dezentralen aktiven Dämpfung wird ein 8 Bit Mikro-
controller mit 16 MHz Taktfrequenz verwendet, welcher über einen integrierten CAN-Bus
Controller, SPI- und USART-Schnittstelle verfügt. Abbildung 6.19 zeigt die in den Experi-
menten verwendete Hardware zur dezentralen aktiven Schwingungsdämpfung und verteil-
ten adaptiven Schwingungskompensation. Hierbei stellen a) und e) die beiden Netzwerk-
knoten zur dezentralen integralen Kraftrückführung dar, bestehend aus dem gestapelten
Analogteil A1 und dem Mikroprozessorteil D1 (Abbildung 6.18), dem Sensoreingang b)
und dem Aktorausgang c).
Netzwerkknoten l) und n) zeigen die beiden Signalverarbeitungseinheiten zur adapti-
ven Schwingungskompensation, welche für die ersten Experimente aus einer Evaluierungs-
Platine mit dem Signalprozessor m) und einer Filterkarte für die Anti-Aliasing- und Re-
konstruktionsfilter mit jeweils vier Ein- j) und Ausgängen k) besteht. Abbildung 6.20
zeigt die elektronische Hardware zur digitalen Signalverarbeitung der adaptiven Schwin-
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Abbildung 6.19: Hardware zur dezentralen aktiven Schwingungsdämpfung und verteilten ad-
aptiven Schwingungskompensation
A
D
D
A
Abbildung 6.20: Blockschaltbild der elektronischen Hardware zur digitalen Signalverarbeitung
der verteilten adaptiven Schwingungskompensation
gungskompensation, wobei A2 wiederum den analog realisierten Schaltungsteil und D2
den Mikroprozessorteil darstellt. Die Schaltung besteht grundsätzlich aus weniger Funk-
tionseinheiten, da die wesentlichen Teile der Signalverarbeitung als Software realisiert
werden und der Mikroprozessor M2 wesentlich leistungsfähiger als 32 Bit Gleitkomma-
prozessor mit 150 MHz Taktfrequenz und DSP-Befehlssatz ausgelegt wird. Der ADU U2
besitzt eine Auflösung von 12 Bit und ist wie die Kommunikationsschnittstelle X2 und der
DAU U3 auf dem Mikroprozessor M2 integriert, wobei U3 durch ein pulsweitenmodulier-
tes (PWM) Signal mit einer Diskretisierung von 12 Bit und einer Trägerfrequenz ft von
36 kHz realisiert werden kann.
A2 zeigt den Analogteil bestehend aus den Verstärkerstufen K7 und K8 zur Pegelan-
passung für die ADU und DAU U2 und U3 und die Tiefpassfilter F4 und F5, welche als
Butterworth-Filter 8. Ordnung mit der Eckfrequenz fc ausgeführt werden, um die not-
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Abbildung 6.21: Zeitverläufe zur Synchronisation der Abtastintervalle im Netzwerk mit den
Zählerständen tc, ti und dem geschätzten Abtastintervall t˜p
wendige Steilheit als Anti-Aliasing- und Rekonstruktionsfilter (Abschnitt 3.3) zu besitzen.
Durch Wahl von
fc ă fs
2
(6.5)
mit fs als der Abtastfrequenz der zeitdikreten Signalverarbeitung und
fc ! ft (6.6)
wird ebenfalls eine gute Unterdrückung der Trägerfrequenz ft der PWM-Stufe erreicht.
S7 bis S9 stellen wiederum die Klemmen zum Anschluss der Sensoren, Aktoren und Kom-
munikationsleitungen dar.
Als Kommunikationsmedium kann ein CAN-Bus (Abbildung 6.19, d)) verwendet wer-
den, welcher sich aufgrund der Bandbreitenabschätzung nach Abschnitt 5.13 (Abbildung
5.34) als geeignet erwiesen hat, jedoch auf dem gewählten Signalprozessor M2 nicht not-
wendigerweise über eine zeitgesteuerte Implementierung verfügt. Zur Realisierung des
echtzeitfähigen Datenaustauschs kann daher ein zusätzlicher Knoten in das Netzwerk in-
tegriert werden, welcher als Zeitgeber dient und den einzelnen Knoten die Synchronisation
ihrer Uhren auf den Zeitgeber erlaubt. Weiterhin ist eine Zeitablaufsteuerung des Buszu-
griffs sinnvoll, welche nach dem synchronen Zeitmultiplexverfahren (TDMA) nur einem
Busteilnehmer pro Zeitschlitz erlaubt Daten auf den Bus zu legen und hierüber einen
deterministischen Datenaustausch umsetzt.
Wird kein absoluter Abgleich der Zeitbasis der Netzwerkknoten l) und n), sondern le-
diglich eine Synchronisation der Abtastintervalle ts der verteilten zeitdiskreten Signalver-
arbeitungseinheiten benötigt, so kann eine Schätzung der augenblicklichen Periodendauer
tppnq des Referenzknotens nach der Gleichung (6.7)
tppnq “ tcpn´ 1q ´ tcpnq (6.7)
durchgeführt werden, wobei tcpnq dem Stand eines frei laufenden 32 Bit Zählers mit dem
Zählintervall des Systemtakts zum momentanen Abtastzeitpunkt und tcpn´ 1q dem Zäh-
lerstand des vergangenen Abtastzeitpunkts entspricht. Die Verläufe der Abtastintervalle
des Referenzknotens N1 und des zu synchronisiernden Knotens N2 sind exemplarisch in
Abbildung 6.21 dargestellt, wobei die Referenznachrichten zur Bestimmung der Intervalls
tp zu den Zeitpunkten T1 und T2 eintreffen. Durch Mittelung über ein rekursives Filter 1.
Ordnung mit der Zeitkonstante α nach Gleichung (6.8)
t˜ppnq “ αtppnq ` p1´ αqt˜ppn´ 1q (6.8)
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kann weiter eine Schätzung des Abtastintervalls des Referenzknotens in Einheiten der
lokalen Systemzeit bestimmt werden, wobei Schwankungen der Übertragungszeit der Re-
ferenznachricht verschwinden und die geschätzte Periodendauer t˜p direkt zur Anpassung
der Periodendauer des lokalen Zeitgebers für das Abtastintervall genutzt werden kann.
Die relative zeitliche Verschiebung der lokalen Uhrzeit zur Uhrzeit des Referenzknotens
im Maß des Abtastintervalls kann weiterhin nach Gleichung (6.9)
topnq “
$&%t˜ppnq ´ tipnq tipnq ą
t˜ppnq
2
´tipnq sonst
(6.9)
bestimmt werden, wobei tipnq dem Zählerstand des Systemzählers zur Erzeugung des
Abtastintervalls zum Zeitpunkt des Eintreffens der Referenznachricht (T4) darstellt und
topnq die Verschiebung der Abtastintervalle in Zählintervallen des 32 Bit Zählers bezeich-
net. Der aktualisierte Zählerstand tipn` 1q des Systemzählers von N1 ergibt sich hiermit
zu Gleichung (6.10)
tipn` 1q “ t˜ipnq ` t˜opnq (6.10)
wobei wiederum zeitliche Mittelwerte der Größen tipnq und topnq verwendet werden.
Der beschriebene Netzwerkknoten zur Erzeugung der Synchronisationsnachricht ist
in Abbildung 6.19 g) dargestellt, wobei dieser aus dem Digitalteil D1 nach Abbildung
6.18 besteht und zusätzlich zur Erfassung und Verteilung des Referenzsignals im Netz-
werk dient. Zur Umsetzung der Referenzsignalerfassung kann ein digitaler Eingang f) des
Mikroprozessors i) verwendet werden, der über einen mit 250 kHz getakteten 16 Bit Zäh-
ler mit No “ 250 die Nulldurchgänge des Referenzsignals auszählt (Abschnitt 5.7) und
hierüber die Frequenz fˆr des Referenzsignals schätzt. Die geschätzte Frequenz fˆr kann
anschließend über die Synchronisationsnachricht im Netzwerk bereitgestellt werden, wo-
bei fˆr auf die jeweils angepasste Periodendauer t˜p der Netzwerkknoten normiert werden
muss.
Weiterhin verfügt der Knoten g) über eine serielle Kommunikationsschnittstelle, welche
zur Verbindung mit einem Personalcomputer genutzt werden kann. Im Versuch können
hierüber unter anderem die Parameter µ und γ der adaptiven Schwingungskompensa-
tion in Gleitkomma-Genauigkeit auf den Referenzknoten g) übertragen werden, welcher
die Daten über den CAN-Bus an die betreffenden Netzwerkteilnehmer l) und n) leitet.
Ebenso können die Parameter der Netzwerkknoten zur dezentralen aktiven Schwingungs-
dämpfung angepasst werden, die Systemidentifikation der Übertragungsstrecken durch die
Signalverarbeitungsknoten l) und n) gesteuert und die identifizierten FIR-Koeffizienten
ausgelesen werden.
6.7 Verteilte und dezentrale Implementierung
Zur Umsetzung der experimentellen Untersuchungen des verteilten Systems zur adaptiven
Schwingungskompensation soll im Weiteren ebenfalls der für die vorangehenden Versuche
genutzte Aufbau verwendet werden, um die Vergleichbarkeit der Ergebnisse zu gewährlei-
sten. Das RCP-System wird daher wie zuvor zur Erzeugung der Störgröße, zur Datenerfas-
sung der Sensorsignale und zur Ausgabe der Grundwelle der Störgröße als Referenzsignal
genutzt (Abbildung 6.4).
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Abbildung 6.22: Ordnungsschnitte der Sensorgrößen F1 (Links) und F2 (Rechts) der passiven
Struktur und für eine Kompensation der 2. Ordnung durch den schmalbandigen MIMO-FxLMS-
Algorithmus (FxLMS) mit einer Implementierung auf dem RCP-System und den verteilten ein-
gebetteten Systemen (VES) mit geschätzter Referenzfrequenz
Verfahren µr´s γr´s νr´s AfxrdBs
RCP, estim. 0,002 0,0005 1,0 -6,89
VES, estim. 0,002 0,0005 1,0 -11,56
RCP/VF 0,02 0,005 10,0 -24,00
VES/VF, estim. 0,02 0,005 10,0 -24,96
VES/SE, estim. 0,002 0,0005 1,0 -11,37
Fx/FIR, n “ 1024 0,002 0,0005 1,0 -18,76
Fx/SSB, n “ 192 0,002 0,0005 1,0 -15,41
Tabelle 6.7: Verwendete Parameter für die Adaptionsschrittweite µ, den Vergessensfaktor γ,
die Limitierung des Leistungsschätzers ν und die gemessene Güte der adaptiven Schwingungs-
kompensation Afx bei Umsetzung auf dem RCP-System und durch die verteilten eingebetteten
Systeme (VES)
Abbildung 6.22 zeigt Ordnungsschnitte der 2. Ordnung für das passive System, eine
adaptive Schwingungskompensation durch das RCP-System und für eine adaptive Schwin-
gungskompensation durch die verteilte Umsetzung der eingebetteten Signalverarbeitungs-
einheiten (VES: Verteilte eingebettete Systeme) nach Abbildung 6.19. An den Ordnungs-
diagrammen kann deutlich der Einfluss des kleineren Diskretisierungsintervalls des Fre-
quenzschätzers des Referenzknotens g) (Abschnitt 6.6) im Vergleich zur Implementierung
auf dem RCP System abgelesen werden, wobei vornehmlich im oberen Frequenzbereich
eine höhere Reduktion der Störgröße und ein stetiger Verlauf der Schwingungskompen-
sation erreicht werden kann. Über den gesamten Frequenzbereich zeigt sich entsprechend
für die Schwingungskompensation durch das RCP System eine Reduktion der Störgröße
von ´6,98 dB und für das System der VES eine Reduktion der Störgröße von ´11,56 dB
(Tabelle 6.7). Als Gütemaß Afx kann, wie bei den vorangehenden Untersuchungen, die
Summe der quadratischen Mittelwerte der Vektoren der Fehlersensorsignale des Hochlaufs
nach Gleichung (5.2) verwendet werden und als Konvergenzkonstante µ, Vergessensfaktor
γ und Begrenzung des Leistungsschätzers ν die Werte nach Tabelle 6.7.
Weiterhin kann entsprechend der numerischen Untersuchungen aus Abschnitt 5.5 und
Abschnitt 5.7 die Leistungsfähigkeit der vermaschten adaptiven Schwingungskompensa-
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Abbildung 6.23: Ordnungsschnitte der Sensorgrößen F1 (Links) und F2 (Rechts) der passiven
Struktur und für eine Kompensation der 2. Ordnung durch den vermaschten schmalbandigen
MIMO-FxLMS-Algorithmus mit einer Implementierung auf dem RCP-System mit exakter Refe-
renzfrequenz (RCP/VF) und auf den verteilten eingebetteten Systemen (VES/VF) mit geschätz-
ter Referenzfrequenz
tion als Implementierung auf den VES untersucht werden, wobei die Ergebnisse wiederum
als Ordnungsschnitte in Abbildung 6.23 dargestellt werden und als Güte der Schwingungs-
kompensation Afx über den gesamten Hochlauf die Ergebnisse in Tabelle 6.7 aufgeführt
werden. Als Signalverarbeitungseinheiten können zur Umsetzung der dezentralen inte-
gralen Kraftrückführung die Netzwerkknoten a) und e) nach Abbildung 6.19 verwendet
werden und zur Umsetzung der verteilten adaptiven Schwingungskompensation die Netz-
werkknoten l) und n) mit dem Netzwerkknoten zur Synchronisation g). Die Vermaschung
der beiden Verfahren zur Schwingungskompensation und -dämpfung kann hierbei über
die Klemmen S1 und S4 nach Abbildung 6.18 erfolgen. Als Parameter der dezentralen
integralen Kraftrückführung werden wiederum die bereits zuvor verwendeten Werte der
manuellen Parameterbestimmung nach Tabelle 6.3 verwendet. Aus den Ordnungsschnitten
zeigt sich, dass mit den VES eine nahezu identische Güte der Schwingungskompensation
erreicht werden kann, wobei im vorliegenden Versuch das Referenzsignal der VES über
den Synchronisationsknoten g) geschätzt und für das RCP System die exakte Grundfre-
quenz des Störsignals vom Signalgenerator abgegriffen wird. Nach Tabelle 6.7 ergibt sich
eine Güte der Schwingungskompensation Afx für das RCP System von ´24,00 dB und für
das VES System von ´24,96 dB.
Da zur Umsetzung der verteilten adaptiven Schwingungskompensation eine Verrin-
gerung des Datenaustauschs über das Kommunikationsmedium von Interesse sein kann
(Abschnitt 5.8), soll im Folgenden der Scanning-Error-FxLMS-Algorithmus verwendet
werden, wobei für den experimentellen Aufbau des 2ˆ2 Systems ein Signalverarbeitungs-
knoten pro Abtastschritt Daten in Form des Fehlersensorsignals auf den Datenbus d) legen
kann. Abbildung 6.24 zeigt Ordnungsschnitte des passiven Systems, der Implementierung
der adaptiven Schwingungskompensation auf den VES mit vollem Datenaustausch und
der Implementierung des Scanning-Error Verfahrens auf den VES. Als Güte der Schwin-
gungskompensation Afx ergibt sich nach Tabelle 6.6 ein Wert von ´11,56 dB für die
Implementierung auf den VES mit vollem Datenaustausch und ein Wert von ´11,37 dB
für die Implementierung des Scanning-Error-Algorithmus [117, 31], was auf eine nahezu
identische Reduktion der Störgröße über den gesamten Frequenzbereich schließen lässt.
6.8 Schmalbandige Modellierung der Sekundärstrecken 107
1000 2000 3000 4000 5000 6000 7000
−80
−60
−40
−20
0
rpm [min−1]
F 
[dB
]
 
 
Passiv
VES
VES/SE
1000 2000 3000 4000 5000 6000 7000
−80
−60
−40
−20
0
rpm [min−1]
F 
[dB
]
 
 
Passiv
VES
VES/SE
Abbildung 6.24: Ordnungsschnitte der Sensorgrößen F1 (Links) und F2 (Rechts) der passiven
Struktur und für eine Kompensation der 2. Ordnung durch den schmalbandigen MIMO-FxLMS-
Algorithmus auf den verteilten eingebetteten Systemen (VES) und durch den Scanning-Error-
MIMO-FxLMS-Algorithmus (VES/SE) mit reduziertem Datenaustausch
Dies zeigt sich ebenfalls an den Ordnungsschnitten nach Abbildung 6.24, wobei gerin-
ge Abweichungen im Bereich der Resonanzen und im oberen Frequenzbereich bestehen,
jedoch keine deutliche Verschlechterung der Störgrößenkompensation eintritt.
6.8 Schmalbandige Modellierung der Sekundärstrecken
In diesem Abschnitt soll entsprechend der numerischen Untersuchungen aus Abschnitt
5.11 ebenfalls die für die Umsetzung des verteilten Systems interessante schmalbandige
Modellierung der Sekundärstrecken experimentell untersucht werden. Hierbei wurde ent-
sprechend Abbildung 5.27 eine schrittweise Systemidentifikation der Strecken H11 bis H22
des Versuchsaufbaus nach Abschnitt 6.1 vorgenommen, wobei die Algorithmen für die
weiteren Untersuchungen auf dem RCP System mit exakter Bestimmung der Referenz-
frequenz umgesetzt wurden. Abbildung 6.25 zeigt schmalbandig abgebildete Sekundär-
streckenmodelle der Ordnung n “ 192 der Übertragungsmatrix H im Frequenzbereich
von 10 Hz bis 450 Hz und mit einem FFT-Analyzer gemessene Strecken von H, wobei eine
gute Übereinstimmung der Amplitudengänge festgestellt werden kann.
Weiterhin wurde eine adaptive Schwingungskompensation der 2. Ordnung mit dem
schmalbandigen normierten FxLMS-Algorithmus nach Abschnitt 4.6 und Abschnitt 5.11
durchgeführt, wobei Abbildung 6.26 Ordnungsschnitte der 2. Ordnung der schmalbandi-
gen Schwingungskompensation mit schmalbandigen Sekundärstreckenmodellen der Ord-
nung n “ 192 (Fx-SSB) und Ordnungsschnitte der 2. Ordnung der schmalbandigen
Schwingungskompensation mit durch FIR-Filter abgebildeten Sekundärstreckenmodellen
der Ordnung n “ 1024 (Fx-FIR) zeigt. Die Ordnungsschnitte zeigen im unteren und mitt-
leren Frequenzbereich geringe Abweichungen mit einer deutlichen Abweichung oberhalb
von 7000 min´1, wodurch sich nach Tabelle 6.7 eine Güte Afx der Schwingungskompensa-
tion von ´18,76 dB für die schmalbandige adaptive Schwingungskompensation mit durch
FIR-Filter abgebildeten Sekundärstreckenmodellen (Fx/FIR) ergibt und eine Güte Afx
der Schwingungskompensation von ´15,41 dB für die schmalbandige adaptive Schwin-
gungskompensation mit schmalbandig abgebildeten Sekundärstreckenmodellen (Fx/SSB).
Werden die Rechenoperationen pro Diskretisierungsintervall (OPD) nach Tabelle 5.7 be-
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Abbildung 6.25: Gemessene Strecken der ÜbertragungsmatrixH (Hxx) und mit einer Ordnung
von n “ 192 im Frequenzbereich von 10Hz bis 450Hz identifizierte schmalbandige Sekundär-
streckenmodelle
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Abbildung 6.26: Ordnungsschnitte der Sensorgrößen F1 (Links) und F2 (Rechts) der pas-
siven Struktur, für eine Kompensation der 2. Ordnung durch den schmalbandigen MIMO-
FxLMS-Algorithmus mit FIR-Sekundärstreckenmodellen (Fx-FIR) und durch den schmalbandi-
gen MIMO-FxLMS-Algorithmus mit schmalbandig abgebildeten Sekundärstreckenmodellen (Fx-
SSB)
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stimmt, so ergibt sich für das 2ˆ 2 System eine Schätzung von 8208 OPD für die Umset-
zung mit durch FIR-Filter abgebildeten Sekundärstreckenmodellen und eine Schätzung
von 32 OPD für die Umsetzung mit schmalbandig abgebildeten Sekundärstreckenmodel-
len.
6.9 Kompensation mehrerer Ordnungen
Sollen mehrere Ordnungen der Störgröße durch Nutzung von J Referenzsignalen kompen-
siert werden, so eignet sich nach Abschnitt 5.12 ebenfalls eine schmalbandige Modellierung
der Übertragungsgmatrix Sˆpzq, da nach Tabelle 5.7 die J-fachen Rechenoperationen pro
Diskretisierungsintervall verarbeitet werden müssen. Weiterhin kann für eine verbesserte
Konvergenz und damit Erhöhung der Güte der Schwingungskompensation ein mit einer
aktiven Dämpfung der Struktur vermaschtes System nach Abschnitt 5.4 genutzt werden,
wobei die manuell bestimmten Parameter der dezentralen Ausgangsrückführungen nach
Tabelle 6.3 verwendet werden. Die Umsetzung der schmalbandigen adaptiven Schwin-
gungskompensation erfolgt wie im vorangehenden Abschnitt auf dem RCP System mit
einer exakten Bestimmung der Referenzfrequenz und auf den VES, wobei eine Schätzung
der Referenzfrequenz durchgeführt wird.
In Abbildung 6.27 sind Campbell-Diagramme der Sensorgrößen F1 (Links) und F2
(Rechts) für das passive System, für eine schmalbandige adaptive Schwingungskompensa-
tion mit J “ 4 Referenzsignalen durch den modifizierten Multiple-Reference-FxLMS-Al-
gorithmus mit auf die Ordnungsfrequenz nachgeführten Bandpassfiltern nach Abbildung
5.32 (Fx/BP), wobei die Ordnungen 1.5, 2, 3 und 4 vorgegeben werden, für eine schmal-
bandige adaptive Schwingungskompensation durch den Multiple-Reference-FxLMS-Algo-
rithmus mit schmalbandig abgebildeten Sekundärstreckenmodellen mit J “ 4 Referenzsi-
gnalen (Fx/SSB) und für eine schmalbandige adaptive Schwingungskompensation durch
den Multiple-Reference-SE-FxLMS-Algorithmus mit schmalbandig abgebildeten Sekun-
därstreckenmodellen mit J “ 4 Referenzsignalen und einer Implementierung auf den VES
(Fx/VES) dargestellt. An den Campbell-Diagrammen ist eine deutliche Reduktion der
entsprechenden Ordnungen ersichtlich, wobei für die 2. Ordnung in allen drei Realisie-
rungen für beide Fehlersensoren eine nahezu identische Reduktion erreicht wird. Für die
Ordnungen 1.5, 3 und 4 kann eine vergleichbare Verringerung der Störgröße über das ge-
samte Frequenzband festgestellt werden, wobei in einigen Bereichen eine Anregung der
Ordnungen 2.5 und 3.5 stattfindet, welche im Spektrum der Störgröße ursprünglich nicht
vorhanden sind. Da die Aktorsignale nach Abbildung 5.31 durch Superposition der Kom-
ponenten y1, y2 . . . yN gebildet werden, welche aus den über die Koeffizienten wk1 und
wk2 der Kompensationsfilter gefilterten Referenzsignalen xn0 und xn1 bestehen, können
die zusätzlichen Ordnungen nicht durch den Algorithmus zur schmalbandigen adaptiven
Schwingungskompensation verursacht sein. Durch die Superposition der Vielfachen der
Grundfrequenz kann entsprechend der zu kompensierenden Störgröße ein deutlich höhe-
rer Pegel des Aktorsignals entstehen als bei der Kompensation einer Ordnung notwendig
ist, weshalb die Anregung der zusätzlichen Ordnungen auf die Limitierung der Leistungs-
verstärker für die piezokeramischen Aktoren zurückzuführen ist.
Tabelle 6.8 zeigt eine Abschätzung der für die Ausführung der Algorithmen benötig-
ten Rechenoperationen (OPD) nach Tabelle 5.8, wobei der Multiple-Reference-FxLMS-
Algorithmus mit durch FIR-Filtern abgebildeten Sekundärstreckenmodellen (Fx/MR),
mit Modifikation durch Bandpassfilter (Fx/BP) und mit schmalbandig abgebildeten Se-
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Abbildung 6.27: Campbell Diagramme des passiven Systems (Oben), für eine Kompensation
der 1.5., 2., 3. und 4. Ordnung durch das RCP-System (Fx/BP und Fx/SSB) und die VES
6.10 Robustheit des vermaschten Systems 111
Verfahren OPD [O/T] TET [s] ηo [-] ηt [-]
Fx/MR, nc “ 384 12352 3,76ˆ 10´4 1,00 1,00
Fx/BP, nc “ 384 3256 1,25ˆ 10´4 0,26 0,33
Fx/SSB, nc “ 384 128 0,40ˆ 10´4 0,01 0,10
Fx/MR, nc “ 192 6208 2,03ˆ 10´4 0,50 0,53
Fx/BP, nc “ 192 1720 0,77ˆ 10´4 0,14 0,20
Fx/SSB, nc “ 192 128 0,39ˆ 10´4 0,01 0,09
Tabelle 6.8: Geschätzte Rechenoperationen pro Diskretisierungsintervall (OPD), gemessene
Turnaround-Time (TET) und auf die erste Zeile bezogene relative Aufwände ηo und ηt des RCP-
Systems für unterschiedliche Implementierungen des Multiple-Reference-FxLMS-Algorithmus
kundärstreckenmodellen (Fx/SSB) untersucht wird. Als Modellordnung wird nc “ 192
und nc “ 384 für die FIR-Sekundärstreckenmodelle und ebenfalls als Stützstellenzahl für
die schmalbandigen Sekundärstreckenmodelle vorgegeben, wobei die Turnaround-Time
(TET) des RCP-Systems als Maß für den Rechenaufwand der Implementierungen im
Experiment ausgelesen wird. Da zur Datenerfassung und Erzeugung der Störgröße (Ab-
bildung 6.4) eine Grundrechenlast vorhanden ist, wird diese ohne Ausführung der Algo-
rithmen erfasst und von den ermittelten TET subtrahiert.
Die Ergebnisse bestätigen die grundsätzlichen Eigenschaften der Algorithmen, wobei
die Implementierung mit schmalbandiger Modellierung der Sekundärstrecken den gering-
sten, von der Modellordnung unabhängigen Rechenaufwand verursacht, welcher ebenfalls
deutlich geringer als die modifizierte Variante (Fx/BP) ausfällt. Für die Schätzung der
OPD als auch für die Messung der TET werden auf die Variante mit dem höchsten Re-
chenaufwand (Fx/MR, nc “ 384) bezogene Verhältnisse ηo und ηt bestimmt, wobei sich
geringe Abweichungen der Schätzung und der Messung ergeben. Diese kann auf einen
zusätzlichen, für alle Implementierungen identischen Aufwand an Rechenoperationen zu-
rückgeführt werden, welcher durch in der Schätzung nicht berücksichtigte Funktionen,
wie z.B. die Überprüfung von Wertebereichen der Variablen, der Synthetisierung des Re-
ferenzsignals und der Schätzung der Signalleistung erklärt werden kann. Wird statt des in
Tabelle 6.8 verwendeten Korrekturfaktors der Grundrechenlast von 3,12ˆ 10´5 s ein Wert
von 5,5ˆ 10´5 s verwendet, so stimmen die ermittelten Verhältnisse des Rechenaufwands
der Algorithmen für Schätzung der OPD und Messung der TET deutlich besser überein.
6.10 Robustheit des vermaschten Systems
Die in Abschnitt 5.6 diskutierten Stabilitätseigenschaften des Adaptionsalgorithmus bei
Vermaschung mit einer dezentralen Ausgangsrückführung sollen anhand des Versuchsauf-
baus experimentell untersucht werden, wobei zur Verstimmung des mechanischen Systems
zusätzliche Massen ma von 0,1 kg und 0,2 kg an der Verbindungsplatte d) nach Abbildung
6.1 angebracht werden und für das verstimmte System keine erneute Identifikation der
Übertragungsmatrix Sˆpzq durchgeführt wird. Tabelle 6.9 zeigt die Verschiebung der Ei-
genfrequenzen fe des mechanischen Systems bei Anbringen der zusätzlichen Massenma an
der Verbindungsplatte, wobei für eine zusätzliche Masse von 0,1 kg Änderungen zwischen
1,78 % und 6,09 % und für eine zusätzliche Masse von 0,2 kg Änderungen zwischen 3,84 %
und 11,29 % hervorgerufen werden.
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Mode ma “ 0 kg, ma “ 0,1 kg ∆fe2 [%] ma “ 0,2 kg ∆fe1 [%]
fe0 [Hz] fe1 [Hz] fe2 [Hz]
2 67,3 63,2 6,09 59,7 11,29
3 76,8 73,2 4,69 69,6 9,38
4 127,8 122,7 3,99 119,1 6,81
5 179,6 176,4 1,78 172,7 3,84
6 247,3 240,6 2,71 231,0 6,59
Tabelle 6.9: Verschiebung der Eigenfrequenzen des mechanischen Systems durch Anbringen
einer zusätzlichen Masse ma
Verfahren µr´s γr´s νr´s AfxrdBs
FxLMS, ma “ 0,0 kg 0,002 0,0005 1,0 -19,23
FxLMS, ma “ 0,1 kg 0,002 0,0005 1,0 -10,81
Fx/VF4, ma “ 0,0 kg 0,02 0,005 10,0 -26,35
Fx/VF4, ma “ 0,1 kg 0,02 0,005 10,0 -21,77
Fx/VF4, ma “ 0,2 kg 0,02 0,005 10,0 -9,56
Tabelle 6.10: Güte Afx der adaptiven Schwingungskompensation bei Aufbringen von zusätzli-
chen Massen von ma “ 0,0 kg, ma “ 0,1 kg und ma “ 0,2 kg ohne erneute Systemidentifikation
der Sekundärstrecken
Abbildung 6.28 zeigt Ordnungsschnitte der Sensorgrößen F1 und F2 der passiven
Struktur, der Schwingungskompensation durch den schmalbandigen MIMO-FxLMS-Al-
gorithmus und der Schwingungskompensation durch den mit einer dezentralen integralen
Kraftrückführung vermaschten schmalbandigen MIMO-FxLMS-Algorithmus für das nicht
verstimmte System und für das mit einer zusätzlichen Masse von ma “ 0,1 kg beauf-
schlagte System. Hierbei sind für den nicht vermaschten schmalbandigen MIMO-FxLMS-
Algorithmus im Bereich der zweiten und dritten Eigenfrequenz (ca. 2200 min´1) deutliche
Abweichungen der Reduktion der Störgröße sichtbar, wobei zwischen den Resonanzen eine
Verschlechterung gegenüber dem passiven Zustand eintritt. Für das vermaschte System
kann ebenfalls eine Verschlechterung der Kompensation der Störgröße festgestellt wer-
den, wobei diese vornehmlich ebenfalls im Bereich der Antiresonanz zwischen zweiter und
dritter Eigenfrequenz auftritt, jedoch weniger ausgeprägt.
Tabelle 6.10 zeigt eine Aufstellung der verwendeten Parameter für die Konvergenzkon-
stante µ, den Vergessensfaktor γ, die Begrenzung des Leistungsschätzers ν und die Güte
der Schwingungskompensation Afx. Hierbei wurde für das vermaschte System ebenfalls
eine zusätzliche Masse von ma “ 0,2 kg verwendet, für die mit dem nicht vermaschten
System ohne erneute Identifikation von Sˆpzq keine Konvergenz des Algorithmus erreicht
werden konnte. Für das nicht vermaschte System ergibt sich hierbei für eine zusätzliche
Masse von ma “ 0,1 kg eine Güte Afx von ´10,81 dB und für das vermaschte System eine
Güte Afx von ´21,77 dB, welches einem höheren Gütemaß als dem nicht vermaschten
System ohne zusätzliche Masse entspricht und für eine zusätzliche Masse von ma “ 0,2 kg
mit Afx “ ´9,56 dB noch im Bereich des Gütemaßes für das nicht vermaschte System
mit einer zusätzlichen Masse von ma “ 0,1 kg liegt.
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Abbildung 6.28: Ordnungsschnitte der Sensorgrößen F1 (Links) und F2 (Rechts) der passiven
Struktur, für eine Kompensation der 2. Ordnung durch den schmalbandigen MIMO-FxLMS-
Algorithmus ohne zusätzliche Masse ma (Fx/0,0), mit einer zusätzlichen Masse ma “ 0,1 kg
(Fx/0,1) ohne erneute Systemidentifikation (Oben) und für den mit einer dezentralen integralen
Kraftrückführung vermaschten schmalbandigen MIMO-FxLMS-Algorithmus (Unten)
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Abbildung 6.29: Versuchsaufbau Stabtragwerk mit verwendeten Komponenten
6.11 Verteilte adaptive Schwingungskompensation an
einem Stabtragwerk
Zur weiteren Untersuchung der vorgestellten Ansätze soll ein Versuchsaufbau mit einer
Erweiterung von zwei auf vier Lagerstellen verwendet werden, um die Funktion und Ska-
lierbarkeit des Systems zu verifizieren. Als Versuchsstruktur dient ein Stabtragwerk [109],
welches über vier Elastomerelemente gelagert ist und über Inertialmassenerreger und kol-
lokierte Beschleunigungsaufnehmer an den Lagerpunkten verfügt. Zur aktiven Dämpfung
der mechanischen Struktur soll daher eine dezentrale Beschleunigungsrückführung über
ein Tiefpassfilter 2. Ordnung verwendet werden (Abschnitt 4.1) und zusätzlich eine Ver-
maschung mit einer adaptiven Schwingungskompensation durch den FxLMS-Algorithmus
zur Kompensation der Störgröße (Abschnitt 5.4), welche wie vorangehend über einen
elektrodynamischen Schwingerreger b) eingeleitet wird. Eine detaillierte Beschreibung der
Versuchsstruktur und des Eigenschwingverhaltens findet sich in [109, 45], wobei Abbil-
dung 6.29 den Versuchsaufbau mit den verwendeten Komponenten in Tabelle 6.11 zeigt.
Als Aktoren dienen durch flächige piezoelektrische Keramiken g) aktivierte Biege-
schwinger, bestehend aus einer Faserverbundfeder mit Schwingmassen an den Enden,
welche oberhalb der Eigenfrequenz des Schwingers von 25 Hz als Inertialmassenerreger
verwendet werden und über einen Leistungsverstärker v) angesteuert werden. Als Senso-
ren werden piezoelektrische Beschleunigungsaufnehmer w) mit einer Empfindlichkeit von
100 mV{g verwendet, welche über einen Signalkonditionierer (Tabelle 6.1, r)) betrieben
werden. Zur Messdatenerfassung und Erzeugung des Störgröße wird, wie im vorangehend
nach Abschnitt 6.1 beschriebenen Versuchsaufbau, ein RCP System verwendet (Tabelle
6.1 o), s)), wobei eine frequenzvariable Störgröße mit acht Harmonischen und über der
Frequenz quadratisch ansteigender Amplitude erzeugt wird.
Zur Signalverarbeitung wird die in Abschnitt 6.6 vorgestellte und entworfene Hard-
und Software zur dezentralen aktiven Dämpfung und verteilten adaptiven Schwingungs-
kompensation verwendet, wobei an jeder Lagerstelle entsprechend der schematischen Dar-
stellung nach Abbildung 5.35 eine dezentrale Ausgangsrückführung ADK (Abbildung 6.29,
a)) zur aktiven Dämpfung der mechanischen Struktur und eine verteilte adaptive Schwin-
gungskompensation SKK (Abbildung 6.29, l)) zur Kompensation der Störgröße appliziert
6.11 Verteilte adaptive Schwingungskompensation an einem Stabtragwerk 115
Komponente Bezeichnung Kenngröße Wert A.
Stabtragwerk, Länge [mm] 470 t)
Konstruktion Breite [mm] 670
in [109] Höhe [mm] 1290
Piezoelektrische PI Ceramic Länge [mm] 61,0 u)
Flächenwandler DuraAct Breite [mm] 35,0
P-876.A15 Höhe [mm] 0,8
Kapazität [nF] 45,0
Ansteuerspannung [V] 1000
Piezoverstärker PI E-420 Ausgangsleistung [W] 110 v)
Ausgangsspannung [V] 1100
Beschleunigungs- Dytran Empfindlichkeit 100 w)
aufnehmer 3049E3 [mV{g]
Tabelle 6.11: Verwendete Komponenten des Versuchsaufbaus am Stabtragwerk, abweichend
von Tabelle 6.1
Parameter A1/S1 A2/S2 A3/S3 A4/S4
ωc [Hz] 58,0 62,0 62,0 62,0
Q [-] 2,75 2,75 2,25 1,75
g [dB] -25,0 -25,0 -25,0 -22,0
µ [-] 0,008 0,008 0,008 0,008
γ [-] 1ˆ 10´7 1ˆ 10´7 1ˆ 10´7 1ˆ 10´7
ν [-] 10,0 10,0 10,0 10,0
Tabelle 6.12: Verwendete Parameter der dezentralen Beschleunigungsrückführung über das
Filter 2. Ordnung und der verteilten adaptiven Schwingungskompensation am Stabtragwerk für
die Aktor/Sensorpaare A1/S1 bis A4/S4
wird. Ebenfalls wird zur Schätzung der Grundfrequenz der Störgröße und Synchronisation
der Netzwerkteilnehmer ein Referenzknoten RS verwendet (Abbildung 6.29, g)).
Da das Schwingverhalten der mechanischen Struktur durch Starrkörpermoden im Fre-
quenzbereich bis 20 Hz, durch globale elastische Moden im Frequenzbereich bis 180 Hz und
oberhalb dieses Bereichs durch lokale elastische Moden der Stäbe bestimmt ist [45], wird
eine aktive Dämpfung der Struktur und eine Schwingungskompensation der Störgröße im
Frequenzbereich zwischen 30 Hz und 100 Hz vorgeschlagen. Hierbei kann eine Kompensati-
on der 1.5., 2., 3. und 4. Ordnung durchgeführt werden und eine aktive Dämpfung von zwei
Eigenfrequenzen des Aufbaus bei 52 Hz und 54 Hz, welche aufgrund der Symmetrie der
Struktur sehr dicht beieinander liegen. Als Parameter der dezentralen Beschleunigungs-
rückführung über das Filter 2. Ordnung werden die Werte nach Tabelle 6.12 verwendet,
wobei die Rückführverstärkung g, die Güte Q und Eckfrequenz ωc des Filters der vier
Ausgangsrückführungen aufgeführt sind. Weiterhin sind die verwendeten Werte der Kon-
vergenzkonstante µ, des Vergessensfaktors γ und der Begrenzung des Leistungsschätzers
ν der verteilten adaptiven Schwingungskompensation dargestellt.
Abbildung 6.30 zeigt Ordnungsschnitte der Signale der Fehlersensoren a1 bis a4 für
eine vermaschte adaptive Schwingungskompensation durch die verteilte und dezentrale
Umsetzung auf den verteilten eingebetteten Signalverarbeitungseinheiten (VES), wobei
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Abbildung 6.30: Ordnungsschnitte der Sensorgrößen a1 (Links, Oben) bis a4 (Rechts, Unten)
der passiven Struktur und für eine Kompensation der 2. Ordnung durch den schmalbandigen
MIMO-SE-FxLMS-Algorithmus (Fx/VES) mit schmalbandig abgebildeten Sekundärstreckenmo-
dellen der Ordnung n “ 48 bei einer Umsetzung auf den verteilten eingebetteten Signalverarbei-
tungseineiten und Vermaschung mit einer dezentralen Beschleunigungsrückführung
die 4 ˆ 4 Übertragungsmatrix der Sekundärstrecken Sˆpzq durch schmalbandige Modelle
der Ordnung n “ 48 abgebildet wurde (Abschnitt 5.11). Wie in den vorangehenden
Experimenten zeigt sich eine gleichmäßige Reduktion der Störgröße über den gesamten
Frequenzbereich, wobei sich nach Tabelle 6.13 eine Güte der Schwingungskompensation
Afx von ´12,89 dB über den gesamten Hochlauf ergibt, welcher mit einer Dauer von
60 s durchgeführt wurde. Geringe Verschlechterungen gegenüber dem passiven Zustand
lassen sich hierbei lediglich im unteren und oberen Frequenzbereich feststellen, wobei
die Signalpegel der entspechenden Fehlersensoren in diesem Bereich jeweils bis zu 40 dB
unter der maximalen Amplitude des Sensorsignals liegen und auf die Minimierung der
Summe der mittleren quadratischen Fehler aller Fehlersensorsignale durch den MIMO-SE-
FxLMS-Algorithmus zurückzuführen sind. Im Abschnitt D des Anhangs sind zusätzlich
Abbildungen der kollokierten Strecken der passiven Struktur und der Struktur mit aktiver
Erhöhung der Dämpfung dargestellt, sowie Campbell-Diagramme der Sensorgrößen a1 bis
a4 für die passive Struktur und für eine Schwingungskompensation der 1.5., 2., 3. und 4.
Ordnung durch den vermaschten und verteilten MIMO-SE-FxLMS-Algorithmus.
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Konfiguration a1 a2 a3 a4
ř
ai
Passiv [g] 0,0809 0,1257 0,0766 0,0992 0,3824
Fx/VES [g] 0,0228 0,0366 0,0136 0,0136 0,0867
Afx [dB] -10,98 -10,72 -14,99 -17,23 -12,89
Tabelle 6.13: Quadratische Mittelwerte der Sensorgrößen a1 bis a4 und Güte Afx der vermasch-
ten adaptiven Schwingungskompensation am Stabtragwerk bei Umsetzung durch die VES und
Schätzung der Störfrequenz
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Kapitel 7
Schlußfolgerungen und Ausblick
Zur Auslegung, Umsetzung und Integration aktiver Systeme müssen häufig viele Frei-
heitsgrade der mechanischen Struktur unter Nutzung einer hohen Anzahl an Aktoren
und Sensoren beeinflusst werden, wobei sowohl der Aufwand zur Signalverarbeitung der
Algorithmen als auch die Integration in das Gesamtsystem einen für die Realisierung ent-
scheidenden Aspekt ausmachen. Eine effiziente Anpassung etablierter Algorithmen zur
Schwingungsreduktion bezüglich der notwendigen Rechenoperationen pro Abtastintervall
und die Umsetzung in Form eines verteilten intelligenten Sensor-Aktor-Netzwerks stellt
daher eine für verschiedene Anwendungen geeignete Lösung dar.
Weiterhin ist zur Umsetzung des Gesamtsystems neben der Güte der Schwingungsre-
duktion ebenfalls die Stabilität und Robustheit bei Strukturveränderungen, zum Beispiel
durch Temperaturschwankungen oder Alterung, entscheidend, um die Funktion über lan-
ge Zeiträume gewährleisten zu können. Wird eine schmalbandige adaptive Schwingungs-
kompensation durch den Filtered-Reference-Least-Mean-Squares (FxLMS) Algorithmus
verwendet, so kann durch Erhöhung der Strukturdämpfung Einfluss auf die Konvergenz
und damit die Güte der Schwingungskompensation genommen werden, weshalb dies nu-
merisch untersucht wurde. Weiterhin beeinflusst die Erhöhung der Strukturdämpfung,
zum Beispiel durch Vermaschung mit einer dezentralen Ausgangsrückführung, die Stabili-
tät der adaptiven Schwingungskompensation im positiven Sinne, welche anhand der Pole
der Störübertragungsfunktion beurteilt wird.
Da die Implementierung der adaptiven Schwingungskompensation ein parametrisches
Modell der Übertragungsmatrix des mechanischen Systems benötigt, werden verschie-
dene Methoden zur Systemidentifikation der Sekundärstrecken basierend auf transver-
salen Filtern und adaptiven Linearkombinierern diskutiert, welche starken Einfluss auf
den resultierenden Rechenaufwand haben. Dies ist besonders essentiell, wenn eine aktive
Kompensation von Störgrößen mit zeitlich veränderlicher Frequenz und bestehend aus
mehreren Harmonischen angestrebt wird, welche zum Beispiel bei der aktiven Lagerung
von Aggregaten auftreten, weshalb hierzu geeignete Verfahren erweitert und anhand einer
numerischen Simulation untersucht werden.
Einen weiteren Punkt stellt wegen der Bedeutung für die praktische Umsetzung die An-
wendung von Verfahren mit ausgedünnter Adaption der Kompensationsfilter dar, welche
für Implementierung als verteiltes System eine Verringerung der benötigten Kommunika-
tionsbandbreite bewirken. Zudem ist für eine Gegensteuerung basierend auf dem FxLMS-
Algorithmus das Vorhandensein eines Referenzsignals notwendig, welches bei durch ro-
tierende Maschinen erzeugten Störungen häufig eine Schätzung der tatsächlichen Stör-
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frequenz darstellt und daher der Fehlereinfluss anhand eines gängigen Verfahrens zur
Frequenzschätzung untersucht worden ist.
Basierend auf den numerischen Ergebnissen wurden Verfahren zur experimentellen
Verifikation ausgewählt, modellbasiert mit automatisierter Codeerzeugung und in Teilen
in C implementiert und auf einem Netzwerk aus eingebetteten Signalverarbeitungsplatt-
formen ausgeführt. Als mechanische Versuchsstruktur wurde ein vereinfachter Aufbau
entsprechend einer aktiven Lagerung mit piezokeramischen Stapeln als Aktoren und dy-
namischen Kraftsensoren zur Erfassung der Fehlersignale an dem zu beruhigenden Fun-
dament verwendet. Eine weitere Implementierung der Algorithmen wurde in Form einer
zentralisierten Topologie auf einem Rapid Control Prototyping (RCP) System als Referenz
durchgeführt. Mit beiden Umsetzungen konnten nahezu identische Reduktionen mehre-
rer Harmonischer einer durch einen elektrodynamischen Schwingerreger eingeleiteten und
über der Zeit frequenzveränderlichen Störgröße kompensiert werden.
Das dargestellte Vorgehen zur zeitgesteuerten Realisierung zeigt, dass eine plattform-
unabhängige Umsetzung für nicht sicherheitskritische Systeme durch eine Softwareschicht
mit vergleichsweise geringem Aufwand möglich ist. Bei hohen Anzahlen an Aktoren und
Sensoren, hohen Abtastraten oder einer erweiterten Fehlertoleranz kann weiterhin auf
einen leistungsfähigeren Datenbus mit inhärenter Synchronisation und Zeitsteuerung wie
Flexray ausgewichen werden, wobei sich der vorgeschlagene und untersuchte Aufbau des
verteilten Netzwerks und die Umsetzung und Anpassung der Algorithmen nicht ändert.
Die Vermaschung von aktiver Dämpfung und adaptiver Schwingungskompensation
bestätigte die guten Ergebnisse der numerischen Untersuchungen hinsichtlich der Verbes-
serung der Konvergenzeigenschaften des FxLMS-Algorithmus und der damit einhergehen-
den Steigerung der Güte der Schwingungskompensation. Eine Änderung der strukturdy-
namischen Eigenschaften des Versuchsaufbaus durch Variation der Masse zeigte auch im
Experiment die erhöhte Robustheit des vermaschten Systems. Weiterhin konnte durch die
Vermaschung eine Verringerung der Ordnung der durch transversale Filter identifizier-
ten Sekundärsteckenmodelle erreicht werden, wobei im weiteren Verlauf durch adaptive
Linearkombinierer identifizierte schmalbandige Sekundärstreckenmodelle verwendet wur-
den. Diese zeigten eine geringe Abweichung in der Güte der Schwingungskompensation,
führten jedoch zu einer deutlichen Verbesserung in der Ausführungszeit der Algorithmen,
welche durch die Größe „Turnaround Time“ auf dem RCP System ermittelt wurde.
Weiterführende Arbeiten können die automatisierte Auslegung und Nachführung der
Parameter der dezentralen Regelschleifen betreffen, wofür Ansätze basierend auf der Iden-
tifikation der Übertragungsmatrix des rein mechanischen Systems vorgestellt wurden. Der
verteilte Systemansatz kann weiterhin mit geringen Anpassungen oder in Teilen zur Um-
setzung von verschiedenen Anwendungen verwendet werden. Die verteilte Systemidenti-
fikation von mechanischen Strukturen ist beispielsweise als Grundlage für die Struktu-
rüberwachung (SHM: Structural Health Monitoring) nutzbar, wobei sowohl parametri-
sche Modelle als auch effizient einzelne komplexwertige Frequenzstützstellen identifiziert
werden können. Wird der FxLMS-Algorithmus hinsichtlich einer adaptiven Vorsteuerung
(AIC: Adaptive Inverse Control) [161] erweitert, so können verteilte Vorsteuerungen zur
Durchführung von dynamischen Material- oder Bauteilprüfungen implementiert werden.
Ebenfalls ist die Kompensation breitbandiger Störgrößen möglich, wobei hierzu durch
transversale Filter identifizierte Streckenmodelle benötigt werden, durch transversale Fil-
ter realisierte Kompensationsfilter und ein entsprechendes Referenzsignal, welches unver-
ändert durch den Synchronisationsknoten erfass- und verteilbar ist.
Anhang A
Vereinfachtes Modell einer aktiven
Lagerung
Wird ein vereinfachtes Modelle einer aktiven Lagerung nach Abbildung 4.3 angenommen,
so lassen sich die Bewegungsgleichungen nach (A.1) und (A.2)
m :w1 ` k1pw1 ´ w2q ` k2pw1 ´ w2q
`d1p 9w1 ´ 9w2q ` d2p 9w1 ´ 9w2q
´k1l1pv1 ´ v2q ` k2l2pv1 ´ v2q
´d1l1p 9v1 ´ 9v2q ` d2l2p 9v1 ´ 9v2q
(A.1)
j:v1 ` k1l21pv1 ´ v2q ` k2l22pv1 ´ v2q
`d1l21p 9v1 ´ 9v2q ` d2l22p 9v1 ´ 9v2q
´k1l1pw1 ´ w2q ` k2l2pw1 ´ w2q
´d1l1p 9w1 ´ 9w2q ` d2l2p 9w1 ´ 9w2q
(A.2)
aufstellen [51] und mit dem Zustandsvektor x und dem Eingangsvektor ur (Gleichung
(A.14))
x “
»——–
w1
9w1
v1
9v1
fiffiffifl , ur “
»——————–
Fs
Ms
w2
9w2
v2
9v2
fiffiffiffiffiffiffifl (A.3)
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in die Zustandsraumdarstellung überführen. Die Systemmatrix Ar, die Eingangsmatrix
Br, die Ausgangsmatrix Cr und der Durchgriff Dr bestimmen sich damit zu Gleichungen
(A.4) bis (A.7).
Ar “
»——————–
0 1 0 0
´k1 ` k2
m
´d1 ` d2
m
k1l1 ´ k2l2
m
d1l1 ´ d2l2
m
0 0 0 1
k1l1 ´ k2l2
j
d1l1 ´ d2l2
j
´k1l
2
1 ` k2l22
j
´d1l
2
1 ` d2l22
j
fiffiffiffiffiffiffifl (A.4)
Br “
»——————–
0 0 0 0 0 0
1
m
0
k1 ` k2
m
d1 ` d2
m
´k1l1 ´ k2l2
m
´d1l1 ´ d2l2
m
0 0 0 0 0 0
0
1
j
´k1l1 ´ k2l2
j
´d1l1 ´ d2l2
j
k1l
2
1 ` k2l22
j
d1l
2
1 ` d2l22
j
fiffiffiffiffiffiffifl (A.5)
Cr “
»——– ´
k1 ` k2
m
´d1 ` d2
m
k1l1 ´ k2l2
m
d1l1 ´ d2l2
m
k1l1 ´ k2l2
j
d1l1 ´ d2l2
j
´k1l
2
1 ` k2l22
j
´d1l
2
1 ` d2l22
j
fiffiffifl (A.6)
Dr “
»——–
1
m
0
k1 ` k2
m
d1 ` d2
m
´k1l1 ´ k2l2
m
´d1l1 ´ d2l2
m
0
1
j
´k1l1 ´ k2l2
j
´d1l1 ´ d2l2
j
k1l
2
1 ` k2l22
j
d1l
2
1 ` d2l22
j
fiffiffifl (A.7)
Um die Eingangsgrößen F1, F2, z3 und z3 auf die auf den Schwerpunkt S bezogenen
Verschiebungen w1 und w2 und Verdrehungen v1 und v2 umzuformen und ebenso die
Ausgangsgrößen :z1 und :z2 zu bestimmen, werden die Matrizen Tb und Tc eingeführt,
welche die Transformation der Größen unter der Voraussetzung von kleinen Auslenkungen
bestimmen.
Tb “
»——————–
1 1 0 0
´l1 l2 0 0
0 0 1 1
0 0 0 0
0 0 ´l1 l2
0 0 0 0
fiffiffiffiffiffiffifl (A.8)
Tc “
„
1 ´l1
1 l2

(A.9)
Mit den Gleichungen (A.11) bis (A.13)
As “ Ar (A.10)
Bs “ BrTb (A.11)
Cs “ TcCr (A.12)
Ds “ TcDrTb (A.13)
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kann das Gesamtsystem mit dem Eingangsvektor u und dem Ausgangsvektor y (Gleichung
(A.14)) allgemein in Form von Gleichung (3.8) und Gleichung (3.9) dargestellt werden.
u “
»——–
F1
F2
z3
z4
fiffiffifl , y “ „ :z1:z2

(A.14)
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Anhang B
Überführung der Transfermatrix in
Zustandsraumdarstellung
Liegen die Einzelstrecken des Mehrgrößensystems als Übertragungsfunktionen in Form
eines IIR- oder FIR-Filters vor, so beschreiben die Koeffizienten bk des Zählers und ak des
Nenners nach inverser z-Transformation ebenfalls die Differenzengleichung im Zeitbereich,
wie auch die Koeffizienten des wk des FIR-Filters (Gleichungen (3.47) bis (3.50)). Mit
der Herleitung aus [80] können die Zustandsvariablen aus den Differenzengleichungen
abgeleitet werden und die System-, Eingangs-, Ausgangsmatrix und der Durchgriff der
Einzelstrecken des Systems für K Aktoren mit k “ 1,2 . . . K und M Sensoren mit m “
1,2, . . .M nach Gleichungen (B.1) bis (B.4) aufgestellt werden.
Amk “
»———————–
0 0 0 . . . 0 ´aN
1 0 0 . . . 0 ´aN´1
0 1 0 . . . 0 ´aN´2
0 0 1 . . . 0 ´aN´3
...
...
... . . .
...
...
0 0 0 . . . 1 ´a1
fiffiffiffiffiffiffiffifl
(B.1)
Bmk “
»———————–
bN ´ b0aN
bN´1 ´ b0aN´1
bN´2 ´ b0aN´2
bN´3 ´ b0aN´3
...
b1 ´ b0a1
fiffiffiffiffiffiffiffifl
(B.2)
Cmk “
“
0 0 0 . . . 0 1
‰
(B.3)
Dmk “
“
b0
‰
(B.4)
126
Fasst man die Matrizen der Einzelstrecken in Zustandsraumdarstellung zu einem Mehr-
größensystem nach Gleichung (3.17) zusammen, so erhält man für die Systemmatrix des
Mehrgrößensystems die Form nach Gleichung (B.5)
Am “
»———–
A11 0 0 0
0 A22 ¨ ¨ ¨ 0
...
... . . .
...
0 0 ¨ ¨ ¨ AMK
fiffiffiffifl (B.5)
und ebenfalls analog hierzu die Darstellung der Ausgangsmatrix Cm. Für die Eingangs-
matrix ergibt sich die Darstellung nach Gleichung (B.6)
Bm “
»———–
B11 B12 ¨ ¨ ¨ B1K
B21 B22 ¨ ¨ ¨ B2K
...
... . . .
...
BM1 BM2 ¨ ¨ ¨ BMK
fiffiffiffifl (B.6)
und ebenfalls entsprechend der DurchgriffDm des Mehrgrößensystems. An der Darstellung
ist ersichtlich, dass die Eigenwerte als globale Eigenschaft des Systems mehrfach in der
Systemmatrix repräsentiert sein können. Ebenfalls kann die Ordnung des Zustandsraum-
modells bei der Abbildung der Strecken in Form eines FIR-Filters hoch werden, wobei
sich in dieser Form die ursprünglichen Koeffizienten wk des FIR-Filters nach Gleichung
(3.47) als Nullstellen des Systems in der Eingangsmatrix (Gleichung (B.2)) finden.
Zur Reduktion der Systemordnung kann beispielsweise ein balanciertes Abschneiden
durchgeführt werden, welches schlecht steuerbare und schlecht beobachtbare Eigenwerte
des Systems reduziert und hierdurch die Stabilität des Systemmodells nicht beeinträchtigt
[151]. Weiterhin entsteht ein numerisch besser konditioniertes Zustandsraummodell [53], in
dem am Beispiel der Systemidentifikation mit FIR-Filtern eine voll besetzte Systemmatrix
mit deren Eigenwerten als den Eigenfrequenzen des mechanischen Systems abgebildet
wird.
Anhang C
Koeffizienten der
Störübertragungsfunktion
Für das Modell der aktiven Lagerung nach Abschnitt 5.1 ergibt sich die Störübertragungs-
funktion mit dem Vorgehen nach Abschnitt 5.6 zu Gleichung (5.20) mit den Koeffizienten
nach Gleichungen (C.1) bis (C.14).
b0 “ 8d2l2T 2 ` 8dkl2T 3 ` 6mdl2T ` 6jdT ` 2k2l2T 4 ` 3mkl2T 2 ` 3jkT 2 ` 4jm (C.1)
b1 “ 8k2l2T 4 ´ 8jm cospωtq ´ 12djT ´ 16jm´ 12dl2mT ´ 12djT cospωtq
´ 16d2l2T 2 cospωtq ´ 4k2l2T 4 cospωtq ` 16dkl2T 3 ´ 6jkT 2 cospωtq
´ 12dl2mT cospωtq ´ 16dkl2T 3 cospωtq ´ 6kl2mT 2 cospωtq
(C.2)
b2 “ 28jm´ 3jkT 2 ` 32jm cospωtq ` 6djT ´ 8d2l2T 2 ` 14k2l2T 4 ` 6dl2mT
` 24djT cospωtq ´ 16k2l2T 4 cospωtq ` 8dkl2T 3 ´ 3kl2mT 2 ` 24dl2mT cospωtq
´ 32dkl2T 3 cospωtq
(C.3)
b3 “ 16k2l2T 4 ´ 48jm cospωtq ´ 32jm` 32d2l2T 2 cospωtq ´ 24k2l2T 4 cospωtq
` 12jkT 2 cospωtq ` 12kl2mT 2 cospωtq (C.4)
b4 “ 28jm´ 3jkT 2 ` 32jm cospωtq ´ 6djT ´ 8d2l2T 2 ` 14k2l2T 4 ´ 6dl2mT
´ 24djT cospωtq ´ 16k2l2T 4 cospωtq ´ 8dkl2T 3 ´ 3kl2mT 2 ´ 24dl2mT cospωtq
` 32dkl2T 3 cospωtq
(C.5)
b5 “ 12djT ´ 8jm cospωtq ´ 16jm` 8k2l2T 4 ` 12dl2mT ` 12djT cospωtq
´ 16d2l2T 2 cospωtq ´ 4k2l2T 4 cospωtq ´ 16dkl2T 3 ´ 6jkT 2 cospωtq
` 12dl2mT cospωtq ` 16dkl2T 3 cospωtq ´ 6kl2mT 2 cospωtq
(C.6)
b6 “ 8d2l2T 2 ´ 8dkl2T 3 ´ 6mdl2T ´ 6jdT ` 2k2l2T 4 ` 3mkl2T 2 ` 3jkT 2 ` 4jm (C.7)
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a0 “ 8d2l2T 2 ` 8dkl2T 3 ` 6mdl2T ` 6jdT ` 2k2l2T 4 ` 3mkl2T 2 ` 3jkT 2 ` 4jm (C.8)
a1 “ 4jµ cospωt ´ φsq ´ 8jm cospωtq ´ 16jm´ 12djT ` 8k2l2T 4 ´ 12dl2mT
´ 12djT cospωtq ´ 16d2l2T 2 cospωtq ´ 4k2l2T 4 cospωtq ` 16dkl2T 3
´ 6jkT 2 cospωtq ` 4l2mµ cospωt ´ φsq ´ 12dl2mT cospωtq
` 16dl2µT cospωt ´ φsq ´ 16dkl2T 3 cospωtq ´ 6kl2mT 2 cospωtq
` 8kl2µT 2 cospωt ´ φsq
(C.9)
a2 “ 28jm´ 3jkT 2 ` 32jm cospωtq ´ 16jµ cospωt ´ φsq ` 6djT ´ 8d2l2T 2
` 14k2l2T 4 ´ 4jµ cospφsq ` 6dl2mT ` 24djT cospωtq ´ 16k2l2T 4 cospωtq
´ 4l2mµ cospφsq ` 8dkl2T 3 ´ 3kl2mT 2 ´ 16l2mµ cospωt ´ φsq
´ 16dl2µT cospφsq ` 24dl2mT cospωtq ´ 32dl2µT cospωt ´ φsq
´ 8kl2µT 2 cospφsq ´ 32dkl2T 3 cospωtq
(C.10)
a3 “ 24jµ cospωt ´ φsq ´ 48jm cospωtq ´ 32jm` 16k2l2T 4 ` 16jµ cospφsq
` 32d2l2T 2 cospωtq ´ 24k2l2T 4 cospωtq ` 16l2mµ cospφsq ` 12jkT 2 cospωtq
` 24l2mµ cospωt ´ φsq ` 32dl2µT cospφsq ` 12kl2mT 2 cospωtq
´ 16kl2µT 2 cospωt ´ φsq
(C.11)
a4 “ 28jm´ 3jkT 2 ` 32jm cospωtq ´ 16jµ cospωt ´ φsq ´ 6djT ´ 8d2l2T 2
` 14k2l2T 4 ´ 24jµ cospφsq ´ 6dl2mT ´ 24djT cospωtq ´ 16k2l2T 4 cospωtq
´ 24l2mµ cospφsq ´ 8dkl2T 3 ´ 3kl2mT 2 ´ 16l2mµ cospωt ´ φsq
´ 24dl2mT cospωtq ` 32dl2µT cospωt ´ φsq ` 16kl2µT 2 cospφsq
` 32dkl2T 3 cospωtq
(C.12)
a5 “ 4jµ cospωt ´ φsq ´ 8jm cospωtq ´ 16jm` 12djT ` 8k2l2T 4 ` 16jµ cospφsq
` 12dl2mT ` 12djT cospωtq ´ 16d2l2T 2 cospωtq ´ 4k2l2T 4 cospωtq
` 16l2mµ cospφsq ´ 16dkl2T 3 ´ 6jkT 2 cospωtq ` 4l2mµ cospωt ´ φsq
´ 32dl2µT cospφsq ` 12dl2mT cospωtq ´ 16dl2µT cospωt ´ φsq
` 16dkl2T 3 cospωtq ´ 6kl2mT 2 cospωtq ` 8kl2µT 2 cospωt ´ φsq
(C.13)
a6 “ 4jm` 3jkT 2 ´ 6djT ` 8d2l2T 2 ` 2k2l2T 4 ´ 4jµ cospφsq ´ 6dl2mT
´ 4l2mµ cospφsq ´ 8dkl2T 3 ` 3kl2mT 2 ` 16dl2µT cospφsq ´ 8kl2µT 2 cospφsq (C.14)
Anhang D
Ergebnisse der Untersuchungen am
Stabtragwerk
Abbildung D.1 zeigt gemessene Regelstrecken des Versuchsaufbaus am Stabtragwerk, wo-
bei die passive Struktur entsprechend den Strecken H11p bis H44p und die durch eine
dezentrale Beschleunigungsrückführung über einen Tiefpass 2. Ordnung mit Parametern
nach Tabelle 6.12 aktiv gedämpfte Struktur entsprechend den Strecken H11a bis H44a dar-
gestellt ist. Abbildung D.2 zeigt weiterhin Campbell-Diagramme der Sensorgrößen a1 bis
a4 für die passive Struktur und für eine Schwingungskompensation der 1.5., 2., 3. und 4.
Ordnung durch den vermaschten und verteilten MIMO-SE-FxLMS-Algorithmus bei einer
Umsetzung mit den verteilten eingebetteten Signalverarbeitungseinheiten und Schätzung
der Grundfrequenz der Störgröße. Als Parameter wurden die Werte nach Tabelle 6.12
verwendet und eine Kompensation der Störgröße im Frequenzbereich zwischen 30 Hz und
100 Hz durchgeführt.
Bei den Untersuchungen zeigte sich ein verstärkter Einfluss der Auflösung der A/D-
und D/A-Umsetzer, welcher bei einem Vergleich mit der Implementierung auf dem RCP-
System zu einer geringeren Güte der Schwingungskompensation führt. Weiterhin zeigen
sich in den Campbell-Diagrammen oberhalb von 2000 min´1 Störungen, welche als zu-
sätzliche, über der Frequenz abfallende Linien sichtbar sind. Eine Quantisierung der Ein-
und Ausgangssignale der adaptiven Schwingungskompensation auf eine den VES entspre-
chende Auflösung von 12 Bit erzeugt auf dem RCP-System einen vergleichbaren Effekt,
weshalb dies als Ursache der zusätzlichen Störungen angenommen wird. Die tatsächliche
Auflösung der Umsetzer der VES kann hierbei unterhalb der aus dem Datenblatt entnom-
menen Auflösung von 12 Bit liegen, wobei der Einfluss der Schätzung der Referenzfrequenz
als zusätzlicher abweichender Faktor bei der Implementierung auf dem RCP-System nicht
untersucht werden konnte. Abbildung D.3 zeigt entsprechend Campbell-Diagramme der
Sensorgrößen a1 bis a4 für die passive Struktur und für eine Schwingungskompensation
der 1.5., 2., 3. und 4. Ordnung durch den MIMO-SE-FxLMS-Algorithmus bei einer Imple-
mentierung auf dem RCP-System und Verwendung des exakten Werts der Grundfrequenz
der Störgröße.
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Abbildung D.1: Gemessene Regelstrecken des Versuchsaufbaus Stabtragwerk, offener (Hxxp)
und über eine dezentrale Beschleunigungsrückführung geschlossener Kreis (Hxxa)
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Abbildung D.2: Campbell Diagramme der Größen a1 (Oben) bis a4 (Unten) der passiven
Struktur (Links) und für eine Kompensation der Ordnungen 1.5, 2, 3 und 4 (Rechts), (VES)
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Abbildung D.3: Campbell Diagramme der Größen a1 (Oben) bis a4 (Unten) der passiven
Struktur (Links) und für eine Kompensation der Ordnungen 1.5, 2, 3 und 4 (Rechts), (RCP)
Anhang E
Modelle und Softwareumsetzung der
Algorithmen
Abbildungen E.1 bis E.4 zeigen Darstellungen der Implementierung der verteilten adapti-
ven Schwingungskompensation auf dem eingebetteten Signalverarbeitungssystem, welche
modellbasiert umgesetzt wurde. Abbildung E.1 zeigt hierbei die oberste Ebene des Modells
mit den Funktionsblöcken zur adaptiven Schwingungskompensation, zur Systemidentifi-
kation und zur Zeitsynchronisation der verteilten Einheiten. Abbildung E.2 zeigt den
Funktionsblock zur adaptiven Schwingungskompensation mit der Vorgabe der Ordnungs-
frequenzen und den Funktionsblöcken zur Kompensation von vier Ordnungen durch den
Multiple-Reference-FxLMS-Algorithmus. Abbildung E.3 zeigt entsprechend eine detail-
liertere Ansicht der adaptiven Schwingungskompensation zur Kompensation einer Ord-
nung in Form der Implementierung des schmalbandigen MIMO-SE-FxLMS-Algorithmus
mit schmalbandiger Abbildung der Übertragungsmatrix der Sekundärstecken Spzq. Abbil-
dung E.4 zeigt weiterhin die Umsetzung der schmalbandigen Systemidentifikation durch
den LMS-Algorithmus in Form eines adaptiven Linearkombinierers zur Bestimmung der
für die Umsetzung der adaptiven Schwingungskompensation benötigten Modelle Sˆpzq.
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