Given a set V of 2n points in the plane, the min-cost perfect matching problem is to pair up the points (into n pairs) 
3=2
log 5 ntime algorithm for computing a min-cost perfect matching in the plane, which is an improvement over the previous best algorithm of Vaidya [21] by nearly a factor of n. Vaidya's algorithm is an implementation of the algorithm of Edmonds [8] , which runs in n phases, and computes a matching with i edges at the end of the i-th phase. Vaidya 
Introduction
Given a set V of 2n points in the plane, we can associate a complete undirected graph GV (or simply G) with V as follows. The vertex set of G is the set of points V , and its edge set E consists of all unordered pairs u; v such that u; v 2 V and u 6 = v. The cost of an edge u; v is the Euclidean distance du; v between u and v. A matching of G (or of V ) is a collection M of edges such that no vertex in V is incident on more than one edge in M. A perfect matching of V is a matching M in which every vertex in V is incident on exactly one edge M. Note that a perfect matching of V has cardinality n. We define the cost of a matching M to be P u;v2M du; v, the sum of the costs of the edges in M. The Euclidean min-cost perfect matching Work on this paper has been supported by National Science Foundation Grant CCR-93-01259, by an Army Research Office MURI grant DAAH04-96-1-0013, by a Sloan fellowship, by an NYI award, by matching funds from Xerox Corporation, and by a grant from the U.S.-Israeli Binational Science Foundation.
y Department of Computer Science, Box 90129, Duke University, krv@cs.duke.edu problem (MCPM) is to find a perfect matching of V whose cost is the smallest. The MCPM problem has applications in operations research, pattern recognition, statistics, and VLSI (see [15] ). The problem is used in determining the efficient movement of mechanical plotters, which is a special case of the Chinese postman problem [9] ; see the survey by Avis [5] . The fact that MCPM and related problems can be solved in polynomial time for general graphs is a classical and fundamental result due to Edmonds [8] . Lawler [13] gave an OjV j 3 implementation of Edmonds' algorithm; using this, the MCPM problem in the plane can be solved in On 3 time. The question that motivates us is whether we can exploit geometry to do much better. (Note that the complete graph induced by the set of 2n points is entirely specified by the co-ordinates of the points.)
Since the min-cost, max-cardinality problem can be solved for sparse graphs in OjEjjV j log jV j time (Galil et al. [11] ), there have been attempts at showing that the min-cost perfect matching in the plane is a substructure of geometric structures such as the Delaunay triangulation.
Counterexamples to several such conjectures were given by Akl [2] . (Note that the Euclidean minimum spanning tree is contained in the Delaunay triangulation [19] and Yao's graph [22] .) Vaidya [21] was the first to show that geometry can be exploited to get a sub-cubic algorithm; his On 5=2 log 4 n-time algorithm is the best known for Euclidean MCPM.
For the bipartite version of this problem, Agarwal et al. [1] have given a near-quadratic algorithm that improves over an earlier sub-cubic algorithm of Vaidya [21] . Attention has been paid to special cases of the Euclidean MCPM, for instance the case when all the points are in convex position; see Marcotte and Suri [15] , and Buss and Yianilos [6] where near-linear time algorithms are described for such problems. There has also been considerable amount of work on approximation algorithms for Euclidean matching; see Junger and Pulleyblank [12] , the survey by Avis [5] , and the references therein. A lot of this work looks at the case where the points are in a unit square, and aims at producing a matching whose absolute cost is small. In contrast, Vaidya [20] gave an algorithm that runs in roughly On 3=2 =" 3 time and returns a perfect matching whose cost is at most 1 + " times the optimal, for any " 0. The recent algorithm of Arora [3] solves the same problem in time that is near-linear in n, but is exponential in 1=".
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The huge literature on matchings in general graphs is outside the scope of this paper. We refer the reader to standard books on combinatorial optimization ( [13] , [18] ) and matching theory ( [14] ).
Our results. We present an On 3=2 log 5 n-time algorithm for computing a min-cost perfect matching in the plane, which is an improvement over the previous best algorithm of Vaidya [21] by nearly a factor of n. Vaidya's algorithm is an implementation of the algorithm of Edmonds [8] , which runs in n phases, and computes a matching with i edges at the end of the i-th phase. Vaidya shows that geometry can be exploited to implement a single phase inÕn 3=2 time (we use theÕ notation when ignoring polylog-factors), thus obtaining an On 5=2 log 4 n-time algorithm. We improve upon this in two major ways. First, we develop a variant of Edmonds' algorithm that uses geometric divide-and-conquer, so that in the conquer step we need only O p n phases. (Divide-and-conquer has been used before for special cases of MCPM in the plane, for instance by Marcotte and Suri [15] , but these approaches rely heavily on the properties of the special cases.) The geometric tool that we use for divide-and-conquer is based on the technique of Miller et al. [16] for finding geometric separators for overlap graphs. Second, we show a single phase for an n-point set can be implemented in On log 5 n time.
To do this, we interpret the dual variables geometrically and establish certain nice properties that they exhibit. We then exploit these properties to show that to implement a single phase, it suffices to look at a subset ofÕn candidate edges, and not all the nn , 1=2 edges. The candidate edges are not known at the beginning of the phase itself, but are generated as the phase unfolds, using a total ofÕn time. Combining this with the data structures of Galil et al. [11] for implementing a phase of the matching algorithm for sparse graphs inÕjEj time, we obtain an On log 5 ntime implementation of a phase. For generating the candidate edges, we introduce a notion called the semi-separated decomposition, which is a relaxation of the well-separated decomposition of Callahan and Kosaraju [7] .
In Section 2, we present our divide-and-conquer algorithm for MCPM, and show that only p n phases are needed in the conquer step for a set of n points. In Section 3, we describe our approach for implementing a single phase of the algorithm. In the appendix, we present the proof of the main lemma of Section 3. For lack of space, we have omitted the proofs of several lemmas from this version. 1 Combining the divide-and-conquer approach of this paper with Arora's technique, Pankaj Agarwal and the author have recently obtained an algorithm whose running time is near-linear in n and polynomial in 1=".
A Divide-and-Conquer Framework for Matching
In this section, we present a divide-and-conquer approach for min-cost perfect matching of the set of points V in the plane. We assume in the following that we are dealing with the graph GV = V ;E associated with the given set of points V . We say that a subset Q V of V is an odd subset or an odd-set if jQj is odd and jQj 3. For Q V , let Q denote the subset of edges E with exactly one endpoint in Q, that is, Q = fu; v 2 E : jfu; vg Qj = 1 g.
Let Sp; r denote the disk of radius r centered at point p.
Edmonds' algorithm is motivated by duality theory for linear programs; see [8] and [13] 
POSITIVE-DUAL:
! Q 0 for each odd subset Q.
MATCHING-ADMISSIBILITY:
u; v 2 M uv = du; v.
MAXIMALITY:
For each odd subset Q, if ! Q 0, then the matching M is maximal within Q, that is, the number of edges in M both of whose endpoints are in Q is jQj ,1=2. Since M is a perfect matching, this is equivalent to M Q = 1 .
Actually, we can prove this using a direct arguement. We simply note that the EDGE-FEASIBILITY and POSITIVE-DUAL conditions imply that the cost of any perfect matching is at least Like Edmonds' algorithm, our approach also computes a perfect matching and a corresponding set of dual variables such that EDGE-FEASIBILITY, POSITIVE-DUAL, MATCHING-ADMISSIBILITY, and MAXIMALITY are satisfied. The difference is that unlike in Edmonds' algorithm, we use geometric divide-and-conquer for doing this. Before describing our approach, we describe the important notion of blossoms that was introduced by Edmonds. Our description of blossoms and other standard components of the matching algorithm are based on the presentation of Galil et al. [11] . 
The Divide-and-Conquer Algorithm
Let U V be a subset of the given set of points, and let jUj = m. We will describe our divide-and-conquer scheme for the set U. In our algorithm, we are also specified a nonnegative real number limit U u for each u 2 U. (In the beginning, we set limit V v = 1 for each v 2 V and call the divide-and-conquer procedure with U set to V .) The goal in the sub-problem for U is to compute a (not necessarily perfect) matching M of U, a set of blossoms in U, and a set of dual variables ! u for each u 2 U, and ! Q for each blossom Q (the dual variables of odd sets that are not blossoms are assumed to be 0), so that (1) the conditions EDGE-FEASIBILITY, POSITIVE-DUAL, MATCHING-ADMISSIBILITY, and MAXIMALITY hold for U, and (2) in addition, the following two conditions are also satisfied:
For each u 2 U, u limit U u.
EXPOSED-CONSTRAINT:
For each exposed blossom Q of U, there is a q 2 Q such that q = limit U q.
Let us call a blossom Q of U constrained if Q is exposed and there is a q 2 Q such that q = limit U q; we say that Q is unconstrained otherwise. Thus the last condition says that every exposed blossom is constrained.
Separating circle. Let C be a circle in the plane, and U 1 (resp. U 2 ) be the subset of U that lies inside (resp. outside) the circle C. For each u 2 U, let u denote the distance from u to the circle C. We call C a separating circle for U if the following conditions hold: Suppose that the recursive calls return a matching, blossoms, and dual variables for U 1 (resp. U 2 ) satisfying the six conditions for U 1 (resp. U 2 ). To begin the conquer step for U, we obtain an initial matching, dual variables, and blossoms by combining the matching, dual variables, and blos- Observe that the EXPOSED-CONSTRAINT condition may be violated for a blossom Q of U. The 'conquer' stage of the divide-and-conquer algorithm for U eliminates the violations of the EXPOSED-CONSTRAINT, thus 'solving' the sub-problem for U. The 'conquer' stage consists of a series of phases; in each phase the number of exposed, unconstrained blossoms, is reduced by either one or two.
Base case. The base case for the divide-and-conquer is when jUj c. To solve the base case, we initialize the matching on U to be empty, and set all the dual variables to be zero. The only blossoms of U are the trivial blossoms, and these are considered to be exposed and unconstrained. We then execute the algorithm for the 'conquer' stage for U, which we now describe.
The Conquer Stage
As we indicated, the conquer stage consists of phases. Each phase begins with the current matching M, a set of dual variables, and a set of blossoms. Some of the exposed blossoms are constrained, and are called c-blossoms. The algorithm always maintains the five conditions EDGE-FEASIBILITY, POSITIVE-DUAL, MATCHING-ADMISSIBILITY, MAXIMALITY, and RADIUS-CONSTRAINT. In each phase, the number of exposed, unconstrained blossoms is decreased by one or two. Thus, each phase decreases the number of violations of the sixth condition EXPOSED-CONSTRAINT, and so the algorithm terminates after a finite number of phases.
During a phase, some unconstrained outer blossoms are For every f-blossom B, there is another f-blossom C such that there is an edge in matching M between the bases of B and C. That is, M induces a perfect matching on the bases of all the f-blossoms.
At the start of the phase, we label each exposed, unconstrained blossom as an s-blossom; every other unconstrained outer blossom is an f-blossom. A sub-phase consists of the following loop, which is repeated until a termination condition for the phase is met. The above invariants hold at the end of each iteration of the loop. Let becomes zero. (In case of a tie, we pick an arbitarary i that is zero.) We will be terse about some of the following cases, which are standard; see [11] . 1 = 0: In this case, the dual variable ! B corresponding to a (non-trivial) t-blossom B becomes zero. We expand B, that is, we stop regarding it as a blossom and make its subblossoms outer blossoms. Some of these new outer blossoms become s-blossoms, some become t-blossoms, and some f-blossoms. 2 = 0: In this case, an edge u; v, which is now admissible, between an s-vertex u and an f-vertex v has been discovered. Two f-blossoms are added to the alternating forest, one as a t-blossom and the other as an s-blossom. 3 = 0: An edge u; v which is now admissible has been discovered between s-vertices u and v. Either a new s-blossom is formed, or an alternating path between two exposed, unconstraned blossoms is discovered. The latter subcase ends the phase and is handled in a manner similar to the case where 4 = 0 .
= 0:
An edge u; v, which is now admissible, has been discovered between an s-vertex u and a c-vertex v. Let A (resp. B) be the s-blossom (resp. c-blossom) containing u (resp. v). Let A 0 be the exposed, unconstrained blossom which is the root of the alternating tree containing A, and let A 0 ; A denote the corresponding even-length alternating path between A 0 and A. Note that A 0 ; A , the edge u; v, and the blossom B together constitute an alternating path between the exposed blossoms A 0 and B. We expand this to an alternating path between the exposed bases of A 0 and B. We augment the current matching M by excluding all edges of M belonging to and including the other edges of . Note that the cardinality of the matching M increases by one, and the number of exposed, unconstrained blossoms falls by one since A 0 is now no longer exposed. We also change appropriately the bases of all the blossoms through which the augmenting path passes. This ends the current phase of the algorithm.
In this case, u has increased to limit U u for an s-vertex u. Let A be the s-blossom containing u. Let A 0 be the exposed, unconstrained blossom which is the root of the alternating tree containing A, and let A 0 ; A denote the corresponding even-length alternating path between A 0 and A. We expand A 0 ; A to an even-length alternating path between the bases of A 0 and A. We alter the current matching M by excluding all edges of M belonging to and including the other edges of . We change appropriately the bases of all the blossoms through which the augmenting path passes. This ends the current phase of the algorithm. We can show that the cardinality of the matching M remains unchanged, and the number of exposed, unconstrained blossoms falls by one. Note that in the next phase, A is constrained.
This completes the description of a phase. At the end of the phase, we (recursively) expand all outer blossoms whose dual variable is zero.
This also completes our description of the overall divideand-conquer scheme for min-cost perfect matching.
Lemma 2.4 The number of phases in the conquer step for
U is O p m.
Proof: Let E denote the number of exposed, unconstrained blossoms at the beginning of the conquer step. Since each phase decreases the total number of exposed, unconstrained blossoms by one or two, the number of phases is at most jEj. Hence it suffices to show jEj = O p m. To do this, we will use the properties of the separating circle C. We first argue that for each Q 2 E , there is a q 2 Q such that q = q. Assume, w.l.o.g., that Q U 1 . Since Q is exposed, the condition EXPOSED-CONSTRAINT for U 1 implies that there is a q 2 Q such that q = limit U1 q = minflimit U q; qg:
Since Q is unconstrained at the beginning of the conquer step for U, q limit U q. It follows that q = q.
Consider the family of disks formed by picking for each Q 2 E a disk Sq; q such that q 2 Q and q = q. For a fast implementation of one phase of the conquer algorithm (or of Edmonds' algorithm), we need a mechanism to quickly compute when i becomes zero. As in a phase of Edmonds' algorithm, handling 2 and 3 seem to be the hard cases. We can easily maintain 1 and 5 in a total ofÕn per phase, as this involves only the dual variables corresponding to On blossoms. We can maintain 4 efficiently using a data-structure for answering closest point queries [4] . Maintaining 2 and 3 using such an approach is more problematic because of the way the blossoms and the labels change. However, Vaidya [21] showed that geometry can be exploited to maintain i using a total of show this for a phase in Edmonds' algorithm as well). The following theorem results from a careful implementation of a phase, similar to the implementation of a phase of Edmonds' algorithm described by Galil et al. [11] or Vaidya [21] . 
Implementing a Phase
In this section, we describe an efficient algorithm for implementing a single phase of the conquer step for U. We begin by making some useful observations about our algorithm. Some other geometric observations needed for the correctness of our algorithm are presented in the appendix. The following lemma uses the triangle inequality for distances in the Euclidean metric. 
Definition 3.2
The time at any point in a single phase of the algorithm is the sum P of all the dual changes made by the algorithm since the beginning of the phase. That is, the time at the beginning of the phase is zero, and each dual change step increments the time by .
Suppose a dual change step increments the time from t 1 to t 1 + . For any t, t 1 t t 1 + , we define the value of a dual variable at time t by linear interpolation between the values of at t 1 and t 1 + . Within a single phase, the dual variables, and the quantities that depend on them, can now be regarded as functions of time. Hence, we will denote by t the value of a dual variable at time t of the algorithm. We will do the same for quantities that depend on the dual variables. The following observation depends on the fact that the algorithm increases the dual variables corresponding to the s-blossoms, decreases the dual variables corresponding to the t-blossoms, and does not change the dual variables corresponding to the f-blossoms. It also expresses a property of the algorithm's labelling scheme. 
Candidates
To detect when 2 , 3 , or 4 becomes zero during a phase, we could 'monitor' all the edges u; v and detect when disku and diskv touch. In this section, we show that it is sufficient to monitor a certain set ofÕn candidate edges. This is shown in Lemma 3.8, the main result of this section. To prove this result, we use the properties established above. Before we can specify how the candidate edges are generated, we need to introduce a certain cover of the set of edges.
A For the pair A i ; B i of the SSD, we will refer to p i as the center and r i the radius corresponding to A i ; B i . The size of the semi-separated decomposition is P i jA i j + jB i j.
Note that the SSD is similar to the well-separated decomposition of Callahan and Kosaraju [7] . In fact, any wellseparated decomposition of U is an SSD of U. Our weaker notion of an SSD is motivated by the fact that the size (according to our definition) of any well-separated decomposition of certain m-point is m 2 . (See [7] .) In contrast, we develop a scheme to construct an SSD of U whose size is Om log 4 m. We define the center and radius of A i ; D j, for 1 j h, to be the center and radius of A i ; B i . We will refer to as the angular constant of our RSSD. (In this paper, we choose = 1 =18 radians.) In the description that follows, we assume that we have computed an RSSD of U whose size is Om log The event queue. We do not know all the candidate edges at the beginning of the phase itself. Rather, we generate the candidates as the phase progresses, when certain 'events' occur. We maintain an event-queue to detect these events.
Definition3. As mentioned before, the other candidates are generated as the phase unfolds, when certain events are triggered. Such an event occurs when the priority of some element in the event-queue becomes zero (as a consequence of a change in the dual variables). When this happens, the element is removed from the event queue. Suppose the element corresponds to some pair A i ; B i of the RSSD of U. If the element is the representative of A i (resp. B i ), we first compute a, for each a 2 A i (resp. b, for each b 2 B i ). We then generate a set of candidates by calling the procedure Generate-candidatesA i ; B i (resp. Generate-candidatesB i ; A i ). To complete the description of our scheme for candidate generation, we now describe the procedure Generate-candidates. Then the following lemma, proved in Section A in the appendix, says that the edge u; v is in Ct, the set of candidate edges generated before time t. (If more that one pair of disks from blossoms M and N touch, the lemma guarantees that the edge corresponding to at least one pair is in Ct.)
The main consequence of the lemma is that at any time t, 2 = 0 , 2 = 0 , 3 = 0 , 3 = 0, and 4 = 0 , 4 = 0 . So it is sufficient for our algorithm to maintain 
Data structures
In their algorithm for matching in general graphs, Galil et al. [11] give a method for maintaining 2 and 3 using a total of OjEj log jV j time per phase, where jV j and jEj are, respectively, the number of vertices and edges in the graph. Using their approach along with our procedure for generating candidate edges, we can maintain 2 , 3 , and 4 using a total of Om log 5 m time per phase. We omit here the other details of implementing a phase; many of these are quite similar to their approach. 
