In this paper, we present an algorithm for synthesizing intermediate views from a single stereopair. The key contributions of this algorithm are the incorporation of scene assumptions and a disparity estimation confidence measure that lead to the accurate synthesis of occluded and ambiguously referenced regions. The synthesized views have been displayed on a multi-view binocular imaging system, with subjectively effective motion parallax and diminished eye strain.
INTRODUCTION
For three-dimensional television (3D-TV) to become feasible and acceptable on a wide scale, the added realism must outweigh any required increases in processing and system complexity, and the stereoscopic information must be comfortable to view. Both of these goals can be achieved if intermediate views of the scene are available. An intermediate view is defined as the image that would be obtained from a camera located between and on a straight-line connecting the given stereopair's cameras.
While binocular systems provide depth information through the sensation of stereopsis, a system consisting of only two views of a scene lacks the important depth cue of motion parallax, which provides the distinction between binocular and three-dimensional systems [14] . Motion parallax can be synthesized from multiple intermediate views of the scene by presenting the correct stereopair according to the observer's position.
Discomfort is often experienced when viewing stereoscopic images on two-dimensional displays [9] . As with any subjective assessment, this discomfort is viewer-dependent. The authors observe that viewers prefer varying degrees of depth perception from binocular imagery based on individual stereoscopic viewing ability and the range of depth present in the scene. A greater sense of depth is provided by a relatively large inter-camera separation, but the larger the separation the more difficulty marginal viewers have in fusing the images. If intermediate views of a scene are available, a viewer can dynamically select the inter-camera separation for comfort and preferred sense of depth 2 .
After a brief discussion of prior work on image interpolation, we describe our algorithm for intermediate view synthesis. Synthesis is performed, in the standard manner, using the geometric relationship between the given views and estimated disparity values [1, 4, 6, 7, [10] [11] [12] . Depth information for occluded and ambiguously referenced regions are approximated through the development of reasonable scene assumptions and the utilization of the signal-4 to-noise ratio (SNR) from the disparity estimation procedure as a confidence measure; these novel steps, which are discussed in detail, allow for the accurate synthesis of "difficult" regions, and are the key contributions of this paper.
We conclude with experimental results and potential directions for future research.
PRIOR WORK
A common technique for the synthesis of intermediate views is through the generation of epipolar plane images (EPI) [4, 6] . Skerjanc and Liu base their synthesis on the mapping of feature points from three camera views [11] .
While these techniques reduce the occurrence of occlusion and improve disparity estimation performance through the use of multiple views of the scene, they require increases in camera complexity and bandwidth to transmit the additional views. Other prior work has attempted to construct a three-dimensional model of the scene from two or more images and then utilize computer-graphics routines to synthesize intermediate views [2] . However, the construction of a 3D model may be an unnecessary and time-consuming step if the ultimate goal is only the intermediate view.
Intermediate view synthesis is closely related to work performed on motion compensated interpolation for frame rate conversion, de-interlacing and frame skipping, where views are generated from two temporally offset images [1, 7, 10, 12] . For these techniques, when a portion of the interpolated image is not mapped from the given displacement vectors, zero displacement is often assumed most probable and the missing region is mapped from the corresponding region in one of the two reference image. However, for stereopairs only a single plane in the three-dimensional scene will exhibit zero displacement, and using replication from one of the given views for these unmapped regions results in unsatisfactory synthesis performance. Ribas-Corbera and Sklansky addressed the problem of ambiguously referenced regions by assuming a static background and no inter-object occlusion [10] .
Our technique attempts to handle potentially large occluded regions, without requiring multiple views, by inferring depth information for these regions from the estimated disparity of adjacent unoccluded regions. We attempt to handle ambiguously referenced regions more appropriately for stereopairs by evaluating the estimation performance for the disparity values in question.
SYNTHESIS ALGORITHM
We assume that the cameras used to capture a given stereopair were separated by a horizontal distance and arranged in the parallel camera configuration, as detailed by Grinberg, et. al. [3] . A point in the scene generates corre-sponding points p l and p r in the left-and right-eye images, respectively. If the scene point is unoccluded (visible in both images), the disparity is defined as the distance, in pixels, between the corresponding points in the appropriately framed images. Due to the parallel camera axis geometry, the disparity is only in the horizontal direction and the relationship between p l and p r is given by, (1) where is the disparity from the left pixel to the corresponding right pixel. 
The symmetrical relationship can be written for the right image. If the actual disparity values are known, the pixel intensity values for unoccluded regions are mapped easily from either given image to the point in the intermediate image. However, so far we have neglected two important considerations: 1) the effect of disparity vector estimation errors, and 2) the synthesis from occluded regions in the original stereopair. We next describe our solutions to these problems.
In Fig. 2a 
6 an object lies in front of another object and the difference in disparities between the two objects is greater than the width of the foreground object. However, ambiguously referenced regions are most likely the result of disparity estimation errors. We select the most probable disparity for ambiguously referenced pixels through the use of a disparity estimate confidence measure. In our synthesis algorithm, we perform block-based disparity estimation in both directions. We first attempt to eliminate false estimates due to occluded regions with a procedure similar to one proposed by Cafforio, et. al. [1] . If only a single vector was detected as coming from an unoccluded region, this vector is used to perform the mapping. Otherwise, the ambiguously referenced intermediate pixel is mapped using the disparity vector with maximum estimation confidence. We use the signal-to-noise ratio between the desired and estimated blocks from the disparity estimation procedure as the confidence measure, since this provides an easily calculated indication of estimation performance [5] . Our occlusion detection procedure is similar to one proposed by Cafforio, et. at.; however, our procedure takes the form of a classic detection problem, and does not require a search step [1, 13] . For each pixel in both images, we sum the disparity vector in one direction with the corresponding disparity vector in the opposite direction. If the absolute value of the sum is greater than a threshold the pixel is assumed to be occluded. The threshold is derived from The selection between choosing the pixel intensity value from the view synthesized from the left or right image is based on the mapping performed and the relative signal-to-noise ratios. The order of preference for the selection is as follows: 1) pixels mapped from unoccluded regions over those from occluded regions, 2) pixels correctly mapped from occluded regions over those incorrectly mapped, and 3) pixels mapped using disparity values with higher SNR.
EXPERIMENTAL RESULTS
We have examined eight image pairs in varying degrees of detail; in this section we discuss the synthesis results of one exemplary stereopair. The initial disparity estimates were obtained from an exhaustive search, block-based displacement estimation technique, where the block sizes and disparity search ranges were manually defined. The disparity estimation included the realistic possibility of a vertical disparity component, which was handled by extending the occlusion detection procedure and the geometric mapping relationship to two dimensions.
An "original" stereopair and two intermediate views were obtained from four frames of the Flower Garden monoscopic image sequence (Stereopair: Figs. 3a and 3b ; Intermediate views: Figs. 3c and 3d) . Since the motion in this sequence is almost entirely horizontal camera motion, two temporally offset frames provide an effective stereopair. A block size of 5 pixel widths and 8 pixel heights was selected, and the search range was ±18 horizontal and ±3 vertical pixels.
The occluded regions in the left-eye image are the regions to the left of the large foreground tree and the left image borders, and vice versa for the right-eye image. The occluded portions are estimated to occupy roughly 7% of the original stereopair. The reader is encouraged to inspect especially these areas in the following synthesized views to evaluate the performance of the algorithm.
Twenty equally spaced intermediate views were synthesized from the original stereopair (Figs. 3a and 3b) .
Assuming that Figs. 3(a, c, d, b ) are equally spaced, synthesized Figs. 3(e, f) correspond to Figs. 3(c, d) . A binocular imaging system equipped with a head-tracking device was used to display the appropriate stereopair based on the viewer's horizontal position. A "stereo-dial" was also incorporated in the imaging system to allow the viewer to specify the inter-camera separation [8] . Viewers reported effective motion parallax and diminished eye strain with this system.
The error images for these two intermediate views are shown in Figs. 3g and 3h , where the absolute value of the error signal has been normalized to the range [0, 255]. As expected, the residuals are small, but relatively largest at the left and right edges of the foreground objects, especially the tree. Note that since we do not know that Figs. 3(a, c,   d , b) are exactly equally spaced, the technique may actually be even better than the comparison of (c) against (e) and 
CONCLUSION
We have presented a technique for the synthesis of intermediate views from a single stereopair that can accurately handle occluded and ambiguously referenced regions. The gain in terms of improved synthesis for "difficult" regions is obtained with a relatively small increase in the number of processing steps compared with techniques that do not consider these regions. We have provided experimental results that illustrate the algorithm's synthesis performance for both unoccluded and occluded regions. The majority of the imperfectly synthesized image regions were located at the discontinuity between occluded and unoccluded regions. The errors are most likely due to the blocking effects of the disparity estimation procedure and the inability of the occlusion detection scheme to precisely find the edges of occluded regions. Errors may also occur when objects are actually visible in the intermediate view, but are occluded from both of the images in the stereopair used to estimate this view.
Our future work will address improving the performance of the disparity estimation and occlusion detection steps. If successful, this will reduce the errors now present at occlusion discontinuities. We also plan to increase the computational efficiency of this algorithm to avoid the need to pre-compute the intermediate views used in the experiments. 
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