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A Lie algebra ˙ is said to be split graded if it is graded by a torsion free abelian
group Q in such a way that the subalgebra ˙0 is abelian and the operators ad ˙0 are
diagonalized by the grading. The elements of Q \ 0 with ˙α 6= 0 are called roots
and a root α is said to be integrable if there are root vectors x±α ∈ ˙±α which are ad-
nilpotent and generate an ÓÌ2-subalgebra ˙α. In this paper we study subalgebras
˙5 ⊆ ˙ generated by the subalgebras ˙α, α ∈ 5, where 5 is a set of integrable
roots. For 5 ≤ 2, these subalgebras are essentially KacMoody algebras which
permits us to generalize several results on root strings from KacMoody algebras
to split graded algebras. A central result is the local niteness theorem saying that
whenever all roots of a split graded Lie algebra ˙ are integrable, then ˙ is locally
nite. If differences of roots in 5 are not roots, then 5 is called a simple system.
In this case we describe the structure of the subalgebras ˙5 in their relationship to
the corresponding KacMoody algebras. ' 2000 Academic Press
INTRODUCTION
The goal of this paper is to explain how KacMoody techniques can
be used to obtain structural information on quite general classes of Lie
algebras and thus to suggest a possible approach to a structure theory
of innite-dimensional Lie algebras. The Lie algebras ˙ we consider are
assumed to be graded by a torsion free abelian group Q in such a way
that ˙0 is abelian and the operators ad ˙0 are diagonalized by the grad-
ing. We then say that ˙ is a split graded Lie algebra. Typically such gradings
arise from root decompositions, where ˙0 is a splitting Cartan subalgebra.
We call an element α ∈ Q \ 0 with ˙α 6= 0 a root and write 1 for
the set of roots. A root α is called integrable if there exist root vectors
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x±α ∈ ˙±α generating a three-dimensional simple subalgebra and the oper-
ators ad x±α are locally nilpotent on ˙. Integrable roots play a central role
in the theory of KacMoody and generalized KacMoody Lie algebras,
where they are called real rootsa terminology justied by the property
that suitably normalized invariant symmetric bilinear forms are positive on
integrable roots.
The main features of integrable roots are that for each integrable root
the corresponding test algebra ˙α x= ˙α + ˙−α + ˙α; ˙−α is isomorphic
to ÓÌ2; and the representation of this subalgebra on the whole Lie
algebra is locally nite. This provides detailed structural information on
α-root strings. On the other hand, we dene a Weyl group W acting on
˙0 as well as on the group Q which is generated by certain involutions rα
associated to the integrable roots α. Since every element of this group can
be viewed as a class of certain automorphisms of ˙ obtained by integrating
the locally nite adjoint action of ˙α on ˙ to an action of SL2;, it
preserves the root system and therefore reflects symmetry properties of the
whole algebra.
In this paper we focus on the notion of an integrable root to put some
results known for the special class of KacMoody Lie algebras into a more
general perspective. We will study subalgebras ˙5 generated by test algebras
˙α, α ∈ 5, where 5 is a set of integrable roots. In particular we will see
in Section III how the subalgebras ˙5 with 5 = 2 can be used as test
algebras of rank two to derive results on general Lie algebras by applying
KacMoody theory to ˙5. The essential link between general Lie algebras
and KacMoody algebras is represented by the notion of a simple system
5 of integrable roots. These are sets with the property that for α 6= β ∈ 5
we have α − β 6∈ 1. Then the corresponding test algebras ˙α, α ∈ 5,
generate a subalgebra ˙5 which is structurally very close to a KacMoody
algebra.
In the light of the fact that locally nite split graded Lie algebras are
semisimple if and only if they are generated by the integrable test algebras
(cf. [St99b, St99a]), the class of those Lie algebras which are generated by
all integrable test algebras ˙α is a natural generalization of semisimple
locally nite Lie algebras on the one hand and KacMoody algebras on
the other hand. Moreover, this class is stable under passing from a split
Q-graded Lie algebra ˙ to the Lie algebra Z;Z−1 ⊗ ˙ graded by Q⊕ 
(cf. Section V). Typical examples of such Lie algebras are the cores of
extended afne Lie algebras (EALAs) that have been invented in [HT90]
as quasisimple Lie algebras and whose structure theory is presently under
active investigation (see f.i. [AABGP97]). A particular case of EALAs are
those called elliptic Lie algebras (cf. [Sa97]) which apparently have many
interesting connections to various other areas of mathematics. Other classes
of examples are the (generalized) intersection matrix algebras of Slodowy
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(cf. [Sl84, Sl86]) and certain Lie algebras graded by nite root systems (cf.
[BM92, BZ96]).
One important fact on KacMoody algebras is that if ˙ is a KacMoody
algebra with nite-dimensional Cartan subalgebra ¨ and all roots are inte-
grable, then ˙ is a nite-dimensional semisimple Lie algebra (BermanKac
theorem). This observation can easily be generalized to the case of a count-
ably dimensional Cartan subalgebra, where it shows that if ˙ is indecom-
posable, then it is isomorphic to one of the three countably dimensional
locally nite simple matrix algebras ÓÌ∞;, Óˇ∞;, or Ó—∞;, the
innite-dimensional analogs of ÓÌn;, Óˇn; and Ó—n;.
A central result of this paper is the local niteness theorem saying that
whenever all roots of a split graded Lie algebra ˙ are integrable, then ˙ is
locally nite, i.e., every nite subset generates a nite-dimensional subalge-
bra. A key tool in the proof is the aforementioned result for KacMoody
algebras.
The contents of this paper is as follows. In Section I we collect some
generalities on integrable roots and the Weyl group of a split graded Lie
algebra. In this section we also start our discussion of integrability of roots
in a root string. These results will be completed in Section III, where we
show that the non-integrable roots in a string form a substring not contain-
ing the end points (the string theorem for integrable roots).
In Section II we build the bridge from the general concepts of Section I
to KacMoody algebras by showing that for a simple system the structure of
the corresponding subalgebra ˙5 is quite similar to that of a KacMoody al-
gebra. In particular we shall see that a root of a KacMoody algebra is real
if and only if it is integrable and hence that the two Weyl groups coincide.
These observations permit us to apply the highly developed structure the-
ory of KacMoody algebras to subalgebras of split Lie algebras. The string
theorem for integrable roots (Section III) and the local niteness theorem
(Section VI) are two typical examples of such applications. We also explain
how the class of those Lie algebras ˙ generated by two integrable test al-
gebras can be classied in a similar way as rank two KacMoody algebras
because then ˙ = ˙5 holds for a two element simple system 5. The Lie
algebra ˙ = z1; z−11 ; z2; z−12  ⊗ ÓÌ2; is the simplest example of a Lie
algebra generated by three integrable test algebras for which there exists
no simple system 5 with ˙ = ˙5 (cf. Section V).
Section IV contains a brief discussion of nite-dimensional split graded
Lie algebras. These results will be used in the local niteness theorem (Sec-
tion VI) and do also play a crucial role in the structure theory of locally
nite algebras (cf. [St99b]). Motivated by the importance of the subalge-
bras ˙5, where 5 is a simple system, we discuss in Section V methods and
criteria which are useful to construct large simple systems. In view of the
structural results of [St99b], the role of the integrable roots in locally nite
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Lie algebras is quite transparent, but in non-locally nite Lie algebras the
situation is much more involved. Here the essential question is to relate the
structure of certain weight modules of subalgebras of the type ˙5, 5 a sim-
ple system, to the structure of Lie algebras containing ˙5 as a subalgebra.
We suppose that if ˙5 is of afne type, then Chari’s results (cf. [Ch86]) can
be used to study the structure of the corresponding Lie algebras. Section VI
contains the proof of the local niteness theorem.
In Section VII we turn to the structure of subalgebras ˙5, where 5 is a
simple system which is not necessarily linearly independent. The structural
analysis of these Lie algebras contains several subtle points depending on
the different types of the corresponding generalized Cartan matrix A5. If
A5 is of nite type, the Lie algebra ˙5 is nite-dimensional, but this may
also happen if A5 is of afne type. We show that in this case A5 is neces-
sarily of untwisted type, an observation which directly leads to a clarica-
tion of the situation. If A5 is of indenite type, then the situation is more
complicated, but nevertheless we can generalize a substantial amount of in-
formation from the KacMoody setting to the case of linearly dependent
simple sets 5.
In [St99b] it is shown that if all roots are integrable, then the commuta-
tor algebra of ˙ is semisimple in the sense that it is a direct sum of simple
Lie algebras. Conversely, for any split locally nite Lie algebra which is
semisimple all roots are integrable. The structure of these simple split lo-
cally nite Lie algebras will be explored further in the forthcoming paper
[NS98], where we will show that, without any countability assumption, each
innite-dimensional split locally nite simple Lie algebra is isomorphic to
one of the algebras ÓÌJ;, ˇJ;, or Ó—J;, where J is an innite
set whose cardinality equals the dimension of ˙. Moreover, it is shown in
[St99b] that for split locally nite Lie algebras one has a close analog of a
Levi decomposition.
We are grateful to S. Berman, K. Iohara, and A. Pianzola for inspiring
discussions on the subjects of this paper.
I. ROOT DECOMPOSITIONS AND INTEGRABLE ROOTS
In this paper  denotes a eld of characteristic zero and ˙ is a Lie
algebra over .
Denition I.1. (a) Let Q be a torsion free abelian group and ˙ =L
γ∈Q ˙
γ a Q-graded Lie algebra. We call ˙ split graded if the subalgebra ˙0
is abelian and there exists a map ι:Q→ ˙0∗ such that
h; xγ = ιγhxγ for h ∈ ˙0; xγ ∈ ˙γ:
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This means in particular that ad ˙0 is simultaneously diagonalized by the
gradation of ˙, but the ˙0-weight spaces might be strictly larger than the
spaces ˙γ, γ ∈ Q. In the following we simplify our notation by writing
γh x= ιγh. We call
1 x= γ ∈ Q \ 0: ˙γ 6= 0
the set of roots of ˙.
(b) We call an abelian subalgebra ¨ of the Lie algebra ˙ a splitting
Cartan subalgebra if ¨ is maximal abelian and the operators ad ¨ are simul-
taneously diagonalizable. If ˙ contains a splitting Cartan subalgebra, then




where ˙α = z ∈ ˙: ∀x ∈ ¨x; z = αxz, and 1 x= 1˙; ¨ x= α ∈
¨∗ \ 0: ˙α 6= 0 is the corresponding root system.
(c) A subset 1+ ⊆ 1 is called a positive system, and its elements posi-
tive roots, if 1 = 1+∪˙ − 1+ and no non-trivial sum of positive roots is zero.
This requirement implies in particular that 1 = −1.
Remark I.2. (a) Note that the condition that the group Q is torsion
free means that the natural map Q→ ⊗ Q is injective, so that further-
more the map Q 7→  ⊗ Q ∼=  ⊗  ⊗ Q is injective. This means
that Q can be embedded into a -vector space and hence that the space
HomQ; of homomorphisms of Q into the additive group ;+ sepa-
rates the points of Q. In the following we will identify Q with a subgroup
of the vector space Q x=  ⊗ Q.
(b) If ˙ is split with root decomposition ˙ = ¨ +Pα∈1 ˙α, then we
obtain a gradation of ˙ by Q x= span 1, the subgroup of ¨∗ generated by
1, turning ˙ into a split graded Lie algebra with ˙0 = ¨.
(c) Suppose, conversely, that ˙ is split graded. Then we assign to
each element f ∈ HomQ; the derivation Df ∈ der˙ given by Df :xγ =
f γxγ for xγ ∈ ˙γ. If ˜ ⊆ HomQ; is a subspace separating the points
of Q, then the Lie algebra ˙˜ x= ˙o ˜ is a split Lie algebra with splitting
Cartan subalgebra ¨˜ x= ˙0 ⊕ ˜.
(d) If ˙1 is a graded subalgebra of the split graded Lie algebra ˙, then
˙1 is split graded with respect to the gradation inherited from ˙.
(e) In general 1 6= −1 does not hold for the root system of a split
graded Lie algebra (see Proposition II.5(iii)(a) and Problem II below).
The preceding remark explains in which sense the notion of a split graded
Lie algebra is a bit more general than that of a split Lie algebra, but in
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the following we will see that in many situations it is much more natural
and convenient to work with split graded Lie algebras instead of split Lie
algebras because this does not necessitate any articial enlargement of ˙0
to a Cartan subalgebra (cf. Remark I.2(d)).
In the following ˙ always denotes a split graded Lie algebra
˙ = M
γ∈Q
˙γ = ˙0 +M
γ∈1
˙γ
and we assume that Q is generated as a group by 1.
Lemma I.3. For 0 6= x±α ∈ ˙±α the subalgebra ˙xα; x−α:=
spanxα; x−α; xα; x−α is of one of the following types:
(A) the abelian type: xα; x−α = 0, i.e., ˙xα; x−α is two-dimensional
abelian;
(N) the nilpotent type: xα; x−α 6= 0 and αxα; x−α = 0, i.e.,
˙xα; x−α is a three-dimensional Heisenberg algebra;
(S) the simple type: αxα; x−α 6= 0, i.e., ˙xα; x−α ∼= ÓÌ2;.
Proof. This an easy verication (cf. [St99b, Lemma I.2]).
The subalgebras ˙xα; x−α are called test algebras corresponding to the
root α. One expects to determine global properties of the Lie algebra ˙ in
terms of these test algebras. In the following we write Ú˙ for the center
of the Lie algebra ˙.
Proposition I.4. Let ` x= ˙xα; x−α be a test algebra such that ad x±α
are locally nilpotent. Then the following assertions hold:
(i) ˙ is a locally nite `-module.
(ii) If ` is of nilpotent type, then xα; x−α ∈ Ú˙.
(iii) If ` is of simple type, then ˙ is a semisimple `-module.
Proof. (i) With the same argument as for ÓÌ2;, one shows that ˙
is a locally nite `-module (cf. [MP95, Prop. 2.4.7]).
(ii) According to Lie’s Theorem applied to `, the operator adxα; x−α
is locally nilpotent. On the other hand it is diagonalizable, hence zero, i.e.,
xα; x−α ∈ Ú˙.
(iii) In view of (i), this is an immediate consequence of Weyl’s
theorem.
Denition I.5. We call a root α ∈ 1 integrable if there exists an as-
sociated test algebra ˙xα; x−α of simple type such that ad x±α are lo-
cally nilpotent. We write 1i for the set of integrable roots and observe that
1i = −1i follows from the symmetry in the denition of 1i. We also write
1n x= 1 \ 1i for the set of non-integrable roots.
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In the following two propositions we collect some fundamental properties
of integrable roots. The key point is the observation by N. Stumme that
many arguments for nite-dimensional semisimple Lie algebras of Kac
Moody algebras do not need more than that the corresponding root is
integrable. For the sake of completeness we reproduce the short proofs
from [St99b], resp., [St99a]. For Proposition I.6(ii) below we recall that we
identify Q with a subgroup of the vector space Q (cf. Remark I.2(a)).
Proposition I.6. For α ∈ 1i the following assertions hold:
(i) dim ˙α = 1 and there exists a unique element αˇ ∈ ˙α; ˙−α with
ααˇ = 2.
(ii) α ∩ 1 ⊆ ±α ∪  12 + α and α ∩ 1i = ±α.
Proof (cf. [St99b, Prop. I.6]). Since α is integrable, we nd x±α ∈ ˙±α
such that ` x= ˙xα; x−α ∼= ÓÌ2; and ad x±α are locally nilpotent. We
may assume that αxα; x−α = 2 and put h x= xα; x−α, e x= xα and
f x= x−α.
(i) We consider the `-submodule




As a submodule of a locally nite `-module, V is locally nite. Hence
the representation theory of ÓÌ2; implies that the set PV h of h-
eigenvalues on V is symmetric with dim V µh = dim V −µh for each
µ ∈ . Now V −2h = f implies that dim V 2h = ˙α = 1 and further-
more that dim V 2nh = ˙nα = 0 for n > 1. Likewise ˙−nα = 0 for
n > 1.
Since both spaces ˙±α are one-dimensional and do not commute, the
space ˙α; ˙−α is one dimensional. Hence the element αˇ x= h is uniquely
determined by ααˇ = 2.
(ii) Since ˙ is a locally nite ` module and βαˇ is the eigenvalue of
αˇ on the root space ˙β, we see that βαˇ ∈  holds for each root β ∈ 1. Let
β = cα ∈ 1 with c ∈ . Then βαˇ ∈  implies that c ∈ 12 . If c ∈ , then
c = ±1 is a consequence of the proof of (i). If, in addition, β is integrable,
then we also have 1
c
∈ 12  and thus 42c ∈ . Since 2c divides 4 it equals 1, 2,
or 4, so that we may have c ∈ ± 12 ;±1;±2. The case c = ±2 is ruled out
by the preceding argument, and likewise is the case c = ± 12 . Hence c = ±1.
Since for integrable roots the root spaces ˙±α are one dimensional, the
test algebras ˙xα; x−α do not depend on the choice of x±α. Thus we write
˙α x= ˙α + ˙−α + ˙α; ˙−α = ˙α + ˙−α +αˇ
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for the corresponding test algebra. The element αˇ ∈ ˙0 is called the associ-
ated coroot.
The following proposition describes the consequences of the nite-
dimensional representation theory of ÓÌ2; for the ˙α-submodulesP
k ˙
β+kα of ˙.
Proposition I.7. For α ∈ 1i and β ∈ 1 we have βαˇ ∈  and the fol-
lowing assertions hold:
(i) For β ∈ 1 \ ±α the set k ∈  x β + kα ∈ 1 is an interval
in .
(ii) If this interval is bounded and equal to −p; q ∩ , then p− q =
βαˇ:
(iii) If βαˇ < 0, then β+ α ∈ 1.
(iv) If ˙α; ˙β = 0, then βαˇ ≥ 0 and β+ α 6∈ 1.
(v) If dim ˙β = 1, then ˙β generates a nite-dimensional simple ˙α-
module intersecting every root space in the α-string through β. If, in particular,
α;β; α+ β ∈ 1i, then ˙α; ˙β = ˙α+β.





Proof (cf. [St99b, Prop. I.7]). (i)(iv) follow the standard proof for the
corresponding facts for KacMoody, resp., nite-dimensional semisimple
Lie algebras (cf. [Ka90, Prop. 3.6]). All these properties are direct conse-
quences of the fact that
P
k∈ ˙β+kα is a locally nite module of ˙α (cf.
Proposition I.4(iii)). In particular ˙α; ˙β = 0 implies that α + β 6∈ 1
because otherwise β + ααˇ ≥ 2 > 0 yields ˙β+α ⊆ ad xα ad x−α:˙β+α ⊆
xα; ˙β = 0.
(v) Let V ⊆ Pk∈ ˙β+kα denote the ˙α-submodule generated by
the one-dimensional root space ˙β. Then V is a nite-dimensional module
of the Lie algebra ˙α ∼= ÓÌ2;, and since the βαˇ-eigenspace ˙β for
αˇ on V is one-dimensional, the representation theory of ÓÌ2; implies
that V is a simple ˙α-module.
Let W ⊆ Pk∈ ˙β+kα be a simple ˙α-submodule. If W intersects ˙β,
then it contains zβ and therefore coincides with V . If W does not intersect
˙β, then βαˇ is not an eigenvalue of αˇ on W , but all eigenvalues of αˇ on
W are congruent to βαˇ modulo 2. Therefore the representation theory
of ÓÌ2; implies that λ < βαˇ holds for all eigenvalues λ of αˇ on W ,
and hence that all weights of W are weights of V . Since
P
k∈ ˙β+kα is a
locally nite, hence semisimple, ˙α-module, we conclude that whenever
β + kα ∈ 1 for k ∈ , then V ∩ ˙β+kα 6= 0: This shows that λ x= β +
qααˇ ∈ 0 is the highest weight of V . Normalizing x±α we may w.l.o.g.
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assume that xα; x−α = αˇ, so that αxα; x−α = 2. Then the remainder
of (v) follows from [Hum72, Lemma 25.2].
The Weyl Group
Denition I.8. Let ˙ be a split graded Lie algebra where Q is gener-
ated by 1. We dene
Autgr˙ x= ϕ ∈ Aut˙ x ∃ϕQ ∈ AutQ∀α ∈ Qϕ˙α = ˙ϕQα:
Note that for each ϕ ∈ Autgr˙ the automorphism ϕQ is uniquely deter-
mined by ϕ because its values on 1 are determined by ϕ, and Q is gen-
erated by 1. The uniqueness of ϕQ implies in particular that Autgr˙ →
AutQ; ϕ 7→ ϕQ is a group homomorphism. On the other hand, every
ϕ ∈ Autgr˙ preserves ˙0, so that we obtain a homomorphism
q: Autgr˙ → GL˙0 ×AutQ; ϕ 7→ ϕ ˙ 0; ϕQ
whose image we denote by Autred˙.
Let α ∈ 1i be an integrable root and pick x±α ∈ ˙±α with xα; x−α = αˇ.
Then
σα x= ead xαe− ad x−αead xα ∈ Aut˙
is dened since char  = 0 and ad x±α are locally nilpotent. For each γ ∈ 1
the subspace
P
k∈ ˙γ+kα is a locally nite ˙α-module, where ˙γ+kα co-
incides with the eigenspace of αˇ of the eigenvalue γαˇ + 2k (cf. Propo-
sition I.7). The local niteness of this module implies that σα˙γ = ˙sα:γ;
where
sα:Q → Q; β 7→ β− βαˇα (1.1)
is a reflection in the hyperplane αˇ⊥ x= β ∈ Q x βαˇ = 0. Furthermore
σαh = h− αhαˇ for h ∈ ˙0 (1.2)
(cf. [MP95, Props. 4.1.3, 6.1.8]). It follows in particular that σα ∈ Autgr˙
with σαQ = sα, and that sα maps 1 into itself. Moreover (1.1) and (1.2)
show that rα x= qσα ∈ Autred˙ does not depend on the choice of xα.
We call
W x= rα x α ∈ 1igrp ⊆ Autred˙ ⊆ GL˙0 ×AutQ
the Weyl group of ˙. This group acts on the abelian Lie algebra ˙0 by (1.2)
and on the vector space Q via (1.1) in such a way that the subsets 1
and Q are invariant. The mapping ι:Q → ˙0∗ is easily checked to be
equivariant with respect to the natural action on ˙0∗ induced by the action
on ˙0.
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Remark I.9. (a) If ˙0 separates the points in Q, i.e., ι is injective
(which happens in particular for split Lie algebras), then an element
ϕ ∈ Autgr˙ acting trivially on ˙0 also acts trivially on Q. Hence, in this
special case, we may consider W as a subgroup of GL˙0.
(b) If, on the other hand, ˙0 = span 1ˇi, then we claim that every
element w ∈ W acting trivially on Q acts trivially on ˙0, so that we may
consider W as a subgroup of AutQ.
In fact, if an element w ∈ W xes all roots and ϕ ∈ Autgr˙ satises




ϕαˇ = w−1:ααˇ = ααˇ = 2
shows that w:αˇ = ϕαˇ = αˇ. Hence w xes span 1ˇi = ˙0 pointwise.
The following lemma describes a case where Remark I.9(b) applies.
Lemma I.10. If 5 ⊆ 1i is a subset such that ˙ is generated by the test
algebras ˙α, α ∈ 5, then ˙0 = span 5ˇ.
Proof. We consider the subspace ˙0 x= span 5ˇ +
P
γ∈1 ˙γ of ˙. Then
˙0 is invariant under all subalgebras ˙α, α ∈ 5, because ˙−α; ˙ ∩ ˙0 =
˙−α; ˙α = αˇ. Since ˙0 contains all these subalgebras, our assumption
implies that ˙ = ˙0 and therefore that ˙0 = span 5ˇ.
Lemma I.11. For ϕ ∈ Autgr˙ we have ϕQ1i ⊆ 1i and for α ∈ 1i and
w ∈ W we have wrαw−1 = rw:α.
Proof. Let α ∈ 1i. Then ϕ˙±α = ˙±ϕQα directly implies that ϕQα is
integrable with ϕ
(
˙α = ˙ϕQα and ϕQ:αˇ= ϕαˇ. Therefore
qϕσαϕ−1 = qeadϕxαe− adϕx−αeadϕxα = rϕQ:α:
Writing an element w ∈ W as w = qϕ for some ϕ ∈ Autgr˙, we conclude
that wrαw−1 = qϕσαϕ−1 = rw:α.
We note that, in view of Proposition I.6(ii), the linear independence of
two integrable roots α, β is equivalent to β 6= ±α.
Proposition I.12. For two linearly independent integrable roots α;β ∈ 1i
the following are equivalent:
(1) rα and rβ commute in W .
(2) αβˇ = 0.
(3) βαˇ = 0.
Proof. It sufces to prove the equivalence of (1) and (2). The equiva-
lence of (1) and (3) follows by symmetry.
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1 ⇒ 2: If rα and rβ commute, then the reflection rβ preserves the
one-dimensional space imrα − 1 = α in Q . Since β is not contained in
this space, we have rβ:α = α and therefore αβˇ = 0.
2 ⇒ 1: If αβˇ = 0, then rβ:α = α, so that Lemma I.11 shows that
rαrβrα = rrα:β = rβ, i.e., rβ commutes with rα.
Lemma I.13. If α;β ∈ 1i are linearly independent, then the order mαβ of
the product rαrβ ∈ W is given by the following table, and coincides with the
order of the restriction to the subspace spanα;β.
αβˇβαˇ < 0 0 1 2 3 ≥ 4
mαβ ∞ 2 3 4 6 ∞
Proof. The action of w x= rαrβ on α and β is given by
w:α = rαα− αβˇβ = −α− αβˇβ− βαˇα
= (αβˇβαˇ − 1α− αβˇβ
and w:β = rα−β = βαˇα − β. Therefore the restriction of w to
spanα;β ⊆ Q is represented by the matrix
g =





For αβˇβαˇ 6= 0 it is elementary to verify that the order of the matrix g is
given by the table, and for αβˇβαˇ = 0 we obtain from Proposition I.12
that ordrαrβ = 2.
Since the order of w is at least equal to the order of g, it is innite for









is invertible, showing that Q = spanα;β ⊕ spanαˇ; βˇ⊥: Since w xes
every element in the second space, wordg acts trivially on Q . Likewise we
have a decomposition
˙0 = spanαˇ; βˇ ⊕ h ∈ ˙0 x αh = βh = 0;
and since w acts trivially on the second space, we see that wordg acts
trivially on ˙0, and hence is the identity in W , i.e., ordw = ordg.
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Integrable Roots in Root Strings
In this subsection we will study the integrability of roots in a root string
β + α ∩ 1, where α is integrable. It is clear that whenever such a root
string contains one integrable root, then we may assume w.l.o.g. that β is
integrable. The main result of this section is the observation that if 1 ⊆
spanα;β, then the non-integrable roots form a connected substring in
the interior of the root string. This will be generalized in Theorem III.6 to
a global assertion.
Denition I.14. For α ∈ 1i we choose root vectors x±α ∈ ˙±α with
xα; x−α = αˇ. For β ∈ 1 we dene
qβ;α x = maxk ∈  x β+ kα ∈ 1 ∈ 0 ∪ ∞ and
pβ;α x = maxk ∈  x β− kα ∈ 1 ∈ 0 ∪ ∞
for the numbers determining the α-string through β. Note that, according
to Proposition I.7(v), these numbers are nite whenever dim ˙β = 1.
Lemma I.15. Let α;β ∈ 1i be integrable roots with β 6= ±α. Thenxα; xβ; x−β; x−α = qβ;αpβ;α + 1βˇ
+ qα;βpα;β + 1αˇ:
Proof. First we recall from Proposition I.7(vi) that
x−α; xα; xβ
 = qβ;αpβ;α + 1xβ and
x−β; xβ; xα
 = qα;βpα;β + 1xα:
Thereforexα; xβ; x−β; x−α=−x−α; xα; xβ; x−β
+x−α; xα; xβ; x−β
=−qα;βpα;β + 1x−α; xα
+qβ;αpβ;α + 1xβ; x−β
= qα;βpα;β + 1αˇ+ qβ;αpβ;α + 1βˇ:
Lemma I.16. Let α;β ∈ 1i with β 6= ±α.
(i) If α+ β ∈ 1, the test algebra ˙xα; xβ; x−α; x−β is not of sim-
ple type and the operators adxα; xβ and adx−α; x−β are locally nilpotent
546 karl-hermann neeb
on the subalgebra generated by ˙α and ˙β, then
βαˇαβˇ = 4 and βαˇ; αβˇ < 0:
(ii) Suppose that ±β− α 6∈ 1 and ±β+ α ∈ 1. Then the test alge-
bra ˙xα; xβ; x−α; x−β is not of simple type if and only if
αβˇ = βαˇ = −2:
Proof. (i) We may w.l.o.g. assume that ˙ is generated by ˙α and
˙β. Let y+ x= xα; xβ and y− x= x−β; x−α. Then the operators ad y±
on ˙ are locally nilpotent. If the test algebra ˙y+; y− is not of simple type,
then Proposition I.4(ii) implies that y+; y− ∈ Ú˙.
On the other hand Lemma I.15 shows that y+; y− = qβ;αpβ;α + 1βˇ+
qα;βpα;β + 1αˇ: From αy+; y− = 0 we get
qβ;αpβ;α + 1αβˇ = −2qα;βpα;β + 1
and likewise βy+; y− = 0 yields
2qβ;αpβ;α + 1 = −qα;βpα;β + 1βαˇ:
Since qβ;αpβ;α + 1 and qα;βpα;β + 1 are positive integers, we obtain
αβˇ
2








Comparing the two formulas yields αβˇ2 = 2βαˇ and therefore αβˇβαˇ
= 4.
(ii) Our assumption means that pα;β = pβ;α = 0, 0 < qα;β = −αβˇ,
and 0 < qβ;α = −βαˇ (cf. Proposition I.7(ii)). Hence Lemma I.15 leads toxα; xβ; x−β; x−α = −βαˇβˇ− αβˇαˇ:
Evaluating α+ β on this element, we get
−α+ β(xα; xβ; x−β; x−α = βαˇ2 + αβˇ + αβˇ2 + βαˇ
= 2βαˇ + 2αβˇ + 2αβˇβαˇ:
The test algebra ˙xα; xβ; x−α; x−β is not of simple type if and only if
this expression vanishes, i.e.,
1 = βαˇ + αβˇ + αβˇβαˇ + 1 = 1+ αβˇ1+ βαˇ: (1.3)
Since both factors are integral and strictly smaller than 1, the only possibility
for (1.3) to hold is that αβˇ = −2 = βαˇ.
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Lemma I.17. Suppose that α;β ∈ 1i with β 6= ±α and βαˇ ≤ 0. If
k;m ∈  with mα+ kβ ∈ 1, then the following assertions hold:
(i) If k > 1, then 0 < m < −kβαˇ.
(ii) If k < −1, then −kβαˇ < m < 0.
Proof. In view of Proposition I.6(ii), our assumption β 6= ±α implies
that β and α are linearly independent.
(i) (Cf. [Ka90, Ex. 5.19] for a similar argument.) Suppose that k >
1 with mα + kβ ∈ 1. If m ≤ 0, then mα + kβαˇ ≤ kβαˇ ≤ 0 and
therefore ÓÌ2-theory implies that the α-string through mα+ kβ contains kβ
(Proposition I.7(i)), contradicting the integrability of β (Proposition I.6(ii)).
We conclude that m > 0. If mα+ kβ is a root, then
rαmα+ kβ = −mα+ kβ− kβαˇα = kβ− kβαˇ +mα ∈ 1;
and the rst part implies that kβαˇ +m < 0, i.e., m < −kβαˇ.
(ii) Now suppose that k < −1 with mα + kβ ∈ 1. If m ≥ 0, then
mα + kβαˇ ≥ kβαˇ ≥ 0; and therefore ÓÌ2-theory implies that the α-
string through mα+ kβ contains kβ (Proposition I.7(i)), which contradicts
the integrability of β (Proposition I.6(ii)). This proves that m < 0. The
second part of the proof is similar to (i).
Theorem I.18 (String theorem for integrable rootslocal version).
Let α;β ∈ 1i with β 6= ±α and suppose that Q = spanα;β.
(i) If βαˇ ≤ 0 and β− α is a root, then β− α is integrable.
(ii) If βαˇ ≥ 0 and β+ α is a root, then β+ α is integrable.
(iii) Those roots in the α-string through β which are non-integrable form
an interval not containing the end points.
Proof. (i) We may assume that γ x= β − α ∈ 1. Let x±γ ∈ ˙±γ and
consider the test algebra ˙xγ; x−γ. Let δ = mα+ kβ be a root. Then
δ+ nγ = m− nα+ k+ nβ:
If n < −1− k, then n+ k < −1, so that Lemma I.17 implies that whenever
δ + nγ is a root, then n > m, which for sufciently small n is impossible.
Similarly we conclude that for sufciently large n the functional δ+ nγ is
not a root. Thus ad x±γ is locally nilpotent on ˙.
Now pick x±α ∈ ˙±α and x±β ∈ ˙±β with xα; x−α = αˇ and xβ; x−β =
βˇ. Put xγ x= x−α; xβ and x−γ = x−β; xα. If the test algebra ˙xγ; x−γ
is not of simple type, then Lemma I.16(i) applied with α1 x= −α and
β1 x= β implies that 0 > β1αˇ1 = −βαˇ, contradicting βαˇ ≤ 0. Hence
˙xγ; x−γ is of simple type and thus γ ∈ 1i.
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(ii) Follows by replacing α in (i) by −α.
(iii) Suppose that β+mα and β+ nα with m < n are non-integrable
roots in the α-string through β and that there exists a k ∈m;n∩ such
that β+ kα is integrable.
Case 1. If β+ kααˇ ≥ 0, then we have β+ k′ααˇ ≥ 0 for all k′ ≥
k, so that applying (ii) repeatedly leads to the contradiction β+ nα ∈ 1i.
Case 2. If β+ kααˇ ≤ 0, then we have β+ k′ααˇ ≥ 0 for all k′ ≤
k, so that applying (ii) repeatedly leads to the contradiction β+mα ∈ 1i.
From the symmetry of the root string under the reflection rα and rα:1i ⊆
1i (Lemma I.11), we now conclude that the endpoints of the string con-
sist of integrable roots because the string contains at least the integrable
root β.
In Section III we will see that Theorem I.18 remains true without the
assumption that Q = spanα;β, i.e., in a global version. To obtain
this result, we will have to apply KacMoody techniques to the subalgebra
˙α;β generated by two integrable test algebras ˙α and ˙β. How these
techniques can be applied in our setting will be explained in Section II.
Corollary I.19. Let α;β ∈ 1i with β 6= ±α and β′ x= β − pα, where
p ∈ 0 is maximal with β − pα ∈ 1. Then β′ is integrable in ˙α;β =
˙α;β′, and ±β′ − α 6∈ 1.
Proof. Replacing ˙ by the split graded subalgebra
P
n;m∈ ˙nα+mβ, we
may w.l.o.g. assume that 1 ⊆ spanα;β. Replacing β by −β if necessary,
we may further assume that βαˇ ≤ 0. Then Theorem I.18 implies that the
root β′ is integrable.
From Proposition I.7(v) we derive that the ˙α-module generated
by ˙β intersects ˙β
′
. In view of the integrability of β′, this space is
one-dimensional, so that ˙β
′ ⊆ ˙α;β. Likewise the integrability of β′
entails that −β′ = −β + pα ∈ 1, and we obtain ˙−β′ ⊆ ˙α;β. Thus
˙α;β′ ⊆ ˙α;β. Applying Proposition I.7(v) to the α-string through β′,
we also see that ˙α;β ⊆ ˙α;β′, so that we obtain equality.
If α− β′ ∈ 1, then we have −β′αˇ = −βαˇ + pααˇ = −βαˇ + 2p ≥
0. This observation and Theorem I.18 imply that −β′ + α is integrable,
contradicting β′ − α = β− p+ 1α 6∈ 1. Thus ±β′ − α 6∈ 1.
Corollary I.20. For two integrable roots α 6= ±β ∈ 1i the condition
˙α; ˙−β = 0 is equivalent to ±α− β 6∈ 1.
Proof. If α− β is not a root, then ˙α; ˙−β = 0 holds trivially.
If, conversely, ˙α; ˙−β = 0, then Proposition I.7(iv) shows that α −
β 6∈ 1 and −βαˇ ≥ 0, i.e., βαˇ ≤ 0. If β − α ∈ 1, then Theorem I.18
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therefore implies that β− α is integrable, contradicting that α− β is not a
root. Thus ±α− β 6∈ 1.
Lemma I.21. Let ˙ be a Q-graded Lie algebra and ` ⊆ ˙ an ideal.
(i) For α ∈ Q we write pα: ˙ → ˙α for the projection onto ˙α with
kernel
P
γ 6=α ˙γ. Then `Q x=
P
α∈Q pα`Å˙ is the smallest graded ideal con-
taining `.
(ii) The maximal ideal Ò contained in
P
γ 6=0 ˙γ is graded and each
graded ideal in the graded Lie algebra ˙/Ò intersects ˙/Ò0.
Proof. (i) For α;β ∈ Q we have ˙α; pβ` ⊆ pα+β˙α; ` ⊆
pα+β`; showing that `Q is an ideal of ˙. It is clear that it is the smallest
graded ideal containing `.
(ii) In view of (i), the ideal ÒQ is also contained in
P
γ 6=0 ˙γ, so that
the maximality yields Ò = ÒQ, i.e., Ò is graded. Hence the quotient algebra
˙/Ò inherits a Q-gradation. If ` ⊆ ˙/Ò is a non-zero graded ideal, then its
inverse image e` in ˙ is a graded ideal containing Ò properly, and hence
intersects ˙0 non-trivially. This shows that ` intersects ˙/Ò0 non-trivially.
Denition I.22. (a) For a subset 5 ⊆ 1i we write ˙5 for the subalge-
bra of ˙ generated by the test algebras ˙α, α ∈ 5.
(b) A subset 5 ⊆ 1i is said to be connected if for β; γ ∈ 5 there
exist α1; α2; : : : ; αn ∈ 5 with α1 = β, αn = γ and αiαˇi+1 6= 0 for i =
1; : : : ; n − 1. In view of Proposition I.12, the relation α ∼ β if α;β is
contained in a connected subset denes an equivalence relation on 1i. The
equivalence classes are called the connected components of 1i.
(c) In the following we call a Q-graded Lie algebra ˙ reduced if every
non-zero graded ideal of ˙ intersects ˙0 non-trivially (cf. Lemma I.21).
Proposition I.23. Let ˙ be a reduced split graded Lie algebra for which
there exists a subset 5 ⊆ 1i with ˙ = ˙5, and `Å˙ a non-central graded ideal.
Then the following assertions hold:
(i) Ú˙ ⊆ ˙0 is the maximal ideal of ˙ contained in ˙0.
(ii) There exists an α ∈ 5 with ˙α ⊆ `.
(iii) If, in addition, 5 is connected, then ` = ˙.
Proof. (i) Since ˙ is split graded, the gradation is dened by the fam-
ily of derivations corresponding to the elements of HomQ; (cf. Remark
I.2). The ideal Ú˙ is invariant under all these derivations, and hence is
graded. For each α ∈ Q the subspace ˙α ∩ Ú˙ is an ideal of ˙, and hence
is trivial because ˙ is reduced. If ´ ⊆ ˙0 is an ideal, then for each α ∈ Q we
have ´; ˙α ⊆ ˙α ∩ ´ = 0. Thus ´ is central.
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(ii) Since ˙ is reduced and ` is not central, (i) implies that there exists
a β ∈ Q with `β x= `∩ ˙β 6= 0. Let `′ ⊆ ` denote the ideal of ˙ generated
by `β. Then `′ is a non-zero graded ideal of ˙, and hence intersects ˙0 non-
trivially. On the other hand ˙ is generated by the one-dimensional spaces
˙±α, α ∈ 5. Hence there exists an α ∈ 5 ∪ −5 and 0 6= xα ∈ ˙α such that
xα; `′ ∩ ˙0 6= . This proves that `′ ∩ ˙−α 6=  and therefore that the
one-dimensional space ˙−α is contained in `′ ⊆ `. Now ` ∩ ˙α is a non-
zero ideal of the simple Lie algebra ˙α, showing that ` ∩ ˙α = ˙α and
hence that ˙α ⊆ `.
(iii) According to (ii), there exists an α ∈ 5 with ˙α ⊆ `. Hence the
set 5` x= β ∈ 5 x ˙β ⊆ ` is non-empty. If β ∈ 5` and γ ∈ 5 with
γβˇ 6= 0, then ˙β ⊆ ` implies that ˙±γ ⊆ `; ˙γ ⊆ `, and therefore
˙γ ⊆ `. If 5 is connected, this argument shows that 5 = 5`, so that
˙ = ˙5 ⊆ `.
II. LIE ALGEBRAS WITH COMPLETE SIMPLE SYSTEMS
One of the central subjects of this paper is the structure of those split
graded Lie algebras that are generated by the test algebras ˙α, α ∈ 1i.
The structure of such Lie algebras is quite similar to that of KacMoody
algebras whenever they are generated by a set of test algebras ˙α, α ∈ 5,
where 5 is a simple system, i.e., ˙α; ˙−β = 0 for α 6= β ∈ 5. In this
section we will analyze the structure of these Lie algebras.
Denition II.1. Let ˙ be a split graded Lie algebra and 1i its set of
integrable roots. A subset 5 ⊆ 1i is called a simple system if
˙α; ˙−β = 0 for α 6= β ∈ 5:
Note that, in view of Corollary I.20, this is equivalent to ±α− β 6∈ 1 for
α 6= β. A simple system 5 is said to be complete if ˙ = ˙5.
Lemma II.2. Let ´ be a subalgebra of the Lie algebra ˙ and M ⊆ der˙
a subset. Then ´M x= x ∈ ´ xM:x ⊆ ´ is a subalgebra of ´.
Proof. For x; y ∈ ´M and D ∈ M we have D:x; y = D:x; y +
x;D:y ⊆ ´; ´ + ´; ´ ⊆ ´:
Lemma II.3. Let ˙ be a Lie algebra generated by three subspaces ˙j , j =
−1; 0; 1, satisfying ˙i; ˙j ⊆ ˙i+j for i; j; i + j ∈ −1; 0; 1. If ˙± denote the
subalgebra of ˙ generated by ˙±1, then
˙ = ˙− + ˙0 + ˙+ and ˙; ˙ ⊆ ˙− + ˙0; ˙0 + ˙1; ˙−1 + ˙+:
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Proof. Let ` x= ˙+ + ˙0; ˙0 + ˙1; ˙−1 + ˙−. Then ´ x= ˙0; ˙0 +
˙1; ˙−1 + ˙− is a subalgebra, and so is the set v ∈ ´ x ˙1; v ⊆ ´ (Lemma
II.2). This subalgebra contains ˙−1 and therefore ˙−. Thus ˙1; ˙− ⊆ ´ im-
plies that ˙1 ⊆ ˛˙`. From that we get ˙+ ⊆ ˛˙` and likewise ˙− ⊆ ˛˙`,
showing that ` is an ideal of ˙. Since ˙ is generated by the subspaces ˙j , we
see that ˙/` is generated by ˙0/˙0 ∩ `, and is hence an abelian Lie alge-
bra. Therefore ˙; ˙ ⊆ `. We see in particular that ` + ˙0 is a subalgebra
which, according to the assumption that ˙ is generated by the ˙j , coincides
with ˙.
Let I be a set. In the following we write I; for the space of -valued
I × I-matrices, i.e., functions I × I → . For an integer n ∈  we put
sgnn x=
(
1 for n > 0
0 for n = 0
−1 for n < 0
:
Denition II.4. (a) If I is a set, then a matrix A ∈ I; is called
a generalized intersection matrix (cf. [Sl84, Sl86]) if
aii = 2 for i ∈ I and sgnaij = sgnaji for i 6= j ∈ I:
It is called a generalized Cartan matrix if, in addition, aij ≤ 0 holds for i 6= j.
(b) A matrix A ∈I; is said to be decomposable if there exists a
partition I = I1∪˙I2 of I into non-empty disjoint subsets I1 and I2 such that
aij = 0 for i ∈ I1 and j ∈ I2.
(c) Let n ∈  and A ∈ n; be an indecomposable generalized
Cartan matrix. On n we dene x ≺ y if xi < yi for all i = 1; : : : ; n and
put x  y if x ≺ y or x = y. Likewise we dene x ≤ y if xi ≤ yi for all
i = 1; : : : ; n. Note that  and ≤ dene partial orderings on n. We say that
(F) A is of nite type if there exist x ∈ n with Ax  0. This is equiva-
lent to x ≥ 0;Ax ≤ 0⇒ x = 0 which in turn is equivalent to the existence
of an x ≥ 0 with 0 6= Ax ≥ 0.
(A) A is of afne type if there exist x ∈ n with Ax = 0.
(I) A is of indenite type if there exist x ∈ n with Ax ≺ 0.
According to Vinberg’s theorem (cf. [MP95, Prop. 3.6.5]), each indecom-
posable generalized Cartan matrix A ∈ n; is of exactly one of these
three types and A is of the same type as its transpose A>.
The following proposition is a generalization of a similar well known re-
sult on KacMoody algebras to Lie algebras of the type ˙5, 5 a simple
system. If V is an abelian group and B ⊆ V a subset, then we write 0B
for the semigroup generated by B ∪ 0 and B x= span B for the sub-
group generated by B.
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Proposition II.5. Let ˙ be a split graded Lie algebra and 5 ⊆ 1i a simple




α;β∈5 is a generalized Cartan matrix.
(ii) If ˙±5 x= ˙±α:α ∈ 5 is the Lie algebra generated by the root
spaces corresponding to 5, resp., −5, then ˙5 = ˙+5 + span 5ˇ+ ˙−5. If 15 x=
α ∈ 1 x ˙α ∩ ˙5 6= 0 is the set of roots of ˙5, then
15 ⊆ 05 ∪ −05:
(iii) If, in addition, 5 is linearly independent over , then:
(a) 15 = −15.
(b) 1+5 x= 15 ∩05 is a positive system in 15.
(c) 1+5 is uniquely determined by the generalized Cartan matrix A5.
Proof. (i) In view of the denition of αˇ, we have ααˇ = 2, and
αβˇ ∈  holds for α ∈ 1i and β ∈ 1 (Proposition I.7). For α 6= β ∈ 5 the
relation ˙α; ˙−β = 0 implies that βαˇ ≤ 0 (Proposition I.7(iv)). More-
over, Proposition I.12 tells us that βαˇ < 0 holds if and only if αβˇ < 0.
Thus A5 is a generalized Cartan matrix.
(ii) We apply Lemma II.3 with ˙0 x= span 5ˇ and ˙±1 x=
P
α∈5 ˙±α and





(iii) The proof follows the lines of [MP95, Prop. 4.1.14].
In Theorem VII.15, we will see that for 15 = −15 the linear indepen-
dence of 5 is not really needed. Clearly Proposition II.5(iii)(b) fails for the
simple system 5 = α;−α and ˙ = ÓÌ2;.
Problem II. Clarify whether 15 = −15 remains true if 5 is not assumed
to be a simple system.
If 5 is a complete simple system which is linearly independent over ,
then one can even go a step further than simply determining which elements
of 05 are roots. One may also determine which elements are integrable
roots. The corresponding results for KacMoody algebras are due to V. Kac
(cf. [Ka90]), but the proofs are still valid in our more general setting.
Denition II.6. Let 5 ⊆ 1i be a subset which is linearly indepen-
dent over  (in Q). We dene the support of an element of 5 by
suppPα nαα x= α ∈ 5:nα 6= 0:
Theorem II.7 (V. Kac). Let ˙ be a split graded Lie algebra and let 5 ⊆ 1i
be a complete simple system which is linearly independent over . Then the
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following assertions hold:
(i) The Weyl group W is generated by the reflections rα, α ∈ 5.
(ii) 1i = W :5.
(iii) 1+n = W :K, where K = β ∈ 05: ∀α ∈ 5βαˇ ≤ 0;
suppβ is connected:
(iv) 1−n = −1+n = W :−K.
(v) If β ∈ 1n, then β ∩ 5 ⊆ 1.
Proof. See [Ka80] or [Ka90, Sections 5.35.5].
We have seen in Proposition II.5 that the root system of a split graded Lie
algebra with a linearly independent complete simple system 5 is uniquely
determined by the generalized Cartan matrix A5. In the same way Theo-
rem II.7 shows that the subsets 1i and 1±n are determined by A5. Hence it
makes sense to speak for a generalized Cartan matrix A ∈ I; of the
root system 1A ⊆ I and the corresponding subsets 1Ai ⊆ I and
1A±n ⊆ ±I0 .
For more detailed results on 1A if A is of hyperbolic type, i.e., the
indecomposable proper submatrices are either of afne of nite type, we
refer to [Mo79].
Relations to KacMoody Algebras
In this subsection we explain how split graded Lie algebras are related to
KacMoody algebras and collect some facts on KacMoody algebras that
we will need in the following. In particular we will see that the concept
of integrable roots specializes to the concept of real roots whenever ˙ is
a KacMoody algebra, and that the corresponding Weyl groups coincide.
Our strategy in the following will be to apply KacMoody theory to the
subalgebras ˙5, where 5 is a set of integrable roots. As we will see in
Section III below, this method works perfectly if 5 ≤ 2. In the end of
Section V we will discuss examples explaining in which sense this method
is limited for subalgebras generated by three and more test algebras.
Denition II.8. Let I be a set and A ∈ I; be a generalized Car-
tan matrix. We write ˆ˙ A for the Lie algebra dened by the generators
hi; ei; fi, i ∈ I, with the relations
ei; fj = δijhi; hi; hj = 0; hj; ei = aijei; hj; fi = −aijfi
(2.1)
and
ad ei1−aji :ej = 0 = ad fi1−aji :fj; i 6= j ∈ I: (2.2)
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Let Q x=Li∈I αi denote the free abelian group with generators αi, i ∈ I.
Since the relations have the corresponding homogeneity property, the Lie
algebra ˆ˙ A has a natural Q-gradation with
degei = αi; degfi = −αi and deghi = 0:
The inclusion map M
i∈I
ei ⊕hi ⊕fi → ˆ˙A
is injective [MP95, Prop.4.2.10]. To see that ˆ˙ A is split graded, we con-
sider the subspaces ˙1 x= spanei: i ∈ I, ˙0 x= spanhi: i ∈ I, and ˙−1 x=
spanfi: i ∈ I and observe that they satisfy the assumptions of Lemma II.3.
Since ˆ˙ A is generated by these subspaces, and ˙±1 ⊆
P
γ∈05 ˆ˙ Aγ,
Lemma II.3 shows that ˆ˙ A0 = ˙0, and therefore that ˆ˙ A is split graded
in the sense of Denition I.1. Moreover, the relations (2.2) imply that the
operators ad ei and ad fi are locally nilpotent on ˆ˙ A and therefore that
each αi is integrable as a root of ˆ˙ A.
Theorem II.9 (BermanKac theorem). If ˙ is a split graded Lie algebra
and 5 a connected nite complete simple system, then the following are equiv-
alent:
(1) 1 = 1i.
(2) A5 is of nite type.
(3) ˆ˙ A5 is nite-dimensional and semisimple, and 5 is a set of simple
roots, i.e., a root basis.
Proof. 1 ⇒ 2: See [MP95, Prop. 5.8.10(i)] or [Be71].
2 ⇒ 3: This is Serre’s theorem (cf. [MP95, Prop. 4.3.10]).
3 ⇒ 1: If α ∈ 1n, then Theorem II.7(v) implies that α ⊆ 1, con-
tradicting the niteness of 1.
The following proposition explains the universal property of the Lie al-
gebras ˆ˙ A.
Proposition II.10. Let ˙ be a split graded Lie algebra, let 5 = αi: i ∈




i; j∈I be the corresponding
generalized Cartan matrix. Pick x±αj ∈ ˙±αj with xαi ; x−αj  = δijαˇj . Then
there exists a unique homomorphism ϕ: ˆ˙ A5 → ˙ with
ϕei = xαi ; ϕfi = x−αi and ϕhi = αˇi:
The range of ϕ is the subalgebra ˙5 generated by the test algebras ˙αi, i ∈ I.
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Proof. First we recall from Proposition II.5(i) that the matrix A5 is a
generalized Cartan matrix. It remains to verify the relations dening the Lie
algebra ˆ˙ A5 for the corresponding elements of the Lie algebra ˙. Since
aij = αiαˇj, the relations corresponding to (2.1) follow from xαi ; x−αj  =
δijαˇj .
According to Proposition I.7(v), the ˙αi-module V generated by ˙αj is
nite-dimensional and simple. From ˙−αi ; ˙αj  = 0 it follows that αjαˇi
is the least eigenvalue of αˇi on V , showing that dim V = 1− αjαˇi. Hence
ad xαi1−αjαˇi:xαj = 0: Similarly one checks that ad x−αi1−αjαˇi:x−αj = 0
for i 6= j ∈ I. Now the denition of ˆ˙ A5 implies the existence of a unique
homomorphism ϕ: ˆ˙ A5 → ˙ with the required properties.
Corollary II.11. If A5 is of nite type, then the Lie algebra ˙5 is nite-
dimensional and semisimple, and 5 is a root basis.
Proof. Using Proposition II.10, we obtain a surjective homomorphism
ϕˆ: ˆ˙ A5 → ˙5, and Serre’s theorem (cf. Theorem II.9) implies that ˆ˙ A5
is a nite-dimensional semisimple Lie algebra. Hence the quotient algebra
˙5 is likewise nite-dimensional and semisimple.
Denition II.12. Let A ∈n; be a generalized Cartan matrix with
l x= rankA. Then the KacMoody algebras associated to A are constructed
as follows (cf. [MP95]). A triple R x= ¨;5; 5ˇ is called a realization of A if
¨ is a vector space, and 5 = α1; : : : ; αn ⊆ ¨∗ and 5ˇ = αˇ1; : : : ; αˇn ⊆ ¨
are linearly independent subsets where
(1) αiαˇj = aij for all i; j.
(2) dim ¨ = 2n− l.
It is easy to see that each matrix A has a realization in this sense (cf.
[MP95, Prop. 4.2.2]). Let ¨;5; 5ˇ be a realization of A, and hj; j =
1; : : : ; 2n− l with hj = αˇj for j = 1; : : : ; n, a basis of ¨. We write ˙A;R
for the Lie algebra presented by the generators hi; ei; fi, i = 1; : : : ; n, and
hn+1; : : : ; h2n−l with the relations
ei; fj = δijhi; hk; ei = αihkei; hk; fi = −αihkfi;
hk; hm = 0; i; j = 1; : : : ; ny k;m = 1; : : : ; 2n− l;
and
ad ei1−aji :ej = 0 = ad fi1−aji :fj; i 6= j = 1; : : : ; n:
With similar arguments as in Denition II.8, one shows that ˙A;R is
graded in a natural way by Q x= Lni=1 αi. The essential difference to
ˆ˙ A is that in ˙A;R the subspace ˙A;R0 = ¨ is a splitting Cartan
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subalgebra because 5 is a linearly independent subset of ¨∗ (cf. Propo-
sition II.5(iii)). Moreover, 5 ⊆ 1i follows as in Denition II.8 [MP95,
Prop. 4.1.8], and ˙A;R carries a linear antiinvolution η with ηei = fi,
ηfi = ei and ηhi = hi.
Let rad¨
(
˙A;R denote the maximal ideal of ˙A;R contained
in ¨; ˙A;R. Then we write ˙A;R for the quotient algebra
˙A;R/ rad¨˙A;R. If A is a generalized Cartan matrix, then
˙A;R is called the (reduced) KacMoody algebra associated to A (cf.
[Ka90, p.6]). Since two realizations R and R′ lead to isomorphic Lie al-
gebras [MP95, Prop. 4.3.6], it makes sense to write ˙A x= ˙A;R and
likewise ˙A x= ˙A;R.
In the following, we write  ˙ x= ˙; ˙ for the derived algebra, i.e., the
commutator algebra of a Lie algebra ˙. The Lie algebras ˆ˙ A are not
KacMoody algebras in the sense of [Ka90] and [MP95], but they are quite
close to them in the sense of the following proposition.
Proposition II.13. Let A be a generalized Cartan matrix A. Then the
unique surjective map ϕ: ˆ˙ A →  ˙A which is the identity on the ele-
ments hi; ei and fi, i = 1; : : : ; n, is an isomorphism.
Proof (cf. [MP95, Prop. 4.3.3]). Let hi, i = n + 1; : : : ; 2n − l; be as in
the denition of ˙A. We use the Q-gradation of ˆ˙ A to obtain deriva-
tions Di, i = n + 1; : : : ; 2n − l; on ˆ˙ A with Di:xγ = γhixγ for γ ∈ Q
and xγ ∈ ˆ˙Aγ. We put ˜ x= spanDi: i = n+ 1; : : : ; 2n− l and consider
the semidirect sum ˆ˙ Ao ˜. This is a Lie algebra generated by
hi; ei; fi: i = 1; : : : ; n ∪ Di: i = n+ 1; : : : ; 2n− l
satisfying the relations dening ˙A;R. Hence there exists a natural
surjective homomorphism ˙A;R → ˆ˙Ao ˜ with Di 7→ hi for i =
n+ 1; : : : ; 2n− l. The composed map
ˆ˙ A → ˙A → ˆ˙Ao ˜
is simply the inclusion map ˆ˙ A → ˆ˙Ao ˜, showing that ϕ is injec-
tive and therefore an isomorphism ˆ˙ A →  ˙A;R = ˙αi: i =
1; : : : ; n (cf. Lemma II.3).
Remark II.14. If A ∈n; is a generalized Cartan matrix, then both
Lie algebras ˙A and ˙A are split Lie algebras, which are generated by
¨ and the test algebras ˙α, α ∈ 5 = α1; : : : ; αn, where 5 is a simple
system. Hence Theorem II.7 implies in particular that both KacMoody
algebras ˙A and ˙A, and therefore all intermediate quotient algebras
between these two, have the same root system (cf. [MP95, Prop. 4.1.14,
Cor., Ka90, Cor. 5.12]).
integrable roots in split graded lie algebras 557
Moreover, we have seen in Theorem II.7(i) that the Weyl group W is
generated by the involutions rα; α ∈ 5, showing that W coincides with the
Weyl group usually dened for a KacMoody algebra. Furthermore Theo-
rem II.7(ii) shows that 1i coincides with the set of real roots of ˙A, resp.,
˙A, so that 1n coincides with the set of imaginary roots (cf. [MP95]).
III. THE STRING THEOREM FOR INTEGRABLE ROOTS
In this section we will prove the global version of the local string theo-
rem for integrable roots (Theorem I.18). This result is based in an essential
way on Corollary I.19 which permits us to apply the results from Section II
which essentially come from the theory of KacMoody algebras to the sub-
algebra ˙α;β = ˙α;β for two integrable roots α and β. In this sense
we think of the subalgebras ˙α;β as test algebras which can be used
to obtain results for a general Lie algebra in the same way as ÓÌ2-theory
provides important information on the structure of nite-dimensional and
KacMoody algebras.
Throughout this section ˙ denotes a split Q-graded Lie algebra.
Lemma III.1. If V is a module of the Lie algebra ˙ and x ∈ ˙ is such




n=0 ker ρV xn is a ˙-submodule of V .
Proof (cf. [Ka90, Lemma 3.4]). Let U˙ denote the universal envelop-
ing algebra of ˙. We consider the multiplication map m:U˙ ⊗ V → V
induced by the module structure of V . It is equivariant with respect to














is a ˙-submodule of V .
Lemma III.2. Let ˙ be a split graded Lie algebra and V a ˙-module. Then
the set
1iV  x= α ∈ 1i:V is a locally nite ˙α-module
is invariant under the subgroup WV of W generated by the reflections rα, α ∈
1iV .
Proof. Let α;β ∈ 1iV  and choose x±α ∈ ˙±α such that xα; x−α =
αˇ. Then the involution rα ∈ W can be represented by the automorphism
σα x= ead xαe− ad x−αead xα (cf. Denition I.8). We dene an operator on V by
σα;V x= eρV xαe−ρV x−αeρV xα:
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Then [MP95, Prop. 6.1.2] shows that for each y ∈ ˙ we have ρV σα:y =




 = ρV (σα:˙β = σα;V ρV (˙βσ−1α; V :
Since the test algebra ˙β acts on V in a locally nite fashion, the preced-
ing formula shows that V is a locally nite ˙rα:β-module. This completes
the proof.
Proposition III.3. Let ˙ be a split graded Lie algebra with ˙ = ˙α;β
for two linearly independent integrable roots α and β, and write γ x= β− pα
for the end of the α-string through β. If ρV : ˙→ EndV  is a representation
such that V is a locally nite module of the test algebras ˙α and ˙β, then
V is locally nite for ˙γ.
Proof. First we show that for each xγ ∈ ˙γ the operator ρV xγ is locally
nilpotent. Replacing β by rα:β if necessary (Lemma III.2), we may w.l.o.g.
assume that βαˇ ≤ 0. According to Theorem I.18, the root γ is integrable,
so that ad xγ is locally nilpotent on ˙.
Let x±α ∈ ˙±α and x±β ∈ ˙±β be non-zero elements. Since V is a locally
nite ˙α-module, the nite-dimensional representation theory of ÓÌ2;
shows that it is generated by ker ρV x−α as a ˙α-module. In view of
Lemma III.1, it therefore sufces to show that





Pick v ∈ ker ρV x−α. Since ρV xβ is locally nilpotent, there exists an
N ∈  with ρV xβN:v = 0. In view of [MP95, Prop. 6.1.2], we have
ρV ead tx−α :xβ = etρV x−αρV xβe−tρV x−α
for all t ∈  and therefore
ρV ead tx−α :xβN:v = etρV x−αρV xβNe−tρV x−α:v = etρV x−αρV xβN:v = 0:
On the other hand




According to Proposition I.7(v), we may w.l.o.g. assume that 1
p!ad x−αp:xβ
= xγ because ˙γ is one-dimensional since γ is integrable. Hence
ρV ead tx−α :xβN:v = ρV
(
xβ + · · · + tpxγ
N
:v = tpNρV xγN:v + · · · :
Comparing coefcients in this V -valued polynomial, it follows that




. Thus ρV xγ is locally
nilpotent.
integrable roots in split graded lie algebras 559
Next we use Proposition II.5(iii)(a) and Corollary I.19 to see that the
root system 1 of ˙ is symmetric, i.e., 1 = −1. Hence −γ is an end of the
α-string through −β, so that the rst part of the proof implies that ρV x−γ
is locally nilpotent for x−γ ∈ ˙−γ.
Furthermore ρV αˇ and ρV βˇ are commuting diagonalizable operators
and hence are simultaneously diagonalizable. This implies that the action
of ` x= spanαˇ; βˇ on V is diagonalizable. Moreover, Lemma I.10 shows
that ˙0 = ˙α;β0 = `. It follows in particular that γˇ ∈ `, so that ρV γˇ is
diagonalizable. This proves that the ˙γ-module V is integrable and hence
locally nite.
Theorem III.4. Let ˙ be a split graded Lie algebra with ˙ = ˙α;β for
two linearly independent integrable roots α and β.
If ρV : ˙→ EndV  is a representation such that V is a locally nite module
of the test algebras ˙α and ˙β, then V is locally nite for each integrable
test algebra ˙δ, δ ∈ 1i.
Proof. Let γ be as in Proposition III.3 and recall from Corollary I.19
that ˙α;β = ˙α; γ, where α; γ is a complete simple system for ˙. In
view of Theorem II.7(ii), we nd for each δ ∈ 1i an element w ∈ W such
that w:δ ∈ α; γ. In view of Proposition III.3, it therefore remains to show
that the set of all those integrable roots ε for which V is an integrable
˙ε-module is W -invariant. Since W is generated by the reflections rα and
rγ (Theorem II.7(i)), it sufces to apply Lemma III.2.
Theorem III.5 (Local global principle for integrable roots). Let ˙ be a
split graded Lie algebra and let α;β ∈ 1i be two linearly independent integrable
roots. If a root γ ∈ 1 is an integrable root for the subalgebra ˙α;β generated
by ˙α and ˙β, then γ ∈ 1i.
Proof. We consider the module V x= ˙ with ρV x = ad x of the sub-
algebra ˙α;β. Then the integrability of the roots α and β means that V
is locally nite for ˙α and ˙β. Hence Theorem III.4 implies that ˙ is
locally nite for ˙γ. Thus γ is an integrable root of ˙.
Problem III. (a) Let 5 ⊆ 1i with ˙ = ˙5 and let V be a ˙5-module
which is locally nite for the test algebras ˙α, α ∈ 5. Does this imply that
V is locally nite for all test algebras ˙α, α ∈ 1i? If 5 = 2, then this is
Theorem III.4.
(b) The following special case of (a) is of particular importance. Let
5 ⊆ 1i and let β be an integrable root of the subalgebra ˙5. Is it true that
β ∈ 1i? For 5 = 2 this is Theorem III.5.
Using Theorem III.5, we obtain a considerably stronger version of The-
orem I.18 on the integrable roots in root strings. Basically it states that the
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set 1n is convex in the sense that each root string in the direction of an
integrable root intersects it in an interval.
Theorem III.6 (String theorem for integrable roots). Let α be an inte-
grable root and β ∈ 1. Those roots in the α-string through β which are non-
integrable form an interval which is invariant under the reflection rα ∈ W . If
the string contains at least one integrable root, then both endpoints of the string
are integrable.
Proof. We may w.l.o.g. assume that the α-string through β contains at
least one integrable root. So we may assume that β is integrable. If α and
β are linearly dependent, then β = ±α, and the α-string through β consists
of α; 0;−α, so that the assertion is trivial.
If β and α are linearly independent, then we rst use Theorem I.18
to see that the assertion holds in the subalgebra ˙α;β, and then apply
Theorem III.5 to see that it remains true for ˙.
Remark III.7. It has been essential in our arguments that we rst had
to obtain information on integrable roots in strings (Theorem I.18) and
then we used this information to show that the subalgebras ˙α;β pos-
sess complete simple systems which in turn was essential in the proof of
Theorem III.6.
If A ∈ n; is an indecomposable symmetrizable generalized Cartan
matrix, 5 = α1; : : : ; αn is a simple system with A = A5, Q x= 5, and
Q x=  ⊗ Q, then Q carries a symmetric bilinear form ·; · which can
be obtained by the requirement that the matrix
(
αiαˇjαj; αji; j=1; :::; n is
symmetric and α1; α1 > 0. More explicitly we have
αi; αj = 12αiαˇjαj; αj for i; j = 1; : : : ; n:
Then the reflections of W act by rαj :β = β − 2
(β;αj/αj; αjαj , hence
by orthogonal mappings. Therefore the action of W preserves the form
and it follows from Theorem III.8(iii) that 1i ⊆ α ∈ 1: α; α > 0. On




niβαˇiαi; αi ≤ 0:
In view of Theorem II.7, this proves that 1n = α ∈ 1: α; α ≤ 0 (cf.
[Ka90, Prop. 5.2.c]).
Using this characterization, the proof of the string theorem becomes triv-
ial in this case. If α ∈ 1i then α; α > 0, so that for each β ∈ 1 the function
f : → ; t 7→ β+ tα; β+ tα is convex. Hence t: f t ≤ 0 is an inter-
val.
Corollary III.8. For two integrable roots α;β ∈ 1i of a split graded Lie
algebra ˙ we have sgn
(
αβˇ = sgn (βαˇ.
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Proof. For β = ±α both numbers coincide and there is nothing to show.
On the other hand, we have already seen in Proposition I.12 that αβˇ = 0
if and only if βαˇ = 0.
Since the assertion only refers to data of the subalgebra ˙α;β of ˙,
we may w.l.o.g. assume that ˙ = ˙α;β which permits a complete simple
system 5 = α;β′ (cf. Corollary I.19). Now we can proceed as in [Ka90,
Ex. 5.9]. We may assume that β is positive with respect to this simple system
(otherwise we replace it by −β). If αβˇ > 0, then rβα = α− αβˇβ is a
negative root because β is not a multiple of α. Hence rβ:αˇ = αˇ− βαˇβˇ is
a negative coroot in the (co-)root system 1A>5 associated to the transpose
A>5 of the generalized Cartan matrix A5 associated to 5 [Ka90, p.59]. We
conclude that βαˇ > 0.
The preceding results can in particular be used to shed some new light on
the notion of an EALA (extended afne Lie algebra). In particular it can be
used to obtain a proof of Kac’s conjecture which is based on quite general
structural information (cf. [AABGP97, Sect. I.2]).
Proposition III.9. Suppose that the split Lie algebra ˙ carries an invari-
ant non-degenerate symmetric bilinear form κ. Then the following assertions
hold:
(i) For α ∈ 1i, we have καˇ; αˇ 6= 0.
(ii) For α;β ∈ 1i with βαˇ 6= 0, we have καˇ;αˇκβˇ;βˇ > 0.
(iii) For each subset 5 ⊆ 1i, the matrix A5 is symmetrizable.
Proof. (i) Since the form κ is invariant under ad ˙0, we have
κ˙α; ˙β = 0 for α + β 6= 0. It follows in particular that the restriction
of κ to ˙0 is non-degenerate. On the other hand the invariance of κ im-
plies that it is invariant under all automorphisms ead x, x locally nilpotent,
so that the restriction of κ to ˙0 is invariant under the action of the Weyl
group W on ˙0. For h ∈ ˙0 this leads to
κh; αˇ = κrα:h; rα:αˇ = −κh− αhαˇ; αˇ = −κh; αˇ + αhκαˇ; αˇ
and hence to 2κh; αˇ = αhκαˇ; αˇ: Since the form κ is non-degenerate
on ˙0, there exists at least one h0 ∈ h with κh; αˇ 6= 0, and this shows that
καˇ; αˇ 6= 0.
(ii), (iii) For h = βˇ we obtain the relation 2κβˇ; αˇ = αβˇκαˇ; αˇ;
and therefore
αβˇκαˇ; αˇ = βαˇκβˇ; βˇ:
This proves (iii), and (ii) follows from Corollary III.8.
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The following proposition gives detailed information about the different
possibilities for integrable roots in a root string.
Proposition III.10. Let α;β ∈ 1i be linearly independent roots such that
β − α 6∈ 1 and write Sβ;α = β;β + α; : : : ; β + qα, q = −βαˇ, for the
α-string through β. Then the following mutually exclusive cases occur:
(1) βαˇ ≥ −1 and all roots in Sβ;α = β;β+ qα are integrable.
(2) βαˇ ≤ −2 and αβˇ 6= −1. Then only the end points in Sβ;α are
integrable.
(3) βαˇ ≤ −2 and αβˇ = −1. Then Sβ;α ∩ 1i = β;β + α;β +
q− 1α;β+ qα and rβα = β+ α.
Proof. According to Theorem III.5, we may w.l.o.g. assume that ˙ =
˙α;β.
(1) Since the end points β and β+ qα = rα:β are integrable, all roots
in Sβ;α are integrable if q ≤ 1.
(2) We assume that βαˇ < −1 and observe that this implies that
αβˇ < 0 (cf. Corollary III.8). If β+ α is integrable, then Kac’ description
of the non-integrable roots (Theorem II.7) implies that either β+ ααˇ >
0 or β + αβˇ > 0. Since β + ααˇ = βαˇ + 2 ≤ 0, it follows that
αβˇ > −2 and therefore αβˇ = −1. In view of Theorem III.6, this proves
that for αβˇ 6= −1 only the end points of the string are integrable.
(3) Suppose that βαˇ ≤ −2. If αβˇ = −1, then rβα = α −
αβˇβ = β+ α is an integrable root and therefore the roots β;β+ α;β+
q− 1α;β+ qα are integrable. We observe that β+ 2αβˇ = 2− 2 = 0.
If β + 2α is integrable, then Kac’ description of the non-integrable
roots shows that 0 < β + 2ααˇ, i.e., βαˇ > −4. This means that for
βαˇ ≥ −3 all roots in the string are integrable, but that for βαˇ ≤ −4
the roots
β+ 2α;β+ 3α; : : : ; β+ q− 2α
are not integrable.
The following observation can be found in [Ka90, Ex. 5.14] for the case
of KacMoody algebras.
Corollary III.11. (a) If α is integrable and β ∈ 1, then the α-string
Sβ;α through β contains at most four integrable roots.
(b) If α;β ∈ 1i, xα ∈ ˙α, and xβ ∈ ˙β, then ad xαmax2;2−βαˇ:xβ
= 0:
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Proof. (a) We may w.l.o.g. assume that β is integrable, linearly inde-
pendent of α, and moreover, in view of Theorem III.6, that β − α 6∈ 1,
i.e., that β is an endpoint of the string. Now the assertion follows from
Proposition III.10.
(b) First we assume that βαˇ ≥ 0. Then max2; 2 − βαˇ = 2 and
Proposition III.10 implies that β+ 2α 6∈ 1 because the right half of the
α-string through β contains at most two integrable roots and, in view of the
string theorem for integrable roots (Theorem III.6), all roots of the form
β+ kα, k ∈ 0, are integrable. This proves that ad xα2:xβ ∈ ˙β+2α = 0.
If βαˇ ≤ 0, then likewise β− 2α 6∈ 1. Hence the α-string through β is
contained in
β− α;β; : : : ; rα:β− α = β− βαˇα+ α = β+ 1− βαˇα:
Therefore
ad xαmax2;2−βαˇ:xβ = ad xα2−βαˇ:xβ ∈ ˙β+2−βαˇα = 0:
Sometimes it is also desirable to decide for two integrable roots α and
β with βαˇ ≤ 0 whether β − α is a root or not. The following corollary
provides a useful necessary condition.
Corollary III.12. If α;β ∈ 1i are linearly independent roots such that
βαˇ ≤ 0 and β− α ∈ 1, then βαˇ = αβˇ:
Proof. In view of Proposition III.10, β− 2α 6∈ 1, and β′ x= β− α ∈ 1i
satises β′αˇ ≤ −2 and αβˇ′ = −1, so that rβ′ α = α + β′ = β. Using
Lemma I.11, we see that
βˇ = rβ′ :αˇ = αˇ− β′αˇβˇ′ = αˇ+ 2 − βαˇβˇ′:
Therefore βˇ′ = βˇ−αˇ2−βαˇ (note that 2−βαˇ ≥ 2 > 0). Now αβˇ′ = −1 leads
to
−1 = αβˇ′ = αβˇ − 2
2 − βαˇ
and hence to αβˇ = βαˇ.
If ˙ is not reduced, then Proposition I.23 cannot be used to locate ideals
in ˙, but the following result can still be used to obtain some information
on how ideals behave with respect to integrable roots.
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Proposition III.13. Let ˙ be a split graded Lie algebra and 5 ⊆ 1i con-
nected with ˙ = ˙5. Then the following assertions hold:
(i) 1i is connected.
(ii) If an ideal `Å˙ contains a root space ˙α, α ∈ 1i, then ` = ˙.
Proof. (i) Let P ⊆ 1i denote the maximal connected subset contain-
ing 5, i.e., the connected component containing 5. We have to show that
P = 1i. Pick β ∈ 1i. If there exists an α ∈ 5 with βαˇ 6= 0, then β ∈ P fol-
lows. If this is not the case, then β 6∈ 5 ∪ −5, so that ˙ = ˙5 implies that
there exists α ∈ 5 ∪ −5 ⊆ P with β − α ∈ 1. Now βαˇ = 0 implies that
all roots in the α-string through β are integrable (Proposition III.10(i)),
and we conclude that β− α ∈ 1i. Now β− ααˇ = −2 yields β− α ∈ P .
Finally β− αβˇ = 2 shows that β ∈ P .
(ii) If ` contains the root space ˙α, α ∈ 1i, then ˙α ⊆ `, so that (i)
and a similar argument as in the proof of Proposition I.23(iii) show that
` = ˙ = ˙1i .
Proposition III.14. If ˙ is a split graded Lie algebra and 5 = α;β ⊆
1i with β 6= ±α, then the subalgebra ˙5 is a quotient of the commutator
algebra  ˙A for a generalized Cartan matrix A by a central ideal.
If 5 is a linearly independent simple system, then A = A5, and if this is




βαˇ − 2 2

:
Proof. We may w.l.o.g. assume that ˙5 = ˙5′ with which in turn implies
that 1 ⊆ spanα;β. Replacing β by −β if necessary, we may assume that
βαˇ ≤ 0. If 5 is not a simple system, then β′ x= β−α ∈ 1i and β− 2α 6∈ 1
(Proposition III.10), so that 5′ x= α;β′ is a simple system with ˙5 =
˙5′ = ˙ (cf. Corollary I.19). Let A x= A5′ . In this case Proposition III.10
shows that αβˇ′ = −1 and β′αˇ = βαˇ − 2 ≤ −2.
According to Proposition II.10, we obtain a surjective homomorphism
ϕ: ˆ˙ A → ˙5. Since Q is linearly independent, we have ϕ
( ˆ˙ Aγ ⊆ ˙ϕQγ5 ,
where ϕQ: 5 ∼= α⊕β→ span5 is an injective group homomorphism.
Hence kerϕ is a graded ideal of ˆ˙ A. Finally we note that the 2× 2-matrix
A is symmetrizable (Proposition I.12), so that the GabberKac theorem
applies to ˙A and shows that ˙A = ˙A [GK81, Th. 2]. From that we
derive ˆ˙ A ∼=  ˙A ∼=  ˙A, showing that ˙5 is a quotient of  ˙A
by a central ideal (cf. Proposition I.23).
Remark III.15. From the preceding result one obtains a classication of
all those Lie algebras ˙ generated by two test algebras ˙α, ˙β, where
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α;β ∈ 1i are linearly independent, by the set of all 2 × 2-generalized Car-
tan matrices, resp., the corresponding KacMoody Lie algebras. In fact,
we have seen in Proposition III.14 that each such Lie algebra ˙ is isomor-
phic to a quotient of some  ˙A by a central ideal, where A ∈ 2;
is a generalized Cartan matrix. This reduces the classication problem to
the classication of rank two KacMoody algebras (cf. [Ka90] and Remark
VII.16).
IV. FINITEDIMENSIONAL SPLIT GRADED LIE ALGEBRAS
In this short section we briefly discuss the structure of nite-dimensional
Lie algebras which are split graded in the sense of Denition I.1. We call a
Lie algebra ˙ locally nite if every nite subset of ˙ is contained in a nite-
dimensional subalgebra. Throughout this section ˙ denotes a split Q-graded
Lie algebra.
Lemma IV.1. If ˙ is locally nite and α;β ∈ 1i, then βαˇ · αβˇ ∈
0; 1; 2; 3:
Proof. Since ˙ is locally nite, the subalgebra generated by the test al-
gebras ˙α and ˙β is nite-dimensional. Since all the roots in the set
rαrβm:α;β:m ∈  ⊆ 1 are roots of this subalgebra, we see that the
orbits of α and β in 1 under rαrβ are nite and hence that ordrαrβ <∞
(see the proof of Lemma I.13). In view of Lemma I.13, this implies the
lemma.
The following lemma shows that for a nite-dimensional semisimple Lie
algebra a split gradation is nothing but a root decomposition with respect
to a splitting Cartan subalgebra.
Lemma IV.2. If Ó is a nite-dimensional semisimple split Q-graded Lie al-
gebra, then Ó0 is a splitting Cartan subalgebra of Ó and the gradation coincides
with the root decomposition of Ó with respect to Ó0.
Proof ([St99b, Lemma IV.6]). The main idea is that each element of
Hom; denes a derivation of Ó which, in view of der Ó = ad Ó, is
represented by an element of Ó0. This implies that Ó0 is a splitting Cartan
subalgebra.
In the following we choose for each α ∈ 1i root vectors x±α ∈ ˙±α with
xα; x−α = αˇ and recall the denition of qβ;α for β ∈ 1 from Deni-
tion I.14.
The following two results have originally been proved in [St99b] (see also
[St99a]). We include their proof for the sake of completeness.
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Proposition IV.3. If ˙ is a locally nite split graded Lie algebra, then the
subspace Ó x=Pα∈1i ˙α is a graded subalgebra.
Proof. We note that Ó is graded because it is generated by homogeneous
elements. Hence it sufces to show that whenever xα; xβ 6= 0 and β 6= ±α,
then α+ β ∈ 1i.










is regular. It follows in particular that αˇ and βˇ are linearly independent
modulo Ú˙. Therefore the formula from Lemma I.15 yieldsxα; xβ; x−β; x−α = qβ;αpβ;α + 1βˇ+ qα;βpα;β + 1αˇ 6∈ Ú˙
because the coefcients of αˇ and βˇ are both non-zero.
Finally the local niteness of ˙ entails that adxα; xβ and adx−β; x−α
are locally nilpotent, so that, in view of Proposition I.4(ii), the test algebra
˙xα; xβ; x−β; x−α is of simple type, and therefore α + β is an inte-
grable root.
Theorem IV.4. Let ˙ be a nite-dimensional split graded Lie algebra and
Ò its radical. Then Ó x=Pα∈1i ˙α is the unique graded Levi complement and
Ò = Ú˙0Ó +
P
α∈1n ˙
α is the solvable radical.
Proof [St99b, Th. IV.7].
Corollary IV.5. If ˙ is a nite-dimensional split graded Lie algebra
which is generated by the test algebras ˙α, α ∈ 1i, then ˙ is semisimple.
Proof. Since all the test algebras ˙α, α ∈ 1i, are contained in the
graded Levi complement, Theorem IV.4 implies that Ó = ˙, i.e., that ˙ is
semisimple.
V. ENLARGING SIMPLE SYSTEMS
As we have seen in Section II, split graded Lie algebras with a linearly
independent complete simple system 5 are quite well behaved in the sense
that their root system is determined by the generalized Cartan matrix A5
(Proposition II.5). Therefore it is desirable to nd in a general split graded
Lie algebra large simple systems. In this section we discuss some criteria for
a given simple system 5 ⊆ 1i to be enlargeable to a bigger simple system,
hence providing a means to construct nice subalgebras of split graded Lie
algebras. In the end of this section we discuss some examples explaining in
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which sense the approach via simple systems to understand the structure of
split graded Lie algebras is limited. In particular we describe an example
of a Lie algebra generated by three integrable test algebras for which no
complete simple system exists. To deal with such subalgebras one needs a
considerable extension of the techniques explained in Section II.
Proposition V.1. Let ˙ be a split graded Lie algebra and 5 ⊆ 1i a simple
system which is linearly independent over . Let γ ∈ 1i \5, write V for
the ˙5-submodule of ˙ generated by ˙γ, and 1V x= α ∈ 1:V ∩ ˙α 6= 0








Then the following are equivalent:
(1) There exists an integrable root γ′ ∈ 1V such that 5′ x= 5 ∪ γ′ is
a simple system with ˙5′ = ˙5∪γ.
(2) The function htγ:1V →  is bounded from below.
Proof. 1 ⇒ 2: If (1) is satised, then Proposition II.5 implies that
γ ∈ 15′ ⊆ 05′ ∪ −05′. In view of γ′ ∈ γ + 5 and the linear
independence of 5′,we conclude that
1V ⊆ 15′ ∩ γ + 5 ⊆ γ′ +05;
and this proves (2).
2 ⇒ 1: If 5∪ γ is a simple system, then we simply take γ′ x= γ.
Suppose that this is not the case. Then there exists a simple root α ∈ 5
such that γ − α ∈ 1. Let γ1 x= γ − pα ∈ 1 be such that p ∈  is maximal.
Then Proposition III.10 implies that γ1 is integrable. On the other hand
Proposition I.7(v) shows that ˙γ and ˙γ1 generate the same ˙α-module,
and ˙γ1 also generates V as a ˙5-module, so that ˙5∪γ1 = ˙5∪γ. It is clear
that htλγ1 = htλγ −p. Since the height function is bounded from below
on PV , repeating this process nitely many times, we nd an integrable root
γ′ with ˙5∪γ′ = ˙5∪γ for which γ′ − α 6∈ 1 for all α ∈ 5, so that 5∪ γ′
is a simple system.
Lemma V.2. If Ó is a graded nite-dimensional semisimple subalgebra of
the split graded Lie algebra ˙, then the following assertions hold:
(i) If 1Ó x= α ∈ 1: Óα 6= 0, then the gradation of Ó coincides with
the root decomposition of Ó with respect to the splitting Cartan subalgebra Ó0
of Ó.
(ii) 1Ó ⊆ 1Ói.
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(iii) If 1Ó contains a complete simple system 5Ó with 5Ó ⊆ 1i, then
1Ó ⊆ 1i, and ˙ is a locally nite Ó-module.
Proof. (i) See Lemma IV.2.
(ii) Theorem IV.4 implies that all roots in 1Ó are integrable with re-
spect to Ó.
(iii) If 5Ó ⊆ 1Ó is a simple system consisting of integrable roots of ˙,
then the fact that the Weyl group WÓ of Ó is generated by the reflections
rα, α ∈ 5Ó (Theorem II.7), together with Lemma III.2 implies that 1Ó =
WÓ:5Ó ⊆ 1i. Now the argument in [Ka90, Prop. 3.8(b)] shows that ˙ is
a locally nite Ó-module because Ó = Pα∈1Ó ˙α and ˙ is a locally nite
˙α-module for each α ∈ 1Ó. In view of Weyl’s theorem, this means that ˙
is a semisimple Ó-module.
The following result about enlarging simple systems will play a central
role in the proof of the local niteness theorem in Section VI. It represents
the information from KacMoody theory that we use in its proof.
Proposition V.3. Let ˙ be a split graded Lie algebra with 1 = 1i and let
5 ⊆ 1i be a simple system which is linearly independent over . Then the
following assertions hold:
(i) The generalized Cartan matrix A5 is of nite type and the subalge-
bra ˙5 is nite-dimensional semisimple.
(ii) For each γ ∈ 1i \ 5 the ˙5-module V generated by ˙γ is simple
and nite-dimensional.
(iii) There exists an integrable root γ′ ∈ 1i such that 5′ x= 5 ∪ γ′ is
a linearly independent simple system with ˙5′ = ˙5∪γ.
Proof. (i) First we use Proposition II.5 to see that the root system
15 = 1A5 of ˙5 is symmetric. Since each root α ∈ 15 is an integrable
root with respect to ˙, the root spaces ˙±α are one dimensional, hence
contained in ˙5. We conclude that ˙α ⊆ ˙5 and therefore that α ∈ 15;i is
an integrable root with respect to ˙5. This means that all roots of the root
system 1A5 are integrable, so that the BermanKac Theorem II.9 implies
that the generalized Cartan matrix A5 is of nite type, so that Ó x= ˙5 is
nite-dimensional semisimple (Corollary II.11).
(ii), (iii) Next we use Lemma V.2 to see that ˙ is a locally nite
semisimple module of Ó. Therefore V is nite-dimensional, so that Proposi-
tion V.1 applies. Moreover, Lemma IV.2 shows that Ó0 separates the points
of span5, so that the gradation of V coincides with the weight decompo-
sition with respect to the subalgebra Ó0 ⊆ ˙0. It follows in particular that
each submodule of V is graded.
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It remains to be seen that V is simple. If V = V1 ⊕ V2 is a direct module
decomposition, then dim V γ = dim ˙γ = 1 and the fact that V1 and V2 are
graded imply that ˙γ ⊆ V1 or ˙γ ⊆ V2. Hence V = V1 or V = V2, showing
that V is simple.
Problem V. (a) Is the ˙5-module V considered in Proposition V.1 al-
ways simple? If one can show that it is semisimple, the argument in the
proof of Proposition V.3 shows that it is simple. Maybe one can say more
in the case when the generalized Cartan matrix A5 is symmetrizable be-
cause in this case the GabberKac theorem applies to ˙5 (see the exten-
sion trick in [MP95, p.512]). This trick shows in particular that this ques-
tion includes in particular the question whether the GabberKac theorem
extends to non-symmetrizable KacMoody algebras.
(b) Clarify how the representation theoretic properties of the module
V of the Lie algebra ˙5 are related to the structure of the Lie algebra ˙ if
Proposition V.1 does not apply.
Proposition V.4. Let ˙ be a split Q-graded Lie algebra and let L x=
Z;Z−1 be the algebra of Laurent polynomials. Then the loop algebra ˙1 x=
L ⊗ ˙ has the following properties:
(i) ˙1 is split graded by Q1 x= Q⊕ , where ˙α;n1 = Zn ⊗ ˙α:
(ii) 11 = 1×  ∪ 0 ×  \ 0 is the set of roots of ˙1.
(iii) 11; i = 1i × .
(iv) Let 5;9 ⊆ 1i be subsets with ˙ = ˙5 such that 9 intersects each
connected component of 1i. Then 51 x= 5×0 ∪ 9×1 satises ˙1 =
˙151 :
(v) If 5 x= α1; : : : ; αn ⊆ 1i is a simple system and m1; : : : ;mn ∈ ,
then 51 x= αi;mi: i = 1; : : : ; n ⊆ 11; i is a simple system, and every
simple system in 11; i arises that way.
Proof. (i), (ii) This follows from ˙01 = 1⊗ ˙0.
(iii) One immediately checks that for x±β ∈ ˙±β, β ∈ 1, the type
of the test algebra ˙xβ; x−β coincides with the type of the test algebra
˙1Zn ⊗ xβ;Z−n ⊗ x−β and that adZ±n ⊗ x±β is locally nilpotent if and
only if this holds for ad x±β. This implies in particular (iii).
(iv) The subspace x ∈ ˙:Z ⊗ x ∈ ˙151 is an ideal of ˙ containing
all the roots spaces ˙β, β ∈ 9, and hence coincides with ˙ (cf. Proposi-
tion III.13). Likewise we get Z−1 ⊗ ˙ ⊆ ˙151 . Since ˙ = ˙5 is perfect,1; Z;Z−1 ⊗ ˙ generates ˙1, proving (iv).
(v) For two different roots αi;mi and αj;mj of ˙1 we have
˙αi;mi1 ; ˙
−αj;mj
1  = Zmi−mj ⊗ ˙αi ; ˙−αj  = 0 if and only if ˙αi ; ˙−αj  =
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0 for i 6= j. Hence 51 is a simple system if and only if 5 is a simple
system and the αj are mutually different.
Remark III.5. (a) In the setting of Proposition III.4, we assume, in
addition, that ˙ = ˙5 holds for a connected simple system 5 ⊆ 1i. Let
δ ∈ 1i be an integrable root and form
51 x= 5× 0 ∪ δ; 1:
Then the ˙-submodule V of ˙1 generated by ˙
δ
1 = Z ⊗xδ coincides with
Z ⊗ ˙ (Proposition III.13). Therefore V ∼= ˙ as a ˙-module. Note that, in
general, Proposition V.2 does not apply to this module, so that we cannot
expect to nd a root γ1 = γ; n ∈ 11; i such that 5 × 0 ∪ γ1 is a
simple system if 5 is already maximal in 1i (cf. Proposition III.4(v)).
Nevertheless, if we pick any γ ∈ 1i and put γ1 x= γ; 1, then ˙1 = ˙151
(Proposition III.4(iv)).
(b) We discuss an example of a Lie algebra generated by three in-
tegrable test algebras for which there exists no complete simple system of
integrable roots.
We start with ˙0 x= ÓÌ2; and 10 = ±β. Then 50 = 10 is a
maximal simple system consisting of two elements. Applying the pro-
cess described in (a) twice, we see that the largest simple system for
˙2 x= Z1; Z−11 ; Z2; Z−12  ⊗ ˙0 which is split graded by Q2 x= β ⊕ 2
contains at most two elements.
On the other hand, the argument in (b) implies that 52 x= β; 1; 0;
β; 0; 1; β; 0; 0 ⊆ 12; i satises ˙252 = ˙2.
Remark V.6. (a) In Proposition V.4 we have seen an example where
V ∼= ˙5 as a ˙5-module and ˙5 is innite-dimensional. Therefore V is
far from satisfying the assumptions of Proposition V.1 if ˙5 is innite-
dimensional.
(b)] Suppose that 5 ⊆ 1i is a complete linearly independent simple
system. Let 50 ⊆ 5 be a proper subset, ˙0 x= ˙50 ⊆ ˙, and V ⊆ ˙ the
˙0-submodule generated by ˙δ for an integrable root δ ∈ 1+i \ 50.
Writing δ = Pα∈5 nαα, we observe that there exists a β ∈ 5 \ 50 with
nβ > 0. Hence 1V ⊆
P
α6∈50 nαα + 050: This proves that in this case
Proposition V.1 applies.
VI. THE LOCAL FINITENESS THEOREM
The main result of this section is the local niteness theorem saying that
if ˙ is a split graded Lie algebra all of whose roots are integrable, then it is
locally nite.
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Here we have to turn to subalgebras ˙5, where 5 is not necessarily a
simple system, so that it is not obvious in which sense we are close to a
KacMoody situation. Nevertheless, we will see below that in all cases the
situation can be reduced to a situation where a simple system exists, so that
Proposition V.3 applies.
Proposition VI.1. Suppose that 1 = 1i and 5 ⊆ 1i is a nite subset
which is linearly independent over . Then ˙5 is a nite-dimensional semi-
simple Lie algebra. In particular βαˇ ≤ 3 holds for α;β ∈ 1i.
Proof. We prove the assertion by induction over the number n of ele-
ments of the set 5 = α1; : : : ; αn. The assertion is trivial for n = 1 because
in this case we have ˙5 = ˙α1 ∼= ÓÌ2;.
Suppose that n ≥ 2 and that the assertion holds for subalgebras ˙50 with50 < n. Put 50 x= α1; : : : ; αn−1. Then the induction hypothesis implies
that ˙50 is nite-dimensional semisimple, so that we may w.l.o.g. replace 50
by a root basis of 1˙50, i.e., we may w.l.o.g. assume that 50 is a linearly
independent simple system. Then Proposition V.3 implies the existence of
a simple system 5′ = 50 ∪ γ with ˙5 = ˙5′ . Applying Proposition V.3(i)
again, we further see that the Lie algebra ˙5′ = ˙5 is nite-dimensional
and semisimple.
In view of Lemma I.13, this implies that βαˇαβˇ ∈ 0; 1; 2; 3 and
further that βαˇ ≤ 3 because the product βαˇαβˇ vanishes if and only
if both factors vanish (Proposition I.12).
That βαˇ ≤ 3 holds for each pair of roots of ˙ will be of crucial impor-
tance later on. Geometrically it means that the root strings are not longer
than in any nite-dimensional simple Lie algebra which also follows from
Corollary III.11(a).
The next step is to see that Proposition VI.1 can be generalized to the
case where 5 is not linearly independent.
Proposition VI.2. If 5 ⊆ 1 = 1i is a nite subset, then ˙5 is a nite-
dimensional semisimple Lie algebra.
Proof. Let 50 ⊆ 5 be maximal linearly independent over . Then
Proposition VI.1 shows that ˙50 is a nite-dimensional semisimple Lie al-
gebra, and therefore that the set 5ˇ0 = αˇ:α ∈ 50 ⊆ ˙0 is linearly inde-
pendent over . Let Q5 x= 5 denote the subgroup generated by 5 and
observe that ˙5 ⊆
P
α∈Q5 ˙
α. Now Proposition VI.1 implies that
Q5 ∩ 1 ⊆ α ∈ 5: ∀β ∈ 50αβˇ ≤ 3:
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Since 5ˇ0 is linearly independent in ˙0, its dual basis 5ˇ
∗
0 = αˇ∗:α ∈ 50 ⊆
Q5 ⊗ = Q50 ⊗ generates a group containing 5, and we see that
Q5 ∩ 1 ⊆
 X
β∈5ˇ∗0
nββ:nβ ∈ ; nβ ≤ 3












˙α + spanαˇ:α ∈ Q5 ∩ 1
is nite-dimensional. Now dim ˙5 < ∞ follows from the observation that
˙5 is perfect because it is generated by perfect subalgebras. Eventually
Corollary IV.5 shows that the nite dimensional Lie algebra ˙5 is semisim-
ple since it is generated by integrable test algebras.
Theorem VI.3 (Local niteness theorem). If ˙ is a split graded Lie al-
gebra such that all roots are integrable, then ˙ is locally nite.
Proof. Let E ⊆ ˙ be a nite subset. We have to show that the subalgebra
E generated by E is nite-dimensional. We may w.l.o.g. assume that E
consists of homogeneous elements with respect to the gradation. Let 5 ⊆ 1
be a nite subset and let ¨ ⊆ ˙0 be a nite-dimensional subspace with
E ⊆ ¨+Pα∈5 ˙α: Then the Lie algebra E generated by E is contained
in ¨ + ˙5, and since ˙5 is nite-dimensional (Proposition VI.2), the Lie
algebra E is nite-dimensional.
VII. THE STRUCTURE OF LIE ALGEBRAS WITH COMPLETE
SIMPLE SYSTEMS
In this section ˙ denotes a split graded Lie algebra and 5 ⊆ 1i a nite
complete simple system, i.e., ˙ = ˙5. In Section II we have seen that if 5
is linearly independent over , then the structure of ˙5 is quite similar to
that of a KacMoody algebra. In this section we take a closer look at the
general case where 5 is not assumed to be linearly independent.
Let A x= A5 the corresponding Cartan matrix. To understand the struc-
ture of ˙, we have to study the corresponding homomorphism ϕ: ˆ˙ x=
ˆ˙A → ˙ and how its kernel may be located in ˆ˙ . Note that we have
a natural group homomorphism ϕQ: 5 → Q given by α 7→ α for α ∈ 5
satisfying ϕ ˆ˙β ⊆ ˙ϕQβ for all β ∈ 5 (cf. Proposition II.10).
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Homomorphisms of Split Graded Lie Algebras
We start with some general observations about a general class of homo-
morphisms between split graded Lie algebras.
Denition VII.1. Let ˙1 be a split Q1-graded Lie algebra and ˙2 a
split Q2-graded Lie algebra. A morphism of split graded Lie algebras is a Lie
algebra homomorphism ϕ: ˙1 → ˙2 for which there exists a homomorphism
ϕQ:Q1 → Q2 with ϕ˙α1  ⊆ ˙
ϕQα
2 . Note that ϕQ is uniquely determined by
ϕ if Q2 is generated by 12.
First we take a look at the behavior of integrable roots under morphisms
of split graded Lie algebras. We assume that Q1 is generated by 11 and that
Q2 is generated by 12. We write 11; i, resp., 12; i for the subset of integrable
roots in 11, resp., 12.





is contained in the abelian Lie algebra ˙02, it is
trivial.





Proof. Pick x±α ∈ ˙±α1 with xα; x−α = αˇ. Then the surjectivity of ϕ
implies that adϕx±α are locally nilpotent. In view of ϕx±α ∈ ˙
±ϕQα
2 ,




Since a split graded Lie algebra might contain test algebras ˙xα; x−α
of simple type without α being integrable, the assumption made in Propo-
sition VII.3 that ϕ is surjective is crucial.
An important consequence of Proposition VII.3 is that the multiplicity




1 ⊆ ˙α1 + kerϕ (cf. Theo-
rem VII.11 below).
Proposition VII.4. If ϕ is surjective, then the following assertions hold:
(i) The set α ∈ 11; i: ˙1α ⊆ kerϕ is invariant under the Weyl group
W1 of ˙1.
(ii) ϕQW1:β ⊆ W2:ϕQβ for each β ∈ Q1.
Proof. (i) Suppose that ˙1β ⊆ kerϕ and let α ∈ 11; i. Since kerϕ
is an ideal of ˙1, it is invariant under all automorphisms of the type ead x,
ad x locally nilpotent, hence in particular under σα (cf. Denition I.8). This
proves that ˙1rα:β = σα:˙1β ⊆ kerϕ: Now the arbitrariness of α implies
the assertion.
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(ii) Let α ∈ 11. If ˙α ⊆ kerϕ, then ϕ ◦σα = ϕ, so that ϕQ ◦ sα = ϕQ.
If ˙α 6⊆ kerϕ, then ϕ ◦ σα = σϕQα ◦ ϕ, so that ϕQ ◦ sα = sϕQα ◦ ϕQ (cf.
Proposition VII.3). This implies (ii).
Problem VII.1. Even if ϕ is surjective, it is not clear that each inte-
grable root in 12 is the image of an integrable root of ˙1. So it would be





α ∈ 12; i which is an extension of the Lie algebra ÓÌ2;. Hence it is not
far from a Lie algebra graded over the nite root system A1 in the sense
of [BZ96].
The Different Types of A
Lemma VII.5. If 5 is linearly independent over , then kerϕ is a graded
ideal. If, in addition, A is symmetrizable, then kerϕ ⊆ ˆ˙ 0 is central.
Proof. That 5 is linearly independent over  means that the group ho-
momorphism ϕQ: 5→ Q is injective. This implies in particular that kerϕ
is graded. If A is symmetrizable, then the GabberKac theorem [GK81, Th.
2] implies that ˆ˙ A =  ˙A is reduced, and Proposition I.23 shows that
kerϕ is central, and hence contained in ˆ˙ 0.
Now we assume that A is indecomposable and take a look at the three
possible types of A.
Lemma VII.6. If A5 is of nite type, then ˙5 is nite-dimensional and 5
is a root basis of 15.
Proof. Theorem II.9 and Proposition II.10.
Lemma VII.7. If A5 is of afne type and 5 linearly dependent over ,
then kerϕ ⊆ ˆ˙ 0 is central and ˆ˙ ∼=  ˙A.
Proof. This follows from Lemma VII.5 because A is of afne type and
therefore is symmetrizable (cf. [Ka90, Lemma 4.6]).
In the following we will need a generalization of a result of Borel and de
Siebenthal which we reproduce for the convenience of the reader (see also
[St99b, Lemmas I.8/9], and [BS49]).
Theorem VII.8 (Borelde Siebenthal). Let ˙ be a split graded Lie alge-
bra and  6= 5 ⊆ 1.
(i) If β = Pα∈5 nαα ∈ 1i \5 with nα ∈  for each α ∈ 5, then there
exists an α0 ∈ 5 with β− α0 ∈ 1.
(ii) If 1 = 1i, then 1 ∩ 5 ⊆ 1˙5.
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Proof. (i) If (i) fails, then 0 6= β−α 6∈ 1 for each α ∈ 5 and therefore
βαˇ ≤ 0. Hence Corollary III.8 yields αβˇ ≤ 0 for each α ∈ 5, and we
arrive at the contradiction
2 = ββˇ = X
α∈5
nααβˇ ≤ 0:
(ii) If 0 6= β ∈ 1 ∩ 5, then we may assume that all nα are positive
(replace some α by −α and 5 by a subset). Then (i) permits us to subtract
successively elements of 5 from β (here we use that 1 = 1i). Eventually
we arrive at an element of 5. This shows that the ˙5-submodule of ˙ gen-
erated by ˙β contains some ˙α, α ∈ 5, and hence intersects ˙5. In view of
dim ˙β = 1, this ˙5-module is simple (cf. the proof of Proposition V.3) and
hence contained in ˙5. This proves (ii).
Theorem VII.9. If A5 is of afne type and 5 is linearly dependent over
, then the following assertions hold:
(i) ˙5 is nite-dimensional of rank 5 − 1.
(ii) A5 is of untwisted type.
(iii) 5 = 50 ∪ −θ, where 50 is a root basis for ˙ and θ is the highest
root. In particular ˙5 = ˙50 .
Proof. (i) Since A x= A5 is of afne type, we have rkA = 5 − 1
and kerϕQ is generated by a unique element δ =
P
α∈5 nαα ∈ 5. Then
δ \ 0 coincides with the set of non-integrable roots of ˆ˙ , so that Propo-
sition VII.3 implies that all roots of the split graded Lie algebra ˙ = ˙5 are
integrable. Since ˙5 is nitely generated, the local niteness theorem VI.3
yields that ˙5 is a simple nite-dimensional Lie algebra. Since kerϕQ is of
rank 1, the rank of ˙5 is 5 − 1.
To see that ˙5 is nite-dimensional, we can alternatively argue using the
fact that ϕQ1 is nite (cf. [Mo69, Th. 1]).
(ii), (iii) Looking at the classication of generalized Cartan matrices
of afne type (cf. [Ka90, pp. 54/55]), we see that there exists an α0 ∈ 5 with
nα0 = 1 (see the denition of δ). Put 50 x= 5 \ α0 and observe that A50
decomposes into generalized Cartan matrices of nite type. In particular




nαα ∈ 50 ∩ 1;
so that the Borelde Siebenthal theorem VII.8(ii) shows that ˙α0 ⊆ ˙50 ,
and hence that ˙ = ˙50 and that 50 is a root basis for ˙. It follows in
particular that 50 is connected.
The positive root θ x= −α0 with respect to the basis 50 has the property
that θ + α 6∈ 1 for each α ∈ 50, and hence is the highest root of ˙. Now
5 = 50 ∪ −θ shows that A is of untwisted afne type.
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Remark VII.10. We have just seen that if ˙ = ˙5 is nite-dimensional
and 5 is a root basis, then 5 is not maximal as a simple system. One can
always add −θ, where θ is the highest root, to obtain a larger simple system.
This is different for innite-dimensional KacMoody algebras.
In fact, suppose that 5 is connected and linearly independent with ˙ =
˙5. Let γ ∈ 1 \ 5 be a root such that 5 ∪ γ is a simple system. Then
γ − α 6∈ 1 for each α ∈ 5 implies that γ ∈ −05 (cf. Proposition II.5). If
` ⊆ ˙ denotes the ideal generated by ˙γ, then ˙γ ⊆ `, and since γˇ is not
central, there exists an α ∈ 5 with αγˇ 6= 0. Now ˙α ⊆ `, and since 5 is
connected, we obtain ˙β ⊆ ` for each β ∈ 5, and thus ` = ˙5. So 1 ⊆
γ + 01, and Proposition II.5(iii)(a) shows that 1 = −1 ⊆ −γ − 01.
We conclude that 1 is nite and hence that 1 = 1i (Theorem II.7(v)). This
proves that ˙ = ˙5 is nite-dimensional.
Next we consider the case where A is of indenite type.
Theorem VII.11. Let A5 be indecomposable of indenite type, ˙ = ˙5,
and consider the map ψ:1→ ˙0∗.
(i) ψ−10 ∩ 1 = .
(ii) ψ−1ψα = α for each α ∈ 5.
(iii) ˙0 is maximal abelian in ˙.
(iv) If ` ⊆ ˙ is an ideal not intersecting any of the subalgebras ˙α,
α ∈ 5, then the same holds for the graded ideal generated by `.
(v) Let ˆ˙ = ˆ˙+ + ˆ˙ 0 + ˆ˙− be the triangular decomposition dened by
the natural positive system 05 ∩ 1A5. Then the ideal ` x= kerϕ ⊆ ˆ˙
can be written as ` = `+ ⊕ `0 ⊕ `−, where `± ⊆ ˆ˙± are ideals of ˆ˙ , and `0 is
central in ˙. If A5 is symmetrizable, then ` = `0 is central in ˆ˙ .
(vi) The roots of ˙ are given by 1 = ϕQ1A5 \ 0.
(vii) ˙5 is innite dimensional.
Proof. (i) If β ∈ 05 satises ψβ = 0, then we write β =P
α∈5 nαα and obtain xA5 = 0 with x = nαα∈5. According to Vinberg’s
theorem (cf. [MP95, Prop. 3.6.5]), this implies that x = 0, so that β = 0.
This proves (i).
(ii) Suppose that ψβ = ψα for a β ∈ 1 and α ∈ 5. If β ∈ 1−,
then ψα − β = 0 contradicts the observation in (i). Hence β ∈ 1+. If
β − α ∈ 05, then we argue as in (i) to obtain β = α. So it remains to
consider the case where β − α 6∈ 05. Then β ∈ 05 \ α, so that
βαˇ ≤ 0, contradicting ααˇ = 2 and ψα = ψβ.
(iii) is an immediate consequence of (i).
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(iv) Let e` denoted the graded ideal generated by `. In view of Lemma
I.21(i), we can write e`= Pα∈Q pα`, where pα: ˙→ ˙α is the projection
with kerpα =
P
β6=α ˙β. According to (ii), the root spaces ˙±α, α ∈ 5, and
˙0 are weight spaces of ˙0. Hence
` = `0 ⊕ X
α∈5







Our assumption implies that `α = 0 for α ∈ ±5, and therefore that ` ⊆
`0 ⊕Pβ6∈5∪−5 ˙β: Since the right hand side is ¨-invariant, this implies thate`⊆ `0 ⊕Pβ6∈5∪−5 ˙β and therefore that e`∩ ˙α = 0 for each α ∈ 5.
(v) First we note that the ideal ` intersects all the subalgebras ˆ˙ α,
α ∈ 5, trivially. Hence (iv) shows that the graded ideal e` generated by `
inherits this property, and hence intersects each root space ˆ˙±α, α ∈ 5,
trivially. Writing ˆ˙ = ˆ˙+ ⊕ ˆ˙ 0 ⊕ ˆ˙−, it follows that, accordingly, we havee`= e`+ ⊕ e`0 ⊕ e`−;
where e`0 = `0. Since e`+ does not intersect a root space ˆ˙α, α ∈ 1+, we see
that  ˆ˙−α;e`+ ⊆ e`+ for each α ∈ 5, and hence that e`± are ideals of ˆ˙ . In
the same way we see that ` = `+ ⊕ `0 ⊕ `−, where `± = ` ∩ e`± are ideals.
Finally we note that for each α ∈ 5 we have `0; ˆ˙ α ⊆ ˆ˙α ∩ ` = 0,
so that `0 is central in ˆ˙ .
If, in addition, A5 is symmetrizable, then the GabberKac theo-
rem [GK81, Th. 2] implies that ˆ˙ A =  ˙A is reduced, so that
`± = 0. This completes the proof of (v).
(vi) In view of (v), we have homomorphismse˙ x= ˆ˙/`+ + `− → ˆ˙/e`+ + e`− →  ˙A;
and ˙ ∼= e˙/`0 ∼= ˆ˙/`, where `0 ⊆ e˙ is a central ideal. On the other hand
ˆ˙/e`+ + e`− + `0 = ˆ˙/e`→  ˙A/`0
is a quotient of ˙ ∼= ˆ˙/`. It follows in particular that the set of roots of
˙ coincides with the set of roots of ˆ˙ with respect to the gradation by the
group 5/ kerϕQ (cf. Theorem II.7).





is a quotient of ˙5. Hence ˙5 is innite-dimensional.
Remark VII.12. We have just seen that all possible ˙5’s lie between the
Lie algebras ˆ˙ A and  ˙A/Ú
(
˙A. Conversely, every algebra between
these two is split graded with respect to the grading obtained from the root
decomposition with respect to the image of span 5ˇ because every ideal of
ˆ˙ A is in particular invariant under ˆ˙ A0 = span 5ˇ. This show that the
rank of span5 may have all values between 5 and rankA.
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Theorem VII.13. If 5 ⊆ 1i is a connected nite simple system and A5
is symmetrizable, then there exists a subset 50 ⊆ 5 with ˙5 = ˙50 and ˙5
is a quotient of  ˙A50 by a central subspace. The Lie algebra ˙5 carries
an invariant symmetric bilinear form b whose radical is contained in ˙05 and
coincides with the center of ˙5.
Proof. If 5 is linearly independent or of indenite type, then we put
50 x= 5 and if 5 is linearly dependent and of afne type, then we choose
50 according to Theorem VII.9. Now the rst assertion follows from The-
orem VII.11(v).
We use [Ka90, Th. 2.2] to nd a non-degenerate invariant symmetric bi-
linear form eb on ˆ˙ A5 ∼=  ˙A5 ⊆ ˙A5. The radical of the restriction
b′ of this form to ˆ˙ A5 is given by
(
 ˙A5
⊥ = Ú(˙A5 ⊆ ˙A50. It
follows in particular that b′ factors through ϕ to an invariant symmetric bi-
linear form on ˙5 whose radical is central and contained in ˙
0
5. Since ˙5 is
perfect, the whole center of ˙5 must be contained in the radical of b, and
therefore radb = Ú˙5.
Problem VII.3. Suppose that ˙ is a split graded Lie algebra and 5 ⊆ 1i
is a nite set of integrable roots such that A5 is symmetrizable. Does the
subalgebra ˙5 carry an invariant symmetric bilinear form whose radical is
central? We have just seen that the answer is yes if 5 is a simple system.
The following lemma explains how to reduce the case of a disconnected
set 5 to the connected case.
Lemma VII.14. If 5 = 51 ∪ 52 is a simple system with αβˇ = 0 for




and ˙51 ⊕ ˙52 is a central extension
of ˙5.





Theorem VII.15. If 5 ⊆ 1i is a complete nite simple system, then
1 = −1; 1i = W :5; and W = rα; α ∈ 5:
Proof. If 5 = 51 ∪ 52 as in Lemma VII.14, then ˙5 = ˙51 + ˙52 ,
where both summand commute. Hence we may w.l.o.g. assume that 5 is
connected.
If A5 is of nite or afne type, then ˙5 is a central quotient of the
algebra ˆ˙ A50 for a subset 50 ⊆ 5 (cf. Theorem VII.13), so that in this
case the assertion follows from Theorem II.7.
If A5 is of indenite type, then we combine Theorem VII.11(vi) with
Theorem II.7 and Proposition VII.4.
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Remark VII.16. With the preceding result we are close to a classication
of the Lie algebras for which ˙ = ˙5 holds for a simple system 5.
If 5 is linearly independent and A5 is symmetrizable, then we have seen
in Lemma VII.5 that ˙5 is isomorphic to a quotient of ˆ˙ x= ˆ˙A5 ∼=
 ˙A5 by a central ideal. Hence  ˙A5 is the universal covering algebra
of ˙5.
Suppose that ˆ˙ ∼=  ˙A′ holds for some generalized Cartan matrix
A′. Since A5 is symmetrizable, [MP95, Th. 7.4.9] implies that the group
Aute ˆ˙  of elementary automorphisms of ˆ˙ acts transitively on the set of
all splitting Cartan subalgebras of ˙A5. Therefore we may assume that
the gradations of both algebras are compatible with the isomorphism. Then
the matrices A5 and A′ correspond to different choices of systems of sim-
ple roots in 1 ˆ˙ . Now we can use [MP95, Th. 5.9.2] to see that two such
systems are conjugate under the Weyl group, so that eventually two such
systems yield equivalent generalized Cartan matrices, i.e., A′ ∼= A5.
We also note that if detA 6= 0, then ˙A =  ˙A has trivial center,
and if detA = 0, then the center is one-dimensional. In this sense the
additional possibility of factoring a central ideal does not really complicate
the classication.
If 5 is linearly dependent and A5 is of nite or afne type, then we
have seen above how to reduce the situation to the case where 5 is linearly
independent. If A5 is of indenite type, then the situation is more involved.
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