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The purpose of this paper is to present numerical methods and results about the contrast
imaging problem in nuclear magnetic resonance which corresponds to a Mayer problem
in optimal control. The candidates as minimizers are selected among a set of extremals,
solutions of a Hamiltonian system given by the Pontryagin Maximum Principle and
sufficient second order conditions are described. They form the geometric foundations
of the HamPath code which combines shooting and continuation methods, see Ref. 9.
The main contribution of this paper is to present a numerical analysis of the contrast
imaging problem in NMR in the case of deoxygenated/oxygenated blood samples as an
application of the aforementioned techniques.
Keywords: Geometric optimal control; contrast imaging in NMR; shooting and contin-
uation methods.
1. Introduction
Geometric optimal control was introduced very recently in nuclear magnetic reso-
nance (NMR) to control the dynamics of spin particles, e.g. see Ref. 7. The model
is the coupling of a system equations introduced by F. Bloch in 1946, describing
∗On leave at INRIA, 2004 route des Lucioles F-06902, Sophia Antipolis.
the motion of nuclear magnetization:
dMx
dt
= −
Mx
T2
−∆ωMy + ωyMz,
dMy
dt
= −
My
T2
+∆ωMx − ωxMz,
dMz
dt
=
(M0 −Mz)
T1
− ωyMx + ωxMy,
(1.1)
where M = (Mx,My,Mz) is the magnetization vector, M0 represents the equi-
librium state of the system, T1, T2 are the relaxation times characteristic of the
particle, ∆w is the detuning and ω = (ωx, ωy) is the control which is a transverse
radio frequency field in the (x, y)-plane. This model represents the physical exper-
iment in NMR spectroscopy very accurately and the control can be realized in
practice as shown, for instance, by the saturation problem of a spin 1/2 particle
which consists in bringing the magnetization vector to zero, see Ref. 15.
An ideal model in the contrast imaging problem in NMR consists of considering a
system of two Bloch Eq. (1.1) with zero detuning and distinct relaxation parameters
representing two different spin 1/2 particles, controlled by the same magnetic field
and bringing the magnetization of the first particle to zero while maximizing the
magnitude of the magnetization vector of the second particle.
This is illustrated by the experimental results, presented on Fig. 1. The sam-
ple consists of two test tubes with outer diameters of 5mm and 8mm. The outer
and inner volumes were respectively filled with two solutions of oxygenated and
deoxygenated blood. The left-hand side represents the two samples at the equilib-
rium (they both appear white) and the right-hand side shows the result after the
Fig. 1. Experimental results: The inner circle shape sample mimics the deoxygenated blood,
where T1 = 1.3 s and T2 = 50ms; the outside moon shape sample corresponds to the oxygenated
blood, where T1 = 1.3 s and T2 = 200ms.
application of the control sequence. The inner sample appears black (zero magneti-
zation) while the outer sample represents the remaining magnetization. For details,
see Refs. 4 and 16.
In particular, using the symmetry of revolution of each spin system with respect
to the z-axis, we shall concentrate on the case where ωy ≡ 0 and each spin system
can be restricted to the (y, z)-plane, defining the system:
dM iy
dt
= −
M iy
T i2
− ωxM
i
z,
dM iz
dt
=
(M i0 −M
i
z)
T i1
+ ωxM
i
y, i = 1, 2.
(1.2)
The contrast problem is then the following optimal control problem: transfer the
system from the equilibrium state in a given transfer time tf to M
1(tf ) = 0 while
maximizing |M2(tf )|
2 and |M2(tf )| represents the contrast.
This problem corresponds to a Mayer problem in optimal control:
min
u(·)
c(x(tf )),
dx
dt
= f(x, u), u ∈ U,
with the boundary conditions:
x(0) = x0, g(x(tf )) = 0
and it can be analyzed using Pontryagin Maximum Principle, see Ref. 2. It tells us
that optimal solutions are found as projections on the x-space as extremals solutions
of the Hamiltonian system:
dx
dt
=
∂H
∂p
(x, p, u),
dp
dt
= −
∂H
∂x
(x, p, u),
H(x, p, u) = max
v∈U
H(x, p, v),
(1.3)
where H(x, p, u) = 〈p, f(x, u)〉 is the pseudo-Hamiltonian and p(·) is the adjoint
vector. Moreover the solution has to satisfy the transversality condition:
p(tf ) = p
0 ∂c
∂x
(x(tf )) +
k∑
i=1
σi
∂gi
∂x
(x(tf )), p
0 ≤ 0.
The Maximum Principle is only a necessarily optimality condition and it was
recently completed by generalizing the concept of conjugate point and extremal field
in standard calculus of variation, see Ref. 12, to get sufficient geometric optimality
conditions, see Ref. 5.
All this theoretical framework will be rapidly recalled in this paper before pre-
senting the main contribution of this paper consisting in describing the algorithms
and simulations in one specific example in the contrast imaging problem. The
general method which is the core of the HamPath code, Ref. 10, is the following.
The Maximum Principle together with the transversality condition leads to
the computation of the optimal solution using a shooting equation: S(p(0)) = 0,
integrating the ODE according to Eq. (1.3) and solving with prescribed boundary
conditions to compute an initial condition on the adjoint vector p(0). If the method
is simple, an initial guess has to be determined to ensure the convergence of the
shooting. Hence the shooting is complemented by a smooth continuation method.
The Hamiltonian dynamics defined by Eq. (1.3) is embedded into a one-parameter
family of Hamiltonian dynamics Hλ, λ ∈ [0, 1] and this leads to a one-parameter
family of shooting equations: S(p(0), λ) = 0. The connected component of the set
of zeros pλ(0) will form a differential curve which is followed from λ = 0 to λ = 1
to compute the solution. Also the differential of this curve is shown to be related
to the concept of conjugate point.
In order to be applied to the contrast imaging problem one must adapt this
general algorithm. Indeed in the general case of Eq. (1.1) due to the symmetry of
revolution there is a one-parameter family of solutions of the shooting equation.
One adaptation concerning the case treated in this paper restricting the control
to ωy ≡ 0 is the following. This case leads to a single-input control system of the
form:
dx
dt
= F (x) + uG(x), |u| ≤ 1.
In the single-input case, the optimal solution is a concatenation of regular arcs
where the control is given by u(t) = sgn〈p(t), G(x(t))〉 and singular arcs where
〈p(t), G(x(t))〉 = 0, identically. An optimal solution is a concatenation of bang arcs
with u = ±1 and singular arcs and the problem is to determine the sequence of
such arcs depending upon the transfer time and the relaxation parameters.
For that the technique is to use a regularization of the optimal control problem
transforming the Mayer problem into a Bolza problem, for instance with cost:
c(x(tf )) + (1− λ)
∫ tf
0
|u|2−λdt, λ ∈ [0, 1].
Once the structure of the solution is known, it is computed using a multiple-shooting
method. In particular, in the case of a deoxygenated/oxygenated blood samples, one
proves in this paper that the optimal solution is the concatenation of a bang and a
singular arc which is finally accurately computed.
This paper is organized as Follows: In Sec. 2, we present in details the model
used in the contrast imaging problem. In Sec. 3, we recall the necessary and suf-
ficient optimality conditions with applications to our problem. The main results
in this paper are finally presented in Secs. 4 and 5, which respectively describe
the algorithmic schemes and the numerical simulations in the study case of deoxy-
genated/oxygenated blood samples.
2. The Mathematical Model and the Mayer Optimal
Control Problem
According to Eq. (1.2) using normalized coordinates, one considers the system
formed by coupling two spin 1/2 systems with zero detuning, described for
i = 1, 2 by:
dyi
dt
= −Γiyi − uzi,
dzi
dt
= γi(1− zi) + uyi,
(2.1)
with Γi = 2pi/(ωmaxT
i
2), γi = 2pi/(ωmaxT
i
1) while the control is bounded by |u| ≤ 2pi.
From the experimental point of view, ωmax/2pi can be chosen up to 15,000Hz but
the value 32.3Hz will be considered in our experiments, see Ref. 15 for more
details. For the experiments one considers four cases, the relaxation times being:
(1) Cerebrospinal fluid : T1 = 2000ms, T2 = 200ms
Water : T1 = 2500ms, T2 = 2500ms
(2) Deoxygenated blood : T1 = 1350ms, T2 = 50ms
Oxygenated blood : T1 = 1350ms, T2 = 200ms
(3) Gray matter of cerebrum : T1 = 920ms, T2 = 100ms
White matter of cerebrum : T1 = 780ms, T2 = 90ms
(4) Water : T1 = 2500ms, T2 = 2500ms
Fat : T1 = 200ms, T2 = 100ms
Denoting x1 = (y1, z1), x2 = (y2, z2) as the vectors representing each spin, the
Bloch ball |xi| ≤ 1 being invariant for the dynamics since the parameters satisfy
2Γi ≥ γi, the optimal control problem is the following: starting from the north
pole N = ((0, 1), (0, 1)) corresponding to the equilibrium point of the uncontrolled
dynamics, the goal is to reach in a given transfer time tf the final state x1(tf ) = 0
corresponding to zero magnetization of the first spin, while maximizing the square
norm |x2(tf )|
2 of the second spin.
Introducing the system x˙ = f(x, u), where x = (x1, x2) belongs to |xi| ≤ 1
and |u| ≤ 2pi, formed by the coupling of two equations Eq. (2.1), with x(0) = N ,
g(x(tf )) = x1(tf ) and with the cost functions c(x(tf )) = −|x2(tf )|
2, the problem
is a standard Mayer problem given by:
• a system x˙ = f(x, u), u ∈ U , x(0) = x0, where U is the control domain and U is
the set of admissible controls,
• a final boundary condition g(x(tf )) = 0, and
• a cost to minimize, minu(·)∈U c(x(tf )).
3. Necessary and Sufficient Optimality Conditions
for a Mayer Problem
3.1. Notation
Let X be an open manifold of Rn, TxX , T
∗
xX the tangent and cotangent spaces at
x ∈ X . If F , G are two smooth vector fields, the Lie bracket is given by:
[F,G](x) =
∂F
∂x
(x)G(x) −
∂G
∂x
(x)F (x),
while the Poisson bracket of two smooth Hamiltonians H1, H2 (the associated
Hamiltonian vector fields being denoted Hi) is defined by {H1, H2}(z) = dH1(H2),
z = (x, p). Denoting HF , HG the Hamiltonian lifts of F , G: HF = 〈p, F (x)〉,
HG = 〈p,G(x)〉, one has the relation {HF , HG} = 〈p, [F,G](x)〉.
3.2. Geometric preliminaries
To highlight the necessary optimality conditions, one introduces the following geo-
metric framework. Consider a (smooth) Mayer problem of the form:
min
u(·)∈U
c(x(tf )),
dx
dt
= F (x) + uG(x),
x ∈ X ⊂ Rn, |u| ≤ 1, with fixed initial condition: x(0) = x0 with the terminal
condition x(tf ) ∈ M , where M is a submanifold of codimension k of X defined
by: g(x) = 0. The class of admissible controls U is the set of L∞-mappings,
valued in U : |u| ≤ 1 such that the solution x(., x0, u) is defined on [0, tf ]. For
t ≤ tf one defines the accessibility set at time t: A(x0, t) =
⋃
u(·)∈U x(t, x0, u).
Assuming that the cost c is a regular mapping, such that for c(x) = m, the set
Mm = {x; g(x) = 0, c(x) = m} is a submanifold of codimension k+1, one gets the
following necessary optimality condition according to the Pontryagin Maximum
Principle and its extension, see Refs. 2 and 13.
3.3. Maximum principle and high order maximum principle
Theorem 3.1. Let u∗(·) be an admissible control whose corresponding trajectory
x∗(·) is optimal on [0, tf ]. Then there exists a nonzero adjoint vector function p
∗(·)
such that the conditions
dx∗
dt
=
∂H
∂p
(x∗, p∗, u∗),
dp∗
dt
= −
∂H
∂x
(x∗, p∗, u∗) (3.1)
are satisfied almost everywhere, where H = 〈p, F +uG〉 is the pseudo-Hamiltonian.
Denoting M(x, p) = max|u|≤1 H(x, p, u) one must have a.e. the maximization
condition
H(x∗, p∗, u∗) =M(x∗, p∗) (3.2)
and moreover M is a constant.
In the singular case where HG = 0 and if the control is not saturating, i.e.
|u∗| < 1, the generalized Legendre–Clebsch condition,
{HG, {HG, HF }} ≤ 0 (3.3)
has to be satisfied.
Finally we have the boundary conditions
g(x∗(tf )) = 0 (3.4)
and
p∗(tf ) = p0
∂c
∂x
(x∗(tf )) +
k∑
i=1
σi
∂gi
∂x
(x∗(tf )), (3.5)
p0 ≤ 0, σ = (σ1, . . . , σk) ∈ R
k. This last condition is called the transversality
condition.
Definition 3.1. We call any solution of Eqs. (3.1) and (3.2) an extremal, and
if the boundary conditions Eqs. (3.4), (3.5) are satisfied they are called BC-
extremals. Condition (3.2) imposes u(t) = sgn〈p(t), G(x(t))〉 at any time such that
〈p(t), G(x(t))〉 6= 0. An extremal is called regular if u(t) = sgnHG and bang-bang
if the number of switchings is finite. It is called singular if HG = 0.
3.4. Computation of singular extremals (Ref. 3)
This computation is standard: let z(·) = (x(·), p(·)) be an extremal, t ∈ [0, tf ]. In
the singular case, we have HG(z(t)) = 0 identically. Differentiating with respect to
time,
HG(z(t)) = {HG, HF }(z(t)) = 0 (3.6)
{{HG, HF }, HF }(z(t)) + us(t){{HG, HF }, HG}(z(t)) = 0 (3.7)
and Eq. (3.7) defines the singular control us as a dynamic feedback, outside
S = {z; {{HG, HF }, HG}(z) = 0}. Denote Σ the switching surface HG = 0 and
Σ′ : HG = {HG, HF } = 0. Substituting us into H defines a true Hamiltonian func-
tion denoted Hs outside S. We have:
Proposition 3.1. Outside S, the singular extremals are the solutions of
dx
dt
=
∂Hs
∂p
,
dp
dt
= −
∂Hs
∂x
,
starting at t = 0 from Σ′\S and they are contained in Σ′.
For the computations of the singular trajectories, we need the following Lie
brackets:
F =
∑
i=1,2
(−Γiyi)
∂
∂yi
+ (γi(1− zi))
∂
∂zi
,
G =
∑
i=1,2
−zi
∂
∂yi
+ yi
∂
∂zi
,
[G,F ] =
∑
i=1,2
(γi − δizi)
∂
∂yi
− (δiyi)
∂
∂zi
,
[[G,F ], F ] =
∑
i=1,2
(γi(γi − 2Γi)− δ
2
i zi)
∂
∂yi
+ δ2i yi
∂
∂zi
,
[[G,F ], G] =
∑
i=1,2
2δiyi
∂
∂yi
+ (γi − 2δizi)
∂
∂zi
,
where δi = γi − Γi.
3.5. Application to the contrast problem: Boundary conditions
Since the Bloch ball is invariant for the dynamics, one can take X = {|xi| < 1; i =
1, 2}. Applying the Maximum Principle, the boundary conditions Eqs. (3.4) and
(3.5) give us:
x1(tf ) = 0 (zero magnetization of the first spin)
p2(tf ) = −2p
0x2(tf ), p
0 ≤ 0.
(3.8)
If p0 is nonzero, it can be normalized by homogeneity to p0 = −1/2. The case
p0 = 0 corresponds to the case where tf is the minimum time to transfer the first
spin to zero.
3.6. Second-order optimality conditions
This section relies on the work of Ref. 5.
Definition 3.2. Let z(·) be a reference singular solution of Hs on [0, tf ] and con-
tained in Σ′. The variational equation
δz˙ = dHs(z(t))δz,
dHG = d{HF , HG} = 0
is called Jacobi equation. A Jacobi field J(t) = (δx, δp) is a nonzero solution of
the Jacobi equation. It is said semi-vertical at time t if δx(t) ∈ RG(x(t)). The
times 0 ≤ t1 < t2 ≤ tf are said to be conjugate if there exists a Jacobi field J(t)
semi-vertical at t = t1, t2 and the points x1 = x(t1) and x2 = x(t2) are said to be
conjugate.
Assumptions. Let z(·) = (x(·), p(·)) be a reference singular extremal curve on
[0, tf ] solution on Σ
′\S and we assume the following:
(A1) t 7→ x(t) is a one-to-one immersion. Applying a feedback, one can identify
the reference singular control to zero.
(A2) Strong corank one condition.
K(t) = span{adk F ·G(x(t)); k ≥ 0, t ∈ [0, tf ]} is of codimension one and
generated by the first (n − 1) vectors {adk F ·G(x(t)); k = 0, . . . , n − 2}
where adF ·G denotes [F,G].
(A3) Non-exceptional case. Hs(z(t)) is nonzero.
3.6.1. Optimality results
One considers a Mayer problem for a system x˙ = F (x) + uG(x), x ∈ X open set
of Rn, |u| ≤ 2pi, minu(·) c(x(tf )) and one assumes that the terminal manifold M is
a trajectory of the vector field G: {exp tG; t ∈ R}. In this case one will derive a
sufficient optimality condition, which is applicable to the contrast imaging problem.
First one recalls the following proposition from Ref. 5.
Proposition 3.2. Assuming u ∈ R, a necessary optimality condition in the Mayer
problem for a singular arc δs on [0, tf ] satisfying (A1), (A2) and (A3) is the non-
existence of a time 0 < tc < tf conjugate to zero, for the solutions of the system
contained in a tubular neighborhood of δs.
Proof. According to Ref. 5, the first conjugate time 0 < t1c is the first time t
such that the extremity mapping Ex1,t : u(·) 7→ x(t, x1, u) becomes open when
restricting to curves contained in a tubular neighborhood of δs. This is clearly a
necessary optimality condition.
Next, one presents the following sufficient optimality condition.
Theorem 3.2. Consider the Mayer problem with the terminal manifold
M = {exp tG; t ∈ R}. Let δ+δs be a BC-extremal on [0, tf ] formed by a bang arc
with u = 2pi on [0, t1] followed by a singular arc on [t1, tf ]. Assume that the singu-
lar arc t 7→ δs(t) satisfies the assumptions (A1), (A2), (A3) and is associated to a
control us(·) on [t1, tf ] which is not saturating, i.e. |us| < 2pi. Then the extremal
δ+δs is optimal on [0, tf ] in a tubular neighborhood of δs provided there exists no
conjugate point on [t1, tf ].
Proof. (We use Ref. 19) Denote xf the terminal point δs(tf ) and pf the adjoint
vector. One has 〈pf , G(xf )〉 = 0. According to the classification of extremals due
to Ref. 14, near (xf , pf ) every extremal is of the form δ±δsδ±, where an arc of the
sequence can be empty. Let Mε = {exp sG(xf ); |s| < ε small enough}. Using the
transversality condition, near (xf , pf ) every BC-extremal starting from Mε is of
the form δ±δs.
Let S(xf , t), t ∈ [t1, tf ] be the surface formed by integrating backwards in time
the singular flow initiating from Mε. For fixed t, it is a surface of codimension two,
whose tangent space can be easily computed at a point δs(t), t ∈ [t1, tf ]. It is a
plane E(t) spanned by dΠ(J(t)), J(t) being the Jacobi fields which are semi-vertical
at tf , where Π is the standard projection: (x, p) 7→ x.
Hence if rank {E,F,G}|δs(t) is four for t < tf , then a policy δ±δs will form an
extremal field along the reference singular extremal δs. Otherwise, if it is not of full
rank, at a time t, then by definition δs(t) and δs(tf ) are conjugate. Now clearly,
since conjugate times correspond to points where the extremity mapping becomes
open, if δs(t) and δs(tf ) are conjugate for t1 ≤ t < tf , then there exists a pair of
conjugate points on [t1, tf ] and a point conjugate to x(t1).
3.6.2. Application to the contrast problem
First of all in the contrast problem where the control bound is normalized to 2pi,
one has Γi, γi ≪ 1. Hence a bang solution amounts roughly to a rotation of each
plane (yi, zi) around 0. Moreover, the north pole N = ((0, 1), (0, 1)), which is the
initial state of the Mayer problem, is an equilibrium point for the singular control
system and due to symmetry of revolution, one can take for the first bang either
u = +2pi or u = −2pi. At the final state the first spin has to be at zero, which is
the center of the rotation of the first spin. Hence the terminal manifold is indeed a
trajectory of the vector field G. In particular, one deduces:
Lemma 3.1. The simplest BC-extremal in the contrast problem is of the form
δ+δs.
3.6.3. The limit case tf = tmin, minimum time to transfer the first
spin to zero
An interesting situation studied in Ref. 15 is the limit case when the transfer time
tf is exactly the minimum time tmin to transfer the first spin to zero. We recall the
optimal policy in the physical interesting situation.
Proposition 3.3. Assume 2Γ1 > 3γ1, then the time minimal solution to transfer
the first spin from the north pole to the center of Bloch ball is of the form δ+δsδ+δs
and contains two non-empty singular arcs, the first one being horizontal in the plane
(y1, z1) while the second is a subarc of the vertical axis of revolution Oz1.
It shows that in the physical application if the transfer time is tmin, then the
policy δ+δs is not optimal. Also it gives in each experiment an indication about the
relation between the contrast and the relaxation parameters. The corresponding
contrast is called the Sat-contrast, see Ref. 6. We represent in Fig. 2, the time
minimal synthesis to steer the system from the north pole to any point of the Bloch
ball. In particular, it shows the time minimal solution of the saturation problem.
Fig. 2. (Color online) Schematic time minimal synthesis to steer a single spin system from the
north pole N to any point of the Bloch ball. An arbitrary zoom has been used to construct the
figure. The set of Σi forms the switching surface Σ dividing the +2pi and −2pi areas respectively
in red and blue. The δ¯− bang arc splits two domains. The hatched one has bang-bang solutions
whereas the optimal solutions of the other one contain at least one nontrivial singular arc. The
minimal time trajectory to steer the spin from N to O (the center of the Bloch ball) is NABCO,
i.e. it is of the form δ+δsδ+δs with vertical and horizontal singular arcs. The spin leaves the
horizontal singular arc before the point S (where the control saturates the constraint) producing
a bridge to reach the vertical singular line.
4. The Numerical Methods
In this section we present the numerical methods relating to the resolution of
the contrast problem. Each method presented hereunder is a part of the pack-
age HamPath and all the computations of derivatives are automatically done by
the software. The geometrical study of the contrast problem ensures that the opti-
mal solution is a concatenation of bang-singular (BS) sequences. The strategy pre-
sented in the following part is first to regularize the problem in order to detect the
BS-sequences and find a good approximation of the solution. This approximation
obtained by smooth continuation technique is then used to initialize the multiple-
shooting computation of the BS-sequences. Up to this point, the transfer duration
tf is fixed to 1.1tmin, where tmin is the minimal time to steer the first spin from
the north pole to the center of the Bloch ball. Finally, we study the behavior of
the solutions regarding the parameter tf and we check the second-order optimality
condition by a rank test to detect any conjugate points. The methods implemented
in the software HamPath are developed more in details in Ref. 11 as well as the
results presented in the last section.
4.1. Homotopy and simple shooting in the smooth case
In order to find the structure and a good approximation of the solutions of the
contrast problem, we define a Tychonov18 type regularization of the problem and
two such regularizations are analyzed, using continuation techniques.
The first one will be denoted by L2−λ-regularization transforms the Mayer prob-
lem in the Bolza form with cost:
c(x(tf )) + (1− λ)
∫ tf
0
|u|2−λdt, λ ∈ [0, 1],
while the second one called L2-regularization is:
c(x(tf )) + (1− λ)
∫ tf
0
|u|2dt, λ ∈ [0, 1].
If the control is saturating, then its value is given by u(t) = 2pi · sgn(HG) in both
cases. Otherwise, according to the maximization condition we have for the L2−λ-
regularization:
u(x, p, λ) = sgn(HG)
(
2|HG|
(2− λ)(1 − λ)
) 1
1−λ
,
while for the L2-regularization, the control u is equal to
u(x, p, λ) =
HG
(1− λ)
,
where p(·) is the adjoint vector resulting from the Pontryagin Maximum Principle.
Substituting u(x, p, λ) into the Hamiltonians describing both regularizations, we
have the following Hamiltonian system:
dx
dt
=
∂H
∂p
(x, p, λ),
dp
dt
= −
∂H
∂x
(x, p, λ),
with
H(x, p, λ) = p0(1− λ) |u(x, p, λ)|2−λ +HF (x, p) + u(x, p, λ)HG(x, p)
or
H(x, p, λ) = p0(1− λ) |u(x, p, λ)|2 +HF (x, p) + u(x, p, λ)HG(x, p),
which do not depend on u anymore. We can now introduce the one-parameter family
of shooting equations (or homotopic function), which is defined by the boundary
conditions (3.8):
S : Ω ⊂ Rn × [0, 1)→ Rn(
p0
λ
)
7→ S(p0, λ) =
(
x1(tf , x0, p0, λ)
x2(tf , x0, p0, λ)− p2(tf , x0, p0, λ)
)
,
with x0 = x(0) = N = ((0, 1), (0, 1)).
For each regularization, we first solve the problem in λ = 0 using a simple shoot-
ing method. We use the fortran hybrid Newton method hybrj (from the minpack
library) to solve the nonlinear equation S(p0, 0) = 0. The Jacobian of the restriction
of S on λ = 0 is given to hybrj and must be invertible. Note that for λ = 0, both
regularizations represent the same problem and so the solutions are similar.
If the interior Ω˚ ⊂ Rn × (0, 1) of the domain Ω is made only of regular points
of S and if the restriction of S on λ = 0 is a submersion, i.e.
rankS′(p0, λ) = n, (p0, λ) ∈ Ω˚,
rank
∂S
∂p0
(p0, λ)|λ=0 = n, p0 ∈ R
n,
then as a consequence, the level set {S = 0} is a one-dimensional submanifold
of Rn+1 called the path of zeros, starting from λ = 0 to λ = λf < 1. For any
r = (p0, λ) ∈ Ω, dim kerS
′(r) = 1 so one can define the (tangent) vector T (r) as
being the unique — up to orientation — unit vector in the kernel. The orientation
is chosen so that the nonvanishing determinant
det
[
S′(r)
tT (r)
]
has constant sign on each connected component of Ω. This provides a parametriza-
tion by arclength of the connected components of {S = 0} which are computed by
integrating the following differential equation (with ′ = d/ds):
r′(s) = T (r(s)), r(0) = r0 ∈ {S = 0},
with r0 =(p0, 0) obtained by a first shooting. Unlike well-known prediction-
correction methods, see Ref. 1, we merely follow the path of zeros by integrating the
differential system with a high order Runge–Kutta scheme, without any correction.
The solution at λf should be an approximation of the solution of the contrast prob-
lem, in order to identify the structure of the control and to initialize the multiple
shooting method described in the next part.
The main issue here is to accurately compute the Jacobian of the homotopic
function. In this case we have S of the form S(p0, λ) = b(z(tf , x0, p0, λ)) = b(zf ),
with b : R2n → Rn and z = (x, p). The derivative b′(z) is computed in the HamPath
code by Automatic Differentiation. The derivative ∂p0z(tf , x0, p0, λ) is the solution
at tf of the Jacobi equation:
δz˙ =
∂H
∂z
(z(t), λ)δz, (4.1)
with the initial value δz(0) = (0, In) ∈ R
2n×n. In a same way, the partial derivative
with respect to the homotopic parameter λ, ∂λz(tf , x0, p0, λ), is the solution at
tf of:
δz˙ =
∂H
∂z
(z(t), λ)δz +
∂H
∂λ
(z(t), λ),
with the initial value δz(0) = 0 ∈ R2n. Again HamPath uses automatic differenti-
ation to compute H, ∂zH and ∂λH.
4.2. Multiple shooting and homotopy in the bang-singular case
Assume to simplify that the optimal solution of the contrast problem (i.e. at λ = 1)
is made of a single BS-sequence and let us denote by t1, 0 < t1 < tf , the switching
time between the regular arc and the singular arc. By construction, z(t), t ∈ [0, tf ]
is a concatenation of the integral curve of H joining z(0) and z1 = z(t1), where
u(t) = 2pi sgnHG(z(t)) and of the integral curve of Hs starting at z1, where z1
must satisfy Eq. (3.6). Let us denote by z˜(·, z1, t1), z˜ = (x˜, p˜) the singular extremal
starting at z(t1) = z1.
We can define the function which maps (p0, t1, z1) to the boundary conditions,
to Eq. (3.6) and to the matching conditions z(t1, x0, p0) = z1. This leads to the
multiple shooting function, see Refs. 8 and 17:
S : R3n+1 → R3n+1


p0
t1
z1

 7→


HG(z1)
H˙G(z1)
z(t1, x0, p0)− z1
x˜1(tf , z1, t1)
〈x˜2(tf ) | p˜2(tf )〉 − |x˜2(tf )|
2


,
which is of the form S(p0, t1, z1) = b(t1, z1, z(t1, x0, p0), z˜(tf , z1, t1)). We again use
a Newton type algorithm to solve the nonlinear equation S(p0, t1, z1) = 0. We
need the Jacobian of S, which is quite different from the smooth case. The partial
derivatives of b are more intricate than before and are computed again using Auto-
matic Differentiation. As in the smooth case, ∂p0z(t1, x0, p0) and ∂z1 z˜(tf , z1, t1) are
solutions of the Jacobi equations (4.1), respectively with the Hamiltonian vector
fields H and Hs. Then ∂t1z(t1, x0, p0) is simply equal to H(z(t1, x0, p0)) and finally
∂t1 z˜(tf , z1, t1) is the solution at tf of:
δz˙ =
∂Hs
∂z
(z(t, z1, t1))δz,
with the initial value δz(t1) = −Hs(z1) ∈ R
2n.
Up to this point, the final time tf was fixed. One important problem is to study
the behavior of the solutions regarding the parameter tf . This is done by changing
the parametrization of our problem so that our new time t¯ is in [0, 1]. One can
introduce tf · t¯ = t which leads to consider tf as a homotopic parameter. The
Hamiltonians are multiplied by tf and we have a one-parameter family of multiple
shooting equations of the form S(p0, t¯1, z1, tf ), t¯1 = t1/tf , which can be solved by
continuation techniques presented in Sec. 4.1.
4.3. Second-order sufficient optimality conditions
The second order sufficient conditions of optimality are related to the concept of
conjugate point. According to Definition 3.2, a time tc ∈ (t1, tf ], is a conjugate time
if there exists a Jacobi field δz(·) = (δq(·), δp(·)), semi-vertical at t1 and tc. Hence,
a Jacobi field along a singular extremal, semi-vertical at t1 must satisfy these three
conditions:
(i)
dHG(z(t1)) · δz(t1) = −δz1 · py1 + δy1 · pz1 − δz2 · py2 + δy2 · pz2
− z1 · δpy1 + y1 · δpz1 − z2 · δpy2 + y2 · δpz2
= 0
d{HF , HG}(z(t1)) · δz(t1) = −δ1 · δz1 · py1 − δ1 · δy1 · pz1 − δ2 · δz2 · py2
− δ2 · δy2 · pz2 + (γ1 − δ1 · z1) · δpy1 − δ1 · y1 · δpz1
+(γ2 − δ2 · z2) · δpy2 − δ2 · y2 · δpz2
= 0;
(ii) δx(t1) ∈ vect{G(x(t1))};
(iii) p(t1)δp(t1) = 0 (linearization of |p(t1)| = 1 which breaks the homogeneity in
(p0, p)), which means [01×n
tp(t1)] · δz(t1) = 0.
The second condition can be rewritten as follows. Since G(x(t1)) is nonzero, there
exists A ∈ L(Rn,Rn−1) of maximal rank (n − 1) such as vect{G(x(t1))} = kerA
(A ∈ Rn−1×n is formed by the vectors of a basis of {G(x(t1))}
⊥); let us denote
B = [A 0n−1×n] ∈ L(R
2n,Rn−1), then δx(t1) ∈ vect{G(x(t1))} is equivalent to
B · δz(t1) = 0.
Finally if we denote by C the matrix:
C =


01×n
tp(t1)
dHG(z(t1))
d{HF , HG}(z(t1))
B

 ∈ R(n+2)×2n,
then all the three conditions are C · δz(t1) = 0. Under our assumptions C is of
maximal rank, then it has a kernel of dimension 2n− (n+2) = n−2, which defines
two Jacobi fields δzi(t) = (δxi(t), δpi(t)), i = 1, 2, if n = 4.
A time tc > t1 is a conjugate time if we have the following rank condition:
rank{δx1(z(tc)), δx2(z(tc)), G(x(tc))} < 3.
Using assumption (A3), this is equivalent to:
det{δx1(z(tc)), δx2(z(tc)), G(x(tc)), F (x(tc))} = 0. (4.2)
5. Numerical Results in the Case of Blood Samples
5.1. Comparison of the two homotopies
When λ is equal to zero, the two homotopies coincide; remarkably, both are
initialized by using a trivial guess for the unknown initial adjoint state, p0 =
5e − 2 × (1, 1, 1, 1). The solution Fig. 3 for λ = 0 is obtained with an error of
10−14 on the norm of the shooting function. The path of zeros is then followed up
to some λf < 1, revealing the BS structure of the control (see Figs. 4 and 5). The
evolution of the contrast along the path is given Fig. 6. The path itself is repre-
sented in Fig. 7. All results of this subsection and the following are obtained for
tf fixed to 1.1 times the minimum time of the single spin system with the same
boundary conditions as spin No. 1.
5.2. Resolution of the contrast problem
The value obtained at λf < 1 for each homotopy is a candidate as initial guess
for the multiple shooting when one assumes the BS structure. One also needs to
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
y1
z 1
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
y2
z 2
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
t
u
Fig. 3. (Color online) Solution for λ = 0 (tf = 1.1×min tf ). Trajectories for spin 1 and 2 in the
(y, z)-plane are portrayed in the first two subgraphs. In each subgraph, the solution associated
with the L2-homotopy (resp. L2−λ) is the dashed red line (resp. black line). The corresponding
controls are drawn in the rightmost subgraph. For λ = 0, the two homotopies define the same
problem, so trajectories and controls are identical for both.
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
t
u
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
t
u
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
t
u
Fig. 4. (Color online) Controls for λ = 0.5, 0.8, 0.9 (tf = 1.1 ×min tf ). In each subgraph, the
solution associated with the L2-homotopy (resp. L2−λ) is the dashed red line (resp. black line).
As λ → 1, the BS structure is numerically revealed for by the L2−λ-homotopy. It is less visible
for the L2-homotopy.
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Fig. 5. (Color online) Solutions for λf < 1 (tf = 1.1 × min tf ). Trajectories and controls as in
Fig. 3. In the L2 case, λf = 0.99; in the L
2−λ case, λf = 0.92.
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Fig. 6. (Color online) Contrast along the path (tf = 1.1×min tf ). The contrast at the final state
is evaluated for each homotopy as λ ranges [0, λf ]. The value associated with the L
2-homotopy
(resp. L2−λ) is the dashed red line (resp. black line). Although it is not clear whether the contrasts
associated with each of the two homotopies converges to the same value as λ→ 1 (see also Fig. 7),
the corresponding solutions allow to initialize the resolution for λ = 1 and lead then to the same
solutions of the contrast problem (see Sec. 5.2).
initialize the unknown junction time t1 between the bang and singular arc. A whole
range of initializations is considered as illustrated by Fig. 8. These various initial-
izations lead to three different solutions (see Figs. 9–11), no matter the homotopy
chosen to initialize p0. The influence of the initial guess for t1 on the result is dis-
cussed Fig. 12. The error on the norm of the shooting function is at most equal to
10−10 for any solution.
5.3. Influence of the final time
Given that the initial point is a stationary point, the constrast is an increasing
function of tf acting as a parameter. Indeed, applying a zero control at t = 0 leaves
the system in its initial state so there is an inclusion of admissible controls between
problems when the final time is increased (and the bigger the set of controls, the
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Fig. 7. (Color online) Path of zeros (tf = 1.1 × min tf ). For each component of the unknown
initial costate, the path associated with the L2-homotopy (resp. L2−λ) is the dashed red line
(resp. black line). The main differences when λ→ 1 are observed on py2 and pz2 .
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Fig. 8. (Color online) Discretization of the time interval to define initial guesses for t1 (tf =
1.1 ×min tf ). The initializations of the unknown junction time t1 from the bang to the singular
arc are chosen in the subinterval [0.005, 0.2]. This heuristic choice is related to the structure of the
control for λf (here, the control obtained for the L
2−λ homotopy is portrayed). The corresponding
initialization for z1 = z(t1) is obtained by merely integrating the dynamics for λf .
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Fig. 9. (Color online) Contrast problem, solution No. 1 with contrast 0.411 (tf = 1.1×min tf ).
Trajectories for spin 1 and 2 in the (y, z)-plane are portrayed in the first two subgraphs. The
corresponding BS control is drawn in the rightmost subgraph.
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Fig. 10. (Color online) Contrast problem, solution No. 2 with contrast 0.426 (tf = 1.1×min tf ).
Trajectories for spin 1 and 2 in the (y, z)-plane are portrayed in the first two subgraphs. The
corresponding BS control is drawn in the rightmost subgraph.
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Fig. 11. (Color online) Contrast problem, solution No. 3 with contrast 0.449 (tf = 1.1×min tf ).
Trajectories for spin 1 and 2 in the (y, z)-plane are portrayed in the first two subgraphs. The
corresponding BS control is drawn in the rightmost subgraph.
larger the maximum contrast). Whereas the branch Nos. 1 and 2 generated by
the solutions for tf = 1.1 × min tf provide local but not global minima, it is not
possible to decide whether branch 3 corresponds to global minimizers. Accordingly,
even branch 3 only provides a lower bound for the value function (see Fig. 13).
Having increasing bounded (by one, which is the maximum possible contrast given
the final condition on spin No. 1) functions, it is natural to expect asymptotes
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Fig. 12. (Color online) Influence of the initial guess for t1 on the contrast solution (tf = 1.1 ×
min tf ). For each value of the initial guess on the x-axis, the solution for t1 is plotted when
convergence is obtained. The initial costate p0 is either initialized by the solution for λf of the
L2−λ-homotopy (L.H.S.), or the L2-homotopy (R.H.S.). It is clear from Figs. 9, 10, 11, that the
smaller t1, the better the contrast: Solution Nos. 1, 2, 3 are obtained for t1 = 0.17, 0.11 and 0.024,
respectively.
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Fig. 13. (Color online) Evolution of the contrast with respect to the final time. On the left, the
contrast increases as tf is varied up to two times the minimum time of the one spin system for
solution No. 1 (red line), 2 (blue) and 3 (black line). For tf > 1.3× min tf , the asymptotic value
on each branch of solutions is almost reached (up to 99.5% of the maximal contrast). Moreover,
although the costs associated with branch Nos. 1 and 2 are indiscernible past such final times,
the strategies still differ as illustrated on the rightmost subgraph (see also Figs. 18 and 19).
At 1.244 × min tf , the costs cross and then tend to the same value for larger tf . On the right,
the evolution of the junction time t1 is portrayed for each branch of solution. On one hand, for
tf ≃ 1.244×min tf , the values of t1 still differ between branch Nos. 1 and 2. This difference tends
to vanish for larger tf . On the other hand, t1 → 0 on branch 3 as tf grows, entailing that the
bang arc tends to disappear.
on each branch. The numerical simulations indicate that the limit value on the
three branches is almost reached past tf ≃ 1.3 × min tf . For large enough final
times, solutions 1 and 2 coincide for symmetry reasons (see Figs. 18–19) while
the bang arc tends to disappear on solution 3 (see Fig. 20). Conversely, a BSBS
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Fig. 14. (Color online) The minimal distance between the singular control along the trajectory
and the upper bound 2pi with respect to the normalized final time, for solution No. 1 (red line),
2 (blue) and 3 (black line). The distance tends to 0 when tf decreases. When it is 0, the singular
control is saturating and another bang arc is required. For solutions Nos. 1 and 2, the distance is
0 for tf greater than min tf . On the other hand, for solution No. 3 the distance tends to 0 as tf
tends to min tf and the BSBS-sequence of the single spin case is revealed (see Fig. 18).
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Fig. 15. (Color online) Solution No. 1 (tf = 1.07 × min tf ). Trajectories for spin 1 and 2 in
the (y, z)-plane are portrayed in the first two subgraphs for solution No. 1. The corresponding
control is drawn in the rightmost subgraph. As tf → min tf , the BSBS structure is revealed as
the singular subarc comes closer to saturating the constraint |u| ≤ 2pi.
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Fig. 16. (Color online) Solution No. 2 (tf = 1.03×min tf ). Same as Fig. 15.
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Fig. 17. (Color online) Solution No. 3 (tf = 1.000004 ×min tf ). Same as Fig. 15.
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Fig. 18. (Color online) Solution Nos. 1 and 2 (tf = 1.244 × min tf ). Trajectories for spin 1
and 2 in the (y, z)-plane are portrayed in the first two subgraphs for solution No. 1 (red line)
and 2 (blue line). The corresponding controls are drawn in the rightmost subgraph. Despite the
small difference between the durations of the bang arcs, the difference in strategies is clear and
associated with a symmetry of the system.
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Fig. 19. (Color online) Solution Nos. 1 and 2 (tf = 2×min tf ). Trajectories for spin 1 and 2 in
the (y, z)-plane are portrayed in the first two subgraphs for solution No. 1 (red line) and 2 (blue
line). The corresponding controls are drawn in the rightmost subgraph. The durations of the bang
arcs are equal and the singular controls are opposite. The singular trajectories are symmetrical
with respect to the z-axis.
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Fig. 20. (Color online) Solution No. 3: tf = 1.5×min tf (dashed line) and tf = 2×min tf (filled
line). Trajectories for spin 1 and 2 in the (y, z)-plane are portrayed in the first two subgraphs for
solution No. 3. The corresponding control is drawn in the rightmost subgraph. The trajectories
are superimposed but not the controls. The bang arc tends to disappear and the singular control
makes the particles resting at the initial point close to the north pole during more time.
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Fig. 21. (Color online) Path of zeros for the continuation on the final time. For each component
of the unknown initial costate, branches associated with solution No. 1 (red line), 2 (blue line) and
3 (black line) are portrayed. The convergence of branches 1 and 2 is observed as tf increases, in
coherence with the convergence on t1 detailed Fig. 13. The only persisting difference with branch
No. 3 comes from the py2 and pz2 components of the initial adjoint state.
structure seems to be revealed on the third branch as tf → min tf (see Figs. 14–17).
The corresponding three paths of zeros are represented on Fig. 21. Second order
condition checks are also performed along branch 3 as illustrated Fig. 22, ensuring
local optimality by virtue of Theorem 3.2.
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Fig. 22. Second order sufficient condition check on branch No. 3. The rank condition resulting
from Theorem 3.2 is evaluated for several values of the ratio tf/min tf in (1, 1.15] for the branch of
solutions No. 3 that provide the best contrast. On the left, for each tf , the curve is reparametrized
so that the final time corresponds to the abscissa 1; the determinant associated with the rank
condition is plotted, so there is a conjugate time whenever it vanishes. One observes that con-
jugate times on each extremal are located after the (normalized to 1) final time, ensuring local
optimality of the trajectory. On the right, the determinant test is confirmed using a singular value
decomposition on the associated matrix. The smallest singular value is plotted.
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Fig. 23. (Color online) Contrast problem in the fluid/water case, solution BSBS with contrast
0.783 for a transfer time tf = 1.5 × min tf . Trajectories for spin 1 (i.e. cerebrospinal fluid with
T1 = 2000ms and T2 = 200ms) and spin 2 (i.e. water with T1 = 2500ms and T2 = 2500ms) in
the (y, z)-plane are portrayed in the first two subgraphs. The corresponding control is drawn in
the rightmost subgraph.
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Fig. 24. (Color online) Contrast problem in the blood case, solution BSBSBS with contrast 0.484
for a transfer time tf = 1.5×min tf , from continuation from the fluid/water case. Trajectories for
spin 1 (i.e. deoxygenated blood with T1 = 1350ms and T2 = 50ms) and spin 2 (i.e. oxygenated
blood T1 = 1350ms and T2 = 200ms) in the (y, z)-plane are portrayed in the first two subgraphs.
The corresponding control is drawn in the rightmost subgraph.
6. Conclusion
In this paper, we have presented the geometric optimal methods combined with
numerical adapted schemes implemented in the HamPath code which lead to cal-
culate the optimal control in the NMR-imaging techniques for the blood sample
case. Restricting to a single control field, a contrast of 0.466 was obtained for a BS-
sequence and a transfer time of 1.5×min tf , where min tf is the minimum time to
drive the first spin to zero magnetization. This gives a local optimum with respect
to all solutions contained in a tubular neighborhood of the singular arc.
The same techniques can be applied to other cases, e.g. cerebrospinal fluid/water
samples. In the analysis presented in this paper, the continuation method is applied
to regularize the Mayer problem to Bolza and a second continuation concerns the
transfer time. Similarly a continuation method can be made on the relaxation
parameters to study the different cases.
As a conclusion, to illustrate the extension of the approach we present a numer-
ical result. A BSBS-sequence, see Fig. 23, is computed thanks to the regularization
process in the cerebrospinal fluid/water case and a continuation is made towards
the blood case which leads to a change of the structure in BSBSBS, see Fig. 24, and
provides a contrast of 0.484 for the 3BS-sequence for a transfer time of 1.5×min tf
versus 0.466 for a BS-sequence of the blood case analyzed in this article.
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