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Let k, ` be positive integers. Let G be a graph of order k`. It is shown that if G is a complete
multipartite graph, G has a vertex partition V (G) = V1 ∪ V2 ∪ · · · ∪ V` such that for some
pair of graphs H1 and H2 of order k, the subgraph of G induced by Vi is isomorphic to H1 or
H2 for any iwith 1 ≤ i ≤ `. Furthermore, for graphs not necessarily complete multipartite,
similar problems are discussed.
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1. Introduction
In this paper, a graph is finite and undirected with no multiple edge or loop. For a graph G, we denote the vertex set and
the edge set of G by V (G) and E(G). Let r be a positive integer. If a graph G has a vertex partition V (G) = A1 ∪ A2 ∪ · · · ∪ Ar
such that E(G) = ∪1≤i<j≤r{uv : u ∈ Ai, v ∈ Aj}, G is called a complete r-partite graph. For a complete r-partite graph G,
we call each Ai a partite set of G for 1 ≤ i ≤ r . G is called a complete multipartite graph if G is a complete r-partite graph
for some r with r ≥ 1. Let G be a complete r-partite graph such that the order of its partite sets are a1, a2, . . . , ar . Then G is
denoted as Ka1,a2,...,ar . We also write K...,at ,..., if a graph has t partite sets of order a. For a vertex set U of a given graph G, the
subgraph of G induced by U is denoted as 〈U〉G.
Let G be a complete multipartite graph. Our aim is to find a vertex partition V (G) = V1 ∪ · · · ∪ V` of G such that G is
partitioned as equally as possible.
The following results are known.
Theorem A ([4,6]). Let k ≥ 2. Let n ≥ 2k+min{r : k ≤ cr}, where c0 = 1, c1 = 4 and cr = cr−1 + cr−2 + 2r + 1 for r ≥ 2.
Then any complete multipartite graph G of order n has a vertex partition V (G) = V0 ∪ V1 ∪ V2 such that there exists a graph H
of order k satisfying that 〈Vi〉G is isomorphic to H for i = 1, 2. 
Theorem B ([6]). Let k, ` ≥ 2. Let ` ≥ k − 2 and n ≥ (k + 1)` − 1. Then any complete multipartite graph G of order n has a
vertex partition V (G) = V0 ∪ V1 ∪ · · · ∪ V` such that there exists a graph H of order k satisfying that 〈Vi〉G is isomorphic to H for
1 ≤ i ≤ `. 
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Remark 1. In [4,6], Theorems A and B are expressed in ‘‘colored sets’’ instead of complete multipartite graphs. Let X be a
finite set. Let ϕ be a function from X to the set of positive integersN, which is considered as a set of colors.We call an ordered
pair (X, ϕ) a colored set. Let (X1, ϕ1) and (X2, ϕ2) be colored sets. We say that (X1, ϕ1) is equivalent to (X2, ϕ2) if there exists
a permutation σ ofN such that |ϕ−11 (i)| = |ϕ−12 (σ (i))| for any i ∈ N. For a colored set (X, ϕ), let ai be the cardinality of the ith
colored class ϕ−1(i). If ai = 0 for i > r with some positive integer r , a colored set (X, ϕ) can be expressed as (a1, a2, . . . , ar).
Under the notations above, a colored set (a1, a2, . . . , ar) corresponds to a complete multipartite graph Ka1,a2,...,ar .
Before closing the section, let us note some more terminology used in the following sections. A complete graph of order
n is denoted by K n. The complement of a given graph G is denoted by G. Let G, H be two graphs. The join G + H of G and H
is a graph such that V (G+ H) = V (G) ∪ V (H) and E(G+ H) = E(G) ∪ E(H) ∪ {xy : x ∈ V (G), y ∈ V (H)}.
2. Main results
In the vertex partition of Theorems A and B in Section 1, V0 is the set of remaining vertices. In this paper, we study the
vertex partition without a set of remaining vertices. Our main theorem is as follows.
Theorem 1. Let k, ` be positive integers. Let G be a complete multipartite graph of order n = k`. Then there exists a vertex
partition V (G) = V1 ∪ · · · ∪ V` such that for some pair of graphs H1 and H2 of order k, 〈Vi〉G is isomorphic to H1 or H2 for
1 ≤ i ≤ `.
Remark 2. The theoremmay be considered as a result for a coin problem. Given two integers k and `, a number k` of coins
are arbitrarily arranged in an unordered collection of piles. A move consists of taking k coins from the piles. The type of a
move is defined as the number of coins you take away from each pile sorted as a vector. Theorem 1 shows that it is always
possible to remove all the coins with only two types of moves.
The essential part of Theorem 1 is contained in the following proposition.
Proposition 2. Let k, ` be positive integers. Let G be a complete multipartite graph of order n = k` such that there exist at least
two partite sets of G having at least ` vertices. Then there exists a vertex partition V (G) = V1 ∪ · · · ∪V` such that for some graph
H of order k, 〈Vi〉G is isomorphic to H for 1 ≤ i ≤ `− 1.
The proof of Proposition 2 is shown in Section 4. Now let us prove Theorem 1 from Proposition 2.
Proof of Theorem 1. Let G be Ka1,a2,...,ar with a1 ≥ a2 ≥ · · · ≥ ar > 0. Let Ai denote the ith partite set of G. If a2 ≥ `, then
Proposition 2 implies the conclusion of the theorem. Hence, we may assume a2 < `. We will construct a vertex partition
V (G) = V1 ∪ · · · ∪ V` so that vertices of each partite set Ai are contained in Vj’s as equitable as possible. Let s0 = 0 and
si = a1 + · · · + ai for 1 ≤ i ≤ r . Let us denote the vertices of G as v1, v2, . . . , vn such that Ai = {vj : si−1 < j ≤ si}
for 1 ≤ i ≤ r . For 1 ≤ j ≤ `, we define Vj as {vi : i ≡ j(mod `)}. Then it is not difficult to see that 〈Vj〉G turns out to be
isomorphic to Kb,1k−b , where b = ba1/`c or da1/`e. Hence, the vertex partition is a desired one. 
The paper is arranged as follows. In Section 3, we discuss analogous problems for general graphs. In Section 4, we prove
Proposition 2.
3. Vertex partition of general graphs
Our main results focus on complete multipartite graphs. In this section, we consider analogous problems about vertex
partitions of general graphs.
Burr et al. proved the following result, which is one of the most famous theorems on graph Ramsey theory.
Theorem C ([3]). Let ` ≥ 2 and n ≥ 5`. Then every graph G of order n has a vertex partition V (G) = V0 ∪ V1 ∪ · · · ∪ V` such
that 〈Vi〉G ∼= K 3 for 1 ≤ i ≤ ` or 〈Vi〉G ∼= K 3 for 1 ≤ i ≤ `. 
For a positive integer k, a diagonal Ramsey number R(k) is defined as the smallest integer n such that every graph of order
n contains K k or K k as a subgraph.
Theorem D ([1,2]). Let k ≥ 2. Let ` be a sufficient large integer depending on k. Let n ≥ (2k− 1)`+ R(k− 1)− 2. Then every
graph G of order n has a vertex partition V (G) = V0 ∪ V1 ∪ · · · ∪ V` such that 〈Vi〉G ∼= K k for 1 ≤ i ≤ ` or 〈Vi〉G ∼= K k for
1 ≤ i ≤ `. 
On the other hand, there exists another variation of Theorem C.
Theorem E ([5]). There exists a constant c satisfying that every graph G of order at least (14/3)` + c has a vertex partition
V (G) = V0 ∪ V1 ∪ · · · ∪ V` such that for some graph H of order 3, 〈Vi〉G ∼= H for 1 ≤ i ≤ `. 
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In the following, we consider a partition of the vertices into equal size. Firstly, we prove a lemma by using a simple
probabilistic argument.
Lemma 3. Let n and k be positive integers with n < 2(k+1)/4. Then there exists a graph G of order n such that for any pair of
mutually disjoint vertex sets S, T of G of order k, 〈S〉G is not isomorphic to 〈T 〉G.
Proof. Let G ∈ G(n, 1/2), a random graph of order nwith the edge probability 1/2. Let S and T be a pair of mutually disjoint
subsets of order k of V (G). Let S = {x1, . . . , xk} and T = {y1, . . . , yk}. Then we have
Pr[〈S〉G ∼= 〈T 〉G]
= Pr[there exists a permutation σ of {1, 2, . . . , k} such that 〈xi, xj〉G ∼= 〈yσ(i), yσ(j)〉G for any 1 ≤ i < j ≤ k]
≤ k!
2
(
k
2
) .
Therefore, we have
Pr[there exists a pair of disjoint subsets S, T ⊂ V (G) of order k such that 〈S〉G ∼= 〈T 〉G]
≤ 1
2
(n
k
)(n− k
k
)
k!
2
(
k
2
)
≤ n
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+1
<
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+k
= 1.
This implies that there exists a graph G of order n such that there is no pair of disjoint subsets S, T ⊂ V (G) of order k with
〈S〉G ∼= 〈T 〉G. 
Corollary 4. If ` < 2(k+1)/4/k, then there exists a graphGof order n = k` such that for every vertex partition V (G) = V1∪· · ·∪V`
with |Vi| = k for 1 ≤ i ≤ `, 〈Vi〉G 6∼= 〈Vj〉G for 1 ≤ i < j ≤ `.
If ` is large enough with respect to k, we have the following result. For a graph H , let R(H) denote the diagonal Ramsey
number, which is defined as the minimum integer s such that for any graph G of order s, G or G contains H as a subgraph.
Proposition 5. Let k ≥ 3. Then there exists a positive integer L depending on k such that if ` ≥ L, every graph G of order n = k`
has a vertex partition V (G) = V1 ∪ · · · ∪ V` such that (1) 〈Vi〉G ∼= K k or K k or K1,k−1 for 1 ≤ i ≤ `, or (2) 〈Vi〉G ∼= K k or K k or
K1,k−1 for 1 ≤ i ≤ `.
Proof. Let c be a positive integer such that c ≥ R(K k)− k and c ≡ 0(mod k). Let us take L such that L ≥ R(cK 2k−1)/k. Let G
be a graph with k` vertices. Firstly, let us take c multiple copies of K 2k−1 or c multiple copies of K 2k−1 from G. By symmetry,
we may assume we can take cK 2k−1 from G. Let S1, . . . , Sc be the vertex sets of K 2k−1. Let W1 = V (G) \ (S1 ∪ · · · ∪ Sc).
Secondly, let us take multiple copies of K k or K k from 〈W1〉G until the number of remaining vertices W2 is exactly c . Let
W2 = {w1, . . . , wc}. For 1 ≤ i ≤ c , let us take Ti = Si ∪ {wi}. Let ni = |N(wi) ∩ Si|, where N(wi) denotes the set of
neighbours ofwi. If ni ≥ k, then 〈Ti〉G can be partitioned into 2K k. If ni < k, then 〈Ti〉G can be partitioned into K k and K1,k−1.
Hence, we have a vertex partition V (G) = V1 ∪ · · · ∪ V` with 〈Vi〉G ∼= K k or K k or K1,k−1 for 1 ≤ i ≤ `. This completes the
proof. 
The following proposition claims that Proposition 5 is best possible in a sense.
Proposition 6. Let k ≥ 3. Then there exists a positive integer L depending on k such that for any ` ≥ L, there exists a graph of
order k` such that for any vertex partition V (G) = V1∪ · · ·∪V`, there exists a triple of indices α, β , γ with 1 ≤ α < β < γ ≤ `
satisfying that 〈Vα〉G, 〈Vβ〉G, 〈Vγ 〉G are not isomorphic to each other.
Proof. There are two cases depending on k.
Case 1. k = 3.
Put L = 14. Let ` ≥ L. Let s, t be a pair of positive integers with s + t + 4 = 3` and ` + 5 ≤ s ≤ 2` − 9. Note that
`+ 5 ≤ t ≤ 2`− 9. We define a graph G of order 3` as follows.
V (G) = {v} ∪ X ∪ Y ∪W , where |X | = s, |Y | = t and |W | = 3.
E(G) = {vw : w ∈ W } ∪ {vy : y ∈ Y } ∪ {xy : x ∈ X, y ∈ Y } ∪ {x1x2 : x1, x2 ∈ X, x1 6= x2}.
Let V (G) = V1 ∪ · · · ∪ V` be a vertex partition with |Vi| = 3 for 1 ≤ i ≤ `. We may assume v ∈ V1.
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Claim 1. 〈V1〉G ∼= K1,2 or K1,2.
Firstly, suppose that 〈V1〉G ∼= K 3. Since the neighbours of v are Y ∪W, we have V1 \ {v} ⊂ Y ∪W. But there is no edge in
Y ∪W, we have 〈V1〉G ∼= K1,2, a contradiction. Secondly, suppose that 〈V1〉G ∼= K 3. Again, since the neighbours of v are Y ∪W,
we have V1 \ {v} ⊂ X. But all the vertices in X are linked to each other, we have 〈V1〉G ∼= K1,2, a contradiction.
Let us choose a vertex w ∈ W \ V1. We may assume w ∈ V2. Since there is no edge joining w to X ∪ Y ∪ W, we have the
following claim.
Claim 2. 〈V2〉G ∼= K 3 or K1,2.
Let us define a set of indices I ⊂ [1, `] such that I = {i ∈ [1, `] : Vi ⊂ X ∪ Y }. Let X1 = X ∩ (∪i∈I Vi) and Y1 = Y ∩ (∪i∈I Vi).
Claim 3. 〈Vα〉G ∼= K 3 for some α ∈ I .
We have
|X1|
|X1 ∪ Y1| ≥
s− 8
s+ t − 8
≥ `− 3
3(`− 4)
>
1
3
.
Hence, there exists an α ∈ I such that |Vα ∩ X1| ≥ 2. It follows that 〈Vα〉G ∼= K 3.
Claim 4. 〈Vβ〉G ∼= K 3 or K1,2 for some β ∈ I .
We have
|Y1|
|X1 ∪ Y1| ≥
t − 8
s+ t − 8
≥ `− 3
3(`− 4)
>
1
3
.
Hence, there exists a β ∈ I such that |Vβ ∩ Y1| ≥ 2. It follows that 〈Vβ〉G ∼= K 3 or K1,2.
By the claims from Claims 1–4, at least three subgraphs of 〈V1〉G, 〈V2〉G, 〈Vα〉G and 〈Vβ〉G are not isomorphic to each other,
as required.
Case 2. k ≥ 4.
Put L = 2k+ 2. Let ` ≥ L. Let s, t be a pair of positive integers with s+ t + 2 = k` and `+ 2k− 3 ≤ t ≤ 2`− 5. Note
that (k− 2)`+ 3 ≤ s ≤ (k− 1)`− 2k+ 1. We define a graph G of order k` as follows.
V (G) = {v} ∪ X ∪ Y ∪ {w}, where |X | = s, |Y | = t.
E(G) = {vy : y ∈ Y } ∪ {xy : x ∈ X, y ∈ Y } ∪ {x1x2 : x1, x2 ∈ X, x1 6= x2}.
Suppose to a contradiction that there exists a pair of graphs H1 and H2 of order k and there exists a vertex partition
V (G) = V1 ∪ · · · ∪ V` such that 〈Vi〉G ∼= H1 or 〈Vi〉G ∼= H2 for 1 ≤ i ≤ `. We may assume v ∈ V1. Let us define a set
of indices I ⊂ [1, `] such that I = {i ∈ [1, `] : Vi ⊂ X ∪ Y }. Let X1 = X ∩ (∪i∈I Vi) and Y1 = Y ∩ (∪i∈I Vi).
Claim 5. 〈Vα〉G ∼= K k for some α ∈ I .
We have
|X1|
|X1 ∪ Y1| ≥
s− 2(k− 1)
s+ t − 2(k− 1)
≥ (k− 2)`+ 3− 2(k− 1)
k(`− 2)
= (k− 2)(`− 2)+ 1
k(`− 2)
>
k− 2
k
.
Hence, there exists an α ∈ I such that |Vα ∩ X1| ≥ k− 1. Then we have 〈Vα〉G ∼= K k.
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Fig. 1. The vertex partitions in Lemma 8 for ` = 6, α1 = 3, and α2 = 1 (left) or α2 = 4 (right). Black dots denote K 1 .
Claim 6. 〈Vβ〉G ∼= K k−c + K c for some β , c with β ∈ I , 2 ≤ c ≤ k.
We have
|Y1|
|X1 ∪ Y1| ≥
t − 2(k− 1)
s+ t − 2(k− 1)
≥ `+ 2k− 3− 2(k− 1)
k(`− 2)
= `− 1
k(`− 2)
>
1
k
.
Hence, there exists a β ∈ I such that |Vβ ∩ Y1| ≥ 2. Then we have 〈Vβ〉G ∼= K k−c + K c for some c with 2 ≤ c ≤ k.
By Claims 5 and 6, 〈V1〉G should be isomorphic to K k or K k−c + K c for some c with 2 ≤ c ≤ k. Hence, it is easy to see that
〈V1〉G ∼= K1,k−1 and V1 ⊂ {v} ∪ Y . Hence, we may assume H1 = K1,k−1 and H2 = K k. Since w 6∈ V1, we may assume w ∈ V2.
Sincew is an isolated vertex of G, we have 〈V2〉G 6∼= Hi for i = 1, 2, a contradiction. This completes the proof. 
4. Proof of Proposition 2
Let us introduce a notion useful for the proof of Proposition 2. Let ` ≥ 3. Let G be a complete multipartite graph. A
vertex partition V (G) = V1 ∪ · · · ∪ V` of G is called an `-good partition if there exists a graph H such that (1) 〈Vi〉G ∼= H or
〈Vi〉G ∼= H + K 1 for 1 ≤ i ≤ `− 1, and (2) |V`| ≤ |V (H)|, where H is permitted to have no vertex. A complete multipartite
graph G is called `-good if G admits an `-good partition. Note that the order of G is not necessarily a multiple of ` for `-
goodness. On the other hand, if the order of G is a multiple of `, then G turns out to have a vertex partition satisfying the
conclusion of Proposition 2.
Lemma 7. Let G be a complete multipartite graph with k` vertices. If G is `-good then there exists a graph H of order k and there
exists a vertex partition V (G) = V1 ∪ · · · ∪ V` such that 〈Vi〉G ∼= H for 1 ≤ i ≤ `− 1.
Proof. Let V (G) = W1 ∪W2 ∪ · · · ∪W` be an `-good partition of G. Then there exists a graph H0 with h0 = |V (H0)| such
that (1) 〈Wi〉G ∼= H0 or 〈Wi〉G ∼= H0 + K 1 for 1 ≤ i ≤ `− 1, and (2) |W`| ≤ h0. Since
k` ≤ (h0 + 1)(`− 1)+ h0
= (h0 + 1)`− 1,
we have k ≤ h0. Hence, we can take a subgraph H of H0 with k vertices, and we can take Vi ⊂ Wi such that 〈Vi〉G ∼= H for
1 ≤ i ≤ `− 1. 
The following lemma plays a key role for the proof.
Lemma 8. Let G be a complete multipartite graph with partite sets A1, . . . , As. Let V (G) = X1 ∪ X2 be a vertex partition of G
such that every partite set Ai is a subset of X1 or X2. Let Gi = 〈Xi〉G for i = 1, 2. If both G1 and G2 are `-good, then G is `-good.
Proof. Let i = 1, 2. Since Gi is `-good, we may assume that there exist a graph Hi, an index αi with 1 ≤ αi ≤ ` − 1, and a
vertex partition V (Gi) = Xi,1 ∪ · · · ∪ Xi,` such that (1) 〈Xi,j〉G ∼= Hi for 1 ≤ j ≤ αi and 〈Xi,j〉G ∼= Hi + K 1 for αi < j ≤ `− 1,
and (2) |Xi,`| ≤ |V (Hi)| for i = 1, 2. Now, let us define Vj = X1,j ∪ X2,`−j for 1 ≤ j ≤ `− 1 and V` = X1,` ∪ X2,` (See Fig. 1.). If
α1+α2 ≤ `−1, let H = H1+H2, and if α1+α2 ≥ `, let H = H1+H2+K 1. Then, by a vertex partition V (G) = V1∪· · ·∪V`,
we have (1) 〈Vi〉G ∼= H or 〈Vi〉G ∼= H + K 1 for 1 ≤ i ≤ `− 1, and (2) |V`| = |X1,`| + |X2,`| ≤ |V (H1)| + |V (H2)| ≤ |V (H)|, as
required. 
Firstly, let us deal with the case where G has only one partite set.
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Lemma 9. Let G be K a. Let q, r be two integers such that a = q(` − 1) + r with 0 ≤ r ≤ ` − 2. If a ≤ ` or r ≤ q, then G is
`-good.
Proof. Firstly, assume that a ≤ `. Let us make a vertex partition V (G) = V1 ∪ · · · ∪ V` of G such that |Vi| = 1 for 1 ≤ i ≤ a
and |Vi| = 0 for a < i ≤ `.
Secondly, assume that r ≤ q. Let us make a vertex partition V (G) = V1∪· · ·∪V` of G such that |Vi| = q for 1 ≤ i ≤ `−1
and |V`| = r .
In both cases, we have an `-good partition. 
We say that the vertex partition in the proof of Lemma 9 is a simple partition.
Secondly, let us deal with the case where G has two partite sets.
Lemma 10. Let ` ≥ 3. Let G be Ka1,a2 . If a1, a2 ≥ `+ 1, then G is `-good.
Proof. Let A1, A2 be the partite sets of G with |Aj| = aj for j = 1, 2. Put n = a1 + a2 and k = dn/`e. Note that k ≥ 3 and
(k− 1)`+ 1 ≤ n ≤ k`. Firstly, we will show that G contains (`− 1)K k−1. Indeed, we have
2∑
i=1
⌊
ai
k− 1
⌋
≥
2∑
i=1
ai − (k− 2)
k− 1
≥ n− 2(k− 2)
k− 1
≥ (k− 1)`+ 1− 2(k− 2)
k− 1
= `− 2+ 3
k− 1
> `− 2.
We choose a vertex partition V (G) = Y1 ∪ · · · ∪ Y` such that (1) 〈Yi〉G ∼= K k−1 or K1,k−1 for 1 ≤ i ≤ ` − 1, and (2) |Y`| is
minimal with respect to (1).
Case 1. 〈Yi〉G ∼= K1,k−1 for all iwith 1 ≤ i ≤ `− 1.
In this case, we have |Yi| = k for 1 ≤ i ≤ `− 1 and |Y`| = n− k(`− 1) ≤ k. Hence, the partition is `-good.
Case 2. 〈Yi〉G ∼= K k−1 for some iwith 1 ≤ i ≤ `− 1.
We may assume that 〈Y1〉G ∼= K k−1. Let us choose j such that |Y1 ∩ Aj| = k − 1 and |Y1 ∩ A3−j| = 0. By the minimum
condition of Y`, we have Y` ∩ A3−j = ∅. Indeed, otherwise pick a vertex y ∈ Y` ∩ A3−j. By shifting y from Y` to Y1, we have
〈Y1〉G ∼= K1,k−1. This implies an improved partition, a contradiction. Since a3−j ≥ ` + 1, there exists an index u such that
|Yu∩A3−j| = k−1. Wemay assume that |Y2∩A3−j| = k−1. Suppose that |Y`| ≥ k−2. Again by the minimum condition of
Y`, we have |Y2 ∩ Aj| = 1. Now, by shifting k− 2 vertices of Aj from Y` to Y2, a vertex of A3−j from Y2 to Y1 and k− 3 vertices
of A3−j from Y2 to Y`, we can complete an improved partition, a contradiction. Therefore, we have |Y`| ≤ k− 3. Hence, the
partition is `-good. 
Thirdly, let us focus on the case where G has three partite sets.
Lemma 11. Let ` ≥ 3. Let G be Ka1,a2,a3 . If a1, a2, a3 ≥ `+ 1, then G is `-good.
Before showing the proof of Lemma 11, we will prove Proposition 2 by using the previous lemmas.
Proof of Proposition 2. Let G be Ka1,a2,...,as with ai ≤ ` for 1 ≤ i ≤ t , ai ≥ ` + 1 for t < i ≤ s. For 1 ≤ i ≤ s, let
Ai be the partite sets of G with |Ai| = ai. Let Xi = Ai for 1 ≤ i ≤ t . If s ≡ t(mod 2), then let u = (t + s)/2 and let
Xi = A2i−t−1 ∪ A2i−t for t < i ≤ u. If s 6≡ t(mod 2), then let u = (t + s− 1)/2 and let Xi = A2i−t−1 ∪ A2i−t for t < i ≤ u− 1
and Xu = As−2∪As−1∪As. Then by Lemmas 9–11, all 〈Xi〉G’s are `-good. Hence, by Lemma 8, G is `-good. Finally by Lemma 7,
G has a desired partition. 
In order to prove Lemma 11, it is convenient to use the following sublemmas.
Sublemma 12. Let k ≥ 4, ` ≥ 3. Let a1, a2, a3 be positive integers such that aj ≥ ` + 1 for 1 ≤ j ≤ 3 and (k − 1)` + 1 ≤
a1 + a2 + a3 ≤ k`. Let G = Ka1,a2,a3 having partite sets Aj with |Aj| = aj for 1 ≤ j ≤ 3. Let α, β be positive integers such
that (1) α + β = k − 1 and α ≥ 2β or (2) α = k − 1 and β = 1. Suppose that G is not `-good, G contains (` − 1)Kα and
aj ≤ `α for 1 ≤ j ≤ 3. Then α 6= k− 1 and G contains (`− 1)Kα,β .
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Fig. 2. The vertex partitions in Sublemma 12. The number of the entry in columnWi and row Aj denotes |Wi ∩ Aj|. For 1 ≤ j ≤ 3, rj is |W` ∩ Aj|.
Proof. Let n = a1 + a2 + a3. Firstly, we claim that aj < (`− 1)α for 1 ≤ j ≤ 3. Suppose that aj ≥ (`− 1)α for some jwith
1 ≤ j ≤ 3. We may assume (`− 1)α ≤ a1 ≤ `α. Then by using a simple partition of A1, 〈A1〉G is `-good. On the other hand,
by Lemma 10, 〈A2 ∪ A3〉G is `-good. Then by Lemma 8, G is `-good, a contradiction.
We choose a vertex partition V (G) = W1 ∪ · · · ∪W` such that (1) 〈Wi〉G ∼= Kα or Kα,β for 1 ≤ i ≤ `− 1, and (2) |W`| is
minimal with respect to (1).
Suppose toward a contradiction that 〈Wi〉G ∼= Kα for some i with 1 ≤ i ≤ ` − 1. Without loss of generality, we may
assume that 〈W1〉G ∼= Kα and |W1 ∩ A1| = α. By the minimality of W`, we have |W` ∩ Aj| ≤ β − 1 for j = 2, 3. Since
a1 < (`− 1)α, we have |Wi ∩ A1| < α for some iwith 2 ≤ i ≤ `− 1. We may assume |W2 ∩ A2| = α (See Fig. 2.).
Case 1. |W2 ∩ A1| = 0.
If |W2 ∩ A3| = β , by shifting β vertices of A3 from W2 to W1 in advance, we may assume 〈W2〉G ∼= Kα . Hence, by
the minimality of W`, we have |W` ∩ A1| ≤ β − 1. If α = k − 1, then |W`| ≤ 3(β − 1) = 0. Therefore, the partition
is `-good, a contradiction. If α + β = k − 1, then we have |W`| ≤ 3(β − 1) ≤ α + β − 3 = k − 4. Then we have
n ≤ |W`| + (k− 1)(`− 1) < (k− 1)`, a contradiction.
Case 2. |W2 ∩ A1| = β .
We claim that |W` ∩ A1| ≤ α − β − 1. Suppose that |W` ∩ A1| ≥ α − β . Then by shifting α − β vertices of A1 fromW`
toW2, β vertices of A2 fromW2 toW1 and α − 2β vertices of A2 fromW2 toW`, we can complete an improved partition.
Hence, we have |W` ∩ A1| ≤ α − β − 1. If α = k− 1, then |W`| ≤ α − β − 1 = k− 3. Therefore, the partition is `-good,
a contradiction. If α + β = k − 1, then we have |W`| ≤ 2(β − 1) + α − β − 1 = α + β − 3 = k − 4. Then we have
n ≤ |W`| + (k − 1)(` − 1) < (k − 1)`, a contradiction. Hence, in any case, we have 〈Wi〉G ∼= Kα,β for 1 ≤ i ≤ ` − 1.
Furthermore, if α = k− 1 and β = 1, then |W`| = n− k(`− 1) ≤ k. Hence, the partition is `-good, a contradiction. 
Sublemma 13. Let k ≥ 4, ` ≥ 3. Let a1, a2, a3 be positive integers such that aj ≥ ` + 1 for 1 ≤ j ≤ 3 and (k − 1)` + 1 ≤
a1 + a2 + a3 ≤ k`. Let G = Ka1,a2,a3 having partite sets Aj with |Aj| = aj for 1 ≤ j ≤ 3. Let α, β be positive integers such that
α + β = k− 1 and α ≥ 2β . Suppose that G is not `-good, G contains (`− 1)Kα and aj ≤ `α for 1 ≤ j ≤ 3.
Choose a vertex partition V (G) = W1 ∪ · · · ∪W` such that (1) 〈Wi〉G ∼= Kα,β or Kα,β,1 for 1 ≤ i ≤ ` − 1, and (2) |W`| is
minimal with respect to (1). Then the following claims hold.
(a) There exists an index i with 1 ≤ i ≤ `− 1 such that 〈Wi〉G ∼= Kα,β .
(b) Let 1 ≤ u ≤ `− 1. Suppose that 〈Wu〉G ∼= Kα,β . Let rj = |W` ∩ Aj| for 1 ≤ j ≤ 3.
(b1) If |Wu ∩ Aj| = α, then rj ≤ α − 2.
(b2) If |Wu ∩ Aj| = β , then rj ≤ α − β − 1.
(b3) If |Wu ∩ Aj| = 0, then rj = 0.
(c) |W`| ≤ 2α − β − 3.
(d) Suppose that β ≥ 2. Let 1 ≤ u ≤ `− 1 and 1 ≤ j ≤ 3. Suppose that 〈Wu〉G ∼= Kα,β and |Wu ∩ Aj| = 0. For a non-negative
integer m, let fm be the number of indices i such that 1 ≤ i ≤ `− 1 and |Wi ∩ Aj| = m.
(d1) fβ = 0.
(d2) fα(β − 1) ≤ k− 3β − 5.
(d3) (f0 + f1)(β − 1) ≤ k− 3β − 5.
(e) If β ≥ 2, then (`− 1)(β − 1) ≤ 2k− 6β − 10.
Proof. Let n = a1+ a2+ a3. Firstly, we claim that aj < (`− 1)α for 1 ≤ j ≤ 3. Indeed, suppose that aj ≥ (`− 1)α for some
jwith 1 ≤ j ≤ 3. We may assume a1 ≥ (`− 1)α. Since a1 ≤ `α, by a simple partition of A1, 〈A1〉G becomes `-good. On the
other hand, by Lemma 10, 〈A2 ∪ A3〉G is `-good. Hence, by Lemma 8, G is `-good, a contradiction.
(a) If 〈Wi〉G ∼= Kα,β,1 for all iwith 1 ≤ i ≤ `−1, then |W`| ≤ n− (α+β+1)(`−1) ≤ k`− k(`−1) = k, which contradicts
that G is not `-good. Hence, there exists an index iwith 1 ≤ i ≤ `− 1 such that 〈Wi〉G ∼= Kα,β .
(b) We may assume u = 1 and |W1 ∩ A1| = α, |W1 ∩ A2| = β , |W1 ∩ A3| = 0. Suppose to a contradiction that r3 ≥ 1. Then
by shifting a vertex of A3 fromW` toW1, we can complete an improved partition. Hence, we have r3 = 0 (See Fig. 3.).
Suppose to a contradiction that r2 ≥ α − β . By the minimality ofW`, we have |Wi ∩ A2| ≥ 1 for all iwith 1 ≤ i ≤ `− 1.
Since a3 ≥ `+ 1, there exists an index iwith 1 ≤ i ≤ `− 1 such that |Wi ∩ A3| > 1. We may assume |W2 ∩ A3| > 1.
Case 1. |W2 ∩ A3| = α.
Case 1.1. |W2 ∩ A1| = β .
In this case, we have |W2 ∩ A2| = 1. By shifting α − β vertices of A2 fromW` toW1, α − β vertices of A1 fromW1 toW2,
a vertex of A3 fromW2 toW1 and α − β − 1 vertices of A3 fromW2 toW`, we can complete an improved partition.
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Fig. 3. The vertex partitions in Sublemma 13. The first 4 tables correspond to the proof for r2 ≤ α − β − 1, and the last 3 tables correspond to the proof
for r1 ≤ α − 2.
Case 1.2. |W2 ∩ A2| = β .
By shifting α − β vertices of A2 fromW` toW2, a vertex of A3 fromW2 toW1 and α − β − 1 vertices of A3 fromW2 to
W`, we can complete an improved partition.
Case 2. |W2 ∩ A3| = β .
Case 2.1. |W2 ∩ A1| = α.
In this case, we have |W2 ∩ A2| = 1. By shifting β − 1 vertices of A2 fromW` toW2, a vertex of A3 fromW2 toW1 and
β − 2 vertices of A3 fromW2 toW`, we can complete an improved partition.
Case 2.2. |W2 ∩ A2| = α.
Let ε = |W2 ∩ A1|. Note that ε = 0 or 1. By shifting α − β vertices of A2 fromW` toW1, β − ε vertices of A1 fromW1 to
W2, α − 2β + ε vertices of A1 fromW1 toW`, a vertex of A3 fromW2 toW1 and β − 2 vertices of A3 fromW2 toW`, we can
complete an improved partition.
Hence, in any case, we have r2 ≤ α − β − 1.
Suppose to a contradiction that r1 ≥ α − 1. By the minimality ofW`, we have |Wi ∩ A1| ≥ 1 for all iwith 1 ≤ i ≤ `− 1.
Since a3 ≥ `+ 1, there exists an index iwith 1 ≤ i ≤ `− 1 such that |Wi ∩ A3| > 1. We may assume |W2 ∩ A3| > 1.
Case 3. |W2 ∩ A3| = α.
In this case, |W2 ∩ A1| = β or 1. Let c = |W2 ∩ A1|. By shifting α− c vertices of A1 fromW` toW2, a vertex of A3 fromW2
toW1 and α − c − 1 vertices of A3 fromW2 toW`, we can complete an improved partition.
Case 4. |W2 ∩ A3| = β .
Case 4.1. |W2 ∩ A2| = α.
In this case, we have |W2 ∩ A1| = 1. By shifting β − 1 vertices of A1 fromW` toW2, a vertex of A3 fromW2 toW1 and
β − 2 vertices of A3 fromW2 toW`, we can complete an improved partition.
Case 4.2. |W2 ∩ A1| = α.
In this case, we have |W2∩A2| = 0 or 1. Let ε = |W2∩A2|. Since a1 < (`−1)α, there exists an index iwith 1 ≤ i ≤ `−1
such that |Wi ∩ A1| < α. We may assume |W3 ∩ A1| < α. If |W3 ∩ A3| = α, then an argument in Case 3 works for the
existence of an improved partition. Hence, we have |W3∩A2| = α. If |W3∩A3| = β , then an argument in Case 4.1 works for
the existence of an improved partition. Hence, we may assume |W3 ∩ A1| = β , |W3 ∩ A3| = 0 or 1. Then by shifting α − β
vertices of A1 fromW` toW3, β − ε vertices of A2 fromW3 toW2, α − 2β + ε vertices of A2 fromW3 toW`, a vertex of A3
fromW2 toW1 and β− 2 vertices of A3 fromW2 toW`, we can complete an improved partition. Hence, in any case, we have
r1 ≤ α − 2.
(c) By (b), we have |W`| ≤ (α − 2)+ (α − β − 1) = 2α − β − 3.
(d) Without loss of generality, we may assume u = 1 and j = 3. We may also assume |W1 ∩ A1| = α, |W1 ∩ A2| = β . By
(b), we have r1 ≤ α − 2, r2 ≤ α − β − 1 and r3 = 0.
Firstly, we show that fβ = 0. Suppose to a contradiction that |Wi ∩ A3| = β for some i with 2 ≤ i ≤ ` − 1. We may
assume |W2 ∩ A3| = β .
Case 1. |W2 ∩ A2| = α.
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Fig. 4. The vertex partition corresponding to the proof of (d). For I ⊂ {1, 2, . . . .`− 1},W(I) denotes {Wi : i ∈ I}. Each ε is 0 or 1.
Let ε = |W2 ∩ A1|. Note that ε = 0 or 1. We claim that r1 ≤ β − 2. Suppose that r1 ≥ β − 1. If ε = 0 then by shifting a
vertex of A1 fromW` toW2, we can complete an improved partition. Hence, we have ε = 1. Then by shifting β − 1 vertices
of A1 fromW` toW2, a vertex of A3 fromW2 toW1 and β − 2 vertices of A3 fromW2 toW`, we can complete an improved
partition. Hence, we have r1 ≤ β − 2.
Therefore, we have |W`| = r1 + r2 ≤ (β − 2) + (α − β − 1) = α − 3 ≤ k − 6. Hence, the partition is `-good, a
contradiction.
Case 2. |W2 ∩ A1| = α.
Let ε = |W2 ∩ A2|. Note that ε = 0 or 1. We claim that r2 ≤ β − 2. Suppose that r2 ≥ β − 1. If ε = 0 then by shifting
a vertex of A2 from W` to W2, we can complete an improved partition. Hence, we have ε = 1. By shifting β − 1 vertices
of A2 fromW` toW2, a vertex of A3 fromW2 toW1 and β − 2 vertices of A3 fromW2 toW`, we can complete an improved
partition. Hence, we have r2 ≤ β − 2.
Therefore, we have |W`| = r1 + r2 ≤ (α − 2)+ (β − 2) = k− 5. Hence, the partition is `-good, a contradiction. In any
case, we have fβ = 0.
Now, there exist four possibilities forWi for 1 ≤ i ≤ `− 1. Let
C1 = {1 ≤ i ≤ `− 1 : |Wi ∩ A1| ≤ 1, |Wi ∩ A2| = β, |Wi ∩ A3| = α},
C2 = {1 ≤ i ≤ `− 1 : |Wi ∩ A1| = β, |Wi ∩ A2| ≤ 1, |Wi ∩ A3| = α},
D1 = {1 ≤ i ≤ `− 1 : |Wi ∩ A1| = α, |Wi ∩ A2| = β, |Wi ∩ A3| ≤ 1},
D2 = {1 ≤ i ≤ `− 1 : |Wi ∩ A1| = β, |Wi ∩ A2| = α, |Wi ∩ A3| ≤ 1}.
By the minimality of |W`|, we have |Wi ∩ Aj| = 1 for i ∈ Cj for j = 1, 2. Put ci = |Ci| and di = |Di| for i = 1, 2 (See Fig. 4.).
Note that fα = c1 + c2 and f0 + f1 = d1 + d2. Furthermore, since a3 ≥ `+ 1, we have c1 + c2 ≥ 1.
Next, we will show that (c1 + c2)(β − 1) ≤ k− 3β − 5. Let us take a vertex partition V (G) = W ′1 ∪ · · · ∪W ′` such that
(1) 〈W ′i 〉G ∼= Kα,β or Kα,β,1 for 1 ≤ i ≤ ` − 1 and |W ′`| = |W`|, (2)W ′i = Wi for i ∈ D1 ∪ D2, (3)W ′i ∩ A3 = Wi ∩ A3 for
i ∈ C1 ∪ C2 and (4) |W ′` ∩ A1| is minimal with respect to (1), (2), (3).
Put r ′j = |W ′` ∩ Aj| for 1 ≤ j ≤ 3 and let
C ′1 = {1 ≤ i ≤ `− 1 : |W ′i ∩ A1| = 1, |W ′i ∩ A2| = β, |W ′i ∩ A3| = α},
C ′2 = {1 ≤ i ≤ `− 1 : |W ′i ∩ A1| = β, |W ′i ∩ A2| = 1, |W ′i ∩ A3| = α}.
Wehave r ′1 ≥ 2β+2. Indeed, if r ′1 ≤ 2β+1, since r ′2 ≤ α−β−1 and r ′3 = 0 by (b), we have |W ′`| ≤ (2β+1)+(α−β−1) =
k − 1. Hence, the partition is `-good, a contradiction. We claim that C ′1 = ∅. Indeed, suppose that u ∈ C ′1. Then by shifting
β − 1 vertices of A1 from W ′` to W ′u and β − 1 vertices of A2 from W ′u to W ′`, we can complete a vertex partition which
contradicts to the minimality of r ′1.
On the other hand, let us take another vertex partition V (G) = W ′′1 ∪ · · · ∪W ′′` such that (1) 〈W ′′i 〉G ∼= Kα,β or Kα,β,1 for
1 ≤ i ≤ `− 1 and |W ′′` | = |W`|, (2)W ′′i = Wi for i ∈ D1 ∪ D2, (3)W ′′i ∩ A3 = Wi ∩ A3 for i ∈ C1 ∪ C2 and (4) |W ′′` ∩ A2| is
minimal with respect to (1), (2), (3).
Put r ′′j = |W ′′` ∩ Aj| for 1 ≤ j ≤ 3 and let
C ′′1 = {1 ≤ i ≤ `− 1 : |W ′′i ∩ A1| = 1, |W ′′i ∩ A2| = β, |W ′′i ∩ A3| = α},
C ′′2 = {1 ≤ i ≤ `− 1 : |W ′′i ∩ A1| = β, |W ′′i ∩ A2| = 1, |W ′′i ∩ A3| = α}.
By a similar argument in the case of the partition V (G) = W ′1 ∪ · · · ∪W ′`, we have r ′′2 ≥ β + 3 and C ′′2 = ∅.
Since C ′1 = ∅ and C ′′2 = ∅, we have r ′′1 − r ′1 = (c1 + c2)(β − 1). Hence, we have
(c1 + c2)(β − 1) ≤ (α − 2)− (2β + 2)
= α − 2β − 4
= k− 3β − 5,
as required.
Lastly, we will show that (d1 + d2)(β − 1) ≤ k − 3β − 5. Since C1 ∪ C2 6= ∅, by converting an index v from C2 to C1 if
necessary as in the proof of (d2), we may assume C1 6= ∅. Take u ∈ C1. Let D1 = {x1 = 1, x2, . . . , xd1}. Let εi = |Wxi ∩ A3|
for 1 ≤ i ≤ d1. Note that ε1 = 0 and εi = 0 or 1 for 2 ≤ i ≤ d1. Let us define f (s) = βs −∑si=1 εi for 1 ≤ s ≤ d1. Now
suppose that there exists an integer swith 1 ≤ s ≤ d1 such that
α − β + 1− r2 ≤ f (s) ≤ α − β.
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Since
α + 1+
s∑
i=1
εi ≤ β(s+ 1)+ r2
and
β(s+ 1) ≤ α +
s∑
i=1
εi,
we can gather r2 + β(s + 1) vertices of A2 from W` ∪ Wu ∪ (∪si=1Wxi) and deliver one vertex to Wx1 , εi vertices to Wxi
for 2 ≤ i ≤ s, α vertices to Wu and move the remaining vertices to W`. We also gather α +∑si=1 εi vertices of A3 from
Wu ∪ (∪si=1Wxi) and deliver β vertices toWxi for 1 ≤ i ≤ s, β vertices toWu and move the remaining vertices toW`. Then
we have an improved partition, a contradiction. Hence, no such s exists.
Note that f (1) = β ≤ α − β and f (s) − f (s − 1) = β − εs = β or β − 1 for 2 ≤ s ≤ d1. On the other hand, since
r1 ≤ α − 2 and r1 + r2 ≥ α + β + 1, we have r2 ≥ β + 3. Therefore, we have f (s) ≤ α − β − r2 for all swith 1 ≤ s ≤ d1.
Then we have
r2 ≤ α − β − f (d1)
≤ α − β − 1− (β − 1)d1.
If d2 = 0, by (b1), we have r1 ≤ α − 2. Suppose that d2 > 0. Take y ∈ D2. If |Wy ∩ A3| = 1, then by shifting a vertex of
A3 from Wy to Wx1 , we have |Wy ∩ A3| = 0. As in the same way of the proof of r2 ≤ α − β − 1 − (β − 1)d1, we have
r1 ≤ α − 2− (β − 1)d2. Hence, in any case, we have
r1 ≤ α − 2− (β − 1)d2.
Therefore, we have
(d1 + d2)(β − 1) ≤ (α − β − 1)+ (α − 2)− (r1 + r2)
≤ 2α − β − 3− k
= k− 3β − 5,
as required.
(e) By adding the two inequalities of (d2) and (d3), we have (`− 1)(β − 1) ≤ 2k− 6β − 10. 
Proof of Lemma 11. Let A1, A2, A3 be the partite sets of Gwith |Aj| = aj for 1 ≤ j ≤ 3. Put n = a1 + a2 + a3 and k = dn/`e.
Note that k ≥ 4 and (k− 1)`+ 1 ≤ n ≤ k`. Suppose toward a contradiction that G is not `-good.
Claim 1. 8 ≤ k.
Suppose that k ≤ 7. Firstly, we will show that G contains (`− 1)K k−2. Indeed, we have
3∑
i=1
⌊
ai
k− 2
⌋
≥
3∑
i=1
ai − (k− 3)
k− 2
= n− 3(k− 3)
k− 2
≥ (k− 1)`+ 1− 3(k− 3)
k− 2
= `− 2+ `− k+ 6
k− 2
> `− 2.
Since aj ≥ ` + 1 for 1 ≤ j ≤ 3, we have aj ≤ n − 2(` + 1) ≤ `(k − 2) for 1 ≤ j ≤ 3. Let α = k − 2 and β = 1. By
Sublemma 12, G contains (`−1)Kk−2,1. We choose a vertex partition V (G) = Y1∪· · ·∪Y` such that (1) 〈Yi〉G ∼= Kα,β or Kα,β,1
for 1 ≤ i ≤ `−1, and (2) |Y`| isminimalwith respect to (1). By Sublemma13(c), we have |Y`| ≤ 2α−β−3 = 2k−8 ≤ k−1.
Hence, the partition is `-good, a contradiction.
Claim 2. aj < (`− 2)(`− 1) for 1 ≤ j ≤ 3.
Suppose that aj ≥ (` − 2)(` − 1) for some j with 1 ≤ j ≤ 3. We may assume a1 ≥ (` − 2)(` − 1). Let us take a pair of
integers s and t such that a1 = s(` − 1) + t with 0 ≤ t ≤ ` − 2. Since s ≥ ` − 2 ≥ t , by a simple partition of A1, 〈A1〉G is
`-good. On the other hand, 〈A2 ∪ A3〉G is `-good by Lemma 10. Hence, by Lemma 8, G is `-good, a contradiction.
Case 1. 3`− 3 ≤ 2k.
Let β = b(k − 1)/3c. Note that 3β ≤ k − 1 ≤ 3β + 2. Since k ≥ 8, we have β ≥ 2. Let us take an integer α such that
α + β = k− 1. Note that 2β ≤ α ≤ 2β + 2. Firstly, we will show that G contains (`− 1)Kα . Indeed, we have
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3∑
i=1
⌊ai
α
⌋
≥
3∑
i=1
ai − (α − 1)
α
= 1
α
(n− 3(α − 1))
≥ 1
α
((k− 1)`+ 1− 3(α − 1))
= `− 2+ 1
α
(β`− α + 4)
> `− 2,
since β`− α + 4 ≥ 3β − α + 4 > 0. We claim that aj ≤ `α for 1 ≤ j ≤ 3. Suppose that aj > `α for some jwith 1 ≤ j ≤ 3.
Now, by Claim 2, we have 2β ≤ α ≤ ` − 3. Hence, we have 2k = 2(α + β + 1) ≤ 3` − 7, a contradiction. Therefore, by
Sublemma 12, G contains (`− 1)Kα,β .
Next, we choose a vertex partition V (G) = Y1 ∪ · · · ∪ Y` such that (1) 〈Yi〉G ∼= Kα,β or Kα,β,1 for 1 ≤ i ≤ ` − 1, and (2)
|Y`| is minimal with respect to (1). By Sublemma 13 (c), we have |Y`| ≤ 2α − β − 3 = 2k − 3β − 5 ≤ k − 2. Hence, the
partition is `-good, a contradiction.
Case 2. `+ 2 ≤ k ≤ 32`− 2.
Since `+ 2 ≤ 32`− 2, we have ` ≥ 8. Take a pair of positive integers α, β such that α = `− 2, β = k− `+ 1. Note that
β ≥ 3. We claim that α ≥ 2β . Indeed, we have
α − 2β = `− 2− 2(k− `+ 1)
= 3`− 2k− 4
≥ 0.
Firstly, we will show that G contains (`− 1)Kα . Indeed, we have
3∑
i=1
⌊ai
α
⌋
≥
3∑
i=1
ai − (α − 1)
α
= 1
α
(n− 3(α − 1))
≥ 1
`− 2 ((k− 1)`+ 1− 3(`− 3))
= k− 4+ 2k+ 2
`− 2
> k− 2
≥ `.
By Claim 2,we have aj ≤ `α for 1 ≤ j ≤ 3. Hence, by Sublemma 12,G contains (`−1)Kα,β . Furthermore, by Sublemma 13(e),
we have
(`− 1)(β − 1) ≤ 2k− 6β − 10
= 2(`+ β − 1)− 6β − 10.
Hence, we have (β − 3)(`− 1) ≤ −4β − 10. This contradicts to β ≥ 3.
Case 3. k ≤ `+ 1.
Case 3.1. aj ≤ `(k− 4) for 1 ≤ j ≤ 3.
Case 3.1.1. 10 ≤ k.
Let α = k− 4, β = 3. Note that α ≥ 2β . Firstly, we will show that G contains (`− 1)Kα . Indeed, we have
3∑
i=1
⌊ai
α
⌋
≥
3∑
i=1
ai − (α − 1)
α
= 1
α
(n− 3(α − 1))
≥ 1
k− 4 ((k− 1)`+ 1− 3(k− 5))
= `− 2+ 3`− k+ 8
k− 4
> `− 2,
T. Nakamigawa / Discrete Mathematics 310 (2010) 1898–1911 1909
as required. Since aj ≤ `α for 1 ≤ j ≤ 3, by Sublemma 12, G contains (` − 1)Kα,β . Furthermore, by Sublemma 13(e), we
have
2(`− 1) ≤ 2k− 6β − 10
= 2k− 28.
Hence, we have ` ≤ k− 13, a contradiction.
Case 3.1.2. 8 ≤ k ≤ 9.
Let α = k− 3, β = 2. Note that α ≥ 2β . Firstly, we will show that G contains (`− 1)Kα . Indeed, we have
3∑
i=1
⌊ai
α
⌋
≥
3∑
i=1
ai − (α − 1)
α
= 1
α
(n− 3(α − 1))
≥ 1
k− 3 ((k− 1)`+ 1− 3(k− 4))
= `− 2+ 2`− k+ 7
k− 3
> `− 2,
as required. Since aj ≤ `α for 1 ≤ j ≤ 3, by Sublemma 12, G contains (` − 1)Kα,β . Furthermore, by Sublemma 13(e), we
have
`− 1 ≤ 2k− 6β − 10
= 2k− 22
< 0,
a contradiction.
Case 3.2. `(k− 4)+ 1 ≤ aj ≤ `(k− 3) for some jwith 1 ≤ j ≤ 3.
We may assume `(k − 4) + 1 ≤ a1 ≤ `(k − 3). Let α = k − 3, β = 2. Note that α ≥ 2β . Firstly, we will show that G
contains (`− 1)Kα . Indeed, we have
3∑
i=1
⌊ai
α
⌋
≥
3∑
i=1
ai − (α − 1)
α
= 1
α
(n− 3(α − 1))
≥ 1
k− 3 ((k− 1)`+ 1− 3(k− 4))
= `− 2+ 2`− k+ 7
k− 3
> `− 2,
as required. Since aj ≤ `α for 1 ≤ j ≤ 3, by Sublemma 12, G contains (`− 1)Kα,β .
Next, we choose a vertex partition V (G) = Y1 ∪ · · · ∪ Y` such that (1) 〈Yi〉G ∼= Kα,β or Kα,β,1 for 1 ≤ i ≤ ` − 1, and (2)
|Y`| is minimal with respect to (1). Let rj = |Y` ∩ Aj| for 1 ≤ j ≤ 3. By Sublemma 13(e), we have
`− 1 ≤ 2k− 6β − 10
= 2k− 22.
Hence we have ` ≤ 2k− 21. On the other hand, by Sublemma 13(b), we have r1 ≤ max{α − 2, α − β − 1, 0} = k− 5. Let
d1 be the number of indices i such that 1 ≤ i ≤ `− 1 and |Yi ∩ A1| = α. Then we have
a1 ≤ r1 + αd1 + β(`− 1− d1)
≤ k− 5+ (k− 3)d1 + 2(`− 1− d1)
= (k− 5)d1 + 2`+ k− 7.
We claim that `− 2 ≤ d1. Indeed, suppose that d1 ≤ `− 3. Then we have
`(k− 4)+ 1 ≤ a1
≤ (k− 5)(`− 3)+ 2`+ k− 7
= `(k− 4)+ `− 2k+ 8.
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Hence, we have 2k − 7 ≤ `, a contradiction. Let us take a pair of integers u and j with 1 ≤ u ≤ ` − 1 and 1 ≤ j ≤ 3 such
that 〈Yu〉G ∼= Kα,β and |Wu ∩ Aj| = 0. If j = 1, then we have d1 ≤ k − 3β − 5 by Sublemma 13(d2). If j = 2 or 3, then we
have d1 ≤ k− 3β − 5 by Sublemma 13(d1) and (d3). In any case, we have
`− 2 ≤ d1
≤ k− 3β − 5
= k− 11.
Hence, we have ` ≤ k− 9, a contradiction.
Case 3.3. `(k− 3)+ 1 ≤ aj for some jwith 1 ≤ j ≤ 3.
Case 3.3.1. 2k− 4 ≤ `.
Case 3.3.1.1. k`− k+ 1 ≤ n.
We claim that G contains (`− 1)K k−1. Indeed, we have
3∑
i=1
⌊
ai
k− 1
⌋
≥
3∑
i=1
ai − (k− 2)
k− 1
= 1
k− 1 (n− 3(k− 2))
≥ 1
k− 1 (k`− k+ 1− 3(k− 2))
> `− 2+ `− 2k+ 5
k− 1
> `− 2,
as required. Hence, by Sublemma 12 with α = k− 1, a contradiction.
Case 3.3.1.2. n ≤ k`− k.
Let α = k− 2, β = 1. We claim that G contains (`− 1)Kα . Indeed, we have
3∑
i=1
⌊ai
α
⌋
≥
3∑
i=1
ai − (α − 1)
α
= 1
α
(n− 3(α − 1))
≥ 1
k− 2 ((k− 1)`+ 1− 3(k− 3))
= `− 2+ `− k+ 6
k− 2
> `− 2,
as required. Hence, by Sublemma 12, G contains (`− 1)Kα,β .
Next, we choose a vertex partition V (G) = Y1 ∪ · · · ∪ Y` such that (1) 〈Yi〉G ∼= Kα,β or Kα,β,1 for 1 ≤ i ≤ ` − 1, and
(2) |Y`| is minimal with respect to (1). Let rj = |Y` ∩ Aj| for 1 ≤ j ≤ 3. By Sublemma 13(a), there exists an index i with
1 ≤ i ≤ ` − 1 such that 〈Yi〉G ∼= Kα,β . Hence, without loss of generality, we may assume |Y1 ∩ A1| = α, |Y1 ∩ A2| = 1 and
|Y1 ∩ A3| = 0. Furthermore, by Sublemma 13(b), we have r1 ≤ k− 4, r2 ≤ k− 4 and r3 = 0. Since G is not `-good, we may
assume r1 + r2 ≥ k. Hence, we have ri > 0 for i = 1, 2. Now, we define sets of indices D1 and D2, as follows:
D1 = {1 ≤ i ≤ `− 1 : |Yi ∩ A1| = α, |Yi ∩ A2| = 1, |Yi ∩ A3| = 0},
D2 = {1 ≤ i ≤ `− 1 : |Yi ∩ A1| = 1, |Yi ∩ A2| = α, |Yi ∩ A3| = 0}.
Put di = |Di| for i = 1, 2. Then we have
k`− k ≥ n
= (`− 1)k− (d1 + d2)+ (r1 + r2).
Hence, we have r1 + r2 ≤ d1 + d2.
On the other hand, we claim that r2+d1 ≤ k−3. Suppose to a contradiction that k−2 ≤ r2+d1. Since a3 ≥ `+1, there
exists an index i with 1 ≤ i ≤ `− 1 such that |Wi ∩A3| = α. Hence, wemay assume that |W`−1 ∩A3| = α, |W`−1 ∩A1| = 1,
|W`−1 ∩ A2| = 1. Let us take D′′1 ⊂ D′1 ⊂ D1 such that |D′1| = k − 2 − r2, |D′′1| = k − 3 − r2. Then by shifting r2 vertices of
A2 from Y` to Y`−1, a vertex of A2 from Yi to Y`−1 for each i ∈ D′′1 , a vertex of A3 from Y`−1 to Yi for each i ∈ D′1, and r2 − 1
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vertices of A3 from Y`−1 to Y`, we can complete an improved partition, a contradiction. Hence, we have r2 + d1 ≤ k− 3. In
the same way, we have r1 + d2 ≤ k− 3. Hence, we have
2(k− 3) ≥ r1 + r2 + d1 + d2
≥ 2(r1 + r2)
≥ 2k,
a contradiction.
Case 3.3.2. ` ≤ 2k− 5.
We may assume `(k− 3)+ 1 ≤ a1.
Claim 3. a1 ≤ (k− 1)(`− 3)− 1.
Suppose that a1 ≥ (k− 1)(`− 3). Then A1 contains (`− 3)K k−1. Since aj ≥ `+ 1 ≥ k− 1 for j = 2, 3, Aj contains a K k−1
for j = 2, 3. Hence, G contains (`− 1)K k−1. Therefore, by Sublemma 12, a contradiction.
Claim 4. aj ≤ 2k− 3 for j = 2, 3.
Suppose that a2 ≥ 2k − 2. For the case a3 ≥ 2k − 2, a similar argument works. Firstly, note that a1 ≥ (k − 1)(` − 4).
Indeed, we have
a1 − (k− 1)(`− 4) ≥ (k− 3)`+ 1− (k− 1)(`− 4)
= 4k− 2`− 3
≥ 4k− 2(2k− 5)− 3
= 7,
as required. Since a2 ≥ 2(k− 1) and a3 ≥ `+ 1 ≥ k− 1, it follows that G contains (`− 1)K k−1. Hence, by Sublemma 12, a
contradiction.
Put d = k`− n.
Claim 5. aj ≤ k+ `− 4− d for j = 2, 3.
Suppose that a2 ≥ k + ` − 3 − d. For the case a3 ≥ k + ` − 3 − d, a similar argument works. Firstly, note that
a1 ≥ (k− 2)(`− 2)+ 1. Indeed, we have
a1 − ((k− 2)(`− 2)+ 1) ≥ (k− 3)`+ 1− ((k− 2)(`− 2)+ 1)
= 2k− `− 4
≥ 2k− (2k− 5)− 4
= 1,
as required. Let us build a vertex partition V (G) = Y1 ∪ · · · ∪ Y` as follows:
|Yi ∩ A1| = k− 2 for 1 ≤ i ≤ `− 2, |Y`−1 ∩ A1| = 1, |Y`−1 ∩ A2| = k− 2, |Yi ∩ A2| = 1 for d ≤ i ≤ `− 2, |Yi ∩ A3| = 1
for 1 ≤ i ≤ `− 1, and Y` is the set of all remaining vertices. Then we have
|Y`| = n− (k(`− 1)− (d− 1))
= k− 1.
Hence, the partition is `-good, a contradiction.
By Claim 3, Claim 4 and Claim 5, we have
n = a1 + a2 + a3
≤ (k− 1)(`− 3)− 1+ (2k− 3)+ (k+ `− 4− d)
= k`− 5− d
= n− 5,
a contradiction. This completes the proof. 
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