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Introduction
A l’origine invente´e pour de´crire l’e´lectron, l’e´quation de Dirac fut obte-
nue par le physicien anglais Paul A. M. Dirac en 1928 et publie´e dans [18],
[19]. Elle fournit une description du mouvement relativiste d’une particule
de spin 12 dans R
3 (comme les neutrinos) et permet de pre´voir l’existence de
l’antiparticule.
Une fois quantifie´e, l’e´quation pour une particule dans un champ e´lectro-
magne´tique (E,B) s’e´crit
i~∂tΨ(t, x) =
(−i~cα · (∇x − iA(x)) + βmc2 + V(x)Id)Ψ(t, x) (1)
ou` A est un potentiel magne´tique associe´ a` B (i.e. rot(A) = B), V est
un potentiel e´lectrique associe´ a` E (i.e. E = −∇xV ), m est la masse de la
particule, α = (α1, α2, α3), αk et β sont des matrices carre´es d’ordre 4 qui
anticommutent (appele´es “matrices de Dirac”),
αk =
(
0 σk
σk 0
)
pour k ∈ [[1; 3]] β =
(
I2 0
0 −I2
)
,
les σk sont des matrices carre´es d’ordre 2, hermitiennes, dites matrices de
Pauli
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
et Ψ de´finie sur R×R3 a` valeurs dans C4. Pour ne pas alourdir les e´critures,
on va supposer les constantes physiques m, c et ~ e´gales a` 1.
Le cas de l’ope´rateur bidimensionnel peut toujours eˆtre conside´re´ comme
un cas particulier de la dimension 3. En effet, si on travaille avec l’hamil-
tonien H0 = −iα · (∇x − iA(x)) + β avec un champ magne´tique ayant une
direction constante, on peut supposer pour simplifier que B est supporte´ par
l’axe (Ox3). En utilisant la relation rot(A) = B, on obtient que le champ B
est inde´pendant de la variable x3. On peut alors conside´rer B comme une
fonction de R2 dans R (c’est ce que l’on fera pour la suite). De plus, en ne
regardant que le mouvement projete´ sur le plan orthogonal a` cette droite
vectorielle, on obtient alors un ope´rateur bidimensionnel, encore note´ H0.
L’isomorphisme entre L2
(
R
2,C2
)
et L2
(
R
2,C
)⊕L2(R2,C) permet d’e´crire
I
II
H0 sous forme matricielle
(
1 D⋆
D −1
)
avec D = (1
i
∂
∂x1
−A1) + i(1i ∂∂x2 −A2)
et D⋆ = (1
i
∂
∂x1
− A1) − i(1i ∂∂x2 − A2). Le potentiel magne´tique A est de´fini
sur R2 a` valeurs dans lui-meˆme, et est associe´ au champ magne´tique B, il
ve´rifie alors la relation
∂A2
∂x1
− ∂A1
∂x2
= B. L’ope´rateur H0 est un ope´rateur
non borne´ sur l’espace L2(R2,C2).
L’asymptotique du spectre de l’ope´rateur de Dirac, un peu moins e´tudie´e
que ses homologues non relativistes, les ope´rateurs de Schro¨dinger et de
Pauli, n’en est pas moins riche ou moins complique´e. Le spectre des ope´rateurs
de Schro¨dinger et de Dirac sans champ magne´tique ou avec un B constant
est connu. L’e´tude du spectre essentiel de l’ope´rateur de Schro¨dinger avec un
champ magne´tique variable a e´te´ re´alise´e par A. Iwatsuka dans [27] pour un
champ B tendant vers une constante a` l’infini, puis ame´liore´e par B. Helffer
et A. Morame dans [22]. Suite a` ce dernier travail, B. Helffer, J. Nourrigat
et X. P. Wang, dans [25], ont de´crit le spectre essentiel de l’ope´rateur de
Dirac bidimensionnel et tridimensionnel avec des champs magne´tiques B
variables. En particulier, appliquant leur re´sultat avec des B a` croissance
polynomiale, on obtiendra que le spectre essentiel de l’ope´rateur de Dirac
bidimensionnel est un point.
L’asymptotique des valeurs propres pour un ope´rateur−∆+V a` re´solvan-
te compacte a de´ja` e´te´ produite. Pour tout champ magne´tique B de classe
C1, en remplac¸ant −∆ par l’ope´rateur de Schro¨dinger a` champ magne´tique
B, −∆B + V reste a` re´solvante compacte. Pour de tels ope´rateurs, dans
[32], H. Matsumoto a obtenu l’asymptotique du nombre de valeurs propres
compte´es avec multiplicite´, contenues dans [0;λ[, dans le cas ou` V tend vers
l’infini a` l’infini plus vite que B ou inversement quand B croit plus rapide-
ment que V . Conside´rant des B tendant vers l’infini a` l’infini et V = 0, Y.
Colin de Verdie`re avait obtenu l’asymptotique du spectre discret dans [10] et
[11]. M. Boyarchenko et S. Levendorskii ont re´uni les re´sultats connus sous
une meˆme formule dans [8]. Graˆce au re´sultat [[50], Prop 2.5], on rame`nera
l’e´tude du spectre discret de l’ope´rateur de Dirac avec un champ magne´tique
B a` croissance polynomiale a` celle de l’ope´rateur a` re´solvante compacte
−∆B +B, qui constitue le cas limite laisse´ ouvert de [32].
Une fois perturbe´ par un potentiel e´lectrique tendant vers 0 a` l’infini, on
e´tudie les valeurs propres de l’ope´rateur de Dirac perturbe´ pre`s du spectre
essentiel. Les principales e´tudes mathe´matiques de la distribution asympto-
tique des valeurs propres pre`s du spectre essentiel (pour les ope´rateurs de
Schro¨dinger, Pauli ou Dirac) portent sur trois types de champs magne´tiques
B : tout d’abord les champs constants ([20], [34], [39], [41], [43], [51], [52]),
les champs borne´s (strictement positifs [29] ou pour des champs a` moyenne
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positive [42]), et enfin les champs positifs tendant vers 0 a` l’infini ([28]). Dans
la majorite´ de ces e´tudes, ce sont des potentiels e´lectriques a` de´croissance
polynomiale qui sont conside´re´s a` l’exception de rares travaux comme [43]
de G. Raikov et S. Warzel, [42] de G. Raikov et [34] de M. Melgaard et
G. Rozenblum qui eux donnent des re´sultats avec des potentiels e´lectriques
a` de´croissance au moins exponentielle. On reprendra les me´thodes varia-
tionnelles de ces deux derniers travaux pour traiter le cas d’un champ
magne´tique radial a` croissance polynomiale. Pour d’autres aspects de l’e´tude
spectrale de ces ope´rateurs, on peut se re´fe´rer aux ouvrages [2], [12], [13],
[17], [26], [33], [35], [47], [53], sources de nombreuses informations.
Des e´tudes ont de´ja` e´te´ mene´es sur les re´sonances de l’ope´rateur de Di-
rac tridimensionnel parmi lesquelles on peut citer : B. Parisse [37], [38],
dans le cadre semi-classique et sans champ magne´tique ; E. Balslev et B.
Helffer [4], qui ont travaille´ avec des potentiels e´lectriques et magne´tiques
a` courte porte´e sur le principe d’absorption limite ; P. Seba [49], a uti-
lise´ la me´thode de dilatation analytique, employe´e par J. Aguilar et J. M.
Combes pour l’ope´rateur de Schro¨dinger, pour l’ope´rateur de Dirac sans
champ magne´tique. Dans [1], L. Amour, R. Brummelhuis et J. Nourri-
gat ont e´tudie´ les re´sonances de l’ope´rateur de Dirac tridimensionnel sans
champ magne´tique et avec un potentiel e´lectrique V a` croissance polyno-
miale en |x| a` l’infini, dans le cadre de limite non relativiste. Ils ont alors
localise´ les re´sonances pre`s des valeurs propres de l’ope´rateur de Schro¨dinger
−12∆+ V . Apre`s une dilatation analytique effectue´e dans la direction de B,
dans [54], X. P. Wang a e´tudie´ les re´sonances de l’ope´rateur de Schro¨dinger
avec un champ magne´tique constant porte´ par l’axe (Ox3) et obtenu l’exis-
tence de re´sonances de forme cre´e´es par la barrie`re du potentiel e´lectrique.
Re´cemment dans [5], J-F. Bony, V. Bruneau et G. Raikov ont de´fini les
re´sonances pour l’ope´rateur de Schro¨dinger tridimensionnel avec le champ
magne´tique constant B en prolongeant la re´solvante a` partir du demi-plan
complexe supe´rieur et e´tudie´ ces dernie`res pre`s des niveaux de Landau
pour un potentiel V a` de´croissance polynomiale en les variables x1 et x2
et de´croissance exponentiellement rapide en x3. L’hamiltonien de Stark bi-
dimensionnel a e´te´ e´tudie´ par M. Dimassi et V. Petkov, dans [16] avec un
champ magne´tique constant, et dans [15] avec un cadre semi-classique sans
champ magne´tique. X. P. Wang a de nouveau utilise´ la me´thode de Grushin
dans [55] pour e´tudier les re´sonances de l’hamiltonien de Stark bidimension-
nel avec un champ magne´tique constant. Dans le dernier chapitre de cette
the`se, apre`s avoir de´fini les re´sonances a` l’aide de la dilatation analytique, on
reprendra la me´thode de Grushin pour l’ope´rateur de Dirac tridimensionnel
avec le champ magne´tique B.
Pour les trois premiers chapitres, le sujet portera sur la distribution
asymptotique des valeurs propres en dimension 2. L’e´tude pre´sente´e ici est
IV
celle de l’ope´rateur DB avec un champ magne´tique non borne´, elle s’ap-
parente a` la grande famille des me´thodes variationnelles. Tout d’abord on
auscultera son spectre en de´montrant qu’un point isole´ forme le spectre es-
sentiel, puis en comptant les valeurs propres a` l’infini. Ensuite, apre`s avoir
perturbe´ l’ope´rateur DB par un potentiel e´lectrique, on de´terminera la dis-
tribution asymptotique des valeurs propres s’accumulant pre`s du point du
spectre essentiel en distinguant trois types de de´croissance du potentiel V :
V =
(
V1 0
0 V2
)
.
On supposera que les Vj sont des fonctions mesurables borne´es tendant vers
0 a` l’infini. On formulera des re´sultats dans le cas d’un potentiel e´lectrique
V1 a` support compact ou a` de´croissance exponentielle (ce que l’on appelle
“la de´croissance rapide” et fait l’objet du chapitre 2) et a` de´croissance poly-
nomiale (autrement dit “la de´croissance lente”, ce qui constitue le chapitre
3). Au cours du chapitre 4, on travaillera avec P0 l’ope´rateur de Dirac tridi-
mensionnel avec un champ magne´tique constant perturbe´ par un potentiel
e´lectrique V a` de´croissance polynomiale. A l’aide d’une dilatation analy-
tique dans la direction du support de B, on de´finira les re´sonances comme
e´tant les e´le´ments du spectre discret des ope´rateurs P (θ) obtenus a` partir
de P0 + V par cette transformation. Utilisant la me´thode de Grushin, on
rame`nera l’e´tude spectrale pre`s d’un couple de niveaux de Landau-Dirac a`
celle d’un hamiltonien effectif pre`s de 0.
L’e´tude se portera sur des champs magne´tiques B ayant la re´gularite´
C1(R2,R). Avec cette condition re´alise´e, si A et A˜ sont deux potentiels
magne´tiques associe´s a` B, alors leur diffe´rence est e´gale au gradient d’une
fonction de classe C1
(
R
2,R
)
. Le changement de jauge e´tant un ope´rateur
unitaire, H0 est uniquement de´termine´ par le champ magne´tique B a` une
e´quivalence unitaire pre`s, et l’on notera alors pour la suite DB au lieu de
H0. De plus, les hypothe`ses de [[9], The´o 2.1] sont ve´rifie´es, ce qui assure
que
(
DB, C
∞
0
(
R
2,C2
))
est un ope´rateur essentiellement auto-adjoint. On
conside´rera alors son extension auto-adjointe que l’on notera encore DB.
D (DB) repre´sentera son ensemble de de´finition, et on e´crira DB (resp. D⋆B)
a` la place D (resp. D⋆).
Lors du premier chapitre, on s’inte´ressera au champ magne´tique B, va-
riable, tendant vers l’infini en l’infini. Sous cette hypothe`se, on commencera
par obtenir que le spectre essentiel de l’ope´rateur non perturbe´ DB est re´duit
a` un point isole´ dans σ(DB), a` savoir +1 ou −1 suivant le signe de B a` l’in-
fini. Toujours au cours de cette section, l’e´tude du spectre discret de cet
ope´rateur sera ramene´e a` celle de l’ope´rateur de Pauli graˆce au re´sultat de
I. Shigekawa, [[50], Prop 2.5], reliant ces deux derniers. Ceci correspond au
cas non traite´ du travail de H. Matsumoto [32]. Dans ce dernier article, en
notant H(B, V ) = −∆B + V , la me´thode utilise´e est l’e´tude du comporte-
Vment asymptotique de Tr
(
e−tH(B,V )
)
quand t tend vers 0. Si B = o(V ) a`
l’infini, on obtient Tr
(
e−tH(B,V )
) ∼ Tr (e−tH(0,V )) quand t ↓ 0. Inversement
avec V = o(B), on obtient Tr
(
e−tH(B,V )
) ∼ Tr (e−tH(B,0)) quand t ↓ 0 et on
retrouvera les formules de [10] et [11]. Ici, on se base sur la me´thode de Weyl
employe´e par A. Iwatsuka et H. Tamura [28] et Y. Colin de Verdie`re [10]. En
imposant une croissance polynomiale au champ B, on de´terminera la dis-
tribution asymptotique des valeurs propres de DB. En notant N+Dirac(λ;B)
(resp. N−Dirac(λ;B)) le nombre de valeurs propres de DB dans ]1;λ[ (resp.
]− λ;−1[), compte´es avec leur multiplicite´, on de´montrera l’e´nonce´ suivant
The´ore`me 1.
Soient B ∈ C1(R2,R) et d > 0.
On suppose qu’il existe f ∈ C1(S1; ]0; +∞[) et R0 > 0 tels que
B(x) ∼
|x|→+∞
f
(
x
|x|
)
|x|d et |∇B(x)| 6 C|x|d−1 pour |x| > R0.
Alors on a quand λ→ +∞ :
N±Dirac(λ;B) ∼
ζ
(
1 + 2
d
)
21+
2
d (d+ 2)
 1
2pi
∫
S1
f(ω)−
2
ddω
 λ2+ 4d
ou` ζ est la fonction de Riemann.
On peut retrouver ce re´sultat dans la section 1.4 du premier chapitre
(The´ore`me 1.15), il sera obtenu comme corollaire de the´ore`mes sur le spectre
discret de l’ope´rateur −∆B +B.
Le but du second chapitre sera de regarder l’accumulation des nouveaux
niveaux d’e´nergie, cre´e´s quand on perturbe l’ope´rateur de Dirac DB par
un potentiel e´lectrique V, au voisinage du point constituant le spectre es-
sentiel. L’article de M. Melgaard et G. Rozenblum [34] donnera le point
de de´part de cette e´tude. En effet, de`s que le point +1 est isole´ dans
σ (DB), un re´sultat issu de [34] permet de relier l’asymptotique recherche´e
a` l’e´tude des valeurs propres d’un ope´rateur compact de type Toeplitz. Une
fois e´tabli, on pourra alors appliquer les techniques mises en oeuvre avec
un champ magne´tique constant respectivement par M. Melgaard et G. Ro-
zenblum [34], par G. Raikov et S. Warzel [43], pour e´tudier le cadre d’un
champ magne´tique radial a` croissance polynomiale et pour un potentiel V
a` de´croissance rapide. Enfin, par une me´thode variationnelle de comparai-
son de ces ope´rateurs de type Toeplitz, on e´tendra ces re´sultats a` certains
champs magne´tiques asymptotiquement radiaux homoge`nes a` croissance po-
lynomiale B(x) = b|x|d + O(|x|d−δ) avec δ > 0. En de´couleront les asymp-
totiques pour N (Λ, 1−λ|DB−V), le nombre de valeurs propres de DB − V
comprises dans l’intervalle ]Λ; 1−λ[, compte´es avec leur multiplicite´, lorsque
λ→ 0+ :
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The´ore`me 2.
Soient Λ ∈] − 1; 1[, b > 0, d > 0, δ > 0 et B un champ magne´tique de la
forme
B(x) = b|x|d +O(|x|d−δ) quand |x| → ∞.
– Soit V1 un potentiel a` support compact, V1 > 0 tel que V1 > 0 sur un
ouvert non vide, et δ > 0. Alors on a quand λ ↓ 0 :
N (Λ, 1− λ|DB − V) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
– Dans le cas d’un potentiel e´lectrique V1 a` de´croissance exponentielle
(i.e. ln |V1(x)| ∼|x|→∞ −µ|x|
2β avec µ > 0), V1 positif hors d’un com-
pact, on distinguera trois cas suivant les valeurs de β.
• Si 2β > d+ 2 et δ > 0, alors on a quand λ ↓ 0 :
N (Λ, 1− λ|DB − V) ∼ β(d+ 2)
2β − (d+ 2)
| lnλ|
ln | lnλ| .
• Si 2β = d+ 2 et δ > 0, alors on a quand λ ↓ 0 :
N (Λ, 1− λ|DB − V) ∼ d+ 2
2
| lnλ|
ln
(
1 + µ(d+2)
2
2b
) .
• Si 2β < d+ 2 et δ > d− 2β, alors on a quand λ ↓ 0 :
N (Λ, 1− λ|DB − V) ∼ b
d+ 2
( | lnλ|
µ
) d+2
2β
.
Cet e´nonce´ est la re´union de deux re´sultats du second chapitre : le
The´ore`me 2.2 et le The´ore`me 2.3. On en trouvera les e´nonce´s dans l’intro-
duction du Chapitre 2 et les de´monstrations respectives en section 2.2 et 2.3.
Pour clore l’e´tude de l’asymptotique du spectre discret pre`s du spectre
essentiel, on perturbera DB par un potentiel a` de´croissance polynomiale.
Re´utilisant la me´thode de Weyl, pour des champs magne´tiques a` croissance
faible (i.e. ne´gligeable devant |x| a` l’infini), on obtiendra l’asymptotique
de N (Λ−, 1− λ|DB − V) sous forme classique, formule identique a` celles
obtenues dans [34], [43], [39] pour d’autres types de champs magne´tiques.
Pour y parvenir, on conside´rera des champs magne´tiques et des potentiels
e´lectriques de classe C1 ve´rifiant, hors d’un disque contenant l’origine :
(H)
{
C−|x|d 6 B(x) 6 C+|x|d
|∇B(x)| 6 C|x|d−1 et
{
v−|x|−γ 6 V (x) 6 v+|x|−γ
|∇V (x)| 6 C|x|−γ−1
ou` les constantes C, C± et v± sont toutes strictement positives.
De plus, l’e´tude des ope´rateurs compacts de type Toeplitz permettra d’e´ten-
dre ce re´sultat au champ magne´tique de degre´ supe´rieur en conce´dant une
hypothe`se sur la pe´riodicite´ du champ e´lectromagne´tique (E,B) et d’obtenir
le re´sultat suivant :
VII
The´ore`me 3.
Soient k ∈ N⋆, d ∈ [2k − 2; 3k − 2[, Λ < 1 et γ > 0.
On suppose que B et V1 sont deux fonctions de C
1(R2,R) ve´rifiant les hy-
pothe`ses (H) ci-dessus.
Si de plus, une fois en coordonne´es polaires (ρ, θ), on suppose que, pour tout
ρ fixe´, les fonctions θ 7→ B(ρ, θ) et θ 7→ V (ρ, θ) sont 2pi
k
-pe´riodiques, alors
on a quand λ ↓ 0 :
N (Λ, 1− λ|DB − V) ∼ 1
2pi
∫
V1>λ
B(x)dx.
On retrouve ce re´sultat en introduction du Chapitre 3 sous la forme du
The´ore`me 3.2 et sa de´monstration en sections 3.1.3 et 3.2.
Le quatrie`me chapitre aborde les re´sonances de l’ope´rateur de Dirac
P0 :=
3∑
k=1
αk (Dk −Ak(x))+α4, de´fini sur L2(R3,C4) avec un champ magne´-
tique constant B = (0, 0, B), perturbe´ par V un potentiel e´lectrique P0-
compact, de classe C∞ qui admet une extension holomorphe dans la direc-
tion du champ magne´tique.
On se propose d’e´tudier les re´sonances de P0+V en les de´finissant par di-
latation analytique en la direction (Ox3), comme X. P. Wang l’avait fait pour
l’ope´rateur de Schro¨dinger dans [54]. On commence par e´tudier la famille
(P (θ))θ, obtenue a` partir de P0+V par dilatation analytique, on montre que
le spectre discret de P (θ) est inde´pendant de θ. On de´finit alors l’ensemble
des re´sonances de P comme la re´union des spectres discrets de P (θ). Pour
e´tudier les re´sonances de forme engendre´es par des barrie`res du potentiel
e´lectrique dans le champ magne´tique intense, on introduit le parame`tre de
charge Z et on remplace V par ZV . Ensuite on utilise un changement de
coordonne´es symplectiques pour transformer P (θ) en
P (B,Z; θ) = α1
(√
Bx2
)
+ α2
(√
BD2
)
+ α4 + α3
(
e−θD3
)
+ ZV˜θI4
ou` V˜θ est l’ope´rateur pseudodiffe´rentiel sur L
2
(
R
3,C
)
de´fini par
V W
(
x− h 12D2, h 12x2 − hD1, eθx3
)
avec h := B−1. Puis utilisant la me´thode de Grushin comme X. P. Wang dans
[54] et [55], on e´tudie le spectre discret de l’ope´rateur P (B,Z; θ) pre`s des
niveaux de Landau-Dirac Λ+0 et Λ
−
0 a` l’aide d’un hamiltonien effectif. Pour
Ω un voisinage complexe des points Λ+0 et Λ
−
0 , bien choisi et ne rencontrant
pas σess(P (B,Z; θ)), on note par P(0)(λ) le proble`me de Grushin associe´ a`
P (B,Z; θ)− λ.
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The´ore`me 4. Si 1 ¿ Z < B 1−ε2 avec ε ∈]0; 1[, et λ ∈ Ω, alors P(0)(λ)
admet une unique solution donne´e par
E(0)(λ) =
(
E(0)(B,Z;λ) E
(0)
+ (B,Z;λ)
E
(0)
− (B,Z;λ) E
(0)
+−(B,Z;λ)
)
ou` E
(0)
+−(B,Z;λ) est un ope´rateur pseudodiffe´rentiel admettant pour de´velop-
pement asymptotique
λI2 − Λ+0 σ3 − e−θD3σ1 − ZV W
(
x1,−hD1, eθx3
)
−hZ
∞∑
j=0
h
j
2aWj
(
x1, hD1, e
θx3, h
1
2 e−θD3;
√
hZ,
√
hλ
)
ou` les aj sont des symboles a` valeurs matricielles, borne´s et holomorphes en
les variables
√
hZ et
√
hλ.
Ce re´sultat constitue le The´ore`me 4.8 de la section 4.3.1. On a un re´sultat
similaire pour les couples (Λ+q ,Λ
−
q ) pour q > 1, a` savoir le The´ore`me 4.11
de la section 4.3.2.
Le but de cette re´duction est de ramener l’e´tude des e´le´ments du spectre
discret de P (B,Z; θ) pre`s des niveaux de Landau-Dirac Λ±0 a` l’e´tude de
E
(0)
+−(B,Z;λ) et de chercher a` appliquer la me´thode de [54]. En poursuivant
cette e´tude, on conside´rera la partie principale
Q = λI2 − Λ+0 σ3 − e−θD3σ1 − ZV W
(
x1,−hD1, eθx3
)
de cet ope´rateur et on se rame`nera a` un proble`me semi-classique avec l’e´tude
de l’ope´rateur 1
Z
Q et Z → ∞. En imposant des conditions ge´ome´triques
approprie´es au potentiel V , on espe`re obtenir l’existence de re´sonances de
forme pre`s de Λ±0 .
Notations
Voici quelques-unes des notations utilise´es lors des trois premiers cha-
pitres de ce manuscrit.
- b.o.n. signifie ”base orthonorme´e”, et s.e. signifie ”sous-espace”.
- SEP (T, µ) repre´sente le sous-espace propre de l’ope´rateur T associe´ a`
la valeur propre µ.
- [[k;n]] de´signe l’ensemble {p ∈ N : k 6 p 6 n}.
- E(t) de´signe la partie entie`re du re´el t.
- δk,p est le symbole de Kronecker valant 1 si et seulement si k = p.
- Les ope´rateurs sur L2
(
R
2,C2
)
(resp. sur L2
(
R
2,C
)
) seront repre´sente´s
par des lettres T (resp. par des majuscules T ).
- Les produits scalaires sur L2
(
R
2,C2
)
et L2
(
R
2,C
)
seront note´s res-
pectivement par (·, ·) et 〈·, ·〉.
- La norme sur les espaces L2 conside´re´s sera note´e ‖ · ‖, celles sur les
espaces L∞ seront note´es par ‖ · ‖∞, et | · | signifiera la norme du
scalaire conside´re´.
- Si T est un ope´rateur compact, on comptera les valeurs propres, avec
leur multiplicite´, a` l’aide de
n+(µ, T ) = rang
(
E]µ;+∞[(T )
)
et n−(µ, T ) = rang
(
E]−∞;−µ[(T )
)
ou` EI(T ) est la projection spectrale de T correspondant a` l’intervalle
I.
- On rappelle les diffe´rents ope´rateurs rencontre´s dans le texte :
si A = (A1, A2) est un potentiel magne´tique associe´ a` B, on note
DB = D =
(
1
i
∂
∂x1
−A1
)
+ i
(
1
i
∂
∂x2
−A2
)
et D⋆B = D
⋆ =
(
1
i
∂
∂x1
−A1
)
− i
(
1
i
∂
∂x2
−A2
) (2)
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XDB =
(
1 D⋆B
DB −1
)
ope´rateur de Dirac
a` champ magne´tique B
D0 =
(
1 1
i
∂
∂x1
− i1
i
∂
∂x2
1
i
∂
∂x1
+ i1
i
∂
∂x2
−1
)
ope´rateur de Dirac libre
PB =
(−∆B −B 0
0 −∆B +B
)
ope´rateur de Pauli
a` champ magne´tique B
−∆B =
(
1
i
∂
∂x1
−A1
)2
+
(
1
i
∂
∂x2
−A2
)2 ope´rateur de Schro¨dinger
a` champ magne´tique B
On notera par PB (ou P s’il n’y a pas d’ambigu¨ıte´) la projection or-
thogonale de L2
(
R
2,C
)
sur Ker(−∆B −B) = Ker(DB).
On utilisera parfois aussi Dk a` la place de
1
i
∂
∂xk
.
- Pour λ > 1, on de´signera par N+Dirac(λ;B) (resp. N−Dirac(λ;B)), le
nombre de valeurs propres de l’ope´rateur de Dirac DB, compte´es avec
leur multiplicite´, et incluses dans l’intervalle ]1;λ[ (resp. dans l’inter-
valle ]− λ;−1[).
De meˆme,NPauli(λ;B) sera le nombre de valeurs propres de l’ope´rateur
de Pauli PB, compte´es avec leur multiplicite´, et incluses dans l’inter-
valle ]0;λ[.
Pour finir, on noteraNsch(λ;B) le nombre de valeurs propres de l’ope´ra-
teur −∆B+B, dans l’intervalle ]0;λ[ et compte´es avec leur multiplicite´.
- Pour λ > 0, on adopte la notation employe´e dans [34] et [43] en
de´signant par N (Λ, 1− λ|DB − V) le nombre de valeurs propres de
l’ope´rateur DB − V comprises entre Λ ∈] −∞; 1[ et 1 − λ, compte´es
avec leur multiplicite´, et de meˆme pour N (1 + λ,Λ|DB − V) :
i.e. N (Λ, 1− λ|DB − V) = E]Λ;1−λ[ (DB − V)
resp. N (1 + λ,Λ|DB − V) = E]1+λ;Λ[ (DB − V)
ou` V est l’ope´rateur de multiplication, de´fini sur L2
(
R
2,C2
)
, ayant
pour repre´sentation matricielle
V =
(
V1 0
0 V2
)
.
- On s’inte´ressera aux classes de potentiels e´lectriques a` de´croissance
rapide suivantes :
M = {f : R2 → R mesurables borne´es}
Ccpt =
{
V ∈M : supp(V ) compact et Int (V −1 (R⋆)) 6= ∅}
G(µ, β) =
{
V ∈M : ln |V (x)| ∼
|x|→∞
−µ|x|2β
}
ou` µ > 0, β ∈ R⋆+
- Dans le cas des potentiels e´lectriques a` de´croissance rapide, on s’inte´res-
sera, pour δ > 0, a` la classe des champs magne´tiques ve´rifiant :
(HB∼ rhd(δ)) =
{
B ∈ C1(R2,R) tel que B(x) = Bd(x) + Ψ(x)
avec Ψ(x) = O(|x|d−δ) quand |x| → ∞
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ou` Bd ∈ C1(R2,R) est un champ radial tel qu’il existe ϕd ∈ C2(R2,R)
solution classique de ∆ϕ = Bd ve´rifiant pour |x| > 1, ϕd(x) = b(d+2)2 |x|d+2
avec (b, d) ∈]0;+∞[2.
En particulier, pour |x| > 1, on a Bd(x) = b|x|d+2.
- Dans le cas des potentiels e´lectriques a` de´croissance polynomiale, on
fera les hypothe`ses suivantes sur le couple (B, V ) :
(HB,d)

B ∈ C1(R2,R)
C−|x|d 6 B(x) 6 C+|x|d pour |x| > R0
|∇B(x)| 6 C|x|d−1 pour |x| > R0
(HV,γ)

V ∈ C1(R2,R)
v−|x|−γ 6 V (x) 6 v+|x|−γ pour |x| > R0
|∇V (x)| 6 C|x|−γ−1 pour |x| > R0
(HB,d,k)

B ve´rifie (HB,d)
et une fois exprime´e en coordonne´es polaires (ρ, θ),
a` ρ fixe´, la fonction θ 7→ B(ρ, θ) est 2pi
k
-pe´riodique
(HV,γ,k)

V ve´rifie (HV,γ)
et une fois exprime´e en coordonne´es polaires (ρ, θ),
a` ρ fixe´, la fonction θ 7→ V (ρ, θ) est 2pi
k
-pe´riodique
ou` les constantes re´elles d, γ, C, C± et v± sont strictement positives
et k ∈ N⋆.
Voici a` pre´sent des notations utilise´es au cours du quatrie`me chapitre :
- La partie re´elle et la partie imaginaire d’un complexe z sont note´es
respectivement par ℜz et ℑz.
On pose C++ := {z ∈ C : ℜz > 0 et ℑz > 0}.
- I4 et I2 sont les matrices carre´es “unite´” de taille respective 4×4 et 2×
2. L’ope´rateur Id est l’“identite´” sur L2
(
R
3;C4
)
. Les ope´rateurs “iden-
tite´” sur L2
(
Rx2 ;C
4
)
et L2
(
R
2
x1,x3
;C
)
seront respectivement note´es
Idx2 et Idx1,x3 .
- On de´finira P0 l’ope´rateur de Dirac avec le champ magne´tique B =
(0; 0;B) a` l’aide des matrices de Dirac αj suivantes :
pour j ∈ {1; 2; 3}, αj =
(
0 σj
σj 0
)
α4 =
(
I2 0
0 −I2
)
ou` σj sont les matrices de Pauli
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
.
- Pour le champ magne´tique constant B, les niveaux de Landau-Dirac
seront note´s Λ±q := ±
√
1 + 2Bq pour q > 0.
- On repre´sentera le produit scalaire sur l’espace de Hilbert L2
(
Rx2 ;C
4
)
(resp. L2
(
R
2
x1,x3
;C
)
) par 〈·, ·〉x2 (resp. 〈·, ·〉x1,x3).
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- L’ope´rateur pseudodiffe´rentiel de symbole de Weyl a(x, ξ) est note´
aW (x,Dx) et de´fini par(
aW (x,Dx)f
)
(x) =
1
(2pi)n
∫ ∫
R2n
ei(x−y)·ξ a
(
x+ y
2
, ξ
)
f(y)dydξ
pour f ∈ S (Rn;C).
- Pour x ∈ Rn, on pose 〈x〉 := (1 + |x|2) 12 .
Chapitre 1
Spectre de l’ope´rateur de
Dirac DB
Comme annonce´ dans l’introduction, au cours de ce chapitre, on s’inte´res-
sera au spectre de DB. Dans un premier temps, apre`s avoir rappele´ le re´sultat
de I. Shigekawa [50] reliant les spectres de DB et de PB, on e´tablira que
σ(DB) se re´duit a` un singleton et que ce point est isole´ dans le spectre de
DB. Enfin, appliquant la me´thode de Weyl, on e´tudiera les valeurs propres
de DB utilisant celles de l’ope´rateur de H(B) = −∆B +B.
Le proble`me de l’asymptotique des valeurs propres de −∆B, l’ope´rateur
de Schro¨dinger a` champ magne´tique B tendant vers l’infini en l’infini, a e´te´
e´tudie´ par Y. Colin de Verdie`re dans [10] puis ame´liore´ dans [11] ou` l’auteur
impose des hypothe`ses sur les de´rive´es secondes d’un potentiel magne´tique
associe´ a` B. Puis, dans [32], H. Matsumoto, avec −∆B + V a` re´solvante
compacte, a de´termine´ une asymptotique du nombre de valeurs propres dans
le cas d’un V ne´gligeable devant B a` l’infini ou re´ciproquement. Ici, on
s’interroge sur le cas limite non traite´, a` savoir B = V .
Appliquant le re´sultat de P. Chernoff, [[9], The´o 2.1], on de´duit que(
DB, C
∞
0
(
R
2,C2
))
est un ope´rateur essentiellement auto-adjoint. Son exten-
sion auto-adjointe, que l’on notera encore DB, a pour domaine de de´finition
D (DB). Le champB e´tant C1
(
R
2,R
)
, on a l’inclusionD (DB) ⊂ H1loc
(
R
2,C2
)
.
Le spectre de l’ope´rateur de Dirac DB posse`de quelques proprie´te´s bien
connues : σ(DB) ⊂ R\] − 1; 1[ (ou R\] − m;m[ si l’on a choisi de garder
la masse m dans les calculs). Avec un champ magne´tique constant b non
nul, σ(Db) est constitue´ d’une infinite´ de valeurs propres isole´es, de multi-
plicite´s infinies. Ces dernie`res sont appele´es “niveaux de Landau-Dirac” et
s’expriment comme suit pour b > 0 :
Λ−q := −
√
1 + 2bq , q ∈ N⋆ Λ+q :=
√
1 + 2bq , q ∈ N.
Avec un b < 0, le point −1 appartient a` σ(DB) et +1 n’y est pas. Ainsi avec
un champ b constant non nul, le spectre de Db est syme´trique par rapport
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a` ze´ro, sauf en les points −1 et +1. Ce phe´nome`ne se nomme “la brisure de
syme´trie” (symmetry breaking).
Pour des champs magne´tiques B quelconques, on posse`de l’e´galite´ D2B =
PB +1. Le re´sultat de I. Shigekawa utilise cette relation avec l’ope´rateur de
Pauli pour exprimer σ(DB) a` l’aide de σ(PB) et permettre de retrouver les
proprie´te´s cite´es ci-dessus :
Proposition 1.1. [[50], Prop 2.5]
Si B ∈ C∞ (R2,R), alors le spectre de l’ope´rateur de Dirac DB est donne´
par
σ (DB) =
{√
λ+ 1 : λ ∈ σ (−∆B −B)
} ∪ {−√µ+ 1 : µ ∈ σ (−∆B +B)},
et le spectre essentiel de DB par
σess(DB)=
{√
λ+ 1 :λ ∈σess(−∆B−B)
}∪{−√µ+ 1 :µ ∈σess(−∆B+B)}.
L’ope´rateur de Schro¨dinger a` champ magne´tique B sera de´signe´ par
−∆B. En effet, siA et A˜ sont deux potentiels magne´tiques de classe C1(R2,R2)
associe´s au champ B, alors ∂1
(
A2 − A˜2
)
−∂2
(
A1 − A˜1
)
= 0. Donc il existe
une fonction de jauge κ ∈ C1(R2,R) telle que A = A˜+∇κ. Ainsi on obtient
la relation eiκ
(−i∇−A)e−iκ = (−i∇−A˜). Ceci entraˆıne que les ope´rateurs(−i∇−A)2 et (−i∇−A˜)2 sont unitairement e´quivalents (via la conjugaison
par l’ope´rateur de multiplication par e−iκ). On dit alors que
( − i∇ − A)2
est invariant par changement de jauge et on le repre´sentera par −∆B :
−∆B =
(
1
i
∂
∂x1
−A1
)2
+
(
1
i
∂
∂x2
−A2
)2
ou` A = (A1, A2) est un potentiel magne´tique associe´ a` B.
On a les relations −∆B −B = D⋆BDB et −∆B +B = DBD⋆B.
Remarque. La de´monstration propose´e par I. Shigekawa explicite les va-
leurs propres et les vecteurs propres de l’ope´rateur de Dirac DB en fonction
de ceux de l’ope´rateur de Pauli PB. En ce qui concerne le spectre essentiel,
il construit une suite de Weyl associe´e a` un e´le´ment de σess(DB) a` partir
d’une suite de Weyl associe´e a` l’e´le´ment de σess(PB) qui lui correspond.
Cet e´nonce´ et sa de´monstration sont alors valables pour des champs magne´ti-
ques beaucoup moins re´guliers que C∞. En particulier, ils seront corrects
pour des champs ayant la re´gularite´ C1. Pour cette raison, dans la suite
de ce manuscrit, on se permettra d’appliquer ce re´sultat pour des champs
magne´tiques de classe C1.
1.1 Spectre essentiel de DB
Pour un champ non constant, avec le re´sultat de I. Shigekawa, on vient
de voir une fac¸on d’obtenir σess(DB) a` partir de l’ope´rateur de Pauli. Deux
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ans auparavant dans [25], B. Helffer, J. Nourrigat et X.P. Wang ont obtenu
un re´sultat de´crivant le spectre essentiel de l’ope´rateur de Dirac H(B) de´fini
par
H(B) = α1
(
−i ∂
∂x1
−A1(x)
)
+α2
(
−i ∂
∂x2
−A2(x)
)
+α4=

1 0 0 D⋆
0 1 D 0
0 D⋆ −1 0
D 0 0 −1

ou` D et D⋆ sont les meˆmes ope´rateurs introduits avec notre ope´rateur DB et
de´finis dans les Notations en (2). Ce re´sultat permet d’exprimer le spectre
essentiel de H(B) a` l’aide d’ope´rateur de Dirac a` champ constant H(b) :
The´ore`me 1.2. [[25], The´o 1.6]
Soit B ∈ C∞(R2,R)∩L∞(R2,R).
On note B∞ :=
{
b ∈ R : ∃ (xn)n , |xn| →n→∞ +∞ , B(xn) →n→∞ b
}
et S∞ :=
{ {
±√1 + 2k|b| : k ∈ N, b ∈ B∞} si 0 /∈ B∞
]−∞;−1] ∪ [1;+∞[ si 0 ∈ B∞.
On pose ε0(x) = |B(x)| et pour r > 1, εr(x) =
P
α1+α2=r
|Dα11 D
α2
2 B(x)|
1+
P
α1+α2<r
|Dα11 D
α2
2 B(x)|
.
Si lim
|x|→∞
ε0(x) = 0 ou lim|x|→∞
ε1(x) = 0, alors σess (H(B)) = {−1; 1} ∪ S∞.
Si lim
|x|→∞
εr(x) = 0 pour un r > 2, alors {−1; 1} ⊂ σess (HB).
En identifiant L2
(
R
2,C4
)
a` L2
(
R
2,C2e1,e4
)⊕L2(R2,C2e2,e3), on peut obtenir
une nouvelle e´criture matricielle de H(B) :
DB ⊕
(
1 D
D⋆ −1
)
.
Or, de l’e´quivalence
DB
(
u
v
)
= λ
(
u
v
)
⇐⇒
(
1 D
D⋆ −1
)(−v
u
)
= −λ
(−v
u
)
on peut obtenir que le spectre de
(
1 D
D⋆ −1
)
est le syme´trique par rapport
a` 0 du spectre de DB. Apre`s avoir exclu un des points +1 ou −1, en utilisant
les Lemmes 1.4 a` 1.6, on sera en mesure de de´montrer que pour des champs
B ve´rifiant les hypothe`ses du The´ore`me de B. Helffer, J. Nourrigat et X.P.
Wang [25] (ce qui inclut les champs a` croissance polynomiale), on aura le
re´sultat suivant :
Proposition 1.3. On suppose que B ∈ C1(R2,R).
Si lim
|x|→∞
B(x) = +∞ (resp. −∞), alors σess (DB) = {+1} (resp. {−1}).
De plus, le point +1 (resp. −1) est un point isole´ de σ (DB).
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Remarque. Pour cet e´nonce´, on ne fait pas l’hypothe`se sur les fonctions
εj associe´es a` B. On propose ci-dessous une de´monstration, ne faisant pas
appel au The´ore`me 1.2 et valable de`s que le champ B tend vers l’infini en
l’infini.
[25] indique que −∆B +B ou −∆B −B n’est pas a` re´solvante compacte.
De´monstration de la Proposition 1.3. Pour effectuer le raisonnement,
on supposera que la limite de B en l’infini est +∞ :
En appliquant la Proposition 1.1, on est ramene´ a` prouver que 0 est un
e´le´ment de σess(−∆B −B) et un point isole´ dans σ(−∆B −B), et 0 n’est
pas dans σess(−∆B +B). Le premier point va de´couler du Lemme1 suivant
issu de [50], que l’on retrouve e´galement dans [[17], Lemme 2.12] :
Lemme 1.4. [[50], Lemme 3.4]
Si B ∈ C1(R2,R) et lim
|x|→+∞
|x|2B(x) = +∞, alors dimKer(D⋆B) =∞.
Par conse´quent, Ker(−∆B − B) = Ker(D⋆B) est de dimension infinie
et 0 ∈ σess (−∆B −B). D’apre`s la Proposition 1.1, on en de´duit donc que
+1 ∈ σess (DB). De plus, graˆce au re´sultat suivant et au fait que l’ope´rateur
−∆+B est a` re´solvante compacte, on aura 0 /∈ σ(−∆B +B).
Lemme 1.5. [[30], Cor 1.4]
Si V est un potentiel infe´rieurement borne´ et −∆ + V est a` re´solvante
compacte, alors pour tout potentiel magne´tique A∈C1(R2,R2), l’ope´rateur
−∆B + V est e´galement a` re´solvante compacte.
Le fait que +1 soit un point isole´ dans σess (DB) est une conse´quence de
ce dernier re´sultat :
Lemme 1.6. [[12], The´o 6.4]
Soit A de classe C1
(
R
2,R2
)
un potentiel magne´tique associe´ au champ
B. Alors les ope´rateurs −∆B +B et −∆B −B ont le meˆme spectre excepte´
peut-eˆtre en 0.
Ainsi, 0 est un point isole´ de σ (−∆B −B), et la Proposition 1.1 assure
que le point +1 est un point isole´ de σ (DB). Ceci ache`ve la de´monstration
de la Proposition 1.3.
S’il n’y a pas de confusion possible, on notera indiffe´remment DB ou D
pour le meˆme ope´rateur et de meˆme pour D⋆B ou D
⋆.
Avant de s’attaquer aux perturbations de l’ope´rateur de Dirac par un
champ e´lectrique, on va finir cette e´tude du spectre de DB. On vient de
de´terminer σess(DB), il reste a` s’inte´resser aux e´le´ments du spectre dis-
cret de DB. Pour atteindre ce but, on exploitera la me´thode de Weyl pour
1A noter que dans leur article re´cent [46], G. Rozenblum et N. Shirokov ont obtenu
que le noyau de D⋆B est de dimension infinie pour une classe de champ magne´tique B plus
importante.
1.2. SPECTRE DISCRET DE −∆B +B 5
de´terminer σd(−∆B + B). Puis invoquant la supersyme´trie, on obtiendra
σd(PB), et de la Proposition 1.1, on de´duira σd(DB).
1.2 Spectre discret de −∆B +B
La me´thode de Weyl consiste a` partitionner l’espace R2 par des carre´s et
conside´rer la re´alisation auto-adjointe de l’ope´rateur de Schro¨dinger a` champ
magne´tique sur chacun des carre´s Qj,p avec condition de Dirichlet au bord.
On se basera sur le travail [28] de A. Iwatsuka et H. Tamura pour donner
une re´ponse au cas limite laisse´ vacant par H. Matsumoto dans [32]. En ef-
fet, e´tudiant le comportement asymptotique de la trace de l’ope´rateur de la
chaleur, H. Matsumoto a obtenu des re´sultats sur l’asymptotique du spectre
discret des ope´rateurs −∆B+V a` re´solvante compacte lorsque B = o(V ) ou
V = o(B). Pour des potentiels magne´tiquesA ve´rifiant |∂αAk(x)| = o(V (x)),
il a montre´ que Tr(e−t(−∆A+V )) ∼
t→0+
Tr(e−t(−∆+V )) et a conclu a` l’asymp-
totique de N (λ), le nombre de valeurs propres dans ]0;λ[ compte´es avec leur
multiplicite´, en appliquant le The´ore`me Tauberien de Karamata.
Ici, on s’inte´ressera au cas ou` V = B avec des champs magne´tiques B qui
divergent a` l’infini vers +∞, plus pre´cise´ment a` croissance polynomiale, et
l’on obtiendra un encadrement de NSch(λ;B), la fonction de comptage des
valeurs propres de −∆B + B comprises dans ] −∞;λ[, ces valeurs propres
e´tant compte´es avec multiplicite´. De plus, en supposant queB est asymptoti-
quement homoge`ne de degre´ d a` l’infini, on donnera une formule explicite de
l’e´quivalent de NSch(λ;B). Enfin, on terminera en appliquant ces re´sultats
aux ope´rateurs de Pauli et de Dirac avec de tels champs magne´tiques B.
Proposition 1.7.
Soit B ∈ C1(R2,R) tel qu’il existe un compact K ⊂ R2 contenant
l’origine et des constantes (b+, b−, C, d) ∈]0;+∞[4 ve´rifant que pour tout
x ∈ R2\K,
b−|x|d 6 B(x) 6 b+|x|d et |∇B(x)| 6 C|x|d−1. (1.1)
De plus, on suppose que quand λ→ +∞ :
E(ληd )∑
k=1
∫
V−
k
(λ;B)∪V+
k
(λ;B)
B(x)dx = o
(
λ1+
2
d
)
(1.2)
ou` l’on de´finit V−k (λ;B) =
{
x ∈ R2\K : λ(1− g−(λ))
2k
< B(x) 6
λ
2k
}
et
V+k (λ;B) =
{
x ∈ R2\K : λ
2k
< B(x) 6
λ(1 + g+(λ))
2k
}
, les fonctions posi-
tives g± ve´rifient g± (λ) = Cλ−ηd quand λ → +∞ et la constante vaut
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ηd =
1
3d si d ∈]1;+∞[ et 13 − ε si d ∈]0; 1] et pour tout ε¿ 1.
Alors on a quand λ→ +∞ :
NSch(λ;B) ∼ 1
2pi
∫
R2\K
B(x)T
(
λ
B(x)
− 1
)
dx ,
ou` T (x) = #{n ∈ N⋆ : 2n+ 1 < x}.
Remarques.
1) La formule ci-dessus ressemble a` celles obtenues dans [10] et [11]. Y.
Colin de Verdie`re a obtenu, e´galement pour des champs magne´tiques
tendant vers +∞ en l’infini, l’asymptotique suivante quand λ→ +∞ :
N (λ;B) ∼ 1
2pi
∫
R2\K
B(x)T
(
λ
B(x)
)
dx
ou` N (λ;B) est le nombre de valeurs propres compte´es avec multipli-
cite´ de l’ope´rateur −∆B.
Le fait de regarder le spectre de −∆B + B au lieu de −∆B va alors
procurer un de´calage de −1 dans l’appel de l’application T : en ef-
fet, dans la Proposition 1.7, on obtient une formule faisant intervenir
T
(
λ
B(x) − 1
)
a` la place de T
(
λ
B(x)
)
dans la formule ci-dessus.
2) L’inte´grale se fait sur R2\K pour e´viter de rencontrer le(s) ze´ro(s)
du champ B.
3) Sous ces hypothe`ses, on pourra montrer que le terme principal de
NSch(λ;B) est de l’ordre de λ1+ 2d .
En effet, par la de´finition de T , on a
T (α) = k ⇐⇒ 2(k − 1) + 1 < α 6 2k + 1
et donc α2 −1 6 T (α−1) < α2 . En particulier, en notant E(t) la partie
entie`re de t, on a
T (α− 1) =
{
E
(
α
2
)
si α /∈ 2N
E
(
α
2
)− 1 si α ∈ 2N.
On en de´duit que pour tout α, on a
α
2
− 1 6 T (α− 1) 6 E
(α
2
)
.
Donc en notant µ la mesure de Lebesgue sur R2, et I(λ) l’inte´grale
pre´sente dans l’e´quivalent de N (λ), on a
I(λ) 6
∫
R2\K
B(x)E
(
λ
2B(x)
)
dx 6
λ
2
µ
(
B−1(]−∞;λ[) ∩ c K
)
.
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D’apre`s (1.1), on obtient I(λ) 6
λ
2
µ
({
x ∈ R2 : λ > 2b−|x|d
})
. D’ou`
il existem+ ∈]0;+∞[ tel que pour tout λ > 1, on a I(λ) 6 m+λ1+ 2d . Et
de meˆme, on obtient I(λ) >
∫
{2B6λ}\K
B(x)T
(
λ
B(x)
− 1
)
dx. Il existe
λ0 ∈]0; +∞[ tel que pour tout λ > λ0, on a l’inclusion E−(λ) :={
x ∈ R2 : 2b+|x|d 6 λ
}
⊂{2B 6 λ}. Ainsi pour tout λ>λ0, on a
I(λ) >
∫
E−(λ)
B(x)T
(
λ
B(x)
− 1
)
dx−
∫
K
B(x)T
(
λ
B(x)
− 1
)
dx.
Donc il existe c0 ∈]0;+∞[ tel que pour tout λ > λ0, on a
I(λ) >
λ
2
µ
({
x ∈ R2 : λ > 2b+|x|d
})
−
∫
E−(λ)
B(x)dx− c0λ.
D’apre`s (1.1), on en de´duit que
∫
E−(λ)
B(x)dx 6
2pib+
d+ 2
(
λ
2b+
)1+ 2
d
.
L’e´galite´ µ
(
E−(λ)
)
= pi (2b+)
− 2
d λ
2
d entraˆıne la minoration de I(λ)
par pi (2b+)
− 2
d
(
1
2
− 1
d+ 2
)
λ1+
2
d − c0λ.
Comme 12 − 1d+2 > 0, on en de´duit qu’il existe m− ∈]0;+∞[ tel que
m−λ1+
2
d 6
∫
R2\K
B(x)T
(
λ
B(x)
− 1
)
dx 6 m+λ
1+ 2
d .
En remplac¸ant T
(
λ
B(x) − 1
)
par T
(
λ(1±g±(λ))
B(x) − 1
)
, on obtient le meˆ-
me encadrement et on en de´duit qu’il existe (m˜−, m˜+, λ1) ∈]0;+∞[3
tel que pour tout λ > λ1, m˜−λ1+
2
d 6 NSch(λ;B) 6 m˜+λ1+
2
d .
4) Ce travail se diffe´rencie du travail de M. Boyarchenko et S. Le-
vendorskii [8] par le fait que ces derniers conside`rent des champs
magne´tiques quasi-homoge`nes (i.e. ve´rifiant B(tγ1x1, t
γ2x2) = tB(x)
avec t > 0, x ∈ R2 et les γj rationnels) et qu’ils travaillent essen-
tiellement avec des potentiels polynomiaux. Ne´anmoins leurs calculs
effectue´s en [8] (paragraphe 3.4) peuvent s’adapter a` notre cadre. Ici,
la de´monstration propose´e semble “plus simple”. Ceci s’explique par
le fait que la classe des champs magne´tiques conside´re´s ici est plus
cible´e.
A priori, la diffe´rence essentielle re´side dans la construction de la par-
tition de l’unite´. Ils majorent Φ par (Ψ⋆(x))2 = (1 +
√
B(x))2, alors
que l’on utilise une fonction qui est un o(B). La construction des petits
carre´s propose´e ici est aussi plus explicite.
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5) Les champs magne´tiques B ve´rifiant (1.1) et asymptotiques homoge`nes
de degre´ d remplissent2 la condition (1.2). Ainsi le The´ore`me 1 de
l’introduction sera vu comme une conse´quence de la Proposition 1.7
(voir section 1.3). Cette dernie`re sera elle-meˆme une conse´quence de
la proposition suivante :
Proposition 1.8.
Soit B ∈ C1(R2,R) ve´rifiant les hypothe`ses (1.1).
Alors il existe (c, λ0) ∈]0;+∞[2 tel que pour tout λ > λ0,
NSch(λ;B) 6 1
2pi
∫
R2\Kz
B(x)T
(
λ(1 + g+(λ))
B(x)
− 1
)
dx
[
1 + cλ−ηd
]
NSch(λ;B) > 1
2pi
∫
R2\Kz
B(x)T
(
λ(1− g−(λ))
B(x)
− 1
)
dx
[
1− cλ−ηd] (1.3)
ou` ηd est la constante positive du The´ore`me 1.7.
Pour e´laborer la de´monstration de ce re´sultat, on va introduire les nota-
tions suivantes :
• H(B) = −∆B + B ou` −∆B repre´sente l’ope´rateur de Schro¨dinger,
avec champ magne´tique B sur L2
(
R
2,C
)
. Pour un re´el λ, NSch(λ;B)
de´signe le nombre de valeurs propres de l’ope´rateur H(B), compte´es
avec multiplicite´, contenues dans l’intervalle ]−∞;λ[.
• Les variables j, p et k de´signent des entiers naturels. [[j, p]] est l’en-
semble des entiers compris entre j et p.
• Hjp(B) repre´sente la re´alisation auto-adjointe de l’ope´rateurH(B) sur
L2(Qjp;C) avec les conditions de Dirichlet au bord. Les Qj,p seront des
petits carre´s de R2, de´finis au de´but de la section §1.2.1. On de´signe
par ND (Hjp(B) < λ;Qjp) le nombre de valeurs propres de l’ope´rateur
Hjp(B), compte´es avec multiplicite´ et plus petites que λ.
• Une fonction re´elle positive sera dite a` (de´)croissance de l’ordre de λa
s’il existe c± ∈]0;+∞[ tel que c−λa 6 f(t) 6 c+λa.
Comme annonce´e ci-dessus, la de´monstration de la Proposition 1.8 se
fera en appliquant la me´thode de Weyl. Obtenue en deux temps, la mino-
ration sera l’objet du paragraphe 1.2.1, et la majoration celui de la section
1.2.2. Puis on appliquera ce re´sultat pour de´terminer un e´quivalent a` la dis-
tribution asymptotique du spectre discret de l’ope´rateur de H(B) avec un
champ magne´tique ve´rifiant (1.1) au cours de la section 1.3.
On minorera NSch(λ;B) de la fac¸on suivante :
2On se reportera a` la de´monstration du The´ore`me 1.11 pour la justification.
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1) L’ide´e est de recouvrir l’espace par une re´union de “couronnes carre´es”
Cj d’e´paisseur 1. Ces Cj sont centre´es a` l’origine et forme´es de petits
carre´s Qj,p de coˆte´ de longueur
3 [E (jα)]−1 pour un α bien choisi4.
2) Sur chaque Qj,p, on remplacera Hjp(B) par une combinaison bary-
centrique d’ope´rateurs de Schro¨dinger a` champ magne´tique constant.
L’intervention de cette combinaison barycentrique vient du fait que
les “domaines de niveau” de la fonction T
(
λ
B(·) − 1
)
partitionnent le
plan.
3) On utilisera alors le re´sultat suivant, de Y. Colin de Verdie`re, pour
obtenir un minorant de N (λ).
The´ore`me 1.9. [[11], The´o 4.1]
Soient QR un cube de coˆte´ R et Hb l’ope´rateur de Schro¨dinger a` champ
magne´tique constant b > 0.
1. Il existe une constante C0 > 0 inde´pendante de λ, R, telle que
pour tout Λ ∈]0; R2 [,
ND(Hb < λ;QR) >
1
2pi (1− ΛR)2b µ(QR) T
(
λ
b
− C0
Λ2b
)
.
2. De plus pour la majoration, on a
ND(Hb < λ;QR) 6
1
2pi b µ(QR)T
(
λ
b
)
.
4) Pour terminer, on e´valuera la diffe´rence entre ce minorant et celui
recherche´.
Le plan de la majoration est identique : apre`s avoir introduit des par-
titions de l’unite´ (ϕjp)jp, ϕjp valant 1 sur Qjp, a` support dans un carre´
Q˜jp de meˆme centre et de coˆte´ (1 + j
−β) [E (jα)]−1 pour un β bien choisi,
on utilise la relation IMS5 pour obtenir une majoration de NSch(λ;B) par
les ND
(
H(B) < λ; Q˜jp
)
. La suite se fait une nouvelle fois par l’emploi du
The´ore`me de Colin de Verdie`re [The´o 1.9] et on conclut en estimant la
diffe´rence avec le majorant voulu.
1.2.1 Minoration de NSch(λ;B)
Etape 1 Construction d’un recouvrement de R2.
Soit α ∈ ]max(0; d4 − 12); d2[.
3On prend une longueur rationnelle pour faciliter les calculs, en particulier celui du
nombre de carre´s Qj,p formant Cj .
4Le champ B tendant vers l’infini en l’infini, on choisira un re´el α > 0 pour pouvoir
controˆler l’erreur que l’on commet en comparant Hjp(B) par l’ope´rateur a` champ constant
Hjp(B(xjp)). Ne´anmoins, il ne devra pas eˆtre trop grand, 2α < d pour ne pas minorer par
0 !
5Voir en Annexe A pour un e´nonce´ de la relation Ismagilov-Morgan-Sigal.
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• On va construire les “couronnes carre´es” Cj par un proce´de´ ite´ratif :
On pose C1 le carre´ ouvert centre´ en 0 et de longueur de cote´ 2.
Soit j ∈ N⋆. On suppose construites les couronnes C1, .., Cj . La couronne
Cj+1 borde l’ensemble
j⋃
i=1
Ci.
Elle a pour e´paisseur 1, est forme´e de petits carre´s ouverts Qj,p, de centre
xj,p et de longueur de coˆte´ rj,p = E (j
α)−1.
0
R2
2
1
Qj,p
C2
C3
C1
Fig. 1.1 – Recouvrement de R2 par les couronnes carre´es Cj
Pour j > 2, on note N#j le nombre de carre´s Qj,p contenus dans Cj ,
n#j le nombre de carre´s Qj,p contenus dans un carre´ de coˆte´ 1,
et N#j le nombre de carre´s de coˆte´ 1 inclus dans Cj .
Les relations N#j+1 = N
#
j +8 et N
#
2 = 12 entraˆınent que N
#
j = 4(2j−1).
De plus, on a n#j = E(j
α)2. Par conse´quent, l’e´galite´ N#j = N#j ·n#j permet
d’obtenir N#j = 4(2j − 1)E (jα)2.
Pour tout j ∈ N⋆ et pour tout x ∈ Cj , on a les encadrements suivants
j − 1 6 |x| 6 j
√
2 et donc b−(j − 1)d 6 B(x) 6 b+2 d2 jd. (1.4)
• On a Qj,p ∩Qk,q = ∅ si (j, p) 6= (k, q), R2 =
⋃
j,p
Qj,p et par conse´quent
N (λ) >
∑
j,p
ND(Hjp(B) < λ;Qj,p) .
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Il existe J0 ∈ N⋆ tel que Kz ⊂
J0−1⋃
j=1
Cj et en particulier
N (λ) >
∑
j,p
j>J0
ND(Hjp(B) < λ;Qj,p) . (1.5)
• On pose J+B (λ) = E
(
λ
1
d (2b−)−
1
d
)
+2. D’apre`s (1.1) et (1.4), pour tout
j > J+B (λ), on a inf
y∈Cj
B(y) > λ. De l’ine´galite´ H(B) > 2B, on en de´duit que
pour tout j > J+B (λ), on a ND(Hjp(B) < λ;Qj,p) = 0. Il existe λ0 ∈]0;+∞[
tel que pour tout λ > λ0, J
+
B (λ) > J0.
Ainsi dans (1.5) la sommation ne s’effectue que sur les j compris entre
J0 et JB(λ).
Pour la suite, on noteraN0,λ :=
{
(j, p) ∈ N2 : j ∈ [[J0, J+B (λ)]] et Qj,p ∈ Cj
}
.
• Pour simplifier, on notera C(j) =
j⋃
i=1
Ci.
Etape 2 Comparaison de Hjp(B) avec un ope´rateur a` champ magne´tique
constant.
• Soit y ∈ Qj,p. Quitte a` faire un changement de jauge, on peut supposer
que l’on travaille avec Ej,p,y =
(
E
(1)
j,p,y, E
(2)
j,p,y
)
comme potentiel magne´tique
associe´ a` B −B(y) ou`
E
(1)
j,p,y(x) = −
∫ 1
0
s
(
x(2) − y(2)
)
[B (y + s (x− y))−B(y)] ds
E
(2)
j,p,y(x) =
∫ 1
0
s
(
x(1) − y(1)
)
[B (y + s (x− y))−B(y)] ds
Ainsi pour l = 1, 2, on a pour tout (j, p) ∈ N0,λ,
sup
x∈Qj,p
∣∣∣E(l)j,p,y(x)∣∣∣ 6 2r2j,p sup
x∈Qj,p
|∇B(x)|.
De (1.1) et (1.4), on en de´duit qu’il existe c1 ∈]0;+∞[ tel que pour tout
(j, p) ∈ N0,λ, on a sup
x∈Qj,p
∣∣∣E(l)j,p,y(x)∣∣∣2 6 c1j2d−2−4α.
De plus, j e´tant majore´ par J+B (λ), on obtient pour tout λ > λ0, que
sup
x∈Qj,p
∣∣∣E(l)j,p,y(x)∣∣∣2 6 c1J+B (λ)max(0;2d−2−4α). Donc il existe c2 ∈]0;+∞[ tel
que pour l = 1, 2, pour tout (j, p) ∈ N0,λ et pour tout λ > λ0, on a
sup
x∈Qj,p
∣∣∣E(l)j,p,y(x)∣∣∣2 6 c2λmax(0;2− 2+4αd ).
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• Soit τ ∈ ]0; 1−max (0; 2− 2+4α
d
)[
, au sens des formes quadratiques,
pour tout λ > λ0 et tout (j, p) ∈ N0,λ, on a l’ine´galite´
Hjp(B) 6 (1 + λ
−τ )Hjp (B(y)) + (1 + λτ ) |Ej,p,y|2
6 (1 + λ−τ )Hjp (B(y)) + (1 + λτ ) 2c2λmax(0;2−
2+4α
d ).
• Il existe (c3, c4) ∈]0;+∞[2 tel que pour tout λ > λ0,(
1 + λ−τ
)−1 − 2c2λτ+max(0;2− 2+4αd )−1 > 1− c3λ−τ − c4λτ+max(0;2− 2+4αd )−1.
Ainsi on minore ND
(
Hjp(B) < λ;Qj,p
)
par
ND
(
Hj,p(B(y)) <
(
1 + λ−τ
)−1
λ− 2c2λτ+max(0;2−
2+4α
d )−1;Qj,p
)
> ND
(
Hj,p(B(y)) < λ
[
1− c3λ−τ − c4λτ+max(0;2−
2+4α
d )−1
]
;Qj,p
)
. (1.6)
Pour obtenir un minorant, on utilise le re´sultat de Y.Colin de Verdie`re,
[The´o 1.9].
• Soit µ ∈ ]0; 12 − αd [.
On note alors que C0 (λ
−µrj,p)
−2
= C0λ
2µE (jα)2 6 C0λ
2µJ+B (λ)
2α.
Donc il existe c5 ∈]0;+∞[ tel que pour tout λ > λ0, pour tout (j, p) ∈ N0,λ,
C0 (λ
−µrj,p)
−2
6 c5λ
2µ+ 2α
d .
• On pose g(λ) = c3λ−τ + c4λτ−1+max(0;2−
2+4α
d ) + c5λ
2µ+ 2α
d
−1. Ainsi en
notant γ = min
(
τ ; 1− τ −max (0; 2− 2+4α
d
)
; 1− 2µ− 2α
d
)
, il existe c−0 ∈
]1;+∞[ et λ1 > λ0 tels que pour tout λ > λ1, on a 1c−0 λ
−γ 6 g(λ) 6 c−0 λ
−γ .
Pour simplifier l’e´criture, on dira que g(λ) = Cλ−γ .
Pour k ∈ N, on de´finit les ensembles Ω˜−k (λ) et Ω−k (λ) de la fac¸on sui-
vante :
Ω˜−k (λ) =
{
x ∈ R2 : T
(
λ(1−g(λ))
B(x) − 1
)
= k
}
et Ωk(λ) =
{
x ∈ R2 : T
(
λ
B(x) − 1
)
= k
}
.
En utilisant les proprie´te´s de la fonction T , on obtient :
Ω˜−k (λ) =
{
x ∈ R2 : 2k − 1 < λ(1− g(λ))
B(x)
− 1 6 2k + 1
}
=
{
x ∈ R2 : 2k < λ(1− g(λ))
B(x)
6 2(k + 1)
}
=
{
x ∈ R2 : λ(1− g(λ))
2(k + 1)
6 B(x) <
λ(1− g(λ))
2k
}
.
De meˆme Ωk(λ) =
{
x ∈ R2 : λ
2(k + 1)
6 B(x) <
λ
2k
}
.
On note qu’il n’y a qu’un nombre fini de Ω˜−k (λ) non vide. En effet, si
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k > E
(
λ(1−g(λ))
2 inf
x∈R2\Kz
B(x)
)
, on a Ω˜−k (λ) = ∅.
On de´finit respectivement les entiers k˜max(λ) et kmax(λ) parE
 λ(1− g(λ))
2 inf
x∈R2\Kz
B(x)

et E
 λ
2 inf
x∈R2\Kz
B(x)
.
• De plus, Ω˜−k (λ) ∩ Ω˜−l (λ) = ∅ si k 6= l et R2 =
⋃
k
Ω˜−k (λ).
En utilisant l’e´galite´ Qj,p =
⋃
k
Ω˜−k (λ) ∩Qj,p, on va e´crire
ND
(
Hjp(B) < λ;Qj,p
)
=
∑
k
µ
(
Ω˜−k (λ) ∩Qj,p
)
µ (Qj,p)
ND
(
Hjp(B) < λ;Qj,p
)
(1.7)
ou` µ est la mesure de Lebesgue sur R2.
Ensuite, si µ
(
Ω˜−k (λ) ∩Qj,p
)
6= 0, on va chercher a` remplacer Hjp(B)
par Hjp(B(xj,p,k)) ou` le point xj,p,k est dans Ω˜
−
k (λ) ∩Qj,p et obtenir (1.6).
En appliquant le The´ore`me 1.9, on obtient pour minorant de ND
(
Hjp(B) <
λ;Qj,p
)
:
1− λ−µ
2pi
∑
k
µ
(
Ω˜−k (λ) ∩Qj,p
)
B(xj,p,k)T
(
λ(1− g(λ))
B(xj,p,k)
− 1
)
autrement dit
ND
(
Hjp(B) < λ;Qj,p
)
>
1− λ−µ
2pi
∑
k
∫
eΩ−
k
(λ)∩Qj,p
B(xj,p,k)T
(
λ(1− g(λ))
B(x)
− 1
)
dx.
Les encadrements (1.4) donnent pour tout x ∈ Qj,p,
|B(xj,p,k)−B(x)| 6
√
2 rjp sup
y∈Qj,p
|∇B(y)|
6 C
√
2 rjp sup
y∈Qj,p
|x|−1B(y)
6 C
√
2 rjp max
(
(
√
2j)d−1, (j − 1)d−1
)
.
Donc, de nouveau en utilisant les ine´galite´s (1.4), il existe c6 ∈]0;+∞[
tel que
sup
x∈Qj,p
|B(xj,p,k)−B(x)| 6 c6 j−(α+1) inf
y∈Qj,p
B(y). (1.8)
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On nomme
∑
j,p,k
∫
eΩ−
k
(λ)∩Qj,p
|B(xj,p,k)−B(x)| T
(
λ(1− g(λ))
B(x)
− 1
)
dx par I−1 (λ).
L’ine´galite´ (1.8) permet alors d’avoir∫
eΩ−
k
(λ)∩Qj,p
|B(xj,p,k)−B(x)| T
(
λ(1− g(λ))
B(x)
− 1
)
dx
6 c6
∫
eΩ−
k
(λ)∩Qj,p
(
j−(α+1) inf
y∈Qj,p
B(y)
)
T
(
λ(1− g(λ))
B(x)
− 1
)
dx
et ainsi, on peut majorer I−1 (λ) par
c6
∑
j,p,k
j−(α+1)
∫
eΩ−
k
(λ)∩Qj,p
B(x)T
(
λ(1− g(λ))
B(x)
− 1
)
dx
soit
I−1 (λ) 6 c6
∑
j,p
j−(α+1)
∫
Qj,p
B(x)T
(
λ(1− g(λ))
B(x)
− 1
)
dx.
Comme B(x)T
(
λ(1−g(λ))
B(x) − 1
)
6
λ(1−g(λ))
2 , il existe donc c7 ∈]0;+∞[ tel que
pour tout λ > λ1
I−1 (λ) 6 c7
∑
j,p
j−(3α+1)λ(1− g(λ)) = c7λ(1− g(λ))
∑
j
N#j · j−(3α+1).
Donc il existe c8 ∈]0;+∞[ tel que pour tout λ > λ1,
I−1 (λ) 6
{
c8λ
(
1 + λ
1−α
d
)
si α 6= 1,
c8λ ln(λ) si α = 1.
De l’ine´galite´ pour tout (j, p) ∈ Njp
ND
(
Hjp(B) < λ;Qj,p
)
>
1− λ−µ
2pi
∫
Qj,p
B(x)T
(
λ(1− g(λ))
B(x)
− 1
)
dx
−
∑
k
∫
eΩ−
k
(λ)∩Qj,p
|B(xj,p,k)−B(x)| T
(
λ(1− g(λ))
B(x)
− 1
)
dx ,
de la majoration de I−1 (λ) et du fait que
∫
R2\Kz
B(x)T
(
λ(1− g(λ))
B(x)
− 1
)
dx
est de l’ordre de λ1+
2
d , on de´duit qu’il existe c9 ∈]0;+∞[ tel que pour tout
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λ > λ1
NSch(λ;B) > 1
2pi
∫
R2\Kz
B(x)T
(
λ(1− g(λ))
B(x)
− 1
)
dx
[
1− λ−µ − c9λ− 2d f(λ)
]
(1.9)
avec f(λ) =
{
1 + λ
1−α
d si α 6= 1,
ln(λ) si α = 1.
On a vu que pour tout λ > λ1, g(λ) posse`de une de´croissance de l’ordre
de λ−γ ou` Ãl’exposant γ ve´rifie γ = min
(
τ ; 1− τ −max (0; 2− 2+4α
d
)
; 1− 2µ− 2α
d
)
.
Si d ∈]1;+∞[, alors on choisit α = d−12 . Ainsi γ = min
(
τ ; 1− τ ; 1
d
− 2µ)
et la de´croissance de λ−µ − c9λ− 2d f(λ) est de l’ordre de λ−η ou` l’on pose
η = min
(
µ; 1+α
d
)
. Comme 1
d
− 2µ > 0, on a η = µ et ceci meˆme si α = 1.
Si d ∈]0; 1], alors γ = min (τ ; 1− τ ; 1− 2µ− 2α
d
)
= min
(
1
2 ; 1− 2µ− 2αd
)
et η = min
(
µ; 1+α
d
)
. Comme µ < 1, on a η = µ. Ainsi en prenant α = d2ε,
on obtient µ = γ = 13 − ε pour tout ε¿ 1.
1.2.2 Majoration de NSch(λ;B)
Etape 1 Construction d’une partition de l’unite´ associe´e au recouvre-
ment pre´ce´dent de R2.
• On reprend les couronnes carre´es Cj et les petits carre´s Qj,p de la sec-
tion 1.1.
• On dilate un peu ces derniers en posant Q˜j,p le carre´ de centre xj,p et
de longueur de coˆte´ (1 + j−β)E(jα)−1 ou` l’exposant β > 0 sera pre´cise´ un
peu plus loin.
• On construit alors une partition de l’unite´ (ϕj,p)j,p ve´rifiant ϕj,p ∈
C∞0 (R
2,R), supp (ϕj,p) ⊂ Q˜j,p avec ϕj,p = 1 sur Qj,p et
∑
j,p
ϕ2j,p = 1,
0 6 ϕj,p 6 1.
• On notera par H˜jp(B) la re´alisation auto-adjointe de l’ope´rateur de
Schro¨dinger avec champ magne´tique B sur L2
(
Q˜jp;C
)
avec les conditions
de Dirichlet au bord.
Etape 2 Ramener le proble`me sur R2 a` celui sur les petits carre´s Q˜j,p.
• On utilise la relation IMS [[12], The´o 3.2] :
H(B) =
∑
j,p
ϕj,p (H(B)− Φ)ϕj,p ou` Φ :=
∑
k,q
|∇ϕk,q|2 .
• On va utiliser l’ine´galite´ variationnelle suivante
Lemme 1.10. NSch(λ;B) 6
∑
j,p
ND
(
H˜j,p(B)− Φ < λ; Q˜j,p
)
.
16 CHAPITRE 1. SPECTRE DE L’OPE´RATEUR DE DIRAC DB
De´monstration. On note par h˜jp la re´alisation auto-adjointe de l’ope´rateur
H(B)− Φ sur L2
(
Q˜j,p,C
)
avec les conditions de Dirichlet, Ej,p le s.e.v. de
L2
(
Q˜j,p,C
)
engendre´ par les vecteurs propres de H˜jp associe´s a` une valeur
propre infe´rieure a` λ.
On conside`re Fj,p le s.e.v. de L
2
(
R
2,C
)
, forme´ des e´le´ments de la forme
ϕj,pf ou` f ∈ Ej,p. Le s.e.v. de L2
(
R
2,C
)
, obtenu comme e´tant la somme
(vectorielle) des sous-espaces des Fj,p sera note´ F˜ , on a F˜ ⊂ D(H(B)− Φ).
En appellant F l’orthogonal de F˜ dans D(H(B)− Φ). On a
codim(F ) = dim
(
F˜
)
6
∑
j,p
dim (Fj,p) 6
∑
j,p
dim (Ej,p).
Si v ∈ F , alors v ⊥ F˜ et pour tout (j, p), on a ϕj,pv ⊥ Ej,p.
De plus, ϕj,pv ∈ D
(
H˜jp
)
et le Lemme de Glazman6 entraˆınent que〈
h˜jp (ϕj,pv) , (ϕj,pv)
〉
> λ ‖ϕj,pv‖2.
En utilisant la formule IMS et les proprie´te´s de la partition de l’unite´,
on obtient
〈(H(B)− Φ) v, v〉 =
∑
j,p
〈(H(B)− Φ) (ϕj,pv) , (ϕj,pv)〉
> λ
∑
j,p
‖ϕj,pv‖2 = λ‖v‖2.
Ainsi le Lemme de Glazman assure que N (λ) 6 codim(F ). Par conse´-
quent, on obtient bien l’ine´galite´ recherche´e.
• Il existe c0 ∈]0;+∞[ tel que pour (j, p) ∈ N2, sup
y∈ eQj,p
Φ(y) 6 c0j
2(α+β).
D’apre`s l’ine´galite´ (1.4), on obtient qu’il existe J1 ∈ N tel que pour tout
j > J1, sup
y∈ eQj,p
Φ(y) 6 inf
y∈ eQj,pB(y). Le champ magne´tique B tendant vers
l’infini en l’infini, on en de´duit qu’il existe J0(λ) > J1 tel que pour tout
j > J0(λ), on a ND
(
H˜j,p(B)− Φ < λ; Q˜j,p
)
= 0. Par conse´quent, la somme
pre´sente dans le Lemme 1.10 est une somme finie. Et de plus, J0(λ) peut
eˆtre choisi de la forme E
(
cλ
1
d
)
.
Il existe λ0 ∈]0;+∞[ tel que pour tout λ > λ0, J0(λ) > J1.
• De nouveau, on notera N1,λ l’ensemble des indices (j, p) tels que j ∈
[[J1, J0(λ)]] et Qj,p ∈ Cj .
A l’aide du choix de J0(λ), on va scinder la somme du Lemme 1.10 en
deux, d’une part Σ1 une somme pour les indices (j, p) appartenant a` N1,λ
et de l’autre Σ2 une somme pour les indices (j, p) tels que j ∈ [[1, J0]],
autrement dit
6Voir l’Annexe A pour un e´nonce´.
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∑
1 =
∑
j,p
J16j6J0(λ)
et
∑
2 =
∑
j,p
j<J1
.
Etape 3 Approximation de H˜jp(B) sur les carre´s Q˜j,p.
On va suivre la meˆme de´marche que lors de la minoration.
• Soit y ∈ Q˜j,p. Quitte a` faire un changement de jauge, on peut supposer
que l’on travaille avec E˜j,p,y =
(
E˜
(1)
j,p,y, E˜
(2)
j,p,y
)
comme potentiel magne´tique
associe´ a` B −B(y).
On obtient que pour l = 1, 2, il existe c1 ∈]0;+∞[ tel que pour tout
λ > λ0 et tout (j, p) ∈ Njp, sup
x∈ eQjp
∣∣∣E˜(l)j,p,y(x)∣∣∣2 6 c1λmax(0;2− 2+4αd ).
• Soit τ ∈ ]0; 1−max (0; 2− 2+4α
d
)[
, au sens des formes quadratiques,
pour tout λ > λ0 et tout (j, p) ∈ N1,λ, on a l’ine´galite´
H˜jp(B) > (1− λ−τ )H˜jp (B(y)) + (1− λτ )
∣∣∣E˜j,p,y∣∣∣2
> (1− λ−τ )H˜jp (B(y)) + (1− λτ ) 2c1λmax(0;2−
2+4α
d ).
• De plus, on a vu a` la premie`re e´tape que sup
y∈ eQj,p
Φ(y) 6 c2λ
2α+β
d , ainsi
H˜jp(B)− Φ > (1− λ−τ )H˜jp (B(y)) + (1− λτ ) 2c1λmax(0;2−
2+4α
d ) − c2λ2
α+β
d .
Il existe (c3, c4) ∈]0; +∞[2 tel que pour tout λ > λ0 et tout (j, p) ∈ N1,λ,
(1− λ−τ )−1 + 2c1λτ−1+max(0;2−
2+4α
d ) + c2λ
2α+β
d
−1
6 1 + c3λ
−τ + c4λτ−1+max(0;2−
2+4α
d ) + c2λ
2α+β
d
−1.
D’ou` on majore ND
(
H(B)− Φ < λ; Q˜j,p
)
par
ND
(
H˜j,p(B(y)) <
(
1 + λ−τ
)−1
λ+ 2c1λ
τ+max(0;2− 2+4αd ) + c2λ2
α+β
d ; Q˜j,p
)
6 ND
(
H˜j,p(B(y)) < λ
[
1 + c3λ
−τ + c4λτ−1+max(0;2−
2+4α
d ) + c2λ
2α+β
d
−1
]
; Q˜j,p
)
.
Pour obtenir un majorant, on utilise le re´sultat de Y. Colin de Verdie`re,
[The´ore`me 1.9]. En appliquant ce re´sultat a` la somme
Σ2 :=
∑
j,p
16j6J1
ND
(
H˜j,p(B)− Φ; Q˜j,p
)
on obtient qu’il existe M ∈]0;+∞[ tel que pour tout λ > λ0, Σ2 6 Mλ.
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Par analogie avec g(λ) et Ω−k (λ), on de´finit
g˜(λ) = c3λ
−τ + c4λτ−1+max(0;2−
2+4α
d ) + c2λ
2α+β
d
−1
Ω˜+k (λ) =
{
x ∈ R2 : T
(
λ(1 + g˜(λ))
B(x)
− 1
)
= k
}
.
On a ainsi Ω˜+k (λ) =
{
x ∈ R2 : λ(1 + g˜(λ))
2(k + 1)
6 B(x) <
λ(1 + g˜(λ))
2k
}
, et
les indices k varient de 0 a` k˜max(λ) ou` k˜max(λ) = E
 λ(1 + g˜(λ))
2 inf
x∈R2\Kz
B(x)
. Les
ensembles Ωk(λ) gardent la meˆme de´finition.
• Par analogie avec la relation (1.7), on va utiliser la relation
ND
(
H˜jp(B) < λ; Q˜j,p
)
=
∑
k
µ
(
Ω˜+k (λ) ∩ Q˜j,p
)
µ
(
Q˜j,p
) ND(H˜jp(B) < λ; Q˜j,p) .
Si µ
(
Ω˜+k (λ) ∩ Q˜j,p
)
6= 0, on remplace H˜jp(B) par H˜jp(B(x˜j,p,k)) ou`
x˜j,p,k ∈ Ω˜+k (λ) ∩ Qj,p. Ainsi en utilisant le The´ore`me 1.9, on obtient pour
tout (j, p) ∈ N1,λ
ND
(
H˜jp(B) < λ; Q˜j,p
)
6
1
2pi
∑
k
∫
eΩ+
k
(λ)∩ eQj,p
B(x˜j,p,k)T
(
λ(1 + g˜(λ))
B(x)
− 1
)
dx
et donc
N (λ) 6 1
2pi
∫
R2\Kz
B(x)T
(
λ(1 + g˜(λ))
B(x)
− 1
)
dx+Mλ
+
1
2pi
∑
j,p
∫
eQj,p\Qj,p
B(x)T
(
λ(1 + g˜(λ))
B(x)
− 1
)
dx
+
1
2pi
∑
j,p,k
∫
eΩ+
k
(λ)∩ eQj,p
|B(x˜j,p,k)−B(x)| T
(
λ(1 + g˜(λ))
B(x)
− 1
)
dx.
◦ D’apre`s les proprie´te´s de T , on a∑
j,p
∫
eQj,p\Qj,p
B(x)T
(
λ(1 + g˜(λ))
B(x)
− 1
)
dx 6
∑
j,p
µ
(
Q˜j,p\Qj,p
) λ(1 + g˜(λ))
2
.
Comme µ
(
Q˜j,p\Qj,p
)
= E (jα)−2
[
1− (1 + j−β)2], il existe c5 ∈]0;+∞[
tel que∑
j,p
∫
eQj,p\Qj,p
B(x)T
(
λ(1 + g˜(λ))
2B(x)
− 1
)
dx 6 c5λ
∑
j
N#j · j−2α−β.
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On peut toujours supposer que β 6= 2, donc il existe c6 ∈]0;+∞[ tel que
pour tout λ > λ0, on ait∑
j,p
∫
eQj,p\Qj,p
B(x)T
(
λ(1 + g˜(λ))
2B(x)
− 1
)
dx 6 c6λ
(
1 + λ
2−β
d
)
.
◦ De plus, de meˆme que (1.8), on montre qu’il existe c7 ∈]0; +∞[ tel que
sup
x∈ eQj,p
|B(x˜j,p,k)−B(x)| 6 c7j−(α+1) inf
y∈ eQj,pB(y).
On nomme
∑
j,p,k
∫
eΩ+
k
(λ)∩ eQj,p
|B(x˜j,p,k)−B(x)| T
(
λ(1 + g˜(λ))
B(x)
− 1
)
dx par I+1 (λ)
et on le majore par
c7
∑
j,p
j−(α+1)
∫
eQj,p
B(x)T
(
λ(1 + g˜(λ))
B(x)
− 1
)
dx
6 c7
λ(1 + g˜(λ))
2
∑
j,p
j−(α+1)µ
(
Q˜j,p
)
.
Donc il existe c8 ∈]0;+∞[ tel que pour tout λ > λ0,
I+1 (λ) 6
{
c8λ(1 + λ
1−α
d ) si α 6= 1
c8 ln(λ) si α = 1
.
Comme α > d−24 et 2(α + β) < d, on a β <
d+2
4 et donc β − 1 < α. Ainsi
λ
1−α
d < λ
2−β
d , et par conse´quent,
∫
R2\Kz
B(x)T
(
λ(1 + g˜(λ))
B(x)
− 1
)
dx e´tant
de l’ordre de λ1+
2
d , il existe c9 ∈]0;+∞[ tel que pour tout λ > λ0,
NSch(λ;B) 6 1
2pi
∫
R2\Kz
B(x)T
(
λ(1 + g˜(λ))
B(x)
− 1
)
dx
[
1 + c9λ
− 2
d
(
1 + λ
2−β
d
)]
.
La fonction g˜ joue le roˆle de la fonction g+ de l’e´nonce´, et
β
d
peut eˆtre
remplace´ par µ. Ainsi on a obtenu la Proposition 1.8.
1.3 Asymptotique de NSch(λ;B)
En ajoutant des hypothe`ses sur le champB, on peut obtenir un e´quivalent
de NSch(λ;B) :
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De´monstration de la Proposition 1.7. On e´tudie la diffe´rence
I±(λ) :=
∫
R2∩ cKz
B(x)
[
T
(
λ
B(x)
− 1
)
− T
(
λ(1± g±(λ))
B(x)
− 1
)]
dx.
Tout d’abord, on remarque que l’on a les e´quivalences suivantes :
· Ωk(λ) ∩ Ω˜−k (λ) 6= ∅ ⇐⇒ λ2(k+1) < λ(1−g−(λ))2k
⇐⇒ 1− 1
k+1 < 1− g−(λ) ⇐⇒ k < 1g−(λ) − 1 ,
· Ωk(λ) ∩ Ω˜+k (λ) 6= ∅ ⇐⇒ λ(1+g+(λ))2(k+1) < λ2k
⇐⇒ 1 + g+(λ) < 1 + 1k ⇐⇒ k < 1g+(λ) .
Comme g±(λ) 6 cλ−ηd , on obtient que si k 6 E
(
c−1ληd
) − 1, alors
k < max
(
1
g−(λ)
− 1; 1
g+(λ)
)
. En posant k1(λ) := E
(
c−1ληd
) − 1, on a donc
pour tout k ∈ [[1; k1(λ)]], Ωk(λ) ∩ Ω˜±k (λ) 6= ∅.
De plus, on note que pour tout k ∈ [[2; k1(λ)]], on a Ωk(λ)∩Ω˜+k+1(λ) = ∅,
Ωk(λ) ∩ Ω˜−k−2(λ) = ∅. En effet,
· Ωk(λ) ∩ Ω˜−k−2(λ) = ∅ ⇐⇒ λ2k < λ(1−g−(λ))2(k−1)
⇐⇒ 1− 1
k
< 1− g−(λ) ⇐⇒ k < 1g−(λ) ,
· Ωk(λ) ∩ Ω˜+k+1(λ) 6= ∅ ⇐⇒ λ(1+g+(λ))2(k+2) < λ2(k+1)
⇐⇒ 1 + g+(λ) < 1 + 1k+1 ⇐⇒ k < 1g+(λ) − 1.
Ainsi pour tout k ∈ [[1; k1(λ)]], on obtient les inclusions suivantes
Ωk(λ) ⊂ Ω˜−k (λ) ∪ Ω˜−k−1(λ) et Ωk(λ) ⊂ Ω˜+k (λ) ∪ Ω˜+k+1(λ).
Donc pour tout k ∈ [[1; k1(λ)]], et tout x ∈ Ωk(λ), on a∣∣∣∣T( λB(x) − 1
)
− T
(
λ(1± g±(λ))
B(x)
− 1
)∣∣∣∣ 6 1.
On va choisir de de´composer I±(λ) en J±(λ) + L±(λ) avec
L±(λ) :=
∫
{2B>λk1(λ)−1}
B(x)
[
T
(
λ
B(x)
− 1
)
− T
(
λ(1± g±(λ))
B(x)
− 1
)]
dx.
Il existe R0 ∈]0; +∞[ tel que pour tout |x| > R0, on a B(x) > b−|x|d.
Donc il existe λ0 ∈]0; +∞[ tel que pour tout λ > λ0, {2B 6 λk1(λ)−1}
est inclus dans {2b−|x|d 6 λk1(λ)−1}
i.e. {2B 6 λk1(λ)−1} ⊂ BR2
(
0R2 ; b
− 1
d−
(
λk1(λ)
−1) 1d) . (1.10)
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En utilisant les majorations suivantes valables pour tout λ,
J±(λ) 6
∫
{2B6λk1(λ)−1}
B(x)
∣∣∣∣T( λB(x) − 1
)
− T
(
λ(1± g±(λ))
B(x)
− 1
)∣∣∣∣ dx
6
∫
{2B6λk1(λ)−1}
(
B(x)T
(
λ
B(x)
− 1
)
+B(x)T
(
λ(1± g±(λ))
B(x)
− 1
))
dx
6
(
λ
2
+
λ(1± g±(λ))
2
)
µ
({2B 6 λk1(λ)−1}) ,
et (1.10), on en de´duit qu’il existe c1 ∈]0; +∞[ tel que pour tout λ > λ0,
on a J±(λ) 6 c1λ1+2
1−ηd
d . D’ou` J±(λ) =
λ→+∞
o
(
λ1+
2
d
)
.
Il reste a` e´tudier L±(λ). D’apre`s le choix de k1(λ), on note que l’on peut
re´e´crire cette inte´grale sous la forme
L±(λ) =
k1(λ)−1∑
k=1
∫
V±
k
(λ;B)
B(x)dx.
En utilisant l’hypothe`se (1.2), on obtient que I±(λ) =
λ→+∞
o
(
λ1+
2
d
)
. Or
on a
NSch(λ;B) 6 1 + cλ
−ηd
2pi
∫
R2\Kz
B(x)T
(
λ
B(x)
− 1
)
dx+
1 + cλ−ηd
2pi
I+(λ) ,
NSch(λ;B) > 1− cλ
−ηd
2pi
∫
R2\Kz
B(x)T
(
λ
B(x)
− 1
)
dx− 1− cλ
−ηd
2pi
I−(λ) .
Par conse´quent, on en de´duit l’e´quivalent annonce´ pour NSch(λ;B).
Parmi les champs B ve´rifiant les hypothe`ses de la Proposition 1.7, on
compte les champs asymptotiquement homoge`nes de degre´ d. Pour ces der-
niers, on obtient une formule explicite de NSch(λ;B) :
The´ore`me 1.11. Soit B ∈ C1(R2,R) ve´rifiant les hypothe`ses (1.1) tel qu’il
existe f ∈ C1(S1; ]0; +∞[) telle que quand |x| → +∞ : B(x) ∼ f
(
x
|x|
)
|x|d.
Alors on obtient quand λ→ +∞ :
NSch(λ;B) ∼
ζ
(
1 + 2
d
)
21+
2
d (d+ 2)
 1
2pi
∫
S1
f(ω)−
2
ddω
 λ1+ 2d
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ou` ζ est la fonction de Riemann.
En particulier, en notant par (λn(−∆B +B))n∈N la suite croissante des
valeurs propres de −∆B +B, on a quand n→∞ :
λn(−∆B +B) ∼ 2
(
d+ 2
ζ
(
1 + 2
d
)) dd+2
 1
2pi
∫
S1
f(ω)−
2
ddω
− dd+2 n dd+2 .
De´monstration du The´ore`me 1.11.
•On va tout d’abord ve´rifier queB ve´rifiant les hypothe`ses ci-dessus satisfait
bien la condition de la Proposition 1.7.
Pour la suite, on va noter Bd(x) = f
(
x
|x|
)
|x|d et k0(λ) = E (ληd).
Soit ε > 0, ε¿ 1.
Il existe Rε ∈]rz; +∞[ tel que pour tout x ∈ R2, |x| > Rε, on a
(1− ε)Bd(x) 6 B(x) 6 (1 + ε)Bd(x).
De plus, il existe λ1,ε ∈]0;+∞[ tel que pour tout λ > λε et pour tout
k ∈ [[1; k0(λ)]], BR2 (0;Rε) ∩ V±k (λ;B) = ∅.
Pour tout λ > λ1,ε, on peut inclure V−k (λ;B) dans l’ensemble{
x ∈ R2 : λ(1− g−(λ))
(1 + ε)2k
6 Bd(x) 6
λ
(1− ε)2k
}
.
Exprime´ en coordonne´es polaires, il s’e´crit{
(ρ, ω) ∈]0;+∞[×S1 :
(
λ(1− g−(λ))
(1 + ε)2kf(ω)
) 1
d
6 ρ 6
(
λ
(1− ε)2kf(ω)
) 1
d
}
.
De meˆme, V+k (λ;B) peut eˆtre inclus dans{
(ρ, ω) ∈]0;+∞[×S1 :
(
λ
(1 + ε)2kf(ω)
) 1
d
6 ρ 6
(
λ(1 + g+(λ))
(1− ε)2kf(ω)
) 1
d
}
.
On pose R−ε (λ) :=
(
λ
(1− ε)2kf(ω)
) 1
d
et r−ε (λ) :=
(
λ(1− g±(λ))
(1 + ε)2kf(ω)
) 1
d
. On a
pour tout k ∈ [[1; k0(λ)]],
∫
V−
k
(λ;B)
B(x)dx 6
1 + ε
2pi
∫
S1
f(ω)
R
−
ε (λ)∫
r−ε (λ)
ρd+1dρ
 dω.
En posant fS1 :=
1
2pi
∫
S1
f(ω)−
2
ddω, on a pour tout k ∈ [[1; k0(λ)]],
∫
V−
k
(λ;B)
B(x)dx 6
1 + ε
(1− ε)1+ 2d
fS1
(
λ
2k
)1+ 2
d
[
1−
(
1− ε
1 + ε
)1+ 2
d
(1− g−(λ))1+
2
d
]
.
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Il existe λ2,ε > λ1,ε et m1 ∈]0;+∞[ tels que pour tout λ > λ1,ε, on a
1 + ε
(1− ε)1+ 2d
[
1−
(
1− ε
1 + ε
)1+ 2
d
(1− g−(λ))1+
2
d
]
6 m1ε.
En faisant de meˆme avec V+k (λ;B), on en de´duit qu’il existe m2 ∈]0;+∞[
tel que pour tout λ > λ2,ε, on a
k0(λ)∑
k=1
∫
V±
k
(λ;B)
B(x)dx 6 m2ελ
1+ 2
d .
Ainsi B ve´rifie l’hypothe`se de la Proposition 1.7, et l’on a l’e´quivalence
NSch(λ;B) ∼
λ→+∞
N∞Sch(λ;B) en posantN∞Sch(λ;B) :=
1
2pi
∫
R2\K
B(x)T
(
λ
B(x)
− 1
)
dx.
• Maintenant on va chercher a` obtenir un e´quivalent de Nas(λ;B) quand
λ tend vers l’infini.
On de´compose N∞Sch(λ;B) en J(λ) + ÃL(λ) avec
J(λ) =
∫
2B(x)6λk0(λ)−1
B(x)T
(
λ
B(x)
− 1
)
dx.
D’apre`s les proprie´te´s de la fonction T , on a
J(λ) 6
λ
2
µ
(
B−1
(]
−∞; λk0(λ)
−1
2
[))
.
Il existe R˜ε > Rε tel que pour tout r > R˜ε, {x ∈ R2 : B(x) 6 r} ⊂ {x ∈
R
2 : (1 − ε)Bd(x) 6 r}. De plus, pour tout λ > 1, on a λk0(λ)
−1
2 6 λ
1−ηd .
Ainsi, il existe λ3,ε > λ2,ε tel que pour tout λ > λ3,ε, on a
1
2λk0(λ)
−1 > R˜ε
et
µ
(
B−1
(
]−∞; 1
2
λk0(λ)
−1[
))
6 µ
({
x ∈ R2 : (1− ε)2Bd(x) 6 λ1−ηd
})
6 µ
x ∈ R2 : |x|d 6 λ1−ηd2(1− ε)inf
S1
Bd

 .
Donc il existe m3 ∈]0;+∞[ tel que J(λ) 6 m3λ1+ 2d−
2ηd
d .
En utilisant les ensembles Wk(λ;B) =
{
x ∈ R2\K : λ
k0(λ)
6 2B(x) 6
λ
k
}
,
on va obtenir la de´composition de L(λ) suivante :
L(λ) =
1
2pi
k0(λ)−1∑
k=1
∫
Wk(λ;B)
B(x)dx.
Pour tout λ > λ3,ε et tout k ∈ [[1; k0(λ)− 1]], on a l’inclusion
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Wk(λ;B) ⊂
{
x ∈ R2 : λ
k0(λ)
6 2(1− ε)Bd(x) 6 λ
k
}
,
on en de´duit alors l’inclusion de Wk(λ;B) dans l’ensemble{
(ρ, ω) ∈ S1×]0; +∞[:
(
λ
(1− ε)2k0(λ)f(ω)
) 1
d
6 ρ 6
(
λ
(1− ε)2kf(ω)
) 1
d
}
.
En posant Rε(λ, k) :=
(
λ
(1− ε)2kf(ω)
) 1
d
et rε(λ) :=
(
λk0(λ)
−1
(1 + ε)2f(ω)
) 1
d
, on
obtient pour tout λ > λ3,ε, les majorants successifs de L(λ)
1+ε
2pi
k0(λ)−1∑
k=1
∫
S1
f(ω)
(
Rε(λ,k)∫
rε(λ)
ρd+1dρ
)
dω
6 (1 + ε)
f
S1
d+2
(
λ
2
)1+ 2
d
k0(λ)−1∑
k=1
[
k−1−
2
d (1− ε)−1− 2d − k0(λ)−1− 2d (1 + ε)−1− 2d
]
6 (1 + ε)
f
S1
d+2
(
λ
2
)1+ 2
d
[
(1− ε)−1− 2d
k0(λ)−1∑
k=1
k−1−
2
d − k0(λ)− 2d (1 + ε)−1− 2d
]
.
La se´rie de terme ge´ne´ral k−1−
2
d est convergente, et a pour somme
ζ
(
1 + 2
d
)
. Ainsi il existe m5 ∈]0;+∞[ et λ4,ε > λ3,ε tels que pour tout
λ > λ4,ε
L(λ) 6 (1 +m5ε)
fS1
d+ 2
ζ
(
1 +
2
d
)(
λ
2
)1+ 2
d
.
Par conse´quent, il existe m6 ∈]0;+∞[ et λ5,ε > λ4,ε tels que pour tout
λ > λ5,ε
NSch(λ;B) 6 (1 +m6ε)
ζ
(
1 + 2
d
)
21+
2
d (d+ 2)
fS1λ
1+ 2
d .
En faisant de meˆme pour la minoration, on obtient l’e´quivalence annonce´e
dans l’e´nonce´ du The´ore`me 1.11.
En conside´rant un champ magne´tique de la forme B = Bd + Ψ avec
Ψ(x) = O (|x|d−δ) quand |x| → ∞, on peut rechercher une premie`re estima-
tion du reste :
The´ore`me 1.12.
Soit B ∈ C1(R2,R) ve´rifiant les hypothe`ses (1.1), de la forme Bd+Ψ avec,
pour |x| > 1, Bd(x) = f
(
x
|x|
)
|x|d ou` f ∈ C1(S1; ]0; +∞[) et, quand |x| →
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∞, Ψ(x) = O (|x|d−δ) pour un certain δ > 0.
Alors on obtient quand λ→ +∞ :
NSch(λ;B) =
ζ
(
1 + 2
d
)
21+
2
d (d+ 2)
 1
2pi
∫
S1
f(ω)−
2
ddω
 λ1+ 2d +O (λ1+ 2d−min(κd;ηd))
ou` la constante ηd est celle de´finie lors de la Proposition 1.6
et κd =
{
2
2
d
+δ+1−d
δ
d
si d ∈]0; 1]
2
2+δ
δ
d
si d ∈]1;+∞[ .
En particulier, on peut noter l’e´quivalence suivante :
min (κd; ηd) = κd ⇐⇒
{
δ 6 25 si d > 1,
δ 6 14 +
8(1−d)
d
si d ∈]0; 1].
De´monstration du The´ore`me 1.12.
D’apre`s la Proposition 1.8, on est amene´ a` e´tudier
I±(λ) :=
∫
R2\Kz
B(x)T
(
λ(1± g±(λ))
B(x)
− 1
)
dx pour λ > λ0.
Il existe (R0, c0) ∈]0;+∞[2 tel que pour tout |x| > R0,
∣∣∣ Ψ(x)Bd(x)+Ψ(x) ∣∣∣ 6
c0|x|−δ.
Soit ε ∈]0; δ
d
[. On pose RΨ(λ) := λ
ε
δ . On de´compose I+(λ) en J+(λ)+L+(λ)
ou` l’on pose
J+(λ) :=
∫
|x|>RΨ(λ)
B(x)T
(
λ(1 + g+(λ))
B(x)
− 1
)
dx.
D’apre`s les proprie´te´s de T , on a L+(λ) 6
1
2
λ(1+ g+(λ))µ
(BR2 (0;RΨ(λ)) ).
Donc il existe c1 ∈]0;+∞[ tel que pour tout λ,
L+(λ) 6 c1λ
1+ 2ε
δ . (1.11)
Il existe λ1 > λ0 tel que, pour tout λ > λ1, RΨ(λ) > R0. Ainsi pour tout
λ > λ1 et tout |x| > RΨ(λ),
∣∣∣ Ψ(x)Bd(x)+Ψ(x) ∣∣∣ 6 c0λ−ε.
Pour tout λ > λ1 et tout |x| > RΨ(λ),
λ
B(x)(1 + g+(λ)) 6
λ
Bd(x)
(1 + g+(λ))(1 + c0λ
−ε),
et donc en notant ν := min(ε; ηd), il existe c2 ∈]0;+∞[ tel que, pour tout
λ > λ1,
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T
(
λ
B(x)(1 + g+(λ))− 1
)
6 T
(
λ
Bd(x)
(1 + c2λ
−ν)− 1
)
.
Ainsi pour tout λ > λ1, J+(λ) 6
∫
|x|>RΨ(λ)
B(x)T
(
λ
Bd(x)
(1 + c2λ
−ν)− 1
)
dx.
De nouveau, on fait une de´composition de l’inte´grale pre´ce´dente en utilisant
la relation B = Bd +Ψ :∫
|x|>RΨ(λ)
Ψ(x)T
(
λ
Bd(x)
(1 + c2λ
−ν)− 1
)
dx 6
λ
2
(1 + c2λ
−ν)
∫
E(λ)
Ψ(x)
Bd(x)
dx
ou` E(λ) := {x ∈ R2 : |x| > RΨ(λ) et 2Bd(x) 6 λ(1 + c0λ−ν)}. Il existe
c3 ∈]0;+∞[ tel que pour tout λ > λ1, E(λ) ⊂ BR2
(
0; c3λ
1
d
)
. Ainsi il existe
c4 ∈]0;+∞[ tel que pour tout λ > λ1,
∫
|x|>RΨ(λ)
Ψ(x)T
(
λ
Bd(x)
(1 + c2λ
−ν)− 1
)
dx 6 c4λ
c3λ
1
d∫
0
ρ1−δdρ.
Donc il existe c5 ∈]0;+∞[ tel que pour tout λ > λ1,∫
|x|>RΨ(λ)
Ψ(x)T
(
λ
Bd(x)
(1 + c2λ
−ν)− 1
)
dx 6 c5λ
1+ 2
d
− δ
d . (1.12)
Il reste a` traiter J˜+(λ) :=
∫
|x|>RΨ(λ)
Bd(x)T
(
λ
Bd(x)
(1 + c2λ
−ν)− 1
)
dx.
On pose kΨ(λ) := max|x|>RΨ(λ)
T
(
λ(1+c2λ−ν)
Bd(x)
− 1
)
. Il existe (c6, c7)∈]0;+∞[2
tel que pour tout λ > λ1, c6λ
1− εd
δ 6 kΨ(λ) 6 c7λ
1− εd
δ .
En utilisant U(λ; k) :=
{
x ∈ R2 : |x| > RΨ(λ), Bd(x) 6 λ(1+c2λ
−ν)
k
}
, on a
J˜+(λ) =
kΨ(λ)−1∑
k=1
∫
U(λ;k)
Bd(x)dx. En notant que
U(λ; k) =
{
(ρ, ω) ∈ S1×]0;+∞[: RΨ(λ) 6 ρ 6
(
λ(1+c2λ−ν)
2kf(ω)
) 1
d
}
,
on obtient∫
U(λ;k)
Bd(x)dx =
∫
S1
f(ω)

„
λ(1+c2λ
−ν )
2kf(ω)
« 1
d∫
RΨ(λ)
ρd+1dρ
 dω
=
2pifS1
d+ 2
(
λ(1 + c2λ
−ν)
2k
) d+2
d
− λ
d+2
d
ε
δ
d+ 2
∫
S1
f(ω)dω.
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Ainsi pour tout λ > λ1, J˜+(λ) est e´gale a`
2pifS1
d+ 2
λ
d+2
d (1 + c2λ
−ν)
d+2
d
kΨ(λ)−1∑
k=1
(2k)−
d+2
d −
∫
S1
f(ω)dω
d+ 2
λ
d+2
d
ε
δ (kΨ(λ)− 1).
La se´rie de terme ge´ne´ral k−1−
2
d est convergente et l’on a quand λ→ +∞ :
kΨ(λ)−1∑
k=1
k−
d+2
d = ζ
(
1 + 2
d
)
+O
(
(kΨ(λ)− 1)− 2d
)
.
Et plus pre´cise´ment, il existe c8 ∈]0;+∞[ tel que pour tout λ > λ1,
kΨ(λ)−1∑
k=1
k−
d+2
d 6 ζ
(
1 +
2
d
)
− c8λ− 2d+ 2εδ .
Donc il existe (c9, c10, c11) ∈]0;+∞[3 tel que pour tout λ > λ1, on majore
J˜+(λ) par
2pifS1
21+
2
d (d+ 2)
ζ
(
1 +
2
d
)
λ1+
2
d + c9λ
1+ 2
d
−ν − c10λ1+ 2εδ − c11kΨ(λ)λ(1+ 2d ) εδ .
(1.13)
D’apre`s (1.11), (1.12) et (1.13), pour tout λ > λ1, on obtient
I+(λ) 6
2pifS1
21+
2
d (d+ 2)
ζ
(
1 +
2
d
)
λ1+
2
d + c1λ
1+ 2ε
δ + c5λ
1+ 2
d
− δ
d + c9λ
1+ 2
d
−ν .
Par conse´quent, d’apre`s la Proposition 1.8, il existe c12 ∈]0;+∞[ tel que
pour tout λ > λ1,
NSch(λ;B) 6 2pifS1
21+
2
d (d+ 2)
ζ
(
1 +
2
d
)
λ1+
2
d + c12λ
1+ 2
d
−κ
ou` κ = min
(
δ
d
; ν;
2
d
− 2ε
δ
; ηd
)
= min
(
δ
d
; ηd; ε;
2
d
− 2ε
δ
)
. En prenant ε =
2
2+δ
δ
d
, on obtient pour tout λ > λ1,
NSch(λ;B) 6
ζ
(
1 + 2
d
)
21+
2
d (d+ 2)
 1
2pi
∫
S1
f(ω)−
2
ddω
λ1+ 2d+c10λ1+ 2d−min(ηd; 22+δ δd).
On fait de meˆme pour la minoration. Pour tout λ > λ1,
I−(λ) >
∫
|x|>RΨ(λ)
Bd(x)T
(
λ
Bd(x)
(1− c2λ−ν)− 1
)
dx
−
∫
|x|>RΨ(λ)
|Ψ(x)| T
(
λ
Bd(x)
(1− c2λ−ν)− 1
)
dx.
De meˆme qu’en (1.12), il existe c13 ∈]0;+∞[ tel que pour tout λ > λ1,
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|x|>RΨ(λ)
|Ψ(x)| T
(
λ
Bd(x)
(1− c2λ−ν)− 1
)
dx 6 c13λ
1+ 2
d
− δ
d .
En posant U˜(λ; k) :=
{
x ∈ R2 : |x| > RΨ(λ), Bd(x) 6 λ(1−c2λ
−ν)
k
}
et k˜Ψ(λ) :=
max
|x|>RΨ(λ)
T
(
λ(1−c2λ−ν)
Bd(x)
− 1
)
, on a
J˜−(λ) =
∫
|x|>RΨ(λ)
Bd(x)T
(
λ
Bd(x)
(1− c2λ−ν)− 1
)
dx =
ekΨ(λ)−1∑
k=1
∫
eU(λ;k)
Bd(x)dx.
Mais il existe c14 ∈]0;+∞[ tel que pour tout λ > λ1,
kΨ(λ)−1∑
k=1
k−
d+2
d > ζ
(
1 +
2
d
)
− c14λ− 2d+ 2εδ .
De (1.13), on de´duit qu’il existe (c15, c16, c17) ∈]0;+∞[3 pour tout λ > λ1,
on minore J˜−(λ) par
2pifS1
21+
2
d (d+ 2)
ζ
(
1 +
2
d
)
λ1+
2
d−c15λ1+ 2d−ν−c13λ1+ 2d− δd−c16λ1+ 2d εδ−c17kΨ(λ)λ(1+ 2d ) εδ .
On en de´duit qu’il existe c18 ∈]0;+∞[ tel que pour tout λ > λ1,
NSch(λ;B) >
ζ
(
1 + 2
d
)
21+
2
d (d+ 2)
 1
2pi
∫
S1
f(ω)−
2
ddω
λ1+ 2d − c18λ1+ 2d−eκ.
ou` κ˜ := min
(
ηd; ε;
2
d
(1− ε
δ
);
2
d
(1− ε
δ
) + (d− 1)ε
δ
)
.
Si d ∈]0; 1], on a les e´galite´s
κ˜ = min
(
ηd; ε;
2
d
(1− ε
δ
) + (d− 1)ε
δ
)
= min
(
ηd;
δ
d
2
2
d
+ δ + 1− d
)
.
Si d > 1, alors on a κ˜ = min
(
ηd; ε;
2
d
(1− ε
δ
)
)
= min
(
ηd;
δ
d
2
2 + δ
)
.
Ainsi on obtient l’estimation annonce´e pour le reste.
1.4 Applications aux ope´rateurs de Pauli et de Di-
rac
En utilisant la supersyme´trie7 [[12], The´o 6.4], on obtient
σd (−∆B +B) ∩ ]0;+∞[ = σd (−∆B −B) ∩ ]0;+∞[.
7Voir en Annexe A pour l’e´nonce´.
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Ainsi λn(−∆B+B) = λn(−∆B−B), et l’on peut alors de´terminer la distri-
bution asymptotique des valeurs propres du spectre discret pour l’ope´rateur
de Pauli PB. En effet, si (λn(PB))n∈N de´signe la suite croissante des valeurs
propres positives de PB, on obtient alors
λ2n(PB) = λ2n+1(PB) = λn(−∆B +B).
En posant NPauli(λ;B) le nombre de valeurs propres de PB dans ]0;λ[ et
compte´es avec leur multiplicite´, on en de´duit alors le re´sultat :
The´ore`me 1.13.
Soit B un champ magne´tique ve´rifiant les hypothe`ses de la Proposition 1.7,
alors on a quand λ→ +∞ :
NPauli(λ;B) ∼ 1
pi
∫
R2\Kz
B(x)T
(
λ
B(x)
− 1
)
dx.
De plus, si B ve´rifie les hypothe`ses de la Proposition 1.11, alors on ob-
tient quand λ→ +∞ :
NPauli(λ;B) ∼
ζ
(
1 + 2
d
)
2
2
d (d+ 2)
 1
2pi
∫
S1
f(ω)−
2
ddω
 λ1+ 2d .
A noter que le re´sultat ci-dessus donne l’asymptotique quand n→ +∞ :
λn(PB) ∼ 2
2
d+2
(
d+ 2
ζ
(
1 + 2
d
)) dd+2
 1
2pi
∫
S1
f(ω)−
2
ddω
− dd+2 n dd+2 .
En utilisant le re´sultat de I. Shigekawa [Prop 1.1], on en de´duit
Lemme 1.14.
Si B ∈ C1 (R2,R) et lim
|x|→∞
B(x) = +∞, alors le spectre discret de l’ope´rateur
de Dirac DB est donne´ par{√
λ+ 1 : λ ∈ σ (−∆B +B)
}
∪
{
−
√
µ+ 1 : µ ∈ σ (−∆B +B)
}
.
En notantN+Dirac(λ;B) (resp.N−Dirac(λ;B)) le nombre de valeurs propres
de DB, compte´es avec multiplicite´ et contenues dans ]1;λ[ (resp. ]− λ;−1[),
on obtient les e´galite´s suivantes :
N+Dirac(λ;B) = N−Dirac(λ;B) = NPauli(λ2 − 1;B).
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The´ore`me 1.15.
On suppose que le champ magne´tique B ve´rifie les hypothe`ses de la Propo-
sition 1.7, alors on obtient quand λ→ +∞ :
N±Dirac(λ;B) ∼
1
2pi
∫
R2\K
B(x)T
(
λ2
B(x)
− 1
)
dx.
De plus, si B ve´rifie les hypothe`ses de la Proposition 1.11, alors on a
quand λ→ +∞ :
N±Dirac(λ;B) ∼
ζ
(
1 + 2
d
)
21+
2
d (d+ 2)
 1
2pi
∫
S1
f(ω)−
2
ddω
 λ2+ 4d .
Remarque. En notant respectivement par (λ+n (DB))n∈N et (λ
−
n (DB))n∈N)
la suite croissante (resp. de´croissante) des e´le´ments positifs (resp. ne´gatifs)
du spectre discret de DB, on a quand n→∞ :
λ+n(DB)=−λ−n(DB) ∼ 2
1
2
[
d+ 2
ζ
(
1+ 2
d
)] d2d+4
 1
2pi
∫
S1
f(ω)−
2
ddω
− d2d+4n d2d+4 .
De´monstration. D’apre`s le Lemme 1.14 et la Proposition 1.7, on a quand
λ→ +∞ :
N±Dirac(λ;B) ∼
1
2pi
∫
R2\K
B(x)T
(
λ2 − 1
B(x)
− 1
)
dx.
Il ne reste plus qu’a` e´tablir que pour λ→ +∞, on obtient :∫
R2\K
B(x)T
(
λ2 − 1
B(x)
− 1
)
dx ∼
∫
R2\K
B(x)T
(
λ2
B(x)
− 1
)
dx.
Pour cela, on e´tudie I(λ) :=
∫
R2\K
B(x)
[
T
(
λ2 − 1
B(x)
− 1
)
− T
(
λ2
B(x)
− 1
)]
dx
de la meˆme manie`re que lors du de´but de la Proposition 1.7, dans ce cas, on
prendra g(λ) = λ−1. Ainsi on en conclut aux e´quivalences recherche´es.
Chapitre 2
Perturbation a` de´croissance
rapide
Pour de´finir les diffe´rentes classes de potentiels e´tudie´es, on utilise l’en-
semble M des fonctions de R2 dans R mesurables borne´es, et la condition
(HV )
{
V ∈M
lim
|x|→∞
V (x) = 0.
Les potentiels V1 et V2 e´tant borne´s a` valeurs re´elles, l’ope´rateur V est un
ope´rateur borne´ syme´trique sur L2
(
R
2,C2
)
. D’apre`s le The´ore`me de Kato-
Rellich, l’ope´rateur DB − V est auto-adjoint sur D (DB − V) = D (DB).
V :=
(
V1 0
0 V2
)
.
Comme A ∈ L∞loc
(
R
2,C2
)
, le domaine de de´finition de D (DB) est inclus
dans H1loc
(
R
2,C2
)
. Par conse´quent, les potentiels V1, V2 ve´rifiant l’hypothe`se
(HV ), l’ope´rateur V est DB-compact. Ainsi le The´ore`me de Weyl affirme que
σess (DB − V) = σess (DB).
Le re´sultat ci-dessous, duˆ a` M. Melgaard et G. Rozenblum [34] dans le
cas d’un champ magne´tique constant, va permettre de relier le proble`me de
l’asymptotique du nombre de valeurs propres pour l’ope´rateur de Dirac per-
turbe´ a` celui d’un ope´rateur compact. Ce dernier est l’analogue des re´sultats
utilise´s par G. D. Raikov, [[42], Prop 3.1] ou A. Iwatsuka et H. Tamura dans
[[29], Lemme 1.1] qui concernent l’ope´rateur de Pauli.
Ce sera le point cle´ de cette partie, a` partir de ce dernier, on appli-
quera les techniques d’analyses des ope´rateurs PWP intervenant dans ces
ine´galite´s et e´galement pre´sentes lors de l’e´tude de l’ope´rateur de Pauli1 PB.
Ainsi les techniques et les re´sultats de G. D. Raikov et S. Warzel dans [43]
1Wolfgang Pauli 1909-1958 : physicien suisse, Prix Nobel de Physique en 1945.
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permettront d’e´tudier le cas de l’ope´rateur DB perturbe´ par V avec V1 a`
de´croissance exponentielle lorsque B est e´gal au champ magne´tique mode`le
Bd :
Bd ∈ C1(R2,R) radial tel qu’il existe ϕd ∈ C2(R2,R) solution classique de
∆ϕ = Bd ve´rifiant pour |x| > 1, ϕd(x) = b(d+2)2 |x|d+2 avec (b, d) ∈]0;+∞[2.
Un tel champ Bd ve´rifie donc pour |x| > 1, Bd(x) = b|x|d. Ensuite, on
perturbera un peu le radial pour e´largir la classe de champs B e´tudie´s.
En notant par N (a, b|DB − V) le nombre de valeurs propres de DB − V,
compte´es avec multiplicite´ et contenues dans ]a; b[, on obtient
Proposition 2.1. [34]
On suppose que B ∈ C1(R2,R) et B(x) −→
|x|→∞
+∞.
Soient (Λ−,Λ+) ∈] −∞; 1[×]1;+∞[ et V un ope´rateur ve´rifiant que V1 et
V2 re´alisent la condition (HV ).
Alors il existe une constante C ∈ R⋆+ telle que pour tout ε ∈]0; 1[, il existe
λε ∈]0;+∞[ tel que pour tout λ ∈]0;λε[
n+ (λ, PBW
+
ε PB) 6 N (Λ−, 1− λ|DB − V) 6 n+(λ, PB|V1|PB) + C
n− (λ, PBW−ε PB) 6 N (1 + λ,Λ+|DB − V) 6 n+(λ, PB|V1|PB) + C
ou` W±ε := V1
(
1− ε · sgn(V1)− 1
1− Λ∓V1
)
et PB est la projection ortho-
gonale de L2
(
R
2,C
)
sur Ker(DB).
Remarques.
1) Comme pour un champ magne´tique constant, +1 est un point isole´
de spectre σ(DB). La de´monstration de ce re´sultat, identique a` celle
pre´sente´e dans [34], se fera par l’obtention d’une minoration puis
d’une majoration au moyen d’une me´thode variationnelle. Toutefois,
on privile´giera un encadrement pre´cis.
A noter que l’on peut e´tendre ce re´sultat aux champs B ve´rifiant
lim inf
|x|→+∞
B(x) > 0.
2) Les potentiels V1 et W
±
ε ont le meˆme signe a` l’infini, et la meˆme
de´croissance a` l’infini. Si V1 est a` support compact, quitte a` choisir Λ±
assez grand en module, on peut supposer V1 etW
±
ε de meˆme signe. Par
la suite, on montrera que n+(λ,W ) ne de´pend que de λ et de la classe
du potentiel W . Les ine´galite´s ci-dessus permettront alors d’obtenir
l’asymptotique de N (Λ, 1 − λ|DB − V) et N (1 + λ,Λ|DB − V) quand
λ→ 0+.
3) Pour mener les calculs de l’asymptotique de la distribution des valeurs
propres s’accumulant pre`s de +1, on supposera que V1 est de signe
constant a` l’infini, ainsi si V1 > 0, les potentiels V1 et |V1| seront
e´gaux hors d’un compact.
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4) Le second encadrement donnera un e´quivalent dans le cadre d’un po-
tentiel V1 ne´gatif (hors d’un compact).
5) Avec un champ B tendant vers −∞, on obtiendra les meˆmes enca-
drements en utilisant P˜B la projection sur Ker(D
⋆
B).
A l’aide de l’e´tude des valeurs propres de l’ope´rateur PV1P , on va eˆtre en
mesure d’e´tablir des re´sultats sur les asymptotiques de N (Λ, 1− λ|DB −V)
et N (1 + λ,Λ|DB − V) pour un certain δ ∈]0;+∞[ :
(HB∼ rhd(δ))
{
B ∈ C1(R2,R) tel que B(x) = Bd(x) + Ψ(x)
avec Ψ(x) = O(|x|d−δ) quand |x| → ∞.
De meˆme que dans [43], on va s’inte´resser aux classes de potentiels suivantes :
• Ccpt :=
{
V ∈M : supp(V ) compact et contient un ouvert non vide}
On dira que V ve´rifie (Hc) si V2 ve´rifie (HV ), et V1 ∈ Ccpt.
• G(µ, β) :=
{
V ∈M : ln |V (x)| ∼
|x|→∞
−µ|x|2β
}
ou` µ > 0, β ∈ R⋆+
On dira que V ve´rifie (He,µ,β) si V2 ve´rifie (HV ) et V1 ∈ G(µ, β).
Meˆme si les ine´galite´s fournies par la Proposition 2.1 ne ne´cessitent pas
d’information sur le signe du potentiel V1, on fera les calculs sous l’une des
deux conditions :
(H+) Le potentiel V1 est positif hors d’un compact de R2 ,
(H−) Le potentiel V1 est ne´gatif hors d’un compact de R2.
On va scinder le The´ore`me 2 de l’introduction en deux e´nonce´s :
The´ore`me 2.2.
Soient B satisfaisant (HB∼ rhd(δ)) pour un δ ∈]0;+∞[, V2 ∈M et V1 ∈ Ccpt
ve´rifiant V1 positif et (Λ−,Λ+) ∈]−∞; 1[×]1;+∞[.
Alors on a quand λ ↓ 0 : N (Λ−, 1− λ|DB − V) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
Si le potentiel V1 est ne´gatif, alors on a quand λ ↓ 0 :
N (1 + λ,Λ+|DB − V) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
On e´tablira ce re´sultat, comme application de la Proposition 2.1, en
e´tudiant les valeurs propres de l’ope´rateur PV1P en 3 e´tapes :
◦ On commencera avec notre champ magne´tique mode`le Bd et un poten-
tiel e´lectrique mode`le, a` savoir la fonction indicatrice d’une couronne.
◦ Ensuite on e´tendra ce re´sultat a` toute la classe Ccpt, en conside´rant
toujours le champ Bd.
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◦ Enfin, en se basant sur un re´sultat de N. Benkirane [6] sur les solutions
de l’e´quation ∆ϕ = B, on obtiendra la proposition ci-dessus a` l’aide
d’une me´thode variationnelle.
Sur un meˆme sche´ma de de´monstration, on s’occupera e´galement des
potentiels e´lectriques a` de´croissance exponentielle :
The´ore`me 2.3.
Soient B satisfaisant (HB∼ rhd(δ)), V2 ∈M et V1 ∈ G(µ, β) satisfaisant
(H+) et (µ,Λ−,Λ+) ∈]0;+∞[×]−∞; 1[×]1;+∞[.
• Si 2β > d+ 2, δ > 0, alors on obtient quand λ ↓ 0 :
N (Λ−, 1− λ|DB − V) ∼ β(d+ 2)
2β − (d+ 2)
| lnλ|
ln | lnλ| .
• Si 2β = d+ 2, δ > 0, alors on a quand λ ↓ 0 :
N (Λ−, 1− λ|DB − V) ∼ d+ 2
2
| lnλ|
ln
(
1 + µ(d+2)
2
2b
) .
• Si 2β < d+ 2, δ > d− 2β, alors on obtient quand λ ↓ 0 :
N (Λ−, 1− λ|DB − V) ∼ b
d+ 2
( | lnλ|
µ
) d+2
2β
.
Les e´quivalents de N (Λ−, 1 − λ|DB − V) et N (1 + λ,Λ+|DB − V) sont
identiques, on choisit de ne traiter que les V1 > 0 pour le The´ore`me 2.2,
et V1 ve´rifiant (H+) pour le The´ore`me 2.3. Avec des potentiels V1 ne´gatifs
(resp. ne´gatifs hors d’un compact), une accumulation de valeurs propres a`
droite du point +1 serait cre´e´e et l’on posse`derait le meˆme e´quivalent.
2.1 Etude du noyau de DB − 1
A la section pre´ce´dente, on vient de ramener le proble`me a` l’e´tude du
spectre de l’ope´rateur compact PV1P . Pour faire cette e´tude, on va commen-
cer par de´terminer une base orthonorme´e (b.o.n.) deKer(DB). Pour cela, on
conside`re ϕ, solution de l’e´quation ∆ϕ = B. Quitte a` faire un changement de
jauge, on supposera alors que le potentiel magne´tique A est
(
− ∂ϕ
∂x2
,
∂ϕ
∂x1
)
.
Lemme 2.4.
1) [[21], The´o 2]Hϕ=
{(
f
0
)
∈D (DB) : f=ge−ϕ ou` g est holomorphe sur C
}
est un s.e.v. ferme´ de L2
(
R
2,C2
)
.
2) [[17], section 2.4.1] La dimension de ce s.e.v. Hϕ est inde´pendante du
choix de la solution conside´re´e de ∆ϕ = B.
3) On a Hϕ = Ker (DB − 1).
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De´monstration. On a les e´quivalences suivantes
ψ ∈ Ker (DB − 1) ⇐⇒ ψ =
(
f
0
)
∈ D (DB) et DB(f) = 0L2
⇐⇒ ψ =
(
f
0
)
∈ D (DB)
et [(D1 −A1(x)) + i(D2 −A2(x))] (f) = 0L2
⇐⇒ ψ =
(
f
0
)
∈ D (DB) et e−ϕ[D1 + iD2](feϕ) = 0L2
⇐⇒ ψ =
(
f
0
)
∈ D (DB) et (D1 + iD2)(feϕ) = 0L2
⇐⇒ ψ =
(
f
0
)
∈ D (DB) et (D1 + iD2)(feϕ) = 0D′ .
Pour la suite, on pose v := feϕ.
L’ope´rateur diffe´rentiel D1 + iD2 e´tant un ope´rateur hypoelliptique, on ob-
tient que
suppsing((D1 + iD2)v) = suppsing(v) i.e. suppsing(v) = ∅.
Ainsi v et (D1+ iD2)v appartiennent a` C
∞(R2,C). Mais (D1+ iD2)v = 0L2
entraˆıne e´galement que (D1+ iD2)v(x) = 0 presque pour tout x ∈ R2. Donc
on obtient pour tout x ∈ R2, (D1+ iD2)v(x) = 0, i.e. que v ve´rifie la condi-
tion de Cauchy-Riemann.
Par conse´quent, la fonction v est holomorphe (en la variable x1 + ix2) sur
C, et on en de´duit que
{
f ∈ L2(R2,C) : f = ge−ϕ , g holomorphe sur C}
co¨ıncide avec Ker(DB), et Hϕ s’identifie a` Ker(DB − 1).
Exprime´ en coordonne´es polaires (ρ, θ), le laplacien sur R2 s’e´crit ∂2ρ +
1
ρ
∂ρ+
1
ρ2
∂2θ . Pour un champ magne´tique B radial, on recherche ϕ radiale et
l’on notera ϕ(ρ) a` la place de ϕ(ρ, θ). L’e´quation devient alors(
∂2ρ +
1
ρ
∂ρ
)
ϕ = B i.e.
1
ρ
∂ρ (ρ∂ρ)ϕ = B.
On obtient ainsi pour ρ 6= 0 :
ϕ(ρ) =
∫ ρ
0
t
∫ 1
0
uB(tu) du dt
ϕ′(ρ) = ρ
∫ 1
0
uB(ρu) du
ϕ′′(ρ) = B(ρ)−
∫ 1
0
uB(ρu) du .
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Le champ B e´tant continu, en prolongeant cette fonction par ϕ(0) = 0,
ϕ′(0) = 0 et ϕ′′(0) = 12B(0), on obtient une solution de classe C
2 sur R2. De
plus, dans le cas d’un champ B ve´rifiant B(x) ∼ Bd(x) quand |x| → ∞,
on a les asymptotiques suivantes quand ρ→∞ :
ϕ(ρ) ∼ b
(d+ 2)2
ρd+2 (2.1)
ϕ′(ρ) ∼ b
d+ 2
ρd+1
ϕ′′(ρ) ∼ bd+ 1
d+ 2
ρd .
Pour la suite, on va noter b˜ := b
(d+2)2
et choisir de travailler en utilisant les
coordonne´es polaires.
Lemme 2.5.
Si B ∈ C1(R2,R) est radial et CB,n := ‖ρneinθe−ϕ(ρ)‖−1, alors la famille(
CB,nρ
neinθe−ϕ(ρ)
)
n∈N est une b.o.n. de Ker(DB).
Remarque. Les e´le´ments de cette b.o.n. seront note´s Qn.
De´monstration. On va montrer que l’espace de HilbertKer(DB) admet la
famille (CB,n(x1 + ix2)
ne−ϕ)
n∈N comme syste`me orthonorme´. Par de´finition
des CB,n, les e´le´ments Qn sont norme´s. De plus, ϕ e´tant radiale, on obtient
que 〈Qn, Qm〉 = δn,m. Il reste alors a` voir que la famille orthonorme´e (Qn)n∈N
ve´rifie [Vect(Qk; k ∈ N)]⊥ = {0}.
Soit f ∈ Ker(DB) telle que pour tout k ∈ N, 〈f,Qk〉 = 0.
Comme f ∈ Ker(DB), il existe v fonction holomorphe sur C en la variable
x1 + ix2 telle que f = ve
−ϕ. En passant en coordonne´es polaires dans les
produits scalaires 〈f,Qk〉, on obtient que pour tout k ∈ N,
0 = CB,k
∫ ∫
(0,∞)×(0;2pi)
f(ρ, θ)ρk+1e−ikθe−ϕ(ρ)dρdθ
= CB,k
∫ ∫
(0,∞)×(0;2pi)
v
(
ρeiθ
)
e−ϕ(ρ)ρk+1e−ikθe−ϕ(ρ)dρdθ
= CB,k
∫ ∞
0
ρk+1e−2ϕ(ρ)
[∫ 2pi
0
v
(
ρeiθ
)
e−ikθdθ
]
dρ.
Comme v est une fonction entie`re, on peut la de´velopper en se´rie entie`re :
v(z) =
∞∑
q=0
aqz
q ou` la convergence est uniforme sur toute boule de rayon fini
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centre´e a` l’origine. Ainsi∫ 2pi
0
v(ρeiθ)e−ikθdθ =
∫ 2pi
0
∞∑
q=0
aq
(
ρeiθ
)q
e−ikθdθ =
∞∑
q=0
∫ 2pi
0
aqρ
qei(q−k)θdθ
=
∞∑
q=0
aq2piδqk = 2piak.
On en de´duit que pour tout k ∈ N, 0 = 2piak
∫ ∞
0
ρk+1e−2ϕ(ρ)dρ.
Comme pour tout k ∈ N, ∫∞0 ρk+1e−2ϕ(ρ)dρ 6= 0, on obtient que tous les
coefficients ak sont nuls.
Par conse´quent, v est la fonction nulle, et donc f = 0.
On en conclut que la famille (Qn)n∈N forme bien une b.o.n. de Ker(DB).
Pour calculer l’asymptotique de n+(λ, PV1P ), on va utiliser des poten-
tiels radiaux mode`les. En effet, si V− 6 V 6 V+, le Principe du Min-Max
assure que la ne valeur propre de l’ope´rateur compact PVP ve´rifie l’encadre-
ment µn(PV−P ) 6 µn(PVP ) 6 µn(PV+P ), et ainsi pour tout λ ∈ R⋆+,
on a n+(λ, PV−P ) 6 n+(λ, PVP ) 6 n+(λ, PV+P ).
En travaillant avec des potentiels V1 radiaux, la matrice de PV P , exprime´e
dans la base (Qn)n∈N, est diagonale et plus pre´cise´ment les coefficients de
cette matrice sont donne´s par 〈Qj , V Qk〉 = δj,k 〈Qk, V Qk〉. Ainsi les va-
leurs propres de l’ope´rateur PVP sont exactement les produits scalaires
〈Qk, V Qk〉.
Pour la suite, on notera par (γk(V ))k∈N la suite de ces valeurs propres. A
priori, γk(V ) n’est pas e´gale a` µk(PV P ), i.e. la suite (γk(V ))k∈N n’est pas
ne´cessairement de´croissante. Mais on a la relation
n+(λ, PV P ) = # {k ∈ N : γk(V ) > λ} = # {k ∈ N : ln γk(V ) > lnλ}
qui permettra d’obtenir un e´quivalent de n+(λ, PVP ).
De´terminer ln γk(V ) ou γk(V ) va ne´cessiter des renseignements sur les
constantes de normalisation CB,n, ce sera l’objet du prochain e´nonce´ :
Lemme 2.6.
1) Si B = Bd, alors il existe c0 ∈]0; +∞[ tel que pour tout n ∈ N,
2pi
d+ 2
Γ
(
2n+2
d+2
)
(2b˜)
2n+2
d+2
− c0 6 C−2B,n 6
2pi
d+ 2
Γ
(
2n+2
d+2
)
(2b˜)
2n+2
d+2
+ c0.
2) Si B = Bd et α ∈]0;+∞[, alors on a quand n→∞ :
CB,n
CB,n+α
∼
(
2b˜
)− α
d+2
(
2n
d+ 2
) α
d+2
.
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3) Si B est radial et quand |x| → ∞, B(x) ∼ Bd(x), alors quand n→∞,
on a : lnCB,n ∼ − n
d+ 2
lnn.
De´monstration.
• En revenant a` la de´finition de Bd, on va utiliser l’e´galite´
C−2B,n = 2pi
∫ ∞
0
ρ2n+1e−2ebρd+2dρ + 2pi
∫ 1
0
ρ2n+1
(
e−2ϕd(ρ) − e−2ebρd+2) dρ.
En effectuant un changement de variable dans l’inte´grale
∫ ∞
0
tqe−at
p
dt, on
peut se ramener a` l’inte´grale de´finissant la fonction Γ et obtenir la formule
∫ ∞
0
tqe−at
p
dt =
Γ
(
q+1
p
)
pa
q+1
p
ou` (a, p, q) ∈ (R⋆+)2×]− 1;+∞[. (2.2)
De plus, pour tout n ∈ N,∣∣∣∣∫ 1
0
ρ2n+1
(
e−2ϕd(ρ) − e−2ebρd+2) dρ∣∣∣∣ 6 ∫ 1
0
∣∣∣e−2ϕd(ρ) − e−2ebρd+2∣∣∣ dρ.
En posant c0 := 2pi sup
t∈[0;1]
∣∣∣e−2ϕd(t) − e−2ebtd+2∣∣∣ et en appliquant (2.2), on abou-
tit a` l’encadrement de´sire´.
• Le second re´sultat s’obtient en utilisant la formule de Stirling
Γ(k) =
(
k
e
)k√
2pik
(
1 +O(k−1)
)
quand k →∞.
• Soit ε > 0. D’apre`s (2.1), il existe Rε ∈]0;+∞[ tel que pour tout ρ > Rε,
(1− ε)ϕd(ρ) 6 ϕ(ρ) 6 (1 + ε)ϕd(ρ). Ainsi on obtient l’encadrement
C−2(1+ε)Bd,n + 2pi
∫ Rε
0
t2n+1
[
e−2ϕ(t) − e−2(1+ε)ϕd(t)
]
dt 6 C−2B,n
C−2B,n 6 C
−2
(1−ε)Bd,n + 2pi
∫ Rε
0
t2n+1
[
e−2ϕ(t) − e−2(1−ε)ϕd(t)
]
dt.
En posant C±ε := 2pi sup
t∈[0;Rε]
∣∣∣e−2ϕ(t) − e−(1∓ε)ϕd(t)∣∣∣, et en utilisant la formule
(2.2), on obtient l’encadrement
2pi
(1 + ε)
2n+2
d+2
Γ
(
2n+2
d+2
)
(2b˜)
2n+2
d+2 (d+ 2)
− R2n+2ε C−ε 6 C−2B,n
C−2B,n 6
2pi
(1− ε) 2n+2d+2
Γ
(
2n+2
d+2
)
(2b˜)
2n+2
d+2 (d+ 2)
+ R2n+2ε C
+
ε . (2.3)
D’apre`s la formule de Stirling, on obtient alors quand n→∞ :
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ln
(
Γ
(
2n+ 2
d+ 2
))
=
2n
d+ 2
ln(n)[1 + o(1)].
Ainsi en passant au logarithme ne´pe´rien dans (2.3), on obtient l’existence
d’un rang n0(ε) ∈ N tel que pour tout n > n0(ε),
(1− ε) 2n
d+ 2
lnn 6 ln
(
C−2B,n
)
6 (1 + ε)
2n
d+ 2
lnn.
Et ceci pour tout ε > 0. Par conse´quent quand n→∞ :
ln
(
C−2B,n
)
∼ 2n
d+ 2
lnn.
Ceci ache`ve la preuve.
2.2 Perturbation a` support compact
Etape 1
On e´tablit un re´sultat pour les potentiels mode`les de la classe Ccpt a`
savoir les fonctions indicatrices de couronnes de R2.
Lemme 2.7.
Si B = Bd et V = cχ[α,β](| · |) avec (c, α, β) ∈ R⋆+×R+×R⋆+ et α < β, alors
on obtient quand λ ↓ 0 :
n+(λ, PVP ) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
De´monstration.
En posant mα,β,ϕd = minρ∈[α,β] e
−2ϕ0(ρ), on peut alors minorer γn(V ) =
2picC2Bd,n
∫ β
α
ρ2n+1e−2ϕ0(ρ)dρ par 2picC2Bd,nmα,β,ϕd
∫ β
α
ρ2n+1dρ, i.e.
γn(V ) >
2picmα,β,ϕd
2n+ 2
(β2n+2 − α2n+2)C2Bd,n. (2.4)
Pour obtenir une majoration de γn(V ), on e´tudie la fonction Fn de´finie sur
]0;+∞[ par Fn(ρ) := ρ2n+1e−2ϕd(ρ). C’est une fonction de classe C1 sur
]0;+∞[ qui admet pour de´rive´e
F
′
n(ρ) =
[
2n+ 1− 2ρϕ′d(ρ)
]
ρ2ne−2ϕd(ρ).
En de´finissant G(ρ) = 2ρϕ′0(ρ), on a l’e´quivalence
ρ0(n) est un point critique de Fn ⇐⇒ 2n+ 1 = G(ρ).
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La fonction G est de´rivable sur ]0;+∞[ avec G′(ρ) = 2ρBd(ρ). Comme B0
tend vers l’infini en l’infini, on obtient l’existence d’un ρ1 ∈]0;+∞[ tel que
pour tout ρ ∈]ρ1; +∞[, G′(ρ) > 0. Par conse´quent, il existe n0 ∈ N tel
que pour tout n > n0, on a l’unicite´ de la solution ρ0(n) de l’e´quation
2n+ 1 = G(ρ).
La stricte croissance de G entraˆıne que lim
n→∞ρ0(n) = +∞. Donc il existe
n1 > n0 tel que pour tout n > n1, ρ0(n) > β.
De plus, pour tout n > n1, Fn est croissante sur ]0; ρ0(n)] et de´croissante
sur ]ρ0(n);+∞[, ce qui assure que pour tout n > n0, γn(V ) est majore´ par
2pic(β − α)C2Bd,nFn(β), d’ou`
γn(V ) 6 2pic(β − α)C2Bd,nβ2n+2e−2ϕ(β). (2.5)
A l’aide des ine´galite´s (2.4) et (2.5), on peut alors minorer ln γn(V ) par
ln (2picmα,β,ϕd)− ln(2n+2)+2 ln (CBd,n)+ ln(β2n+2−α2n+2) et le majorer
par ln (2pic(β − α))− 2ϕd(β) + (2n+ 2) ln(β) + 2 ln (CBd,n).
Soit δ ∈]0; 1[. Comme α
β
< 1, on a ln
[
1− (α
β
)2n+2
]
= o(1) quand n → ∞.
D’apre`s le lemme pre´ce´dent, on obtient qu’il existe n0(δ) > n0 tel que pour
tout n > n0(δ)
−(1 + δ) 2
d+ 2
n lnn 6 ln γn(V ) 6 −(1− δ) 2
d+ 2
n lnn.
On a alors l’encadrement
#
{
n ∈ N⋆ : −21 + δ
d+ 2
n lnn > lnλ
}
− n0(δ) 6 n+(λ, PVP )
n+(λ, PVP ) 6 #
{
n ∈ N⋆ : −21− δ
d+ 2
n lnn > lnλ
}
+ n0(δ) . (2.6)
On peut conclure en utilisant le re´sultat suivant :
Lemme 2.8. [[34], Lemme 6.3]
Quand µ ↓ 0, on a : #{n ∈ N : n−n > µ} ∼ |lnµ|
ln | lnµ| .
Ainsi pour τ ∈]0;+∞[, on a
# {n ∈ N⋆ : −τn lnn > lnλ} = #{n ∈ N⋆ : −n lnn > 1
τ
lnλ
}
= #
{
n ∈ N⋆ : −n lnn > ln
(
λ
1
τ
)}
.
On en de´duit que quand λ ↓ 0 :
# {n ∈ N⋆ : −τn lnn > lnλ} ∼
∣∣∣ln(λ 1τ )∣∣∣
ln
∣∣∣ln(λ 1τ )∣∣∣ .
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D’ou` quand λ ↓ 0, on a : # {n ∈ N⋆ : −τn lnn > lnλ} ∼ 1
τ
| lnλ|
ln | lnλ| .
D’apre`s l’encadrement (2.6), pour tout δ ∈]0; 1[, il existe λ0(δ) ∈]0;+∞[ tel
que pour tout λ ∈]0;λ0(δ)[
(1− 2δ)d+ 2
2
| lnλ|
ln | lnλ| 6 n+(λ, PVP ) 6 (1 + 2δ)
d+ 2
2
| lnλ|
ln | lnλ| .
Ceci e´tant vrai pour tout δ ∈]0; 1[, on en conclut que pour λ ↓ 0 :
n+(λ, PVP ) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
Etape 2
On e´tend maintenant le Lemme 2.7 a` toutes les fonctions V a` support
compact :
Lemme 2.9.
Si B = Bd, V ∈ Ccpt et V > 0, alors on a quand λ ↓ 0 :
n+(λ, PVP ) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
De´monstration.
Le potentiel V e´tant positif et a` support compact, il existe (β+, c+) ∈ (R⋆+)2
tel que V 6 c+χ{x∈R2 : 06|x|6β+}.
Ainsi n+(λ, PVP ) 6 n+
(
λ, Pc+χ{x∈R2 : 06|x|6β+}P
)
.
Soit δ ∈]0; 1[. D’apre`s le Lemme 2.7, il existe λ0(δ) ∈ R⋆+ tel que pour tout
λ ∈]0;λ0(δ)[,
n+
(
λ, Pc+χ[0;β+]P
)
+ C 6 (1 + δ)
d+ 2
2
| lnλ|
ln | lnλ| .
Ainsi pour tout λ ∈]0;λ0(δ)[, on a n+(λ, PVP ) 6 (1 + δ)d+22 | lnλ|ln | lnλ| .
Pour minorer n+(λ, PVP ), la difficulte´ intervient si 0 n’est pas dans le
support de V . En effet, si 0 ∈ supp(V ), on minore V par une fonction du
type c−χ{x∈R2 : 06|x|6β−} et on conclut comme lors de la majoration. Mais si
0 /∈ supp(V ), on n’est pas suˆr de pouvoir minorer V par une fonction radiale
V−, et par conse´quent, la difficulte´ est de de´terminer les valeurs propres de
l’ope´rateur PV−P associe´ a` ce minorant.
Pour palier au cas ou` 0 /∈ supp(V ), on va utiliser une me´thode variation-
nelle apre`s avoir translate´ V pour obtenir un potentiel tel que 0 appartienne
a` son support. On va proce´der comme suit :
Soit x0 = (x
(1)
0 , x
(2)
0 ) un point de l’inte´rieur du support de V . On de´finit
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V0 le potentiel a` support compact tel que V (x) = V0(x + x0). Ainsi 0 ∈
supp(V0). On remarque que∫
R2
V (x)|f(x(1)+ ix(2))|2e−2ϕd(x)dx =
∫
R2
V0(y)|f(y(1)+ iy(2)− z0)|2e−2eϕ0(y)dy
(2.7)
ou` l’on a pose´ z0 = x
(1)
0 + ix
(2)
0 et ϕ˜0 := ϕd(· − x0).
Le champ magne´tique associe´ a` ϕ˜0 est B˜ := Bd(· − x0), B˜ ∈ C1(R2,R). On
va noter respectivement PB et P eB les projections orthogonales de L2(R2,C)
sur Ker(DB) et Ker(D eB). Les ope´rateurs DB et D eB e´tant unitairement
e´quivalents, a` l’aide de la conjugaison par l’ope´rateur de translation τx0 :
f(x) 7→ f(x− x0), on en de´duit que n+(λ, PBV PB) = n+
(
λ, P eBV0P eB
)
.
Comme pour |x| → ∞, ϕ˜0(x) ∼ ϕd(x), il existe R0 ∈]0; +∞[ tel que pour
tout |x| > R0, 12ϕd(x) 6 ϕ˜0(x). Ainsi il existe ϕ− ∈ C2(R2,R) tel que pour
tout |x| > 2R0, ϕ−(x) = 12 ϕ˜0(x).
Par analogie avec la notation des espaces de Segal-Bargmann, [21], on note
par HL2(C, e−2ϕ) l’espace des fonctions holomorphes en la variable x1+ ix2
qui sont dans l’espace a` poids L2(e−2ϕdx), i.e.
HL2(C, e−2ϕ) = {f holomorphe sur C en x+ iy : fe−ϕ ∈ L2(R2;R)} .
L’ine´galite´ e−2eϕ0 6 e−2ϕ− entraˆıne HL2(C, e−2ϕ−) ⊂ HL2(C, e−2eϕ0).
Comme ϕ− est de classe C2, on de´finit B− := ∆ϕ−. On note par PB− la pro-
jection orthogonale de L2(R2;C) sur le s.e.
{
fe−ϕ− : f ∈ HL2(C, e−2ϕ−)}.
De plus V tendant vers 0 a` l’infini, l’ope´rateur PB−V PB− est compact. Ainsi
en appliquant le Lemme A.4, on note que n+(λ, PBV PB) est e´gale a`
max
{
dim(L) : L ⊂ Ker(D(B));∀u ∈ L\{0}, 〈PBV PBu, u〉 > λ‖u‖2
}
=
max
{
dim(F) : F ⊂ HL2(C, e−2ϕ);∀f ∈ F\{0}, 〈V fe−ϕ, fe−ϕ〉 > λ‖fe−ϕ‖2} .
On a 〈V fe−ϕ, fe−ϕ〉=〈V e−2(eϕ0−ϕ−)fe−ϕ− , fe−ϕ−〉 et ‖fe−eϕ0‖>‖fe−ϕ−‖.
En posant V − := V e−2(eϕ0−ϕ−), on obtient alors(〈
V −fe−ϕ− , fe−ϕ−
〉
> λ‖fe−ϕ−‖2)⇒ (〈V fe−eϕ0 , fe−eϕ0〉 > λ‖fe−eϕ0‖2) .
Ainsi on en de´duit que l’on peut majorer n+(λ, PBV PB) par
max
{
dim(F) : F ⊂ HL2(C, e−2ϕ);∀f ∈ F\{0},〈
V −fe−ϕ− , fe−ϕ−
〉
> λ‖fe−ϕ−‖2}.
De plus, l’inclusion HL2(C, e−2ϕ−) ⊂ HL2(C, e−2eϕ0) permet de majorer
n+(λ, PBV PB) par
max
{
dim(F) : F ⊂ HL2(C, e−2ϕ−);∀f ∈ F\{0},〈
V −fe−ϕ− , fe−ϕ−
〉
> λ‖fe−ϕ−‖2}.
Par conse´quent, on obtient n+ (λ, PBV PB) 6 n+
(
λ, PB−V
−PB−
)
. D’apre`s
le Lemme 2.7, quitte a` remplacer Bd par B−, on en de´duit que pour λ ↓ 0 :
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n+(λ, PBV PB) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
Etape 3
Pour cette dernie`re e´tape, on va de´montrer la Proposition 2.2 en utilisant
un re´sultat de N. Benkirane sur la surjectivite´ du Laplacien. L’e´nonce´ qui
suit est la version pour l’ope´rateur A = ∆, pre´sent dans [[36], p24]. Les
espaces de Ho¨lder a` poids Cµ+la (R2) sont de´finis par :
u ∈ Cµ+la (R2) ⇐⇒

(i) < x >a+|α| |∂αxu| ∈ L∞(R2),∀α ∈ N2, |α| 6 l
(ii) sup
<y>62<x>64<y>
x 6=y, |α|6l
< x >a+|α|+µ
∣∣∣∂αx u(x)−∂αx u(y)|x−y|µ ∣∣∣<+∞.
Lemme 2.10. [[6], Prop VI.3]
L’application ∆ : Cµ+2a (R2) → Cµa+2(R2) est surjective si a < 0, a /∈ Z
et µ ∈]0; 1[.
Comme Ψ ∈ C1(R2;R) et Ψ(x) = O (|x|d−δ) quand λ ↓ 0, on a Ψ ∈
Cµ−(d−δ)(R
2). Quitte a` remplacer δ par δ˜ ∈]0; δ[, on peut toujours supposer
que d− δ /∈ N.
D’apre`s le lemme pre´ce´dent, il existe donc Φ ∈ Cµ+2−(d−δ)−2(R2) solution de
l’e´quation ∆Φ = Ψ. Ainsi ϕ := ϕ0 +Φ est solution de l’e´quation ∆ϕ = B.
Comme pour λ ↓ 0, on a Φ(x) = o (ϕ0(x)), il existe R0 ∈]0;+∞[ tel que pour
tout |x| > R0, on a 12ϕ0(x) 6 ϕ(x) 6 2ϕ0(x). Ainsi il existe deux fonctions
ϕ± ∈ C2(R2;R) telles que pour tout |x| > 2R0, ϕ±(x) = 2±1ϕ0(x).
Comme e−2ϕ+ 6 e−2ϕ 6 e−2ϕ− hors d’un compact, on obtient les inclusions
HL2(C, e−2ϕ−) ⊂ HL2(C, e−2ϕ) ⊂ HL2(C, e−2ϕ+). (2.8)
Comme ϕ± est de classe C2, on de´finit B± := ∆ϕ±. On note par PB± la pro-
jection orthogonale de L2(R2;C) sur le s.e.
{
fe−ϕ± : f ∈ HL2(C, e−2ϕ±)}.
Comme V1 tend vers 0 a` l’infini, les ope´rateurs PB±V1PB± sont compacts.
En appliquant le Lemme A.4, on obtient les e´galite´s
n+(λ, PBV1PB) = max
{
dim(L) : L ⊂ Ker(D(B));∀u ∈ L\{0},
〈PBV1PBu, u〉 > λ‖u‖2
}
= max
{
dim(F) : F ⊂ HL2(C, e−2ϕ);∀f ∈ F\{0},〈
V1fe
−ϕ, fe−ϕ
〉
> λ‖fe−ϕ‖2}.
On a 〈V1fe−ϕ, fe−ϕ〉=
〈
V1e
−2(ϕ−ϕ+)fe−ϕ+ , fe−ϕ+
〉
et ‖fe−ϕ‖>‖fe−ϕ+‖.
En posant V +1 := V1e
−2(ϕ−ϕ+), on obtient alors(〈
V1fe
−ϕ, fe−ϕ
〉
> λ‖fe−ϕ‖2)⇒ (〈V +1 fe−ϕ+ , fe−ϕ+〉 > λ‖fe−ϕ+‖2) .
44 CHAPITRE 2. PERTURBATION A` DE´CROISSANCE RAPIDE
Ainsi on en de´duit
n+(λ, PBV1PB) 6 max
{
dim(F) : F ⊂ HL2(C, e−2ϕ);∀f ∈ F\{0},〈
V +1 fe
−ϕ+ , fe−ϕ+
〉
> λ‖fe−ϕ+‖2}.
De plus, d’apre`s l’inclusion (2.8), on a
n+(λ, PBV1PB) 6 max
{
dim(F) : F ⊂ HL2(C, e−2ϕ+);∀f ∈ F\{0},〈
V +1 fe
−ϕ+ , fe−ϕ+
〉
> λ‖fe−ϕ+‖2}.
Par conse´quent, on obtient n+ (λ, PBV1PB) 6 n+
(
λ, PB+V
+
1 PB+
)
. On fait
de meˆme pour obtenir la minoration n+ (λ, PBV1PB) > n+
(
λ, PB−V
−
1 PB−
)
ou` V −1 := V1e
−2(ϕ−ϕ−).
Les potentiels V1, V
±
1 e´tant tous dans la classe Ccpt, d’apre`s l’e´tape 2, on en
de´duit que pour λ ↓ 0 :
n+ (λ, PBV1PB) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
Ainsi on obtient bien l’asymptotique annonce´e pour N (Λ−, 1− λ|DB − V).
En faisant de meˆme avec V1 6 0, on obtient le meˆme e´quivalent pour
N (1 + λ,Λ+|DB − V), et le The´ore`me 2.2 est de´montre´.
En reprenant cette troisie`me e´tape, on peut e´tendre ce re´sultat :
Corollaire 2.11.
Soient B ∈ C1(R2,R) tel que B(x) −→
|x|→∞
+∞, V ∈ Ccpt avec V1 > 0 et
Λ− ∈]−∞; 1[.
On suppose qu’il existe (b−, b+, d, R) ∈]0; +∞[4 et ϕ solution de ∆ϕ = B
sur R2 tels que pour tout |x| > R, b−|x|d+2 6 ϕ(x) 6 b+|x|d+2.
Alors quand λ ↓ 0, on a : N (Λ−, 1− λ|DB − V) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
2.3 Perturbation a` de´croissance exponentielle
Les potentiels mode`les utilise´s pour ces classes G(µ, β) sont les gaus-
siennes G
(β)
µ de´finies par G
(β)
µ (x) = e−µ|x|
2β
. On va eˆtre amene´ a` distin-
guer trois cas suivant la rapidite´ de de´croissance de G
(β)
µ par rapport a`
e−2ϕ. Dans le cas des potentiels V1 a` de´croissance exponentielle rapide (i.e.
2β > d+2), les valeurs propres de l’ope´rateur de´croissent exponentiellement
et la connaissance de l’e´quivalent du Lemme 2.6 (deuxie`me partie) va nous
permettre de conclure. Dans le cas ou` G
(β)
µ et e−2ϕ de´croissent aussi rapi-
dement vers 0 (i.e. 2β = d+ 2), on obtiendra le re´sultat par application de
la formule (2.2). Enfin, pour la dernie`re situation, on se servira d’une e´tude
de phase type “Laplace” a` l’image de G.D. Raikov et S. Warzel dans [43]
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pour obtenir une majoration des γn
(
G
(β)
µ
)
et de l’Ine´galite´ de Jensen pour
en avoir une minoration.
Lemme 2.12. [LL, The´o 2.2] Ine´galite´ de Jensen
Soient J une fonction convexe de R dans R, τ une mesure positive, Ω
un ensemble τ -mesurable tel que 0 < τ(Ω) <∞, et f ∈ L1(Ω,R).
On note pour g ∈ L1(Ω,R), 〈g〉 := 1
τ(Ω)
∫
Ω
g(t)dτ(t).
Alors 〈J ◦ f〉 > J(〈f〉).
2.3.1 Cas ou` 2β > d+ 2
Etape 1
Lemme 2.13.
Si B = Bd et (µ, β) ∈ R⋆+×]d+22 ; +∞[, alors on obtient quand λ ↓ 0 :
n+
(
λ, PG(β)µ P
)
∼ β(d+ 2)
2β − (d+ 2)
| lnλ|
ln | lnλ| .
De´monstration.
Les valeurs propres de l’ope´rateur PG
(β)
µ P sont donne´es par les quotients
γn
(
G(β)µ
)
=
∫ ∞
0
ρ2n+1e−µρ
2β
e−2ϕ(ρ)dρ∫ ∞
0
ρ2n+1e−2ϕ(ρ)dρ
.
En de´finissant ϕµ par ϕµ(ρ) := ϕ(ρ) +
µ
2ρ
2β, on a alors ϕµ(ρ) ∼ µ2ρ2β
quand ρ→∞. D’apre`s le Lemme 2.6, on obtient quand n→∞ :
ln
(∫ ∞
0
ρ2n+1e−2ϕµ(ρ)dρ
)
∼ n
β
lnn
et ln
(∫ ∞
0
ρ2n+1e−2ϕ(ρ)dρ
)
∼ 2n
d+ 2
lnn.
Soit δ ∈]0; 1[. Il existe donc n0(δ) ∈ N tel que pour tout n > n0(δ), on ait
(1 + δ)
d+ 2− 2β
β(d+ 2)
n lnn 6 ln
(
γn
(
G(β)µ
))
6 (1− δ)d+ 2− 2β
β(d+ 2)
n lnn.
Onminore n+
(
λ, PG(β)µ P
)
par #
{
n ∈ N : (1− δ)d+ 2− 2β
β(d+ 2)
n ln(n) > lnλ
}
et on majore n+
(
λ, PG(β)µ P
)
par #
{
n ∈ N : (1 + δ)d+ 2− 2β
β(d+ 2)
n ln(n) > lnλ
}
.
Mais d’apre`s le Lemme 2.8, on a vu que si τ > 0, alors pour µ ↓ 0,
# {n ∈ N : −τn lnn > lnµ} ∼ 1
τ
| lnµ|
ln | lnµ| .
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Par conse´quent, il existe λ0(δ) ∈]0; 1[ tel que pour tout λ ∈]0;λ0(δ)[, on ait
les ine´galite´s
#
{
n ∈ N : (1 + δ)d+ 2− 2β
β(d+ 2)
n lnn > lnλ
}
6 (1 + 2δ)
β(d+ 2)
(1 + δ)(2β − (d+ 2))
| lnλ|
ln | lnλ|
#
{
n ∈ N : (1− δ)d+ 2− 2β
β(d+ 2)
n lnn > lnλ
}
> (1− 2δ) β(d+ 2)
(1− δ)(2β − (d+ 2))
| lnλ|
ln | lnλ| .
Donc il existe λ1(δ) ∈]0;λ0(δ)[ tel que pour tout λ ∈]0;λ1(δ)[,
(1− 2δ) β(d+ 2)
2β − (d+ 2)
| lnλ|
ln | lnλ| 6 n+
(
λ, PG(β)µ P
)
n+
(
λ, PG
(β)
µ P
)
6 (1 + 2δ)
β(d+ 2)
2β − (d+ 2)
| lnλ|
ln | lnλ| .
Et ceci pour tout δ ∈]0; 1[. Par conse´quent, on obtient quand λ ↓ 0 :
n+
(
λ, PG(β)µ P
)
∼ β(d+ 2)
2β − (d+ 2)
| lnλ|
ln | lnλ| .
Etape 2
Lemme 2.14.
Si B = Bd, V ∈ G(µ, β) avec (µ, β) ∈ R⋆+×]d+22 ; +∞[, V ve´rifiant (H+),
alors on a quand λ ↓ 0 :
n+(λ, PV P ) ∼ β(d+ 2)
2β − (d+ 2)
| lnλ|
ln | lnλ| .
De´monstration.
Soit δ ∈]0; 12 [. Comme V est positif a` l’infini, il existe (Cδ±, Rδ) ∈ (R⋆+)3
tel que V −δ 6 V 6 V
+
δ ou` V
±
δ (x) = G
(β)
(1∓δ)µ(x)±C±δ χ[0,Rδ ](|x|). Ainsi
n+
(
λ, PV −δ P
)
6 n+(λ, PVP ) 6 n+
(
λ, PV +δ P
)
.
On a pour tout k ∈ N, γk
(
V ±δ
)
= γk
(
G
(β)
(1∓δ)µ
)
± C±δ γk
(
χ[0,Rδ]
)
. D’apre`s
les calculs des Lemmes 2.7 et 2.13, on a γk
(
χ[0,Rδ ]
)
=
k→+∞
o
(
γk
(
G
(β)
(1∓δ)µ
))
.
Donc il existe k0(δ) ∈ N tel que pour tout k > k0(δ),
(1− δ)γk
(
G
(β)
(1∓δ)µ
)
6 γk
(
V ±δ
)
6 (1 + δ)γk
(
G
(β)
(1∓δ)µ
)
.
Donc n+
(
λ, PV +δ P
)
6 #
{
n ∈ N : (1 + δ)γn
(
G
(β)
(1−δ)µ
)
> λ
}
+k0(δ). Le Lemme
2.13 entraˆıne qu’il existe λ0(δ) ∈ R⋆+ tel que pour tout λ ∈]0;λ0(δ)[
n+
(
λ, PV +δ P
)
+ C 6 (1 + δ)
β(d+ 2)
2β − (d+ 2)
∣∣∣ln λ1+δ ∣∣∣
ln
∣∣∣ln λ1+δ ∣∣∣ .
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Ainsi il existe (M+, λ1(δ)) ∈ (R⋆+)2 tel que pour tout λ ∈]0;λ1(δ)[,
n+
(
λ, PV +δ P
)
6 (1 +M+δ)
β(d+ 2)
2β − (d+ 2)
|lnλ|
ln |lnλ| . (2.9)
De meˆme, il existe (M−, λ2(δ)) ∈ R⋆+×]0;λ1(δ)[ tel que pour tout λ ∈
]0;λ2(δ)[
n+(λ(1 + ε), P (1− ε)V −δ P ) > (1−M−δ)
β(d+ 2)
2β − (d+ 2)
|lnλ|
ln |lnλ| . (2.10)
On de´duit donc de (2.9) et (2.10) l’asymptotique recherche´e.
Etape 3
Dans le cadre des potentiels e´lectriques a` de´croissance exponentielle
rapide, la troisie`me e´tape est rigoureusement identiquement a` celle pro-
pose´e lors d’une perturbation par un V a` support compact (section 6.3)
car l’asymptotique dans le Lemme 2.14 ne de´pend pas du coefficient b, mais
uniquement de β et d.
De meˆme que pour les potentiels a` support compact, on peut e´crire le
Corollaire suivant :
Corollaire 2.15.
Soient B ∈ C1(R2,R) tel que B(x) −→
|x|→∞
+∞, V ∈ G(µ, β) avec V1 ve´rifiant
(H+) et (µ, β) ∈]0;+∞[×]d+22 ; +∞[, (Λ−,Λ+) ∈]−∞; 1[×]1;+∞[.
On suppose qu’il existe (b−, b+, d, R) ∈]0;+∞[4 et ϕ solution de ∆ϕ = B
sur R2 tels que pour tout |x| > R, b−|x|d+2 6 ϕ(x) 6 b+|x|d+2.
Si V1 > 0, alors quand λ ↓ 0 : N (Λ−, 1−λ|DB−V) ∼ β(d+ 2)
2β − (d+ 2)
|lnλ|
ln |lnλ| .
2.3.2 Cas ou` 2β = d+ 2
Etape 1
Lemme 2.16.
Si B est radial tel que pour |x| → ∞, B(x) ∼ Bd(x) et µ ∈ R⋆+, alors on a
quand λ ↓ 0 :
n+
(
λ, PG
( d+2
2
)
µ P
)
∼ d+ 2
2
| lnλ|
ln
(
1 + µ(d+2)
2
2b
) .
De´monstration.
De nouveau, on a γn
(
G
( d+2
2
)
µ
)
= 2piC2B,n
∫ ∞
0
ρ2n+1e−(µρ
d+2+2ϕ(ρ))dρ et
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on note par In l’inte´grale pre´ce´dente.
Soit ε ∈]0; ε0[ ou` ε0 ¿ 1.
D’apre`s l’e´quivalent (2.1), il existe cε ∈ R⋆+ tel que pour tout ρ ∈]0;+∞[
{
(1− ε)2b˜ρd+2 − cε 6 2ϕ(ρ) 6 (1 + ε)2b˜ρd+2 + cε
(1− ε)(µ+ 2b˜)ρd+2 − cε 6 µρd+2 + 2ϕ(ρ) 6 (1 + ε)(µ+ 2b˜)ρd+2 + cε .
Ceci permet, en utilisant la formule (2.2), d’aboutir a` l’encadrement suivant
valable pour tout n ∈ N
e−cε(1 + ε)−
2n+2
d+2
Γ
(
2n+2
d+2
)
(µ+ 2b˜)
2n+2
d+2 (d+ 2)
6 In
In 6 e
cε(1 + ε)−
2n+2
d+2
Γ
(
2n+2
d+2
)
(µ+ 2b˜)
2n+2
d+2 (d+ 2)
.
Ainsi pour tout n ∈ N,
e−2cε
[
1− ε
1 + ε
2b˜
µ+ 2b˜
] 2n+2
d+2
6 γn
(
G
( d+2
2
)
µ
)
6 e2cε
[
1 + ε
1− ε
2b˜
µ+ 2b˜
] 2n+2
d+2
.
Or il existe c0 ∈ R⋆+ tel que pour tout ε ∈]0; ε0[,
1 + ε
1− ε 6 1 + c0ε et
1−ε
1+ε >
1− c0ε. D’ou` pour tout n ∈ N,
e−2cε
[
(1− c0ε) 2b˜
µ+ 2b˜
] 2n+2
d+2
6 γn
(
G(β)µ
)
6 e2cε
[
(1 + c0ε)
2b˜
µ+ 2b˜
] 2n+2
d+2
.
On minore n+
(
λ, PG
( d+2
2
)
µ P
)
par #
n ∈ N : e−2cε
[
(1− c0ε) 2b˜
µ+ 2b˜
] 2n+2
d+2
> λ

et on le majore par #
n ∈ N : e2cε
[
(1 + c0ε)
2b˜
µ+ 2b˜
] 2n+2
d+2
> λ
 .
Or l’expression (⋆) e±2cε
[
(1± c0ε) 2eb
µ+2eb
] 2n+2
d+2
> λ est e´quivalente a`
±2cε + 2n+ 2
d+ 2
[
ln (1± c0ε) + ln
(
2b˜
µ+ 2b˜
)]
> lnλ.
En notant (⋆⋆) la quantite´ entre crochets ci-dessus, et en remarquant que
2b˜
µ+ 2b˜
< 1, pour ε0 suffisamment petit, on a pour tout ε ∈]0; ε0[, (⋆⋆) < 0.
Ainsi
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(⋆) ⇐⇒ n < d+ 2
2
lnλ∓ 2cε
ln (1± c0ε) + ln
(
2eb
µ+2eb
) − 2.
Il existe c1 ∈ R⋆+ tel que
ln 2
eb
µ+2eb
ln 2
eb
µ+2eb + ln (1 + c0ε)
6 1 + c1ε et
ln 2
eb
µ+2eb
ln 2
eb
µ+2eb + ln (1− c0ε)
> 1− c1ε.
De plus, il existe c2 ∈ R⋆+ et λ0(ε) ∈ R⋆+ tels que pour tout λ ∈]0;λ0(ε)[,
d+2
2
lnλ−2cε
ln(1+c0ε)+ln
“
2eb
µ+2eb
” − 2 6 (1 + c2ε)d+22 | lnλ|| ln 2eb
µ+2eb
|
d+2
2
lnλ+2cε
ln(1−c0ε)+ln
“
2eb
µ+2eb
” − 2 > (1− c2ε)d+22 | lnλ|| ln 2eb
µ+2eb
|
.
Comme
∣∣∣∣∣ln 2b˜µ+ 2b˜
∣∣∣∣∣ = ln
(
1 +
µ
2b˜
)
, on obtient pour tout λ ∈]0;λ0(ε)[
(1− c2ε)d+22 | lnλ|ln“1+ µ
2eb
” 6 n+
(
λ, PG
( d+2
2
)
µ P
)
6 (1 + c2ε)
d+2
2
| lnλ|
ln
“
1+ µ
2eb
” .
Ceci est vrai pour tout ε ∈]0; ε0[ et ache`ve la de´monstration.
Remarque. Si le champ magne´tique vaut B(x) = b|x|d, alors on a une
formule explicite des γn
(
G
( d+2
2
)
µ
)
, a` savoir γn
(
G
( d+2
2
)
µ
)
=
(
2b˜
µ+ 2b˜
) 2n+2
d+2
.
De plus, comme
2b˜
µ+ 2b˜
< 1, la suite
(
γnG
( d+2
2
)
µ
)
n∈N
est alors de´croissante
a` partir du rang n = 0, i.e. γn
(
G
( d+2
2
)
µ
)
= µn
(
G
( d+2
2
)
µ
)
.
Etape 2
Lemme 2.17.
Si B est radial tel que pour |x| → ∞, B(x) ∼ Bd(x) et V ∈ G(µ, d+22 ) avec
µ ∈ R⋆+, alors on obtient quand λ ↓ 0 :
n+
(
λ, PG
( d+2
2
)
µ P
)
∼ d+ 2
2
| lnλ|
ln
(
1 + µ(d+2)
2
2b
) .
De´monstration.
On raisonne comme pour le Lemme 2.14. Soit δ ∈]0; 12 [. Il existe (Cδ±, Rδ) ∈
(R⋆+)
3 tels que :
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V −δ 6 V 6 V
+
δ ou` V
±
δ (x) = G
(β)
(1∓δ)µ(x)± C±δ χ[0,Rδ](|x|).
Il existe k0(δ) ∈ N tel que pour tout k > k0(δ)
(1− δ)γk
(
G
(β)
(1∓δ)µ
)
6 γk
(
V ±δ
)
6 (1 + δ)γk
(
G
(β)
(1∓δ)µ
)
.
Puis en utilisant l’ine´galite´ n+(λ, PV
−
δ P ) 6 n+(λ, PV P ) 6 n+(λ, PV
−
δ P )
et le Lemme 2.16, on aboutit a` l’e´quivalence recherche´e.
Etape 3
En appliquant le Lemme 2.10 a` la fonction Ψ, on en de´duit qu’il existe
Φ ∈ Cµ+2−(d−δ)−2(R2) solution sur R2 de l’e´quation ∆Φ = Ψ. Donc il existe
m± ∈]0;+∞[ tel que pour tout x ∈ R2, −m−|x|d+2−δ 6 Φ(x) 6 m+|x|d+2−δ.
On pose ϕ± := ϕd ±m±|x|d+2−δ. On a ϕ± ∈ C2(R2;R) et on note B± :=
∆ϕ±. D’apre`s l’ine´galite´ ci-dessus, on a ϕ− 6 ϕ 6 ϕ+ et donc les inclusions
HL2(C, e−2ϕ−) ⊂ HL2(C, e−2ϕ) ⊂ HL2(C, e−2ϕ+).
Par conse´quent, on en de´duit que
n+(λ, PB−V
−
1 PB−) 6 n+(λ, PBV1PB) 6 n+(λ, PB+V
+
1 PB+)
avec V ±1 = V1e
−2(ϕ−ϕ±) = V1e∓2m±|x|
d+2−δ
.
Mais les potentiels V1, V
±
1 e´tant tous dans la classe G(µ, β), d’apre`s le Lemme
2.17, on en de´duit que pour λ ↓ 0 :
n+ (λ, PBV1PB) ∼ d+ 2
2
| lnλ|
ln | lnλ| .
Ainsi on obtient l’asymptotique souhaite´e pour N (Λ−, 1− λ|DB − V) lors
du The´ore`me 2.3.
2.3.3 Cas ou` 2β < d+ 2
Dans ce cas, e−2ϕ de´croˆıt plus vite que V .
Etape 1
Lemme 2.18.
Si B = Bd et (µ, β) ∈ R⋆+×]0; d+22 [, alors on a quand λ ↓ 0 :
n+
(
λ, PG(β)µ P
)
∼ b
d+ 2
µ
− d+2
2β | lnλ| d+22β .
De´monstration.
La convexite´ de la fonction exponentielle permet d’appliquer l’Ine´galite´
de Jensen. En effet, en posant J = exp, dτ = 2piC2B,nρ
2n+1e−2ϕ(ρ)dρ et
f(ρ) = −µρ2β, on obtient d’apre`s le Lemme 2.7 :
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γn
(
G(β)µ
)
> exp
[
−µ2piC2B,n
∫ ∞
0
ρ2n+1+2βe−2ϕ(ρ)dρ
]
.
Soit δ ∈]0; 1[. En appliquant le lemme 2.6, il existe nδ ∈ N tel que pour tout
n > nδ,
γn
(
G(β)µ
)
> exp
[
−µ
(
2b˜
)− 2β
d+2
(
2n
d+ 2
) 2β
d+2
(1 + δ)
]
. (2.11)
Pour obtenir une majoration, on e´crit γn
(
G
(β)
µ
)
sous la forme
γn
(
G(β)µ
)
= 2piC2B,n
∫ ∞
0
eΦn(ρ)dρ avec
Φn(ρ) := (2n+ 1) ln ρ− µρ2β − 2ϕ(ρ).
Cette fonction “de phase” Φn est de classe C
1 sur ]0;+∞[. On va de´couper
l’inte´grale de γn
(
G
(β)
µ
)
en deux :
Tout d’abord, on a Φ′n(ρ) =
2n+ 1
ρ
− 2βµρ2β−1 − 2ϕ′(ρ). Les limites
de Φ′n(ρ) en 0+ et en +∞ e´tant respectivement +∞ et −∞, le The´ore`me
des Valeurs Interme´diaires entraˆıne que l’e´quation Φ′n(ρ) = 0 admet une
solution. Ces solutions se situent dans un compact [ln; rn] de R
⋆
+, on notera
alors par ρ0(n) le plus petit des points critiques de Φn, ρ0(n) ∈ R⋆+.
Comme d+ 2 > 2β, il existe ρδ ∈ R⋆+ tel que pour tout ρ > ρδ,{
(1− δ)2(d+ 2)b˜ρd+2 6 2βµρ2β + 2ρϕ′(ρ) 6 (1 + δ)2(d+ 2)b˜ρd+2
(1− δ)2b˜ρd+2 6 µρ2β + 2ϕ(ρ) 6 (1 + δ)2b˜ρd+2.
Alors pour tout ρ > ρδ, Φn(ρ) 6 (2n+ 1) ln ρ− (1− δ)2b˜ρd+2.
De plus, ρ0(n) e´tant solution de l’e´quation 2n+1 = 2βµρ
2β+2(d+2)b˜ρd+2,
il existe n0(δ) ∈ N tel que pour tout n > n0(δ),
ρδ6(1 + δ)
− 1
d+2
(
2n+ 1
2b˜(d+ 2)
) 1
d+2
6ρ0(n)6(1− δ)−
1
d+2
(
2n+ 1
2b˜(d+ 2)
) 1
d+2
.
D’ou` pour tout n > n0(δ),
Φn (ρ0(n)) 6 (2n+ 1) ln
[
(1− δ)− 1d+2
(
2n+1
2eb(d+2)
) 1
d+2
]
− 1−δ1+δ
(
2n+1
d+2
)
i.e. Φn (ρ0(n)) 6
2n+1
d+2
(
ln
[
2n+1
2eb(d+2)
]
−
[
ln(1 + δ) + 1−δ1+δ
])
.
Comme
∫ ∞
ρ0(n)
eΦn(ρ)dρ 6 e−µρ0(n)
2β
∫ ∞
ρ0(n)
ρ2n+1e−2b˜ρ
d+2
dρ 6
e−µρ0(n)2β
2piC2B,n
et
∫ ρ0(n)
0
eΦn(ρ)dρ 6 ρ0(n)e
Φn(ρ0(n))
on obtient que pour tout n > n0(δ), on peut faire la majoration
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2piC2B,n
∫ ∞
ρ0(n)
eΦn(ρ)dρ 6 exp
−µ( 2n+ 1
2(d+ 2)˜b
) 2β
d+2
(1 + δ)−
2β
d+2

de meˆme on majore 2piC2B,n
∫ ρ0(n)
0
eΦn(ρ)dρ par la quantite´ An,δ de´finie par
2pi(1− δ)− 1d+2
(
2n+1
2(d+2)eb
) 1
d+2
[
e
2n+1
d+2
“
ln
h
2n+1
2(d+2)eb
i
−ln(1−δ)− 1−δ
1+δ
”]
.
Comme lim
n→∞
An,δ
e
−µ
“
n
eb(d+2)
” 2β
d+2 (1+δ)
−
2β
d+2
= 0, on obtient qu’il existe n1(δ) >
n0(δ) tel que pour tout n > n1(δ),
γn
(
G(β)µ
)
6 (1 + δ) exp
−µ( n
b˜(d+ 2)
) 2β
d+2
(1 + δ)−
2β
d+2
 . (2.12)
On pose ξ := µ
(
b˜(d+ 2)
)− 2β
d+2
.
De (2.11) et (2.12), on obtient qu’il existe n2(δ) > n1(δ) tel que pour tout
n > n2(δ),
−(1 + δ)ξn 2βd+2 6 ln γn
(
G(β)µ
)
6 −(1− δ)ξn 2βd+2
On minore n+
(
λ, PG
(β)
µ P
)
par #
{
n ∈ N : −(1− δ)ξn 2βd+2 > lnλ
}
− n2(δ)
et on le majore par #
{
n ∈ N : −(1 + δ)ξn 2βd+2 > lnλ
}
+ n2(δ).
Or −(1± δ)ξn 2βd+2 > lnλ ⇐⇒ n <
( | lnλ|
(1± δ)ξ
) d+2
2β
, ce qui donne
#
{
n ∈ N : −(1± δ)ξn 2βd+2 > lnλ
}
= E
(
(1± δ)− d+22β ξ− d+22β | lnλ| d+22β
)
+ 1.
Donc il existe c ∈ R⋆+ et λ0(δ) ∈ R⋆+ tels que pour tout λ ∈]0;λ0(δ)[
(1−cδ)(d+2)˜b
[ | lnλ|
µ
] d+2
2β
6 n+
(
λ, PG(β)µ P
)
6 (1+cδ)(d+2)˜b
[ | lnλ|
µ
] d+2
2β
.
Et ceci pour tout δ ∈]0; 1[. Par conse´quent, on a quand λ ↓ 0 :
n+
(
λ, PG
(β)
µ P
)
∼ b
d+2
( | lnλ|
µ
) d+2
2β
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Etape 2
Lemme 2.19.
Si B = Bd et V ∈ G(µ, β) avec (µ, β) ∈ R⋆+×]0; d+22 [, alors quand λ ↓ 0, on
a :
n+(λ, PVP ) ∼ b
d+ 2
µ
− d+2
2β | lnλ| d+22β .
De´monstration.
Une nouvelle fois, on raisonne comme lors de l’e´tape 2 de la section 2.3.1.
Soit δ ∈]0; 12 [. Il existe (Cδ±, Rδ) ∈ (R⋆+)3 tels que :
V −δ 6 V 6 V
+
δ ou` V
±
δ (x) = C
±
δ
(
G
(β)
(1∓δ)µ(x)± χ[0,Rδ](|x|)
)
.
Il existe k0(δ) ∈ N tel que pour tout k > k0(δ)
(1− δ)γk
(
G
(β)
(1∓δ)µ
)
6 γk
(
V ±δ
)
6 (1 + δ)γk
(
G
(β)
(1∓δ)µ
)
.
Puis en utilisant l’ine´galite´ n+(λ, PV
−
δ P ) 6 n+(λ, PV P ) 6 n+(λ, PV
−
δ P )
et le Lemme 2.18, on aboutit a` l’e´quivalence de´sire´e.
Etape 3
Il s’agit de la de´monstration du The´ore`me 2.3 dans le cas 2β < d + 2.
Comme auparavant, on utilisera la me´thode variationnelle de´taille´e au cours
de l’e´tape 1 de la section 2.3.1. On sera donc amene´ a` utiliser le fait que V1 et
V ±1 sont tous dans la classe de potentiels G(µ, β), ce qui sera ve´rifie´ avec un B
ve´rifiant Ψ(x) = o
(|x|2β) quand |x| → ∞, et a fortiori si Ψ(x) = O (|x|d−δ)
pour δ ∈]d− 2β; +∞[ quand |x| → ∞.

Chapitre 3
Perturbation a` de´croissance
polynomiale
Au cours de ce chapitre, on va se concentrer sur les potentiels e´lectriques
a` de´croissance polynomiale. Ce cadre a e´te´ propice a` de nombreuses e´tudes
notamment par G.D. Raikov de [39] a` [43] ou A. Iwatsuka et H. Tamura
dans [28] et [29] pour l’ope´rateur de Pauli. Ces e´tudes mene´es pour des
champs magne´tiques borne´s ont abouti a` des formules quasi-classiques. Ici,
on traite de champs magne´tiques non borne´s, on reprend la me´thode de Weyl
pour obtenir de nouveau une formule quasi-classique sous les hypothe`ses
suivantes :
(HB,d)

B ∈ C1(R2,R)
C−|x|d 6 B(x) 6 C+|x|d pour |x| > R0
|∇B(x)| 6 C|x|d−1 pour |x| > R0
(HV,γ)

V ∈ C1(R2,R)
v−|x|−γ 6 V (x) 6 v+|x|−γ pour |x| > R0
|∇V (x)| 6 C|x|−γ−1 pour |x| > R0
ou` les constantes R0, C, C± et v± sont des e´lements de ]0;+∞[. Avec des
champs magne´tiques a` croissance faible, on obtient :
Proposition 3.1.
Soient d ∈]0; 1[, γ > 0, Λ+ > 1 et Λ− < 1.
Si B et V1 ve´rifient respectivement (HB,d) et (HV,γ), alors on obtient quand
λ ↓ 0 :
N (Λ−, 1− λ|DB − V) ∼ N (1 + λ,Λ+|DB + V) ∼ 1
2pi
∫
V1>λ
B(x)dx.
Le cas d = 0, qui correspond a` un champ magne´tique encadre´ par deux
constantes positives, est une conse´quence directe du [[28], Lemme 2.6] et de
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la Proposition 2.1.
En ajoutant une hypothe`se de pe´riodicite´ : pour k ∈ N⋆, on note
(HB,d,k)

B ve´rifie (HB,d)
et une fois exprime´e en coordonne´es polaires (ρ, θ),
a` ρ fixe´, la fonction θ 7→ B(ρ, θ) est 2pi
k
-pe´riodique
(HV,γ,k)

V ve´rifie (HV,γ)
et une fois exprime´e en coordonne´es polaires (ρ, θ),
a` ρ fixe´, la fonction θ 7→ V (ρ, θ) est 2pi
k
-pe´riodique
On peut alors de´montrer l’e´nonce´ suivant :
The´ore`me 3.2.
Soient d > 0, γ > 0, Λ+ > 1 et Λ− < 1.
Soit k un entier naturel non nul tel que d ∈ [2k − 2; 3k − 2[.
Si B et V1 ve´rifient respectivement (HB,d,k) et (HV,γ,k), alors quand λ ↓ 0,
on obtient :
N (Λ−, 1− λ|DB − V) ∼ N (1 + λ,Λ+|DB + V) ∼ 1
2pi
∫
V1>λ
B(x)dx.
Comme pour les chapitres pre´ce´dents, on n’effectuera la de´monstration
que pour une accumulation de valeurs propres a` gauche du point du spectre
essentiel.
Parmi les couples (B, V ) respectant ces dernie`res hypothe`ses, on peut
citer les couples radiaux : a` savoir, B(x) = P (|x|) ou` P est une fonction
a` croissance polynomiale de degre´ d et V e´galement radiale a` de´croissance
polynomiale. On peut noter que les couples mode`les associe´s, B = Bd et
V (x) = c|x|−γ peuvent eˆtre e´tudie´s avec les techniques mises en place au
chapitre pre´ce´dent. Cependant, lors de la perturbation de ce couple mode`le
(correspondant a` la troisie`me e´tape B = Bd+∆Ψ), on utilise que V e
±2Ψ et
V posse`dent la meˆme de´croissance, ce qui demande que Ψ soit borne´ et est
tre`s restrictif. On va alors chercher a` appliquer une me´thode diffe´rente.
Sous les hypothe`ses (HB,d,k) et (HV,γ,k), la classe des (B, V ) e´tudie´s est
plus large et contient des couples non radiaux. Par exemple, on peut regar-
der le cas d’un champ s’e´crivant, en coordonne´es polaires, comme ρdP
(
ωk
)
ou` P est un polynoˆme trigonome´trique, et de meˆme d’un potentiel V se
de´composant sous la forme ρ−γQ
(
ωk
)
ou` Q est aussi un polynoˆme trigo-
nome´trique.
Pour de´montrer la Proposition 3.1, on e´tudie l’accumulation des valeurs
propres ne´gatives de l’ope´rateur −∆B − B − V1 pre`s de 0 en reprenant
l’ide´e de l’article [29], a` savoir la me´thode de Weyl utilise´e avec un champ
magne´tique dont le gradient tend vers 0 a` l’infini (les champs magne´tiques
a` croissance faible). Une fois ce re´sultat e´tabli, ramenant ce proble`me a`
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l’e´tude des ope´rateurs compacts PBV1PB, on pourra atteindre des champs
magne´tiques a` croissance plus e´leve´e au prix d’hypothe`ses de pe´riodicite´ en
variable angulaire en B et V , au §3.2. Enfin, on conclura en appliquant ce
re´sultat a` l’ope´rateur de Dirac pour obtenir le The´ore`me 3.2.
3.1 Champ magne´tique a` croissance faible
3.1.1 Me´thode de Weyl
Pour ce premier re´sultat, on utilise uniquement les hypothe`ses (HB,d)
et (HV,γ). Avec des champs magne´tiques a` croissance faible, leur gradient
tendant vers ze´ro a` l’infini, on peut appliquer la me´thode de Weyl comme
dans l’article [28]. Pour estimer le cardinal du spectre discret de l’ope´rateur
DB, au premier chapitre, on avait pu conside´rer des champs B dont le degre´
e´tait aussi e´leve´ que possible car le parame`tre λ utilise´ tendait vers l’infini.
Ici, au contraire, on s’inte´resse aux valeurs propres pre`s du point du spectre
essentiel : le potentiel V1 est a` de´croissance polynomiale et le parame`tre λ
tend vers ze´ro.
Lemme 3.3.
Soient d ∈]0; 1[, γ ∈]0; 1−d3 [, B et V ve´rifiant respectivement (HB,d) et
(HV,γ).
Pour tout ε > 0, il existe λε > 0 tel que pour tout λ ∈]0, λε[ :
1− ε
2pi
∫
V >(1+ε)λ
B(x)dx 6 N (−∆B −B − V < −λ)
N (−∆B −B − V < −λ) 6 1 + ε
2pi
∫
V >(1−ε)λ
B(x)dx.
De´monstration. La de´monstration de ce Lemme e´tant tre`s proche de celle
re´alise´e pour obtenir la Proposition 1.8, on suivra un plan de de´monstration
identique.
Minoration de N (−∆B −B − V < −λ) :
• Le gradient ∇B(x) tendant vers 0 a` l’infini, on peut conside`rer le meˆme
recouvrement de R2 que [28], a` savoir un recouvrement forme´ par des carre´s
tous de meˆme taille (sauf celui centre´ a` l’origine), de longueur de coˆte´
R = λ−ν avec 2ν > 1 et 1 + 4ν <
1− d
γ
. (3.1)
Soit λ0 > 0 tel que R0 < λ
−ν
0 . On conside`re λ ∈]0;λ0[.
On note par Q1,1 le carre´ centre´ a` l’origine et de rayon r = 2λ
−ν . A lui
seul, il constitue la premie`re couronne C1.
Soit j ∈ N\{0, 1}. On suppose les couronnes C1, .., Cj construites. La
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couronne Cj+1 borde l’ensemble
j⋃
k=1
Cj . Elle n’est forme´e que de carre´s Qj,p
ouverts de centre xj,p et de coˆte´ R = λ
−ν .
Si j ∈ N\{0, 1} et x ∈ Cj , on a (j−1)λ−ν 6 |x| 6
√
2jλ−ν et donc
b−λ−dν(j − 1)d 6 B(x) 6 b+2dλ−dνjd.
C2
0
R2
C1
C3
R = λ−ν
Fig. 3.1 – Recouvrement de R2 par des carre´s de meˆme taille
Pour tout λ ∈]0;λ0[, on a ainsi
N (−∆B −B − V < −λ) >
∑
j,p
j>2
ND(−∆B −B − V < −λ;Qj,p) .
• Pour alle´ger les notations, on introduit les notations suivantes : α = (j, p),
H(B, V ) = −∆B −B − V et IV,ε,λ =
{
α :
◦
Qα ∩ {V > (1 + 4ε)λ} 6= ∅
}
.
Soit ε > 0.
Pour tout α ∈ IV,ε,λ, il existe (yα,ε, zα,ε) ∈
( ◦
Qα
)2
tel que
V (zα,ε) > (1+4ε)λ et
∫
Qα∩{V >(1+4ε)λ}
B(x)dx = µ
(
Qα ∩ {V >(1+4ε)λ}
)
B(yα,ε).
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Pour la suite, on note Vα,ε = V (zα,ε) et Bα,ε = B(yα,ε).
Au sens des formes quadratiques, on a
Hα(B, 0) 6 2Hα(Bα,ε, 0) + 2 |Eα,ε(B)|2
ou` Eα,ε(B) repre´sente l’erreur commise en approximant le champ B sur Qα
par la constante Bα,ε.
En notant de meˆme Eα,ε(V ), on a au sens des formes quadratiques
Hα(B, V ) 6 Hα(B, 0)− Vα,ε + |Eα,ε(V )|
et donc Hα(B, V ) 6 2Hα (Bα,ε, 0) + 2 |Eα,ε(B)|2 − Vα,ε + |Eα,ε(V )| .
On minore alors ND
(
Hα(B, V )<−λ;Qα
)
par
ND
(
Hα(Bα,ε, 0) <
Vα,ε−|Eα,ε(V )|−λ
2
− |Eα,ε(B)|2 ;Qα
)
.
D’apre`s la de´finition1 des erreurs relatives Eα,ε(·) et les hypothe`ses (HB,d),
(HV,γ), on a
|Eα,ε(V )| 6 c1R · sup
Qα
|∇V | et |Eα,ε(B)| 6 c2R2 · sup
Qα
|∇B|
|Eα,ε(V )| 6 C1λ−ν (jλ−ν)−γ−1 |Eα,ε(B)|2 6 C2λ−4ν (jλ−ν)2(d−1)
|Eα,ε(V )| 6 C1j−γ−1λγν |Eα,ε(B)|2 6 C2λ−2ν(d+1)j2(d−1).
Graˆce aux ine´galite´s suivantes
1 + 2ν(d+ 1)
1− d >
1 + (d+ 1)
1− d >
2
1− d > 2 et
2(1− γν)
1 + γ
<
2− γ
1 + γ
< 2 ,
on obtient
2(1− γν)
1 + γ
<
1 + 2ν(d+ 1)
1− d .
On pose Jε(λ) := E
(
C
1
2(1−d)
2 ε
− 1
2(1−d)λ
− 1+2ν(1+d)
2(1−d)
)
+ 1.
Pour j > Jε(λ), on a max
[
|Eα,ε(B)|2 ; |Eα,ε(V )|
]
6 ελ.
D’apre`s le The´ore`me 1.9, pour tout µ ∈]0; 12 [, on a :
ND(Hα(B, V ) < −λ;Qα) >
(1− µ)2
2pi
Bα,ελ
−2νT
(
1 +
Vα,ε − (1 + 3ε)λ
2Bα,ε
− C0λ
2ν
µ2Bα,ε
)
.
Comme 2ν < 1, il existe λ˜0ε ∈]0;λ0[ tel que pour tout λ ∈]0; λ˜0ε[, 2C0λ
2ν
µ2
6 ελ.
Avec µ = ε, on obtient
ND(Hα(B, V ) < −λ;Qα) > (1−ε)
2
2pi Bα,ελ
−2νT
(
1 +
Vα,ε−(1+4ε)λ
2Bα,ε
)
.
1Voir la de´monstration de la Proposition 1.8 (minoration - e´tape 2).
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Par le choix des points zα,ε, T
(
1 +
Vα,ε−(1+4ε)λ
2Bα,ε
)
> 1. Ainsi pour λ ∈]0; λ˜0ε[,
ND(Hα(B, V ) < −λ;Qα) > (1−ε)
2
2pi Bα,ε µ (Qα)
6
(1−ε)2
2pi Bα,ε µ (Qα ∩ {V > (1 + 4ε)λ}) .
D’apre`s le choix de yα,ε, on obtient
ND(Hα(B, V ) < −λ;Qα) > (1− ε)
2
2pi
∫
Qα∩{V >(1+4ε)λ}
B(x)dx.
En notant C(ε, λ) :=
⋃
j6Jε(λ)
Cj , on a donc pour tout λ ∈]0; λ˜0ε[,
∑
α
j>jε(λ)
ND(Hα(B, V ) < −λ;Qα) > (1− ε)
2
2pi
∫
{V >(1+4ε)λ}\C(ε,λ)
B(x)dx.
On a les ine´galite´s suivantes∫
C(ε,λ)
B(x)dx 6 b+
∫
|x|62Jε(λ)λ−ν
< x >d dx 6 c4λ
−ν(d+2)Jε(λ)d+2∫
V >(1+4ε)λ
B(x)dx > b−
∫
V >(1+4ε)λ
< x >d dx > c5λ
− d+2
γ .
De plus, on a les e´quivalences suivantes (a` prendre quand λ ↓ 0) :
λ−ν(d+2)Jε(λ)d+2 = o
(
λ
− d+2
γ
)
⇐⇒ λ−ν(d+2)λ−(1+2ν(1+d)) d+22(1−d) = o
(
λ
− d+2
γ
)
⇐⇒ (d+2)[2ν(1−d)+1+2ν(1+d)]2(1−d) < d+2γ ⇐⇒ (d+ 2)(1 + 4ν) < (1−d)(d+2)γ
⇐⇒ 1 + 4ν < 1−d
γ
.
Ainsi il existe λ˜1ε ∈]0; λ˜0ε[ tel que pour tout λ ∈]0;λε[ :∫
C(ε,λ)
B(x)dx 6 ε
∫
V >(1+4ε)λ
B(x)dx.
D’apre`s (3.1), on en de´duit que pour tout λ ∈]0; λ˜1ε[,
N(H(B, V ) < −λ) > 1− 2ε
2pi
∫
V >(1+4ε)λ
B(x)dx.
Quitte a` changer ε en ε4 , on aboutit a` la minoration de´sire´e.
Majoration de N (−∆B −B − V < −λ) :
Soit ε ∈]0; 1[.
On dilate un peu les carre´s Qj,p pour obtenir les carre´s Q˜j,p :
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Q˜j,p est centre´ en xj,p et de longueur de coˆte´ (1 + ε)R.
On utilise une partition de l’unite´ (ϕj,p)j,p , associe´e au recouvrement (Qj,p)j,p
utilise´ lors de la minoration : ϕj,p ∈ C∞0 (R2,R), supp(ϕj,p) ⊂ Q˜j,p, avec
0 6 ϕj,p 6 1, ϕj,p = 1 sur Qj,p et
∑
j,p
ϕ2j,p = 1.
La relation IMS donne alors
H(B, V ) =
∑
j,p
ϕj,p (H(B, V )− Φ)ϕj,p ou` Φ :=
∑
k,q
|∇ϕk,q|2 .
Le Lemme 1.10 assure alors la majoration suivante
N(H(B, V ) < −λ) 6
∑
j,p
ND
(
H˜j,p(B, V )− Φ < −λ; Q˜j,p
)
. (3.2)
Il existe Cε > 0 tel que pour tout j, p, on ait
supeQj,p
|Φ| 6 Cελ2ν . (3.3)
Comme 2ν > 1, il existe λ0ε > 0 tel que pour tout λ ∈]0;λ0ε[, pour tout p :
supeQj,p
|Φ| 6 1
2
λ.
On pose J0,ε(λ) := E
(
2
1
γ
− 1
2λ
ν− 1
γ
)
+ 1. Pour tout j > J0,ε(λ), on obtient
supeQj,p
|V (x)| < 1
2
λ.
Donc pour tout λ ∈]0;λ0ε[ et tout j>J0,ε(λ), on a ND(H(B, V )−Φ<−λ)=0.
Ainsi la somme (3.2) est finie pour tout λ ∈]0;λ0ε[ :
N(H(B, V ) < −λ) 6
∑
j,p
j6J0,ε(λ)
ND
(
H˜j,p(B, V )− Φ < −λ; Q˜j,p
)
.
D’apre`s (3.1) et (3.3), il existe λ1ε ∈]0;λ0ε[ tel que pour tout λ ∈]0;λ1ε[,
sup
x∈R2
|Φ(x)| 6 ελ.
Pour ne pas alourdir les notations, on va poser α = (j, p) et de´finir l’ensemble
JV,ε,λ =
{
α :
◦
Qα ∩ {V > (1− 4ε)λ} 6= ∅
}
.
Pour tout α ∈ JV,ε,λ, il existe (yα,ε, zα,ε) ∈
( ◦
Qα
)2
tel que
V (zα,ε) > (1−4ε)λ et µ (Qα)B(yα,ε) =
∫
Qα
B(x)dx.
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Pour la suite, on note Vα,ε = V (zα,ε) et Bα,ε = B(yα,ε).
Au sens des formes quadratiques, on a
H˜α(B, 0) > (1− ε)H˜α(Bα,ε, 0) +
(
1− 1
ε
) ∣∣∣E˜α,ε(B)∣∣∣2
ou` E˜α,ε(B) est un potentiel magne´tique associe´ a` B −Bα,ε.
On a donc
H˜α(B, V ) > (1− ε)H˜α(Bα,ε, Vα,ε) +
(
1− 1
ε
) ∣∣∣E˜α,ε(B)∣∣∣2 − ∣∣∣E˜α,ε(V )∣∣∣− Φ.
D’apre`s les de´finitions des erreurs relatives E˜α,ε, on a :
supeQα
∣∣∣E˜α,ε(V )∣∣∣ 6 c1(1 + ε)R · supeQα |∇V |
et supeQα
∣∣∣E˜α,ε(B)∣∣∣ 6 c2(1 + ε)2R2 · supeQα |∇B|.
Donc il existe c˜1,ε > 0 et c˜2,ε > 0 tels que pour tout λ ∈]0, λ1ε[ :∣∣∣E˜α,ε(V )∣∣∣ 6 c˜1,εj−γ−1λγν et ∣∣∣E˜α,ε(B)∣∣∣2 6 c˜2,εj2(d−1)λ−2ν(d+1).
On pose J1,ε(λ) := E
(
c˜
1
2(1−d)
2,ε
(
ε2
)− 1
2(1−d) λ
− 1+2ν(1+d)
2(1−d)
)
+ 1.
Ainsi pour tout j > J1,ε(λ), on a :
supeQα
∣∣∣E˜α,ε(B)∣∣∣ 6 ε2λ supeQα
∣∣∣E˜α,ε(V )∣∣∣ 6 ε(1− ε)λ supeQα |Φ| 6 ε(1− ε)λ
et donc pour tout j > J1,ε(λ) :
ND
(
H˜α(B, V )−Φ<−λ; Q˜α
)
6 ND
(
H˜α(Bα,ε, Vα,ε)<−
(
1
1−ε−3ε
)
λ; Q˜j,p
)
6 ND
(
H˜α(Bα,ε, Vα,ε)<−(1−4ε)λ; Q˜α
)
.
En appliquant le The´ore`me 1.9, on obtient pour tout α ∈ JV,ε,λ :
ND
(
H˜α(B, V )−Φ<−λ; Q˜α
)
6
1
2pi
µ
(
Q˜α
)
Bα,εT
(
1+
Vα,ε−(1−4ε)λ
Bα,ε
)
=
(1 + ε)2
2pi
µ(Qα)Bα,ε
6
(1 + ε)2
2pi
∫
Qα
B(x)dx.
Comme lors de la minoration, on obtient pour tout λ ∈]0;λ1ε[ :∑
α
J1,ε(λ)6j6J0,ε(λ)
ND
(
H˜α(B, V )− Φ < −λ; Q˜α
)
6
(1 + ε)2
2pi
∫
V >(1−4ε)λ
B(x)dx.
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On conclut de meˆme en montrant que pour λ ↓ 0 :
∑
α
j<J1,ε(λ)
ND
(
H˜α(B, V )− Φ < −λ; Q˜α
)
= o
 ∫
V >(1−4ε)λ
B(x)dx
.
Ainsi il existe λ2ε ∈]0;λ1ε[ tel que pour tout λ ∈]0;λ2ε[ :
N(H(B, V ) < −λ) 6 1 + 4ε
2pi
∫
V >(1−4ε)λ
B(x)dx.
Ceci ache`ve la preuve.
3.1.2 Etude pour des V1 a` de´croissance polynomiale forte
Il reste a` e´tendre ce re´sultat a` tous les potentiels V1 ve´rifiant (HV,γ) sans
restriction sur le degre´ de de´croissance γ. Pour y parvenir, on va exprimer
la quantite´ N (−∆B −B − V1 < −λ) en fonction des ope´rateurs compacts
PV1P a` l’aide du re´sultat suivant, e´tabli par G.D. Raikov, [[42], Prop 3.1],
pour des champs magne´tiques admissibles de moyenne non nulle :
Lemme 3.4. [[42]]
Soient ε ∈]0; 1[, d ∈]0; 1[ et γ > 0.
Si B et V ve´rifient respectivement (HB,d) et (HV,γ), alors il existe Cε > 0
et λε > 0 tels que pour tout λ ∈]0;λε[
n+(λ, PV P ) 6 N (−∆B −B − V < −λ) 6 n+((1− ε)λ, PV P ) + Cε.
Ici, P est toujours la projection orthogonale de L2(R2,C) sur le noyau
de DB, i.e. sur le noyau de −∆B −B.
Ainsi l’addition de ce lemme et du Lemme 3.3 permet d’obtenir l’en-
cadrement suivant pour γ ∈ ]0; 1−d3 [ et il existe λε > 0 tel que pour tout
λ ∈]0;λε[ :
1− 2ε
2pi
∫
V >(1+2ε)λ
B(x)dx 6 n+(λ, PV P ) 6
1 + 2ε
2pi
∫
V >(1−2ε)λ
B(x)dx (3.4)
Ensuite, on fait intervenir la section 2.2 de [28] en appliquant [[28], Prop
2.3] et [[28], Lemme 2.4] pour des champs magne´tiques a` croissance faible.
Ainsi on peut encadrer n+(λ
2, (PV P )2)) a` l’aide de n+(λ
2, PV 2P ), et obte-
nir la formule quasi-classique : en effet, on obtient alors les meˆmes ine´galite´s
que (3.4) pour γ ∈
]
0; 2(1−d)3
[
, quitte a` remplacer ε par 2ε. En ite´rant ce
proce´de´, on obtient le re´sultat suivant :
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Lemme 3.5.
Soient d ∈]0; 1[, γ > 0, B et V ve´rifiant respectivement (HB,d) et (HV,γ).
Alors pour tout ε ∈]0; 1[, il existe λε > 0 tel que pour tout λ ∈ ]0;λε[ :
1− ε
2pi
∫
V >(1+ε)λ
B(x)dx 6 n+(λ, PV P ) 6
1 + ε
2pi
∫
V >(1−ε)λ
B(x)dx.
3.1.3 Application a` l’ope´rateur de Dirac
Ayant obtenu un encadrement de n+(λ, PV1P ), on va appliquer la Pro-
position 2.1. En effet, les potentiels W+ε et |V1| ont le meˆme comportement
a` l’infini que V1, a` savoir qu’il existe un compact K0 et λε > 0 tels que pour
λ ∈]0;λε[
{(1− 2ε)V1 > λ} ∩ cK0 ⊂ {W+ε > λ}
{|V1| > λ} ⊂ {V1 > λ} ∪K0.
Ainsi il existe λ˜ε ∈ ]0;λε[ tel que pour λ ∈
]
0; λ˜ε
[
, on a :
n+ (λ, P |V1|P ) 6 1 + ε
2pi
∫
|V1|>(1−ε)λ
B(x)dx
6
1 + ε
2pi
∫
V1>(1−ε)λ
B(x)dx +
1 + ε
2pi
∫
K0
B(x)dx
et n+ (λ, PW
+
ε P ) >
1− ε
2pi
∫
W+ε >(1+ε)λ
B(x)dx
>
1− ε
2pi
∫
V1>(1+ε)λ
B(x)dx − 1− ε
2pi
∫
K0
B(x)dx.
Donc il existe Cε > 0 tel que pour tout λ ∈]0; λ˜ε[ :
1− ε
2pi
∫
V1>(1+ε)λ
B(x)dx − Cε 6 N (Λ, 1− λ|DB − V)
N (Λ, 1− λ|DB − V) 6 1 + ε
2pi
∫
V1>(1−ε)λ
B(x)dx + Cε.
On aboutit donc au re´sultat suivant :
Lemme 3.6.
Soient d ∈]0; 1[, γ > 0, δ ∈]0; 1[.
Si B et V1 ve´rifient respectivement (HB,d) et (HV,γ), alors il existe Cδ > 0
et λδ > 0 tels que pour tout λ ∈ ]0;λδ[ :
1− ε
2pi
∫
V1>(1+ε)λ
B(x)dx 6 N (Λ, 1− λ|DB − V) 6 1 + ε
2pi
∫
V1>(1−ε)λ
B(x)dx.
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Apre`s avoir encadre´ les inte´grales
∫
V1>(1±ε)λ
B(x)dx a` l’aide de
∫
V1>λ
B(x)dx,
on en de´duit la Proposition 3.1.
3.2 Champ magne´tique a` croissance forte
Pour donner une asymptotique relative a` de tels champs magne´tiques, on
va travailler sur les ope´rateurs compacts PV P . En effet, on vient d’e´tendre le
re´sultat du Lemme 3.3 a` tous les potentiels e´lectriques a` de´croissance polyno-
miale en e´tant amene´ a` comparer les quantite´s n+(λ, PV P ) et n+(λ
2, PV 2P ).
On peut alors se poser la question de comparer de tels ope´rateurs non plus
en modifiant le potentiel e´lectrique mais en augmentant le degre´ du champ
magne´tique e´tudie´. Ce sera l’ide´e de base pour obtenir un re´sultat avec des
degre´s de B qui sont supe´rieurs a` 1.
De´monstration du The´ore`me 3.2.
On s’attache au cas ou` k > 2 (le cas k = 1 correspondant a` l’e´tude faite
a` la section pre´ce´dente).
D’apre`s l’hypothe`se (HB,d,k), il existe un champ B˜k ve´rifiant
(
H
B,ed
)
tel
que B(ρ, θ) = k2B˜k(ρ
k, kθ)ρ2(k−1) et d˜ = d−2(k−1)
k
∈ [0; 1[.
Utilisant la 2pi
k
-pe´riodicite´ de ϕ, on de´finit la fonction Ψk sur (0;+∞)×
(0; 2pi) par
Ψk(ρ, θ) = ϕ(ρ
1
k , θ
k
).
C’est une solution de l’e´quation ∆Ψk = B˜k.
Pour commencer, on va revenir a` la de´finition des quantite´s n+(λ, PV P )
et utiliser le re´sultat suivant
∀f ∈ H(C), ∃!g ∈ H(C) : ∀z ∈ C\R+, f(z) = z− 1k g
(
z
1
k
)
.
L’existence d’une telle fonction g holomorphe est donne´e par la relation
g(y) = yf(yk) valable pour tout y ∈ C. Quant a` l’unicite´, elle de´coule de
l’application du Principe du Prolongement Analytique.
On remarque que f(z) est un e´le´ment de HL2(C, e−2Ψk) si et seule-
ment si zk−2g(z) est dans HL2(C, e−2ϕ). De plus, en notant par gj l’unique
fonction holomorphe associe´e a` fj , on obtient que la dimension de chacun
des sous-espaces Vect(fj : 1 6 j 6 N), Vect(z
k−2gj : 1 6 j 6 N) et
Vect(gj : 1 6 j 6 N) est la meˆme.
Par conse´quent, en notant P et Pk les projections orthogonales de L
2(R2,C)
sur Ker(DB), resp. Ker(D eBk), et Wk la fonction de´finie sur (0; 2pi) par
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Wk(ρ, θ) = V1
(
ρ
1
k , θ
k
)
, on peut e´crire
n+(λ, PkWkPk) = max{dim(F ) : F ⊂ HL2(C, e−2Ψk),∀f ∈ F〈
Wkfe
−Ψk , fe−Ψk
〉
< λ‖fe−Ψk‖2}
= max{dim(G) : G ⊂ HL2(C, e−2ϕ),∀g ∈ G〈
V1z
k−2ge−ϕ, zk−2ge−ϕ
〉
< λ‖zk−2ge−ϕ‖2}
= max{dim(G) : G ⊂ zk−2HL2(C, e−2ϕ),∀g ∈ G
〈V1ge−ϕ, ge−ϕ〉 < λ‖ge−ϕ‖2}.
On va noter n+(λ; k) le membre de droite de la dernie`re e´galite´.
Or toute fonction holomorphe s’e´crivant de manie`re unique f(z) = f0(z)+
zk−2f1(z) ou` f0(z) est un polynoˆme de degre´ au plus k−3 et f1(z) une fonc-
tion holomorphe, on obtient l’encadrement suivant
n+(λ, PV1P )− (k − 2) 6 n+(λ; k) 6 n+(λ, PV1P ).
Ainsi n+(λ, PV1P )− (k − 2) 6 n+(λ, PkWkPk) 6 n+(λ, PV1P ).
Appliquant le re´sultat du paragraphe pre´ce´dent, on en de´duit l’asymp-
totique de´sire´e pour un potentiel V1
2pi
k
-pe´riodique.
Chapitre 4
Re´sonances en dimension
trois
Ce chapitre est consacre´ a` l’e´tude des re´sonances pour l’ope´rateur de Di-
rac, en dimension 3, avec un champ magne´tique constant. Le proble`me des
re´sonances pour l’ope´rateur de Dirac a de´ja` e´te´ e´tudie´ dans les travaux de B.
Parisse dans [37] et [38], en limite semi-classique, dans [4] de E. Balslev et B.
Helffer avec des potentiels e´lectriques et magne´tiques a` courte porte´e pour le
principe d’absorption limite. Quant a` P. Seba, il a utilise´ la me´thode de dila-
tation analytique usuelle pour l’ope´rateur de Dirac sans champ magne´tique
dans [49]. Dans [1], L. Amour, R. Brummelhuis et J. Nourrigat ont e´tudie´
les re´sonances en limite non relativiste de l’ope´rateur de Dirac tridimension-
nel sans champ magne´tique et avec un potentiel e´lectrique V a` croissance
polynomiale en |x|. Apre`s une dilatation analytique effectue´e dans la direc-
tion de B, dans [54], X.P. Wang a e´tudie´ les re´sonances de l’ope´rateur de
Schro¨dinger avec un champ magne´tique constant porte´ par l’axe (Ox3) et
obtenu l’existence de re´sonances de forme cre´e´es par la barrie`re du poten-
tiel e´lectrique. Dans [5], J-F. Bony, V. Bruneau et G. Raikov ont de´fini les
re´sonances pour l’ope´rateur de Schro¨dinger tridimensionnel avec un champ
magne´tique constant B a` l’aide d’un prolongement de la re´solvante a` partir
du demi-plan complexe supe´rieur et e´tudie´ ces dernie`res pre`s des niveaux de
Landau pour un potentiel V a` de´croissance polynomiale en les variables x1
et x2 et a` de´croissance exponentiellement rapide en x3.
On utilise ici la dilatation analytique dans la direction du champ magne´ti-
que pour e´tudier les re´sonances de l’ope´rateur de Dirac avec un champ
magne´tique constant.
4.1 Introduction
On conside`re un champ magne´tique constant porte´ par la troisie`me com-
posante,B(x) = (0; 0;B), etA(x) = (−B2 x2; B2 x1; 0) un potentiel magne´tique
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associe´. On supposera B > 0.
L’ope´rateur de Dirac a` champ magne´tique B se de´finit par
P0 =
3∑
k=1
αk(Dk −Ak(x)) + α4
ou` l’on rappelle que les matrices de Dirac αk ve´rifient
αkαl + αlαk = 2δk,lI4 pour (k, l) ∈ {1; 2; 3}2. (4.1)
L’ope´rateur P0 est essentiellement auto-adjoint a` partir de C
∞
0
(
R
3,C4
)
, on
note encore P0 son extension auto-adjointe. On sait
1 que le spectre de P0
est donne´ par
σ(P0) = σess(P0) =]−∞;−1] ∪ [1;+∞[.
On perturbe P0 par un potentiel re´el P0-compact, a` savoir l’ope´rateur de
multiplication par un potentiel e´lectrique V = V (x)·Id :
P = P0 + V.
L’ope´rateur V e´tant P0-compact, on a D(P0)=D(P ) et d’apre`s le The´ore`me
de Weyl, σess(P )=σess(P0)=]−∞;−1] ∪ [1;+∞[.
On va effectuer une dilatation analytique en la variable x3. Pour θ re´el,
cette transformation correspond a` la conjugaison de P par Uθ , l’ope´rateur
sur L2
(
R
3,C4
)
de´fini par
UθF (x) := e
− θ
2F
(
x1, x2, e
−θx3
)
,
ce qui permet d’obtenir :
P0(θ) := Uθ
−1P0Uθ = U−θP0Uθ
=
2∑
k=1
αk(Dk −Ak(x)) + α3(e−θD3) + α4.
On remarque que pour α ∈ R, l’ope´rateur Uα est unitaire sur L2
(
R
3,C4
)
et on a Uα
⋆ = Uα
−1 = U−α. On va travailler avec V dans une classe de
potentiels analytiques par dilatation, a` savoir que l’on suppose que V est
une fonction re´elle telle que
·D(P0) ⊂ D(V).
·V (P0 + i)−1 est un ope´rateur compact.
·la fonction θ 7→ Vθ(x) := Uθ−1V (x)Uθ = V
(
x1, x2, e
θx3
)
de´finie
pour θ ∈ R se prolonge en une fonction holomorphe en la
variable θ ∈ {z ∈ C : |ℑθ| < pi4 } a` valeurs ope´rateurs P0-compact.
(4.2)
1Voir par exemple [53].
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On note pour θ ∈ R
P (θ) := Uθ
−1PUθ = P0(θ) + VθI4 (4.3)
P (θ) se prolonge d’une manie`re naturelle en une famille d’ope´rateurs pour
θ ∈ {z ∈ C : |ℑθ| < pi4 }. On remarque que le domaine de de´finition de P (θ)
est inde´pendant de θ et on a
D(P (θ)) = D(P ) = D (P0) ⊂ H1loc
(
R
3;C4
)
.
Le but du second paragraphe est d’e´tudier les e´le´ments du spectre discret
de P (θ) et de de´finir les re´sonances de P . Pour cela, on localise d’abord le
spectre essentiel de P (θ),
σess(P (θ)) =
⋃
q>0
ε∈{+1;−1}
{
ε
√
1 + 2Bq + e−2θt2 : t ∈ R
}
.
On montre ensuite que la famille (P (θ))θ est holomorphe au sens de Kato,
on obtient que σd(P (θ)) est “localement inde´pendant” de θ (dans le sens de
la Proposition 4.4).
Dans le troisie`me paragraphe, on introduit un parame`tre de charge Z
ne´gligeable devant
√
B. Apre`s avoir remplace´ V par ZV , on effectue le chan-
gement de coordonne´es symplectiques correspondant a`WB (voir ci-dessous
pour sa de´finition) pour obtenir l’ope´rateur P (B,Z; θ). Graˆce a` la me´thode
de Grushin, on e´tudie le spectre discret de P (B,Z; θ), pre`s des niveaux de
Landau-Dirac Λ+q et Λ
−
q , a` l’aide d’un hamiltonien effectif. On commencera
par le cas des deux premiers niveaux de Landau-Dirac (q=0) [section 4.3.1]
avant de s’inte´resser aux autres couples (Λ+q ,Λ
−
q ) pour q > 1 [section 4.3.2].
Dans ce paragraphe 4.3, on travaillera avec des ope´rateurs pseudodiffe´rentiels
sur L2(Rn;Cm). On rappelle que a(x, ξ) est dit “symbole de Weyl” de T si
Tf(x) =
1
(2pi)n
∫ ∫
R2n
ei(x−y)·ξ a
(
x+ y
2
, ξ
)
f(y)dydξ
pour f ∈ S (Rn;Cm). On notera alors T = aW (x,Dx).
4.2 De´finition des re´sonances
Pour obtenir une localisation de σ(P0(θ)), on va simplifier les calculs
en effectuant un changement de coordonne´es symplectiques bien choisi. Ce
dernier de´finit, sur les symboles des ope´rateurs pseudodiffe´rentiels, le chan-
gement de variable suivant :
x1 7→ x1 − 1√
B
ξ2 ξ1 7→
√
B
2 x2 +
1
2ξ1
x2 7→ 1√
B
x2 − 1B ξ1 ξ2 7→ B2 x1 +
√
B
2 ξ2
x3 7→ x3 ξ3 7→ ξ3
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Ceci correspond a` la conjugaison par la transformation unitaire
WB =WB · I4 : L2
(
R
3;C4
) −→ L2 (R3;C4)
cet ope´rateur n’agit pas sur la variable x3 et plus pre´cise´ment, pour f =
(f1, f2, f3, f4) ∈ L2
(
R
3;C4
)
et x = (x1, x2, x3) ∈ R3, on a
(
WBf
)
j
(x) =
(
WBfj
)
(x) :=
B
3
4
2pi
∫
R2
eiϕB(x1,x2;y1,y2)fj (y1, y2, x3) dy1dy2
avec ϕB (x1, x2; y1, y2) := −B
2
x1x2 +By1x2 +
√
Bx1y2 −
√
By1y2.
On transforme alors respectivement les ope´rateurs D1 +
B
2 x2 et D2 − B2 x1
en
√
Bx2 et
√
BD2 :
WB⋆
(
D1+
B
2
x2
)
WB=
√
Bx2 et WB⋆
(
D2−B
2
x1
)
WB=
√
BD2.
Ainsi cette transformation unitaire change P0(θ) et P (θ) en :
P˜0(θ) = WB
⋆
(
P0(θ)
)
WB
= α1
(√
Bx2
)
+ α2
(√
BD2
)
+ α4 + α3
(
e−θD3
)
et P˜ (θ) = WB
⋆
(
P0(θ) + Vθ · I4
)
WB
= P˜0(θ) + V
W
(
x1 − 1√
B
D2,
1√
B
x2 − 1
B
D1, e
θx3
)
· I4
ou` V W
(
x1 − 1√
B
D2,
1√
B
x2 − 1BD1, eθx3
)
est l’ope´rateur pseudodiffe´rentiel
de symbole de Weyl V
(
x1 − 1√
B
ξ2,
1√
B
x2 − 1B ξ1, eθx3
)
.
On obtient une nouvelle e´criture de l’ope´rateur P˜0(θ) graˆce a` la de´composi-
tion de l’espace L2
(
R
3,C4
)
en produit tensoriel L2
(
R
2
x1,x3
,C
)⊗L2(Rx2 ,C4) :
P˜0(θ) = Idx1,x3 ⊗H2 +
(
e−θD3
)
⊗ α3Idx2
ou` H2 :=α1
(√
Bx2
)
+ α2
(√
BD2
)
+α4 est un ope´rateur sur L
2
(
Rx2 ,C
4
)
.
En e´tudiant le spectre de H2, on peut obtenir le re´sultat suivant :
Lemme 4.1. Le spectre de l’ope´rateur H2 est purement ponctuel, constitue´
de valeurs propres de multiplicite´ finie, isole´es : les niveaux de Landau-Dirac
σ (H2) = σd (H2) =
⋃
q∈N
{
Λ−q ; Λ
+
q
}
ou` Λ±q := ±
√
1 + 2Bq.
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De plus, Λ±q est une valeur propre double pour q > 1, simple pour q = 0, et
il existe une base orthonorme´e (b.o.n.) de L2
(
Rx2 ;C
4
)
forme´e de vecteurs
propres de H2.
Au cours de la de´monstration (voir en Annexe B), on a pu construire(
F˜ εk
)
k∈N
ε∈{−,+}
une b.o.n. de L2
(
Rx2 ;C
4
)
ve´rifiant
α3F˜
ε
k = F˜
−ε
k et H2F˜
ε
k =λ
ε
kF˜
ε
k (4.4)
ou` λε0=Λ
ε
0 et λ
ε
2k=λ
ε
2k−1=Λ
ε
k si k > 1 et ε ∈ {−; +}.
On pose Θ := {θ ∈ C : |ℑθ| < pi4 }. A l’aide de P˜0(θ), on va obtenir le re´sultat
suivant
Lemme 4.2. Pour θ ∈ Θ, on a
σ(P0(θ)) = σac(P0(θ)) =
⋃
q>0
ε∈{−1;+1}
{
ε
√
1 + 2Bq + e−2θt2 : t ∈ R
}
.
Remarques. 1) Comme |2ℑθ| < pi, on obtient que pour tout t ∈ R, 1 +
2Bq + e−2θt2 ∈ C\R−. Ici, pour tout q ∈ N, la fonction
√· est la racine
carre´e complexe de´finie sur C\R− et qui co¨ıncide avec la fonction racine
carre´e re´elle sur la demi-droite R+.
2) En notant z±q (t) := ±
√
1 + 2Bq + e−2θt2, on peut remarquer que z±q (0) =
Λ±q . Pour ℑθ > 0, les branches z+q (R) ne rencontrent pas l’ensemble C++ :=
{z ∈ C : ℜz > 0 , ℑz > 0} et sont asymptotes, a` l’infini, a` une meˆme demi-
droite e−θR+ en restant toujours au-dessus de cette dernie`re.
De meˆme, z−q (R) ne rencontre pas C−− := {z ∈ C : ℜz < 0 , ℑz < 0} et est
asymptote, a` l’infini, a` une meˆme demi-droite e−θR− en restant toujours au-
dessous de cette dernie`re. On peut retrouver ces informations sur la figure
(4.1).
De´monstration. WB e´tant une transformation unitaire, les spectres de
P0(θ) et P˜0(θ) sont identiques. D’apre`s les notations du Lemme 4.1, on sait
que les sous-espaces Gk := L
2
(
R
2
x1,x3
;C
)⊗ F˜+k + L2 (R2x1,x3 ;C)⊗ F˜−k sont
stables pour l’ope´rateur P˜0(θ) et la repre´sentation matricielle de P˜0(θ)|Gk
est (
λ+k e
−θD3
e−θD3 λ−k
)
,
et on peut conside´rer P˜0(θ)|Gk comme un ope´rateur sur L
2
(
R
2
x1,x3
;C2
)
. De
plus, comme L2
(
R
3;C4
)
=
⊥⊕
k∈N
Gk, on a
σ
(
P˜0(θ)
)
=
⋃
k∈N
σ
(
P˜0(θ)|Gk
)
. (4.5)
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Fig. 4.1 – Spectre de P0(θ) pour ℑθ > 0
En appliquant la transforme´e de Fourier en la variable x3, on change l’ope´ra-
teur diffe´rentiel P˜0(θ)|Gk en
˜˜
P 0(θ)|Gk dont la repre´sentation matricielle dans
L2
(
R
2
x1,ξ3
;C2
)
est (
λ+k e
−θξ3
e−θξ3 λ−k
)
.
A ξ3 fixe´, les valeurs propres de cette matrice e´tant les solutions complexes
de l’e´quation z2 =
(
λ+k
)2
+ e−2θξ32, on en de´duit que
σ
(
P˜0(θ)|Gk
)
= σ
(˜˜
P 0(θ)|Gk
)
= σac
(˜˜
P 0(θ)|Gk
)
=
⋃
ε∈{−1;+1}
{
ε
√(
λ+k
)2
+ e−2θt2 : t ∈ R
}
.
Comme |2ℑθ| < pi, on a {(λ+k )2+e−2θt2 : t ∈ R} ⊂ C\R−, et on peut prendre
pour tout q ∈ N, pour √· la racine carre´e complexe de´finie sur C\R− telle
que
√
1 = 1. Ainsi en utilisant l’e´galite´ (4.5) et les relations entre λ+q et Λ
+
q ,
on en de´duit l’expression souhaite´e pour le spectre de l’ope´rateur P0(θ).
Lemme 4.3. On suppose que V ve´rifie (4.2).
1) Si θ ∈ Θ, alors σess(P (θ)) = σess(P0(θ)).
2) La famille
(
P (θ)
)
θ∈Θ est holomorphe au sens de Kato.
De´monstration. 1) Comme V ve´rifie les conditions (4.2), VθI4 est P0(θ)-
compact. L’ope´rateur P0(θ) e´tant ferme´, en appliquant un re´sultat de M.
Schechter, [[48], The´o 4.6], on obtient σess(P (θ)) = σess(P0(θ)).
2) Pour θ ∈ Θ, l’ensemble de de´finition de P (θ) est inde´pendant de θ,
e´gal a` D(P0) et l’ope´rateur P (θ) est ferme´. De plus, de la premie`re partie
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de ce lemme, on obtient que σ(P (θ)) 6= C.
D’apre`s (4.2), l’application θ 7→ Vθ est holomorphe pour θ ∈ Θ. On en de´duit
donc que pour Ψ ∈ D(P0), l’application θ 7→ P (θ)Ψ est holomorphe sur Θ a`
valeurs dans L2
(
R
3,C4
)
.
Donc la famille
(
P (θ)
)
θ∈Θ est holomorphe de type (A). Et par conse´quent,
elle est holomorphe au sens de Kato.
Pour le prochain re´sultat, analogue au The´ore`me de Aguilar-Balslev-
Combes de [[24], The´o 16.4], on va travailler avec A un ensemble de vecteurs
analytiques pour les transformations Uθ :
A := {Ψ ∈ L2 (R3;C4) : θ 7→ UθΨ est holomorphe sur Θ
a` valeurs dans L2
(
R
3;C4
) }
.
D’apre`s [[24], Ex 16.3], il existe un tel ensemble dense dans L2
(
R
3;C4
)
. En
effet, A contient les e´le´ments de la forme(
p1(x)e
−α1x2 ; p2(x)e−α2x
2
; p3(x)e
−α3x2 ; p4(x)e−α4x
2
)
ou` αj > 0 et pj ∈ C[X1, X2, X3] et x2 := x21 + x22 + x23.
Pour θ1 et θ2 deux e´le´ments de Θ, on de´finit les sous-ensembles de C
Θ1,2 := {θ ∈ C : min (ℑθ1,ℑθ2) < ℑθ < max (ℑθ1,ℑθ2)}
Ωθ1,θ2 := C\
⋃
θ∈Θ1,2
σess(P (θ))
Ω :=
{
z ∈ C : ℜz · ℑz > 0 ou |ℜz| < 1}
et pour (r, z) ∈]0;+∞[×C, on note B(r, z) la boule ouverte de centre z et
de rayon r.
Proposition 4.4. On suppose que la condition (4.2) est satisfaite.
1) Si θ0 ∈ Θ, les e´le´ments du spectre discret de P (θ0) sont inde´pendants de
θ0. Plus pre´cise´ment, ils ve´rifient les deux proprie´te´s suivantes :
· Si θ˜ ∈ Θ proche de θ0 et z0 ∈ σd
(
P (θ0)
)∩Ω
θ0,eθ, alors z0 ∈ σd
(
P (θ˜)
)∩Ω
θ0,eθ.
· De plus, la multiplicite´ alge´brique de z0 en tant que valeur propre de P (θ0)
est e´gale a` la multiplicite´ alge´brique de z0 en tant que valeur propre de P (θ˜).
2) Pour (ϕ,ψ) ∈ A2, on note Fϕ,ψ(z) :=
〈
(P − z)−1ϕ,ψ〉.
Fϕ,ψ est bien de´finie sur Ω\σd(P ).
Si θ1 et θ2 sont dans Θ avec min (ℑθ1,ℑθ2) > 0, alors Fϕ,ψ admet un pro-
longement me´romorphe de Ω\σd(P ) a` Ωθ1,θ2 et on obtient⋃
(ϕ,ψ)∈A2
{
y ∈ Ωθ1,θ2 : y est un poˆle de Fϕ,ψ
}
=
⋂
θ∈Θ1,2
(
σd(P (θ)) ∩ Ωθ1,θ2
)
.
Remarques. 1) On pose Ω˜ :=
{
z ∈ C : ℜz · ℑz < 0 ou |ℜz| < 1}.
Si on suppose que max (ℑθ1,ℑθ2) < 0, alors les e´le´ments matriciels Fϕ,ψ
de la re´solvante de P admettent un prolongement me´romorphe de Ω˜\σd(P )
dans Ωθ1,θ2.
2) Pour θ ∈ Θ avec ℑθ > 0, on vient d’obtenir l’inclusion :
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σd(P (θ)) ⊂ R
⋃{
ε
√
1 + e−2iαt2 : (ε, t, α) ∈ {−1;+1} × R×]0;ℑθ[
}
.
De´monstration de la Proposition 4.4.
1) Soient z0∈σd(P (θ0)) et µ0¿1 tels que σd(P (θ0)) ∩ B(z0, 2µ0) = {z0}.
Il existe δ0 > 0 tel que pour tout θ˜ ∈ B(θ0, δ0), l’ope´rateur[
Id+(P (θ0)−z)−1
(
(e−eθ−e−θ0)α3D3+(Veθ−Vθ0)I4
)]−1
(P (θ0)−z)−1
est bien de´fini pour z sur le contour Γ0 = {z ∈ C : |z − z0| = µ0} et vaut(
P (θ˜)− z
)−1
. Ainsi la projection Π(θ˜) = − 1
2ipi
∮
Γ0
(P (θ˜) − z)−1dz existe
bien pour θ˜ ∈ B (θ0; δ0).
La famille (P (θ))θ∈Θ e´tant holomorphe au sens de Kato, il existe δ˜0 ∈]0; δ0[
tel que l’application θ 7→ Π(θ) est holomorphe pour θ ∈ B(θ0, δ˜0).
Comme z0 ∈ σd(P (θ0)), il existe N0 ∈ N⋆ tel que (P (θ0)− z0)N0Π(θ0) = 0.
Les ope´rateurs P (θ) et P (θ0) e´tant unitairement e´quivalents (via la conju-
gaison par Uℜθ−ℜθ0), pour θ proche de θ0 avec ℑθ = ℑθ0, on obtient
(P (θ)− z0)N0Π(θ) = 0.
Ainsi pour (ϕ,ψ) ∈ A2, l’application θ 7→ 〈(P (θ)− z0)N0Π(θ)ϕ,ψ〉 est ho-
lomorphe en la variable θ, pour θ proche de θ0 et identiquement nulle si
ℑθ = ℑθ0.
Donc pour θ proche de θ0,
〈
(P (θ)− z0)N0Π(θ)ϕ,ψ
〉
= 0. La densite´ de A
dans L2(R3;C4) entraˆıne que (P (θ) − z0)N0Π(θ) = 0 pour θ proche de θ0.
Donc B(z0, µ0) ∩ σd(P (θ)) = {z0} pour θ proche de θ0.
L’e´galite´ des multiplicite´s alge´briques, autrement dit rang (Π(θ)) = rang (Π(θ0)),
de´coule du fait que (Π(θ))
θ∈B(θ0,eδ0) est une famille holomorphe de projec-
tions.
Et on a donc obtenu que σd(P (θ)) est localement constant.
2) Soit U un ouvert connexe de C tel que U ⊂ Ωθ1,θ2 et
U+ := U ∩
{
z ∈ C : ℜz > −1 et ℑz > 0} 6= ∅
et U ∩ {z ∈ C : ℜz > −1 et ℑz < 0} 6= ∅.
Il existe alors ε > 0 tel que
U+ ∩ {z ∈ C : Arg(z) ∈]ε;pi[} 6= ∅. (4.6)
On note par Uε+ cet ensemble et
Θε1,2 := {θ ∈ C : −ε < ℑθ < max (ℑθ1,ℑθ2)}.
D’apre`s (4.6), le Lemme 4.3 et la premie`re partie de cette proposition, on
a :
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Uε+ ∩
( ⋃
θ∈Θε1,2
σ(P (θ))
)
= ∅.
Pour θ ∈ R ∩Θε1,2, z ∈ Uε+ et (f, g) ∈ A2, en utilisant (4.3), on a :〈
(P − z)−1f, g〉 = 〈(P (θ)− z)−1U−θf, U−θg〉 . (4.7)
On note alors Ff,g(z, θ) le membre de droite de l’e´galite´ ci-dessus.
Les hypothe`ses sur les e´le´ments de A et l’holomorphie au sens de Kato de
la famille (P (θ))θ∈Θε1,2 entraˆınent que, pour z ∈ Uε+, l’application Ff,g(z, •)
est holomorphe sur Θε1,2. On en de´duit que l’e´galite´ (4.7) reste valable pour
θ ∈ Θε1,2, donc pour θ ∈ Θ1,2.
Pour θ ∈ Θ1,2 fixe´, Ff,g(•, θ) admet un prolongement me´romorphe depuis
Uε+ a` U avec des singularite´s au plus alge´briques. Ainsi il en sera de meˆme
pour Ff,g.
Comme U+ ne rencontre ni σ(P ) ni σ(P (θ)) pour θ ∈ Θ1,2, Ff,g et Ff,g(•, θ)
sont holomorphes sur U+. Donc leurs prolongements me´romorphes depuis
Uε+ a` U co¨ıncident aux prolongements me´romorphe depuis U+ a` U .
Les e´le´ments de σd(P (θ)) ∩ U e´tant des poˆles de Fϕ,ψ(•, θ) pour certains ϕ,
ψ bien choisis, de meˆme que [[15], §5], on peut obtenir l’e´quivalence
z ∈
⋃
(ϕ,ψ)∈A2
{
y ∈ U : y est un poˆle de Fϕ,ψ
} ⇐⇒ z∈ ⋂
θ∈Θ1,2
(σd(P (θ)) ∩ U) .
(4.8)
On peut faire de meˆme avec un ouvert connexe U˜ ⊂ Ωθ1,θ2 tel que
U˜ ∩ {z ∈ C : ℜz < 1 et ℑz < 0} 6= ∅
et U˜ ∩ {z ∈ C : ℜz < 1 et ℑz > 0} 6= ∅.
L’e´quivalence (4.8) est valable pour tous les ouverts connexes U et U˜ de Ωθ1,θ2
ve´rifiant les conditions ci-dessus. On en de´duit donc que l’e´galite´ (4.8) reste
valable en remplac¸ant U par Ωθ1,θ2 . Ainsi on obtient l’e´galite´ annonce´e.
Avec la proposition pre´ce´dente, on a obtenu que les valeurs propres de
P (θ) sont “localement inde´pendantes” par rapport au parame`tre θ, ce qui
justifie la de´finition ci-dessous
De´finition 4.5. Pour θ1 et θ2 dans Θ, les e´le´ments de
⋃
θ∈Θ1,2
σd(P (θ))∩Ωθ1,θ2
seront appele´s les “re´sonances” de l’ope´rateur P dans Ωθ1,θ2.
Pour finir avec ce paragraphe, on va faire le lien entre les valeurs propres
re´elles de P (θ) et celle de P :
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Proposition 4.6. Si la condition (4.2) est satisfaite et θ ∈ Θ avec ℑθ 6= 0,
alors on a l’e´galite´
σpp(P ) ∩
R\⋃
q∈N
{
Λ+q ; Λ
−
q
} = σd(P (θ)) ∩ R. (4.9)
Remarques. 1) En particulier, comme σd(P ) ⊂] − 1; 1[, la relation (4.9)
assure que σd(P ) = σd (P (θ))∩]− 1; 1[.
2) On retrouve un re´sultat connu2 : les points du spectre ponctuel contenus
dans R\ ⋃
q∈N
{
Λ+q ; Λ
−
q
}
sont des valeurs propres de multiplicite´ finie et les
seuls points d’accumulations possibles pour ces e´le´ments de σpp(P ) sont les
niveaux de Landau-Dirac Λ±q .
De´monstration de la Proposition 4.6. Soit θ ∈ Θ tel que ℑθ > 0.
On a vu que σd(P (θ)) est localement constant pour θ ∈ Θ, donc si λ ∈ σd(θn)
avec θn ∈ Θ et lim
n→∞θn = θ, alors λ ∈ σd(P (θ)).
Si λ ∈]− 1; 1[, alors pour tout µ ∈ Θ, on a λ /∈ σess(P (µ)). A l’aide du che-
min continu γ : t 7→ tθ, γ([0; 1]) ⊂ Θ, on obtient λ ∈ σd(P (γ(0))) = σd(P )
si et seulement si λ ∈ σd(P (γ(1))) = σd(P (θ)). Donc on en conclut l’e´galite´
annonce´e dans la remarque 1) ci-dessus.
Soit q ∈ N.
Pour µ ∈
]
Λ+q ; Λ
+
q+1
[
et µ /∈ σd(P (θ)), graˆce a` l’e´galite´ (4.7), on a vu que,
pour (ϕ,ψ) ∈ A2, Fϕ,ψ admet un prolongement analytique depuis C++ a`
C++ ∪ Vµ ou` Vµ est un voisinage de µ ve´rifiant Vµ ∩ σd(P (θ)) = {µ}.
En particulier, on a lim
ε↓0
iε
〈
(P − µ− iε)−1ϕ,ψ〉 = lim
ε↓0
iεFϕ,ψ(µ + iε) = 0.
D’apre`s [[24], The´o 6.10], on en de´duit que µ /∈ σpp(P ).
Re´ciproquement, si µ ∈ σd(P (θ)) ∩
]
Λ+q ; Λ
+
q+1
[
, il existe un vecteur non nul
ηµ ∈ D(P0) tel que P (θ)ηµ = µηµ. On se donne ε0 > 0 tel que σd(P (θ)) ∩
B(µ, 2ε0) = {µ}, et on pose Γ0 = {z ∈ C : |z − µ| = ε0}. Ainsi la pro-
jection
∮
Γ0
(P (θ) − z)−1dz est bien de´finie et pour certain ϕ, la quantite´∫
Γ0
〈
(P (θ)− z)−1ηµ, ϕ
〉
dz est non nulle. Donc z 7→ 〈(P (θ)− z)−1ηµ, ϕ〉 ad-
met un poˆle en z = µ.
Comme A est dense dans L2 (R3;C4), il existe une suite (ηn)n∈N d’e´le´ments
de A qui converge vers ηµ dans L2
(
R
3;C4
)
. D’ou` pour n assez grand,∫
Γ0
〈
(P (θ)− z)−1ηn, ϕ
〉
dz 6= 0 et donc z 7→ 〈(P (θ)− z)−1ηn, ϕ〉 posse`de
un poˆle en z = µ.
De l’e´galite´ (4.7), on obtient〈
(P − z)−1Uθηn, Uθϕ
〉
=
〈
(P (θ)− z)−1ηn, ϕ
〉
. (4.10)
2Voir par exemple [[45], The´o 1.2].
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D’ou` z 7→ 〈(P − z)−1Uθηn, Uθϕ〉 admet un poˆle en z = µ. Ainsi la relation〈
E{µ}(P )Uθηn, Uθϕ
〉
= lim
ε↓0
iε
〈
(P − µ− iε)−1Uθηn, Uθϕ
〉
et (4.10) assurent que E{µ}(P ) 6= 0 et donc µ ∈ σpp(P ).
Ainsi on obtient l’e´galite´ σpp(P )∩]Λ+q Λ+q+1[= σd (P (θ0))∩]Λ+q ; Λ+q+1[ et on
fait de meˆme pour conclure a` cette meˆme e´galite´ sur ]Λ−q+1; Λ
−
q [.
Si ℑθ < 0, on produit le meˆme raisonnement en prolongeant analytiquement
Fϕ,ψ a` partir {z ∈ C : ℑz < 0 et ℜz > 0} a` un voisinage complexe de
µ ∈
]
Λ+q ; Λ
+
q+1
[
∩ (R\σd(P (θ))).
4.3 Re´duction a` un hamiltonien effectif
A partir de maintenant, on fixe le parame`tre |θ| ¿ 1 et ℑθ > 0, et l’on
pose h :=
1
B
. On introduit e´galement un parame`tre de charge Z ve´rifiant :
1¿ Z < B 1−ε2 (4.11)
ou` ε ∈]0; 1[.
On remplace alors V par ZV . On introduit ce parame`tre Z dans l’optique de
pouvoir e´tudier la partie principale Q de l’hamiltonien3 effectif E
(0)
+−(B,Z;λ)
a` l’aide d’un proble`me d’analyse semi-classique, en conside´rant 1
Z
Q et Z
tendant vers +∞. On suppose que V est dans la classe suivante{
f ∈ C∞(R3,R) : ∃ε0 > 0,∀γ ∈ N3,∃Cγ > 0,
∀x ∈ R3, |∂γxf(x)| 6 Cγ 〈x〉−ε0−|γ|
}
(4.12)
avec 〈x〉 = (1 + |x|2) 12 . De plus, on suppose que V admet une extension
holomorphe dans la direction x3 sur un domaine K3 := {z ∈ C : |ℑz| 6
δ|ℜz|+R} pour certains δ > 0, R > 0 et que (4.12) est ve´rifie´e sur R2×K3,
autrement dit
∀γ ∈ N3,∃Cγ > 0 : ∀X = (x1, x2, z) ∈ R2 ×K3,∣∣∂γXV (X)∣∣ 6 Cγ 〈X〉−ε0−|γ| . (4.13)
En utilisant le changement de coordonne´es symplectiques de´fini au de´but du
paragraphe §4.2, on transforme le nouvel ope´rateur P (θ) en un ope´rateur
que l’on notera P (B,Z; θ) :
P (B,Z; θ) = Idx1,x3 ⊗H2 +
(
e−θD3
)
⊗ α3 + ZV˜θ
3Voir le The´ore`me 4.8 pour l’expression de E
(0)
+−(B,Z;λ) et The´ore`me 4.11 pour l’ex-
pression de E
(q)
+−(B,Z;λ)
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ou` V˜θ = V˜θ ·Id avec V˜θ l’ope´rateur pseudodiffe´rentiel sur L2
(
R
3,C
)
de sym-
bole de Weyl
V W
(
x− h 12 ξ2, h 12x2 − hξ1, eθx3
)
.
On rappelle que
(
F˜k
)
k∈N
forme une b.o.n. de L2
(
Rx2 ;C
4
)
et ve´rifie4
SEP
(
H2,Λ
±
0
)
=Vect
(
F˜±0
)
et F˜−q = α3
(
F˜+q
)
et pour q > 1, SEP
(
H2,Λ
±
q
)
=Vect
(
F˜±2q−1, F˜
±
2q
)
.
Ces sous-espaces propres ne sont pas stables par α3, on va alors conside´rer
les sous-espaces
E0 := Vect
(
F˜+0 , F˜
−
0
)
et pour q > 1, Eq := Vect
(
F˜−2q−1, F˜
−
2q, F˜
+
2q−1, F˜
+
2q
)
. (4.14)
Les sous-espaces
(
L2 (Rx1,x3 ;C)⊗Eq
)
∩ D(P0) sont stables par P (B, 0; θ).
On remarque que Eq est un s.e.v. de dimension 4 si q > 1, alors que E0 est
de dimension 2. On formulera alors un proble`me de Grushin diffe´rent pour
q = 0 et pour q > 1.
4.3.1 Etude pre`s de Λ+0 et Λ
−
0
Soit δ ∈]0; 1[.
On cherche a` travailler dans Ωδ0,B, un voisinage des niveaux de Landau-
Dirac Λ+0 et Λ
−
0 qui ne rencontre pas
(
σ(P (B, 0; θ))\{z+0 (R), z−0 (R)}
)
et
plus particulie`rement ve´rifie
dist
(
Ωδ0,B;σ(P (B, 0; θ))\{z+0 (R), z−0 (R)}
)
>
C√
B
.
On peut construire un tel ensemble de la fac¸on suivante :
On de´finit pour t ∈ R, z˜±δ,1(t) = z±1 (t) ∓ δ
(
Λ+1 − 1
)
. La branche z˜+δ,1(R) est
“au-dessous” de z+1 (R) et intersecte e
−θ
R+ au point z˜
+
δ,1(t0) avec t0 > 0.
z˜−δ,1(R) e´tant le syme´trique de z˜
+
δ,1(R) par rapport a` l’origine du plan com-
plexe, on obtient que z˜−δ,1(R) est “au-dessus” de z
−
1 (R) et intersecte e
−θ
R−
au point z˜−δ,1(t0).
On de´finit alors Ωδ0,B comme e´tant l’ensemble ouvert connexe comportant
l’origine, dont la frontie`re est de´limite´e par les segments
[
z˜+δ,1(0); z˜
−
δ,1(t0)
]
,[
z˜−δ,1(0); z˜
+
δ,1(t0)
]
et les arcs z˜+δ,1([0; t0]), z˜
−
δ,1([0; t0]).
Voir la figure (4.2) pour un dessin.
4On rappelle que SEP (H2, µ) de´signe le sous-espace propre de H2 associe´ a` la valeur
propre µ.
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Ωδ0,B
+1
Λ
+
1 Λ
+
2
z
+
1 (R)
1
Fig. 4.2 – Ensemble Ωδ0,B avec ℑθ > 0
On note aussi que Ωδ0,B\
{
Λ+0 ,Λ
−
0
} ∩ σ (H2) = ∅.
Utilisant les produits tensoriels avec les e´le´ments de base de E0, on de´finit
l’ope´rateur T0 suivant :
T0 : L
2
(
R
2
x1,x3
;C2
) −→ L2 (R3,C4)
f = (f1, f2) 7−→ f1⊗F˜+0 + f2⊗F˜−0
En notant 〈·, ·〉x2 le produit scalaire sur L2
(
Rx2 ,C
4
)
, on utilise les pro-
duits scalaires avec les vecteurs de base de E0 pour de´finir l’ope´rateur S0 :
S0 : L
2
(
R
3,C4
) −→ L2(R2x1,x3 ;C2)
g 7−→
(〈
g, F˜+0
〉
x2
,
〈
g, F˜−0
〉
x2
)
On conside`re le proble`me de Grushin associe´ aux premiers niveaux de
Landau-Dirac Λ+0 et Λ
−
0 :
P(0)(λ) : D (P (B))⊕ L2(R2x1,x3 ;C2) −→ L2(R3;C4)⊕ L2(R2x1,x3 ;C2)
P(0)(λ) =
(
P (B,Z; θ)− λ T0
S0 0
)
(4.15)
On note par Π0 l’ope´rateur compose´ T0◦S0. Il s’agit de la projection
orthogonale de L2
(
R
3,C4
)
sur L2
(
R
2
x1,x3
,C
)⊗ E0.
De plus, on remarque que S0◦T0 = Idx1,x3 .
On pose Π̂0 := Id−Π0. D’apre`s le choix de E0, les sous-espaces Im
(
Π̂0
)
et Im (Π0) sont stables par P (B, 0; θ). On de´finit la re´solvante re´duite
R̂0(B,Z;λ) :=
(
Π̂0P (B,Z; θ)Π̂0 − λ
)−1
Π̂0.
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On remarque alors que l’on a les relations suivantes
Ker
(
R̂0(B,Z;λ)
)
= Ker
(
Π̂0
)
= Im (Π0) = Im (T0) (4.16)
et Im
(
R̂0(B,Z;λ)
)
= Im
(
Π̂0
)
= Ker (Π0) = Ker (S0) (4.17)
On commence par obtenir une estimation sur la norme de la re´solvante
re´duite
Lemme 4.7. Si B et Z ve´rifient (4.11), V satisfait (4.13), alors R̂0(B,Z;λ)
existe pour λ ∈ Ωδ0,B et il existe une constante C > 0 telle que∥∥∥R̂0(B,Z;λ)∥∥∥ 6 C√
B
ou` la constante C > 0 est inde´pendante de B, Z et de λ ∈ Ωδ0,B.
De´monstration. Soit λ ∈ Ωδ0,B.
On va commencer par montrer qu’il existe C˜ > 0 ve´rifiant∥∥∥R̂0(B, 0;λ)∥∥∥ 6 C˜√
B
.
Pour cela, en reprenant la de´monstration du Lemme 4.2, on peut localiser
σ
(
Π̂0P (B, 0; θ)Π̂0
)
et obtenir
σ
(
Π̂0P (B, 0; θ)Π̂0
∣∣
Im( bΠ0)
)
=
⋃
q>1
{z+q (R), z−q (R)}.
Ainsi, d’apre`s le choix de Ωδ0,B, on obtient
dist
(
Ωδ0,B, σ
(
Π̂0P (B, 0; θ)Π̂0
∣∣
Im( bΠ0)
))
> cδ,θ
√
B
pour une certaine constante cδ,θ > 0.
De plus, en utilisant la de´composition de l’espace L2(R3;C4) par les sous-
espaces stables
(
L2(R2x1,x3 ;C)⊗Eq
)∩D(P0) et la transforme´e de Fourier en
x3, on montre que pour F ∈ Im
(
Π̂0
)
∩ D
(
Π̂0P (B, 0; θ)Π̂0
)
,∥∥∥(Π̂0P (B, 0; θ)Π̂0 − λ)F∥∥∥ > cδ,θ√B‖F‖ .
Comme λ /∈ σ
(
Π̂0P (B, 0; θ)Π̂0
∣∣
Im( bΠ0)
)
, on en de´duit que∥∥∥R̂0(B, 0;λ)∥∥∥ 6 ∥∥∥∥(Π̂0P (B, 0; θ)Π̂0−λ)−1 ∣∣Im( bΠ0)
∥∥∥∥ · ∥∥∥Π̂0∥∥∥ 6 cδ,θ−1B− 12 .
De plus, on a la majoration
∥∥∥ZR̂0(B, 0;λ)V˜θΠ̂0∥∥∥ 6 Z
∥∥∥V˜θ∥∥∥√
B
cδ,θ
−1
6 C˜δ,θB
− ε
2 .
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Donc pour B assez grand, l’ope´rateur Id+ ZR̂0(B, 0;λ)V˜θΠ̂0 est inversible
avec une norme borne´e uniforme´ment par rapport aux parame`tres B, Z et
λ.
Avec l’e´quation des re´solvantes re´duites(
Π̂0P (B,Z; θ)Π̂0 − λ
)−1 − (Π̂0P (B, 0; θ)Π̂0 − λ)−1
=
(
Π̂0P (B, 0; θ)Π̂0 − λ
)−1 [−ZΠ̂0V˜θΠ̂0] (Π̂0P (B,Z; θ)Π̂0 − λ)−1
on obtient
R̂0(B,Z;λ) =
[
Id+ ZR̂0(B, 0;λ)V˜θΠ̂0
]−1
R̂0(B, 0;λ). (4.18)
On en de´duit donc l’existence d’une constante C > 0 inde´pendante de B, Z
et λ telle que ∥∥∥R̂0(B,Z;λ)∥∥∥ 6 CB− 12 .
On utilise les notations de M. Dimassi dans [14]. Pour k et d dans N⋆, on
introduit S0(R2d,Mk(C)), la classe des symboles de´finis sur R2d a` valeurs
dans les matrices carre´es d’ordre k, avec un petit parame`tre 0 < h0 ¿ 1 :
S0(R2d,Mk(C)) :=
{
a ∈ C∞(R2d×]0;h0[,Mk(C)) : ∀(α, β) ∈ (Nd)2,
∃Cα,β > 0,
∥∥∥∂αx ∂βξ a(x, ξ;h)∥∥∥Mk(C) 6 Cα,β
uniforme´ment en h ∈]0;h0[
}
Si le symbole a(·;h) de´pend d’un parame`tre supple´mentaire z ∈ Z, alors
a(·;h) ∈ S0(R2d,Mk(C)) si et seulement si la constante Cα,β est inde´pendante
de z ∈ Z.
Pour une famille (Lq)q d’e´le´ments de S
0(R2d,Mk(C)), on dira que l’ope´rateur
pseudodiffe´rentiel L admet pour de´veloppement asymptotique
∞∑
q=0
hqLq si
pour tout N ∈ N, il existe RN+1 ∈ S0(R2d,Mk(C)) tel que L −
N∑
q=0
hqLq =
hN+1RN+1.
On est maintenant en mesure d’inverser P(0)(λ) :
The´ore`me 4.8. Si B et Z ve´rifient (4.11), V satisfait (4.13) et λ ∈ Ωδ0,B,
alors le “proble`me de Grushin” P(0)(λ) admet une unique solution donne´e
par
E(0)(λ) =
(
E(0)(B,Z;λ) E
(0)
+ (B,Z;λ)
E
(0)
− (B,Z;λ) E
(0)
+−(B,Z;λ)
)
(4.19)
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ou` E
(0)
+−(B,Z;λ) est l’ope´rateur pseudodiffe´rentiel admettant pour de´velop-
pement asymptotique
λI2−Λ+0 σ3−e−θD3σ1−ZV W
(
x1,−hD1, eθx3
)
·I2
−hZ
∞∑
j=0
h
j
2aWj
(
x1, hD1, e
θx3, h
1
2 e−θD3;
√
hZ,
√
hλ
)
avec aj ∈ S0(R4,M2(C)) et sont holomorphes en les variables
√
hZ et
√
hλ.
Remarque. En notant ∆12 := (∂1)
2 + (∂2)
2, on obtiendra que
aW0 =
1
4 (∆12V )
W
(
x1,−hD1, e−θx3
)·I2 +√hZbW0
ou` b0 est un e´le´ment de S
0(R4,M2(C)) de la forme
b0
(
x1, hξ1, e
θx3, h
1
2 e−θξ3;
√
hZ,
√
hλ
)
=
(
∂1V
(
x1, hξ1, e
θx3
))2
r11 +(
∂1V
(
x1, hξ1, e
θx3
)
∂2V
(
x1, hξ1, e
θx3
))
r12 +
(
∂2V
(
x1, hξ1, e
θx3
))2
r22
avec rij des symboles dans S
0(R4,M2(C)).
On va pouvoir ramener l’e´tude du spectre discret de P (B,Z; θ) dans le
domaine Ωδ0,B a` l’e´tude pre`s de la valeur propre 0 pour le nouvel ope´rateur
E
(0)
+−(B,Z;λ) :
Corollaire 4.9. On suppose que les hypothe`ses du The´ore`me 4.8 sont sa-
tisfaites.
Alors : λ ∈ Ωδ0,B est une valeur propre de P (B,Z; θ) si et seulement si 0 est
une valeur propre de E
(0)
+−(B,Z;λ).
De plus, les multiplicite´s alge´briques de ces valeurs propres sont identiques.
Remarque. D’apre`s la remarque qui suit la Proposition 4.4, on sait que
σd(P (B,Z; θ)) ∩ Ωδ0,B est un sous-ensemble de
Ωδ0,B ∩
{
ε
√
1 + e−2iαt2 : (ε, t, α) ∈ {−1;+1} × R× [0;ℑθ[
}
.
De´monstration du The´ore`me 4.8. Soit λ ∈ Ωδ0,B.
On cherche a` inverser l’ope´rateur P0(λ) en posant comme premie`re approxi-
mation
E(0)0 (λ) :=
(
R̂0(B,Z;λ) T0
S0 e
(0)
0 (λ)
)
ou` e
(0)
0 (λ) := λI2 −
{
Λ+0 σ3 + e
−θD3σ1 + ZS0V˜θT0
}
est un ope´rateur sur
L2
(
R
2;C2
)
.
En effectuant le produit P0(λ) · E(0)0 (λ), on a alors(
(P (B,Z; θ)− λ) R̂0(B,Z;λ) + T0S0 (P (B,Z; θ)− λ)T0 + T0e(0)0 (λ)
S0R̂0(B,Z;λ) S0T0
)
.
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De (4.16) et (4.17), on obtient S0R̂0(B,Z;λ) = 0.
De plus,
(P (B,Z; θ)− λ) R̂0(B,Z;λ) + T0S0
= (P (B,Z; θ)− λ) Π̂0R̂0(B,Z;λ) + Π̂0
=
(
Π0P (B,Z; θ)Π̂0 + Π̂0P (B,Z; θ)Π̂0 − λ
)
Π̂0R̂0(B,Z;λ) +Π0
= Π0P (B,Z; θ)Π̂0R̂0(B,Z;λ) + Π̂0 +Π0
= Π0
(
P (B, 0; θ) + ZV˜θ
)
Π̂0R̂0(B,Z;λ) + Id.
Comme Im
(
P (B, 0; θ)Π̂0
)
⊂ Im
(
Π̂0
)
, on a Π0P (B, 0; θ)Π̂0 = 0. De plus,
Π0V˜θΠ̂0 =
[
Π0, V˜θ
]
Π̂0, ce qui donne
(P (B,Z; θ)− λ) R̂0(B,Z;λ) + T0S0 = Id+ Z
[
Π0, V˜θ
]
R̂0(B,Z;λ).
Comme F˜±0 sont les vecteurs propres associe´s a` ±1 et α3F˜±0 = F˜∓0 , on
obtient H2T0 = T0σ3 et α3T0 = T0σ1. D’ou`
(P (B,Z; θ)− λ)T0 + T0e(0)0 (λ) = ZV˜θT0 − ZT0S0V˜θT0 = ZΠ̂0V˜θT0
= Z
[
Π̂0, V˜θ
]
T0 = −Z
[
Π0, V˜θ
]
T0.
Ainsi
P(0)(λ)·E(0)0 (λ) =
(
Id 0
0 Idx1,x3
)
+
(
Z
[
Π0,V˜θ
]
R̂0(B,Z;λ) −Z
[
Π0,V˜θ
]
T0
0 0
)
= I + K0(λ).
On veut montrer que ‖K0(λ)‖ < 1 pour pouvoir inverser I + K0(λ), pour
cela on e´tudie
[
Π0, V˜θ
]
.
On rappelle qu’en notant (e1, e2, e3, e4) la base canonique de C
4 et f0 un
vecteur propre (de norme un) de l’oscillateur harmonique associe´ a` +1, on
a F˜+0 = f0e1 et F˜
−
0 = f0e3.
Pour G ∈ L2 (R3;C4), on a[
Π0, V˜θ
]
G = Π0
(
V˜θG
)
− V˜θ (Π0G)
=
〈
V˜θG, F˜
+
0
〉
F˜+0 +
〈
V˜θG, F˜
−
0
〉
F˜−0 − V˜θ
(〈
G, F˜+0
〉
F˜+0 +
〈
G, F˜−0
〉
F˜−0
)
=
〈
V˜θG1,f0
〉
f0e1 +
〈
V˜θG3,f0
〉
f0e3 − V˜θ
(
〈G1,f0〉f0e1+〈G3,f0〉f0e3
)
=
(〈
V˜θ·,f0
〉
f0 − V˜θ
(
〈·,f0〉f0
))
(G1e1 +G3e3) .
Comme f0 est un vecteur propre de l’oscillateur harmonique, de norme
1, et V ve´rifie (4.13), on est dans le cadre de travail de l’article [[54],
de´monstration The´o 2.2] de X.P. Wang , on obtient alors
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Donc
∥∥∥[V˜θ,Π0]∥∥∥ = O (B− 12). Allie´ a` l’hypothe`se (4.11) et au Lemme 4.2,
cela entraˆıne ∥∥∥Z [Π0, V˜θ] R̂0(B,Z;λ)∥∥∥ 6 C˜B− 1+ε2 .
Ainsi pour B À 1, l’ope´rateur I + K0(λ) est inversible et son inverse est de
la forme
(I + K0(λ))
−1 =
(
A(λ) −ZA(λ)Π̂0V˜θT0
0 Idx1,x3
)
ou` A(λ) :=
[
1− Z
[
V˜θ,Π0
]
R̂0(B,Z;λ)
]−1
.
Ainsi P(0)(λ)
[
E(0)0 (λ) · (I + K0(λ))−1
]
= I et donc on obtient comme ex-
pression de E
(0)
+−(B,Z;λ) :
E
(0)
+−(B,Z;λ) = e
(0)
0 (λ)− ZS0A(λ)Π̂0V˜θT0
= λI2−
{
Λ+0 σ3+e
−θD3σ1+ZS0V˜θT0+ZS0A(λ)Π̂0V˜θT0
}
.
Comme
∥∥∥Z [Π0, V˜θ] R̂0(B,Z;λ)∥∥∥ < 1, on peut e´crire A(λ) comme somme
d’une se´rie convergente
A(λ)=
∞∑
j=0
(
Z
[
Π0, V˜θ
]
R̂0(B,Z;λ)
)j
= 1+
∞∑
j=1
(
Z
[
Π0, V˜θ
]
R̂0(B,Z;λ)
)j
.
Comme Π0 · R̂0(B,Z;λ) = R̂0(B,Z;λ) ·Π0 = 0, on remarque que pour tout
j > 2 (
Z
[
Π0, V˜θ
]
R̂0(B,Z;λ)
)j
= 0
et ainsi A(λ) = 1 + Z
[
Π0, V˜θ
]
R̂0(B,Z;λ).
D’ou`
E
(0)
+−(B,Z;λ) = λI2 − Λ+0 σ3 − e−θD3σ1 − ZS0V˜θT0
−ZS0Π̂0V˜θT0 − Z2S0
[
V˜θ,Π0
]
R̂0(B,Z;λ)Π̂0V˜θT0.
Or S0Π̂0 = 0 entraˆıne ZS0Π̂0V˜θT0 = 0 et ainsi
E
(0)
+−(B,Z;λ) = λI2 − Λ+0 σ3 − e−θD3σ1 − ZS0V˜θT0
−Z2S0
[
V˜θ,Π0
]
R̂0(B,Z;λ)
[
V˜θ,Π0
]
T0.
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De plus, pour G ∈ L2 (R2,C2) :
S0V˜θT0(G) = S0V˜θ
(
G1 ⊗ F˜+0 +G2 ⊗ F˜−0
)
= S0
(
V˜θ (G1 ⊗ f0) e1 + V˜θ (G2 ⊗ f0) e3
)
=
(〈
V˜θ (G1 ⊗ f0) , f0
〉
,
〈
V˜θ (G1 ⊗ f0) , f0
〉)
=
〈
V˜θ (· ⊗ f0) , f0
〉
I2(G).
De nouveau, en se servant de l’article [54], on sait que
〈
V˜θ (· ⊗ f0) , f0
〉
est
un ope´rateur pseudodiffe´rentiel sur L2
(
R
2
x1,x3
,C
)
dont le symbole est donne´
par
V
(
x1,−hξ1, eθx3
)
+
h
4
(∆12V )
(
x1,−hξ1, eθx3
)
+O (h2)
et donc ZS0V˜θT0 est un ope´rateur pseudodiffe´rentiel admettant pour de´veloppement
asymptotique
Z
∞∑
k=0
hkmWk
(
x1,−hD1, eθx3
)
(4.20)
avec mk ∈ S0
(
R
4;M2(C)
)
, m0 = V · I2 et m1 = 14 (∆12V ) · I2.
Il reste a` e´tudier ZS0
[
V˜θ,Π0
]
R̂0(B,Z;λ)
[
V˜θ,Π0
]
T0. On commence par
e´crire le symbole de V˜θ sous la forme
V˜θ (x, ξ) = V
(
x1 − h 12 ξ2, h 12x2 − hξ1, eθx3
)
= V (Y )− h 12 ξ2 (∂1V ) (Y ) + h 12x2 (∂2V ) (Y ) (4.21)
+
h
2
ξ2
2
(
∂1
2V
)
(Y ) +
h
2
x2
2
(
∂2
2V
)
(Y )− hx2ξ2
(
∂212V
)
(Y )
+h
3
2
∑
α1+α2=3
(−1)α2
α1!α2!
ξ2
α1x2
α2 (∂α11 ∂
α2
2 V ) (Y )+O
(
h2
)
ou` (x, ξ) ∈ R3 × R3 et l’on a note´ Y =
(
x1,−hξ1, eθx3
)
.
Comme V
(
x1,−hξ1, eθx3
)
ne de´pend pas des variables x2, ξ2, on obtient
que l’ope´rateur V W
(
x1,−hD1, eθx3
)
n’agit pas sur L2
(
R
2
x2
,C4
)
et donc
Π̂0
(
V W
(
x1,−hD1, eθx3
)
I4
)
T0 = 0 et S0
(
V W
(
x1,−hD1, eθx3
)
I4
)
Π̂0 = 0.
De l’e´quation (4.18), on obtient l’e´criture de R̂0(B,Z;λ) comme somme de
la se´rie convergente
R̂0(B,Z;λ) =
∞∑
k=0
(−1)kZk
(
R̂0(B, 0;λ)VθΠ̂0
)k
R̂0(B, 0;λ).
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Il reste a` obtenir un de´veloppement asymptotique pour R̂0(B, 0;λ). Pour
cela, on utilise la notion d’ope´rateur pseudodiffe´rentiel avec des symboles a`
valeurs ope´rateurs, de´veloppe´e par A. Balazard-Konlein dans [3]. On conside`re
r̂0(λ) := h
− 1
2 R̂0(B, 0;λ) comme un ope´rateur en les variables x1, x3 a` valeurs
dans L (L2 (Rx2 ;C4)). Comme
R̂0(B,Z;λ) =
∞∑
k=0
(−1)kZkh k+12
(
r̂0(λ)VθΠ̂0
)k
r̂0(λ) , (4.22)
le de´veloppement de r̂0(λ) et l’expression (4.21) assurent que l’ope´rateur re-
cherche´ ZS0
[
V˜θ,Π0
]
R̂0(B,Z;λ)
[
V˜θ,Π0
]
T0 admet bien un de´veloppement
asymptotique de la forme Zh
3
2
∞∑
j=0
h
j
2 bWj (x1, hD1, e
θx3, h
1
2 e−θD3;
√
hZ, h
1
2λ).
De plus, l’holomorphie en la variable
√
hZ de´coule de (4.22) et celle en la va-
riable
√
hλ de´coule du fait que r̂0(λ) est holomorphe en
√
hλ pour λ ∈ Ωδ0,B.
Enfin, on peut remarquer que le symbole du premier terme bW0 est de la
forme
b0
(
x1, hξ1, e
θx3, h
1
2 e−θξ3;
√
hZ,
√
hλ
)
=
(
∂1V
(
x1, hξ1, e
θx3
))2
r11 +(
∂1V
(
x1, hξ1, e
θx3
)
∂2V
(
x1, hξ1, e
θx3
))
r12 +
(
∂2V
(
x1, hξ1, e
θx3
))2
r22
avec rij des symboles dans S
0(R4,M2(C)).
Par conse´quent, ce dernier de´veloppement et (4.20) permettent d’obtenir la
de´composition attendue pour E
(0)
+−(B,Z;λ).
De´monstration du Corollaire 4.9. Si λ ∈ Ωδ0,B est une valeur propre
de P (B,Z; θ), alors il existe un vecteur propre associe´ uλ ∈ D(P (B))\{0}.
Ainsi on a
P(0)(λ)
(
uλ
0
)
=
(
0
S0 (uλ)
)
en multipliant par E(0)(λ), on obtient donc le syste`me
E
(0)
+ (B,Z;λ) (S0uλ) = uλ (4.23)
E
(0)
+−(B,Z;λ) (S0uλ) = 0. (4.24)
L’e´galite´ (4.23) assure que le vecteur S0 (uλ) est non nul et (4.24) montre
qu’il s’agit d’un vecteur propre de E
(0)
+−(B,Z;λ) associe´ a` la valeur propre
0.
Si 0 est une valeur propre de E
(0)
+−(B,Z;λ), alors il existe un vecteur
propre associe´ v0 ∈ L2
(
R
2
x1,x3
,C2
) \{0}. Ainsi on a
E(0)(λ)
(
0
v0
)
=
(
E
(0)
+ (B,Z;λ)v0
0
)
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et donc(
0
v0
)
=P(0)(λ)
(
E
(0)
+ (B,Z;λ)v0
0
)
=
(
(P (B,Z; θ)− λ)
(
E
(0)
+ (B,Z;λ)v0
)
S0E
(0)
+ (B,Z;λ)v0
)
.
Ainsi l’e´galite´ v0 = S0E
(0)
+ (B,Z;λ)v0 assure que le vecteur E
(0)
+ (B,Z;λ)v0
est non nul et l’e´galite´ (P (B,Z; θ) − λ)
(
E
(0)
+ (B,Z;λ)v0
)
= 0 assure qu’il
s’agit d’un vecteur propre de E
(0)
+−(B,Z;λ).
On a donc obtenu que λ ∈ Ωδ0,B est une valeur propre de P (B,Z; θ) si et
seulement si 0 est une valeur propre de E
(0)
+−(B,Z;λ) avec l’e´galite´ des mul-
tiplicite´s ge´ome´triques.
Pour obtenir l’e´galite´ des multiplicite´s alge´briques, on e´tudie le rang du pro-
jecteur Π(θ) = − 12ipi
∮
Γλ
(P (B,Z; θ)− z)−1dz ou` Γλ := {µ ∈ C : |µ− λ| = ε}
et ε¿ 1 pour avoir σ(P (B,Z; θ)) ∩ B(λ, 2ε) = {λ}.
D’apre`s [[23], Appendice 2], on sait que rang
(
− 12ipi
∮
Γλ
(E
(0)
+−(B,Z; z))−1dz
)
6
rang (Π(θ)).
Comme E(0)0 (λ) est l’inverse de P(0)(λ), on obtient la relation
(P (B,Z; θ)− z)−1 =
E(0)(B,Z; z)−E(0)+ (B,Z; z)
(
E
(0)
+−(B,Z; z)
)−1
E
(0)
− (B,Z; z) .
E(0)(B,Z; z) e´tant holomorphe en la variable z, on a
rang (Π(θ)) =
rang
(
1
2ipi
∮
Γλ
E
(0)
+ (B,Z; z)
(
E
(0)
+−(B,Z; z)
)−1
E
(0)
− (B,Z; z)dz
)
.
De plus
rang (Π(θ)) = Tr (Π(θ))
=
1
2ipi
∮
Γλ
Tr
(
E
(0)
+ (B,Z; z)
(
E
(0)
+−(B,Z; z)
)−1
E
(0)
− (B,Z; z)
)
dz
=
1
2ipi
∮
Γλ
Tr
((
E
(0)
+−(B,Z; z)
)−1
E
(0)
− (B,Z; z)E
(0)
+ (B,Z; z)
)
dz.
Comme E
(0)
− (B,Z; z)E
(0)
+ (B,Z; z) = I2+ZS0V˜θR̂0(B,Z; z)R̂0(B,Z; z)V˜θT0 =
I2+O(h2), on en de´duit que rang (Π(θ)) > rang
(
− 12ipi
∮
Γλ
(E
(0)
+−(B,Z; z))−1dz
)
.
Ainsi on a obtenu l’e´galite´ des rangs, autrement dit, la multiplicite´ de λ
valeur propre pour P (B,Z; θ) est e´gale a` celle de 0 valeur propre pour
l’ope´rateur E
(0)
+−(B,Z;λ).
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4.3.2 Etude pre`s de Λ+q et Λ
−
q (pour q > 1)
Soit δ ∈]0; 1[.
On pose pour t ∈ R, z˜+δ,q+1(t) = z+q+1(t) − δ
(
Λ+q+1 − Λ+q
)
et z˜+δ,q−1(t) =
z+q−1(t)− δ
(
Λ+q − Λ+q−1
)
.
Comme pour la de´finition de Ωδ0,B, on peut remarquer que z˜
+
δ,q+1(R) est “au-
dessous” de z+q+1(R) et z˜
+
δ,q−1(R) est “au-dessus” de z
+
q−1(R).
On note ω+δ,q le point d’intersection de z˜
+
δ,q−1(R) et z˜
+
δ,q+1(R). L’ensemble
G+δ,q est l’ensemble borne´, convexe et ferme´ dont la frontie`re est forme´e par[
z˜+δ,q−1(0), z˜
+
δ,q+1(0)
]
et les arcs z˜+δ,q−1([0, t0]), z˜
+
δ,q+1([0; t0]).
On note G˜+δ,q l’inte´rieur de la re´union de G
+
δ,q avec son syme´trique par rap-
port au point Λ+q .
Enfin, on appellera Ωδq,B la re´union de G˜
+
δ,q et de son syme´trique par rapport
a` 0.
Ainsi de´fini, l’ensemble Ωδq,B ve´rifie qu’il existe une constante Cδ,θ,q > 0 telle
que la distance entre Ωδq,B et σ(P (B, 0; θ))\{z+q (R), z−q (R)} est supe´rieure a`
Cδ,θ,qB
− 1
2 .
(Voir la figure (4.3))
Ωδ
q,B
Λ+q
Λ
+
q+1
z
+
q+1
(R)
z
+
q−1
(R)
Λ
−
q−1
Λq−1 + −Λ
−
q
Λ
−
q+1
Fig. 4.3 – Ensemble Ωδq,B pour ℑθ > 0
On a Ωδq,B\
{
Λ+q ,Λ
−
q
} ∩ σ (H2) = ∅.
De meˆme que T0 et S0, on de´finit l’ope´rateur Tq suivant :
Tq : L
2
(
R
2
x1,x3
;C4
) −→ L2 (R3,C4)
f = (f1, f2, f3, f4) 7−→ f1⊗F˜+2q−1 + f2⊗F˜+2q + f3⊗F˜−2q−1 + f4⊗F˜−2q
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et l’ope´rateur Sq par :
Sq : L
2
(
R
3,C4
) −→ L2(R2x1,x3 ;C4)
g 7−→
(〈
g, F˜+2q−1
〉
x2
,
〈
g, F˜+2q
〉
x2
,
〈
g, F˜−2q−1
〉
x2
,
〈
g, F˜−2q
〉
x2
)
.
On conside`re le proble`me de Grushin :
P(q)(λ) : D (P (B))⊕ L2(R2x1,x3 ;C4) −→ L2(R3;C4)⊕ L2(R2x1,x3 ;C4)
P(q)(λ) =
(
P (B,Z; θ)− λ Tq
Sq 0
)
(4.25)
On note par Πq l’ope´rateur compose´ Tq ◦ Sq. Il s’agit de la projection
orthogonale de L2
(
R
3,C4
)
sur L2
(
R
3,C
)⊗ Eq.
On remarque alors que Sq ◦ Tq = Idx1,x3 .
On pose Π̂q := Id−Πq et on de´finit la re´solvante re´duite
R̂q(B,Z;λ) :=
(
Π̂qP (B,Z; θ)Π̂q − λ
)−1
Π̂q.
De meˆme que lors de l’e´tude de R̂0(B,Z;λ), on obtient un re´sultat iden-
tique pour majorer la norme de la re´solvante re´duite R̂q(B,Z;λ) :
Lemme 4.10. Si B et Z ve´rifient (4.11), V satisfait (4.13) et λ ∈ Ωδq,B,
alors ∥∥∥R̂q(B,Z;λ)∥∥∥ 6 C√
B
ou` la constante C > 0 est inde´pendante de B, Z et de λ ∈ Ωδq,B.
La de´monstration de ce Lemme e´tant identique au Lemme 4.7, on ne la
pre´sentera pas.
Pour simplifier l’e´nonce´ et la de´monstration du re´sultat suivant, on va re-
nommer les vecteurs de´finissant Eq comme suit :
ϕ
(q)
1 = F˜
+
2q−1 ϕ
(q)
2 = F˜
+
2q ϕ
(q)
3 = F˜
−
2q−1 ϕ
(q)
4 = F˜
−
2q.
The´ore`me 4.11. Si B et Z ve´rifient (4.11), V satisfait (4.13) et λ ∈ Ωδq,B,
alors le “proble`me de Grushin” P(q)(λ) admet une unique solution donne´e
par
E(q)(λ) =
(
E(q)(B,Z;λ) E
(q)
+ (B,Z;λ)
E
(q)
− (B,Z;λ) E
(q)
+−(B,Z;λ)
)
(4.26)
ou` E
(q)
+−(B,Z;λ) est l’ope´rateur pseudodiffe´rentiel admettant pour de´velop-
pement asymptotique
λI4 − Λ+q α4 − e−θD3α3 − ZV W
(
x1;−hD1, eθx3
)
·I4
−hZ
∞∑
j=0
h
j
2aWj
(
x1, hD1, e
θx3, h
1
2 e−θD3;
√
hZ,
√
hλ
)
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avec aj ∈ S0(R4,M4(C)) et sont holomorphes en les variables
√
hZ et
√
hλ.
Remarque. De meˆme que pour le The´ore`me 4.8, on va obtenir que aW0
est de la forme 14M
(q)
B (∆12V )
W
(
x1,−hD1, eθx3
)·I4 +√hZbW0 ou` b0 est un
e´le´ment de S0(R4,M4(C)) et M (q)B ∈ M4 (C) est la matrice hermitienne
de´finie par
M
(q)
B =
(〈
Hoscϕ
(q)
j , ϕ
(q)
i
〉)
16i,j64
en notant Hosc =
(
D2
2 + x2
2
)
I4.
De meˆme que lors de l’e´tude pre`s des premiers niveaux de Landau-
Dirac, on rame`ne l’e´tude spectrale pre`s de Λ+q et Λ
−
q a` celle de l’ope´rateur
E
(q)
+−(B,Z;λ) pre`s de 0 via le re´sultat suivant :
Corollaire 4.12. Soit q ∈ N⋆.
On suppose que les hypothe`ses du The´ore`me 4.10 sont satisfaites.
Alors : λ ∈ Ωδq,B est une valeur propre de P (B,Z; θ) si et seulement si 0 est
une valeur propre de E
(q)
+−(B,Z;λ).
De plus, les multiplicite´s alge´briques de ces valeurs propres sont identiques.
Remarques. 1) La de´monstration e´tant identique a` celle que Corollaire 4.9,
elle ne sera pas de´veloppe´e.
2) De meˆme que pour l’e´tude pre`s de Λ±0 , on rappelle que les e´le´ments du
spectre discret de P (B,Z; θ) contenus dans Ωδq,B se situent dans l’ensemble
Ωδq,B ∩ {z ∈ C : ℜz · ℑz < 0}.
De´monstration du The´ore`me 4.11. On cherche a` inverser l’ope´rateur
P(q)(λ) en posant comme premie`re approximation
E(q)0 (λ) :=
(
R̂q(B,Z;λ) Tq
Sq e
(q)
0 (λ)
)
ou` e
(q)
0 (λ) := λI4 −
{
Λ+q α4 + e
−θD3α3 + ZSqV˜θTq
}
est un ope´rateur sur
L2
(
R
2;C4
)
.
Le produit P(q)(λ) · E(q)0 (λ) donne alors((
P˜ (B,Z; θ)− λ
)
R̂q(B,Z;λ) + TqSq
(
P˜ (B,Z; θ)− λ
)
Tq + Tqe
(q)
0 (λ)
SqR̂q(B,Z;λ) SqTq
)
.
De nouveau, comme pour l’e´tude du produit P(0)(λ) ·E(0)0 (λ), on montre que
P(q)(λ) · E(q)0 (λ) =
(
Id+ Z
[
Πq, V˜θ
]
R̂q(B,Z;λ) −Z
[
Πq, V˜θ
]
Tq
0 Idx1,x3
)
= I + Kq(λ).
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On veut montrer que ‖Kq(λ)‖ < 1 pour pouvoir inverser I + Kq(λ), pour
cela on e´tudie
[
Πq, V˜θ
]
.
On va utiliser l’e´criture des vecteurs ϕ
(q)
j suivante
ϕ
(q)
1 = c1fq+1 · e1 + c4fq · e4
ϕ
(q)
2 = c2fq · e2 + c3fq+1 · e3
ϕ
(q)
3 = − c4fq · e2 + c1fq+1 · e3
ϕ
(q)
4 = c3fq+1 · e1 − c2fq · e4
ou` l’on rappelle que fj est un vecteur propre, norme´, de l’oscillateur harmo-
nique associe´ a` la valeur propre 2j−1, et (e1, e2, e3, e4) est la base canonique
de C4.
Pour G ∈ L2 (R3;C4), on a[
Πq, V˜θ
]
G = Πq
(
V˜θG
)
− V˜θ (ΠqG)
=
4∑
j=1
(〈
V˜θG,ϕ
(q)
j
〉
ϕ
(q)
j − V˜θ
(〈
G,ϕ
(q)
j
〉
ϕ
(q)
j
))
.
D’apre`s l’e´criture des vecteurs ϕ
(q)
j ci-dessus, et d’apre`s [[54], The´o 2.2], on
obtient
∥∥∥〈[Πq, V˜θ]G, ek〉∥∥∥ = O (B− 12). On en de´duit que ∥∥∥[Πq, V˜θ]∥∥∥ 6
C√
B
, ce qui entraˆıne
∥∥∥Z [Πq, V˜θ] R̂q(B,Z;λ)∥∥∥ 6 C˜B− 1+ε2 .
Ainsi pour B À 1, l’ope´rateur I + Kq(λ) est inversible et son inverse est de
la forme
(I + Kq(λ))
−1 =
(
A(q)(λ) −ZA(q)(λ)Π̂qV˜θTq
0 Idx1,x3
)
ou` A(q)(λ) :=
[
1− Z
[
V˜θ,Πq
]
R̂q(B,Z;λ)
]−1
.
Ainsi P(q)(λ)
[
E(q)0 (λ) · (I + Kq(λ))−1
]
= I et donc on obtient comme ex-
pression de E
(q)
+−(B,Z;λ) :
E
(q)
+−(B,Z;λ) = e
(q)
0 (λ)− ZSqA(q)(λ)Π̂qV˜θTq
=λI4−
{
Λ+q α4+e
−θD3α3+ZSqV˜θTq+ZSqA(q)(λ)Π̂qV˜θTq
}
.
De meˆme que pour l’e´tude pre`s de Λ±0 , comme
∥∥∥Z [Πq,V˜θ]R̂q(B,Z;λ)∥∥∥<1,
et Πq · R̂q(B,Z;λ) = R̂q(B,Z;λ) ·Πq = 0, on en de´duit donc
A(q)(λ) = 1 + Z
[
Πq, V˜θ
]
R̂q(B,Z;λ).
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D’ou`
E
(q)
+−(B,Z;λ) = λI4 − Λ+q α4 − e−θD3α3 − ZSqV˜θTq
−ZSqΠ̂qV˜θTq − Z2Sq
[
V˜θ,Πq
]
R̂q(B,Z;λ)Π̂qV˜θTq
= λI4 − Λ+q α4 − e−θD3α3 − ZSqV˜θTq
−Z2Sq
[
V˜θ,Πq
]
R̂q(B,Z;λ)
[
V˜θ,Πq
]
Tq.
Pour G ∈ L2 (R2x1,x3 ;C4), on a
SqV˜θTqG =
(〈
V˜θG1ϕ
(q)
1 , ϕ
(q)
1
〉
+
〈
V˜θG4ϕ
(q)
4 , ϕ
(q)
1
〉
;〈
V˜θG2ϕ
(q)
2 , ϕ
(q)
2
〉
+
〈
V˜θG3ϕ
(q)
3 , ϕ
(q)
2
〉
;〈
V˜θG3ϕ
(q)
3 , ϕ
(q)
3
〉
+
〈
V˜θG2ϕ
(q)
2 , ϕ
(q)
3
〉
;〈
V˜θG4ϕ
(q)
4 , ϕ
(q)
4
〉
+
〈
V˜θG1ϕ
(q)
1 , ϕ
(q)
4
〉)
.
Ainsi en revenant a` la de´composition des ϕ
(q)
j dans la base canonique de C
4,
on obtient
〈
SqV˜θTqG, e1
〉
=
〈
V˜θ
(
|c1|2G1 + c3c1G4
)
fq+1, fq+1
〉
+
〈
V˜θ
(
|c4|2G1 − c2c4G4
)
fq, fq
〉〈
SqV˜θTqG, e2
〉
=
〈
V˜θ
(
|c2|2G2 + c1c3G3
)
fq, fq
〉
+
〈
V˜θ
(
|c3|2G2 − c4c2G3
)
fq+1, fq+1
〉〈
SqV˜θTqG, e3
〉
=
〈
V˜θ
(
|c4|2G3 − c2c4G2
)
fq, fq
〉
+
〈
V˜θ
(
|c1|2G3 + c3c1G3
)
fq+1, fq+1
〉〈
SqV˜θTqG, e4
〉
=
〈
V˜θ
(
|c3|2G4 + c1c3G1
)
fq+1, fq+1
〉
+
〈
V˜θ
(
|c2|2G4 − c4c1G1
)
fq, fq
〉
.
Comme fq et fq+1 sont des vecteurs propres de l’oscillateur harmonique,
de norme 1, on se retrouve, de nouveau, dans le cadre du travail [54],
et ainsi on obtient que
〈
V˜θ (· ⊗ fq) , fq
〉
et
〈
V˜θ (· ⊗ fq+1) , fq+1
〉
sont des
ope´rateurs pseudodiffe´rentiels sur L2
(
R
2
x1,x3
,C
)
donne´s respectivement par
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les de´veloppements asymptotiques〈
V˜θ (· ⊗ fq) , fq
〉
= V W
(
x1,−hD1, eθx3
)
+ (2q − 1)h4 (∆12V )W
(
x1,−hD1, eθx3
)
+
∞∑
j=2
hjbWj,q
(
x1, hD1, e
θx3
)
〈
V˜θ (· ⊗ fq+1) , fq+1
〉
= V W
(
x1,−hD1, eθx3
)
+ (2q + 1)h4 (∆12V )
W
(
x1,−hD1, eθx3
)
+
∞∑
j=2
hjbWj,q+1
(
x1, hD1, e
θx3
)
ou` les bWj,k sont des ope´rateurs pseudodiffe´rentiels a` symbole dans S
0(R4,C).
On en de´duit donc〈
SqV˜TqG, e1
〉
= V W
(
x1,−hD1, eθx3
) [
(|c1|2 + |c4|2)G1 + (c3c1 − c2c4)G4
]
+(2q + 1)h4 (∆12V )
W
(
x1,−hD1, eθx3
) [|c1|2G1 + c3c1G4]
+(2q − 1)h4 (∆12V )W
(
x1,−hD1, eθx3
) [|c4|2G1 − c2c4G4]
+
∞∑
j=2
hjbWj,q
(
x1, hD1, e
θx3
) (|c1|2G1 − c2c4G4)
+
∞∑
j=2
hjbWj,q+1
(
x1, hD1, e
θx3
) (|c4|2G1 + c3c1G4) .
On peut simplifier cette expression graˆce aux e´galite´s suivantes
|c1|2 + |c4|2 =
∥∥∥ϕ(q)1 ∥∥∥2 = 1
c3c1 − c2c4 = 〈ϕ4, ϕ1〉 = 0
(2q + 1) |c1|2 + (2q − 1) |c4|2 =
〈
Hoscϕ
(q)
1 , ϕ
(q)
1
〉
(2q + 1)c3c1 − (2q − 1)c2c4 =
〈
Hoscϕ
(q)
4 , ϕ
(q)
1
〉
.
Ceci donne〈
SqV˜TqG, e1
〉
= V W
(
x1,−hD1, eθx3
)
(G1)
+h4 (∆12V )
W
(
x1,−hD1, eθx3
)[〈
Hoscϕ
(q)
1 , ϕ
(q)
1
〉
G1+
〈
Hoscϕ
(q)
4 , ϕ
(q)
1
〉
G4
]
+
∞∑
j=2
hjbWj,q
(
x1, hD1, e
θx3
) (|c1|2G1 − c2c4G4)
+
∞∑
j=2
hjbWj,q+1
(
x1, hD1, e
θx3
) (|c4|2G1 + c3c1G4) .
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En faisant de meˆme avec les autres projections
〈
SqV˜TqG, ek
〉
, on obtient le
de´veloppement asymptotique
SqV˜Tq = V
(
x1,−hD1, eθx3
)
I4 +
h
4
(∆12V )
W
(
x1,−hD1, eθx3
)
M
(q)
B
+
∞∑
j=2
hjBWj,q
(
x1, hD1, e
θx3
)
ou` Bj,q ∈ S0(R4,M4(C)) et M (q)B =
(〈
Hoscϕ
(q)
j , ϕ
(q)
i
〉)
16i,j64
est une ma-
trice hermitienne de la forme
〈
Hoscϕ
(q)
1 , ϕ
(q)
1
〉
0 0
〈
Hoscϕ
(q)
4 , ϕ
(q)
1
〉
0
〈
Hoscϕ
(q)
2 , ϕ
(q)
2
〉 〈
Hoscϕ
(q)
3 , ϕ
(q)
2
〉
0
0
〈
Hoscϕ
(q)
2 , ϕ
(q)
3
〉 〈
Hoscϕ
(q)
3 , ϕ
(q)
3
〉
0〈
Hoscϕ
(q)
1 , ϕ
(q)
4
〉
0 0
〈
Hoscϕ
(q)
4 , ϕ
(q)
4
〉
 .
De meˆme que lors de l’e´tude pre`s de Λ±0 , on conclut en utilisant le de´veloppement
asymptotique de SqV˜θR̂q(B,Z;λ)V˜θTq :
SqV˜θR̂q(B,Z;λ)V˜θTq =
∞∑
j=3
h
j
2aWj (x1, hD1, e
θx3, h
1
2 e−θD3;
√
hZ, h
1
2λ)
ou` aj ∈ S0
(
R
4;M4(C)
)
. Par conse´quent, on obtient bien la de´composition
attendue pour E
(q)
+−(B,Z;λ).
Le but de la re´duction a` un hamiltonien effectif est de chercher a` obtenir,
comme X.P. Wang dans [54], l’existence de re´sonances de forme pre`s des
niveaux de Landau-Dirac. Pour cela, on conside`re Q la partie principale
de l’ope´rateur E
(0)
+−(B,Z;λ), et on se rame`ne a` un proble`me semi-classique
en e´tudiant 1
Z
Q ou` Z → ∞. En imposant des conditions ge´ome´triques au
potentiel V , on espe`re pouvoir obtenir l’existence de re´sonances de forme
pre`s Λ±0 .
Annexe A
Annexe sur les valeurs
propres
A.1 Quelques re´sultats connus
• Voici la relation IMS, Ismagilov-Morgan-Sigal :
The´ore`me A.1.
Soient (Ja)a∈A une partition de l’unite´ et l’ope´rateur H = −∆+ V pour un
potentiel V ∈ Kν .
Alors on a la formule de localisation suivante :
H =
∑
a∈A
JaHJa −
∑
a∈A
|∇Ja|2.
En dimension ν = 2, la classe Kν est celle des fonctions mesurables a`
valeurs re´elles V telles que
lim
α↓0
sup
x
∫
|x−y|6α
ln |x− y|−1|V (y)|dy
 = 0.
• Voici le Lemme de Glazman (issu de [7] p. 435) :
On note par N(µ) le nombre de valeurs propres d’un ope´rateur A,
compte´es avec multiplicite´, plus petites que µ.
Lemme A.2. [[7], Lemme 3.1]
Soient DA le domaine de de´finition de l’ope´rateur A et D un sous-espace de
DA tel que A soit essentiellement auto-adjoint sur D.
Alors pour tout λ ∈ R, λ < inf σess(A), on a
N(λ− 0) = sup{dimL : L ⊂ D , 〈Au, u〉 < λ‖u‖2 , ∀u ∈ L\{0}}
• Voici un re´sultat de supersyme´trie applique´ a` l’ope´rateur de Pauli :
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The´ore`me A.3. [[12], The´o 6.4]
Si A ∈ C1(R2,R2), alors les ope´rateurs −∆B +B et −∆B −B ont le meˆme
spectre excepte´ e´ventuellement en 0.
A.2 De´monstration de la Proposition 2.1
On va maintenant se pencher sur la de´monstration du re´sultat the´orique
de ce travail, a` savoir la Proposition 2.1 qui, par la me´thode variation-
nelle employe´e par M. Melgaard et G. Rozenblum, rame`ne le proble`me de
l’asymptotique de N (Λ1, 1− λ|DB − V) a` celui de l’ope´rateur de type Toe-
plitz PV1P ou` P est la projection orthogonale de L
2
(
R
2,C
)
sur Ker(D).
N’ayant pas de confusion possible, on e´crit ici P en lieu et place de PB.
On de´signe par P la projection orthogonale de L2
(
R
2,C2
)
sur Ker(DB − 1).
On a (
u1
u2
)
∈ Ker (DB − 1) ⇐⇒
{
D⋆u2 = 0
Du1 − 2u2 = 0 .
En utilisant le fait que Ker(D⋆) = Ker(DD⋆) = Ker (−∆B +B) = {0}, on
obtient (
u1
u2
)
∈ Ker (DB − 1) ⇐⇒
{
D⋆u2 = 0
D⋆Du1 − 2D⋆u2 = 0
⇐⇒
{
D⋆u2 = 0
D⋆Du1 = 0
⇐⇒
{
u2 = 0
Du1 = 0
AinsiKer(DB−1) =
{(
Q
0
)
∈ D (DB) : Q ∈ Ker(D)
}
. La DB-compacite´ de
l’ope´rateur V entraˆıne que PVP est un ope´rateur compact sur L2
(
R
2,C2
)
. En
utilisant la de´composition L2
(
R
2,C2
)
= Ker(DB − 1)⊕⊥ E, la repre´sentation
matricielle de l’ope´rateur PVP peut s’e´crire
(
PV1P 0
0 0
)
. En particulier, on
en de´duit que n+(λ,PVP) = n+(λ, PV1P ).
• Minoration
Soit ε ∈]0; 1[.
On va utiliser la formulation variationnelle suivante ou` N(l, r|T ) de´signe le
cardinal de σ(T )∩]l; r[ :
Lemme A.4. [[34], Lemme 2.1]
Soient T un ope´rateur autoadjoint sur un espace de Hilbert H, et (l, r) ∈
R
2 tels que l < r.
Alors en posant s := r+l2 et t :=
r−l
2 , on a
N(l, r|T ) = maxdim{L ⊂ D(T ) : ∀u ∈ L\{0}, ‖(T − s)u‖2H < t2‖u‖2H} .
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De plus, si T est un ope´rateur compact sur H et s ∈ R⋆+, alors
n+(s, T ) = maxdim
{L ⊂ H : ∀u ∈ L\{0}, 〈Tu, u〉H > s‖u‖2H} .
On de´finit les re´els γ := 1− Λ−, µλ := 1− λ+ Λ−
2
et τλ := 1− λ− µλ.
On va utiliser le Lemme A.3 en prenant L un sous-espace de Ker(DB − 1).
Comme (1− µλ)2 − τ2λ = λγ, pour u ∈ L\{0}, l’ine´galite´
‖(DB − V− µλ)u‖2 < τ2λ‖u‖2 (A.1)
s’e´crit 0 > λγ‖u‖2 + ‖Vu‖2 − 2(1− µλ)Re (u,Vu).
Comme u ∈ L, il existe u1 ∈ Ker(D) tel que u =
(
u1
0
)
. De plus V1 e´tant a`
valeurs re´elles, on a Re (u,Vu) = 〈u1, V1u1〉. Le potentiel V2 e´tant e´galement
a` valeurs re´elles, on obtient ‖Vu‖2 = (u,V2u). Ainsi (A.1) est e´quivalente a`
λ‖u‖2 < 〈u1,Wλu1〉 (A.2)
ou` Wλ est le potentiel de R
2 dans R de´fini par
Wλ := 2
λ+ τλ
γ
V1 − 1
γ
V 21 = V1
[
1 +
λ
2
− 1
1− Λ−V1
]
.
Ainsi il existe λε ∈]0;+∞[ tel que pour tout λ ∈]0;λε[, on a Wλ 6 W+ε
avec W+ε = V1
[
1− ε · sgn(V1)− 11−Λ−V1
]
. L’ine´galite´ λ‖u‖2 < 〈u,W+ε u〉
entraˆıne donc (A.2).
D’ou`
{L ⊂ L2(R2,C2) : ∀u ∈ L\{0}, 〈W+ε u, u〉 > λ‖u‖2} est un sous-ensemble
de
{L ⊂ L2(R2,C2) : ∀u ∈ L\{0}, 〈Wλu, u〉 > λ‖u‖2}.
On en de´duit donc que pour tout λ ∈]0;λε[,
n+(λ, PW
+
ε P ) 6 n+(λ, PWλP ) 6 N (Λ−, 1− λ|DB − V). (A.3)
La minoration est donc obtenue pour tout ε ∈]0; 1[.
On fait de meˆme pour e´tudier la minoration de N (1+λ,Λ+|DB−V). En
posant γ˜ := Λ+ − 1, µ˜λ := Λ++1+λ2 et τ˜λ := Λ+−1−λ2 , et en prenant toujours
L ⊂ Ker(DB − 1), on a toujours l’ine´galite´ (A.2) avec
Wλ =
2(1−eµλ)eγ V1 − 1eγV 21 = −V1
[
1 + λ2 +
V1eγ
]
.
Mais en notant W−ε := V1
[
1− ε · sgn(V1) + 1eγV1
]
, l’ine´galite´ (A.2) e´quivaut
a` −λ‖u1‖2 > 〈u1,−Wλu1〉. On en de´duit qu’il existe λε ∈]0;+∞[ tel que
pour tout λ ∈]0;λε[, 〈u1,−Wλu1〉 > 〈u1,W−ε u1〉. Par conse´quent, pour tout
λ ∈]0;λε[,
n−(λ, PW−ε P ) 6 N (1 + λ,Λ+|DB − V).
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• Majoration
Cette fois, on va utiliser la DB-compacite´ de l’ope´rateur V et la ca-
racte´risation variationnelle suivante
Lemme A.5. [[34], Lemme 2.1]
On adopte les notations du Lemme A.4.
Si T est un ope´rateur autoadjoint sur H, alors
N(l, r|T ) = min codim{L ⊂ D(T ) : ∀u ∈ L, ‖(T − s)u‖2H > t2‖u‖2H}.
De plus, si T est un ope´rateur compact sur H et s ∈ R⋆+, alors
n+(s, T ) = min codim
{L ⊂ H : ∀u ∈ L, 〈Tu, u〉H 6 s‖u‖2H}.
On convient de noter Λ−(B) := sup
µ∈σ(DB)
µ<1
µ et Λ+(B) := inf
µ∈σ(DB)
µ>1
µ.
Soit Λ0 ∈]Λ−(B); 1[. Comme +1 est le seul point d’accumulation possible de
σ(DB−V), on obtient que N (Λ0,Λ−|DB − V) est fini. On de´finit e´galement
les re´els γ := 1− Λ0, µλ := 1− λ+ Λ0
2
et τλ := 1− λ− µλ.
On note par K le noyau de DB − 1 et par K⊥ son sous-espace orthogonal
dans (D (DB) , (·, ·)).
Ainsi pour u ∈ D (DB), on utilise la de´composition u = u1+ u2 avec u1 ∈ K
et u2 ∈ K⊥. L’ine´galite´ ‖(DB −V− µλ)u‖2 > τ2λ‖u‖2 est alors e´quivalente a`
E(u, λ)
‖(DB − V− µλ)u‖2 − τ2λ‖u1‖2 − τ2λ‖u2‖2 > 0.
On de´compose E(u, λ) en 6 termes :
E(u, λ) = ‖(DB − µλ)u2‖2 − τ2λ‖u2‖2︸ ︷︷ ︸
T1(u,λ)
− 2Re ((1− µλ)u1,V(u1 + u2))︸ ︷︷ ︸
T2(u,λ)
−2Re ((DB−µλ)u2,Vu2)︸ ︷︷ ︸
T3(u,λ)
−2Re ((DB−µλ)u2,Vu1)︸ ︷︷ ︸
T4(u,λ)
+γλ‖u1‖2 + ‖V(u1+u2)‖2.
Soit δ ∈]0; 1[. Appliquant le Lemme A.4 a` l’ope´rateur compact P|V|P, on
obtient l’existence d’un sous-espace vectoriel M˜δ de D (DB) tel que
∀u ∈ M˜δ, (u,P|V|Pu) 6 λδ‖u‖2
n+(λδ, P |V1|P ) 6 codimL2(R2,C2)
(
M˜δ
)
6 n+(λ, P |V1|P )
M˜δ est de la forme Mδ ⊕⊥ H avec Mδ = PM˜δ.
Mais codimL2(R2,C2)
(
M˜δ
)
majorant codimK (Mδ), on obtient{ ∀v ∈Mδ, (v,Vv) 6 λδ‖v‖2
codimK (Mδ) 6 n+(λ, P |V1|P ).
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A partir de maintenant, on va supposer que u1 ∈Mδ.
• De µλ /∈ σ (DB), on a ‖ (DB − µλ)u2‖ > [dist (µλ, σ (DB) \{1})] ‖u2‖.
De plus
dist (µλ, σ (DB) \{1}) > τλ +Ω± ou` Ω± := min[Λ+(B)−1,Λ0−Λ−(B)].
Ainsi T1(u, λ) >
[
1− τ
2
λ
dist (µλ, σ (DB) \{1})2
]2
‖ (DB − µλ)u2‖2.
Comme dist (µλ, σ (DB) \{1}) 6 1−Λ−(B) et Λ−(B) < 0, on en de´duit que
1− Λ−(B) > 1 et dist (µλ, σ (DB) \{1})2 6 (1− Λ−(B))2.
Comme dist (µλ, σ (DB) \{1})2− τ2λ > (τλ+Ω±)2− τ2λ > Ω2±, on obtient
1− τ2λ
dist(µλ,σ(DB)\{1})2 >
Ω2±
(1−Λ−(B))2 . D’ou` T1(u, λ) > c±‖ (DB − µλ)u2‖2 avec
c± :=
Ω2±
(1−Λ−(B))2 .
• L’ine´galite´ de Cauchy-Schwarz applique´e a` Re (u1,Vu2) = Re (Vu1, u2)
et associe´e aux ine´galite´s
‖V1u1‖ 6
√‖V1‖∞√(u1, |V1|u1) et ‖u2‖ 6 1Ω± ‖ (DB − µλ)u2‖
donne
Re (u1,Vu2) 6
√
‖V1‖∞
√
(u1, |V1|u1) 1
Ω±
‖ (DB − µλ)u2‖.
Mais u1 e´tant dans Mδ, on en de´duit que
Re (u1,Vu2) 6
1
Ω±
√
λδ‖V‖∞‖u1‖‖ (DB − µλ)u2‖.
Pour k ∈ R⋆+, on majore 2(1− µλ)Re (u1,Vu2) par(
4·16k
Ω2±
(1− µλ)2‖V‖∞λδ‖u1‖2
) 1
2 ( 1
16k‖(DB − µλ)u2‖2
) 1
2 ,
donc
2(1− µλ)Re (u1,Vu2) 6 128k
Ω2±
(1− µλ)2‖V‖∞λδ‖u1‖2 + 1
8k
‖(DB − µλ)u2‖2.
Ceci donne T2(u, λ) 6 c(k)λδ‖u1‖2 + 1
8k
‖(DB − µλ)u2‖2 ou` l’on a pose´
c(k) :=
[
128k
Ω2±
(1− Λ−(B))‖V‖∞ + 2
]
(1− Λ−(B)).
•D’apre`s l’ine´galite´ de Cauchy-Schwarz, T3(u, λ) 6 2‖(DB−µλ)u2‖.‖Vu2‖
et donc
T3(u, λ) 6
1
8k
‖(DB − µλ)u2‖2 + 8k‖Vu2‖2 .
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On pose µ := 1+Λ02 de sorte que µλ = µ+
λ
2 .
Comme V est DB-compact, V(DB − µ)−1 est un ope´rateur compact sur
L2
(
R
2,C2
)
. D’ou` V est un ope´rateur compact sur l’espace K⊥ muni de
la norme | · |⊥ := ‖(DB − µ) · ‖. Ainsi V2 est un ope´rateur compact sur(
K⊥, | · |⊥
)
, et
n+
(
1
128k2
,V2
)
= maxdim
{L ⊂ K⊥ : ∀v ∈ L\{0}, (V2v, v) > 1
128k2
|v|⊥
}
6 maxdim
{M⊂ D (DB) : ∀v ∈M\{0}, ‖Vv‖2 > 1128k2 ‖(DB − µ)v‖2} .
Le membre de droite de cette ine´galite´ e´tant fini, il existe un s.e.v. Mk de
K⊥ de codimension finie tel que ‖Vv‖2 6 1
128k2
‖(DB − µ)v‖2, pour tout
v ∈Mk. En se servant du fait que
‖(DB − µ)v‖ 6 ‖(DB − µλ)v‖+ λ2‖v‖ et 1 + λ2Ω± < 2,
on montre que pour u2 ∈Mk, on a T3(u, λ) 6 1
4k
‖(DB − µλ)u2‖2.
• De meˆme que pour T3(µ,λ), on peut majorer T4(µ,λ) par la quantite´
2‖(DB − µλ)u2‖·‖Vu1‖. En reprenant les calculs effectue´s pour T2(µ, λ), on
obtient alors
T4(u, λ) 6
1
8k
‖(DB − µλ)u2‖2 + 8kλδ‖V‖∞‖u1‖2.
On en de´duit donc que E(u, λ) est minore´e par
[γ − δ (8k‖V‖∞ + c(k))]λ‖u1‖2 +
[
c± − 12k
] ‖(DB − µλ)u2‖2.
On va maintenant fixer les constantes ε et k :
on choisit k0 > 0 tel que c± − 1
2k0
> 0,
puis ε0 ∈]0; 1[ tel que γ − ε0 (8k0‖V‖∞ + c(k0)) > 0.
Ainsi pour tout u ∈Mε0 ⊕⊥ Mk0 , on a ‖ (DB − µλ − V)u‖ > τλ‖u‖.
De plus codimD(DB)
(
Mε0 ⊕⊥ Mk0
)
6 codimK (Mε0) + codimK⊥ (Mk0), ce
qui donne
codimD(DB)
(
Mε0 ⊕⊥ Mk0
)
6 n+(λ, P |V1|P ) + codimK⊥ (Mk0).
D’apre`s le Lemme A.4, on obtient
N (Λ0, 1− λ|DB − V) 6 n+(λ, P |V1|P ) + codimK⊥ (Mk0).
Ainsi en posant C := codimK⊥ (Mk0) + N (Λ0,Λ−|DB − V), on en de´duit
que
N (Λ−, 1− λ|DB − V) 6 n+(λ, P |V1|P ) + C. (A.4)
Des ine´galite´s (A.3) et (A.4), on en de´duit l’encadrement annonce´ pour
N (Λ−, 1− λ|DB − V).
On fait de meˆme pour obtenir un majorant de N (1 + λ,Λ+|DB −V), et
ainsi obtenir l’encadrement de´sire´.
Annexe B
Annexe sur les re´sonances
B.1 De´monstration du Lemme 4.1
On cherche donc a` de´terminer le spectre de
H2 =α1
(√
Bx2
)
+ α2
(√
BD2
)
+α4
en tant qu’ope´rateur sur L2
(
Rx2 ,C
4
)
.
L’e´criture matricielle de l’ope´rateur H2 est donne´e par
H2=

1 0 0
√
B (x2 − iD2)
0 1
√
B (x2 + iD2) 0
0
√
B (x2 − iD2) −1 0√
B (x2 + iD2) 0 0 −1
.
Notant par (e1, e2, e3, e4) la base canonique de C
4, on de´compose l’espace
L2
(
Rx2 ;C
4
)
en L2
(
Rx2 ;C
2
e1,e4
) ⊕ L2 (Rx2 ;C2e2,e3) pour re´e´crire H2 sous la
forme(
1
√
B (x2 − iD2)√
B (x2 + iD2) −1
)
⊕
(
1
√
B (x2 + iD2)√
B (x2 − iD2) −1
)
.
En posant DB,+, resp. DB,−, le premier, respectivement le second, ope´rateur
pre´sent dans cette somme, on remarque que
σ (H2) = σ (DB,+) ∪ σ (DB,−) (B.1)
De plus, de l’e´quivalence suivante
DB,+
(
u
v
)
= λ
(
u
v
)
⇐⇒ DB,−
(−v
u
)
= −λ
(−v
u
)
on montre que σ (DB,−) est le syme´trique par rapport a` 0 de σ (DB,+).
En notant l’oscillateur harmoniqueHosc := D2
2+x2
2, ope´rateur sur L2 (Rx2 ;C),
on a
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DB,+
2 =
(
1 +B (Hosc − 1) 0
0 1 +B (Hosc + 1)
)
.
On sait que le spectre de Hosc est purement ponctuel, constitue´ de valeurs
propres simples, σ (Hosc) = σd (Hosc) = {2q − 1 : q ∈ N⋆} avec
SEP (Hosc, 2q − 1) = Vect
(
f˜q
)
ou` f˜q (t) = Hq−1 (t) e−
t2
2 avec Hk le polynoˆme d’Hermite d’ordre k et la
norme ve´rifie
∥∥∥f˜q∥∥∥2 = √pi2q−1(q − 1)!.
En normalisant
(
f˜q
)
q>1
, on obtient la famille (fq)q∈N⋆ qui forme une b.o.n.
de L2 (Rx2 ;C).
Le spectre des ope´rateurs 1 +B (Hosc − 1) et 1 +B (Hosc + 1) est constitue´
de valeurs propres simples, plus pre´cise´ment
σ (1 +B (Hosc − 1)) = σd (1 +B (Hosc − 1)) = {1 + 2B(q − 1) : q ∈ N⋆}
avec SEP (1 +B (Hosc − 1) , 1 + 2B(q − 1)) = Vect
(
f˜q
)
σ (1 +B (Hosc + 1)) = σd (1 +B (Hosc + 1)) = {1 + 2Bq : q ∈ N⋆}
avec SEP (1 +B (Hosc − 1) , 1 + 2Bq) = Vect
(
f˜q
)
.
On en de´duit donc
σ
(
DB,+
2
)
= σd
(
DB,+
2
)
= {1 + 2Bk : k ∈ N}
avec SEP
(
DB,+
2,+1
)
= Vect
((
f˜1
0
))
et pour q > 1 , SEP
(
DB,+
2, 1 + 2Bq
)
= Vect
((
f˜q+1
0
)
;
(
0
f˜q
))
.
A l’aide de ces vecteurs propres de DB,+
2 et en s’inspirant de la de´monstration
d’I. Shigekawa [[50], Prop 2.5], on construit les vecteur propres de DB,+ :
σ (DB,+) = σd (DB,+) =
{
Λ+0
} ∪ {Λ±q : q > 1}
avec SEP
(
DB,+,Λ
+
0
)
= Vect
((
f˜1
0
))
et pour q > 1 , SEP
(
DB,+,Λ
±
q
)
= Vect
(((
Λ+q ± 1
)
f˜q+1
2iq
√
Bf˜q
))
.
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D’apre`s (B.1), on en de´duit que σ (H2) = σd (H2) =
{
Λ±q : q ∈ N
}
avec
SEP
(
H2,Λ
+
0
)
= Vect


f˜1
0
0
0

 et SEP (H2,Λ−0 ) = Vect


0
0
f˜1
0


et pour q > 1
SEP
(
H2,Λ
±
q
)
= Vect


(
Λ+q ± 1
)
f˜q+1
0
0
2iq
√
Bf˜q
 ;

0
−2iq√Bf˜q(
Λ+q ∓ 1
)
f˜q+1
0

 .
On posera alors pour la suite :
F+0 :=

f˜1
0
0
0
 et F−0 :=

0
0
f˜1
0
 et pour q > 1,
F+2q−1 :=

(
Λ+q + 1
)
f˜q+1
0
0
2iq
√
Bf˜q
 et F−2q−1 :=α3(F+2q−1)=

0
−2iq√Bf˜q(
Λ+q + 1
)
f˜q+1
0

F+2q :=

0
−2iq√Bf˜q(
Λ+q − 1
)
f˜q+1
0
 et F−2q :=α3(F+2q)=

(
Λ+q − 1
)
f˜q+1
0
0
2iq
√
Bf˜q
.
De plus, en normalisant ces vecteurs F±k , on obtient que la famille
(
F˜±k
)
k∈N
re´alise une b.o.n. de L2
(
Rx2 ;C
4
)
.
B.2 Quelques re´sultats connus
On rappelle un re´sultat issu de [48], utilise´ pour la de´monstration du
Lemme 4.3 :
Lemme B.1. [[48], The´o 4.6]
Soit A un ope´rateur ferme´ sur un espace de Banach.
Si B est A-compact, alors σess(A) = σess(A+B).
On rappelle le The´ore`me de Fredholm analytique :
The´ore`me B.2. [[44], The´o VI.14]
Soient D un ouvert connexe de C et f : D → L(H) une fonction analytique
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a` valeurs ope´rateurs telle que f(z) est ope´rateur compact pour tout z ∈ D.
Alors on a soit
(a) (I − f(z))−1 n’existe pour aucun z ∈ D
soit
(b) (I−f(z))−1 existe pour tout z ∈ D\S ou` S est un sous-ensemble discret
de D. Dans ce cas, (I − f(z))−1 est me´romorphe dans D, analytique dans
D\S, les re´sidus aux poˆles sont des ope´rateurs de rang fini, et si z ∈ S,
alors f(z)ψ = ψ admet une solution non nulle dans H.
The´ore`me B.3. [[24], The´o 6.10]
Soit A un ope´rateur auto-adjoint sur un espace de Hilbert H et λ une valeur
propre plonge´e.
La projection Pλ sur l’espace propre est donne´ par
Pλ = s− lim
ε→0±
(−iε)(A− λ− iε)−1.
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Proprie´te´s spectrales de l’ope´rateur de Dirac
avec un champ magne´tique intense
Mots cle´s : ope´rateur de Dirac, champ magne´tique, valeur propre,
re´sonance.
Re´sume´ : On e´tudie l’ope´rateur de Dirac bidimensionnel avec un champ
magne´tique tendant vers l’infini en l’infini. Le spectre d’un tel ope´rateur est
uniquement compose´ de valeurs propres et en particulier le spectre essentiel
est re´duit a` un point. Pour un champ magne´tique a` croissance polynomiale,
on donne l’e´quivalent des valeurs propres a` l’infini.
Quand on perturbe cet ope´rateur par un potentiel e´lectrique tendant vers
ze´ro a` l’infini avec une de´croissance polynomiale, exponentielle ou a` support
compact, des valeurs propres sont cre´e´es pre`s du point du spectre essentiel.
On e´tudie le comportement asymptotique du spectre discret de l’ope´rateur
perturbe´ pre`s de ce point.
Pour l’ope´rateur de Dirac tridimensionnel avec un champ magne´tique
constant, on de´finit les re´sonances a` l’aide de la me´thode de dilatation ana-
lytique. Graˆce a` la me´thode de Grushin, on e´tudie les re´sonances pre`s des
niveaux de Landau-Dirac a` l’aide d’un hamiltonien effectif.
Spectral properties of Dirac operators
with strong magnetic fields
Keywords : Dirac operators, magnetic fields, eigenvalues, resonances.
Abstract :We study bidimensional Dirac operator with magnetic fields
which grow unboundedly at infinity. The spectrum of such operator is com-
posed only of eigenvalues and in particular the essential spectrum is reduced
to one point. For power-like increasing magnetic field, we give an equivalent
of the eigenvalues at infinity.
When we perturbe this operator by an electric potential which decays
to zero at infinity with power-like decay, exponential decay or with compact
support, some eigenvalues are created near essential spectrum. We investi-
gate the asymptotic behaviour of the discrete spectrum near this point.
For tridimensional Dirac operator with constant magnetic fields, we de-
fine resonances with analytical dilatation. Using Grushin’s method, we study
the resonances near Landau-Dirac levels with the help of effective hamilto-
nian.
