Generación de características, análisis de imágenes y reconocimiento de patrones con restricciones temporales by Giacomantone, Javier et al.
 
Generación de Características, Análisis de Imágenes y Reconocimiento de 
Patrones con restricciones temporales 
 
 
Javier Giacomantone, Lucía Violini, Luciano Lorenti, María José Abásolo, 
Oscar Bria, Marcelo Naiouf, Armando De Giusti 
 
Instituto de Investigación en Informática LIDI (III-LIDI) 
 Facultad de Informática – UNLP 
 
{jog, lviolini, lorenti, mjabasolo, obria, mnaiouf, degiusti}@lidi.info.unlp.edu.ar 
 
 
 
CONTEXTO 
 
Esta línea de investigación y desarrolo 
(I/D) forma parte del proyecto “Cómputo 
Paralelo de Altas Prestaciones (HPC). Fun-
damentos y Evaluación de Rendimiento en 
HPC. Aplicaciones a Sistemas Inteligentes, 
Simulación y Tratamiento de Imágenes – 
11/F017”, del Instituto de Investigación en 
Informática LIDI acreditado por la UNLP 
en el marco del Programa de Incentivos. 
 
            
RESUMEN 
Este trabajo describe una línea de I/D y los 
resultados esperados de la misma. El obje-
tivo principal es analizar, desarolar y eva-
luar modelos y métodos computacionales. 
Los dos ejes principales de investigación 
son, generación de características y recono-
cimiento estadístico de patrones. Se anali-
zan métodos de generación de característi-
cas a partir de señales en general y de imá-
genes digitales en particular. Todos los sis-
temas de reconocimiento de patrones dise-
ñados o analizados responden a un modelo 
integral, en los cuales el énfasis esta dado 
en el análisis científico de cada etapa o mé-
todo empleado, descartando soluciones em-
píricas no justificadas y aplicaciones reite-
rativas sin aporte cierto. El método de clasi-
ficación subyacente, la relación con el mo-
delo de generación y el análisis de rendi-
miento es evaluado para determinar su po-
sible aplicación en tiempo real.  
 
Palabras Clave: Reconocimiento de Patro-
nes. Análisis de Imágenes. Aprendizaje Au-
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1. INTRODUCCION 
 
Los sistemas de reconocimiento automático 
de patrones tienen como objetivo principal 
descubrir la naturaleza subyacente de un fe-
nómeno u objeto, describiendo y seleccio-
nado las características fundamentales que 
permitan clasificarlos en una categoría de-
terminada [1][2]. Hay múltiples aplicacio-
nes en diversas disciplinas científicas 
[3][4], por lo tanto el diseño de cada etapa 
requiere de criterios de análisis conjuntos 
[5] para validar los resultados [6][7]. El es-
pectro de aplicaciones de los sistemas de 
reconocimiento automático de patrones es 
muy amplio. Entre las principales áreas de 
aplicación podemos mencionar: reconoci-
miento de voz, escritura, iris, y huelas di-
gitales. También se puede mencionar el 
creciente número de aplicaciones en biolo-
gía y medicina como: reconocimiento de 
secuencias ADN, mamografías, electrocar-
diogramas y electroencefalogramas. En ge-
neral todo tipo de fenómeno físico o quími-
co del cual podamos directa o indirectamen-
te extraer descriptores viables, es poten-
cialmente tratable por un sistema automáti-
co de reconocimiento de patrones. Algunos 
de elos tienen protocolos precisos para su 
implementación producto de años de inves-
tigación básica. Es necesario por lo tanto 
diferenciar claramente las hipótesis plan-
teadas para proponer modelos o métodos, 
de los protocolos conocidos y las solucio-
nes empíricas de menor alcance que los 
mismos protocolos. Es de particular interés 
en esta línea de I/D la generación de carac-
terísticas a partir de imágenes digitales. Se 
analizan problemas en cada una de las tres 
etapas en que un modelo general clásico de 
un sistema automático puede ser dividido: 
sensor, selector de características y clasifi-
cador. La primera etapa puede ser conside-
rada a su vez como la que trata de obtener 
la representación más fiel del fenómeno es-
tudiado, y como un módulo que permite 
generar características del mismo. La etapa 
de selección de características permite sim-
plificar la etapa de clasificación al generar 
un vector de entrada con mayor potencial 
de discriminación entre clases y menor re-
dundancia de información. La etapa de cla-
sificación finalmente asigna un patrón a la 
clase correspondiente minimizando la pro-
babilidad de error del sistema.  
 
1.1 Reconocimiento de Patrones 
 
El trabajo actual lo podemos clasificar en 
tres tópicos bien diferenciados correspon-
dientes a tres sub-disciplinas dentro del 
área. La primera es clasificación supervisa-
da donde el énfasis de nuestro trabajo es en 
métodos de clasificación basados en nú-
cleos dispersos, en particular máquinas de 
soporte vectorial. La segunda es en clasifi-
cación no supervisada donde la principal 
línea de trabajo son las técnicas de agrupa-
miento. Actualmente con énfasis en detec-
ción de valores atípicos, métodos basados 
en teoría espectral de grafos y su aplicación 
a imágenes de rango. El tercer tópico de 
fundamental importancia es el de reducción 
de dimensión en particular selección de ca-
racterísticas. Las máquinas de soporte vec-
torial (SVM) [8] son métodos fundamenta-
les en sistemas de aprendizaje automático 
tanto en clasificación como en regresión. 
Entre las variadas aplicaciones de los mis-
mos podemos mencionar: reconocimiento y 
caracterización de texto manuscrito, detec-
ción ultrasónica de falas en materiales, cla-
sificación de imágenes médicas [9], siste-
mas biométricos [10], clasificación en bio-
informática [11] y en física de altas ener-
gías [12]. Las SVM implementan reglas de 
decisión complejas, por medio de una fun-
ción no lineal que permite mapear los pun-
tos de entrenamiento a un espacio de mayor 
dimensión. En el nuevo espacio de caracte-
rísticas las clases son separadas por un hi-
perplano, siendo este el que maximiza la 
distancia entre el mismo y los puntos de en-
trenamiento. Las SVM cumplen un rol muy 
importante en teoría de aprendizaje estadís-
tico y cuando es necesario entrenar un clasi-
ficador no lineal en un espacio de caracte-
rísticas de considerable dimensión con un 
número limitado de muestras. Podemos di-
ferenciar dos aspectos importantes que en 
general reciben la denominación de maqui-
nas de soporte vectorial, el uso de SVM en 
clasificación SVC y el uso de las mismas en 
regresión SVR. La línea de investigación 
propuesta estudia ambos aspectos y en par-
ticular en el caso de clasificación mediante 
SVM tiene como objetivo diseñar sistemas 
con alta capacidad de generalización. En 
cuanto al nivel de implementación de las 
mismas se estudian SVM paralelas y se-
cuenciales (PSVM, SSVM) [13]. 
Las series temporales son el resultado de 
medidas de distintos fenómenos  físicos en 
la naturaleza pero también son comunes en 
econometría, marketing, control industrial y 
como resultado de métodos de monitoreo y 
diagnóstico en medicina. La clasificación 
de las series temporales obtenidas a partir 
de estudios funcionales del cerebro, son un 
ejemplo de abordaje multidisciplinario, 
donde uno de sus aspectos fundamentales 
es el de reconocimiento de patrones. La 
aplicación, adaptación y adecuada selección 
de kernels de SVM a series temporales es 
un tema de investigación actual [14][15]. 
Las series pueden ser unidimensionales o 
multidimensionales con corelación tanto 
temporal como espacial. Entre los temas ac-
tuales de investigación que involucran los 
conceptos anteriores podemos citar estudios 
en neurociencias por medio de resonancia 
magnética funcional (fMRI), electroencefa-
logramas (EEGs) y magnetoencefalogramas 
(MEGs) [16][17]. 
Los métodos espectrales de agrupamiento 
explotan la estructura de autovalores de la 
matriz de semejanza u otras matrices deri-
vadas, generando una partición en agrupa-
mientos disjuntos. El primer paso en la 
construcción de un algoritmo de agrupa-
miento espectral es definir la matriz de si-
milaridad basada en los pesos de las aristas 
entre nodos [18]. En segundo término se 
contruye el laplaciano del grafo y luego se 
realiza el corespondiente análisis de auto-
valores y autovectores [19]. En esta línea de 
I/D el énfasis está centrado, en primer tér-
mino, en el estudio de las diversas formula-
ciones de los métodos de agrupamiento es-
pectral y sus características particulares. En 
segundo término tiene particular interés el 
estudio de la aplicabilidad de los métodos 
espectrales de agrupamiento en el problema 
de detección de valores atípicos [21] y en el 
problema de segmentación de imágenes 
[20][30].  El tercer tema central de la línea 
de I/D descripta en este artículo es el de re-
ducción de dimensión, asociado directa-
mente con problemas que presentan alta 
dimensión en sus patrones con respecto al 
número de muestras en el conjunto de dise-
ño y los problemas en el que el número de 
parámetros es relativamente alto con res-
pecto al número de patrones disponibles pa-
ra el diseño del sistema de clasificación. Se 
consideran dos abordajes para resolver el 
problema de reducción de dimensión, ex-
tracción de características y selección de ca-
racterísticas. Se estudian dos tipos de pro-
blemas supervisados y no supervisados, y 
transformaciones lineales y no lineales del 
espacio de características [22][31].  
 
1.2 Análisis de Imágenes 
 
Esta línea de investigación estudia no solo 
la adquisición directa del conjunto de carac-
terísticas denominado descriptor sino los 
métodos de generación de características 
indirectos obtenidos a partir del análisis de 
distinto tipo de señales. El segundo objetivo 
es caracterizar la calidad de los mismos 
mediante cinco parámetros principales: uni-
cidad, congruencia, invariancia, abstracción 
y sensibilidad. La naturaleza de las imáge-
nes digitales analizadas es amplia desde 
imágenes naturales obtenidas por reflexión 
o transmisión, imágenes multi-espectrales, 
imágenes de resonancia magnética o reso-
nancia magnética funcional [23] como tam-
bién imágenes de rango obtenidas mediante 
cámaras de tiempo de vuelo [24][25]. Po-
demos identificar una metodología común. 
Es necesario segmentar la imagen, dividirla 
en sus partes constitutivas u objetos que la 
componen donde el nivel de segmentación 
depende del problema analizado. Una vez 
determinados los elementos de la imagen 
que componen los objetos de interés y el 
fondo es posible investigar que método, o 
proponer un nuevo método que permita ob-
tener un descriptor [26][27]. El tipo de in-
formación que se utiliza es muy dependien-
te del problema abordado. Si bien se anali-
zan distintas taxonomías posibles, los prin-
cipales métodos utilizados tienen en cuenta 
características como el color, la textura, el 
espectro de frecuencias, propiedades geo-
métricas y análisis en distintas escalas. Se 
investigan métodos de generación de carac-
terísticas  que además de mejorar el rendi-
miento con respecto a los parámetros ante-
riores puedan también satisfacer restriccio-
nes temporales [28] para problemas especí-
ficos, como interfaces hombre-máquina no 
convencionales [29]. 
 
 
2. LINEAS DE INVESTIGACION y 
DESARROLLO 
 
 Modelos y métodos computacionales en 
Análisis de Imágenes y Reconocimiento 
de Patrones. 
 Métodos de estimación de parámetros 
para clasificadores Bayesianos.  
 Clasificación no supervisada. Técnicas 
de agrupamiento (clustering). 
 Selección y extracción de características. 
 Métricas y pseudométricas. 
 Criterios de evaluación de desempeño en 
sistemas de clasificación automática. 
 Criterios y algoritmos para combinación 
de clasificadores. 
 Máquinas de soporte vectorial. Kernels y 
algoritmos de optimización. 
 Clasificación de series temporales y cla-
sificación contextual. 
 Análisis de Señales Digitales. 
 
 
 3. RESULTADOS OBTENIDOS 
/ESPERADOS 
 
 Desarrolar modelos y optimizar algo-
ritmos particulares de clasificación su-
pervisada y no supervisada. 
 Evaluación de los métodos de análisis 
de desempeño y su aplicación sobre los 
clasificadores y conjuntos de datos pro-
puestos. 
 Construcción de una mesa multi-táctil 
basada en visión por computador para 
su uso en educación especial [29]. 
 Se estudiaron y propusieron métodos 
para detección en series temporales de 
fMRI [23][32]. 
 Se realizó la evaluación de rendimiento 
en sistemas de reconocimiento de pa-
trones supervisados y de clasificación 
binaria [16]. 
 Se desarrolaron métodos de segmenta-
ción de imágenes de rango [20][30][33]. 
 Desarrolo de técnicas de selección en 
espacios multi-dimensionales [31]. 
 
4. FORMACION DE RECURSOS HU-
MANOS 
 
La formación de recursos humanos en esta 
línea I/D se puede clasificar como indirecta 
o directa. En forma directa, actualmente, 
hay dos investigadores realizando su docto-
rado y cuatro alumnos han concluido tesi-
nas. Indirectamente como área permanente 
de consulta para investigadores de líneas de 
I/D estrechamente relacionadas. 
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