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Abstract—mmWave technology is set to become a main feature
of next generation wireless networks, e.g., 5G mobile and WiFi
802.11ad/ay. Among the basic and most fundamental challenges
facing mmWave is the ability to overcome its unfavorable
propagation characteristics using energy efficient solutions. This
has been addressed using innovative transceiver architectures.
However, these architectures have their own limitations when
it comes to channel estimation. This paper focuses on channel
estimation and poses it as a source compression problem, where
channel measurements are designed to mimic an encoded (com-
pressed) version of the channel. We show that linear source codes
can significantly reduce the number of channel measurements
required to discover all channel paths. We also propose a deep-
learning-based approach for decoding the obtained measure-
ments, which enables high-speed and efficient channel discovery.
I. INTRODUCTION
Wireless networks today carry billions of gigabytes of
data per month. Meanwhile, the global mobile data traffic is
expected to increase at a compound annual growth rate of
47% to reach 49 exabytes by the year 2021 [1]. In order to
meet this ever-increasing data traffic demand, next-generation
wireless networks are bound to exploit the under-utilized
millimeter wave (mmWave) frequency band [2]–[4] which
promises orders of magnitude increase in data rates due to the
large bandwidth available compared to sub-6 GHz frequencies.
mmWave, however, is hampered with severe path losses [?]
which render its propagation characteristics unfavorable. To
overcome this hindrance, large gain, highly-directional antenna
arrays are proposed as a counter measure. The idea here is
to design antennas with large enough aperture that generate
narrow beam patterns which can concentrate the transmitted
power into small angular directions. This way, signals can
travel longer distances under strong attenuation. Fortunately,
this is made possible by the small wavelength of mmWave
signals which allows tens or hundreds of antenna elements to
be packed in typical-sized mobile devices. The narrow beam
design is also great for spatial reuse where multiple com-
munication links can, simultaneously, be active with minimal
interference [5].
Large antenna arrays, however, create other challenges.
For example, the use of traditional, fully-digital transceivers
has been ruled out due to their high power consumption.
This prompted studying alternative energy-efficient transceiver
architectures including analog and hybrid transceivers as well
as transceivers with a network of switches between its antennas
and RF chains [6]. In general, different transceivers have vary-
ing architectural complexity and are associated with different
levels of energy consumption. They also pose several chal-
lenges to channel estimation, transmit-precoding and receive-
combining. Moreover, the narrow beams make maintaining
TX-RX alignment very sensitive to blockage and mobility.
In this work, we focus on the problem of channel esti-
mation in mmWave communication networks. The challenges
of this problem arise due to the large antenna arrays em-
ployed at TX and RX combined with the limited capabilities
of the commonly considered energy-efficient transceivers. In
particular, the time overhead associated with estimating the
mmWave channel matrix can be quite large. Hence, reducing
the number of channel measurements is a critical step to
facilitate mmWave networks. This is especially crucial due
to the relatively short coherence time of mmWave channels1.
Fortunately, reducing the number of measurements does not
necessarily decrease the quality of channel estimation. This is
due to the sparse nature of mmWave channels; a feature that
has been revealed by empirical measurement studies [4], [8]
and further adopted by statistical mmWave channel models
[?].
Numerous solutions for reducing the number of channel
measurements have been proposed in literature with Com-
pressed Sensing at the center of most of these solutions [9].
Compressed sensing is a technique used to recover sparse
signals from a small number of linear measurements. The
essence of compressed sensing is that if the measured signal
is known to be compressible (by some transform coding), then
we could reliably recover the signal using an under-determined
system of linear measurements. Other approaches also include
measurements with hierarchical beam patterns that sequen-
tially narrow down the angular direction(s) containing channel
paths, and measurements with overlapped beam patterns where
each measurement combines signals received from random
angular directions [10]. In this paper, however, we propose an
alternative approach that is directly inspired by source coding
(data compression).
Solution Overview: In the source coding problem, the
objective is to encode information sequences using codewords
1The coherence time is inversely proportional to carrier frequency (and the
Doppler spread) [7]
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with smaller expected length. The idea here is to get rid of
redundancies in the source and obtain shorter, more efficient,
representation for the data. This problem is well studied and
many source compression codes have been developed. Now, if
we imagine that mmWave channels are information sequences,
then we can use source codes to encode them and generate
shorter channel representations. Then, by designing the chan-
nel measurements to be equivalent to encoded channels, we
can significantly reduce the number of required measurements.
This number is dependent on the compression ratio of the used
code and the sparsity structure of the channel.
The obvious impediment to making this idea work is that
source codes are originally designed to encode information
sequences that take values from finite fields, e.g., the binary
field F2. On the other hand, channel matrices take values from
the complex field C. In this paper, we will extend the use of
source codes to information sequences with complex values.
We will also design channel measurements such that they
imitate the encoding function of specific source codes. Finally,
we will map the channel measurements to their correspond-
ing estimated channels which is analogous to decoding the
codewords in source coding. The framework described in this
paper accounts for the channel size (i.e., number of antenna
elements in antenna arrays) and its sparsity level.
We only focus on linear source codes2 in this paper, which
translates in linear mapping between the channel vectors and
their respective measurements. The key contributions of this
work can be summarized as follows:
• A direct analogy between path discovery of mmWave
channels and the problem of source compression is
provided. We show that linear source codes could be
efficiently utilized to design channel measurements that
can be uniquely mapped to the measured channels.
• The number of required channel measurements is shown
to be dependent on the compression ratio of the chosen
source code.
• The complex function of decoding the observed measure-
ments is achieved using supervised deep learning, which
enables very high speed processing.
Related Work: Both compressed sensing and our pro-
posed source coding based solution share the concept of
compressibility of the source. However, compressed sensing
uses random linear combinations of the observed sparse source
to obtain the measurements vector (e.g., with coefficients
∼ N (0, 1)). When this solution is incorporated in mm-wave
channel estimation, it translates into designing antenna beam
patterns of highly irregular shapes. Such beam patterns are
difficult to obtain and are sensitive to the presence of side
lobes, beam overlap and resolution of phase quantizers. On the
other hand, the source coding based solution allows for better
2These are codes where a linear transformation between the original
information sequences and their corresponding encoded ones exists. The linear
transformation is given by a generator matrix, denoted by G ∈ {0, 1}m×n.
Specifically, if x ∈ {0, 1}n and sx ∈ {0, 1}m are column vectors that
denote the original information sequence and its code under G, respectively,
then, we have that sx = Gx.
structure of antenna patterns. Precisely, for each measurement,
a specific angular direction is either included (with constant
gain/coefficient) or is excluded. This will be discussed in
details in Section II and highlighted in Fig. 2.
Our earlier work in [11] presented a “Linear Block Coding”
(LBC) based solution for mmWave channel estimation, where
we drew an analogy between mmWave path discovery and er-
ror discovery in channel codes. Source compression, however,
is a more natural fit for this problem. Further, it enables us to
evaluate basic fundamental limits on the minimum number of
measurements needed for certain levels of performance. The
solution in [11] is in fact a special case of our source-coding-
based solution since LBCs can be used as syndrome source
codes [12].
Similar to [10], our proposed solution also uses the idea
of designing overlapped antenna beams to obtain the channel
measurements. However, the angular directions whose beams
are overlapped is going to be exactly determined by some
corresponding source code instead of being randomly selected
like in [10]. This makes our solution capable of discovering
multiple channel paths unlike [10] which still has to account
for the existence of multiple paths to determine the number of
measurements but can only discover the strongest one.
Decoding the obtained measurements can be achieved using
a variety of tools including: i) the “look-up” table method,
proposed in [13], which is only suitable for transceivers
with few-bit ADCs, ii) the “search” method which entails a
combinatorial search over the column space of the sensing
matrix [13] and iii) the “Approximate Message Passing”
(AMP) algorithms [14] and their variants, e.g., GAMP/VAMP
[15], among other methods. These methods widely vary in
computational complexity and accuracy. In general, the more
accurate methods require higher computational complexity.
Alternatively, in this paper, we propose a Deep Learning
(DL) approach for decoding the measurements which promises
high-speed, yet accurate decoding. Deep learning is very
powerful in extracting patterns from large amounts of data. It
has been widely used in problems of computer vision, speech
recognition and natural language processing. Recently, it has
also been applied to problems in electrical communications
[16], including, but not limited to channel estimation [17],
[18].
II. MOTIVATING EXAMPLE
We present a simple illustrative example that highlights the
features of our proposed source coding-based beam discovery.
Problem set-up: Consider a point-to-point mm-wave channel
with single transmit-multiple receive antennas. The transmitter,
having just one antenna, can only perform omni-directional
transmission. The receiver, on the other hand, is capable of
forming directional antenna beam patterns. However, initially,
the receiver does not know which direction offers the highest
TX signal power. To acquire such knowledge, the receiver
performs several channel measurements, the results of which
will determine the optimal direction for its beam alignment.
Channel description: Let nt = 1 and nr = 15 denote the
number of TX and RX antennas, respectively, and let q =(
q0 q1 . . . q14
)T
denote the corresponding 15×1 channel
vector where qi represents the channel gain between the TX
antenna and the ith RX antenna. Let the corresponding angular
(virtual) channel of q be denoted by qa such that
qa =
(
qa0 q
a
1 . . . q
a
14
)T
, (1)
where qai ’s are the channel gain values received from different
AoAs. Note that qa can be mapped to and from q using the
unitary Discrete Fourier Transform (DFT) matrix Ur such that
qa = UHr q (this linear transformation and the construction of
Ur will be described in detail in Section III. Interested readers
can find more details in [7, Chapter 7.3.4]).
We assume a single-path channel where only one path
between TX and RX may exist. Let the path gain be denoted
by α. For simplicity, let α = 1. Further, let us assume a perfect
sparsity model where the AoA of the channel path, if it exists,
lie along one of the AoAs defined in Ur. Thus the path gain
only contributes to a single component in qa. This means that,
if a channel path exists, then ∃i0 such that qai0=1 while qai =0
∀i6=i0, otherwise qai = 0 ∀i.
Channel measurements: The TX sends pilot symbols of
the form x=1, while the RX observes a vector of size 15×1,
denoted by y, at its antenna array. This can be represented as
y = qx = q. (2)
Thus, the received vector y is exactly the channel vector
we want to estimate. We also have that ya=UHr y=q
a is
the received vector represented in the angular domain. The
receiver performs a sequence of channel measurements using
different receive combining (rx-combining) vectors wi. We
denote the ith measurement symbol by ysi such that
ysi = w
H
i y = w
H
i q. (3)
The collection of all measurements forms the measurement
vector ys where
ys =
(
ys0 y
s
1 . . . y
s
m−1
)T
. (4)
Objective: Find the best direction of beam alignment at RX
using fewest number of measurements.
Solution: We will describe two solutions for this problem; one
that is simple but requires a large number of measurements and
another more clever one that requires fewer measurements.
(i) Simple solution: This is the straightforward approach of
scanning the channel, one AoA direction at a time. That
is, we sequentially focus the antenna beam pattern at one
specific AoA direction to obtain its corresponding channel
gain component. Fig. 1 depicts all 15 possible antenna beam
patterns, each of which can be obtained using a specific design
of wi. Accordingly, the number of required measurements is
m = nr = 15.
(ii) Source-Coding-Based solution: Based on the channel
description provided above, we can think of qa as an informa-
tion sequence of length 15 produced by a binary information
source (since qai ∈ {0, 1}). If we behold this information
Fig. 1: All the possible 15 antenna beams.
theoretic view of the channel vector, then we can see that qa
contains a lot of redundant information. This redundancy can
be reduced using source coding techniques which can produce
shorter codewords that represent the channels. Then, we can
design channel measurements ys such that each measurement
produces a single component of its corresponding codeword
(compressed channel vector). The main result of this paper
is that, by carefully choosing a source code, a one-to-one
mapping between the measurements, ys, and qa exists.
We model the channel as a binary data source that emits
one of 16 possible channel vectors; 15 of which represent the
case of a single path existing at one of the 15 components of
qa plus the 0 vector which represents the case of no existing
paths in the channel. Let Qa denote the set of all possible
angular channel vectors. Hence, |Qa| = 16. We will shortly
explain the details of encoding qa and how measurements
that mimic the encoding function are designed, but let us first
discuss the lower bound on the number of measurements using
this approach. Let P (qa) denote the probability of occurrence
of qa ∈ Qa. Suppose that all 16 channel vectors in Qa have
equal probability of occurrence. Thus, P (qa) = 116 ∀qa ∈Qa. Then, we can find the entropy, denoted by H2, of the
aforementioned data source as:
H2 (q
a) =
∑
qa∈Qa
P (qa) log2
(
1
P (qa)
)
= 4 (5)
Therefore, assuming equiprobable channel outcomes, the min-
imum number of bits that can be used to represent the channel
vector using our binary source coding technique is 4. It is
important to note here that the entropy is not a general lower
bound on the number of measurements but only a lower bound
for techniques that adopt binary source coding algorithms
in mm-wave channel estimation problems. For this particular
example, we can find a source code that achieves this bound
which we are going to present next.
Let us design the measurements vector, ys, such that
ys ≡ Gqa, where (6)
TABLE I: Channel measurements ys corresponding to all qa∈Qa
Channel measurement ysT Angular Channel qaT
[0 0 0 0] [0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]
[1 0 0 0] [1 0 0 0 0 0 0 0 0 0 0 0 0 0 0]
[0 1 0 0] [0 1 0 0 0 0 0 0 0 0 0 0 0 0 0]
[0 0 1 0] [0 0 1 0 0 0 0 0 0 0 0 0 0 0 0]
[0 0 0 1] [0 0 0 1 0 0 0 0 0 0 0 0 0 0 0]
[1 1 0 0] [0 0 0 0 1 0 0 0 0 0 0 0 0 0 0]
[0 1 1 0] [0 0 0 0 0 1 0 0 0 0 0 0 0 0 0]
[0 0 1 1] [0 0 0 0 0 0 1 0 0 0 0 0 0 0 0]
[1 1 0 1] [0 0 0 0 0 0 0 1 0 0 0 0 0 0 0]
[1 0 1 0] [0 0 0 0 0 0 0 0 1 0 0 0 0 0 0]
[0 1 0 1] [0 0 0 0 0 0 0 0 0 1 0 0 0 0 0]
[1 1 1 0] [0 0 0 0 0 0 0 0 0 0 1 0 0 0 0]
[0 1 1 1] [0 0 0 0 0 0 0 0 0 0 0 1 0 0 0]
[1 1 1 1] [0 0 0 0 0 0 0 0 0 0 0 0 1 0 0]
[1 0 1 1] [0 0 0 0 0 0 0 0 0 0 0 0 0 1 0]
[1 0 0 1] [0 0 0 0 0 0 0 0 0 0 0 0 0 0 1]
G =

1 0 0 0 1 0 0 1 1 0 1 0 1 1 1
0 1 0 0 1 1 0 1 0 1 1 1 1 0 0
0 0 1 0 0 1 1 0 1 0 1 1 1 1 0
0 0 0 1 0 0 1 1 0 1 0 1 1 1 1
 (7)
is the generator matrix of a linear source code C (recall
footnote 2). More specifically, C is the (15, 11, 3) Hamming
code used as a syndrome source code [12]. Now, we have that
each ysi is obtained by multiplying the i
th row ofG by qa i.e.==⇒
ysi=
∑
j gi,j×qaj . Hence the ith channel measurement linearly
combines all angular channel gain components qaj for all j
such that gi,j = 1. Such linear combination is achieved using
a carefully designed wi (recall Eq.(3)). Essentially, this means
that in each of the measurements ysi , we combine the signals
received at a specific set of AoA directions. These combina-
tions are dictated by the code C which is chosen to guarantee
that each and every qa∈Qa can be uniquely mapped to a
corresponding measurement vector ys. Take for example the
4th and final measurement. Since the 4th row of G is given
by [0 0 0 1 0 0 1 1 0 1 0 1 1 1 1], then in ys4 we combine the
signals coming from the directions {4, 7, 8, 10, 12, 13, 14, 15}.
This process is depicted in Fig. 2. Table I shows all channel
vectors in Qa and their corresponding measurement vectors.
In the following sections, we will formally introduce the
concepts and ideas demonstrated in this motivating example.
We will embrace the practical considerations of multi-path
channels and arbitrary path gain values (i.e., α ∈ C). We will
also take into account the channel noise and finite quantization.
III. SYSTEM MODEL
We consider point-to-point mm-wave channels with nt and
nr antennas at TX and RX, respectively. Antennas at both
TX and RX sides form Uniform Linear Arrays (ULA) where
every antenna element is connected to a phase-shifter and a
low-power variable-gain amplifier. On the TX side, a single RF
chain feeds its ULA through an nt-way power splitter, while
on the RX side, the outputs of the ULA, after being processed
by amplifiers and phase-shifters, are then linearly combined
using an adder and fed through to a single RF chain with in-
phase (I) and quadrature (Q) channels. Two mid-tread ADCs
with 2b+1 levels are used to quantize the I and Q components
of the received signal. Here, the term b loosely denotes to the
number of bits that describes the resolution of the used ADCs.
Fig. 3 depicts the transceiver architecture we just described.
We assume single-tap channels where all channel paths have
just one significant tap. We also adopt a channel clustering
model where paths between TX and RX form clusters in
the angular domain [2], [8]. Let L denote the number of
available channel clusters. Due to the sparse nature of mm-
wave channels, only a limited number of clusters exist3, where
L  nr, nt. We assume that each cluster contains only one
path since distinct paths within each cluster cannot typically
be resolved. Each channel path (e.g., lth path) is attributed
with an AoD θl, an AoA φl and a path gain αl. Let αbl ∈ C
denote the baseband path gain such that
αbl = αl
√
nrnte
−j 2piρlλc , (8)
where ρl is the path length and λc is the carrier wavelength.
We define the directional cosines of the AoD and AoA of the
lth path as Ωtl, cos (θl) and Ωrl, cos (φl), respectively. The
transmit and receive spatial signatures at an arbitrary direc-
tional cosine Ω is denoted by et (Ω) and er (Ω), receptively.
We define et (Ω) (and similarly er (Ω)) as:
et (Ω) =
1√
nt
(
1, e−j2pi∆tΩ, e−j2pi2∆tΩ, . . . , e−j2pi(nt−1)∆tΩ
)T
(9)
where ∆t and ∆r are the antenna separations at TX and RX
ULAs normalized by the wavelength λc.
Let Q ∈ Cnr×nt denote the channel matrix. Thus, we have
Q =
L∑
l=1
αbler (Ωrl) e
H
t (Ωtl) (10)
The corresponding angular channel of Q, whose rows and
columns divide the channel into resolvable RX and TX angular
bins, respectively, is denoted by Qa and can be obtained as:
Qa = UHr QUt. (11)
The matrices Ut and Ur are the transmit and receive unitary
Discrete Fourier Transform (DFT) matrices whose columns
form an orthonormal basis for the transmit and receive sig-
nal spaces Cnt and Cnr , respectively. The definition of Ut
(likewise for Ur) is given by
Ut ,
(
et (0) et
(
1
Lt
)
. . . et
(
nt−1
Lt
))
, (12)
where Lt = nt∆t and Lr = nr∆r denote the lengths of the
TX and RX antenna arrays normalized by λc.
Similar to [19], [20] and [21], we assume a perfect sparsity
model in which paths lie along AoD and AoA directions
defined in Ut and Ur. Hence, each channel path only con-
tributes to a single component of Qa. Thus, only L non-zero
components in Qa exists.
3For instance, measurements carried out in New York City revealed that an
average number of 2 or 3 clusters exists in mm-wave channels at 28 and 73
GHz [4].
Fig. 2: Generating the beam pattern required for the 4th measurement (ys4)
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Fig. 3: Transceiver architecture: At TX, an nt-way power splitter divides the
transmit signal which is then passed through variable-gain power amplifiers
and phase-shifters. A single DAC is required since the TX sends real valued
signals. At RX, the acquired signal is passed through a similar network of
power amplifiers and phase-shifters before being combined and fed to a single
RF chain. Two ADCs are required to obtain the I/Q components of the received
signal.
The transmitter sends pilot symbols s which are processed
using the precoder vectors f ∈ Cnt to obtain the transmit
vectors x = fs. The baseband channel model is given by
ub = Qx+ n (13)
where ub is the received vector at the RX front end while
n∼CN (0, N0Inr ) is an i.i.d. complex Gaussian noise vector.
The rx-combining vectors w ∈ Cnr are used to obtain the
received symbols ui,j such that
ui,j = w
H
i Qf js+w
H
i n (14)
Finally, a quantized version usi,j of ui,j is obtained such that
usi,j =
[
wHi Qf js+w
H
i n
]
+
(15)
where [·]+ represents the quntization function. The noise com-
ponent, normalized by ‖wi‖ has a complex Gaussian distribu-
tion, i.e., w
H
i n
‖wi‖ ∼ CN (0, N0). Let ysi,j = wHi Qf js denote the
error-free measured symbols and let zi,j = usi,j − ysi,j denote
the measurement error which includes both channel noise and
quantization error. Finally, we define the transmit SNR as
SNR =
P
N0
(16)
IV. SOURCE-CODING-BASED MEASUREMENTS
In this section, we formally introduce mm-wave beam
discovery as a source coding problem. We initially focus
on channels with single-transmit, multiple-receive antennas.
We will show how to “encode” the channel vector into
a measurement vector of fewer components. We will also
show that a one-to-one mapping between the measurements
and channels exits. Then, in Section V, we will use deep
learning techniques to decode the measurements and obtain
an estimate for the observed channel. Afterwards, in Section
VI, a generalized setting for channels with multiple TX and
RX antennas is presented. Now, let us start our discussion with
introducing some basic definitions.
Definition IV.1 (Support vector). The support vector vs
associated with an arbitrary n−dimensional vector v ∈ Cn
is a binary vector of the same size that identifies the non-zero
components of v and whose components, vsi, are defined as
vsi =
{
1 , vi 6= 0
0 , vi = 0
(17)
Definition IV.2 (Set of Non-Zero Indexes Xv). For any
arbitrary n−dimensional vector v, we define Xv as the set
of indexes of its non-zero components, i.e.,
Xv = {i|vi 6= 0 , 0≤i≤n−1} (18)
Hence, if vs is the support vector corresponding to v, then
we have that Xv = Xvs , since vi = 0 ⇐⇒ vsi = 0.
A. Source Codes
Let C be a binary linear source code with encoding and
decoding functions denoted by EF2 and DF2 , respectively. We
can just refer to C as the encoding-decoding function pair
(EF2 ,DF2). The subscript F2 denotes the finite field of two
elements (0F2 and 1F2 ) over which the code C is defined.
Later on, we will drop the subscripts to simplify notation as
long as they can be inferred from the context.
Definition IV.3 (Linear Source Code). A source code C
whose encoding function EF2 is a linear function of the source
sequences is called a linear source code.
Let s be a source sequence of length n where s ∈ S ⊆
{0F2 , 1F2}n, and let cs ∈ IS ⊆ {0F2 , 1F2}m be its associated
binary representation under C where IS is the image of S
under EF2 . Thus, using a linear source code C, we can find
the representation of s under C using the following equation:
cs = Gs, (19)
where G ∈ {0F2 , 1F2}m×n is called the generator matrix.
The decoding function DF2 , maps sequences cs to a corre-
sponding source sequence sˆ ∈ Sˆ ⊆ {0F2 , 1F2}n.
Suppose that S is the set of all sequences such that if
s1, s2 ∈ S , we have that s1 6= s2 iff⇐=⇒ cs1 6= cs2. In other
words, EF2 : S → IS is injective (one-to-one). Consequently,
if we define the function DF2 over IS as the inverse function
of EF2 , i.e., E−1F2 , DF2 : IS → S , then we have that
sˆ = DF2 (EF2 (s)) = s, ∀s ∈ S.
B. Mm-Wave Beam Discovery
Let qa ∈ Cnr denote the angular channel vector between
TX and RX and let qas ∈ {0, 1}nr be the support vector
associated with qa such that
qas =

qas0
qas2
...
qasnr−1
 , where qasi =
{
1 , if qai 6= 0
0 , if qai = 0
(20)
Let Qa be the set containing all possible channel vectors
qa and let Qas be the set of all sequences qas such that their
corresponding channel vectors qa ∈ Qa.
Remark. [Inclusion Property of Qas ]
(i) Let qas1 , q
a
s2 ∈ {0, 1}nr such that Xqas2 ⊆ Xqas1 . Then,
we have that4 qas1 ∈ Qas
implies
===⇒ qas2 ∈ Qas .
(ii) 0 ∈ Qas . In fact, this is a consequence of property (i)
above since for any qas ∈ Qas , we have that X0=∅⊆Xqas .
Before we state the main result of this paper, let us first
introduce two lemmas that are necessary for mathematical
derivation.
Lemma 1 . Let AF and A be n×n matrices defined over F2
and R, respectively. Let aFi,j , the elements of AF, be scalars
taken from {0F2 , 1F2}, while ai,j the elements of A, be scalars
from {0, 1} ⊆ R. Suppose that AF has non-zero determinant,
i.e., det (AF) 6= 0F2 . If we define A such that
ai,j =
{
0 if aFi,j = 0F2
1 if aFi,j = 1F2
∀ 1≤i, j≤n, (21)
then, det (A) 6= 0.
Proof. Recall that the determinant of a square matrix defined
over a commutative ring is given by the Leibniz formula [22].
Since F2 is a finite field (with 2 elements) then it constitutes
a commutative ring. Also, we have that R is a commutative
ring [22]. Therefore, both determinants of AF and A can be
computed using the same exact formula. Since, finite field
arithmetic over the prime field Z2 is the integers modulo 2,
then we can write
det(AF) = det(A) mod 2 (22)
Thus, ∃q ∈ Z (the set of integers), such that
det(A) = q × 2 + det(AF) (23)
= q × 2 + 1 (24)
4In other words, if qas1 ∈ Qas , then all support vectors qas2 such that the
non-zero components of qas2 are a subset of the non-zero components of q
a
s1
also belong to Qas .
were the last equation follows from the fact that det(AF) 6=
0F2 ⇐⇒ det(AF) = 1F2 . Therefore, det(A) is an odd integer,
which implied that det(A) 6= 0, which concludes our proof.
Lemma 2 . Any set of n−dimensional linearly independent
vectors over F2 are also linearly independent over C if we
interpret their 0F2 and 1F2 components to be real scalars.
Proof. Consider a set of n−dimensional linearly independent
vectors, v1, . . . ,vm defined over F2. Then, construct a ma-
trix MF2 whose columns are v1, . . . ,vm. Since vi’s are
independent, then MF2 has full column rank, i.e., MF2 is
left-invertible over F2 (also m is ≤ n). Thus MF2 has an
m×m minor, call it AF2 whose determinant is non-zero. Now
consider the matrix M , defined over C, whose elements are
the 0 and 1 real scalars corresponding to the 0F2 and 1F2
values of MF2 . Let A be its minor corresponding to AF2 of
MF2 . By lemma 1, we have that det (A) 6= 0. Thus, M is
also left-invertible which means that its columns are linearly
independent.
Theorem 3 . Consider a binary linear source code C whose
encoding function E (defined by the binary generator matrix
G) is an injective function defined over Qas ∈ {0, 1}nr . Now,
if we consider G to be defined over the complex field, then
for all channel vectors qa1 , q
a
2 ∈ Qa ⊆ Cnr we have that
qa1 6= qa2 if and only if ys1 = Gqa1 6= Gqa2 = ys2.
Proof. Let qa1 , q
a
2 ∈ Qa, and let ysi = Gqai . Now, assume that
qa1 6= qa2 . Then, we have that
ys1 − ys2 = Gqa1 −Gqa2 = G (qa1 − qa2)︸ ︷︷ ︸
=v
= Gv (25)
=
nr−1∑
i=0
vi × gi =
∑
i∈Xv
vi × gi (26)
where gi∀ 0≤i≤nr−1 are the columns of G.
Thus, to show that ys1 − ys2 6= 0, we need to show that
all vectors gi ∀i ∈ Xv , are linearly independent. Otherwise,
if such vectors gi are linearly dependent, then ∃vi ∈ R for
i ∈ Xv such that ys1 − ys2 = Gv = 0.
In fact, we can show a stronger statement which is: ”all
vectors gi ∀i ∈ Xqa1 ∪ Xqa2 ⊇ Xv , are linearly independent”.
Note that Xqa1 and Xqa2 are the sets of indexes of the non-zero
components of qa1 and q
a
2 , respectively (recall Definition IV.2)
and that Xqa1 = Xqas 1 and Xqa2 = Xqas 2 .
• First, let us show that Xv is a subset of Xqa1 ∪ Xqa2 .
Since vi = qa1,i − qa2,i ∀ 0 ≤ i ≤ nr−1, then qai,1 =
qai,2 = 0 =⇒ vi = 0. Therefore, we have that
X cqa1 ∩ X
c
qa2
=
{Xqa1 ∪ Xqa2}c ⊆ X cv (27)
Then, by taking the complements of both sides we obtain
the required result.
• Second, we show that the set of vectors G ={
gi|i ∈ Xqa1 ∪ Xqa2
}
is linearly independent over GF (2)
(also referred to as F2).
Assume towards contradiction that G is linearly depen-
dent over GF (2). Hence, there exists a set GD ⊆ G such
that any gi0 ∈ GD can be written as a linear combination
of all other vectors in GD, i.e.,
gi0 =
∑
j:j 6=i0
gj∈GD
gj mod 2 (28)
note that over GF (2), we can assume, without loss of
generality (W.L.O.G.), that the coefficients of the linear
combination above are 1’s. Hence, we have that∑
j:gj∈GD
gj mod 2 = 0 (29)
Next, assume that ∃qas3 , qas4 ∈ Qas such that Xvs ={
j|gj ∈ GD
}
where vs = qas3 − qas4 mod 2.
Then, since G is injective over Qas , then we have that
Gvs mod 2 =
∑
j∈Xvs
gj mod 2 =
∑
j:gj∈GD
gj mod 2
(30)
6= 0 iff⇐=⇒ vs mod 2 6= 0 (31)
But, if GD is non-empty, then vs 6= 0. Hence, we arrive
at a contradiction to Eq. (28). Therefore, the set G is
linearly independent over GF (2).
It remains, however, to show that such qas3 and q
a
s4
indeed exist. Let us construct qas3 as follows:
First, put qas3 = q
a
s1 , then, reset its i
th component to
0 (qas3,i = 0) if gi 6∈ GD.
Similarly, set qas4 = q
a
s2 , then, reset the i
th component
to 0 (qas4,i = 0) if gi 6∈ GD OR if qas1,i = 1.
Then, by construction, we have that Xqas3 ⊆ Xqas1
and Xqas4 ⊆ Xqas2 . Hence, by the inclusion property
(recall remark IV-B) we have that qas3 , q
a
s4 ∈ Qas
since both qas1 , q
a
s2 ∈ Qas . Also, it is easy to see that
qas3,j − qas4,j mod 2 = 1 ∀0 ≤j≤nr−1 such that
gj ∈ GD.
• Third, by Lemma 2, we have that the set G, now taken
over R, is linearly independent.
Therefore, in Eq. (26), it follows that ys1−ys2 6= 0 if and only
if qa1 − qa2 6= 0 which concludes the proof.
C. On the lower bound on the number of measurements
In Theorem 3, we showed that a linear source code C
that can uniquely encode all qas∈Qas can be used to design
a framework that uniquely measures all qa∈Qa. Let the
compression ratio of the code C be denoted by rc such that
rc =
m
nr
(32)
where m and nr are the number of rows and columns of C’s
generator matrix G.
Reducing the number of measurements is a fundamental
objective for the mm-wave beam discovery problem. In light of
Theorem 3, we can see that finding a source code with a high
compression rate (small value of rc) is crucial for attaining
such an objective. In the following discussion, we try to better
understand the nature of this lower bound in the context of our
proposed solution.
Corollary 3.1 . Let
¯
m denote the lowest possible number of
measurements for the linear, non-adaptive, mm-wave beam
discovery problem. Then, we have that
¯
m ≤ H2 (qas) (33)
where H2 (·) is the binary entropy function.
Proof. Suppose that C is a linear source code which can
uniquely compress all qas ∈ Qas . By Theorem 3, we have
that the number of measurements needed for estimating the
mm-wave channel can be made equal to, m; the length of
encoded channel support vectors (sequences). Since the length
of compressed sequences for any such code is lower bounded
by H2 (qas) (recall Eq. 5) and since there exist optimal codes
that can achieve this lower bound (see Section ?? for an
example), then
¯
m 6> H2 (qas) =⇒ ¯m ≤ H2 (q
a
s)
V. MEASUREMENTS DECODING
Designing channel measurements that have one-to-one cor-
respondence with qa is only part of the solution. Equally
important, however, is the ability to map ys back to qa. In
our source coding framework, this is analogous to decoding.
The one-to-one correspondence between qa and ys guarantees
that there exists an inverse function that maps ys back to qa.
Nevertheless, since we can only obtain us; an error-corrupted
version of ys, we cannot exactly regenerate qa back from
us, but rather, an estimate qˆa. Given that measurement errors
occur, our objective is to obtain qˆa such that its distance to qa
is as small as possible (i.e., we want to minimize the estimation
error). We use the l2−norm as a measure for the distance
between qa and qˆa, defined as:
δ (qa, qˆa) = ‖qa − qˆa‖2 =
√√√√nr−1∑
i=0
(qai − qˆai )2 (34)
The problem of mapping the channel measurements to an
estimated channel is non-linear and requires high computa-
tions. Two different methods to do this mapping were proposed
in [13], namely, i) the “look-up table” method and ii) the
“search” method. The look-up table method requires storing
a table with entries for all possible channel measurements
along with their corresponding channels. This is possible since
measurements are quantized using ADCs and hence there
exists a finite number of possibilities for ys. However, the
number of entries in the table could be quite large, especially,
if high resolution ADCs are used. On the other hand, the search
method requires a combinatorial search over the columns of
G (recall that ys ≡ Gqa) for which the computational com-
plexity is of order O
(
nLr
)
. This could indeed be prohibitive
for large antenna arrays. Motivated by the drawbacks of the
look-up table and search methods, we propose a new approach
that is based on Deep Neural Networks (DNN).
Fig. 4: DNN architecture for mapping measurements of size m×1 to
channels with size nr×1. This illustrative model contains 5 hidden layers.
Typically, the number of hidden layers and the number of nodes within each
layer are design parameters that depend on the channel.
A. DNN-based mapping
Before we delve into describing our proposed model, let
us first give a brief introduction to motivate using DNNs.
Neural networks (NN) are a class of Machine Learning (ML)
algorithms that mimic the human brain. ML is widely used
to solve very complex problems through learning. We focus
on supervised learning which is achieved by presenting an
algorithm with numerous input examples and their desired
outputs. The problem at hand is a multi-dimensional non-linear
regression for which neural networks is a powerful tool.
In general, neural networks consist of an input layer, an
output layer and one or more hidden layers. Each layer
contains several nodes that are interconnected with all nodes of
adjacent network layers. Connections between any two nodes
carry a certain weight. Adjusting these weights, based on the
input-output relationship, is known as training. The output of
each node is a weighted sum of all input connections passed
through an activation function. DNNs are basically neural
networks with 2 or more hidden layers. Advantages of DNNs
over shallow NNs (with 1 hidden layer) is studied in [23].
DNN model: The DNN model takes the measurement
vectors ys as an input and produces the corresponding channel
estimate qˆa at its output. Therefore, the input layer contains
m nodes; one for each component in ys, while the output
layer contains nr nodes; one for each component of qˆa. The
number of hidden layers and their corresponding number of
nodes are design parameters that depend on the sizes of the
input and output and the relationship governing them. This
architecture is depicted in Fig. 4. For all hidden layers, we
use the rectified linear (ReLU) activation function while for
the output layer we use the linear activation function. Finally,
we use the ADAM optimizer [24] (to update the weights) and
the Mean Squared Error (MSE) loss function to quantify the
model error5.
Model training: Although we do not have a closed form
expression for mapping ys to qa (hence the need for an
5We use Keras API [25] to build, train, test and use the DNN model we
propose. Our pre-trained model and DNN-related codes are available at [?].
algorithmic solution), generating training data is actually
straightforward. This is because the reverse direction (i.e.,
mapping qa to ys) is just a simple linear transformation.
Training data is generated as follows: For every qas ∈ Qas
(recall that Qas is the set of all possible channel support vectors
defined in Section IV-B), we generate ns = 300 random
channels qa by choosing the non-zero components of qa to
be uniformly distributed in [−αbmax, αbmax] where αbmax is the
maximum magnitude of expected baseband path gains which
can be obtained using channel statistics (recall Eq. (8)). Thus,
the total number of input-output samples we have is ns×|Qas |.
We use 70% of these samples for training and the remaining
30% for validation. Training is done using 200 epochs with
batches of size 32. We monitor the validation error to make
sure that the model does not over-fit the training data. If over-
fitting is observed (which is indicated by a persistent increase
in validation error at the end of every epoch), we stop the
training process and only keep the model which produced the
least validation error.
B. DNN Model Assessment
To argue the reliability of DNN-based mapping, we will
test it using a simple channel with nt=1, nr=23 and a
maximum of 3 available channel paths i.e., L≤3. We also
compare the DNN model performance to the “search” method
of [13]. Based on the described channel parameters, only
m=11 measurements are needed for discovering its paths
(more details about this particular example are discussed in
Section VII). We design a DNN model similar to the one
shown in Fig. 4, with an input layer of m = 11 nodes and an
output layer of nr = 23 nodes. The model also has 5 hidden
layers with 1024, 512, 512, 128 and 128 nodes, respectively.
We train the DNN model using data generated as described
above. Fig. 5a shows the average MSE loss of both training
and validation data sets for 100 epochs. The trained model
achieves an average validation error of ≈ 0.0143 (averaged
across all samples of validation data). The figure also shows
close MSE values for training and validation. This indicates
that the model generalizes well to measurements it had not
seen before which guarantees its reliability for arbitrary future
measurements.
These initial results are promising but they are obtained
using error-free measurements. Now, we will test the resilience
of DNN-based mapping against noisy measurements and com-
pare its performance against the search method proposed in
[13]. To do so, we generate a new testing data set, in the
same way we created the training data. We also generate sets
of uniformly distributed noise vectors where each noise set is
drawn at a different value of transmit SNR from −20 to 20
dB. The noise vectors are then added to the inputs (channel
measurements) of the testing data set then passed through the
trained DNN model. The decoded qˆa is recorded at the output.
Similarly, we use the “search” method to decode the same
noise-corrupted measurements.
For evaluation, we use i) the average MSE, as well as ii)
the probability of path misdetection (i.e., no path discovery).
(a) Training vs. validation loss. (b) Mean Squared Error (MSE). (c) Probability of path misdetection.
Fig. 5: Evaluation of DNN-based measurement to channel mapping.
We say a path is correctly discovered if the path gain of its
corresponding component in qˆa is among the L = 3 strongest
components in qˆa. Fig. 5b shows the average MSE obtained
using the search and DNN-based mapping methods on a log
scale. We see that at low SNR the DNN-based decoding
outperforms the search method. This indicates that the DNN
model is more resilient against measurement errors. At high
SNR, however, the DNN’s MSE saturates at ≈ 0.014 which is
the same value we obtain for validation during model training
using noise-free inputs6. The search method’s MSE, on the
other hand, keeps improving as SNR increases, nevertheless,
for values below 10−2, the improvements can be considered
marginal. The probability of path misdetection, shown in Fig.
5c, confirms the performance trend of the MSE. Specifically,
we see that at low SNR, the DNN-based model outperforms
the search method (i.e., has lower probability of misdetection)
while at high SNR we see that the search method is better.
Computational complexity: As we have previously dis-
cussed, the search method requires high computational power.
Precisely,
(
23
3
)
iterations with one matrix inversion and two
matrix multiplication operations are performed per iteration,
which then produces a vector of length 11. Finally, an addi-
tional step of finding the minimum l2 norm of all
(
23
3
)
vectors
is performed. On the other hand, the DNN-based mapping just
requires Nk linear computations for the hidden and output
layers, where Nk is the number of nodes at the kth layer.
These computations are of the form
∑Nk−1
i=1 wiai where ai is
the value passed from the ith node of the previous layer and wi
is the weight on its link. For this particular example, the search
method and the DNN-based method were implemented on the
same machine and on average the search method’s execution
time was 11.2 ms compared to 47 µs for the DNN model.
VI. MULTIPLE TRANSMIT AND RECEIVE ANTENNAS
Let us do a quick recap of what has been presented so
far. Up to this point, we have only dealt with channels with
single-transmit, multiple-receive antennas. In Section IV, we
explained how to exploit linear source codes in order to obtain
channel measurements (encoded channels) with just a few
components. We have also shown that there exists a one-to-one
mapping between the mm-wave channels and their encoded
6The MSE value at which DNN-based mapping saturates can be made
lower by further improvement of the DNN model structure shown in Fig. 4.
counterparts. Then, in Section V, we introduced a method for
decoding the measurements using deep neural networks.
In this section, we extend the channel setting to be of
multiple-transmit, multiple-receive antennas. We show how to
perform measurements and how to decode them to estimate the
whole nr×nt channel. This is essentially achieved by building
upon the results of single transmit antenna channels.
A. Measurements
Unlike the single transmit antenna scenario where the
TX sends its signals omnidirectionally, it can now focus its
transmission on narrow angular directions. However, from the
receiver’s point of view, no matter which set of directions
the TX is transmitting into, it can only see a number of nr
resolvable bins; only L of which have paths to the TX. The
same is true from the transmitter perspective where the TX
can only see nt resolvable bins; only L of which have paths
to the receiver7. Thus, for an arbitrary tx-precoder, the receiver
would need to measure the channel using the same set of wi’s
it needs for the nt = 1 scenario. The result would be an nr×1
angular rx bins corresponding to the particular fj used at the
TX. Similarly, for an arbitrary rx-combiner, the transmitter
would need the same set of fj’s it would need for the nr = 1
scenario to find its respective tx bins. Thus, to find such fj’s
and wi’s, we can invoke Theorem 3.
Now, let f j ∀j∈{1, . . . ,mt} be the tx-precoding vectors
and let wi ∀i∈{1, . . . ,mr} be the rx-combining vectors.
Then, the channel measurements are obtained as follows: The
transmitter sends a number of mr pilot symbols using each of
its mt precoders. On the receiver side, for every tx-precoder,
mr channel measurements are obtained using the distinct mr
rx-combiners. Recall that
ui,j = y
s
i,j +w
H
i n (35)
where ysi,j = w
H
i Qf j . Let us arrange the mr measurements
corresponding to the jth tx-precoder in ysj and define Y
s as
Y s ,
(
ys1 y
s
2 . . . y
s
mt
)
(36)
Now Y s contains all mt×mr channel measurements neces-
sary to discover all available paths.
7Recall that the directions at which the TX is transmitting or the RX is
receiving are determined by their antenna beam patterns which are in turn
determined by the tx-precoders (fj ) and rx-combiners (wi), respectively
(recall Fig. 2).
Fig. 6: Measurements decoding for channels with multiple TX/RX antennas is done in two steps. Given the matrix Y s whose ysi,jth
component is = wHi Qf j (shown on the left), we first do a column by column decoding where the j
th decoded column of Y s is qarx,j .
Then, in the second step we decode the intermediary matrix row by row to produce Qˆa (shown on the right). The two decoding functions
of first and second steps are dependent on the source codes used to design wi’s and fj’s, respectively.
B. Decoding Y s
To obtain Qˆa from Y s, we will perform multiple SIMO
decoding operations as described in Section V. This procedure
is highlighted in the diagram shown in Fig. 6 and is detailed
as follows:
(i) Decode every ysj ∀j{1, 2, . . . ,mt} to obtain qarx,j . Recall
that ysj is the measurement vector corresponding to the
jth tx-precoder. Thus, qarx,j , is the nr×1 mm-wave
channel observed at RX due to the TX signal transmission
through the angular directions defined in f j .
(ii) After step (i) is complete, we obtain a sequence of mt
measurement components corresponding to each rx-bin.
Each of these components is produced using a distinct tx-
precoder. Let us denote these sequences by ystx,k (1×mt
row vectors) where k ∈ {1, 2, . . . , nr}.
(iii) Decode each ystx,k to obtain q
a
tx,k (1×nt row vectors)
whose components constitute all the tx-bins correspond-
ing to the kth rx-bin.
(iv) Stack all qatx,k vertically to obtain Qˆ
a.
VII. PERFORMANCE EVALUATION
In this section, the performance of our proposed source
coding-based beam discovery is evaluated. Specifically, simu-
lation8 results for mm-wave channels with a maximum number
of L=3 paths9 and nt=nr=23 antennas are provided. We
will consider a variety of finite ADC resolutions as well
as the ideal, infinite resolution setting which would help us
understand the effect of finite resolution ADCs on perfor-
mance. We will also provide results for various measurement
decoding methods, specifically the DNN-based deocding with
and without noise defense as well as the search method
8 We used both MATLAB and python to write our simulation codes. We
also used tensorflow [26] and Keras [27] for creating, configuring and
using DNN models.
9Note that L can be obtained from statistical channel models [cite].
proposed in [13]. Now, let us discuss the aspects pertaining to
our proposed solution.
A. Performance Metrics
To quantify the performance of our proposed beam discov-
ery solution, we adopt performance metrics that highlight i)
the measurement overhead, ii) the accuracy of path discovery
and iii) the quality of the estimated path gains. These metrics
are evaluated numerically, using Monte Carlo simulations;
averaged over 100, 000 data points, and evaluated against
different values for transmit SNR. We define the performance
metrics as follows:
i) Number of measurements: Given by mt×mr.
ii) Probability of path discovery: After obtaining a channel
estimate Qˆa, we declare its paths to be existing at the angular
directions of its strongest L components.
iii) MSE: Defined as the Frobenius norm
∥∥∥Qa − Qˆa∥∥∥
F
.
B. Choice of linear source codes
Recall from our discussion in Section VI-A that we can
use Theorem 3 to design both TX and RX measurements
(i.e., fj’s and wi’s). For this example, since nr = nt,
then the same source code will work for designing both tx-
precoders and rx-combiners. Thus, we need to find a code
whose encoding function E is injective over the set of support
vectors representing all possible tx/rx bins. The perfect binary
Golay code operating as a syndrome source code is a suitable
choice for this problem. This code also achieves the binary
entropy if all support vectors of the tx/rx bins have the same
probability of occurrence. It has a generator matrix of size
11×22, hence, we have that mt=mr=11, and the total number
of required channel measurements is mt×mr=121. Compared
to the exhaustive search approach which requires scanning
all combinations of TX/RX angular directions, this represents
75% reduction in number of measurements.
(a) 1− P(k ≥ 1) (b) 1− P(k ≥ 2) (c) 1− P(k ≥ 3)
Fig. 7: Beam detection probability for infinite resolution ADCs.
C. DNN model design and training
We design DNNs to have 3 hidden layers, with 6000, 1000
and 250 nodes (neurons) for each layer, respectively. This pro-
vides a reasonably good input-to-output mapping performance
while keeping the processing speed fairly fast. Two types of
DNN training are provided. The first type is error-free training
where the training examples are pure, with no added noise
components. This is similar to what we did in Section V-B.
Measurement errors, however, tend to degrade the performance
of path discovery. One way to overcome this impediment is to
consider the measurement errors as an “adversarial attack”
and to equip the DNN with a defense mechanism against it.
The defense we choose for this problem is simply to train
the DNN with error-corrupted measurements. This constitutes
the second type of training. As will be shown later, this can
further enhance the performance of beam discovery.
D. Results
We divide our discussion in this section into two parts. In
the first part, we will provide simulation results for infinite
resolution ADCs. While impractical, assuming ideal ADCs
can help us understand the upper bounds of performance for
our proposed beam discovery solution. It also gives an insight
into how much resolution is needed to take full advantage of
the proposed solution. Results for finite resolution ADCs are
provided in the second part of the discussion where the desired
ADC resolution is shown to be dependent on the transmit SNR.
1) Infinite Resolution ADC: We present the performance of
beam discovery using both “search” and “DNN-based” mea-
surement decoding. For the DNN-based method, we present
two categories of models; the first category is for models
trained using error-free measurements which can be used at
all values of transmit SNR, while the second category is for
specially trained DNN models with defense against specific
noise power values. In other words, the latter category requires
a separate DNN model for each level of transmit SNR. We call
it “DNN-sd” where “sd” stands for selective defense.
Fig. 8 depicts the average MSE of our channel estimates.
As shown in the figure, the DNN-based decoding, which is
trained using error-free measurements, achieves almost the
same performance as the search-based method at almost all
SNR values. At very high SNR, however, the search method is
better but the improvement is marginal (in the order of 10−3).
Interestingly, DNNs that are trained with noisy measurements
Fig. 8: MSE for infinite resolution ADCs.
(DNN-sd) outperforms both search and DNN. Nevertheless,
we can see that at high SNR the DNN-sd’s MSE starts to
saturate at ≈ 10−3 while the search method catches up with
it and closes the performance gap.
In Fig 7, we plot the probability of error associated
with discovering at least ki channel paths ∀ki={1, 2, 3} (i.e.,
1 − P (k ≥ ki)). In other words, we plot the probability of
not discovering at least ki paths. This analysis shows that the
probability of beam discovery for all three decoding methods
are nearly the same except for two key observations: i) At low
SNR, Fig. 7a shows a slightly better performance for DNN-sd
against both search and DNN. ii) At high SNR, Figs. 7b and
7c show that the search method outperforms both DNN and
DNN-sd although its MSE performance was inferior to that
of DNN-sd. This could be explained by the fact that all the
DNN models we use are trained to minimize the MSE and not
directly trained for beam discovery. It also suggests that the
channel paths that were not correctly discovered must have
a very small gain values which makes them not very useful
anyway.
2) Finite Resolution ADC: Now, we will shift our focus on
finite resolution ADCs. Specifically, we will provide results
for ADCs with b=3, 5 and 7 bits resolution and compare them
against each other and against the ideal ADC case (with b=∞).
We will only show the results for “DNN-sd” based decoding
since the performance of the other two method follow similar
trends to that of the ideal ADCs results shown above.
In Fig. 9, we plot the MSE for various values of b. As
expected, we can see that the MSE is inversely proportional
to the resolution. We can also see that as SNR increases, more
resolution is required to keep the MSE performance close to
that of ideal ADCs. For instance, b=5 is reasonably good up
Fig. 9: MSE for various ADC quantization resolutions.
Fig. 10: 1− P (k ≥ 1) for various ADC quantization resolutions.
to SNR = −5dB. Similarly, the b=7 case is very close to
b=∞ up to SNR = 5dB. Even at higher SNR, the b=7 has a
gap with ideal ADCs that is smaller than ≈ 5× 10−3.
In Fig. 10, we plot the probability of misdetecting all
paths and it can be shown that similar trends to the MSE
performance can be observed here as well.
VIII. CONCLUSION
This paper tackles the problem of reducing the number of
measurements for estimating mmWave channels and treats it as
that of source compression. Specifically, we find linear source
codes that can uniquely encode all channel matrices, then use
them to design the tx-precoders and rx-combiners. The re-
sultant number of measurements depends on the compression
ratio of the used codes. Finally, to decode measurements, we
use deep neural networks, which provide both high speed and
high quality measurement-to-channel mapping.
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