Abstract-This paper describes an integrated operational simulation tool that combines various stochastic unit commitment and economic dispatch models together that consider stochastic loads and variable generation at multiple operational timescales. The tool includes four distinct configurable sub-models within: dayahead security-constrained unit commitment (SCUC), real-time SCUC, real-time security-constrained economic dispatch (SCED), and automatic generation control (AGC). The unit commitment and dispatch sub-models within can be configured to meet multiple load and variable generation (VG) scenarios with configurable first stage and second-stage decisions determined where first-stage decisions are passed on and second-stage decisions are later determined by other sub-models in a continuous manner. The progressive hedging algorithm (PHA) is applied to solve the stochastic models to maintain the computational tractability of the proposed models. Comparative case studies, considering various configurations of stochastic and deterministic sub-models are conducted in low wind and high wind penetration scenarios to highlight the advantages of the stochastic programming during different decision-making processes. The effectiveness of the proposed method is evaluated with sensitivity tests using both economic and short-term reliability metrics to provide a broader view of its impact at different timescales and decision-making processes.
NOMENCLATURE

Parameters: NT (·)
Number of time periods. NI Number of generating units. NS (·) Number of scenarios.
NR
Number of reserve types.
NG
Number of segments in production cost curve. BI (·) Set of binding intervals. Reserve schedule of k-th reserve type for generating unit i at time t in scenario s, in MW.
I. INTRODUCTION
wind energy has the potential to provide 20% of the U.S. energy production portfolio by 2030 [1] . The introduction of greater amounts of VG, coupled with increased distributed resources and demand participation, is augmenting the net system variability and uncertainty and leading to new challenges for bulk power system operations [2] - [4] . The industry has recently made considerable efforts to study the impact of VG impacts using security constrained unit commitment (SCUC) and/or economic dispatch (ED), where a production cost model is most widely applied [5] .
There are four noteworthy power system scheduling approaches to account for the impact of uncertainties. The first approach is the use of dynamic operating reserve requirements that are a function of the system conditions. The scheduling models remain deterministic while exogenous reserve requirements are determined using information on the distribution of possible forecast conditions. An example of the dynamic reserve requirement approach was shown in [6] . Flexibility requirements were characterized via dynamical envelopes that bound feasible trajectories of resources as well as possible realizations of the net load and define operating reserve dynamics [7] . In [8] , intrahour net load deviations were represented using non-parametric statistics and an optimization problem was proposed to simultaneously evaluate the day-ahead flexibility requirements for primary, secondary and tertiary regulation intervals at a given probability level. Other operating reserve methods proposed in industry and in the literature were summarized in [9] .
The second approach is the use of robust optimization (RO), which solves the SCUC problem with respect to a worst case scenario regarding uncertain data [10] , [11] . The RO constructs optimal solutions that protect against all realizations of the uncertain data within a deterministic uncertainty set, resulting in a computationally tractable optimization problem but an overly conservative solution since the worst-case scenario rarely happens in real market operations.
The third approach is the use of interval optimization, which utilizes upper and lower bounds in confidence intervals to represent the uncertainty spectrum, and derives optimistic and pessimistic solutions for satisfying the system security requirements [12] , [13] . The interval optimization is more computationally efficient than other advanced solutions, but its optimal solution is sensitive to the uncertainty interval [12] .
Finally, a common approach presented in literature is the use of stochastic programming, in which multiple scenarios are modeled to represent the possible realization of the uncertainties [14] . In general, the stochastic programming approaches are capable of dealing with uncertainties inherent to the SCUC, but may lead to intractable optimization problems of exponentially expanding size [15] . For a high level of wind penetration, stochastic unit commitment (UC) was examined under rolling planning with scenario trees [16] . A multi-scenario long-term SCUC model for calculating the cost of power system reliability was proposed in which the loss of load expectation (LOLE) was considered as a constraint for calculating the cost of supplying system reserves [17] . A chance-constrained stochastic UC problem was solved by a sample-average approximation algorithm, in which a large portion of the hourly wind energy was guaranteed to be utilized [18] . A unified stochastic and robust optimization model for UC was developed where the dual objective was to minimize the combination of total production cost and the cost of the worst-case scenario [19] . A stochastic economic dispatch model was proposed and solved via Lie algebra and rotational matrices [20] . An augmented economic dispatch model that incorporates the stochastic nature of wind generators in the generator-load balance constraint was proposed in [21] . A comprehensive literature survey of the current stateof-the-art in stochastic optimization for SCUC/ED problems was summarized in [22] . The previous stochastic models and/or methods showed improvements in costs as compared to traditional scheduling methods. These models primarily focused on hourly resolution and day-ahead horizons, i.e., stochastic UC in the day-ahead with hourly dispatch correction in the real-time.
In parallel, recent research has shown the importance of multi-timescale simulation modeling [23] - [28] . By simulating sub-models with varying and higher time resolutions, time horizons, update frequencies and binding decisions, more realistic economic and reliability performances can be achieved as the modeling matches system operations in practice more closely. This additional temporal fidelity helps in the understanding of the impacts of variability and uncertainty at various timescales in systems with increasing VG. When higher temporal resolutions are simulated closer to real-time, the impact of variability within the resolution of the forward scheduling period can be seen. When multiple cycles of continuing decision updates are made, the impact of uncertainty can be seen in more of a continuum rather than as a single stage between the day-ahead and real-time. This shows the impacts of continuous corrections of forecast errors that have different characteristics at different horizons. Overall, these models can provide a better understanding of the true impacts of variability and uncertainty of VG and the system as a whole, as well as the validity of mitigation strategies to reduce those impacts.
The models discussed in [14] - [21] use various methods to show the improvements of stochastic methods on decreasing costs and improving reliability compared to traditional scheduling methods, or to show improvements in computational speed from previous algorithms. Generally, these models focus on hourly time resolution and the day-ahead scheduling horizon. Although hourly loss of load, a typical reliability indicator, can be an output of these models, it is scarce and highly dependent on the model parameters (e.g., value of loss load input) and the prevalence of extreme events (usually requiring multiple years of data). While the stochastic model utilizes scenarios in its decision-making, the full two-stage simulations shown in the previous literature are single scenarios and loss of load probability is based on multiple scenarios (years) and thus not as insightful. In the day-ahead time frame, reliability impacts can occur, but are rare as there is ample time before the real-time stage and multiple options to correct these errors. In addition, in these models, "load shedding" at the hourly model typically does not actually lead to load shedding in practice, as it is more likely that it causes a price spike but the imbalance is captured by frequency responsive reserve (with slight area control error (ACE) or frequency error being the true result). Therefore, the hourly loss of load may not be sufficient to capture realistic system reliability performances. On the other hand, forecast errors and variability in the short-term can cause potential significant reliability events as there is little time to provide correction given the constraints of the generation fleet and that of the scheduling tools used. In the short-term, ACE occurs when there is an imbalance between generation and demand within a balancing area, resulting in interchange scheduling error and/or frequency error. Significant ACE or frequency deviations can lead to potential reliability events, such as the triggering of under-frequency load shedding. Also, when significant deviations occur, it may not lead to actual reliability events, but to higher costs due to the reliance on expensive resources and reserve deployments to correct the imbalances at very short horizons. These costs, just like the reliability impacts, are not captured with the dayahead/real-time hourly time resolution approaches.
By extending our previous work [25] , [28] , this paper proposes stochastic scheduling models and solution methodologies within a multi-timescale, multi-scheduling application with commitment, dispatch, and automatic generation control (AGC) to better understand how this stochastic scheduling may simultaneously impact costs and reliability (e.g., ACE) at detailed timescales that represent those of the current state-of-the-art ISO operations and those that can show the true impact of VG and its variability and uncertainty which occurs at these different timescales. Simulation and sensitivity analyses were conducted in an IEEE Reliability Test System under low-wind and highwind penetration scenarios. The results can demonstrate how modeling the system in a stochastic nature may have different benefits when used in different time horizons, resolutions, or for different decisions. The contributions of this paper are twofold:
1) The current state of the art in the stochastic SCUC focuses on a single timescale, i.e., day-ahead SCUC with hourly resolution and a scheduling horizon of 24 hours, with a real-time realization of uncertainty similarly at an hourly resolution. We have advanced the application of stochastic programming to study its impact on other scheduling processes in use by system operators in practice: namely, the real-time UC and real-time ED. Using these scheduling processes, we must also consider appropriate first-stage decisions. The stochastic models proposed in this paper are multi-timescale and integrated together such that they are continually updated with decisions passed from one scheduling process to another as the simulation approaches real-time (i.e. from the UC to the ED to the AGC, and back to the next UC). This is a novel contribution because it allows for understanding the full impact of interconnected stochastic models on practical representations of the state-of-the-art in ISO/RTO system scheduling operations. It is the first attempt we are aware of to study stochastic scheduling of the real-time UC and real-time ED, and the first to study stochastic scheduling generally on a fully integrated state-of-the-art practical implementation of ISO scheduling processes. This can better provide for understanding of the impact of these advanced scheduling processes on existing scheduling frameworks and the true benefits of incorporating stochastic scheduling on an ISO system.
2) One of the main impacts of the stochastic SCUC is that it could affect power system reliability. However, the simultaneous assessment of both short-term reliability and operating cost has not been adequately addressed in the existing literature. As mentioned in the Introduction, the current state of the art in the stochastic modeling relies heavily on production cost benefits at an hourly resolution. Some studies may also include long-term reliability (e.g., changes in loss-of-load expectation) but this provides insufficient information on system reliability performances and the ability to balance load at multiple operational timescales. We have shown in this paper how stochastic programming can impact the detailed costs of control and correction at the resolution that is performed in practice, simultaneously with the detailed reliability metrics that can show how well a system is balanced. To the best of our knowledge, this is the first paper to quantify how multi-timescale stochastic scheduling models with probabilistic inputs would affect shortterm system reliability metrics, in terms of ACE and NERC's Control Performance Standards (CPS). This can better provide for understanding of how well the stochastic models may truly benefit costs and reliability in the detail that may be necessary to justify its adoption.
The above two contributions to the state-of-the-art further advance the use of stochastic tools by better demonstrating their application in a practical environment and presenting their true benefits in mitigating the detailed multi-timescale impact of VG. These contributions should help progress these types of advanced tools one step further towards being used in practical ISO or utility operations.
The rest of the paper is organized as follows. The proposed stochastic SCUC/ED models at multiple timescales are laid out in Section II. The probabilistic model for load and VG forecasts is described in Section III. Numerical results are presented and analyzed in Section IV. Conclusions are drawn in Section V.
II. STOCHASTIC MODELS AT MULTIPLE TIMESCALES
A. Modeling Framework of the Flexible Energy Scheduling Tool for Integration of VG (FESTIV)
To study the impact of multi-timescale stochastic models on power system operations, we have developed configurable stochastic SCUC/SCED models throughout the multi-timescale scheduling procedure, based on FESTIV [28] . The FESTIV consists of sub-models including deterministic DASCUC, realtime SCUC (RTSCUC), real-time security-constrained economic dispatch (RTSCED), and AGC. These sub-models are integrated together in a simulation environment with the flexibility to study the time varying effects of variability and uncertainty of VG and other conditions [28] .
In this paper, we apply the two-stage stochastic optimization approach to DASCUC, RTSCUC, and RTSCED within the FESTIV, and replace each deterministic scheduling model with its stochastic counterpart. We first identified proper first-and second-stage decisions under uncertainty for each scheduling model based on the binding decisions made at these timescales in practice. Table I describes the decision variables in the proposed two-stage stochastic models, where the first-stage decisions are here-and now decisions while the second-stage decisions are wait-and-see decisions. The two-stage decisions for stochastic DASCUC are well studied in the existing literature, but they have not been followed with realistic representations of real-time to see how well the stochastic DASCUC prepares the system for variability and uncertainty in real-time at realistic timescales. In addition, previous studies have not, at least not systematically, identified appropriate first-and second-stage decisions, for stochastic RTSCUC and stochastic RTSCED, given the fact that these processes serve different purposes in the practical market operation and have shrinking decision spaces, as well as variability and uncertainty characteristics when approaching real-time. Thus, the two-stage decisions of the stochastic scheduling models ought to be identified in an integrated manner that represents the ISO's current state-of-the-art scheduling operation. This is also a novel contribution of this paper. Each of the stochastic sub-models has a user configurable temporal resolution, scheduling horizon, update frequency, and binding decisions. In addition, we re-formulated objective functions and constraints of the sub-models stochastically. This reformulation is complex given the intricacy of the modeling framework within a multi-timescale simulation tool such as FES-TIV, where these scheduling models are continually updated with decisions passed from one to another as the simulation approaches real-time and must include appropriate representation of resources that may not be used in hourly-only models (e.g., start-up and shut-down trajectories, multi-dimensidonal ramp rates depending on previous runs of the same scheduling process as well as different scheduling processes, shut-down delay processes, etc.). The proposed stochastic SCUC/ED models together with the AGC model, shown in Fig. 1 , are described next.
B. The Stochastic DASCUC Model
The input data that are needed for the DASCUC sub-model within the FESTIV simulation include the network topology, generator costs and parameters, reserve requirements, and dayahead forecasts of load and VG in each of the scenarios. The DASCUC is typically run at hourly resolution for a 24-48 hour scheduling horizon and provide initial commitment status for all units. The two-stage stochastic DASCUC, expressed in (1), is formulated as a mixed-integer linear programming (MILP) problem. The objective is to minimize the expected production cost across all scenarios including the costs of the unit commit- 
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+ SU [29] , [30] . Spinning, nonspinning, regulation, and replacement reserves can be considered. The non-anticipativity constraint in (1) shows that the hourly UC of non-quick-start generators, which are the firststage decisions in stochastic DASCUC, should be the same for all scenarios, the value of which is equal to the weighted average of given commitment status. It is worthwhile mentioning that the non-anticipativity constraints imply that the future cannot be anticipated and thus the decisions have to be made here and now. In stochastic programming, the nonanticipativity constraints force the first-stage (here-and-now) decision to be identical in all scenarios. By introducing the multiplier λ s i,t to relax the non-anticipativity constraint and penalty factor w s to penalize the scenario deviation, the objective function in (1) is transformed into the following optimization problem:
where
DAC , and w = [w s ] N S D A C By using duality theory and the decomposable structure of (2), the Lagrangian function (2) is transformed as a two-level optimization problem. Given a set of multipliers and penalty factors, the lower level optimization consists of individual scenario subproblems as follows:
Then, the Lagrangian function (2) is translated into the following function:
Finally, the dual problem at an upper level is as follows:
The lower level and upper level problems are solved iteratively until the iterative process converges, utilizing the progressive hedging algorithm (PHA) [31] . The PHA is a scenario-based decomposition technique and has been shown as an efficient way to solve the problem described in (1)-(5) . However, the PHA is not provably convergent since this is a non-convex problem. The presence of integer variables may cause cycling behaviors. Here, we use simple heuristics that are similar to those in [31] for detecting and breaking the cycles. The performance of PHA relies heavily on the value of the parameters λ s i,t and w s , inappropriate choices of which could lead to poor convergence characteristics. We also use adaptive step size [32] to adjust λ s i,t and cost-proportional strategy [31] to adjust w s . They have been shown to be effective techniques for accelerating the convergence. The day-ahead UC obtained here is passed on to the other sub-models after the PHA converges.
C. The Stochastic RTSCUC Model
The stochastic RTSCUC respects the day-ahead UC for the non-quick-start generators but may commit or turn off quickstart units based on new forecasts and system conditions. This model is typically run at 15-minute to hourly resolution, for 2-4 hour scheduling horizons. Similar to the stochastic DAS-CUC, the two-stage stochastic RTSCUC is formulated in (6) as a MILP problem. The objective in stochastic RTSCUC is to minimize the costs of the unit commitment and the expected costs of generation and reserve schedules for generating resources. In (6), the prevailing RTSCUC constraints are similar to those in the DASCUC with consideration of its interval resolution and decision horizon. Non-anticipativity constraints in (6) indicate that the startup and shutdown indicators for quick-start generators at the binding intervals, which are the first-stage decisions in stochastic RTSCUC in Table I , are identical in all scenarios. The PHA is utilized again to solve the proposed stochastic RTSCUC. The UC of quick-start units obtained here, along with the dayahead UC scheduled from DASCUC, are further passed on to the RTSCED after the convergence of the PHA of RTSCUC. 
D. The Stochastic RTSCED Model
In the stochastic RTSCED, the UCs of all generators are fixed and the dispatch and reserve schedules of generation resources are decision variables to be determined, given the updated realtime forecasts and system condition. The RTSCED sub-model is typically run at 5-minute to hourly resolution, for single solutions or multi-period horizons with up to one hour horizons (here we assume the RTSCED is always solved for multiple intervals for the stochastic model to be applicable). The stochastic RTSCED is formulated in (7) as an LP problem, where the objective is to minimize the expected costs of dispatch and reserve schedules for generating resources. where the prevailing RTSCED constraints are similar to those in RTSCUC without integer constraints. Here, the nonanticipativity constraints in (7) show that the dispatch and reserve schedules for all generators at the binding intervals, which are the first-stage decisions in stochastic RTSCED as listed in Table I , are the same across all scenarios. The PHA is also applied to solve (7) with the non-anticipativity constraints in (7) being relaxed. The energy, reserve, and regulation capacity schedules obtained here are passed further to the AGC sub-model.
E. The AGC model
As shown in Fig. 1 , AGC is the "last line" of scheduling defense. The AGC will take the regulation capacity schedules from the RTSCED and use those regulating units to correct the ACE, typically with a proportional integral (PI) filter. All other units are not given control signals and are given schedules that linearly interpolate one RTSCED dispatch schedule to the next. The production costs and ACE are all calculated from the AGC sub-model. AGC is typically run every 2-6 seconds. Here, the AGC model developed in [28] is adopted to correct the ACE in the proposed stochastic modeling framework.
As seen from Fig. 1 , our proposed stochastic models are integrated together and the first-stage decisions of one stochastic sub-model serve as input to the others. This represents the major contribution of this work. When certain sub-models are solved with stochastic programming with all others deterministic, this integrated framework will provide a good understanding of the detailed multi-timescale cost and short-term reliability impacts of each stochastic model in isolation or in combination with others (e.g., day-ahead SCUC with real-time SCUC, day-ahead SCUC with real-time SCED, etc.). The ability to "switch" on the stochastic feature of each sub-model provides an understanding of how stochastic programming benefits differ for each scheduling application (including combinations of stochastic or deterministic day-ahead SCUC, real-time SCUC, and real-time SCED). In addition, the results of sub-models are continuously communicated to other sub-models throughout the simulation until final results are realized at a timescale that represents about the highest resolution that is of interest in steady-state operations. The proposed model ensures that the results of one sub-model are incorporated into the inputs and constraints of others. The realized generation of units should be known for the stochastic RTSCUC, stochastic RTSCED, and AGC sub-models so that they do not give infeasible schedules [28] . 
III. PROBABILISTIC FORECASTS OF LOAD AND VG
A. Measured Load and VG Data with Forecasting
The data analyzed comes from a publicly owned electric utility in the Western United States. It consists of measured, synchronous 4-sec load, wind, and solar data for a complete year within the 2012-2013 timeframe. Due to the computational complexity of the multi-timescale stochastic FESTIV framework, the representative week of the 13 th -21 st was chosen for presentation for the representative months of January, April, July, and October. The 4-sec load and VG data were integrated (simple arithmetic averaging) to obtain suitable quasi-stationary values. For stochastic DASCUC, RTSCUC, and RTSCED, integration was accomplished to yield 1-hr, 15-min, and 5-min time resolution, respectively.
The forecasts were also a function of the scheduling periods. It should be noted that only day-ahead forecasts of load, wind, and solar power were available in the dataset, with forecasts at the stochastic RTSCUC and RTSCED timescales generated using the persistence methodology. That is, the available day-ahead forecasts start and end at midnight, whereas sub-daily forecasts were derived and generated from the data itself. In accordance with FESTIV timescales and objectives, the persistence-model generated RTSCUC data occurred at 15-min intervals for hourly forecasting horizons and the RTSCED at 5-min intervals for the next 25-minute time step. However, these forecasts are for the simple, deterministic case of one forecast and one realization, albeit synchronous and multi-timescale in nature, and therefore probabilistic forecasting was developed for the stochastic FES-TIV framework.
B. Generation of Probabilistic Load and VG Data
Since the plethora of meteorological data necessary to create a causal model was unavailable, a purely data-driven probabilistic approach was employed. Fig. 2 illustrates a portion of the probabilistic graphical model utilized in this work. It can be observed in Fig. 2 that load and wind power are conditional on solar power (i.e., the variable attached to the head of the arrow is conditional on the variable attached to the tail of the arrow) and it is known this is not entirely true because appropriate physics have not been considered and the measurement is power not irradiance. However, over short time periods weather variables, and thus the load and VG variables of interest, will remain pseudo-stationary. The goal here was to find the most appropriate probability model using only data, sans physical Fig. 2 also shows how variables are conditional on their previous values, which was explicitly considered here.
The appropriate conditional probability model was fit using an aggregative process. It first relied on using Markov Chain Monte Carlo (MCMC) methods to fit a given conditional probability structure, then the data used to fit that model was aggregated to achieve the next temporal scale, and the process was repeated. For example using the shortest temporal scale of 5-min, RT and RTSCED (same probability model building process but done separately), the structure of the probability model is the same as shown in Fig. 2 . Considering three time slices and using Gibbs sampling, a popular form of MCMC, the conditional model parameters were fit. The process then fit the next timescale, 15-min, with three time slices of 5-min. Similarly, the 1-hr forecasting was fit using four time slices of 15-min, and the day-ahead forecasting was fit using 24 time slices of 1-hour. Finally, a conditional probability model was available for all uncertain forecasting horizons of the scheduling periods using only the measured, synchronous 4-sec load, wind, and solar data. The conditional probability models were sampled, using the measured data as parent variables, to generate scenarios for input to the stochastic FESTIV framework and examination as described in the following sections. Scenario reduction techniques based on probability metrics could be applied to offer a tradeoff between the computation speed and the accuracy, by eliminating scenarios with very low probabilities and bundling scenarios that are very close in terms of statistical metrics [33] .
IV. NUMERICAL RESULTS
A. Test Cases
The FESTIV framework was implemented in MATLAB [34] . The stochastic DASCUC, RTSCUC and RTSCED formulations were modeled in the General Algebraic Modeling System (GAMS) [35] and solved using ILOG CPLEX 12.6 [36] . In order to verify the performance of the stochastic models, numerical experiments were carried out on a modified single-area IEEE Reliability Test System [37] . A summary of the test system is shown in Tables II. This system was supplemented with one wind farm located at Bus 23 with load and wind data as previously described. We chose 4 different weeks in a year, i.e., one week in January, April, July and October, to represent seasonal characteristics of wind and load in the simulation. Reserve requirement is not explicitly considered in the test system to facilitate the comparison among different cases. The use of reserve within the multi-timescale stochastic framework is an interesting topic, which will be studied in a subsequent paper. Wind penetration data for the selected four weeks is listed in Table III , where two wind penetration levels, i.e., low-and high-wind penetration are considered in the case study. Solar generation is not considered in the case study, but it can be straightforwardly incorporated into the proposed stochastic framework.
B. The Low Wind Penetration Level
To elucidate the differences between the deterministic and stochastic approaches, three different cases were examined in the low wind penetration level:
Case 1 (Perfect case): A deterministic approach with perfect knowledge of both load and wind, i.e. perfect forecasts.
Case 2 (Imperfect case): A deterministic approach, but with errors representative of the current state of the art for both load and wind forecasting included in the scheduling decision making process.
Case 3 (Full stochastic case):
The stochastic approach, where load and wind power uncertainty are modeled through an ensemble of scenarios with associated probabilities. We generated 200 scenarios for each of the stochastic sub-models and reduced the number to 40 for stochastic DASCUC, 20 for stochastic RTSCUC, and 10 for stochastic RTSCED.
General simulation results from the test cases described in the previous section are shown in Table IV , where the ACE represents the energy imbalance that is calculated every 4 secondsi.e., at the AGC time resolution; AACEE represents the absolute ACE in energy, the sum of the absolute value of the ACE in MWh; and sigma ACE represents the standard deviation of the ACE distribution; a CPS2 violation takes place when the average ACE exceeds the ACE limit (L10) in a 10-min compliance interval. In general, the AACEE and the sigma ACE show how the overall imbalance performance, how often extreme imbalances occur, and the variation of the imbalance throughout the study period. In Table IV , the perfect case has the lowest production cost and the overall best reliability performance among all three cases. This is expected since a case with perfect forecasts will certainly find the optimal schedule in terms of both economic and reliability metrics.
In Table IV , it is interesting to compare the imperfect case with the full stochastic case. In January, July and October, the stochastic case results in a slightly higher production cost, as opposed to the imperfect case, but performs better in terms of reliability metrics, i.e., higher CPS2 score and lower sigma ACE. This benefit is achieved by providing excess capacity in real time in preparation for the uncertainty and thus reducing the real-time imbalance. This will be explained in detail later. In April, the stochastic case performs better than the imperfect case in the production cost, sigma ACE, and CPS2 scores. This is accomplished in the stochastic case by committing a larger number of cheaper units and reducing the number of start-ups for expensive peaking units. In Table IV , the sigma ACE of the stochastic case in April is smaller than that of the perfect case. This may not always happen, but occurs when the stochastic model provides greater capacity to meet the variability which results within the scheduling interval, something the perfect forecast may not do. The variability occurs at a time resolution that the perfect forecast is not prepared for. Recall that the finest time resolution for the perfect forecast is 5 min in stochastic RTSCED (other time resolutions for the perfect forecast are 15 min in stochastic RTSCUC and 1 hour in stochastic DAS-CUC). The AGC is run every 4 seconds where the actual load and VG data are used to calculate the ACE. Thus, even if the forecast is perfect at every 5 min, this forecast still cannot capture the variability of actual load and VG in the AGC model with a 4-second time resolution.
A comparison among unused thermal capacity in October for these cases is provided in Fig. 3 . It is seen the use of stochastic models continually resulted in over-commitment of generators. This excess commitment has a direct impact on the ACE due to the additional ramping capacity that is available in the full stochastic case. A comparison between the raw ACE in April for the imperfect and stochastic cases is provided in Fig. 4 . The stochastic case is better prepared to meet the net load uncertainty and thus avoids the ACE spikes in the imperfect case. This can be further seen in Fig. 5 , where the utilized ramping capacity in the stochastic case and the imperfect case are compared. It is seen that the stochastic case always keeps adequate remaining ramping capacity, leading to enough online ramping capacity to ramp down from Hours 47.5 to 48.
C. The High Wind Penetration Level
Sensitivity analyses were conducted in the high wind penetration level to show the impact of each stochastic model on system economic and reliability performances when each scheduling model is changed from deterministic to stochastic. Tables V and   VI show general results in the April and July week, corresponding to the annual off-peak and peak week, respectively. Nine cases were simulated in each of the above weeks to demonstrate the benefits of various configurations of stochastic scheduling applications providing further insights. Table VII lists the attributes of each sub-model in these cases, where 'p' represents a perfect forecast; 'd' indicates a deterministic model with imperfect forecast; and 's' denotes a stochastic model. For example, Case A is comprised of perfect DASCUC, perfect RTSCUC and perfect RTSCED; whereas Case D consists of deterministic DASCUC, stochastic RTSCUC, and deterministic RTSCED, etc. The wind utilization rate is the ratio of actual wind generation to the available generation. The number of committed units is obtained by averaging 5-min UC across the scheduling horizon. We generated 200 scenarios for each of the stochastic model and reduced the number to 40 for stochastic DASCUC, 20 for stochastic RTSCUC, and 10 for stochastic RTSCED.
In Table V , the perfect case still has the lowest production cost, highest wind utilization rate, smallest number of committed units and the overall best reliability performance among all cases. The wind utilization rate is not so high because the network congestion takes place. As opposed to the perfect case, the full deterministic Case B yields higher production cost, lower wind utilization rate, larger number of committed units, AACEE, sigma ACE and CPS2 violation. Comparing with Case B, Cases C and E are characterized with better reliability performances in terms of AACEE, sigma ACE and CPS2 violations; however, Cases C and E have a slightly higher production cost than the full deterministic case. The same is true for the peak week in July in Table VI . The results suggest the system could achieve better reliability performances if stochastic RTSCED models could be in place, at the cost of a slightly increased production cost.
The improved reliability performances can also be explained by investigating the ACE distribution. The ACE distributions of all cases for the off-peak week in April are plotted as candlestick charts and compared in Fig. 6 , where the percentage indicates the percentile of the ACE distribution (recall that ACE is calculated every 4 seconds in the AGC model). In general, the ACE distribution is superior if the body of the candlestick in a certain interval is shorter. It is seen that ACE distributions between 25% to 75% of all cases are similar, where the ACE is distributed between −2 MW and +2 MW, suggesting that the AGC is able to effectively correct the ACE at most of the time during the simulation. However, it is seen that the ACE distributions between 5% to 95% vary substantially case by case. An interval between 5% to 95% includes the condition where the system is typically experiencing the most operational strain, e.g, maximum utilizations of ramping capacity and largest forecast errors. It is seen that the perfect case has the best ACE distribution among all cases, in which the ACE levels are distributed between roughly −5 to +5 MW. In comparison to Case B, Cases C and E have slightly narrower ACE distributions between 5% to 95%, indicating better short-term reliability performances.
Another interesting observation in Tables V and VI is obtained by comparing Cases F with B. It is seen in both tables, the production cost of Case F is lower than that of Case B, the wind utilization rate and number of committed units of Case F is higher than that of Case B, but the AACEE and sigma ACE are higher than those in Case B. The number of committed units in Cases F-I is significantly larger than that in Cases B-E, indicating more generators are committed online if the stochastic DASCUC is in place. This advises that the stochastic DASCUC primarily benefits the system by lowering production costs; however, it may not be as beneficial to the short-term system reliability performance. The stochastic RTSCED, on the other hand, has the opposite effect and it improves the system reliability performance but may lead to a higher production cost. In order to compare all cases using a metric combining economic and reliability performances, the CPS2 violation is penalized and the resulting penalty cost is added with the production cost to constitute an overall combined cost metric. The overall cost of all cases versus different penalty prices are shown in Fig. 7 , where the penalty price represents how much the system operator values the short-term system reliability in terms of avoiding CPS2 violation (i.e., this is somewhat similar to value of loss load (VOLL) except that VOLL is considered in the objective function of scheduling models whereas the penalty on the CPS violation is used in post calculations). It is seen in Fig. 7 , as the penalty price increases, Cases C and E have more significant cost reductions compared with Case B, suggesting that the stochastic RTSCED is more beneficial to the overall system operation when the reliability is worth more to system operators. Similarly, when comparing Cases B with F, Cases C with G, and Cases D with H, the latter cases lead to higher over-all costs with the increase in the penalty price, indicating that using the stochastic DASCUC alone may not help decrease the overall system operation cost if the short-term reliability metrics become the major concern of the system operator. These types of observations are a primary objective of building this integrated model such that information can be used to inform system operators what they may expect when utilizing different advanced scheduling tools. To our knowledge, these conclusions have not been observed or discussed in previous literature.
When comparing the deterministic Case B with the full stochastic Case I, it is seen in Table V that Case I has a lower production cost but worse reliability performances. This can be also seen in Fig. 6 , where Case I has a slightly wider ACE distribution between 5% to 95%. However, the opposite trend can be found in Table VI for the peak week in July. The above results show the benefit of using full stochastic models for all scheduling procedures, which integrate both stochastic DAS-CUC and RTSCED models, may not be as obvious as other studies have claimed in the past. Furthermore, shifting from the deterministic model to its stochastic counterpart incurs, as expected, a drastic increase in simulation time, as shown in Tables V and VI. When comparing the deterministic Case B with the full stochastic Case I in Table V , the simulation time increases from 0.81 hour to 12.20 hour, roughly 15 times for the off-peak weekly simulation, in which the proposed stochastic DASCUC, RTSCUC and RTSCED are executed 7, 672 and 2,016 times, respectively (with an additional 151,200 AGC simulations). The number of reduced scenarios considered in stochastic DASCUC, stochastic RTSCUC, and stochastic RTSCED are 40, 20, and 10, respectively. The simulation time for a daily simulation is approximately 12.20/7 = 1.74 hour. These simulations are performed on an Intel Xeon PC with Z5-2670 CPU and 64 GB RAM. The simulation time of the full stochastic case will be overwhelming in a large-scale system. In such a case, the following acceleration strategies can be used to reduce the simulation time: 1) applying parallel computing techniques to solve the lower-level scenario subproblems simultaneously; and 2) providing good estimates of initial multipliers and penalty factors to further reduce the number of PHA iterations.
V. CONCLUSION
In this paper, we propose a novel inclusion of stochastic SCUC/ED models integrated into multiple operational timescales that represent those of the current state-of-the-art ISO/RTO operations. The case studies show the effects of incorporating stochastic programming in power system operations at different points within the overall scheduling procedure and includes a methodology to capture the consequences of doing so on both costs and reliability at detailed timescales. Numerical results in a modified single-area IEEE Reliability Test System with low wind penetration levels show that the integrated multitimescale stochastic models could result in better system reliability metrics than the deterministic approach by committing more generation capacity and ramp capability online. In addition, sensitivity analyses indicate that the stochastic DASCUC would have the benefit of lowering the production cost, while the stochastic RTSCED could lead to better system reliability performances. Thus, when the system operator is concerned more about the short-term reliability improvements, the stochastic RTSCED is more beneficial to the overall system operation while the use of the stochastic DASCUC alone may be more important to the scheduler that is concerned with maximizing production cost efficiency. The proposed multi-timescale stochastic models could provide ISOs/RTOs with more flexibility in balancing system economic and reliability performances.
In this paper, we tried to better understand how the stochastic scheduling may simultaneously impact costs and reliability at detailed timescales that represent those of the current state-of-the-art ISO operations and those that can show the true impact of VG and its variability and uncertainty which occurs at these different timescales. To the best of our knowledge, this work is the first of its kind in the literature to address these research questions. The case studies showed the validity of the propose models and the effectiveness of the proposed approaches. We are aware that there are other ways to address variability and uncertainties in the ISO's operation such as using robust and/or interval optimization, and believe that these tools should be studied on multi-timescale frameworks as well. Studying these methods on a fully integrated multi-timescale framework with all scheduling sub-processes captured is essential for the validation of these techniques in practice.
Our future work will continue to investigate other ways to enhance the ISO's multi-timescale operation. On the other hand, we will expand the proposed models to include the simulation of solar generation in the system, and will explore the relative importance of VG and load forecast errors and how to approach both in a consistent fashion [38] . The balance between computational complexity and solution precision will also be investigated. Additionally, we will explore the implication of stochastic markets, especially in establishing schedules and assigning appropriate prices from the space of scenarios at each state of the simulation.
