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A model of loops in 2-D
∗
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Faultat de Físia, Universitat de Barelona
Diagonal 647, 08028 Barelona, Spain
The gonihedri spin model was rst introdued as the ation for a dis-
retized tensionless string in a disretized embeding spae. Afterwards was
found that there are interesting features on the dynamial behavior of this
model in 3 dimensions (as it was rst formulated) that make us think on
glassy spin model without inherent disorder. Extensive simulations have
been arried out in the 3 dimensional model. In the following I will re-
port on a work omposed of two dierent but related parts. The rst part
is a numerial study through Monte Carlo simulations of the dynamial
properties of the 2 dimensional version of the model (i.e. the loop model),
whih is muh simpler due to the fat that it has trivial thermodynamial
properties. The seond part onsists on an analytial approah of this 2 di-
mensional loop model oupled to gravity. We solve partially the assoiated
two-matrix model via a redution to an equivalent one matrix model and
saddle point methods with the last one-matrix model.
1. An statistial model of loops in 2D
The gonihedri spin model was rst introdued by Savvidy in relation
to a disretized model for a tensionless string theory [1℄, but very soon the
spin model gained interest by itself. Also its extension to a self-interating
surfaes (κ 6= 0) showed a very rih family of models with dierent kind
of ritial points and interesting dynamial properties [1℄[2℄[3℄. Extensive
numerial and theoretial work appeared [4℄[5℄[6℄[7℄ and some interest about
the glassiness of the 3-dimensional gonihedri model arised [8℄[9℄[10℄[11℄[12℄.
This is preisely the aspet of the model that has motivated us to study the
2-dimensional version of the model. Its trivial thermodynamis motivates
us to investigate whether this model also has glassy behavior or not. This
would provide a toy model for glassy phenomena without inherent disorder
on the ouplings.
∗
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So the spin model we are going to investigate is related to a model of
loops in 2 dimensions. We are going to ompare this model and the results
we obtained from analogous simulations in a 3 dimensional version of this
spin model [12℄. But before we go into the analysis of the model let's dene
it in terms of spin variables.
Consider the following Hamiltonian
H2Dgonih = −κ
∑
<i,j>
σiσj +
κ
2
∑
≪i,j≫
σiσj +
1− κ
2
∑
[i,j,k,l]
σiσjσkσl (1.1)
in a two dimensional lattie
1
, where < i, j > means sum over nearest neigh-
bors, ≪ i, j ≫ means sum over next to nearest neighbors, and [i, j, k, l]
means over spins forming plaquettes on the lattie.
This Hamiltonian has some odd harateristis. The most important
of all is that the spae of symmetri vaua is extremely large, in fat it is
exponentially large with the dimension of the lattie L. In partiular, the
simultaneous ip of all the spins that belong to any set of non-rossing lines
leaves the energy of the ferromagneti ground state unhanged
2
[13℄. This
symmetry is even larger in the κ = 0 ase where the lines an ross eah
other. This provides a very speial landsape for the energy funtion of our
model that in its 3 dimensional version makes the system exhibit a very
lear glassy behavior assoiated to a thermodynamial phase transition [10℄.
This is preisely the aim of this work: to determine whether or not the same
kind of behavior an be found in 2 dimensions given that the 2D model has
no thermodynamial phase transition.
Let us rst see the relation between this model and the loop model
we announed. If we look at the energy of a given onguration we an
see that due to the preise ne tuning of the ouplings all the energy is
onentrated at the bending points of the loop (surfae in this 3D ase) that
is the boundary between the two dierent phases of the system (i.e. between
plus and minus spins), and that wherever there is a rossing of this surfae
with itself (or with another loop) there is another onentration of extra
energy. So at the end of the day we an write the energy of the spin model
1
The 3 dimensional ounterpart has slightly modied ouplings. the expliit form is
H
2D
gonih = −2κ
∑
<i,j>
σiσj +
κ
2
∑
≪i,j≫
σiσj +
1− κ
2
∑
[i,j,k,l]
The reason is that the number of neighbors hanges from 3D to 2D, thus the ouplings
has to hange too as we will argue.
2
In the 3 dimensional ase this symmetry is generated by the ip of planes rather than
lines.
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(or the loop model) as follows
E = n2 + 4κn4 (1.2)
where n2 is the number of bending points and n4 the number of self-rossing
points of the loop that separates the plus and minus spins regions.
This is exatly the same that happens in the 3 dimensional version of the
model. In fat the ouplings are preisely hosen to exhibit these features.
But all this has very dierent onsequenes for 2 dimensions or 3 dimensions.
The main dierene between this 2D loop model and the orresponding 3D
surfae model is that the ation of the surfae in 3D is proportional to the
linear extent of the surfae (see g.1a) and the roughness of it, while the
ation for the loop is not depending on how big it is but on how many times
it bends (see g.1b). Thus in 2 dimensions the energy of the loop do not
+
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Fig. 1. Examples of ongurations of the system in 3D (a) and in 2D (b). The
energy is onentrated on the bending and rossing points (2D) and lines (3D).
depend on its size but on the shape of it (although the energy barriers do
eventually depend on the size of the loop).
1.1. Thermodynamial behavior
Let's now take a look at the thermodynamial properties of this spin
model taking as a referene its 3 dimensional ounterpart [5℄[12℄. Let's
begin with the speial ase of κ = 0 that is exatly solvable in innite
volume and reduible to an easy-omputable sum for nite volume. The
exat solution for the model with κ = 0 shows us that there is no phase
transition at nite temperature. If we take a look at g.2 we will see the
innite volume energy funtion and suseptibility ompared to the numerial
results of simulations and to the exat nite volume alulation. All the
disordanes between simulations and the innite volume alulations are
due to nite volume eets as we an see omparing the simulations with the
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Fig. 2. (a) Energy funtion and (b) spei heat of the system for κ = 0. The exat
funtion at innite volume, at nite volume, and the Monte-Carlo simulations are
plotted
exat nite volume alulations. For the other ases with κ 6= 0 there is no
innite volume exat solution nor easy-omputable nite-volume expression
but the simulations performed do not show great dierenes with the κ = 0
ase (see g.3). The only remarkable dierene is the appearane of a seond
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Fig. 3. (a) Energy funtion and (b) spei heat of the system for κ = 0. The exat
funtion at innite volume and the Monte-Carlo simulations are plotted
struture for suiently large κ. This seond struture an be interpreted
as the appearane of a new energy level for the plaquette variables. This has
been studied to see whether it evolves into a peak at large volumes, but no
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volume dependene of this struture has been found, so there is no evidene
of phase transition.
On the other hand the same model in three dimensions exhibits a quite
omplex phase spae. For κ = 0 there is a ritial temperature Tc where
the system hanges from ordered to disordered phase through a rst order
phase transition, and a seond temperature Tg that is between two dier-
ent dynamial phases: a glassy phase and a superooled phase (see g.4)
[9℄[11℄[14℄. Inreasing κ we nd from ertain value on that this seond tem-
1.5 1.6 1.7 1.8 1.9 2 2.1
E
n
e
r
g
y
Temperature
Fig. 4. Energy versus temperature. The lower branh is produed heating the
ferromagneti ground state. The higher branh orresponds to sudden quenhes at
eah temperatures from disordered ongurations.
perature Tg either is very lose to the thermodynamial temperature Tc or
they oinide, and that this thermodynamial phase transition hanges from
rst to seond order.
Thus we have seen that this models from 3 dimensions to 2 dimensions
hanges a lot its thermodynamial behavior. From having rst/seond order
phase transitions (depending on the value of κ) on 3D to trivial thermody-
namis without any phase transition on 2D. But we also want to know
whether there is a great dierene or not in they dynamial properties. In
partiular we want to know if the slow dynamis and the glassy behavior
remains on the 2 dimensional model.
1.2. Dynamial behavior
We will move now to the dynamial properties of the model. We shall
report here only the κ = 0 ase3.
3
Due that we have not established yet without ambiguities whether this ase posses
or not glassy behavior we are not going to onsider the κ 6= 0 ase.
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To study the dynamis of this system we will onsider a two-time orre-
lator of loal observables [15℄
C(t, tw) =
∑
i
ei(tw)ei(tw + t) (1.3)
where the sum runs over all the sites in the lattie, and the variable ei(t) is
the energy
4
of the site i at the time t. This objet, in equilibrium, should
be independent of tw, but as we an see in g.5 below some temperature
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tw=1000, T=1.0
tw=1000, T=1.1
(a)
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tw=100, T=0.9
tw=1000, T=0.8
tw=1000, T=0.9
(b)
Fig. 5. Autoorrelation funtions for dierent temperatures and dierent waiting
times: (a) urves are independent at tw (b) some dependene in tw appears
this funtion happens to depend on the waiting time tw, suh observation is
idential to the one made for the 3 dimensional ase where an even larger
dependene of this autoorrelation funtion on the waiting time appeared
below Tg (see g.6). This is not per se a lear evidene for glassy behavior
of the model yet, so we will ontinue with the program we followed with
the 3 dimensional model. Thus let's t the urves that look tw-independent
(i.e. the urves that should be above the hypothetial glassy transition
temperatureTg). The tting funtion will be of the form
Ae(
t
τ
)b
(1.4)
whih is an strethed exponential. As you an see in g.5a the agreement
between the t and the simulations is rather good
5
. Now we an plot the
4
We ould have used other kind of observables like the spin variables or the energy
per plaquette, but they have the same behavior for our purposes.
5
Lines are ts, points are simulation measurements. We looked for the onsisteny of
the ts by heking that the true value of the parameter A, i.e. A = 1 (whih we know
by onstrution of the orrelation funtion) were within the interval of ondene of
the tted value
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t,tw
)
t (MC steps)
T=1.720,     tw=300
  tw=2000
T=1.695,     tw=300
  tw=2000
Fig. 6. urves of autoorrelation of the spin variables at both sides of Tg on the 3
dimensional gonihedri model
tted values of τ against temperature, and we see that it inreases as we
lower the temperature as if it liked to diverge at some point. If we t this
points using a funtion of the form
τo
(T − T∗)c
(1.5)
as we did in 3 dimensions, we'll nd a good parameterization of the di-
vergene (see g.7) although there is still something that is not ompletely
ompatible with this t. The problem with this t is that the tted ritial
0
2
4
6
8
10
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
Ta
u
Temperature
Measured values
fit
Fig. 7. Autoorrelation time versus Temperature at temperatures above 0.9
temperature T∗ is not onsistent with the point where the autoorrelation
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funtion began to depend on the waiting time, as it should. This is why we
should analyze more arefully this autoorrelation funtion. Looking more
arefully at this autoorrelation funtion we an see that the dependene in
the waiting time tw disappears as we inrease it. This means that the ther-
malization of these two time funtions is extremely slow, but that ould be
non-glassy-like. In g.8 we an see this onvergene of the autoorrelation
funtions as we inrease the waiting time.
0.01
0.1
1
10 100
C(
t,tw
)
t (MC steps)
C(t,100)
C(t,1000)
C(t,10000)
Fig. 8. Evolution of the autoorrelation funtion with the waiting time tw.
To explore better the dynamis behavior of this model we an perform
other type of experiments in our system. For example we an prepare our
system in a spei onguration, for example a lattie with two dierent
oexisting vaua, one inside the other (one possibility ould be layer-like
vaua inside ferromagneti one) and look at the deay proess of the system
to the equilibrium. The problem with this tests is that as there is no ordered
phase in this model, we annot prepare the system in an initial onguration
omposed by two dierent oexisting vauas and pretend that they are more
disordered than the equilibrium-like ongurations at the temperatures we
are examining, as it is in the 3 dimensional ase (g.9 shows the 3D deay
of a perturbed vaua to the unperturbed one. It is easy to see the dierent
behaviors in terms of temperature). in spite of this we performed those
simulations and found that the deay behaved in the same way for all the
range of temperatures (g.10a and g.10b are two examples of this deays
at both sides of the hypothetial Tg). The magnitude we used to study this
deay in two dimensions is the energy dierene with the equilibrium. If
we look at the value of the tted exponent c of the funtion (1.4) that we
have also used in this experiments, we an see that they are really lose to
one, and this suggests that the behavior may not be glassy but `usual' albeit
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t (MC steps)
T=1.83
 =1.50
 =1.35
 =1.25
(a)
100 1000 10000 100000
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V=30^3
 =16^3
(b)
Fig. 9. In the 3D gonihedri model: (a) Evolution of some order parameter start-
ing from a perturbed vaua as an initial onguration. We an see two kind of
behaviors. In (b) we see that the low temperature behavior is logarithmi. Lines
are evolutions for dierent initial volumes of the perturbations at a temperature
deep inside low temperature region.
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Fig. 10. The deay of a prepared initial onguration to the equilibrium
rather slow exponential deay.
In the analysis of the glassiness of the system we an introdue a new
observable; the Q parameter [15℄. This parameter is dened in the following
way: after evolving a single system tw Monte Carlo steps, we make two opies
of the system and let them evolve independently, then the Q of a loal
observable is the overlap of this observable between the two independent
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opies of the system. In our ase we will use the loal spin variables
Q =
∑
i
σai (tw + t)σ
b
i (tw + t) (1.6)
Then, using this Q parameter and the time overlap of the same loal mag-
nitude,
Cspin(t, tw) =
∑
i
σi(tw)σi(tw + t) (1.7)
we an perform dierent kind of analysis. One of those is the following. It's
0.01
0.1
1
1 10 100 1000
t (MC steps)
T=0.8
C(t,100)
Q(t/2,100)
C(t,1000)
Q(t/2,1000)
(a)
0.01
0.1
1
1 10 100
t(MC steps)
T=1.1
C(t,100)
Q(t/2,100)
C(t,1000)
Q(t/2,1000)
(b)
0.01
0.1
1
100 1000 10000
t (MC steps)
T=0.5
C(t,100)
Q(t/2,100)
()
0.01
0.1
1
100 1000 10000
t (MC steps)
T=0.5
C(t,1000)
Q(t/2,1000)
(d)
Fig. 11. Plots of the funtions C(t, tw) and Q(t/2, tw) for dierent temperatures
and dierent tw. In (a) and (b) we see how the saling (1.8) is satised for any tw.
In () and (d) we see that the relation of saling is not satised at low temperatures.
known that the system must satisfy the relation
Cspin(tw, t) = Q(tw, t/2) (1.8)
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if the we are in an ordinary non-glassy phase. As we an see in g.11a and
g.11b there are temperatures
6
for whih the behavior of the Q parameter
with respet to the Cspin two times auto-orrelator is what we expeted,
while there are lower temperatures, like in g.11 and g.11d where the
relation (1.8) is not satised at large enough times, for the value of tw we
simulate, although the disrepany region is moving to larger times as we
inrease tw as if it would like to follow (1.8) for large tw (see g.12).
0.01
0.1
1
100 1000 10000 100000
t(MC steps)
T=0.5
C(t,100)
Q(t/2,100)
C(t,10000)
Q(t/2,10000)
Fig. 12. The onvergene to the saling behavior is lear in this plot where tw has
been inreased by one order of magnitude.
1.3. Conlusions
At this point we have onluded the analysis of all our simulations with-
out any lear reason to believe that this 2 dimensional version of Savvidy's
gonihedri model has really glassy behavior; on the ontrary it seems to
exhibit only very slow dynamis not related to real glassiness of the model.
This has to be further investigated to lear out what type of dynamis is
this model developing. Also κ 6= 0 has to be investigated although we think
it will follow the same kind of behavior that the κ = 0 ase.
2. The model of loops oupled to gravity
There exist a way to extent this model to one oupled to gravity. To
ouple it to gravity we will put our spin model in a random lattie built
from quadrangular piees. In this way we will keep the behavior of the
loops and add the gravity degrees of freedom. In order to make the matrix
6
Remember that T = 0.8 is already a temperature where, at waiting times we are
onsidering, the energy auto-orrelators are not tw independent
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model solvable (or approximately solvable) we will make the loops highly
self-interating, that means that the loops will never ross themselves. This
++
−
−
−
Fig. 13. Example of a random lattie with a gonihedri spin model on it
orresponds to the κ→∞ limit in the model we presented above. In g.13
we an see an example of this kind of quadrangulations. From this piture we
an extrat the weights of eah interation term in the matrix model that
will represent the partition funtion of our system. Let's see what those
terms mean.
First of all there will be the bulk term (in other words, plaquette that is
not rossed by any loop), then we have to onsider a term were a plaquette
is rossed by one loop without bending through it and nally the term were
the loop rossing the plaquette bends in one diretion or the other. These
three building bloks of the random latties are presented graphially in
g.14 with the orresponding term of the matrix model that will generate
them
7
. As we an see we are onsidering the most general ase where all the
A B2 2; ; ∼ 4g’Aλ’gABAB
Fig. 14. orrespondene between the loop piees and the matrix interation that
are going to generate them.
ouplings are dierent but in our spei ase we will impose the ondition
g˜ = g due to the fat that a straight piee of loop do not ontribute with
any amount of energy to the ation, so the oupling has to be equal to the
bulk oupling. In addition to those terms we have to put the kineti term
7
To simplify the visual identiation with the loop model we have not drawn the lines
orresponding to the bulk propagator, i.e. to the A matrix propagator. The loop
is generated with the B matrix propagator.
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for the two matries, i.e. the quadrati terms A2 and B2. So nally the
matrix model that will represent our loop model oupled to gravity will be,
eZ =
∫∫
dAdB exp(−Tr[A2 +B2 +
g
N
A4 +
λ′
N
A2B2 +
g˜′
N
ABAB]) (2.1)
Now that we have found the matrix model that will reprodue our loop
model oupled to gravity we only need to develop its solution. To our knowl-
edge this model has not been solved exatly. Although very similar matrix
models have been indeed solved [16℄ their solution annot be applied to our
matrix model.
2.1. A partial solution to the matrix model
Let's proeed then to the approximation to the solution. To this aim we
are going to resale the A matrix in the form A→
√
N
g
A so that the ation
will have the following appearane.
S =
N
g
Tr[A2 +A4] + Tr[B2 + λA2B2 + g˜ABAB] (2.2)
where we have made some redenitions like λ′/g → λ and g˜′/g → g˜. Now
we are going to pay attention to the Bdependent part. As the ation S is
quadrati in B we should be able to integrate out the B matrix and nd a
one matrix model equivalent to the one we are using now.
The integration we are faing now is the following∫
dB exp(− Tr[B(I+ λA2)B]− g˜ Tr[ABAB]) (2.3)
Here we are going to interpret the rst part of the ation as the free ation
(and rename I + λA2 = M) and the seond part as the interation, so we
an do perturbation theory and re-sum all the diagrams at the end. But
before we alulate diagrams we need to know the free propagator of the B
matrix, and to reah this we add some external urrents and perform the
quadrati integration
8
. So nally we nd the propagator
〈BijBkl〉 = Z˜(0,M)
[
I⊗ I
I⊗M +M ⊗ I
]
il;kj
(2.4)
where Z˜(0,M) a determinant oming from the B integration. One we have
found the propagator we an proeed with the diagrammati. We will only
onsider the onneted diagrams. The Feynman rules for the diagrams will
14 xerrada_app printed on Otober 31, 2018
BB
A
A
A A
  
  


  
  


   B B B B
Fig. 15. Feynman rules for our matrix model
be those shown in g.15 To order n in the interation term there will be also
a fator −g˜/n! due to the expansion of the exponential, and a ombinatorial
fator of (n − 1)! 2n−1 oming from the reordering of the interation terms
( in g.16 we an see the kind of diagrams that will ontribute). So nally
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Fig. 16. two examples of onneted diagrams that ontribute to the integral. a
non trivial ontration is shown in the seond diagram, an be easily seen that is
exatly equivalent to the trivial diagram.
all onneted diagrams add up to
∞∑
n=1
(−g˜)n (n− 1)! 2n−1
n!
Tr
[
(A⊗A [I⊗M +M ⊗ I]−1)n
]
= Tr
[
1
2
∞∑
n=1
(−2g˜)n
n
(
A⊗A[I⊗M +M ⊗ I]−1
)n]
=
−1
2
Tr
[
log
(
I⊗ I+
2g˜A⊗A
2I⊗ I+ λ(I⊗A2 +A2 ⊗ I)
)]
8
In appendix A is shown in detail how to make this alulation and nd Z˜(J,M).
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where we have reovered the expliit form of M in terms of A. Thus ex-
ponentiating this last expression we reover all onneted and disonneted
diagrams; i.e. the integral (2.3) we were trying to alulate.∫
dB exp(− Tr[B(I+ λA2)B] − g˜ Tr[ABAB]) =
= Z˜(0,M) exp
{
−1
2
Tr
[
log
(
I⊗ I +
2g˜A⊗A
2I⊗ I+ λ(I⊗A2 +A2 ⊗ I)
)]}
So nally we have found an expression for the integration of the B matrix.
In this expression Z˜(0,M) = [det(I + λA2)]−
N
2
that an be inluded in the
eetive ation as −N2 Tr[log(I+ λA
2)]. This means that we have rewritten
our two matrix model in terms of a one matrix model. So now we an
diagonalize our remaining A matrix and integrate over the rotational degrees
of freedom to leave our partition funtion in the form
eZ =
∫∫
dAdB exp(− Tr[A2 +B2 + g˜′A4 + λA2B2 + g′ABAB])
=
∫ ( N∏
i=1
dai
)
∆2(a)exp
{
−
N
g˜
Seff ({a})
}
where ∆(a) =
∏
i<j(aj − ai) is the usual Van der Monde determinant and
Seff is the following
Seff ({a}) =
N∑
i=1
(
a2i + a
4
i +
g
2
log(1 + λa2i )
)
+
N∑
i,j
g˜
2N
log
(
1 +
2g˜aiaj
2 + λ(a2i + a
2
j)
)
Sine we are working in terms of eigenvalues we an use standard proe-
dures to try to solve the model. Using saddle point approximation we arrive
to a set of oupled equations that look quite diult to solve exatly. In the
N →∞ limit those equations read
a+ 4a3 + g
[ λa
1 + λa2
+
∫
dbρ(b)
2g˜b(2 + λ(b2 − a2))
(2 + λ(b2 + a2) + 2g˜ba)(2 + λ(b2 + a2))
]
= 2g −
∫
db
ρ(b)
a− b
= −g(ω(a+ iǫ) + ω(a− iǫ)) ,
where as usual ρ(a) = limN→∞
[
1
N
ΣNi=1δ(a − ai)
]
and the resolvent ω(z) is
dened to be equal to
∫
db ρ(b)/(b− z) This self-onsistent equation has to
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be analyzed arefully to see whether there is any xed point in the set of
parameters that allowed us to pas to the ontinuum.
2.2. Conlusions
In the onlusions of this seond part we may omment that, sine the
xed geometry model we have studied in the rst part does not posses any
thermodynamial singularity, even for κ→∞, we would naively expet the
present matrix model not to exhibit any saling limit, but this issue deserves
further analysis. Related to this matrix model there are other matrix models
that an be exatly solved [16℄. Although those other models have some
ritial dierenes, their solutions may give some hints on how to exatly
solve the model we are interested in. In fat some of the solved models an
be found as an speial limit of ours. That ould be used as a test or a guide
to nd the solution.
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Appendix A
Finding the B matrix propagator
To nd the propagator we begin with the free ation and add an external
soure. In our ase this will lead to
Tr [BMB + JB] (A.1)
Then, to reabsorb the external eld J into the B eld we do a linear hange
of variables B → B˜ + C and quadratize the ation. Doing the inverse
proedure we nd
B˜MB˜ −CMC = (B − C)M(B − C)− CMC
= BMB − (CMB +BMC) = BMB − JB
So at the end the integral is
Z˜(J,M) =
∫
dB exp{ −Tr[BMB − JB]}
=
(
det[M ]
)−1
exp{Tr[CMC]} (A.2)
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where the C matrix an be determined from the equation
CM +MC = J (A.3)
Let's solve this equation to nd the expliit form of the C matrix. To this
aim let's hoose the basis where the M matrix is diagonal. So if Ω is the
matrix that diagonalizes it
M = ΩDΩ† where Dij = δijdi
J = ΩJ ′Ω† (A.4)
C = ΩC ′Ω†
The primed matries orrespond to the non-primed ones after the rotation.
So now we will ontinue solving the equation (A.3) by writing it in the
Mdiagonal form,
(C ′D+DC ′)ij = C
′
ijdj + diC
′
ij = J
′
ij
C ′ij =
J ′ij
di + dj
Now introdue it in eq.(A.2) and invert eq.(A.4) to nd
Z(J,M) =
(
det[M ]
)−1
exp
{
N∑
i,j=1
[
J ′ij
di + dj
dj
J ′ji
dj + di
]}
=
(
det[M ]
)−1
exp
{
N∑
i,j=1
dj
(di + dj)2
[Ω†ikJklΩlj][Ω
†
jmJmnΩni]
}
That is the last expression we'll write for Z(J,M). From here we an de-
due all neessary orrelators, like the one we are looking for; the propagator
〈BijBkl〉 = δZ(J,M)/δJjiδJlk |J=0. Calulating those variations and rotat-
ing bak the D matries we nd
Z(0,M)
[
N∑
m,n=1
dn
d2m + d
2
n
{
(Ω†mlΩkn)(Ω
†
njΩim) + (Ω
†
mjΩin)(Ω
†
nlΩkm)
}]
= Z(0,M)
[[
M ⊗ I
[I⊗M +M ⊗ I]2
]
+
[
I⊗M
[I⊗M +M ⊗ I]2
]]
il;kj
= Z(0,M)
[
I⊗ I
I⊗M +M ⊗ I
]
il;kj
(A.5)
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