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We show how the condensation method introduced by R. A. Parker can be applied to
determine the socle series of a finite-dimensional representation of a group over a finite
field. We develop several new techniques for this approach and illustrate their power by
the example of the socle series of all projective indecomposable representations of the
sporadic simple Mathieu group M23 in characteristic 2.
c© 2001 Academic Press
Introduction
Let F be a field and A be a finite-dimensional associative F -algebra. We will mainly
deal with the situation where F is finite and A is the group algebra FG of a finite group
G over F . Given a finite-dimensional (right) A-module V , we define the socle Soc(V )
to be the largest semisimple submodule of V . The socle series of V is then defined as
follows. The first member Soc1(V ) is Soc(V ) and for i > 1 we define the ith member
Soci(V ) by Soci(V )/Soci−1(V ) = Soc(V/ Soci−1(V )). The successive, semisimple quo-
tients Soci(V )/Soci−1(V ) are called the socle layers of V . Since V is finite-dimensional
there is a smallest l ∈ N such that Soc1(V ) = V , which is called the socle length of V .
The radical series of V can be defined in an analogous way, see Landrock (1983). Its
length is the same as the length of the socle series of V and it can be derived from the
socle series of the dual module V ∗ = HomF (V, F ) since
Radi(V ) = {v ∈ V |(v)λ = 0 for all λ ∈ Soci(V ∗)}.
The socle and the radical series give more information about V than a composition
series. For example, the socle series of a projective indecomposable A-module contains
complete information about possible extensions of the corresponding simple module with
other simple modules. On the other hand, the socle series can still be tractable when the
full lattice of submodules of V is far too complicated to be dealt with. For a detailed
treatment of the socle and the radical series see Landrock (1983).
In this paper we will present an efficient method for determining the socle series of FG-
modules. The basic idea is to use the condensation method developed by R. A. Parker
(see Thackray, 1981), in order to reduce the dimension of the modules we have to analyse.
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It relies on the close relationship between the module categories mod-A and mod-eAe
where e ∈ A is an idempotent, which allows us to study instead of a given A-module
V the eAe-module V e. This relationship is described in Section 1 with emphasis on the
concept of Morita equivalence. In addition, we give a necessary and sufficient condition
on e which ensures that eAe is Morita equivalent to A and which can be checked easily
using character theory in the applications to group algebras.
In Section 2 we present a new algorithm for the calculation of the socle series of an
A-module V using the peakword method introduced by Lux et al. (1994). As part of
our general method to determine the socle series of an A-module, we want to apply this
algorithm to the eAe-module V e. Thus we are faced with the task of constructing the
eAe-module V e.
At this point we specialize to the case A = FG and restrict ourselves to the study of
idempotents of the form eH = 1|H|
∑
h∈H h for a subgroup H of G for which |H| and the
characteristic of F are coprime. Then we can make use of the condensation algorithms
for permutation and tensor product modules developed by Parker (1984) and Lux and
Wiegelmann (1996).
These algorithms produce the matrices of given elements in a representation of eAe on
V e and a hard problem that remains is to choose elements which generate eAe. We deal
with this problem in Section 3, where we prove an algorithmic criterion which guarantees
that a set of elements in eHFGeH generates eHFGeH .
In the last section we illustrate the power of our new method by giving an example
which nicely combines all of the results presented before. We determine the previously
unknown socle series of the projective indecomposable modules for the sporadic simple
group M23 in characteristic 2. The socle series of the projective indecomposable mod-
ules for several other of the sporadic simple groups in small characteristics have been
determined by the first author using the new method.
1. Morita Equivalence
In this section we review the concept of Morita equivalence of two F -algebras A and
B. We then proceed by applying the concept to an F -algebra A and a subalgebra of the
form eAe where e ∈ A is an idempotent.
Definition 1.1. Let A and B be finite-dimensional F -algebras. The module categories
mod-A and mod-B are called equivalent, if there exist covariant functors
Φ : mod-A→ mod-B and Ψ : mod-B → mod-A,
such that ΦΨ and ΨΦ are natural equivalent to the identity functors of mod-A and
mod-B, respectively. In this case A and B are called Morita equivalent algebras and we
say that Φ and Ψ form a Morita equivalence.
Morita equivalence preserves the structure and basic properties of modules. To be more
precise we cite from The´venaz (1995, see p. 67).
Remark 1.2. With the notation as above the following holds for an A-module V .
(a) V is simple iff (V )Φ is simple.
(b) V is indecomposable iff (V )Φ is indecomposable.
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(c) V is projective iff (V )Φ is projective.
Furthermore, (split) exact sequences of modules are preserved and thus the lattices of sub-
modules L(V ) and L((V )Φ) are isomorphic. This implies that (Soc(V ))Φ = Soc((V )Φ),
(Rad(V ))Φ = Rad((V )Φ) and hence that the socle and radical series are preserved.
We now introduce two functors that will form a Morita equivalence under appropriate
assumptions. Moreover, in many applications to group algebras, these functors can be
evaluated algorithmically on specific modules, see Section 4.
Definition 1.3. Let A be an F -algebra and let e ∈ A be an idempotent. We call the
subalgebra eAe of A the condensation algebra corresponding to e and define the following
functors between mod-A and mod-eAe.
(a) The functor ⊗A Ae : mod-A→ mod-eAe is defined by
V 7→ V ⊗A Ae
for V ∈ mod-A and
α 7→ (V ⊗A Ae→W ⊗A Ae : v ⊗ ae 7→ α(v)⊗ ae)
for V,W ∈ mod-A and α ∈ HomA(V,W ).
(b) The functor ⊗eAe eA : mod-eAe→ mod-A is defined by
V˜ 7→ V˜ ⊗eAe eA
for V˜ ∈ mod-eAe, and
β 7→ (V˜ ⊗eAe eA→ W˜ ⊗eAe eA : v˜ ⊗ ea 7→ β(v˜)⊗ ea)
for V˜ , W˜ ∈ mod-eAe and β ∈ HomeAe(V˜ , W˜ ).
The two functors ⊗AAe and ⊗eAe eA are obviously covariant and their composition
( ⊗eAe eA)( ⊗A Ae) is equivalent to idmod-eAe. Furthermore, for an A-module V the
map V e→ V ⊗AAe : ve 7→ v⊗ e defines an eAe-isomorphism. This allows us to describe
the functor ⊗A Ae when applied to an A-module V intrinsically in V as a generalized
restriction process.
The following theorem characterizes when the composition ( ⊗A Ae)( ⊗eAe eA) is
equivalent to the identity functor of mod-A, too. Corollary 1.5 below shows that in this
situation the functor ⊗eAe eA when applied to the eAe-module V e (V an A-module)
can also be described as a generalized induction process intrinsically in V .
Theorem 1.4. Let e ∈ A be an idempotent, let e1A, . . . , erA be representatives for the
isomorphism classes of projective indecomposible A-modules, and let S1, . . . , Sr be repre-
sentatives of the isomorphism classes of simple A-modules, such that eiA/Rad(eiA) ∼= Si.
Then the following statements are equivalent.
(a) A and eAe are Morita equivalent algebras.
(b) ( ⊗A Ae)( ⊗eAe eA) is equivalent to idmod-A.
(c) AeA is equal to A.
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(d) For all 1 ≤ i ≤ r the module eiA is a summand of eA.
(e) e is faithful, that is Sie 6= {0} for all 1 ≤ i ≤ r.
Proof. See Theorem 9.9 in The´venaz (1995, p. 71). 2
Corollary 1.5. Let e be a faithful idempotent and V be an A-module. Then V e ⊗eAe
eA ∼=A V = V e ·A.
Proof. The natural equivalence of the functors idmod-A and ( ⊗AAe)( ⊗eAeeA) implies
V = (V )idmod-A ∼= (V )(( ⊗A Ae)( ⊗eAe eA)) ∼= (V e)( ⊗eAe eA) = V e⊗eAe eA.
Furthermore, if e is faithful, it follows V = V ·A = V ·AeA = V e ·A. 2
2. An Algorithm for Calculating Socle Series
Lux et al. (1994) described a method based on condensation for computing the submod-
ule lattice of a module for a finite-dimensional algebra over a finite field. Their algorithm
uses condensation with primitive idempotents which are found using so-called peakwords.
Here, we present a modified version of this algorithm based again on condensation, which
determines the socle series of a module.
Let S be a simple A-module and let V be an arbitrary finite-dimensional A-module. For
a ∈ A we denote by KernelV (a) the kernel of the K-endomorphism induced on V by a. We
start by giving a short overview of the notation and main results from Lux et al. (1994).
Definition 2.1. An A-module V is called S-local if V/Rad(V ) ∼= S and an idempotent
e ∈ A is called S-primitive if the module eA is S-local. Furthermore, an element aS ∈ A
is called an S-peakword with respect to V , if the following conditions are fulfilled.
(a) KernelT (aS) = {0} for all composition factors T of V not isomorphic to S.
(b) dimF (KernelS(a2S)) = [EndA(S) : F ].
The following theorem describes the relationship between S-peakwords and S-primitive
idempotents.
Theorem 2.2. Let V be a faithful A-module and a ∈ A. Then there exists a uniquely
determined idempotent e ∈ A which induces the Fitting decomposition of a on V , that
means, if V = KernelV (ar)⊕ ImageV (ar) is the Fitting decomposition of V with respect
to the endomorphism induced by a, then KernelV (ar) = V e and ImageV (ar) = V (1− e).
If a is an S-peakword then e is an S-primitive idempotent.
Recall from Parker (1984), see also Lux and Wiegelmann (1996), the so-called spinning
algorithm. Given a nonzero vector v in an A-module V and a sequence of generators for
A the spinning algorithm calculates a so-called standard basis for vA.
Algorithm 2.3. (Spinning Algorithm)
INPUT:
A finite-ordered generating system E of A.
An element 0 6= v ∈ V .
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CALCULATION:
Set B to be [v];
For all x in B do
For all a in E do
If xa is not in the F -span of B
Add xa to B;
fi;
od;
od;
OUTPUT:
A standard F -Basis B = [v1 = v, v2, . . . , vdimF (vA)] of vA ≤A V .
Words w2, . . . , wdimF (vA) in E, such that
vwi = vi for 2 ≤ i ≤ dimF (vA).
Standard bases have the following nice property.
Theorem 2.4. Let aS be a peakword for the simple A-module S and let v and w be
nonzero vectors in KernelS(aS). Then the following statements hold.
(i) There is an A-automorphism φ of S, which maps v to w.
(ii) The matrix representations of A with respect to the standard bases for v and w are
equal.
Proof. See Parker (1984) or Lux and Wiegelmann (1996). (ii) is immediate from (i). 2
We denote by X(a) the matrix of a ∈ A with respect to the standard basis for an ar-
bitrarily chosen vector v ∈ KernelS(aS). Furthermore, we take the words w2, . . . , wdimF (S)
in A produced by the spinning algorithm with respect to an arbitrary vector in
KernelS(aS) and define the sequence SB(w, aS) for w ∈ V to be [w,ww2, . . . , wwdimF (S)].
We can use the previous theorem for characterizing the vectors in KernelV (aS) generating
simple submodules isomorphic to S.
Theorem 2.5. For w ∈ KernelV (aS) the following statements are equivalent.
(i) w generates a simple submodule isomorphic to S.
(ii) The following equations hold for 1 ≤ i ≤ dimF (S) and all elements a ∈ A:
SB(w, aS)ia =
dimF (S)∑
j=1
Xij(a)SB(w, aS)j .
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Proof. The above theorem immediately shows that (i) implies (ii). On the other hand,
since w is in KernelV (aS) it generates an S-local submodule, which is of dimension at
most dimF (S). Since w 6= 0 this implies (i). 2
Corollary 2.6. Let LS be the subspace of vectors in KernelV (aS) satisfying part (ii) of
the lemma. Then the S-homogeneous part of the socle of V is the A-submodule generated
by LS.
Proof. From Theorem 2.5 it follows that theA-submodule generated by LS is a semisim-
ple submodule which is a direct sum of copies of the simple module S. On the other
hand, for a given simple submodule T of M which is isomorphic to S there is a vector
v ∈ KernelT (aS) generating T and satisfying the condition (ii) of Theorem 2.5. Hence
this vector is contained in LS . This implies that T = v ·A is contained in the A-submodule
generated by LS .2
We now can state the resulting algorithm for calculating the socle of an A-module V .
Algorithm 2.7.
INPUT:
A finite-ordered generating system E of A.
For each composition factor S of V a peakword aS for
S and the words produced by the spinning algorithm for S with
respect to a vector in KernelS(aS). The matrices for the
generating system E on S with respect to the standard basis
for S.
CALCULATION:
Set socbasis to the empty sequence;
For all composition factors S of V (up to isomorphism) do
Set locbas to the empty sequence;
Determine a basis BS of LS ;
For all vectors v in BS do
If v is not in the F -span of locbas
Append SB(v, aS) to locbas;
fi;
od;
Append locbas to socbas;
od;
OUTPUT:
The basis socbas for the socle of V .
Determining the basis BS of LS is done by solving the system of linear equations that
we obtain from Theorem 2.5. Note that the number of unknowns of this system is the
dimension of KernelV (aS), which can be at most dimF (EndA(S)) times the multiplicity
of S as a composition factor of V . Note further that we only have to process the equations
that we obtain from a generating set for A. The algorithm as stated above can easily be
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extended to calculate the whole socle series of V by iteratively applying the algorithm
and keeping track of the base changes involved. It has been implemented by the second
author, (see Wiegelmann, 1994), and by M. Szo¨ke, a student of the Technical University
Budapest as part of M. Ringe’s MeatAxe, (see Ringe, 1994). A similar algorithm seems
to have been implemented in MAGMA by A. Steel (see Holt and Rees, 1994).
3. Generating the Condensation Algebra
We now specialize to the following situation: G is a finite group, F a finite field of
characteristic p > 0, FG is the group algebra, and H is a p′-subgroup of G. We consider
the idempotent e := eH = 1|H|
∑
h∈H h and study the condensation algebra eFGe in
further detail. The following theorem gives a criterion which ensures that a set of elements
in eFGe generates the algebra eFGe.
Theorem 3.1. Let N ≤ G be a subgroup which normalizes H and suppose that N/H
is a p-group generated by {n1H . . . nlH}, l ∈ N. Let f =
∑
n∈N n ∈ FG and denote by
V = fFG the permutation module of G on the cosets of N . Given elements g1, . . . , gk, k ∈
N, consider the subalgebra B of eFGe generated by eg1e, . . . , egke. Then the following
statement holds. Suppose that f ·B = V e then
{en1e, . . . , enle, eg1e, . . . , egke}
is a generating set for the condensation algebra eFGe.
Proof. The collection of double cosets {NgH|g ∈ G} of N and H in G corresponds to
the natural F -basis {fge|g ∈ G} of V e = fFGe. Let us first fix one such double coset
D = NgH and the corresponding element fge ∈ V e. The condition f · B = V e implies
that there exists an element bD ∈ B such that f · bD = fge.
Let R be a set of double coset representatives for H in G. Then {ere|r ∈ R} forms an
F -basis for eFGe and we can write bD uniquely as bD =
∑
r∈R krere. By the choice of
bD the coefficients of the above sum satisfy the following conditions:
∑
kr = 1 if the sum
is taken over all r ∈ R with HrH ⊆ D, and ∑ kr = 0 if the sum is taken over all r ∈ R
with HrH ⊆ D′, where D′ is a double coset for N and H in G which is different from D.
Now consider eFGe as a (left-)permutation module for the algebra eFNe ∼= F (N/H).
Since N/H is a p-group, the radical of eFGe as an F (N/H)-module is given by{∑
r∈R
lrere|
∑
r:HrH∈NgH
lr = 0,∀g ∈ G
}
.
It follows that the radical together with all the elements bD ∈ B (D runs over all
double cosets of N and H in G) spans eFGe as an eFNe-module. By Nakayama’s
lemma (see Curtis and Reiner, 1981), the radical can be omitted from the generating
set and we conclude that the bD generate eFGe considered as an eFNe-module. Since
en1e, en2e, . . . , enle generate the algebra eFNe we are done. 2
4. The Projective Indecomposable Modules of M23
In this section we will apply condensation and the algorithm for calculating socle series
to determine the socle series of the projective indecomposable modules of the sporadic
simple Mathieu group G = M23 over the field F with two elements. Our plan is to find
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a suitable condensation subgroup H and to check using Theorem 3.1 that a given set
of elements in the condensation algebra really generates eHFGeH . We will then con-
dense projective modules of G, whose indecomposable summands cover all projective
indecomposable modules. Finally, using the MeatAxe (see Ringe, 1994), we will deter-
mine the corresponding indecomposable direct summands of the condensed projectives,
whose socle series are in one-to-one correspondence with the original projective indecom-
posable modules but of much smaller dimension. The socle series algorithm can hence
be used to determine the socle series and we only have to translate the results for the
condensed modules back to the corresponding FG-modules. In the following we will use
the permutations
a = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23)
and
b = (3, 17, 10, 7, 9)(4, 13, 14, 19, 5)(8, 18, 11, 12, 23)(15, 20, 22, 21, 16)
as generators for G. We begin by reviewing the main facts about the simple FG-modules,
which can be found in James (1973).
Lemma 4.1. (a) There are 10 simple FG-modules, which we denote by 1a, 11a, 11b,
44a, 44b, 120a, 220a, 220b, 1792a. All but the last module belong to the principle
block and their splitting field is F . The 1792a forms a block of defect 0, its splitting
field is the field GF (4) with four elements, over which it splits into 896a and 896b.
(b) The modules 11a and 11b, 44a and 44b, 220a and 220b, 896a and 896b are pairwise
dual.
Lemma 4.2. Let H be a cyclic subgroup of G of order 15. Then eH is a faithful idempo-
tent of FG and the normalizer NG(H) of H in G is a group of order 60 of isomorphism
type 15 : 4. Moreover, the following table gives the dimension of the condensed simple
FG-modules.
1a 11a 11b 44a 44b 120a 220a 220b 252a 1792a
Dim 1 1 1 2 2 10 14 14 16 120
Proof. First note that a cyclic subgroup of order 15 is unique up to conjugation in G
and that the elements of H lie in the G-conjugacy classes 1a, 3a, 5a, 15a and 15b in
ATLAS notation (see Conway et al., 1985). It also follows from the character table given
in the ATLAS (see Conway et al., 1985), that the normalizer has the structure given
above. In order to prove that eH is a faithful idempotent we have to show that SeH is
nonzero for all simple FG-modules. Since SeH is the fixed subspace SH and H is of odd
order, SeH can be calculated using ordinary character theory, that means by determining
the multiplicity of the trivial character in the restriction of the Brauer character of S to
H. This leads to the table given above, where we used GAP (see Scho¨nert et al., 1994)
to determine the fixed spaces. 2
Since eH is a faithful idempotent the algebras eHFGeH and FG are Morita equivalent
by Theorem 1.5.
Next we will give explicit words in a and b, which generate a cyclic subgroup H of
order 15 and its normalizer. Let z1 and z2 be two elements in G and define recursively
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the following words in z1 and z2 : z3 = z1 · z2, z4 = z23 · z2, z5 = z3 · z4, z6 = z3 · z5,
z7 = z4 · z5, z8 = z7 · z3 · z2.
These words will also be referred to as zi(z1, z2).
Lemma 4.3. Let a and b be the generators of G given above.
(a) Define d as d := z6(a, z8(a, b)). Then H := 〈d〉 is cyclic of order 15.
(b) Let
i := z3(z4(a, b)7, d5)−2z4(a, b)7z3(z4(a, b)7, d5)2
and
k := z3(i, d5)−2iz3(i, d5)2.
Then 〈d, k〉 is the normalizer of 〈d5〉 in G and thus contains NG(H).
(c) Set
o := z3(z3(k, d3), d3)−2z3(k, d3)z3(z3(k, d3), d3)2.
Then NG(H) is generated by d and o.
Proof. These results can be checked by explicit calculations for example using GAP
(see Scho¨nert et al., 1994). 2
Lemma 4.4. The elements eHaeH , eHbeH , eHabeH and eHoeH generate the condensa-
tion algebra eHFGeH .
Proof. We use the MeatAxe program zvp (vector permute) to construct explicitly the
permutation module V of G on the cosets of NG(H) by taking the G-orbit of a suitable
vector in the fixed space of NG(H) in the FG-module 120a. The MeatAxe program zkd
(condense) then gives the action of the elements eHaeH , eHbeH and eHabeH on the
condensed permutation module V eH . An explicit spinning process using zsp (spinning)
proves that these elements together with eHoeH generate eHFGeH by the criterion of
Theorem 3.1. 2
We now proceed by constructing explicit matrix representations for the condensed
projective indecomposable FG-modules.
Lemma 4.5. Let the notation be as in Lemma 4.1. The following FG-modules are pro-
jective and decompose into projective indecomposable modules as listed where we use the
notation P (S) for the projective cover of the simple FG-module S.
(a) Let U1 ∼= 23 : 11 be the normalizer of a cyclic subgroup of G of order 23. The
permutation module of G on the cosets of U1 splits as
1GU1 = P (1a)⊕ P (220a)⊕ P (220b)⊕ 3 · 1792a.
(b) Over GF (4) we obtain:
44a⊗ 896a = P (120a)⊕ P (220a)⊕ P (220b)⊕ 3 · 896a⊕ 3 · 896b.
(c) Over GF (4) we obtain:
120a⊗896a=P (44a)⊕P (44b)⊕2·P (220a)⊕2·P (220b)⊕3·P (252a)⊕10·896a⊕11·896b.
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(d) Let U2 ∼= 11 : 5 be the normalizer of a cyclic subgroup of G of order 11. Then the
permutation module of G on the cosets of U2 splits as
1GU2 = P (1a)⊕P (11a)⊕P (11b)⊕2 ·P (120a)⊕4 ·P (220a)⊕4 ·P (220b)⊕17 ·1792a.
Proof. Since modules induced from subgroups of odd order and tensor products of pro-
jective modules with arbitrary modules are projective, all modules given above have to be
projective (see Feit, 1982, pp. 83, 89). The decomposition into projective indecomposable
modules can be verified explicitly by using the 2-modular Brauer character table of G
(see James, 1973 or Jansen et al., 1995). 2
In order to condense the two permutation modules we use the standard MeatAxe
routine zkd. For the condensation of tensor products there is a new package developed
by the authors as part of M. Ringe’s MeatAxe (see Lux and Wiegelmann, 1996).
The last task left is to find the projective indecomposable summands inside the con-
densed modules. This can be done using the following.
Lemma 4.6. Let V be an A-module and S be a composition factor of V . Let pi be an
A-epimorphism from V onto the S-local A-module M and let eS be an S-primitive
idempotent. Then the image of (v)pi of v ∈ V eS does not generate M if and only if
(v)pi ∈ RadA(M) ∩MeS = RadeSAeS (MeS). Hence the subspace of vectors v in V eS,
for which (v)pi does not generate M , has codimension dimF (EndA(S)) = dimF (SeS).
Furthermore, if M ∼= P (S), the projective cover of S, then the ratio of vectors in V eS,
which do not generate an A-submodule isomorphic to P (S), to the vectors in V eS is
1/|EndA(S)|.
Proof. Since multiplication by eS preserves exact sequences, it follows that pi maps
V eS onto MeS . Furthermore M is S-local, and hence it follows that MeS is an indecom-
posable eSAeS-module with MeS/Rad(MeS) ∼=eSAeS SeS (see Lux et al., 1994). Since
dimF (SeS) = dimF (EndA(S)) and a vector m ∈MeS does not generate MeS if and only
if m ∈ Rad(MeS), the result follows.
Applying this to the special case where M ∼= P (S) we derive that all v, such that
(v)pi generates M , generates an S-local submodule with quotient P (S). Since P (S) is
projective this implies that v ·A ∼= P (S). 2
The above lemma tells us that a randomly chosen vector from V eS will generate
the projective indecomposable direct summand with probability at least 12 . Moreover, a
module generated by a vector in V eS is the projective cover P (S), if and only if it has
the same dimension as P (S) which is easily checked.
Theorem 4.7. The socle layers of the projective indecomposable modules of the principle
block of M23 in characteristic 2 are as shown below (read from the bottom to the top).
Proof. By the method described above we are able to construct all projective indecom-
posable summands of the condensed modules. Applying the socle series program corre-
sponding to Algorithm 2.7 we obtain the socle series of the projective indecomposable
modules. Finally we translate the results back to M23 using the Morita equivalence.2
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Socle layers of GF (2)M23
Socle series of P(1a)
1a
44b 220b 252a
1a 11b 11b 44a
11a 11a 220b 252a
11a 11a 11b 44a 44a 44b 220a
1a 1a 11a 220a 220a 252a
1a 1a 11a 44a 120a 220b 252a
1a 1a 11b 11b 44b 220a 252a
1a 1a 11a 11b 11b 120a 120a 220b 220b 252a
1a 1a 11a 11a 11b 11b 44a 44b 120a 220b
11a 11b 11b 44a 44b 44b 44b 220a 252a 252a
1a 11a 11a 11a 11b 11b 44a 44a 252a 252a
1a 11a 11a 11a 44a 44b 44b 220a 220a 252a
1a 1a 1a 1a 11b 11b 44a 44a 44b 44b 120a 220a 220a 220b
1a 1a 1a 1a 1a 11a 11a 11a 11b 44b 120a 120a 120a 220b 220b 252a
1a 11b 11b 11b 11b 44a 44a 44a 44b 44b 44b 220a 220b 252a 252a
1a 1a 11a 11a 11a 11b 11b 11b 11b 44a 44b 120a 120a 220b 252a 252a
1a 1a 11a 11a 11a 11a 11a 11b 44a 44a 44b 44b 120a 220a 220b
1a 1a 11a 11b 11b 11b 44a 44a 44a 44a 44b 44b 44b 220a 220a 252a 252a
1a 1a 1a 1a 11a 11a 11a 11b 11b 44a 120a 220b 252a
1a 1a 11a 11a 11b 11b 44a 44a 44b 44b 120a 220a 220b 252a
1a 1a 1a 1a 11a 11b 11b 11b 44a 44b 120a 220a 220b 252a
1a 1a 11a 11a 11a 11b 44b 44b 120a 220b 220b
11b 11b 44a 44a 44b 220a 252a 252a
1a 1a 1a 11a 11a 11b 120a
44a 44b 220a 252a
1a
Socle length 27, dimension 18816.
Socle series of P(11a)
11a
44a 220a
1a 1a
44b 120a 220b 252a
1a 11b 11b 11b 44b
11a 11a 11a 11b 220b 252a 252a
11a 11a 11b 44a 44a 44b 220a
1a 1a 11a 44b 220a 220a 252a
1a 1a 11a 44a 44a 120a 220b 252a
1a 1a 11a 11a 11b 11b 44b 220a 252a
1a 1a 11a 11b 11b 44a 120a 120a 220a 220b 220b 252a
1a 1a 11a 11a 11b 11b 44a 44b 120a 120a 220b
11a 11b 11b 44a 44b 44b 44b 220a 252a 252a
1a 1a 11a 11a 11a 11b 11b 44a 44a 252a 252a
1a 11a 11a 11a 44a 44b 44b 44b 220a 220a 220b 252a
1a 1a 1a 1a 11b 11b 11b 44a 44a 44a 44b 44b 120a 220a 220a 220b
1a 1a 1a 1a 11a 11a 11a 11a 11b 44b 120a 120a 120a 220b 220b 252a
1a 11b 11b 11b 11b 44a 44a 44a 44b 44b 44b 220a 252a 252a
1a 1a 1a 11a 11a 11a 11b 11b 11b 11b 11b 120a 120a 220b 252a 252a
1a 1a 11a 11a 11a 11a 11a 11b 44a 44a 44b 44b 120a 220a 220b 220b
1a 1a 11a 11b 11b 11b 44a 44a 44a 44b 44b 220a 220a 252a
1a 1a 1a 11a 11a 11a 44a 120a 220b 252a
1a 11b 11b 44a 44a 44b 44b 44b 220a 252a
1a 1a 11a 11b 11b 11b 120a 220b 252a
1a 11a 11a 11b 44b 120a 220b
11b 44a 220a 252a
11a
Socle length 27, dimension 17920.
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Socle series of P(11b)
11b
11a 252a
11a 44a 44b 220a
1a 1a 220a
1a 1a 120a 220b 220b 252a
1a 11b 11b 11b 44b 252a
1a 11a 11a 11b 11b 120a 220b 252a 252a
11a 11a 11a 11b 44a 44a 220b
1a 11a 11b 44a 44b 44b 44b 220a 220a 252a
1a 1a 11a 11a 11b 11b 44a 44a 120a 220b 252a
1a 11a 11a 11a 11b 44a 44b 220a 252a
1a 1a 1a 11b 11b 44a 44b 44b 120a 220a 220a 220b 252a
1a 1a 1a 11a 11a 11a 11b 44b 120a 120a 120a 220b 220b
11b 11b 11b 44a 44a 44b 44b 44b 220a 252a 252a
1a 1a 1a 11a 11a 11b 11b 11b 44a 120a 252a 252a
11a 11a 11a 11a 11a 44a 44b 44b 220a 220b 220b 252a
1a 1a 1a 11b 11b 11b 11b 44a 44a 44a 44a 44b 44b 44b 220a 220a 220a
1a 1a 1a 1a 1a 11a 11a 11a 11a 11a 120a 120a 120a 220b 220b 252a
1a 11b 11b 11b 44a 44a 44a 44a 44b 44b 44b 220a 252a 252a
1a 1a 1a 11a 11a 11b 11b 11b 11b 11b 120a 220b 252a 252a
1a 1a 11a 11a 11a 11a 11a 11b 44a 44b 120a 120a 220b 220b
1a 11b 11b 11b 44a 44a 44a 44b 44b 220a 220a 252a
1a 1a 1a 11a 11a 11a 120a 220b
11b 44a 44a 44b 44b 220a 252a
1a 1a 11b 11b 120a 252a
11a 44b 220b
11b
Socle length 27, dimension 17920.
Socle series of P(44a)
44a
1a
11a 120a 220b
11b 44a 44b
1a 11b 252a
11a 120a 220b
11b 44b 44b 220a
1a 11b 44a 252a
11a 11a 11a 252a
1a 11b 44a 44b 220a 220a
1a 1a 1a 11a 44a 120a 120a 220b
11a 11a 11b 44a 44b 44b 252a
1a 1a 11a 11b 11b 11b 44a 220a 252a 252a
1a 1a 11a 11a 11a 44a 120a 120a 220b 220b
1a 11b 11b 11b 44a 44a 44b 44b 44b 44b 220a 220a
1a 1a 1a 11a 11a 11b 11b 120a 220b 252a 252a
1a 11a 11a 11a 11b 44a 44a 44b 220b 252a
1a 1a 11b 11b 11b 44a 44a 44b 44b 220a 220a 252a
1a 1a 1a 11a 11a 11a 120a 120a 220b 220b
11b 11b 44a 44a 44b 44b 220a 252a
1a 1a 11a 11b 11b 252a
1a 11a 11a 44a 44b 120a 220b 252a
1a 1a 11b 11b 11b 44a 44b 220a
1a 11a 11a 44b 120a 220b
11b 44a 44a 252a
1a 11a 120a
44a
Socle length 27, dimension 11904.
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Socle series of P(44b)
44b
11b
1a 11a
44b 220a 252a
1a 1a
120a 220b 252a
1a 11b 11b 44a
11a 11a 44b 120a 220b 252a
11a 11b 11b 44a 44a
1a 11a 11a 44b 220a 252a
1a 11a 11b 44a 44b 120a 220a 220b
1a 1a 11a 11b 44b 220a
1a 11b 44a 44b 120a 220a 220b 252a 252a
1a 1a 11a 11a 11b 11b 44b 120a
11a 11b 44a 44b 44b 220a 220b 252a 252a
1a 1a 1a 11a 11b 11b 11b 44a 44a 120a
1a 11a 11a 11a 11a 44b 44b 220a 220b 252a
1a 1a 11b 11b 11b 44a 44a 44a 44a 44b 44b 220a 252a
1a 1a 1a 1a 11a 11a 11a 11a 120a 220b 252a
1a 11b 11b 44a 44a 44b 44b 120a 220a 220b 252a
1a 1a 11a 11b 11b 11b 44a 120a 220b 252a
1a 11a 11a 11a 11b 44b 120a 220b
11b 11b 44a 44a 44b 220a 252a
1a 1a 11a 11a 120a
44a 44b 44b 220a
1a 11b 120a
44b
Socle length 27, dimension 11904.
Socle series of P(120a)
120a
44b
11b
11a
44a 44b 220a
1a 11a
44a 252a
1a 1a 11b
1a 11a 120a 120a 220b 220b
11b 11b 44a 44b 44b
11a 11b 11b 252a 252a
11a 11a 11a 44a
1a 44a 44b 44b 220a 220a 220a
1a 1a 1a 11a 120a 220b
11b 44a 44b 252a 252a
1a 1a 11b 11b 11b 252a
1a 11a 11a 11a 120a 220b 220b
11b 11b 44a 44b 44b 220a
1a 11a 11b 44a 252a
1a 11a 11a 44a 252a
1a 11b 44a 44b 220a
1a 11a 120a 120a 220b
11b 44a 44b
1a 11a 11b
44a 44b
120a
Socle length 26, dimension 7040.
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Socle series of P(220a)
220a
1a
44b 252a
1a 11b
11a 11a 220b
11b 44a 44b 220a
1a 11a 252a
11a 44a 252a
1a 1a 11b 220a
1a 11a 120a 120a 220b 220b
11b 11b 44a 44b
11a 11b 252a 252a
11a 11a 44a
1a 44b 44b 220a 220a
1a 1a 11b 44a 120a 220b
1a 11a 11a 11b 44b 252a
1a 11b 11b 44a 44b 220a 252a
1a 11a 11a 120a 120a 220b
11b 44a 44b 44b 220a
1a 11a 11b 11b 44a 252a
1a 11a 11a 44a 252a
1a 11b 44a 44b 220a
1a 1a 11a 120a 220b
11b 44b 220b
11b 252a
11a
220a
Socle length 27, dimension 8064.
Socle series of P(220b)
220b
11b
11a 252a
11a 44a
1a 220a 220a
1a 1a 120a 220b
1a 11b 11b 252a
11a 11a 220b
11b 44a 44b 44b 220a
1a 11a 11b 44a 252a
11a 11a 44a 252a
1a 1a 11b 44a 44b 220a
1a 1a 11a 120a 120a 120a 220b 220b
11b 11b 44a 44b 44b
1a 11a 11b 11b 252a 252a
11a 11a 11a 44a 220b
1a 11b 44a 44b 44b 220a 220a
1a 1a 11a 120a 220b
11b 44a 44b 252a
1a 11b 11b 252a
1a 11a 11a 120a 220b
11b 44a 44b 220a
1a 11a
44a 252a
1a 11b
220b
Socle length 27, dimension 8064.
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Socle series of P(252a)
252a
1a 11a
220a 220b
1a 11b 44a
11a 44b 252a 252a
1a 11a 11b 11b 44a
1a 11a 11a 220a 220b
1a 11b 44a 44b 120a 220a 220b
1a 11a 11b 44b 252a
11a 11b 44a 252a 252a
1a 1a 11a 11b 220a
1a 1a 11a 44b 120a 120a 220a 220b 220b
1a 11b 11b 44a 44a 44b 44b
11a 11a 11b 11b 252a 252a 252a
1a 11a 11a 11b 44a 44a
1a 1a 11a 44b 44b 120a 120a 220a 220a 220b
1a 1a 11b 44a 44b 120a 220b
11a 11b 11b 44a 44b 252a 252a
1a 1a 11a 11a 11b 11b 44a 252a
1a 11a 11a 44a 44b 120a 220a 220b
1a 11b 44a 44b 120a 220a 220b
1a 11a 11b 44b
11b 44a 252a 252a
1a 1a 11a 11b
11a 44b 220a 220b
1a 11b
252a
Socle length 27, dimension 10880.
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