Introduction
The field of Evolutionary Computation has produced a large number of real-parameter optimization algorithms. Some well-known examples in this class are Evolution Strategies, real-coded Genetic Algorithms, continuous Estimation of Distribution Algorithms, Particle Swarm Optimizer and Differential Evolution.
A common practice in current empirical research is to test a new algorithm with hand-tuned parameter values on a few selected test problems and conclusions on its performance are made based on the corresponding experimental results. However, it has been pointed out that this methodology has some serious issues [2, 5] 
Estimation of Distribution Algorithms
Estimation of Distribution Algorithms (EDAs) [3] refer to a class of novel Evolutionary Algorithms based on probabilistic modelling instead of classical genetic operators such as crossover or mutation. The fundamental mechanism is to conduct searching by sampling new individuals from a probability distribution, which is estimated based on some selected promising individuals in the current population. The [3] and RECEDA [4] can be seen as one implementation of this framework. The algorithm used here has some modifications (detailed below) and is referred to as EDAmvg (where mvg refers to the MultiVariate Gaussian model involved). Figure 1 , the general procedure of EDAmVg is to, in each generation, estimate the statistics (i.e., p and E) of selected individuals from the current population and generate new individuals P' (i.e., IPI = IP'l) by sampling from the corresponding Gaussian so that new individuals would follow the same distribution as those promising ones. The new population is created by choosing the best individuals from the union of old and new individuals.
The Cholesky decomposition is used to sample individuals from a Gaussian G (,, E ): X = ji+S*Z Eq. 1 where S is a lower triangular matrix subject to E =SST and Z is an N-by-M matrix with random elements sampled from a standard normal distribution G (0, 1) where N is the dimensionality and M is the number of individuals. It is Since the initial population is randomly generated within the whole search space, EDAmvg typically starts with relatively large standard deviations, which makes it capable of searching a wide area and thus less likely to get stuck at local optima compared to local searching methods. On the other hand, once it identifies a promising area possibly containing the global optimum, it can quickly reduce its search scope represented by the eigenvalues of the covariance matrix to achieve fast convergence speed.
An inherent shortcoming of EDAmVg is that it cannot handle multimodal problems efficiently in general, which is mainly due to the single Gaussian distribution in use. However, this does not necessarily mean that it will never work well on such problems. Previous research has shown that as long as the problem presents the "Big-Valley" structure, EDAmvg may still stand a good chance.
Furthermore, in some preliminary experiments, a few additional issues have been identified, which may result in significant performance loss.
Firstly, it has been noticed that EDAmvg may even get stuck on unimodal problems such as the Sphere function, especially in high dimensional spaces. Note that an idealized situation for EDAmVg is when the Gaussian is right on top of the global optimum so that it could be found quickly with consistently shrinking search scope. However, when the mean vector is not close to the global optimum, EDAmvg is then required to be able to move towards it in a similar manner as a hill-climbing algorithm. Unfortunately, an investigation into the dynamics of its model parameters reveals that the eigenvalues often quickly dropped to zero while its mean vector was still a bit distant from the global optimum.
The reason is that in each generation those selected individuals are typically distributed in a smaller area compared to the current population. As a result, the new Gaussian model to be built is expected to have smaller eigenvalues compared to the current Gaussian model. If the current mean vector is distant from the global optimum, several generations may be needed for the Gaussian to move close to it but it is possible that the eigenvalues may become close to zero within just a few generations, incapable of making any significant progress.
The key to this issue is to explicitly maintain the population diversity. The first question is when to maintain the diversity because if the Gaussian is very close to the global optimum, maintaining extra diversity may not be helpful and instead it may reduce the convergence speed. A simple heuristic adopted here is the distance between the mean vector and the best individual in the current population. If the best individual is less than a threshold away from the mean vector in each dimension, it may imply that the Gaussian is currently near the global optimum. In this case, no diversity maintenance is to be applied. Otherwise, it may indicate that the current Gaussian model is still on its way to the global optimum and should not shrink too rapidly.
Another question is how to maintain the diversity. A simple approach is to amplify the covariance matrix by a factor larger than 1. A more precise way is to treat each dimension separately because the best individual may be close to the mean vector in some dimensions while far away from it in other dimensions. In this paper, the diversity is maintained by enlarging the corresponding eigenvalues so that the distance between the best individual and the mean vector in these dimensions is equal to the threshold (i.e., a maximum amplification value Q is set in advance to avoid too dramatic changes). Note that since the Gaussian model employs a full covariance matrix, the concept of "dimension" in the above analysis is defined with regard to the eigenvectors.
Secondly, it has shown that with the help of the diversity maintenance technique the performance of EDAmvg on a number of test problems could be improved. However, the convergence speed is not always fast enough to enable a very good solution to be found within a limited number of fitness evaluations. This is partially because that all selected individuals are given equal weight in building the model despite of their difference in quality. A straightforward approach is to increase the influence of the best individual by explicitly moving the mean vector towards it in an incremental manner:
Thirdly, for some problems, there are a huge number of optima around the global optimum with comparable quality and basin sizes. In this case, selected individuals are likely to be distributed in a wide range and the Gaussian model usually has quite large eigenvalues, which may prevent better solutions from being found efficiently. One way to solve this issue is to divide the population into clusters of individuals and build a Gaussian for each of them. However, this would inevitably require an extra clustering algorithm, which should be able to handle a large (unknown) number of clusters. Instead, the solution utilized here is to increase the selection pressure to force EDAmvg to focus on the very best individuals to speedup the convergence.
Experimental Configuration
The benchmark suite for the Special Session consisted of 25 artificial test functions most of which are variations of well-known test functions through rotation, shifting and hybridization in the hope of overcoming some known disadvantages of these functions [1] .
The major performance criterion was the distance (error) between the best individual found and the global optimum in terms of fitness value, examined after some predefined numbers of fitness evaluations (check points). Additionally, an accuracy level was set for each problem and the success rate was calculated based on the percentage of trials reaching that level and the corresponding number of fitness evaluations required was recorded for comparison. The computational complexity of each algorithm was also measured in order to better reflect its real running time. Please refer to [1] for details of the performance criteria in use.
For EDAmVg, the truncation selection with ratio X was used as the selection operator. The threshold used in diversity maintenance was set to be half the square root of the eigenvalues (i.e., half the standard deviations with regard to the eigenvectors). The initial population was randomly generated within the search space and individuals during evolution outside the search space were reset to the corresponding boundaries except for problems No. 7&25 where the global optima are not within the initialization region. It was observed that it is also beneficial to assume no boundary for problem No. 5.
Given the fixed amount of FEs, there are four tunable parameters <P, Q, a, r> defined as below:
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