We present a simple and powerful method for extrapolating finite-volume Monte Carlo data to infinite volume, based on finite-size-scaling theory. We discuss carefully its [5] , and let 6 be any long-distance observable (e.g., the correlation length or the susceptibility).
PACS numbers: 02.70. Lq, 05.70.Jk, 11.15.Ha, 64.60.Fr No matter how powerful computers become, physicists will always want to study problems that are too difficult for the computers at hand. For example, in statistical mechanics and quantum field theory, physicists want to push to ever larger correlation lengths g. But Monte
Carlo simulations must perforce be carried out on lattices of finite linear size L (limited by computer memory and speed); the data are then extrapolated to the infinitevolume limit L =~. Obviously this extrapolationwhich is based on the theory of finite-size scaling (FSS) [1] -is feasible in practice only if g/L is not too large.
But how larger
In this Letter we present a simple and powerful method for performing the extrapolation to L =~, and discuss carefully its systematic and statistical errors. We illustrate the method using three examples: the two-dimensional three-state Potts antiferromagnet on the square lattice [2] , and the two-dimensional O(3) and O(~) o. models [3, 4] . [5] , and let 6 be any long-distance observable (e.g., the correlation length or the susceptibility).
Then finite-size-scaling theory [1] predicts that [7] 6,I.
where fthm is a universal function and co is a correctionto-scaling exponent. It follows that if s is any fixed scale factor (usually we take s = 2) then
where F@ can be expressed in terms of f@ and fÕ ur method proceeds as follows [8] . Make Monte Carlo runs at numerous pairs (P, L) and (P, sL). Plot (2) Fg(x) = I +a~e 't +a2e '+ . . +a e "'. (3) This form is partially motivated by theory, which tells us that F(x) I exponentially fast as x~0 [11] . Typically a fit of order 3~n~12 is sufficient; we increase n until the y of the fit becomes essentially constant. The resulting y value provides a check on the systematic errors arising from corrections to scaling and/or from the inadequacies of the form (3) .
The statistical error on the extrapolated value of 6 (P) -= 6(P,~) comes from three sources: (i) error on 6(P, L), which gets multiplicatively propagated to 6; (ii) error on se(P, L), which affects the argument Table I for an example. The result for G~i s shown in Fig. 2 [3, 4] the two-dimensional O (3) o. model. We used the Wolff embedding algorithm with standard Swendsen-Wang updates [6, 20, 21] ; again critical slowing down appears to be completely eliminated. We ran on lattices L = 32, 48, 64, 96, 128, 192, 256, 384, 512 G~i s shown in Fig. 4 ; at large g /L it decreases sharply, with a power p = -2, in agreement with theory [16] . In practice we obtained g to an accuracy of about 0.2%
(0.7%,1.1%,1.6%) at g = 10 (10,10,10').
We also carried out a "simulated Monte Carlo" experi- (10,10,10 ). Here we can also compare the extrapolated values $'""(P) with the exact values g'""'(P). Defining R = gp[g"'"(P) -g'""'(P)]2/o. 2(P), we find for the two data sets R = 28.05 (32.53) with 35 DF. Only 13 (10) points differ from the exact value by more than 1 standard deviation, and only 1 (1) by more than 2. Details on all of these models will be reported separately [2, 4] .
The method is easily generalized to a model controlled by a RG fixed point having k relevant operators. It suffices to choose k -1 dimensionless ratios of longdistance observables, call them R = (RI, . . . , Rk I), then the function F@ will depend parametrically on R(P, L). In practice one can divide R space into "slices" within which F@ is empirically constant within error bars, and perform the fit (3) within each slice. We used this approach to study the mixed isovector-isotensor o-model, taking R to be the ratio of isovector to isotensor correlation length [3, 4] .
The method can also be applied to extrapolate the exponential correlation length (inverse mass gap). For this purpose one must work in a system of size I" ' X T with T )) $,"~(P,L) (compare [9] 
