Various authors claim to have found evidence of stochastic long memory behavior in futures' contract returns using the Hurst statistic. This paper reexamines futures' returns for evidence of persistent behavior using a biased-corrected version of the Hurst statistic, a nonparametric spectral test, and a spectral regression estimate of the longmemory parameter. Results based on these new methods provide no evidence for persistent behavior in futures' returns. However, they provide overwhelming evidence of long memory behavior for the volatility of futures' returns. This finding adds to the emerging literature on persistent volatility in financial markets and suggests the use of new methods of forecasting volatility, assessing risk, and optimizing portfolios in futures' markets.
INTRODUCTION
An important issue in the study of financial markets is the evaluation of the stochastic memory of market returns. If returns have a stochastic memory, it is possible to obtain increased profits on the basis of price change predictions. Such predictability would contradict the efficient market hypothesis (see, e.g., Ball 1989) , which states that increased profits cannot be consistently made by trading on the basis of information given by past prices.
Over twenty years ago, Mandelbrot's work (1965 Mandelbrot's work ( , 1972 on the use of the Rescaled Adjusted Range Statistic (R/S) stimulated the use of this statistic for analyzing the fractal behavior and stochastic memory of financial time series. Using R/S analysis, Greene and Fielitz (1977) , Koveos (1982a, 1982b) and other researchers arrived at the surprising conclusion that some financial time series have long-memory behavior. In particular, Helms et al. (1984) analyzed price changes in futures' contracts and claimed that the returns of the series display long-memory characteristics. The claim of longmemory on commodity futures' price changes goes further than the simple claim of some statistical dependence that could improve the predictability of the prices: it states that correlations between price changes die out very slowly, in a sense made precise below, so that the actual movements in the market are stochastically influenced by the recent to the most remote past.
More recent work on R/S analysis (Lo, 1991) has demonstrated that this statistic is biased when short-range correlation is present in a series, calling into question earlier claims of persistence in futures' returns. Using new statistical tools, many authors (Fung and Lo, 1993; Cheung and Lai, 1993; Crato, 1994) have found that financial returns on the major markets have no significant memory. However, the original claims of Helms et al. (1984) concerning the memory of futures' returns were never reevaluated in light of the new statistical tools. Doukas (1990) found unit roots on most of the returns series, although the existence of a unit root does not preclude long-memory behavior.
For a long time, the issue was not investigated further. Recently, Barkoulas, Labys, and Onochie (1997) used the classical R/S analysis to reevaluate the memory of futures' returns. Studying a large new data set, they claim to have found persistent long memory in a significant group of futures' contracts. This paper reexamines the memory of futures' returns using three different methods:
(i) a modified version of the R/S statistic developed by Lo (1991) , (ii) the nonparametric 2 spectral test of Lobato and Robinson (1998) , and (iii) a test based on the estimator of the long memory parameter due to Geweke and Porter-Hudak (1983) , henceforth GPH.
Our results indicate no long memory behavior in futures' returns. However, a similar analysis applied to the volatility of the returns finds overwhelming evidence of persistence in volatility. This finding is consistent with recent work by Ding, Granger and Engle (1993), de Lima and Crato (1993) , Bollerslev and Mikkelsen (1996) , Baillie, Bollerslev and Mikkelsen (1996) and Breidt, Crato, and de Lima (1998) , among others, which finds compelling evidence that the volatility of financial markets displays a long-memory structure. As Engle (1982) , Bollerslev (1986) and others have shown, the volatility of financial returns may display a strong autocorrelation structure while the level of the returns display no memory and a random-walk type behavior. This finding in futures' series behavior adds to the emerging literature on persistent volatility in financial markets and suggests the use of new methods of forecasting volatility, assessing risk, and optimizing portfolios in futures' markets.
The plan of the rest of the paper is as follows. Section 2 defines the concepts of short-and long-memory of a random process and describes tests for long-memory behavior. Section 3 describes the data sets and presents the new empirical findings for both futures' returns and volatilities. Section 4 introduces the long-memory stochastic volatility (LMSV) model and illustrates its use for a particular series of futures' contract returns. Section 5 concludes.
THE MEMORY OF A TIME SERIES
The expected relationship between the value of a process at time t and its value at time t − k is a measure of the correlation present in the series. A stationary time series has correlation which depends only on the time lag k between the two observations and decays to zero as k increases, reflecting the fact that the influence of the past values decreases with the lags under consideration. The speed of this decay is a measure of the stochastic "memory" of the random process.
A process in which all observations are uncorrelated is called a white noise, and the random process is said to have no memory. One commonly assumed implication of the Efficient Market Hypothesis is that futures' returns follow such a process. Processes with short memory are those that have autocorrelations decaying to zero at a geometric rate. AutoRegressive Moving Average (ARMA) models are examples of such processes.
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In contrast, a long-memory process has autocorrelations that decay much more slowly, asymptotically following a hyperbolic decay. More precisely, a stationary process {X t } is said to have long-memory if, for some C > 0 and d < 0.5, its autocovariance function,
for d ≠ 0. If d > 0, so that |γ(k)| = ∞, the process is said to be persistent.
Equivalently, a long-memory process can be characterized in the frequency domain by the following form of its spectral density function, f (λ), at frequency λ:
where d ≠ 0 and f U is finite and bounded above from zero at the origin.
There are many tests and statistics to detect the existence of long memory in a time series. One of the first tools to be developed was the R/S method.
R/S analysis. Let X 1 , X 2 , . . . X n represent the observations in n successive periods, and letX represent the empirical average. The adjusted range, R, is defined as
A normalization factor S is an estimate of the standard deviation of the process. The estimator can be written in the general form
whereγ(j) is an estimate of the process autocovariance at lag j and w q (j) are weights.
The R/S statistic is then defined as
In the classical R/S analysis applied by Helms et al. (1984) and by Barkoulas, Labys, and Onochie (1997) , q = 0, w 0 (0) = 1 and so S(n, q) is simply the usual sample standard deviation estimate. The distribution of this classical R/S statistic (q = 0) is not known, and short-memory components can affect the R/S values in a non-negligible way. A modified R/S statistic, having q ≠ 0, was constructed by Lo (1991) to handle these problems. Lo used the weights proposed by Newey and West (1987) , w q (j) := 1 − j q+1 with q < n. For choosing the truncation parameter q, Lo followed Andrews (1987) suggestion of setting q as the greatest integer less than or equal to the data dependent quantity 3n 2
whereρ (1) is an estimate of the first order autocorrelation of the process. The modified estimator is invariant over a general class of short-memory processes but is sensitive to the presence of long-memory. If only short memory is present, then Q(n, q)/ √ n converges weakly to the range of the Brownian bridge on the unit interval. The distribution function for this range is given by Kennedy (1976) and Siddiqui (1976) . It can be expressed as
which critical values can be computed to test the null hypothesis of no long-range dependence.
For ARMA and other short memory processes, the values of Q(n, q) converge to n J with J = 1/2. The parameter J is called the Hurst exponent and is related to the longmemory parameter d discussed above by J = d+1/2. Mandelbrot and co-workers proved in a series of papers (see, for instance, Mandelbrot and Taqqu 1979 ) that when J > 1/2, a process has long-memory. Various methods can be used in R/S analysis to estimate the J. A natural estimate for a series of length n is simplŷ
No distributional results are currently available for this estimate of J.
GPH spectral regression. The second method we have used for determining the existence of long-range dependence in a time series is based on the spectral form of a longrange dependent process, as given in (2). Geweke and Porter-Hudak (1983) suggested regressing the log of the estimated spectrum of the series on the log of the frequency values themselves. They also suggested that the regression be performed using a set of Fourier frequencies close to zero, where the slope of the log spectrum relative to the frequency is directly dependent on the long-memory parameter d. They argued that their regression estimator could capture the long-memory characteristic of the process Nonparametric LM spectral test. A third tool we have used is the nonparametric spectral test constructed by Lobato and Robinson (1998) . This is a test for stationary shortmemory, i.e., integration of order zero of the time series, X t ∼ I(0) against fractional
This test uses the periodogram ordinates I(ω j ) at the Fourier frequencies ω j = 2πj/n, where j = 1, 2, . . . , m < n/2 and n is the length of the series. The truncation parameter m is chosen in order to use a sensible number of low-order frequencies, whose values are essentially determined by the long-memory component of the process.
Without the previous knowledge of the memory parameter, there is no clear rule for determining the value of the truncation m. We have thus used a set of values consistent with the simulation results available in the original paper.
The testing statistic is based on the Lagrange Multiplier (LM) principle and takes the
where
This statistic is asymptotically standard normal under the short-memory assumption. Rejection of the null hypothesis in the direction 6 of persistent long memory (d > 0) occurs at the upper tail of the distribution.
In the next section, these three methods are applied to two sets of futures' returns data .
TESTING FOR LONG-MEMORY IN FUTURES' RETURNS
The first data set to be considered is the set of six daily returns series previously analyzed by Helms et al. (1984) . They correspond to soybean oil (BO), soybean ( series of futures' prices, p t , the returns, r * t , are computed as the first differences of the log prices: r * t = log p t − log p t−1 . Table I gives the results for the three methods analysis of the Helms data. Table II presents corresponding results for the extended data set. The first three columns of the tables show the estimated Hurst coefficients, J, computed from the R/S statistic as in (5). In the first column, the truncation parameter q for the computations is zero, i.e., the estimates are based on the classical R/S statistic. The second and third columns show results for q ≠ 0 with estimates based on the corrected statistic of Lo (1991) . The first corrected estimates, in the second column, use a reasonably high truncation parameter, yielding conservative tests for long memory. The second corrected estimates, in the third column, use the value q * chosen by Andrews' data-dependent formula presented in (4). An extensive set of truncation values q was also tried; these results are available upon request. The estimates are essentially similar for reasonable non-zero values of q.
The values given within square brackets below the estimated J are p-values corresponding to the probability of obtaining a value at least as high for the Hurst exponent 
--INSERT TABLES I and II AROUND HERE --
A simple inspection of Table I The three methods provide a consistent indication of no long memory for the returns.
--INSERT FIGURES 1 and 2 AROUND HERE --
Findings for the extended data set, given in Table II , are based on much longer series and corroborate these findings. An example of returns of such a data series is shown in 
TESTING FOR LONG-MEMORY IN VOLATILITY OF FUTURES' RETURNS
Although the lack of long-memory in the movement of financial markets is currently well-accepted, more recent research has focused on the existence of persistent behavior in the volatility of financial markets. Evidence of long-range dependence in volatilities has been found by many authors, including Ding, Granger and Engle (1993) , de Lima and Crato (1993), Bollerslev and Mikkelsen (1996) , Baillie, Bollerslev and Mikkelsen (1996) , Breidt, Crato, and de Lima (1998) and Lobato and Savin (1998) . However, a study of persistence in futures' volatility has not yet been presented in the literature. This analysis is important for forecasting, risk assessment, and portfolio optimization.
Various measures of volatility can be constructed, in particular the absolute value of returns, the square of returns, and the logarithm of the squared returns. Empirical findings indicate that evidence concerning long-range dependence is essentially the same for all these measures (see, e.g., Breidt, Crato, and de Lima, 1998) . This study analyzes the series of logarithms of the mean-corrected returns, r t = log(r * t −r * ) 2 , using the same three tests applied in Section 3. Breidt, Crato, and de Lima (1998) and Deo and Hurvich (1998) study the behavior of these tests for the detection of long memory in volatility data. Table IV , consistently indicate significant long-memory behavior.
--INSERT FIGURE 3 AROUND HERE --

--INSERT TABLES III AND IV AROUND HERE --
It is interesting to note from Table IV Breidt, Crato, and de Lima (1998) introduced the long-memory stochastic volatility (LMSV) model to describe the type of persistent dependence structure observed for the futures' volatility series. The model is an extension of the short-range dependent stochastic volatility model of Melino and Turnbull (1990) and Harvey, Ruiz, and Shephard (1994) , which has been used to describe the behavior of log squared stock returns. A LMSV process is defined by
A VOLATILITY MODEL FOR FUTURES DATA
where σ > 0, {v t } is independent of {ψ t }, {ψ t } is a sequence of independent and identically distributed (i.i.d.) random variables with mean zero and variance one, and {v t } is a long-memory process having parameter d, with 0 < d < 0.5. The fractionally integrated noise model of Hosking (1981) and Granger and Joyeux (1980) 
where B denotes the backward shift operator (B j x t = x t−j ) and η t is a short-memory process, can be used to parameterize the long memory process. Typically, v t is assumed to be Gaussian. The conditional variance σ 2 t measures the volatility of r t . By taking the logarithm of the squares of the mean corrected returns, {r t }, we have
i.e. {y t } is a Gaussian long-memory signal plus a non-Gaussian white noise. If ψ t is assumed to be Gaussian, t follows a log χ 2 (1) distribution with variance π 2 /2.
Using this formulation, a fully parametric model can be fit to y t by quasi-maximum likelihood estimation (for details, see Section 4 of Breidt, Crato, and de Lima 1998 
where η t is a zero-mean white noise with variance 3.017.
Note the high estimated value of d, relatively close to the stationarity boundary 0.5, implying strong persistence in volatility. As seen in Figure 4 , the autocorrelation structure of the data is closely matched by this model, providing further evidence for the long memory behavior of the volatility series. An additional interesting conclusion deserving further investigation is the fact that currency futures' volatility seem to have a less persistent memory than commodity futures' volatility. In the latter case, shocks driving instability in the markets seem to be absorbed faster. 3, 5, 7, 8, 9, 10, 12 S&P 500 Index SP CME 04/21/82 11/28/97 3, 6, 9, 12 CME = Chicago Mercantile Exchange, CBOT = Chicago Board of Trade, COMEX = Commodity Exchange, NYCE = New York Cotton Exchange, NYMEX = New York Mercantile Exchange, CSCE = Coffee, Sugar, and Cocoa Exchange. 
--INSERT FIGURE 4 AROUND HERE --
CONCLUSIONS
APPENDIX
Description of the Extended Dataset
q = 0 q = 5 q = q * m = [n 0.50 ] m = [n 0.60 ] m = [n 0.60 ] m = [n .50 ] m = [n .55 ] m = [n .60 ] l = 1 l = 1 l = 2 BO M76q = 0 q = 5 q = q * m = [n 0.50 ] m = [n 0.60 ] m = [n 0.60 ] m = [n .50 ] m = [n .55 ] m = [n .60 ] l = 1 l = 1 l = 2 BO
