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Abstract
Renewable energy technologies that access underutilized spaces in the built environment
will need to be implemented, on a large scale, to curtail trending increases in global temperature.
Luminescent Solar Concentrators (LSCs) are one such technology. They employ luminophores
doped into polymer sandwiched in between glass plates, that redirect sunlight to the device
periphery where photovoltaics are attached, producing power. Current devices do not have high
enough efficiencies for commercialization. One of the biggest barriers is fluorophore aggregation
which causes waveguide refractive index fluctuations which result in parasitic losses from the
waveguide. In this work Copper Indium Disulfide/Zinc Sulfide (CIS/ZnS) quantum dots are
ligand exchanged with a new block copolymer to reduce aggregation in a PMMA matrix.
Additionally, a new LSC fabrication method is introduced that relies on ultrathin, highly
concentrated films, created with applied pressure and micron sized spacers, to provide a more
uniform index of refraction and increase waveguide trapping efficiency.
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Chapter 1: Introduction to Renewable Energy
With the world population set to grow to 9 billion by 2050, the planet will be hardpressed to limit the increase in global temperature to the 2 oC target established by the Paris
agreement.1 This population growth will also be accompanied by an increase in urbanization.
The percentage of the global population that lives in cities is forecasted to grow from 54% to
67% by 2050.2 Currently about 75% of the world’s energy is consumed in urban environments
and 60-70% of greenhouse gas emissions originate in cities.3,4 To meet the Paris target, studies
show that the most significant global clean energy investments will need to be made in the
building sector followed by the transportation sector.5 The best options for investment consist of
the technological front-runners for commercial renewable energy sources: wind, solar, waste,
geothermal, and biomass.6
1.1 Wind
Wind turbines convert kinetic energy from the wind into usable electricity. Rotors fixed on
a rotational axis turn to drive a built-in generator. Most common are Horizontal Axis Wind
Turbines (HAWTs) which are designed to have their gearbox, generator, and rotor shaft at the
top of the tower.7 The horizontal axis of rotation necessitates that they be pointed directly into
the wind to produce significant power.7 HAWTs are challenging to fit into urban planning due to
their size, as well as turbulent and low wind speeds in the built environment.8 Their design
makes the structure very susceptible to changes in wind loading which can damage the turbine
amid other concerns including vibration, noise, and safety; considering the directional forces a
HAWT can put onto a building.8 These units have power densities of 1-3 W/m2 and are optimal
for large windfarms away from dwellings.9 Another design type, Vertical Axis Wind Turbines
(VAWTs), have their gearbox, generator, and rotor shaft at the base of the tower. The axis of

rotation, and rotors are positioned perpendicular relative to HAWTs. The vertically oriented
blades have about 1% of
the rotor diameter
relative to HAWTs
reducing the footprint
per tower and allowing
for very high energy
densities by simply
increasing the height of
the blades.9 This design
also makes the turbine
impervious to incoming
wind orientation; raising
efficiency and
increasing compatibility
in the urban
Figure 1.1. Schematic of vertical and horizontal axis wind turbine designs.
environment.9 A further energetic boost for VAWTs can be made by utilizing counter-rotating
arrays that take advantage of the wakes, resulting from rotational and turbulent air flow,
generated by each respective cylinder.9 VAWT counter rotational arrays have power densities of
30 W/m2.9 The negative effects of inconsistent urban wind speed and direction can be mitigated
somewhat if buildings are designed to funnel air to built-in arrays.10 All of these factors make a
wider urban adoption of this technology promising.
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1.2 Urban Waste
Urban originating waste exceeds rural waste by a factor of two.11 Municipal solid waste
will only increase with further urbanization and thus its utilization for energy is an attractive
option. Landfill gas to energy (LFGE) systems intake gas produced from organic decomposition,
mostly carbon dioxide and methane, which can then be burned producing energy at a density of
4.1 W/m2.12 They function by collecting the gas with a well system which is piped into a filter
system where it can then fuel a gas turbine. It is proposed that future advances including
optimization of landfills as bioreactors could increase gas concentration and production per unit
waste and could give power densities up to 10 W/m2 making this technology a possible player in
the sustainable urban energy architecture.12 Concerns have been raised about the emissions
associated with this source, however, if carbon capture is paired with these systems the cost to
the carbon deficit is reduced 90%.13 Furthermore methane is a significant atmospheric pollutant
and is released from unchecked landfills right into the air. LFGE systems contain this gas
negating its harm to the atmosphere or at the least providing useful energy and a more controlled
environment for carbon capture.
1.3 Geothermal
When boring deep into certain spots on the Earth one can find areas with high
temperature aquifer (150-370 oC). The temperature differential relative to surface can be
harnessed to produce energy through a cycle of pumping hot water and/or steam up, collecting
heat energy, and then pumping the spent water back down to the aquafer to reheat. On average
geothermal power plants have energy densities ranging from 50-80 W/m2.14 The better measure
is the median, 2.24 W/m2, because the average is skewed by regional outliers with unusually
high energy density aquafer.15 Unfortunately, with current technology, cities in general do not
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have access to sufficient geothermal resources to make much of an impact on the current grid.16
Additionally, safety is a concern as the high temperature geothermal resources required will
typically have locales adjacent to tectonically active regions.17 Drilling in these regions

Figure 1.2. Diagram illustrating the cyclic nature of geothermal power generation.
can have chronic effects on surrounding land such as landslides, seismic activity, erosion, and
subsidence.18 Looking forward, surveys of suspected large geothermal resource areas will
continue to assess risk and reward for new plants but this technology’s impact on urban energy
will likely be minimal as most urban areas have already been assessed. However, advances in
retaining structural integrity at well sites could lead to deeper drilling making this source feasible
in more cities following reassessments with up to 1 W/m2 increases.19,20 Only in very large cities
can the heat created by concentrated human activity, the heat-island effect, increase the power of
otherwise negligible geothermal resources. In Shanghai, aquifers under the city house a surplus
of thermal energy; 22 times more than is necessary to heat the city making geothermal a more
probable source in the future as the number of megacities increase.21
1.4 Biomass
Energy from living materials can be harvested through combustion. Common sources
researched include corn, soy, and algae. Unfortunately the power densities for these types of fuel
are relatively low with averages falling between 0.05 and 1.7 W/m2.16 Consider that the sun is
4

the main source of energy to grow these crops and thus, the energy density is determined by the
photosynthetic efficiency, 0.1-4.3%, which is low when compared to the efficiency of say a
typical solar panel: 10%.22-24 Presently, these factors along with energy deficits caused by
logistical challenges associated with fuel-processing make this a poor renewable for the urban
environment.25 Although creating many small farms in urban communities would help negate
harmful emissions both through carbon dioxide sequestration and scaling back of food
transportation.26
1.5 Solar
The sun on a clear day at an incident angle of 90 degrees provides 1000 W/m2 of power
on the Earth’s surface at sea level.27 The area of Washington is 1.85 ∙ 10!! m2, if Washington
were at the equator and the sun was directly overhead the solar energy incident on the surface of
Washington alone would be 185 TW. Electricity production last year for the entire globe was 3
TW. This difference illustrates the promise of solar power that society has yet to take full
advantage of.28 Depicted in Figure 1.3. silicon solar cells begin their function by absorbing an
incoming photon from the sun, this excites an electron from the valence to the conduction band
where the direct current generated can then be converted to active current for useful energy.
Typical Solar photovoltaics (PV) have an energy density of 10 W/m2 assuming incoming solar
energy density 100 W/m2 and an average efficiency of 10% for commercial models.16 This of
course can be surpassed in regions near the equator with heavier incident sunlight however,
current solar technologies do not have the implementability to collect all of this solar power. The
urban built environment, in particular, is a challenging space to introduce solar technology for
optimal efficiency given the limited roof area.
Solar concentration is a way to get higher energy density with the same amount of Si-PV

5

Monocrystalline Silicon
Conduction Band

ℎ𝑣

Valence Band

Figure 1.3. Monocrystalline Silicon solar cell excitation.29
material. The idea is to take the solar flux over a larger area and concentrate it down to a smaller
area. This can be done with lenses, mirrors, waveguides, etc. generating energy via heat or Si-PV
excitation with projected efficiencies up to 28 W/m2.30 In addition the reduction in necessary SiPV material that solar concentration provides is important because separating Silicon from
Silicon dioxide comes at a considerable energetic and environmental cost.31
1.6 Urban Renewable Energy Outlook
The biggest issue holding renewables back are their low energy densities relative to
conventional non-renewable sources like natural gas, nuclear, and oil. Figure 4 outlines this gap
with the non-renewables axis scaled up 14x relative to the renewables axis with natural gas,
nuclear, and oil having median energy densities 482, 241, and 195 W/m2 respectively.28 Even
after taking into account potential performance improvements in the coming years none of the
current renewable technologies alone can meet the urban energy demands necessary to hold to
the Paris agreement.6 In California, for example, natural gas accounts for 47% of energy
generated annually: 90,691 GWh or 10.353 GW.32 To put this into perspective, using the
projected energy density for wind, you would need ~16x the amount of land area to replace
natural gas. For California this equates to a shortage of 323.63 km2. Switching to 100%
renewables will put a strain on land use which could have negative effects for other sectors

6
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Figure 1.4. Energy density of renewables (left side) versus non-renewables (right side) with
separate axes for each group. For the renewables the lighter green bars represent the most
representative values of current technology (either mean or median) and the darker green
represent densities achievable in the future based on projections and/or lab scale work.
including agriculture.28 The multiple new land sites required could also diminish biodiversity
with cascading consequences.28 The key lies in being thoughtful with renewable energy siting
and design, engaging previously unused spaces, that can seamlessly receive and support
renewable technology.
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Chapter 2: Luminescent Solar Concentrators
Luminescent solar concentrators (LSCs), also known as solar windows, offer a way
forward which stems from their ability to harvest solar energy while also being semi-transparent.
LSCs can replace any type of glass and thanks to their materials design the angle of incident
radiation has only a small effect on power generation making solar tracking unnecessary for
optimal efficiency.1 In cities LSCs have the potential to foster net zero buildings with a full
window replacement and wiring into the building grid.1 Due to LSCs energetic and absorbing
nature they also have the potential to reduce building cooling loads by absorbing solar energy.1
One could imagine LSCs reworked as highway sound barriers, parking lot and bus stop shades,
even car windows, whose replacement would significantly lower both the amount of electricity
needed from the grid for electric cars and our dependence on fossil fuels.2,3 This technology
specifically targets the two sectors deemed the most important for effective emissions
curtailment; building and transportation, and furthermore it offers the ease of retrofit necessary
for fast adoption. However, the energy densities of LSCs made thus far are not high enough for
commercialization which makes the push for higher efficiency a very worthy effort.

Figure 2.1 Top row: Labscale LSCs under UV and in sunlight. Bottom row: LSCs can
generate power in many unique settings including buildings, carports, and sound barriers.
Adapted from Meinardi.1
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2.1 Function and Loss Mechanisms
LSCs capture incident solar radiation with a fluorescent species contained within a
waveguide that also serves as a window. This energy is downshifted, reemitted, and wave-guided
via total internal reflection (TIR) within the window to the built-in solar cells that line the edges
of the LSC. As mentioned above, efficiency for these devices is currently not high enough for
commercialization. This is a direct result of different loss mechanisms prior to absorption, upon
absorption, and as light travels from the fluorescing species through the wave-guide. Initially it is
possible for a photon to be lost via transmission through the device or reflection from the leading
face. The likelihood of transmission is related to the fluorophore concentration and absorbance
spectrum, and reflection probability is based on the cladding material. If a photon is absorbed the
quantum yield (QY) of the fluorescent absorbing species quantifies the second loss mechanism.
If the QY is less than unity the absorbed energy can be dissipated non-radiatively. Next, the
angle of emission, qems, dictates whether the photon is trapped and put on a path towards the
edge of the device or out of either face. If 𝜃"#$ ≤ 𝜃% , where 𝜃% is the critical angle defined by
Equation 1, the photon will be lost out the escape cone. In Equation 1 𝜃% is the proportion of the
solid angle of a sphere that encapsulates all the emissive angles of escape, determined by the
refractive index of the waveguide 𝑛! and cladding 𝑛& .4 The proportion of photons lost via this
Equation 1. 𝜃% = 𝑠𝑖𝑛'! (n0/n1)
route, 𝑃(𝑒𝑠𝑐 ), is given in equation 2 below. If, after a photon is emitted, the fluorophore’s
Equation 2. 𝑃(𝑒𝑠𝑐 ) = 1 − 31 − (𝑛& /𝑛! )(
Stokes shift is not sufficiently large the overlap will cause reabsorption losses due to the
diminished probability of a second emission event at a favorable trapping angle. Depending on
the size of your fluorophore and its tendency to aggregate into nano and/or microscale clusters,
9

ballistic photons can also be scattered out of the escape cone by these aggregates. Subwavelength
sized scatterers (diameter < 100 nm) scatter light with a probability and directional distribution
that depends on wavelength. This regime is known as Rayleigh scattering, where the scattering
probability is proportional to 1/l4, thus it is not dependent on the size of the scatterer. Larger
scatterers undergo Mie scattering which requires a more intensive treatment. The probability of
Mie scattering is dependent on the specific size of each aggregate in the system, with scattering
probability proportional to the diameter of the scatterer squared, so that a point object size
distribution is required.

1
2
Glass

3
Si-PV

5
4
6 Non-unity QY

Figure 2.2. LSC loss mechanisms: 1. Transmission, 2. Reflection, 3. Reabsorption, 4.
Escape cone, 5. Scattering, 6. Non-unity QY.

Aggregation also increases probability for quenching between fluorophores. Being able to attain
higher loadings with minimal aggregation and/or losses is based on the compatibility of the
waveguide design and the fluorophore, while quantum yield and reabsorptive losses are based
solely on the choice of fluorophore. Thus there are two major areas of research for efficiency
improvement; waveguide design for mass scale production and LSC-optimized fluorophores.
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2.2 Waveguide Design
Waveguide design attempts to address two potential milestones: fluorophore-waveguide
compatibility for high efficiency and ease of method for full scale manufacture. Optical
efficiencies for these devices must exceed 6% to provide cost savings relative to traditional SiPVs.5 Additionally, Si-PVs are very photostable, lasting 20 years with only a 20% loss in
efficiency. Thus, it has been found that LSC commercialization requires at least a 10 year
operational lifetime.1
The most common types of LSC waveguides are polymeric. Typically, they are
constructed by depositing a fluorophore doped polymer solution or slurry either directly onto a
flat substrate or into a type of mold. Devices are then bulk polymerized via a thermal- or photoinitiator to solidify the matrix and stabilize the waveguide. The most common polymers chosen
are poly (methyl methacrylate) (PMMA), polyvinylpyrrolidone (PVP), poly (lauryl
methacrylate) (PLMA), poly carbonate (PC), polystyrene (PS), styrene acrylonitrile resin (SAN),
and epoxy resin.6 The concentration of fluorophore in polymeric LSC ranges from 0.02-2.5
w/w%.6,7 Most commonly used in the Patrick group is a drop cast method of 0.5-1 w/w%
fluorophore in photoinitiator doped PMMA or PLMA bulk polymerized within a gasketed glass
window that acts as the mold. However, the rapid changes of viscosity involved in free-radical
polymerization have been known to create both polymer and fluorophore related scattering
imperfections in the matrix and the radicals can affect photostability of the fluorophore itself.
Thus, there are many different novel routes currently being researched to making polymeric and
non-polymeric LSCs. These routes include doctor blading, lamination, spin coating, and liquid
LSCs.
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2.2.1 Doctor Blading
In 2016 Li et al. pioneered doctor blading as a manufacturing method for LSCs.8 Doctor
blading is an established thin film technique in which some slurry is applied to a substrate and
the blade, at a very close proximity to the substrate, is dragged across at a constant motion
leaving behind a layer with thicknesses ranging from 20 microns up to 1000’s of microns. The
uniformity of the layer and the final thickness hinges on the rheological properties of the spread.

Figure 2.3. Visual representation of doctor blade thin film fabrication technique.

Li et al. used this technique on a PVP and silica shelled quantum dot composite in ethanol with
concentration based on optimal viscosity. After application and levelling the deposited slurry
was allowed to dry leaving behind a 50 µm layer with high transparency and minimal
aggregation. At 405 nm their films had an absorbance of 0.6 and they reported no other metrics
for concentration. Quantum dots are large enough to form Mie and Rayleigh sized scattering
aggregates when not properly dispersed. This group achieved sufficient dispersion through the
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coordination of hydroxyl silica shell ligands and PVP ring nitrogen groups. Their champion
device had an optical efficiency (h)*+ ), of 3% at a geometric gain (G) of 32. Optical efficiency is
the ratio of power received at the solar cells along the edges to the total power incident on the
LSC (Equation 3). In this area the literature is very inconsistent some report optical efficiency
Equation 3. h)*+ = 𝑃),+ /𝑃-.
using monochromatic excitation vs. a solar source while others incorrectly refer to it as power
conversion efficiency (𝑃𝐶𝐸). To be clear in this work h)*+ will refer to values calculated from
measurements made under a non-solar light source while solar optical efficiency (h)*+.$ ) will be
referred to when these measurements were taken under a solar simulator or natural sunlight. Note
that optical efficiencies reported without solar simulator/natural sunlight do not account for
absorption of the solar spectrum, a limiting factor. Monochromatic excitation artificially inflates
the optical efficiency measured and can be misleading with respect to the efficacy of devices in
real world settings. 𝑃𝐶𝐸 will be referred to when measurements were taken with solar cells
under natural or simulated sunlight and calculated from a photocurrent density-voltage (J-V)
curve with 𝑃𝐶𝐸 being equal to the product of the short circuit current density (Jsc), the open
circuit voltage (Voc), and the fill factor (FF). Assuming that FF and Voc remain the same
𝐽 ×𝑉𝑜𝑐×𝐹𝐹
Equation 4. 𝑃𝐶𝐸 = 𝑆𝐶
𝑃𝑖𝑛×𝐴𝑡𝑜𝑝

the equation for optical efficiency can be thought of and rewritten in equation 5 as the short
circuit current of the solar cell or power meter attached to the LSC (𝐼012 ) over the short circuit
current of the solar cell or power meter beneath the light source (𝐼12 ) times the geometric gain:
𝐺. 𝐺 is the ratio of facial to edge area: 𝐺 = 𝐴3 /𝐴" . Both are important in LSC evaluation as h)*+
Equation 5. h)*+ 𝑜𝑟 h)*+.$ = 𝐼012 /(𝐼$% ´ 𝐺)
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is the most widely used measure of efficiency and the larger the 𝐺 you can demonstrate a high

h)*+ at the larger the window can be made while retaining efficient solar concentration.
Although Li et al.’s LSC performance was demonstrated at a large 𝐺 3% is not an h)*+ that is
sufficient for practical application. Their main roadblock to achieving commercially scalable
efficiencies was low absorptance. Doctor blading is a very easily scalable technique and thus
shows great promise and progress towards the goal of LSC commercialization. Principally,
future studies will have to increase fluorophore concentration in these polymer blends while still
retaining the rheological properties necessary to be applied via doctor blade.
2.2.2 Laminated LSCs
Lamination is another attractive route to LSC fabrication in that it is already a wellestablished manufacturing process in other types of solar technology. Lamination is used in the
solar cell industry to encapsulate PVs, protecting them from environmental weathering.9 This
involves layering a polymer, usually ethylene vinyl acetate, between two pieces of glass above
and below the solar cell before applying heat and pressure to complete the stable module. An
LSC framework based on the same technology then has the potential to slip into existing
manufacturing architectures. Hunter McDaniel et al., 2017, were the first to report laminated
LSCs of thicknesses ranging from 0.762 – 2.54 mm using a quantum dot doped acrylate
composite with optical efficiency h)*+ = 8.1% and 𝑃𝐶𝐸 = 2.94%, the best to date for this type of
waveguide design. However, they disclose little to nothing about their fabrication methods.10
Turning to Zhao et al. who in 2019 reported laminated LSCs based on a quantum dot PVP
composite.7 They dropcast a methanol, carbon QD (CD), PVP mixture onto glass which was
dried under ambient conditions to allow for self-assembly. This takes advantage of the CD ligand
cocktail’s (discussed in detail in section 2.3.3.4) attraction to PVP to give the uniform film. To
14

increase homogeneity and thinness of the composite it was heated to 600C with another piece of
glass on top along with a 2 kg weight. The sample was left under these pressure and temperature
conditions for 12 hours resulting in a 1mm thick uniform composite film. A variety of

Figure 2.4. Laminated LSC fabrication process. Taken in full from Zhao et al.7
concentrations were probed for efficiency with their best 10x10 cm2 device having 2.5wt%
concentration, h)*+,$ = 1.6%, and 𝑃𝐶𝐸 = 0.7%.
2.2.3 Spin Coat
Spin coating, another way to form thin films, begins with the deposition of a solution of
solvent containing the molecular and/or nanospecies of interest to a substrate. The substrate is
subsequently rotated at a high speed causing most of the deposited solution to fly off. Both the
surface tension of the solution and the centripetal force from rotation pull in the surviving
material. These forces along with evaporation from the increased airflow are what give the
uniform film. Since the centripetal force is related to the angular velocity one gets the desired
thickness by changing the RPM setting with thickness being inversely proportional to the square
root of the angular velocity: 𝑡 ∝ 1/√𝜔 . In addition the duration of spinning is another way to
control thickness with achievable thicknesses ranging from nanoscale to microscale. This
technique has many applications including photoresist, organic solar cells, LSC fabrication,
etc.11, 12 In 2017 Zhao et al. spin coated LSCs with 0.3 wt% CD doped MMA/PMMA inks at a
velocity of 3000 RPM at a variety of different spin times.13 They found that their best device had
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a thickness of 6.67 µm with a measured h)*+,$ of 4.75% and 𝑃𝐶𝐸 = 3.94% at a very impractical
and unimpressive 2.6 x 1.6 cm device size. Their devices are among the thinnest ever made but
spin coating is very wasteful relative to all other LSC fabrication processes. Waste can be
reduced up to 50% if the angular velocity and volume dispensed are carefully modified.11
However, typically this technique tosses over 90% of the initially deposited material off the
substrate.11 Therefore it is not a scalable technique for widespread manufacture of LSCs.
Unfortunately, no other more scalable technologies can get this thin of films and the thinner the
film the more concentrated it can be while still retaining semi transparency.
2.2.4 Liquid LSCs
Colloidal nanocrystals also known as quantum dots have desirable properties in solution.
In a compatible solvent they will remain highly dispersed for years at a time. This year Federico
et al. capitalized with their introduction of liquid LSCs, the first waveguide design to omit
polymers entirely.14 They are basically oversized cuvettes. A quantum dot doped toluene solution
is pipetted via syringe into a parallelepiped quartz waveguide and voila liquid LSC. This design
has many advantages and is depicted in figure 2.5 along with their polymer LSC control.

Figure 2.5. Left: schematic of Federico et al.’s liquid and polymer LSCs. Right: Images of their
liquid (left) and polymer (right) LSCs. Taken in full from Federico et al.14
Unlike radical rich bulk polymerization these waveguides do not degrade the fluorophore
in their manufacture. Polymer fluorophore phase separation leading to scattering aggregates and
bulk matrix imperfections are also not factors in this design which provides high clarity. These
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improvements manifested in their device efficiencies. The best liquid LSC had 𝑃𝐶𝐸 = 0.83%
and h)*+,$ = 3.6%, a factor 2 efficiency improvement relative to their control, a polymer LSC,
consisting of QD doped LMA bulk polymerized with photoinitiator and crosslinker. In figure 2.6
notice that the rate at which h)*+,$ declines with respect to 𝐺 is roughly 3x greater for the

Figure 2.6. 𝐺 versus h)*+,$ for Federico et al.’s best performing liquid LSC (red circles) and
polymer LSC (black triangles). Taken in full from Federico et al.14
polymer LSC than the liquid LSC for the first three data points in each set. However, the
polymer LSC outperformed the liquid LSC in a different category: photostability. Devices were
irradiated for 7 hours under UV and their peak emission was measured and integrated before and
after aging to determine photostability. Polymer LSCs retained between 63-67% of their initial
peak while liquid LSCs only retained 19-53% a larger range which results from their use of
shelled versus unshelled QDs, this is discussed at length in section 2.3.3.2. This is an indication
that polymeric matrices do quite a lot to protect QDs and other fluorophores from the diffusion
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of oxygen and thus photobleaching. Safety seems not to be a guiding factor in the principle of
this design. Potentially toxic fluorophores are very bioavailable in solution and many organic
solvents are toxic and highly flammable. A broken window and the ensuing spill present
liabilities that would be hard to reconcile. This does not seem like the fast scale up
manufacturing method the field needs.
2.3 LSC-Optimized Fluorophores
Researchers work in this part of the field to match or design fluorophores that exhibit the
desirable properties. For application to LSCs the perfect fluorophore will have the following
characteristics: 100% photoluminescent QY in-device, no overlap between absorption and
emission spectra, high spectral coverage of the solar spectrum, and optimal emission for Si-PV
conversion efficiency (700-1000 nm) to increase power output, minimize thermalization losses,
avoid using more costly PVs, and lessen scattering probability. When comparing between
fluorophores device efficiency is important but more importantly high device efficiencies need to
be demonstrated or modeled at practical window sizes. Significantly different sized devices
cannot be thought of in equal terms if fluorophore spectral overlap is present as parasitic losses
will increase at larger sizes. In addition for comparison it is useful to calculate the ratio of the
absorption coefficient at the wavelength of collected radiation (a1) to the absorption coefficient
at the emission wavelength of maximum intensity (a2). This figure of merit called the LSC
quality factor, 𝑄012 , equation 6, was described by Klimov et al. in 2016 and they found that
Equation 6. 𝑄012 = a! /a(
the highest optical efficiency possible for a certain fluorophore is directly proportional to 𝑄012 .41
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The LSC concept was introduced in 1976 by Weber and Lambe working at Ford Motor
Company, the first schematic of which is shown in figure 2.7.15 This invention arose out of
necessity because at the time Si-PVs were
prohibitively expensive and the LSCs
inception could cut down on the Si-PV
material necessary per unit power. The idea
at the time was that a solar farm made up
of these concentrators would be more cost
efficient than standalone Si-PVs. Though, as
we know the cost of monocrystalline silicon
has dropped significantly over the past 40
years. The luminophores first proposed by
Weber and Lambe for their design were the
organic dye Rhodamine 6G and lanthanide

Figure 2.7. First LSC schematic taken in full
from Weber and Lambe.15

neodymium. The two LSC fluorophore categories, organic dyes and lanthanides Weber and
Lambe introduced faced their own sets of advances and setbacks in the following years resulting
in diminishing LSC research. Then the application of Stokes shift engineered QDs reawakened
the LSC field.
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2.3.1 Organic Dyes
Organic dyes were among the first fluorophores to be doped into LSCs. These types of
molecules are planar having an extended pi-system with at least one electron donating group in
resonance with the aromatic system of the dye. Fluorescence occurs from the absorbing state;
that is upon excitation a pi-electron is promoted from the HOMO to the LUMO where it can then
relax emitting a photon. Organic dyes have many advantages for LSC application. Given their
molecular nature they disperse very well into most types of polymer matrices and can withstand
bulk polymerization conditions without reducing the quality of the waveguide. They also
typically exhibit high QYs. These are the reasons Rhodamine 6G was the first organic
fluorophore selected.16 Unfortunately, Rhodamine 6G was found to degrade rapidly in
environmental conditions during and after PMMA processing.17 After only 2 hours under direct
UV illumination it fully degrades.18 This, along with its very small 50 nm Stokes shift, seen in
figure 2.8, makes it unsuitable for LSCs. German chemical company BASF responded with the

Figure 2.8. Left: Rhodamine 6G absorption and emission spectra with Stokes shift. Right:
Rhodamine 6G structure. Adapted from Weber et al.16
LSC targeted Lumogen series. A library of high QY (85-90%) perylene dye derivatives
engineered with functional protecting groups to slow down photoxidation pathways in PMMA
under environmental conditions.19 The addition of electron accepting substituents dramatically
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improves perylene’s typical lackluster photostability and after 80 days of solar exposure the
Lumogen series retains 90-100% of initial QY.20 Unfortunately this series did not increase
energy output enough to commercialize LSCs with many reported examples of low optical
efficiency in valid studies (1.5-2.6%).20 Since absorption and emission occur from the same state
in these dyes they have small 𝑄012 values. Their spectral width and peak separation is also very
limited. This leads to compounding self-absorption losses as the dye concentration is increased in
the light guiding medium and insufficient coverage of the solar spectrum. Single dye LSCs no
matter the species; coumarin, dicyanomethylene (DCM), violanthrones, all suffered from similar
weaknesses and resultingly low efficiencies.20 However, optimized mixtures of two or more dyes
with minimal overlap can increase spectral coverage and efficiency to offset plaguing Stokes
shifts. In 2008 this architecture type led to the highest efficiency LSC reported to date. Sloof et
al. reported 𝑃𝐶𝐸 of 7.1% for a 5x5 cm2 PMMA device doped with Lumogen red (Red305) and
coumarin derivative yellow CR5040 whose spectra and structure are depicted below.21 The

Figure 2.9. Overlapped absorption cross section and emission spectra for CRS040 and Red305
dyes overlayed on top of AM1.5G solar spectrum. Adapted from Sloof et al.22
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measurement was made using GaAs solar cells which are 1,000x more expensive than
monocrystalline silicon and have a much better photoelectric response to the visible with their
850 nm bandgap. They calculated that the efficiency would have only been 2.9% with Si-PVs. In
addition their device is not window sized and although solar spectral coverage is almost doubled
with the dyes working in tandem, their small Stokes shifts and Red305’s overlapping absorption
of CRS040 emission means that the efficiency would fall rapidly at practical sizes making this
study non-applicable to LSC commercialization. Krumer et al. suggested that increasing dye
concentration can offset reabsorption losses. However, as the concentration is increased
aggregation of the dyes will lead to higher probability of Förster Resonance Energy Transfer
(FRET) resulting in compounding non-radiative events, and escape cone losses with efficiencies
levelling out regardless of increasing concentration.23 Krumer et al. attempted to reduce
quenching by putting dyes into a 3.5x10 cm2 liquid LSC (Figure 2.10.) where the tendency to

Figure 2.10. Left: Detected intensity via optical fiber of LSC peak edge emission as a function
of distance of excitation source from edge for multiple ppm concentrations of Lumogen orange
and red in toluene. Right: Liquid dye LSC in the process of filling. Adapted from Krumer et al.24
aggregate at higher concentrations is much less probable than in solid media.24 If the concerns
with liquid LSCs are mitigated this could be the route necessary to get dye-LSCs to market. They
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were able to attain a pretty impressive 𝑃𝐶𝐸 of 2.9% with Si-PVs using a mix of Lumogen red
and orange in toluene at a medium device size (𝐺 = 10) pictured in figure 2.10. In the figure 2.10
plot notice that edge intensity with respect to pathlength did not decrease at the high
concentrations it normally would in solid media like PMMA and in fact increased with optical
path length for 134.0 ppm.23 Although, at such concentrations these types of highly colored
windows could only be purposed aesthetically, rather than conventionally. In summary, with
current technology the organic dye is unlikely to be the fluorophore category that has a hand in
pushing the LSC to widespread commercialization.
2.3.2 Lanthanide Ions
Along with Rhodamine 6G lanthanide ion neodymium (Nd3+) was one of the first
fluorophores proposed for LSCs by Weber and Lambe.15 Unlike organic dyes lanthanides
tolerate very high temperature conditions and can be manufactured directly into glass eclipsing
the need for a polymeric waveguide material. Much like organic dyes they have high QY and
their emission occurs from the absorbing state (excitation between 4f orbitals); so they suffer
with low 𝑄012 values and the same compounding reabsorption losses. In figure 2.11

Figure 2.11. Left: 3wt% Neodymium doped glass extinction. Right: 3wt% Neodymium doped
glass fluorescence. Adapted from Weber et al.16
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Neodymium has several sharp absorption bands in the visible but lacks the broad spectral
coverage necessary for LSCs. Also, absorption at 880 nm for the 1060 nm emission band
overlaps with the first emission at 890 nm. This leads to compounding waveguide losses and
aredshifting of photons emitted at 880 nm to 1060 nm: an non-optimal wavelength for Si-PVs.
These disadvantages defeated neodymium as a stand-alone LSC fluorophore in the late 70’s. Codoping with ytterbium was proposed, as ytterbium’s lone emission band at 970 nm is better
matched to Si-PVs. Co-doped ytterbium (Yb3+) and neodymium devices were constructed by
Reisfeld et al. in 1981 to take advantage of energy transfer from neodymium to ytterbium.25 For
neodymium this pairing redirected energy away from the Si-PV inefficient 1060 nm emission
band and the reabsorption prone 880 nm band as seen in figure 2.12. For ytterbium, which only

Figure 2.12. Left: The fluorescence of Yb3+ + Nd3+, Nd3+, and Yb3+ doped tellurite glass.
Adapted from Reisfeld et al.25 Right: Absorption cross section of Yb3+. Adapted from Parent et
al.26
absorbs in the NIR in figure 2.12, the symbiotic relationship with neodymium allows access to
the higher intensity visible portion of the solar spectrum. This design improved upon their single
dopant controls with energy transfer efficiencies of 90% for their best device (2.0 wt% Nd3+ +
3.0 wt% Yb3+), but the absorption efficiencies for these ions are just too low.27 Other lanthanide
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ions including uranyl and chromium were attempted and hindered by their quantum yield and
lack of spectral coverage respectively.27,28 Then an idea evolved to use complexes with broader
absorbing ligands that sensitize the luminescence of these lanthanide ions essentially separating
the absorbing and emitting states giving large 𝑄012 values (104-106), larger Stokes shifts, and
improved spectral coverage. First, the ligands are excited to the S1 state then through intersystem
crossing the long-lived spin forbidden excited state T1 is achieved where the energy can be
transferred to the metal in the complex and then emitted. These transitions are accompanied by
substantial losses in energy giving the larger Stokes shift. The first of these complexes tested for
LSCs was Europium trisbenzoylacetonate which came
from Reisfeld who reported Eu3+ characteristic spectra
via ligand excitation.28 More recently in 2009
Moudam et al. synthesized three new Eu3+ complexes
targeted towards LSCs.29 The best performing
complex, Eu(hexafluoroacetylacetonate)3(bis(2(diphenylphosphino)phenyl)ether oxide
([Eu(hfac)3(DPEPO)]), shown in figure 2.13, had an

Figure 2.13. [Eu(hfac)3(DPEPO)].29

impressive 86% QY in PMMA. Thanks to the highly inductive electron withdrawing
trifluoromethyl groups the complex achieved 100% energy transfer efficiency between the
ligands and the metal. However, due to the molecular nature of absorption the peak in figure 2.14
is narrow and only goes out to 350nm, a very small portion of the solar spectrum. In addition
although the QY is high the higher energy emission peak at 615nm relative to Si-PVs is nonoptimal, prohibitively narrow, and will lead to thermalization losses. Researchers are skeptical
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that these complexes will have the effective lifetimes required (10+ years) for full scale
production unless the ligands are fluorinated or deuterated, very costly procedures.20 This

Figure 2.14. Absorption and emission of [Eu(hfac)3(DPEPO)] in DCM and PMMA
respectively. Taken in full from Moudam et al.29
necessity arises from the complexes susceptibility to deactivation by neighboring vibrational
stretches of O-H, C-H, and N-H bonds. Lastly, these complexes do not tolerate high temperature
conditions and can’t be manufactured directly into glass, one of the initial attractions of
Lanthanide ions in LSC application.
2.3.3 Quantum Dots
The first quantum dot was synthesized in the late 1970’s by physicist Alexei Ekimov
working at the State Optics Institute Vavilov in Leningrad. The synthesis consisted of heating
glass doped with small amounts of chlorine and copper (1%) to a molten state where the first
semiconducting nanocrystals of CuCl (and later, under the same synthesis, CdSe) were grown as
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a result of “diffusive phase precipitation of a super-saturated solid solution during the
recondensation stage.”30 Ekimov found that
the formed nanocrystals had absorption
bands that shift as a function of the size of
the nanocrystal in figure 2.15 but, he had
no theoretical basis to explain such
behavior. Then around 1980 Alexander
Efros, another Russian physicist,
formulated the first theory to describe the
size dependent exciton behavior seen by
Ekimov. Efros found through his theoretical
analysis that when the diameter of a

Figure 2.15. First excitonic transition energy as
a function of the reciprocal CuCl nanocrystal
radius squared. Taken in full from Ekimov et
al.30

semiconducting sphere is smaller than the Bohr exciton radius, the distance between electron and
hole, the band gap frequency (ℏω&! ) obtained in equation 7 is dependent on the sphere
diameter (𝑎) where 𝐸5 is the unconstrained bandgap.31 In his model the surface of the sphere
represents the edges of an infinitely large potential well which confines the exciton. Normally in
ℏ! 7 !

Equation 7. ℏω&! = 𝐸5 + (89!
the bulk semiconductor the Bohr exciton radius dictates the separation between electron and hole
upon excitation, but when the semiconductor is smaller than that the crystal bounds essentially
squeeze the exciton forcing it to a higher energy level. Notice in equation 7 that as you decrease
the radius of the semiconductor you increase the bandgap frequency. Herein lies the excitement
behind the discovery of this material. By varying synthetic procedure one can tune the
optoelectronic properties of these nano semiconductors to fit the application; LSCs, QD-LEDs,
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QD solar cells, bioimaging, etc.32 Up to this point the molten glass synthesis had not allowed for
ease of processability. This was a hurdle that L. E. Brus cleared in 1983. While working at Bell
Laboratories Brus discovered an aqueous synthetic route giving stable, dispersible, colloidal
nanocrystals formed in solution. This was the discovery that started the colloidal nanocrystal
field. The optoelectronic properties of QDs are very advantageous for LSC application. They are
the only LSC fluorophore type whose bandgap can be tuned synthetically for high Stokes shift
and matching for optimal Si-PV excitation and solar spectrum absorption. Although, some types
of QDs work better in LSCs than others.
2.3.3.1 Binary Metal Chalcogenides
CdSe one of the first quantum dots discovered falls into the category binary metal
chalcogenides.30 Binary metal chalcogenides include II-VI and IV-VI semiconductors which are
defined as consisting of a metal from group 12 (II) or group 14 (IV) respectively and a nonmetal
from group 16 (chalcogens, -VI). Other examples include CdS, PbSe, PbTe, CdTe, ZnS, and
ZnSe along with their various alloys. In colloidal nanocrystal synthesis precursors are heated,
under nitrogen or argon atmosphere, to decompose into monomer units. As the temperature is
ramped the monomers first nucleate into crystals and subsequently enter a growth phase where
monomer flux onto the surface of nuclei continues at the elevated target temperature. If there is a
spectrophotometer coupled to the heating mantle, or the synthesis has been calibrated prior, the
reaction can be quenched at exactly the right time to get the preferred crystallite size and band
gap for the application. Typically QDs are synthesized directly in a temperature tolerant
coordinating (surfactant) or non-coordinating oily solvent (paraffin oil, 1-octadecene) or via a
“water-in-oil” microemulsion method, whereby droplets of water in bulk oil, stabilized by
surfactants, act as nanoreactors promoting “the formation of small crystallites with a narrow size
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distribution.”33,34 A hot injection method is also often used to get narrower size distributions and
more reproducible results. In the hot injection method precursors are quickly added to solvent
already at nucleation temperature cleanly dividing the nucleation and growth phases.33 It is the
ensemble overlap between nucleation and growth phases which leads to decreased homogeneity
in crystallite size. Precursors are heated up in the synthetic system of choice with the desired
capping agent in excess or as the solvent itself. The capping agent is a molecule (often a
surfactant) that both helps coordinate nucleation and ends up attached to the surface of the QD,
dictating its colloidal stability in solution. Capping agents can also be exchanged relatively easily
by using excess to shift equilibrium to favor attachment of the species of interest, more on this
later. Metal chalcogenides are capable of having multiple crystal structures based on
temperature/pressure/pH conditions during synthesis. For example hexagonal wurzite CdSe can
be obtained under normal synthetic conditions, zinc blende can be formed with the addition of
phosphonic acid to the selenium complex precursor, and the cubic rock-salt is formed when
wurzite CdSe is subjected to very high pressure conditions.33,34,35
Nanocrystalline metal chalcogenides are similar to organic dyes and lanthanides in that
fluorescence occurs from the absorbing state. However, the mechanism of fluorescence is much
different. In these semiconductors an incoming photon excites an electron from the valence to
the conduction band and at that point electron and hole are free charge carriers that can either
recombine for a spontaneous emission event or be trapped in different locations in the crystal.36
If trapped, the electron has to tunnel or be detrapped back into the conduction band to recombine
with the hole which is unlikely to detrap. These traps represent unshared orbitals, typically on the
surface, that arise from the high surface area to volume ratio of these crystals relative to the bulk
semiconductor. Traps can be created by crystallographic defects or surface defects which result
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from ligand polarization or surface oxidation. In 1990 Ernsting et al. discovered, via
subpicosecond laser flash photolysis, that nonlinear optical saturation in Zn1-xCdxS
nanosemiconductors arises from charge carrier trapping (~10-13 - 10-14 s) that happens on a much
faster time-scale than the spontaneous fluorescence of the bulk semiconductor (50-11s).37 Thus,
excitonic emission from electron detrapping is the dominant fluorescence mechanism.36 While
trapped fluorescence, a secondary mechanism, gives below bandgap frequency emission when
the electron recombines with a trapped hole. The timescale of electron detrapping plus radiative
recombination is greater than the spontaneous fluorescence and this is the reason fluorescence
lifetimes are much longer in nano versus bulk semiconductors. The depth or difference in energy
between these electron traps and the conduction band dictates the probability for detrapping/
tunneling versus that of nonradiative recombination or trapped emission. In figure 2.16 all is

Figure 2.16. Left: CdS emission at different temperatures. Right: Band diagrams of CdS at: a.
higher temperatures, b. lower temperatures, with kd representing the activation energy for the
detrapping process, kn.r. the nonradiative energy, kf the fluorescence energy, kft the trapped
fluorescence energy, and HT representing one of the energetically variant hole traps. Adapted
from Eychmüller et al.36
represented by the CdS band diagram at two different temperature regimes and the emission
spectra depicting two fluorescent bands for CdS with intensity varying as a function of
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temperature.36 The bluer excitonic emission band has higher intensity than the redshifted trapped
emission band since hole trapping increases the probability of nonradiative decay. In band
diagram (a) at higher temperatures the population of deeper traps increases and in turn nonradiative decay increases lowering quantum yield as seen in the emission spectra at 259 K. QDs
that exhibit near unity QY will have fewer deep traps and more shallow traps with their relative
populations for practical applications being dependent on synthetic parameterization and quality
rather than temperature in Eychmüller et al.’s study.
Since fluorescence occurs from the absorbing state the 𝑄012 values and Stokes shifts for
this family of fluorophores are poor for LSC application.1 As seen in figure 2.17 the overlap of
test cases PbS and CdSe is substantial. In addition since the optoelectronic properties are so

Figure 2.17. Emission and absorption spectra for PbS: left and CdSe: right. Adapted from
Meinardi et al.1
dependent on the surface of the QD bulk polymerization fabrication schemes can severely lower
the QY of these semiconductors and their operational lifetime suffers. In addition, most high QY
metal chalcogenides have either lead or cadmium toxic metals that are strictly regulated by the
European Union which could affect LSC manufacturing feasibility down the road.38 For these
reasons metal chalcogenides alone are impractical for LSCs. To the knowledge of this author the
only binary metal chalcogenide LSC reported is that of PbSe fabricated by Waldron et al. in
2017.39 Despite the disadvantages already discussed they reported a high 𝑃𝐶𝐸 of 4.74% in bulk
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polymerized PLMA. This is the highest reported LSC 𝑃𝐶𝐸 for QDs of any type in the literature.
However, their device was a tiny 2x2 cm2 and the very large overlap between emission and
absorption in figure 2.18 means that efficiency will all but disappear at window sizes.

Figure 2.18. Absorption and emission of PbSe in epoxy AB9093 and PLMA. Taken in full from
Waldron et al.39
2.3.3.2 Binary Core/Shell Heterostructures
One way to get better photostability, higher QY, larger Stokes shift, and redder emission
for Si-PV matching is to grow a shell of a larger bandgap II-VI or IV-VI semiconductor onto the
outside of a smaller bandgap II-VI or IV-VI semiconductor. Typically this is accomplished
through the Successive Ionic Layer Adsorption and Reaction (SILAR) method where a substrate
with adsorbed cores is immersed successively and cyclically into three separate reservoirs one
containing the cation precursor, another with electrolytic water to wash off weakly bound ions in
between precursor dips, and the last holds the anion precursor. Shells can also be overgrown by
dropwise addition to a hot core solution where just enough material is added at a time to
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encourage nucleation of the shell species on the already formed cores. For Type I core/shell
heterostructured systems the conduction and valence bands of the shell are above and below the
conduction and valence bands of the core respectively. In Type I, figure 2.19, the shell absorbs
an incoming photon and the generated exciton is quickly transferred to the core. The system acts
as a quantum well and the exciton is transferred so rapidly electron and hole are unlikely to be
trapped in the shell.40 At this point since the larger bandgap material is on the outside of the core

Figure 2.19. Visual representation and bandgap diagram of Type I core/shell heterostructure
with smaller bandgap core in red and larger bandgap shell in blue. Incoming absorbed blue
photon generates exciton which is rapidly confined and recombined in the core emitting a
redshifted photon.
the exciton can’t escape back out and is confined where it can recombine without the influence
of surface traps that have been passivated and reorganized by the over growth of the shell.41 This
imparts a much higher QY (up to 80% increase)40 and better photostability to the heterostructure
relative to either material on its own. This was seen in section 2.2.4 in Federico et al.’s liquid
LSC study.14 Shelled QDs degraded 44% less than unshelled QDs. The shell dominates
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absorption blue shifting it relative to the core alone and the energy transfer step between shell
and lower band gap core significantly redshifts emission giving a much larger Stokes shift than
could be attained without the heterostructure.41 Since the coefficient of absorption for the shell
increase with thickness it seems attractive to make extremely thick shelled heterostructures to
blueshift heterostructure absorption maximizing 𝑄012 . However, there is a balance to these
systems. The lattice mismatch between core and shell fosters epitaxial strain which, for larger
shells, creates defects at the interface between the two materials lowering QY and photstability.42
In addition if the shell is too large more scattering losses will be experienced in an LSC. Some
examples of Type I heterostrucures are PbS/CdS, CdSe/CdS, and CdTe/CdS among others.43 The
best Type I heterostructure LSC to date was developed by Tan et al. who achieved an h)*+,$ of
1.2% at a large device size 10 x 10 cm2 (𝐺 =50) with their PbS/CdS QDs in bulk polymerized
PLMA. Impressively, notice that in figure 2.20 their drop in h)*+,$ with 𝐺 plateaus after 𝐺 =30.44

Figure 2.20. Left: Emission and Absorption of PbS/CdS in PLMA and solution. Right: Solar
optical efficiency as a function of G. Adapter from Tan et al.44
This accomplishment stems from their ultra-small QD cores (2.3 nm) which with just a 0.1 nm
shell exhibited large Stokes shift without the drawback of sacrificing QY due to epitaxial strain.
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Also, in figure 2.20, the NIR nature of their QDs means that the emission is better matched to SiPVs relative to visible emitters.
In Type II core/shell heterostructured systems the bandgaps of the core and shell are
staggered where the conduction band of the core is in between the conduction and valence bands
of the shell and the valence band for the core is below that of the shell.41 Type II heterostructures
include CdTe/CdSe, CdTe/CdS, ZnTe/CdS, etc.43 These systems promote indirect exciton
generation in which the electron and hole are separated from each other by the two materials as
in figure 2.21: the hole ends up in the shell and the electron in the core. This results in longer

Figure 2.21. Type II heterostructure visual and band diagram. The photogenerated electron is
transferred to the core, the hole remains in the shell, and they recombine radiatively emitting the
energy of the new heterostructured bandgap shown.
exciton decay times due to the energy gradient between the two materials and enhanced charge
separation which increases the probability of non-radiative recombination. As a result, Type II
systems mostly have lower QYs (0-10% typically)45 than Type I systems. Although, in 2007
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Chin et al. reported that meticulous synthetic control with, “low reactivity precursors, low
reaction temperature, slow precursor addition, coordinating solvent with higher affinity for Cd
than for Se,” yielded 80%+ QY Type II CdTe/CdSe, but this is difficult and not the norm.45
Moreover, Type II systems are notorious for low photostability thus, they are researched more
for PV and photoconduction applications due to their exceptional charge separation properties.43
This is a pity, as Type II would allow for a high level of Stokes shift engineering for LSCs with
the total band gap of the material dictated by the energy difference between the conduction band
of the core and the valence band of the shell. Through core and shell size control, and selection
of materials, hard to access emission wavelengths, especially in the NIR, can be reached
relatively easily without redshifting absorption and thus, Stokes shift for Type II are larger than
for Type I. In 2013 Krumer et al. demonstrated that Type II heterostructures show a remarkable
~60% reduction in self-absorption cross section relative to dyes and bare metal chalcogenides in
a liquid LSC, the only Type II LSC publication.46 It’s possible that others could have attempted
LSC polymerization schemes with Type II QDs but were thwarted by large bathochromic shifts
and/or low in-device quantum yields due to radical attack on Tellurium during polymerization,
which is heavily prone to oxidation.43 This author would be interested to see a study that utilizes
a Type II heterostructure and one of the other polymerization free LSC fabrication schemes
already discussed.
Building on technique, multiple shell layers have also been grown to obtain novel
multishell systems. One advantage of a multishell is the emissive core is so insulated that
environmental effects, photo-oxidation, and radical attacks during bulk polymerization have even
less of an effect on the QY than for monoshell systems. In 2004 Talapin et al. demonstrated that
CdSe/ZnSe/ZnS QDs degraded significantly slower than CdSe/ZnS QDs.47 Multishell systems
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also allow for thicker shells by reducing epitaxial strain between successive layers by
establishing a gentle gradient of lattice mismatch. For example, in 2011 Bomm et al. synthesized
CdSe/CdS/Cd0.5Zn0.5S/ZnS multishell QDs for LSCs.48 The lattice mismatch between each layer
is significantly less than the large lattice mismatch between CdSe and ZnS (12%) so that thicker
shells can be grown while lessening dislocation and grain boundaries at the interfaces between
layers allowing for larger extinction coefficients without draining QY (60%). Their champion
LSC had 𝑃𝐶𝐸 2.8% at a pretty small device size, 4.95 × 3.1 cm2. Multishell systems are
typically designed to act as quantum wells with a series of cascading bandgaps, in figure 2.22,

Figure 2.22. Left: CdSe/CdS/Cd0.5Zn0.5S/ZnS multishell visual/band diagram. Right:
Superimposed Absorbance and emission for CdSe/CdS/Cd0.5Zn0.5S/ZnS LSCs at 3 different
concentrations. Adapted from Bomm et al.48
that rapidly confine generated excitons to the core much like in Type 1 systems but with more
energy transfer steps. While the multiple layers do provide better photostability the Stokes shift,
in figure 2.22, suffers with each layer contributing to absorption so that the separation between
absorption and emission bands is not as stark as in Type I or II systems where there are only two
materials involved. Unfortunately, the resulting Stokes shift indicates that this particular device
would perform poorly at more practical sizes and their QY fell, post-polymerization, to 45%.
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The doctor blade paper mentioned above has the best efficiency of binary core/shell
heterostructure LSCs in the literature.8 Their multishell system uses a Type I heterostructure
CdSe/ZnSCd semiconductor that has a mixed shell to help offset lattice mismatch. Their QDs were
also encapsulated by silica for further protection which led to no change in 70% PLQY after 4
months under air and light with heating up to 200 oC. This is one of the more extensive studies on
LSC aging in the literature and these QDs are the most likely of those discussed thus far to meet
the 10 year operational lifetime required. Since the absorbing and emitting states occur in different
materials in all of these heterostructures 𝑄012 values are good overall (102-103).1 Although, there
is room for improvement since absorption coefficient (thickness) of the shell is limited by
scattering and strain on the nanoparticle.
2.3.3.3 Ternary and Doped Binary Metal Chalcogenides
In past years binary metal chalcogenides and heterostructures have been doped with 0.1-1
atom% impurities to alter their optoelectronic properties. In these doped systems absorption
occurs via the shell or bare NC and the dopant acts as a luminescence activator sensitized by the
NC through picosecond energy transfer. Energy transfer to the impurity (ps) occurs orders of
magnitude faster than exciton recombination (ns) giving new interbandgap states that can be
significantly downshifted relative to undoped fluorescence. The key is to use an impurity with a
much lower extinction coefficient than the NC to get high 𝑄012 values ranging up to 105, the
largest discussed thus far.1 This type of system can be engineered to garner low reabsorption
luminophores for LSCs. In addition doped QDs are more photostable than their undoped
counterparts due to rapid energy transfer to the impurity. Up until about 2014 the LSC field had
stalled somewhat as the search for zero reabsorption luminophores hadn’t proved successful yet.
That is until the landmark paper, the first to take advantage of these doped systems for LSC
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application, was published by Gammelin, Patrick, and coworkers in 2014.49 For their champion
device they used Mn2+ doped ZnSe/ZnS a Type I heterostructure. Upon absorption the
nanocrystal attains a 6A1 excited state and rapidly transfers to Mn2+ defect locations establishing
a 4T1 excited state, seen in figure 2.23. They found emission occurs through Mn2+ d-d transition
from 4T1 to ground state 6A1 with a gap of 2.1 eV. The bandgaps of ZnS and ZnSe are 3.7 and 3.1

Figure 2.23. Mn2+ doped ZnSe/ZnS, UV photon is absorbed and rapidly transferred to Mn2+,
an interbandgap state relative to ZnSe, where it then recombines with hole for a 2.1 eV
emission
event.
eV respectively and absorption occurs across the UV. The NC outmatches the Mn2+ extinction
coefficient by a factor of 5, whose 6A1 to 4T1 transition is spin forbidden. As one can see from
figure 2.24 this heterostructure impurity combination gives a ~1.0 eV (200 nm) Stokes shift with
virtually zero overlap between emission and absorption bands. This benefitted the group with the
first LSC to realize zero reabsorption losses. In contrast to reabsorbing LSCs, in all other studies
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discussed thus far, as device 𝐺 was increased the PL did not undergo any red-shifting. In addition
the QY for their doped species did not decrease after indevice polymerization attesting to the enhanced
photostability relative to most other fluorophore/LSC
systems studied. The highest h)*+ they project to achieve,
considering escape cone loss (25%), is 7.5% which would
2+

Figure 2.24. Mn doped
ZnSe/ZnS absorption and
emission. Taken in full from
Patrick et al.49

mean eliminating waveguide losses entirely in a much
more concentrated device, and perfect PV bandgap

matching. A tall order, when filled, their best h)*+ would fall above the 6% necessary for
commercialization of the device to be possible. Unfortunately their QDs emission is not well
matched to Si-PV, absorption only integrates over 10% of the solar spectrum, which also
overlaps with typical polymer absorption, and thus h)*+,$ and 𝑃𝐶𝐸 would likely be insufficient.
This study eliminated one of the biggest barriers to high efficiency in showing that it is possible
to synthesize and integrate zero reabsorption fluorophores into LSCs. Subsequent studies have
also been completed on zero reabsorption Yb3+ and Mn2+ doped perovskite nanocrystals
respectively, and both were also subject to low solar coverage (7.5-10%).50,51 Other doped
species, that have yet to be synthesized or tried in a device, could solve low solar spectral
coverage while also giving a zero reabsorption system. These include Cu+ doped CdSe or InP
and Yb3+ doped PbS.49
Recently, ternary I-III-VI2 metal chalcogenides specifically CuInSe2 (CISe), CuInS2
(CIS), and their alloys CuInSexS2-x (CISeS) have garnered attention in the LSC community as the
next generation of in-device fluorophores. Their fluorescence mechanism is very similar to
doped binary species with emission occurring at intragap copper defect sites with low extinction
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coefficients also giving 𝑄012 s up to 105.1 However, contrary to doped binary species ternary QDs
have exhibited much better solar spectral coverage and bandgap matching to Si-PVs but with
smaller Stokes shifts. In stoichiometric CuInS2, after exciton generation, the hole has to migrate
to an intragap Cu1+ defect site where it can then recombine with the conduction band electron
giving a large Stokes shift. Klimov et al. found through spectroelectrochemical study of CuInS2
that stoichiometric samples experienced a quenching in PL as the Fermi level was raised via
increasingly negative applied electrochemical potential52. In this system, once the intragap states
are occupied by electrons (those below the Fermi level), they become hole traps, while
unpopulated intragap states above the Fermi level act as electron traps, so as the Fermi level is
raised the number of hole traps increases and electron traps decreases. Quenching arises because
the stoichiometric fluorescence mechanism, in figure 2.25, is susceptible to hole traps and as the
Fermi level is raised the population of intragap states increases the likelihood of hole trapping.
For copper deficient samples the dominant fluorescence mechanism is quite different and of
great interest to the field as copper deficient CIS cores have proven to have significantly better
QY than stoichiometric samples. In copper deficient CIS Cu2+ defect sites vastly outnumber
those of Cu1+. To preserve charge neutrality these Cu2+ defect sites are thought to be paired with
a copper vacancy defect. When the exciton is generated the Cu2+ defect sites already have a hole,
independent of the photogenerated hole, waiting for the conduction band electron to fall into as a
result of their partially filled d shells. However, this mechanism can’t dominate fluorescence as it
has a very long lifetime due to the breaking of charge neutrality (Cu2+ to Cu1+). Thus, for the
dominant mechanism the photogenerated hole must fall into a copper vacancy site or another
energetically similar trap to couple to the Cu2+ transition preserving charge neutrality and giving
a slightly different path to intragap emission, still with large Stokes shift. Klimov et al. found
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that for copper deficient samples PL increased as the Fermi level was raised. This illustrates how
the mechanism benefits from the population of intragap states, effectively switching electron
traps off, and hole traps on. The increasing number of hole traps do not affect PL since unlike
stoichiometric samples the photogenerated hole does not have to localize at the copper atom.
From this it is easy to see why copper deficient samples have higher QY than stoichiometric
samples since the former suffers hits to QY only from electron traps while the latter’s
fluorescence can be thwarted by both hole and electron traps. Fortunately overgrowth of ZnS
shell completely eliminates intragap trap states for stoichiometric samples based on the finding
that as the Fermi level was raised or lowered in the heterostructure the PL was not affected with
QYs up to 91%. CuInS2 is the first QD used in LSCs, of those discussed thus far, that is not

Figure 2.25. Visual representation and band diagram of stoichiometric, copper deficient, and
ZnS shelled CuInS2. For stoichiometric CuInS2 the black arrows represent routes, after exciton
generation, that lead to trap states and nonradiative relaxation, with Tc being conduction/electron
traps and Tv being valence/hole traps. The dashed black line grid denotes the trap region. The red
arrows represent the emissive route with recombination at Cu1+ defect site. For Cu deficient
CuInS2 electron traps still quench emission but hole traps, like a copper vacancy VCu, are
proposed to foster emission via coupling with a Cu2+ defect. The red arrows denote this route and
the dashed red oval symbolizes the coupled transition. In stoichiometric CuInS2/ZnS valence and
conduction traps are eliminated.
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inherently toxic. Cd, Pb, etc. have strict limits on their use in manufacturing and production
environments established by the EU. Toxic QDs, if chosen for production scale up, could limit
the countries that allow its manufacture and could vastly increase time to market due to the long
processes involved in altering regulations. In 2015 Klimov and McDaniel working with
researchers in Italy fabricated the first CISeS/ZnS LSC to great success.53 Their 12 x 12 cm2,
LMA, drop-cast, mass polymerized device achieved an 𝜂)*+,$ of 3.27%. For such a large device
to perform so well is impressive. This came as a result of their deliberate Si-PV bandgap
matched CISeS/ZnS which has a larger Stokes shift than any of the other well-matched devices
discussed thus far (PbS, PbS/CdS) and has broad solar spectral coverage as depicted in figure

Figure 2.26. Absorption: red, emission: black of CISeS/ZnS with Si-PV absorption: green,
overlaid on top of solar spectrum: gray. Taken in full from McDaniel et al.53
2.26. Of all the devices in the literature that are of practical size their device’s 𝜂)*+,$ is the
highest and the mark to beat. Then in 2018 Klimov and McDaniel et al. published again with
their first CIS/ZnS device results. This study has already been discussed in the laminated LSCs
section.10 To reiterate their device achieved a 𝑃𝐶𝐸 of 2.2% and 𝜂)*+ = 8.1% at a nice device size:
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10 x 10 cm2. This is thanks to high in-device QY
(66%) and the spectral features of their QDs in figure
2.27; good Si-PV matching, spectral coverage, and
large Stokes shift. This study has the highest 𝑃𝐶𝐸
relative to all practical sized LSCs reported in the
literature and it is ready to be outmatched. In 2018
Figure 2.27. CIS/ZnS emission
and absorption. Taken in full from
McDaniel et al.10

Klimov et al. made the first tandem QD-LSC taking
advantage of both ternary and binary doped species.5

The tandem LSC, basically an energy generating double pane window, depicted in figure 2.28
functions to take advantage of different parts of the solar spectrum with two separate LSCs
harboring two different fluorophores. For their design the top layer composed of Mn2+ doped
CdxZn1-xS absorbs in the UV region of the solar spectrum out to ~400nm and emitting around
600nm while the bottom layer made from CISe/ZnS absorbs in the visible out to ~700nm

Figure 2.28. Left: Tandem LSC with doped layer on top and ternary layer on bottom. Right, top:
Emission and absorption of Mn2+ doped CdxZn1-xS with solar spectrum: grey and Si-PV EQE in
green. Right, bottom: Emission and absorption of CISe/ZnS with solar spectrum filtered from top
layer and Si-PV EQE in green. Adapted from Klimov et al.5
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emitting around 800nm in figure 2.28. Their 15.24 x 15.24 cm2 device, the largest in the
literature, performed well with 𝑃𝐶𝐸 = 3.1% and 𝜂)*+ = 6.1%. Interesting enough they used GaAs
solar cells which are 1000x more expensive than Si-PVs and are much better matched to their
photoactive species, making their reported 𝑃𝐶𝐸 less relevant to the pursuit of cost-efficient
commercialization. The utility in this study is that it is possible to design tandem LSCs in which
the loss in absorbance of the bottom layer is energetically overcompensated by the lower
reabsorption cross-section of the top layer to give higher efficiency than either LSC on its own.
With fluorophore choices that are better suited to Si-PVs tandem LSCs could give the efficiency
boost needed to commercialize.

2.3.3.4 Carbon Quantum Dots
Very recently Carbon QDs (CDs) have begun to gain momentum in the LSC field as
potential fluorophores to replace the current reigning champs; CIS and CISeS, thanks to a few
promising advantages over the latter. CDs were first discovered accidentally by Xu et al. in 2004
during a carbon nanotube purification.54 They have a much lower synthetic cost relative to other
QDs discussed prior and the precursors involved are made from earth abundant materials.55
Semiconductor NCs typically use rare earth metals which are of a limited supply. Some are
forecasted to be exhausted completely as soon as 20 years from now.56 CDs have also proven to
be the most photostable of all of the fluorophores described in this work.55 However, as of now
CD synthetic routes give less than desirable QYs and small Stokes shifts making the pursuit of
novel CD syntheses a necessary step towards commercializing CD-LSCs.
The CD core is graphene crystal structured and formed from fused graphene fragments.
The core is surrounded by a surface functional group cocktail. CDs can be synthesized via top

45

down methods; laser ablation, arc discharge, etc. and bottom up methods; electrochemistry,
hydrothermal synthesis, etc.57 Their fluorescent mechanism is not fully understood and is thought
to originate from a couple of different processes.58 These luminophores contain large conjugated
𝜋 domains and so upon absorption there is a pi-pi transition and these pi electrons and holes are
confined by the CD giving the size dependent bandgap and fluorescence upon radiative
recombination. The PL stems from the size and properties of sp2 carbon clusters interspersed in
the heavily sp3 hybridized CD skeleton. To tune the size and properties of these conjugated 𝜋
domains one can use different reaction solvents, vary type and ratio of precursors, or vary heat
time.58 Owing from the surface functional group cocktail, emission can also occur from surface
traps which are initially formed by oxidation pathways and all have varying energetic states. In
these surface states emission is purely molecular with radiative relaxation occurring from
functional group excited state to ground state transitions, red-shifted from that of the core. The
combination of core and surface trap emission gives broad and excitation dependent emission
with a relatively small Stokes shift and poor 𝑄012 . The extent of oxidation is correlated directly
to the magnitude of redshift and so PL can be altered by changing the chemistry of surface
functional groups or by oxidizing the QD intentionally.58
Conventional CDs made up solely of O and C usually emit to far blue to be useful for
LSCs and have small QY. Elemental doping in these structures can significantly redshift
emission, even more than functional group optimization, and increase QY up to 50%.58 Nitrogen
doping is the most common, thanks to size compatibility it is easily incorporated into the QD.
Nitrogen doping can passivate surface oxidized states giving higher QY similar to the effect of a
shell for semiconductor QDs. Nitrogen can also incorporate into sp2 clusters, figure 2.29, in the
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form of electron donating amino groups to both extend
and connect aromatic sites enhancing the degree of
conjugation to increase both fluorescence lifetime and
QY. Surface passivation with Nitrogen atoms also
produces new surface states redshifting emission to give
larger Stokes shift for LSC application.
Figure 2.29. Nitrogen doped blue
emitting CD abbreviated
structure. Taken in full from Yan
et al.58

The first CD-LSC paper was published in 2017 by
Zhao et al. and it has already been discussed in the spin-

coat section.13 To recap they spincoated 2.6x1.6 cm2 (𝐺 = 4.88) PMMA devices with N-doped
CDs and got 𝑃𝐶𝐸 = 3.94%. This very small device result is of little service to the field. Looking
at figure 2.30. notice the very small Stokes shift, this most likely prohibited them from making
larger devices that would rapidly fall to minute efficiencies. The same team published again in
2018 with a smaller 𝐺 = 4.09 device (no size specs. reported) spincoated with PVP giving 𝑃𝐶𝐸 =
4.97%, a highly ambiguous improvement since the device is smaller than their first work.59

Figure 2.30. Left: Absorption of 0.3 wt% N-Doped CDs in PMMA at different spin
coated thicknesses. Right Emission at different excitations wavelengths for 6.67 µm
PMMA film with 0.3 wt% N-Doped CDs. Adapted from Zhao et al.13
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The main difference between their two papers, besides the use of PVP, is that in the second paper
they seem to have optimized their N-doping giving emission whose shift is less dependent on
excitation, as seen by comparison between figures 2.30 and 2.31. It is questionable if the
enhanced passivation is to their advantage since they don’t report QY for their CDs in either
paper and the magnitude of bathochromic shift with excitation wavelength from poor passivation
could be a better match to Si-PVs. The
most efficient practical CD-LSC has
already been mentioned in the
laminated LSC section; Zhao et al’s
10x10cm2 (G = 25), CD, PVP device
gave 𝑃𝐶𝐸 = 0.7%.7 Looking at their
spectra in figure 2.32 the small Stokes
shift and poor Si-PV matched emission
Figure 2.31. Emission of N-doped CDs at
different excitation wavelengths. Taken in full
from Zhao et al.59

gives some sense to their low
performing 𝑃𝐶𝐸. As has already been

mentioned new synthetic techniques are necessary for these QDs to extend Stokes shift and
increase QY. Since CDs are so intrinsically photostable and cheap they have been proposed in
tandem architectures to protect less photostable species; organic dyes and metal QDs. In 2019
Mateen et al. fabricated tandem LSCs with a CD LSC on top to absorb harmful UV and protect a
dye-LSC underneath.60 They put their 40% QY CDs into an LSC made via doctorblade with
PVP. The bottom dye LSC takes advantage of FRET using a higher energy bandgap dye
Macrolex yellow 10GN as the donor and Macrolex red 𝐺 as the acceptor both with 87% QY. The
layer was fabricated through bulk polymerization forming a doped PMMA slab. This strategy
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significantly mitigates reabsorption losses
inherent in dyes as only half of the photoactive
species involved can reabsorb light travelling
in the waveguide. In figure 2.33 the red 𝐺
absorption does not overlap with CD
absorption so the tandem design provides better
spectral coverage although yellow 10GN
Figure 2.32. CD absorption and emission
at a few different excitation wavelengths
with sample image fluorescence inset.
Taken in full from Zhao et al.7

absorption does overlap and is reduced. The
tandem system gave 𝑃𝐶𝐸 = 3.2% a pretty

impressive result at a less than impressive device size (5x5cm2). However, the protective CD
layer caused the dyes to degrade 15% slower under aging conditions than the bare dye LSC. In
2018 Zhao et al. (Laminated CD LSC group) made tandem LSCs with a CdSe/CdS bottom layer
and CD top layer for photoxidative
protection.61 The bottom layer was fabricated
via bulk polymerization of PLMA and the top
was spincoated with PVP. Their 10x10cm2
CD device had 𝜂)*+ = 0.7% while their
CdSe/CdS generated 𝜂)*+ = 1.2% and
together 𝜂)*+ = 1.4% (CD:0.7%,
CdSe/CdS:0.7%). In figure 2.34 absorption
for each photoactive species is the same
Figure 2.33. Top: CD absorption and
emission. Bottom: Yellow 10GN and Red
G absorption and emission. Taken in full
from Mateen et al.60

leading to losses in efficiency for the bottom
layer. It seems that their intent was protection
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and they report 33% slower degradation of CdSe/CdS in the tandem design. At this juncture CDLSCs are more suited to the purpose of protecting more expensive and efficient devices while
still providing energy rather than
replacing the current frontrunners
for high efficiency devices.
2.3.3.5 Silicon Quantum Dots
Silicon Quantum Dot (Si QD)
LSCs are the most recent to be
proposed with only one publication
Figure 2.34. Top: CD absorption and emission in
solution and film. Bottom: CdSe/CdS absorption
and emission in solution and film. Taken in full
from Zhao et al.61

thus far. Like heavy metal QDs Si
QDs follow the same quantum

confinement regime with bandgap being dependent on size at the nanoscale. Unlike metal QDs
Si QDs are made from earth abundant precursors and they have an indirect bandgap which
necessitates a phonon assisted optical or acoustic transition to get the subsequent radiative
exciton recombination. This significantly lowers the oscillator strength and in bulk Si the
fluorescence is negligible. However, Si QDs are highly fluorescent following from a partial
relaxation of momentum conservation selection rules. Lee et al. found, in figure 2.35, that near
the band edge Si QD absorption is weaker than in the bulk, but between 2.2-3.4 eV the QD can
increase its absorption by a factor of 5 relative to bulk.62 They found that the nanoscale structures
enhance zero phonon transitions through the mixing of valence like wavefunction character with
indirect conduction band states. Since the mixing increases exponentially with decreasing NC
size the smaller the QD the stronger the absorption enhancement between 2.2-3.4 eV. The
bandgap edge absorption coefficient remains small and so these structures give pretty good
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Stokes shifts. Typically they are synthesized via a non-thermal plasma reactor method where a
radio frequency field is applied externally to flowing gases, in this case argon and silane in
helium. In 2018 Meinardi et al. synthesized Si QDs functionalized with 1-dodecene for LSC
application.63 They were fabricated into bulk polymerized LMA devices to great success. Their
best 0.09 wt%, 12x12 cm2 device (G = 12) had 𝜂)*+,$ = 2.85% owing to the dispersion of QDs in
polymer and emission in the LMA
transparency region shown in
figure 2.36. Furthermore, in figure
2.36, as discussed above band
edge absorption is small and thus
the Stokes shift and 𝑄012 are
excellent. The group ran a laser
through an edge of their device
and detected the light emitted out
Figure 2.35. Absorption cross section per Si atom
for different sized Si QDs and bulk Si. Red arrows
show respective increase and decrease of cross
section with reduction in QD size. Taken in full
from Lee et al.62

of either face to quantify
scattering loss. They found that
0.6% of input radiation is lost per

centimeter path length. This agrees with the Beer-Lambert law of light propagation in a medium,
which stipulates that the attenuating medium must not scatter radiation. The high degree of
homogeneity in the matrix lead to an ideal device. After masking different parts of the device’s
leading face to excitation, data showed that all portions of the LSC contribute equally to the total
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power output. Contrary to all of their
other advantages Si QDs have pretty low
QY, 46% in-device in Meinardi’s work.
However, their QDs had 50% QY in
solution meaning that they only lost 4%
as result of radical polymerization which
is remarkably low, especially for an
unshelled QD. If new synthetic
Figure 2.36. Si QDs absorption: black, emission:
red, solar spectrum: grey and the C-H overtones
of PLMA so indicated with gray shaded region
denoting PLMA transparency. Taken in full from
Meinardi et al.63

techniques are developed to raise
efficiency in Si QDs they could
outmatch heavy metal QDs as the

reigning LSC fluorophore with their cheaper cost, red emission, high Stokes shift, polymer
compatibility, and high photostability.
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2.4 Conclusion
Of the library of LSC fluorophores discussed ternary heterostructured QDs; CISe/ZnS,
CIS/ZnS, and CISeS/ZnS are best for LSCs. They have the highest 𝑄012 values and therefore
have the highest optical efficiencies possible and achieved thus far. Moreover, their combination
of large Stokes shift, bandgap matching to Si-PV, high QY, low toxicity, and ease of scale-up is
unmatched.
In the coming years ternary heterostructures may be surpassed by Si and/or C QDs, both
of which use cheaper and more abundant materials. Both C and Si QDs need further
development to increase QY while CDs also require new methods to realize redder emission and
larger Stokes shifts.
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Chapter 3: CuInS2/ZnS
3.1 Synthesis
Taking into account the desired properties for LSC fluorophores it has been shown that
CIS/ZnS, CISe/ZnS, and CISeS/ZnS are currently the best suited for LSC applications. The
present work employed CIS/ZnS. Early CIS and/or CIS/ZnS synthetic routes had many issues
including high amount of wasted solvent, expensive reagents, low synthetic yields, low quantum
yields, and complex methods, all of which act as barriers to scale-up and adoption in industry.
These routes included hot-injection methods, solvothermal, thermolysis and aqueous treatment of
Cu (I) and In (III) in saturated H2S solution.1,2,3,4,5,6 Then in 2011 Klimov et al. developed the
first scalable high yield synthesis of CIS/ZnS.6 Their method utilized 1-dodecanethiol (DDT) as
both the anion precursor (sulfur source) and the solvent along with cation precursors indium (III)
acetate and copper (I) iodide in a 1:1 mol:mol ratio. This approach allowed for a one pot
synthesis with no injection steps and since the expensive cationic precursors are saturated in
DDT, high yields (90%) are obtained by their nearly complete reaction.6 ZnS shell overgrowth
was accomplished through the dropwise addition of an elemental sulfur, zinc stearate,
trioctylphosphine (TOP) solution into cores diluted by 1-octadecne (1-ODE) to give 67% QY.
The Patrick group uses two different synthetic schemes for this material. One, a modified version
of Klimov’s and two, an in house fully optimized synthesis developed by Patrick group members
Maya Noesen and Kendal Dragotto. The Noesen study attempted to remedy low Klimov recipe
QYs, increase redshift, and develop a cleaner, more scalable, and user friendly recipe.
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3.1.1 Modified Klimov Synthesis
The Klimov synthesis was modified to get ~675 nm peak emission and doubled batch
size. This is done by first forming a mixture of 2.000 mmol indium (III) acetate, 2.000 mmol
copper (I) iodide, and 41.75 mmol DDT in a three necked flask which is thoroughly degassed
and put under an inert nitrogen atmosphere. The solution is then heated to 100 oC and held there
until all precursors dissolve and a clear yellow mixture is obtained. Gromova et al. recently
proposed that at this stage thiolates help coordinate the metal ions into complexes based on mass
spectrometric analysis of the obtained yellow intermediate solution.7 The largest fragment they
found is in figure 1 below. The yellow intermediate solution is then heated rapidly to 230 oC.
From the moment of nucleation, noted when solution color
turns orange, the cores are heated for 10 minutes then
rapidly quenched via water bath to produce ~725 nm peak
emission. Gromova et al. hypothesized that the barrier to
nucleation is sulfur ion availability. In figure 3.1 as the
reaction approaches 170-190 oC S-R bonds are broken by
Figure 3.1. CIS reaction intermediate
structure with R being C12H25. Taken
in full from Gromova et al.7

polarization induced by the S-In and S-Cu bonds.
Interesting enough iodine is also very involved in this

synthesis stabilizing the intermediate and ending up on both the surface of the cores and
incorporated into the interior according to corroborating EDX and XPS measurements. Moving
to shell formation the cooled cores are diluted by 40 mL of 1-ODE, degassed, and heated to 210
o

C under nitrogen. Separately sonicated solutions of 1: 4.000 mmol zinc stearate, 40 mL 1-ODE

and 2: 4.000 mmol elemental sulfur, 10 mL TOP, are degassed and then combined under
nitrogen before being added dropwise to the core solution at a constant rate of 0.25 mL/min. The
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resulting shell blue shifts the cores to 675 nm emission with an average QY of 38 ± 3% (95%
C.I.) for 12 different batches (materials and methods). It has been proposed that the blue shift of
the heterostructure is a result of etching and cation exchange with Zn replacing Cu and In sites
due to its high concentration and zinc sulfide’s very similar Gibbs free energy of formation to
CIS. 6,13 This occurs on the surface of cores during shelling which contracts the space of the
confined exciton.
Purifying these nanocrystals is complex as reaction byproducts thioether
dodecyloctadecylsulfide, zinc sulfide, polymerized 1-ODE as well as weakly bound/unbound
DDT ligands are intertwined with strongly bound DDT ligands after synthesis.8,9 Precipitation
resuspension (P/R), the first purification method utilized, consists of diluting the post-reaction
mixture with a non-polar solvent before adding enough polar “anti-solvent” to flocculate the
NCs. This leaves organic impurities in solution and liberates more polar material so they can
both be separated from the NCs. Thus, first the synthesis pot is diluted with toluene, divided into
test tubes, and then washed with 1:1 methanol/ethanol. The solution is centrifuged, precipitated
NCs deposit at the bottom of the test tube, and the supernatant now containing both polar
unreacted precursors like indium or copper salts and some organic content is decanted and the
crashed QDs are redispersed in hexanes. A second wash with lower polarity isopropanol allows
more impurity removal from the NCs and is followed by another centrifuge step, decant, and
redispersion. At this juncture if the sample will go into an LSC the last centrifuge step is to
redisperse in hexanes and spin down any QDs with insufficient ligand coverage to be dispersible
and/or remaining unreacted polar precursors and side products like zinc sulfide. If the sample is
to be analyzed by NMR or TGA, or ligand exchanged (Ch. 4), the hexanes spin down step must
be preceded by a 1:3 acetic acid:acetone wash. Akdas et al.8 found through NMR and TGA
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investigation that 1:3 acetic acid:acetone removes a significant amount of the organic byproducts
mentioned above, with acetic acid acting to protonate weakly bound ligands and byproducts to
ease their removal. However, the acid does etch the nanocrystal to some extent which can lower
QY and post purification yields by oxidizing the surface and removing more strongly bound
ligands leading to loss of suspension.8
NC ligands and associated organics have a complex equilibrium established with some
being unbound, weakly bound, or strongly bound based on concentration, solvent, and pH.9 In
our system there is thought to be a “desorption/adsorption process accompanied by
deprotonation/protonation events.”7 To remove all but the strongest bound ligands gel
permeation chromatography (GPC) is necessary. GPC consists of filling a column with some size
exclusion material named the stationary phase, then a dilute mixture with solvent known as the
mobile phase is run through, the product is separated, and it elutes at a different time than
impurities. Nanocrystal purification pioneer Greybak found that GPC removes more organic
material than P/R and that crosslinked polystyrene Biobeads form an effective stationary phase.9
Naturally, the last purification step is to run the NCs in toluene through a Biobead column where
the remaining impurities get trapped in the pores of the Biobeads and elute much slower than the
QDs which are easy to collect as a red band. The final product is displayed in figure 3.2 below in

Figure 3.2. Top: Noesen QDs under UV and natural light in solid and solution. Bottom:
Modified Klimov QDs under UV and natural light in solid and solution.
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both solid and solution phases under natural light and UV, also shown are post purification
Noesen QDs whose preparation is discussed in the next section.
3.1.2 Noesen synthesis
With the assistance of Dragotto, Noesen set out to address issues with the modified
Klimov synthesis first; the use of 1-ODE, TOP, and the less scalable slow addition shelling
method, and second; low QYs and poor Si-PV matched emission. The problem with 1-ODE is
that it can self-polymerize at shelling temperature and also reacts with DDT forming thioether
dodecyloctadecylsulfide, both of which further complicate purification and are better avoided.8,10
1-ODE is also highly toxic and Noesen wanted to develop a greener synthesis to minimize toxic
waste. In pursuit of solutions to these problems, Noesen investigated whether alternative solvents
such as paraffin and avocado oils would have any effect on QY, emission wavelength, or ease of
purification. She found no significant difference in QY between CIS/ZnS made in 1-ODE versus
that in avocado oil or paraffin oil which are both relatively inert compared to 1-ODE. Moreover,
modified shelling times was all that was necessary to the achieve the desired emission
wavelength. She found that it took about an hour less in avocado oil and 1-ODE to get the same
emission and therefore shell thickness than in paraffin oil. In figure 3.4 notice that avocado oil is
much more polar than either 1-ODE or paraffin oil
and possibly facilitates faster disassociation of
Zn2+ from zinc stearate, figure 3.3, and more rapid
shell growth. Looking at solvent viscosities;
avocado oil: 40 mm2/s, paraffin oil: 18 mm2/s, 1Figure 3.3. Zinc Stearate. Taken in
full.12

ODE: 4 mm2/s, 1-ODE is the least viscous and
could be why it shells at a faster rate than paraffin
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Figure 3.4. Left: Structure of 1-ODE. Middle: Structure and composition of paraffin oil:
mixture of n-alkanes. Right: Composition of avocado oil and structures of various fatty acid
constituents. 76% Monounsaturates: left: oleic acid right: palmitoleic acid. 12%
Polyunsaturates: right: linolenic acid left: linoleic acid. 12% Saturates: left: stearic acid right:
palmitic acid.13
and about the same rate as avocado which is much more viscous but also more polar. QDs
synthesized in avocado oil have the added advantage that they are much easier to purify. In
figure 3.4 both 1-ODE and paraffin oil are similar to DDT when it is bound to the QD and are
therefore very difficult to separate. The polar head groups of the different fatty acids in avocado
oil will release into the anti-solvent during P/R and allow the QDs to crash out. This is evidenced
by the appearance of QDs shelled in the different solvents during P/R and resulting yields. Using
the same purification parameters both the paraffin and avocado oil QDs separate into three
distinct layers after the first centrifugation. Shown in figure 3.5, the bottom layer is a precipitated
solid QD/impurity pellet, the middle layer appears to contain oil along with QDs/impurities,
while the top layer contains the antisolvent (methanol/ethanol, 1:1) along with impurities. QDs
synthesized in paraffin oil have a much darker more QD concentrated oily middle layer than
those in avocado oil. Additionally, the solid pellet that crashes out is much smaller for paraffin
and the corresponding yields suffer as a result of this oily prison with more than a 50% reduction
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in recovered material relative to avocado oil shelled NCs. Noesen QDs shelled in 1-ODE behave
quite differently during P/R. With the same purification treatment, after the first centrifugation,
there are two distinct phases; pellet and anti-solvent. However, the size of this pellet dwarfs
either of those formed by paraffin or avocado oil QDs and the resulting isolation yield is over 2x
larger than that of paraffin QDs. With knowledge of the problematic 1-ODE polymerization
already discussed this indicates that (poly) 1-ODE may be the cause of the inflated yields.
Further evidence is given in the thermal analysis of the samples in section 3.3. The resulting char
yield of the 1-ODE, 26%, starkly separates it from the much higher CY600oC for paraffin and
avocado oil, 52% and 59% respectively. It seems that about the same ratio of impurity/oily
solvent to NCs is present in both the paraffin and avocado oil samples after P/R illuminating that
even though the QDs have a higher affinity towards staying in the paraffin oil, the paraffin oil
has a much harder time staying with the colloidal QDs when they crash out.

Figure 3.5. Diagrams of paraffin, 1-ODE, and avocado QDs after first centrifugation
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Furthermore, the use of TOP adds a higher cost factor with its high reactivity to oxygen
and toxicity. Originally, it seems that Klimov’s addition of TOP was intended to increase QYs.
TOP can protect the QD surface from oxidation spurned by zinc stearate decomposition during
shelling. However, Noesen found that there was no difference in QY between batches shelled
with or without TOP. She was also able to nix the slow addition method as the difference in
bathochromic shift and/or QY between batches shelled via either method was negligible.
Noesen then set out to alter different reaction conditions including ratio of Cu:In
precursors, core heating time, ratio of Zn:Cu precursors, and shell heating time/temperature to
get the reddest and highest QY emission combination possible. She found, after shelling, that
cores with a Cu:In ratio of 1:2 had the highest QY, 70%, with QY steadily declining as the ratio
was increased. This agrees with Klimov’s argument presented in section 2.3.3.3 for more copper
deficient cores having higher QYs and also illustrates another point; that a shell imparts a similar
increase in QY for both copper deficient cores and stoichiometric cores despite their different
emission mechanisms. For coring, heating time was optimized to 50 min with emission
wavelength increasing to 820 nm and QY remaining steady but rapidly declining after 50 min.
The Zn:Cu mole ratio for the modified Klimov synthesis was 8. Noesen found that in the one-pot
method QY steadily increased with increasing Zn:Cu ratio plateauing at 4, this allowed her to
halve the amount of zinc stearate needed. She then probed a variety of shelling times and
temperatures with 220 oC giving the best results at 2 hours for 1-ODE and avocado oil and 3
hours for paraffin oil, with the shell shifting emission to 750 nm and increasing QY to 70%.
Dragotto also found that adding DDT to the shelling step increased the quantum yield up to 10%
more versus without, possibly due to increased coordination during shell growth and/or higher
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sulfur ion concentration. The totality of these advances gave the researchers a more costeffective, greener, scalable, and higher QY synthesis.
Briefly the final recipe is as follows 2 mmol indium (III) acetate, 1 mmol copper (I)
iodide, and 15 mL DDT are mixed degassed put under nitrogen and rapidly heated to 230 oC.
From the point when the cores turn red the reaction is quenched after 50 minutes giving emission
at 820 nm and QY ~20%. Then 4mmol of zinc stearate, 15 mL of solvent (avocado oil, paraffin
oil, or 1-ODE) and 4.5 mL of DDT are added. The mixture is degassed placed under nitrogen
and heated to 220 oC for 2 hours if in 1-ODE/avocado oil or 3 hours if in paraffin oil and allowed
to cool. The shell increases QY to 80% and blue shifts emission to 750 nm. Purification was
done as already described in section 3.1.1 except that the final pot is less dilute with 25 mL
hexanes added instead of 100 mL of toluene to speed up and lower the cost of purification.

3.2 TEM
Modified Klimov QDs were imaged via TEM at The University of Washington as part of
a small collaborative grant with the Cossairt group. They appear in figure 3.6 as triangular
projections because they are thought to have a regular tetrahedron shape.14 The height of these
particles is the tip to edge length of the triangular projection, d,14 in figure 3.6, which was found
to be 2.5 ± 0.2 nm (95% C.I.) from 12 measurements. With d one can calculate the surface area
and volume per QD. Solving for equation 1 below the volume per QD for these samples is
Equation 1. 𝑉:; = (√3/8) × 𝑑 <
Equation 2. 𝑆𝐴:; = (3√3/2) × 𝑑 (
3.4 nm3. In equation 2 a d of 2.5 nm gives a surface area per QD of 16 nm2. In 2014 researcher
Matthew Booth found an empirically modeled growth equation relating QD size (𝑑) and
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Figure 3.6 TEM images of CuInS2/ZnS QDs. Top left: a single CuInS2/ZnS QD, 5 nm scale
bar. Top right: a single CuInS2/ZnS QD outlined in black showing tetragonal shape and the
yellow arrows denote the tip-to-edge length measurement for QD size d, 5 nm scale bar.
Bottom left: a collection of QDs, 10 nm scale bar. Bottom right: a collection of QDs with those
that were imaged clearly enough to measure d, outlined in black, 10 nm scale bar.
emission maxima (l=0 ) in equation 3.14 For modified Klimov QDs a 675 nm emission max
corresponds to a size of 3.2 nm in Booth’s equation giving a relative error of 20% from the
Equation 3. l=0 = 810 – (600) 𝑑 '!.<
measurements reported here. Although, keep in mind that Booth’s equation is for unshelled cores
and as stated previously shelling reduces the size of the core so Booth’s equation is an
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approximation in this case. Noesen QDs have yet to be imaged but their redshifted emission at
750 nm indicates they are larger than modified Klimov QDs and according to equation 3 it is
possible they are around 5.9 nm in size.
3.3 NMR
1

H NMR and NOESY were run on modified Klimov CIS/ZnS by Dr. Rider (DR) group

member Kayla Koch (KK), in figures 3.7 and 3.8, with protons shifts for both DDT bound to
CIS/ZnS and free DDT assigned by DR and KK. Notice that the DDT peaks are widened
significantly on the QD which is consistent with hindered motion of the adsorbed ligands with
various shielding effects taking place for different binding states of the sulfur atom.7 Also, the

Figure 3.7 1H NMR shifts for A) free DDT and B) DDT bound to QD.
Unnumbered protons are grouped into the large peaks at ~1.3 in both cases.
rotational diffusion of the bound species is much more limited leading to a resistance to radio
frequency (RF) emitting relaxation and the lower peak intensities seen in figure 3.7. These
effects diminish the further you move along the aliphatic chain away from the thiol. Moving to
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NOESY conducted by Dr.
Hla Win-Piazza, figure 3.8,
the strong negative NOE
cross peaks, that are
apparent between the
resolved resonances,
indicate binding to a larger
entity as the decrease in
intensity from RF saturation
is due to slower rotational
diffusion in the bound state
than in the free state.15,16
Gromova et al.7 conducted
an in-depth ligand study for
CIS and found through 2D
Figure 3.8. Noesy for QD bound DDT, red is negative signal
intensity and blue is positive.17

NMR experiments 1H-1H
COSY and 1H-13C HSQC

that didodecylsulfide along with DDT was present in their QD samples. Moreover, a NOESY
cross peak between protons 1 and 12 hinted to them that a double ligand layer was present at the
surface of the QD composed of a mix of DDT and didodecylsulfide. In figure 3.8 there are no
cross peaks between H1 and H12 nor any other proton pairs, besides nearest neighbors,
indicating there is not a double layer in our system. A few differences in our material include the
ZnS shell which has a different binding affinity for DDT than CIS. Additionally and more
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importantly unlike Mordova et al.’s samples our samples are both washed with acetic acid and
purified by size-exclusion chromatography which again Greybak et al. and Akdas et al. found
removes a substantial amount of organic surface content. While one can say there is no evidence
of a double layer here, the exact ligand composition can’t be nailed down without more data like
HSQC and COSY. At this point the ligand(s) could be one or a combination of the three thiol
species involved in this synthesis DDT, didodecyl sulfide, and thioether dodecyloctadecylsulfide
shown in figure 3.9 below. Noesen QDs have yet to be characterized via NMR but likely have
one or a mix of DDT and didodecyl sulfide ligands since the carboxylic groups present in
avocado oil have been found to be poor binding ligands to the stoichiometric ZnS surface.18

Figure 3.9. Possible QD bound ligands. Top: DDT. Middle: didodecylsulfide. Bottom thioether
dodecyloctadecylsulfide.
3.4 TGA
TGA for modified Klimov CIS/ZnS was conducted by KK and shown in figure 3.10. The
onset of the major mass loss event begins around 275 oC, the boiling point of DDT, as the first
derivative of the thermogram ramps up. The event terminates at 350 oC well after the boiling
point of 1-ODE/(poly)1-ODE. This indicates that the bulk of content coming off is probably the
organic ligand DDT with some 1-ODE/(poly) 1-ODE. Didodecyl sulfide boils at 465 oC and is
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likely the identity of
the minor component
in the thermogram with
a small shoulder
indicated by the first
derivative peak around
450 oC. Thioether
dodecyl
octadecylsulfide will
evolve at a higher
Figure 3.10. TGA of CIS/ZnS with first derivative included and a
char yield of 55% at 600 oC.

temperature than

dodecyl sulfide and is likely negligible if present at all. The char yield at 600 oC is 55% meaning
that 45% of this CIS/ZnS by mass is ligand. Using this information along with the density of
CIS: 4.739,19 and the surface and volume per QD already calculated, we can use equation 4 and 5
below to solve for both the number of ligands per QD, and the ligands per unit surface area
Equation 4. 𝑀𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑜𝑓 𝐷𝐷𝑇/(𝑄𝐷 𝑠𝑎𝑚𝑝𝑙𝑒 𝑣𝑜𝑙𝑢𝑚𝑒/𝑉𝑜𝑙𝑢𝑚𝑒 𝑝𝑒𝑟 𝑄𝐷) = 𝐷𝐷𝑇 𝑙𝑖𝑔𝑎𝑛𝑑𝑠 𝑝𝑒𝑟 𝑄𝐷
Equation 5. 𝑀𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑜𝑓 𝐷𝐷𝑇/(# 𝑜𝑓 𝑄𝐷𝑠 𝑖𝑛 𝑠𝑎𝑚𝑝𝑙𝑒 × 𝑛𝑚# 𝑝𝑒𝑟 𝑄𝐷) = 𝑔𝑟𝑎𝑓𝑡𝑠/𝑛𝑚#
called the grafting density. They are 38 DDTs/QD and 2.3 grafts/nm2. The grafting density and
number of DDT ligands per QD are much lower than those reported by Gromova et al.,7 259
DDTs/QD, 3.6 grafts/nm2, and much lower than the DDT ligands per QD, 85, found by Akdas.19
Both Gromova et al. and Akdas assume spherical particles and compute QD volume as such even
though CIS is tetragonal chalcopyrite in all syntheses where DDT is the solvent and ligand. This
inflates their volumes by a factor of 2 relative to ours. Thus, they calculate half of the number of
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QDs per TGA sample and twice the DDT ligands per QD. For Akdas using tetragonal formulas
gives slightly more, ~43 DDTs/QD, than our 38 which makes sense since Akdas did not run
samples through GPC prior to TGA. Akdas calculated that 85 (~43) DDTs/QD is about 77%
coverage as a result of the etching acetic acid/acetone step.19 Akdas also found that washing with
other solvents left 125-205% surface coverage. This helps rationalize the double layer Mordov et
al. found and matches up with their numbers. If we divide their 259 DDTs/QD by 2 we get ~130
ligands per QD which is roughly close to about 2.6 (205/77) times the Akdas ligand coverage i.e.
~112 ligands per QD. For Mordova et al. calculating the surface area of a sphere instead of
tetragonal chalcopyrite decreases the grafts calculated by ~20%. 4.3 grafts/nm2 is more in line
with the grafting density expected in comparison to our samples which should have roughly half
the number of grafts per nm2.
Unfortunately, since Noesen QDs have yet to be imaged by TEM the same ligand
analysis cannot be performed on the TGA data in figure 3.11. As discussed above, Noesen QDs
shelled in 1-ODE have a much lower char yield likely due to contaminant (poly) 1-ODE. DDT
and 1-ODE/(poly) 1-ODE are likely responsible for the large mass loss event from ~250-350 oC.
Interestingly, there is no shoulder for didodecyl sulfide whose formation may be suppressed by
the Noesen synthesis. Avocado QDs have a major loss encompassing the DDT region while the
second event around 320 oC corresponds to the boiling point of avocado oil. For Noesen QDs
shelled in paraffin oil, which boils at 300 oC, the principle mass loss likely stems from the
evolution of both DDT and paraffin oil. The small peak at 400 oC is a bit mystifying as it is
unclear what species is responsible, one possibility is that as the TGA ramps longer chain
components of the oil remain behind as paraffin wax which evaporates at 370 oC.
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Figure 3.12. Top: diffractograms for modified Klimov and Noesen
QDs with reference pattern for tetragonal chalcopyrite CIS,22 cubic
sphalerite ZnS,23 and alloy Cu2In2ZnS5.24

The {111},
{200},{220}, and

{311} reflections are similar for CIS chalcopyrite and bulk ZnS reference patterns, leaning more
towards CIS. One of the remaining reflections at {400} is attributed to a shifted ZnS peak and
the other, {222}, a shifted CIS peak. CIS reference indices {103}, {202}, and {211} are not seen
in our diffractograms. The resolution of all current technology is not high enough to be able to
distinguish the distribution of either material, CIS or ZnS, in the heterostructure and one
possibility is that the separation between materials is not as stark and thus significant alloying is
occurring. Alloying and/or lattice mismatch strain between shell and core materials have been
proposed as the cause of these shifts.25 Both modified Klimov and Noesen QDs match up almost
perfectly with alloy Cu2In2ZnS5 in figure 3.12. This alloy could be present at the gradient
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between core and shell materials or its pattern could just be mimicking the strained miller indices
in the QDs.

3.6 Absorbance and Fluorescence
UV-Vis and fluorescence spectroscopy were used to probe both the electronic structure of
the modified Klimov and Noesen QDs and their efficiency. Both have similar Stokes shift
although the Noesen PL curve is noisy due to the poorer quality Ocean Optics spectrometer, a
necessity as the Horiba fluorolog does not have the sensitivity needed in the Near IR. These data
can be used to calculate the QY with the addition of reference dye data. If the quantum yield is
known for a standardized reference dye it can be used to quantify unknown quantum yield for a
QD as long as both species have a similar fluorescent peak location. If the absorbance for both
samples is the same at the excitation wavelength, both species are absorbing the same amount of
photons and thus the ratio of the integrated fluorescent intensities times the QY of the reference
gives unknown QY. This is shown in equation 4 below. Included are ratios of absorbance and
refractive index in case absorbances are slightly different or solvents with different indices of
refraction are necessary. For Klimov QDs, Lumogen Red, figure 3.13, is a suitable reference dye.
Equation 4. 𝑄𝑌:; = 𝑄𝑌>?" (𝐴>?" /𝐴:; ) (𝐼:; /𝐼>?" ) (𝜂:; /𝜂>?" )(
With excitation at 500 nm the average quantum yield for these was calculated to be 38%. Noesen
QY is a little more involved since the reference dye HITCI blue, figure 3.13, isn’t soluble in
nonpolar solvents. Excitation happens at 650 nm, a mutually suitable location at opposing tail
ends of their respective absorbances. QY is up to 80% for Noesen QDs averaging around 70%. It
is common to use the second derivative of the absorption curve, the plotted minima, where the
derivative of absorption is zero, to estimate the bandgap of the material.14 For Noesen, in figure
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Figure 3.13. Top: Normalized photoluminescence and absorption spectrographs for Noesen
QDs (left) and Modified Klimov QDs (right). Middle: Second derivative plots of Noesen (left)
and Klimov (right) QDs absorbance superimposed on top of absorbance. Bottom: Normalized
photoluminescence and absorption spectrographs for dyes HITCI blue (left) and Lumogen red
(right).
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Figure 3.14. Left: Optoelectronic properties of Noesen CIS/ZnS with bandgap absorption 2.20
eV, and emissive event at copper defect site with most probable transition at 1.65 eV varying ±
0.22 eV. Right: Optoelectronic properties of Klimov CIS/ZnS with bandgap absorption 2.37 eV,
and emissive event at copper defect site with most probable transition 1.84 eV varying ± 0.26
eV.
3.13, this point is at 564 nm meaning the bandgap is ~2.20 eV. The modified Klimov QDs have
the critical point at 523 nm, a bandgap energy of 2.37 eV whereas bulk CIS has a bandgap of
1.55 eV (800 nm). The two NC excitation energies and their differences relative to bulk and each
other illustrate the effect and degree of confinement achievable. The electronics of both systems
are summarized in figure 3.14 above with ingoing and outgoing energy transitions shown. The
included golden double arrow at either copper defect site represents the broadness of each
respective emission curve. This broadness is a function of variable NC size and the differential
energy, between particles, of their emissive copper defect centers which themselves are a
function of synthesis and resulting distribution of these sites in the lattices.7 Noesen QD emissive
sites have a range that encompasses 0.44 eV while Klimov QDs have a 0.52 eV range.
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Chapter 4: Ligand Exchange for PMMA LSCs
One of the many advantages of QDs is the power to change the capping ligand to
compatibilize the crystals to environments that different applications may call for. Typically this
is accomplished with heating in the presence of excess ligand.1,2 One such approach is tailored
for solar cells and/or conductive applications in which long ligands impede charge transfer.
However, the ligands are needed to prevent aggregation during layer organization so a sacrificial
short ligand like pyridine can be used that will limit aggregation but evaporate upon annealing
leaving optimal spacing between QDs. For biochemical labelling applications the QDs have to be
soluble in water so ligands with more polar head groups can be exchanged to facilitate colloidal
stability in vivo.3
Only one group has published work with ligand exchange targeted towards LSC
applications. Draaisma et al. reported ligand exchange of CIS/ZnS DDT with an engineered thiol
functionalized oligo-caprolactone ligand to enhance dispersion in an acrylate resin.2 Which they
achieved finding that DDT capped samples cured in the resin had aggregates ranging from 2001000 nm while those with the oligo-caprolactone ligand had no aggregates larger than 20 nm.
There may be a more favorable polymer for a CIS/ZnS compatibilization in PMMA. PMMA is
accepted as both the most widely available and one of the most transparent polymers for LSC
application.4 To date no group has been able to effectively5 introduce CIS/ZnS into a PMMA
LSC architecture at high concentration with minimal scattering. This chapter discusses our
efforts in that direction.
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4.1 α-phenyl-ω-dithiobenzoyl-PMMAn-b-PSm Ligand
DDT is a ligand that does not mix well with PMMA. Due to its apolar nature it will
facilitate aggregation extensively clouding a device for solar window application. DR engineered
a synthesis for a ligand, scheme 1, offering the potential to improve CIS/ZnS’s dispersion in
PMMA. In depth synthetic discussion of the ligand is beyond the scope of this work. Briefly, in
the first step polymerization between Cumyl Dithiobenzoate (CDB) and MMA is initiated to

Figure 4.1. (Top) Polymerization of MMA with CDB to yield PMMA. (Middle)
Polymerization of styrene into PMMA to create a PMMA-b-PS block copolymer. (Bottom)
Aminolysis of the PMMA-b-PS block copolymer with propylamine to yield α-phenyl-ωdithiobenzoyl-PMMA-b-PS block copolymer.6
form the extended PMMA dithioester terminated species. Then in step 2 styrene is incorporated
in a 2-4 length polystyerene (PS) block between the dithioester and PMMA portions forming a
PMMA-b-PS block copolymer. The addition of the PS block is necessary. Without it the
following aminolysis step to form the terminal thiol for capping would lead to a cyclization with
monomer MMA forming a thiolactone rather than the desired cleavage to thiol.7 After the
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aminolysis step the final ligand is formed and coined α-phenyl-ω-dithiobenzoyl-PMMAn-b-PSm
(BCP). Through GPC the molecular weight of the PMMA block was determined to be 2358
g/mol and the number of PS units, found by comparing NMR integrations, was between 2-4
depending on batch.6 The variable PS units had no impact on the QD dispersion.
4.2 Ligand Exchange
After synthesis the procedure to get the BCP ligand attached to the QD surface was
adapted from the only other report of CIS/ZnS ligand exchange; Draaisma et al.2 Briefly,
polymer ligand is added in a 10:1 ratio by mass to CIS/ZnS QDs that have been purified with the
precipitation resuspension method but not purified by size-exclusion chromatography. Enough
THF is added to solubilize both species to get full incorporation. Then the solvent is removed via
rotary evaporation and vacuum dried. The resulting solid heterogeneous mixture is purged and
put under nitrogen atmosphere before heating in an oil bath at 140°C for 5 hours. At the end the
cooled melt is redispersed in THF and run through a Biobead packed GPC column to separate
excess unattached ligand. The theory behind this procedure is that having polymer ligand in such
a large excess (3.48:1 DDT) drives equilibrium to favor its attachment as well as the detachment
of DDT.
1

H-NMR in Figure 4.2 below shows the result after the ligand exchange. The decreased

BCP signal intensities from CIS/ZnS post ligand exchange relative to the free BCP indicate its
bound state and the diffusion limited relaxation facilitated by the QD. Notice that DDT peaks
seen in the top panel at 0.88 and 1.27 ppm also appear in the NMR post ligand exchange
signifying an incomplete exchange and a mixed ligand system. These peaks are of interest as
they overlap with the BCP peaks at 0.81 and 1.24 ppm and the total area of these peaks and
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relative contributions of each proton type
can help unravel the degree of exchange
achieved. Tacticity is a measure of how
identical the stereochemistry is between
repeating units in a polymer. If the ratio
between two of the different possible
stereochemistry patterns isotactic (mm) and
heterotactic (mr) is found in the free
polymer it can be extrapolated to the bound
polymer. Using free BCP data in figure 4.2
the ratio between the peak area at 1.24 ppm
(mr) and 0.99 (mm) was determined.
Notice that the isotactic peak does not
overlap with any DDT peaks in figure 4.2
and so the peak area of mm times mr/mm
Figure 4.2. 1H-NMR for CIS/ZnS-DDT (Top), free
BCP (Middle), CIS/ZnS-DDT-BCP (bottom).6

gives the expected heterotactic peak area.
The difference between this theoretical

area and the true peak is the DDT resonance. The relative areas of each contribution to the peak
can give the number of DDT ligands per BCP ligand that end up in the mixed system. This was
found from figure 4.2 to be 1.6 DDT ligands per BCP ligand which calculates to an exchange of
39%.6 The less than half exchange is not unexpected as the ligand is much larger that DDT and
CIS/ZnS made via the DDT method is known to ligand exchange poorly.8-12 Turo et al.
hypothesized that CIS/ZnS when synthesized via the DDT method has crystal bound ligands
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versus surface bound where the thiolate is bonded to only one metal site. However, in the
following sections we show that even partial exchange makes a substantial difference if the
ligand is well matched to the polymer and much bulkier than the ligand it replaces. Additional
evidence of attachment comes from 2D 1H-NMR DOESY which found that the diffusion
coefficient of the free BCP ligand is 5.542 × 10-6 cm2/s while that for the bound ligand is 9.050 ×
10-7 cm2/s.13 Diffusion coefficient is inversely proportional to hydrodynamic radius and thus the
order in magnitude difference indicates binding to the much larger and slowly diffusing QD.14
Figure 4.3 below attests to the fact that the ligand exchange process and novel resulting
surface states do not interfere with the photostability of the QD. The QY does not change and
one can see there is no large bathochromic shift in either the absorbance or the PL following
ligand exchange. The small shift in PL is possibly due to surface etching during ligand exchange.

CIS/ZnS-DDT
CIS/ZnS-BCP
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Figure 4.3. Superimposed PL and absorbance spectra for CIS/ZnS with
two different ligand sets; DDT and BCP.
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4.3 MMA Saturation
One way to assess the efficacy of the exchange is to compare the saturation points of
CIS/ZnS-DDT and CIS/ZnS-BCP in the monomer methyl methacrylate (MMA). This was done
by first adding each QD type to 3mL aliquots of MMA. The addition was followed by sonication
and a 10 min centrifuge step. Addition and centrifugation were repeated until there was a visible
pellet, consistent with formation of a saturated solution. The supernatant was then transferred to
another test tube and centrifuged for 40 min with aliquots taken at 10, 25, and 40 min for UV-Vis
analysis at 500 nm. Figure 4.4 shows these results. The appearance of a second very small pellet
after the transfer along with the levelled absorbance shows both solutions were super saturated.
Also, all UV-Vis samples were diluted from the saturated solutions and had zeroed baselines past
800 nm so no extinction was due to scattering. Thus, ligand exchange with BCP improves QD
solubility in MMA by a factor of ~13 calculated from the difference in absorbance between the
two different saturation points. This first promising result opened the door for incorporation into
LSCs.

Figure 4.4. Absorbance at 500nm as a function of
centrifuge time of initially super saturated solutions of
CIS/ZnS-BCP, and CIS/ZnS-DDT in MMA.
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4.4 CIS/ZnS LSC Fabrication
To test the new ligand system in PMMA, two LSCs were made by Daniel Korus (DK),
named DK4_73 (BCP) and DK4_81 (DDT) from 7.74 mL each of two saturated MMA solutions
one with CIS/ZnS-BCP and the other CIS/ZnS–DDT obtained using the method described in
section 4.3. Two other less concentrated LSCs, intended to be at an in-device concentration
producing an absorbance of 0.5 AU at 500 nm, were also made by Meredith Boxx (MB), named
MB1_130A (BCP) and MB1_130B (DDT), to examine the differences in the ligand sets at a
more practical QD loading for LSC application. Filling mixtures for MB1_130A and B were
made using equation 1 below. First a concentrated stock solution of MMA + QDs is prepared
𝐴
7.235
Equation 1. 𝑚𝑙 𝑠𝑡𝑜𝑐𝑘 𝑡𝑜 𝑎𝑑𝑑 = 60 × 𝐴 𝐿𝑆𝐶
× 10 𝑚𝐿
𝑑𝑖𝑙𝑢𝑡𝑒 𝑠𝑡𝑜𝑐𝑘

then 0.5 mL of this solution is added to 2.5 mL of toluene for UV-Vis. The resulting absorbance
of this diluted stock solution is entered into the equation above (𝐴>-@,+" $+)%B ) along with the
desired absorbance of the LSC (𝐴012 ). 60 accounts for the dilution, 7.235, which was empirically
determined, accounts for the difference in thickness between cuvette and LSC. 10 mL represents
the total volume needed for the filling solution. The resulting aliquot is mixed with extra MMA,
if necessary, to reach 7.74 mL. 2.7244 g of PMMA (20,000 mw) is then added to each of the four
filling solutions DK4_73, DK4_81, MB1_130A, and MB1_130B and mixed overnight forming a
1:2.67 PMMA:MMA solution. The following day 0.2 wt% to MMA of Ciba Irgacure 651, a UV
polymerization photoinitiator, is added to each solution before degassing and purging with
nitrogen. The test window to be filled consists of 2 3”x3” pieces of glass sandwiched together by
a transparent adhesive gasket around the edges. The enclosure is filled with a needle and syringe
by puncturing the gasket. A vent needle is included to limit air bubbles which will end up
trapped acting as high scattering zones in the polymerized waveguiding matrix. When the filling
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mixture is polymerized it contracts significantly due to the consolidation of MMA monomers as
they grow the PMMA chains. This can cause delamination from the glass substrate creating more
scattering zones. To limit this during and after polymerization a surface anchoring agent is used.
The anchoring agent, (trimethoxysilyl)propylmethacrylate in figure 4.5 is mixed with methanol
(4.21 × 10'< 𝑀) and coated on the inner facing sides of both pieces of glass. As the methanol
evaporates the trimethoxysilyl groups
rapidly chemisorb to surface SiO2
locations leaving the methacrylate tails
Figure 4.5 (trimethoxysilyl)propylmethacrylate.

facing upwards to receive and anchor

the methacrylate solution as it fills and is thereafter polymerized. The filled glass enclosures are
irradiated under UV light for 1 hour, radicals are formed from the photoinitator which initiates
the polymerization. All four finished devices are shown in figure 4.6 and it is evident in these
images, which were taken and edited by Meredith Boxx, that the BCP ligand fosters visually
clearer devices.
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Figure 4.6. Using the LSC as a lens images from left: control, DK4_73, DK4_81, control,
MB1_130 A, MB1_130B.
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4.5 CIS/ZnS LSC Characterization
4.5.1 LSC Extinction
Extinction in these devices is the sum of QD excitonic absorption, scattering, and Fresnel
reflections at the glass/air glass/polymer interfaces.15 The excitonic absorbance can be
deconvoluted by modeling the extinction with equation 2 below. In the model an algorithm is run
C2
(𝜆) + 𝐵/𝜆D + 𝐶
Equation 2. 𝜀+)+9@ (𝜆) = 𝐴𝜀+)@,"."

that systematically varies the weights, A, B, and C, of the different extinction components to
minimize the fit error between model extinction and actual. A weights the excitonic absorbance
using the QD absorbance spectrum in toluene which has no scattering or reflection components.
B weights the Rayleigh type scattering proportional to 1/l4 and weight C takes care of the
Fresnel reflections. In figure 4.7 different components of extinction are plotted together for both
MB1_130A and B. Light blue is the absorbance in toluene, black is the sum of the scattering
component and reflection offset constant C. The DDT LSC clearly has more Rayleigh

Figure 4.7. LSC extinction modelling for devices left: MB1_130A and right: MB1_130B. Dark
blue line represents total experimental device extinction, orange circles denote the model fit,
light blue is the absorbance in toluene, black is the sum of reflection offset constant and
Rayleigh scattering, and yellow is the deconvoluted excitonic absorbance of QDs in the device
which is the true device concentration.
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character to its curve with the scattering weight, B, exceeding that for BCP by a factor of 6. The
dark blue line denotes the experimental data, the orange circles the fit, and yellow is the true
number of photons absorbed after subtraction of the black scattering + reflection offset curve.
This puts MB1_130 A at a true absorbance of 0.411 at 500 nm and MB1_130B: 0.525 Abs. The
two saturated test cases were so concentrated that even the BCP device DK4_93 did not ascribe
to the assumptions of the model just discussed. This is may be due to the in-device departure of
Rayleigh scattering for Mie scattering as a result of the formation of clusters of a range of sizes
and shapes, which cannot be deconvoluted trivially. After the inability to obtain an accurate fit
with modeled absorption constants, A, close to zero, the two devices were probed for
concentration by dissolving pieces of the polymerized composite in chloroform. The solution
absorbances of the dissolved composite were taken and fit with the extinction model shown
below. Notice that the dissolved absorbance of DK4_93 in figure 4.8 has a scattering weight of
zero while DK4_81 has a large scattering weight of 5 x 108 as seen by the appearance of the

Figure 4.8. Extinction modelling for dissolved composite left: DK4_93 and right: DK4_81.
black curve during deconvolution. Even after dissolving the DDT device some of its aggregates
still remain. Using the ratio between the two samples of their grams of composite per mL
solution for UV-Vis along with data in figure 4.8 it was found that DK4_73 is 3.8x more
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concentrated than DK4_81 at 500 nm. This dissolving method can only attest to the
concentrations of the two devices relative to each other not their absolute concentration. These
processes to determine true/relative concentration are important because as discussed below, for
efficiency calculations the exact or relative amount of photons absorbed in these devices needs to
be known to compare the different ligand sets.
4.5.2 Attenuation Modeling and LSC Fluorescence
One way to assess the improvement in waveguide quality between devices is to calculate
the attenuation of the waveguide. This can be done via an optical loss model designed by our
collaborator Dr. Stephen McDowall.15 To collect the data to fit this model the LSC’s edges are
first glazed with a UV curing optical epoxy index matched to the PMMA waveguide. This
reduces artifacts arising from edge reflections. Then the LSCs edge output is measured as a
function of path length using the setup in figure 4.9. The LSC is placed on a mount with one
edge against the opening of an integrating sphere to collect all light no matter the angle it exits
the side escape cone of the device. The excitation source sits directly above the LSC aligned with
the opening of the integrating sphere to measure the edge output as a function of distance from
the edge. The resulting set of
PL spectra for each device
measured are shown in figure
4.10. Notice in figure 4.10 that
the peak emission at smallest
distance 𝑑 is downshifted
Figure 4.9. Top down view of fluorescent path length
measurement experimental setup. The orange LSC is excited
from above by green (500 nm) source and edge output is
measured by black integrating sphere as a function of d.
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substantially relative to
emission in toluene. Possible

mechanisms for this shift include NC surface polarization and the difference in dielectric
constant between PMMA and toluene. Using this data and the LSC absorbance, discussed prior,
the Optical Quantum Efficiency (OQEap(d)), equation 2, as a function of distance d from the
aperture can be calculated. The numerator is measured by placing a power meter under the
Equation 2. OQE = photons reaching LSC edge per second / photons absorbed by LSC per
second

Figure 4.10. Fluorescent path length measurements top left: DK4_81, top right: DK4_73,
bottom left: MB1_130B, bottom right: MB1_130A.
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excitation source, converting power output in watts to photons s-1, and multiplying by the
proportion of photons absorbed at the excitation wavelength of 500 nm by the LSC. To quantify
the number of photons per second reaching the device edge the instrument response at the peak
QD emission wavelength is determined by shining a calibrated light source into the integrating
sphere. After a set of OQEap(d)s are calculated as a function of excitation distance they are fit by
equation 3. The function is fit through a least squares procedure integrated over all wavelengths
to solve for in-device quantum yield (Φ) and attenuation coefficient (𝛼) which is the loss of
Equation 3.

!"#$% &, ( =

Φ
4,

- ./0(2,3,4,5)

#7 8 - .9:;(<)=(2,3,4,5) >8 sin C >C >E

D(2,3)

photons per unit path length due to some parasitic losses including reabsorption by PMMA and
scattering. Equation 3 was derived by our collaborator Stephen McDowall from the following
considerations: In order for a photon which has been absorbed at location (𝑥, 𝑦), to reach the
integrating sphere, it must be emitted into a guided mode whose path of propagation meets the
aperture, and does so in a direction within the side escape cone of the LSC. Θ(𝑥, 𝑦) denotes the
part of the unit sphere at (𝑥, 𝑦) that links to the guided modes that end up in the aperture. Along
this path, the photon might be absorbed, with probability determined by the photon’s wavelength
and the NC absorption spectrum, at which point it is considered lost.15 This is calculated in the
second integral with 𝜉(𝑥, 𝑦, 𝜃, 𝜙) representing the distance to the aperture travelled in only the
doped layer of the waveguide originating from location (𝑥, 𝑦) in the direction of spherical
coordinates (𝜃, 𝜙). The photons that remain after absorption is accounted for are further
attenuated with the proportion lost calculated in the first integral in which the total distance
travelled in the entire waveguide from excitation point to aperture is 𝑙(𝑥, 𝑦, 𝜃, 𝜙), subject to
attenuation 𝛼. The resulting fit for a typical data set is shown in figure 4.11. The relative error
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between measured QY of NCs in toluene and
calculated QY is a suitable metric in determining
the model’s accuracy in comparing between
devices. For the four devices discussed the QYs
calculated from the model are DK4_81: 38.0%,
DK4_73: 32.0%, MB1_130A: 28.5%, and
MB1_130B 39.6% for an average of 34.5%. All
Figure 4.11 Data points are calculated
OQEap as a function of excitation
source distance from LSC edge, and the
curve is the resulting fit with equation
3. Taken in full from Patrick et al.15

four devices were made from NCs with a QY of
36% and so the relative error is 4% showing
good agreement between spectral data and the

model. For DK4_73 𝛼 was calculated to be 1.5 db cm-1 (0.34 cm-1) meaning that 34% of guided
photons are lost per centimeter of path length and DK4_81 attenuated 62% of guided photons per
centimeter with an α of 2.7 db cm-1 (0.62 cm-1). In the less concentrated devices MB1_130A
attenuated 5%, 𝛼 = 0.22 db cm-1 (0.050 cm-1) while MB1_130B attenuated 14%, 𝛼 = 0.63 db
cm-1 (0.14 cm-1).
4.5.3 STEM Imaging of PMMA/QD Composites
The dispersion fostered by either ligand set in the PMMA matrix was further probed with
Scanning Transmission Electron Microscopy (STEM). STEM samples were prepared by
microtoming fractured cured material from DK4_81 and DK4_73 respectively to 90 nm cross
sections which were then placed onto copper TEM grids for imaging. The instrument was
operated in bright field mode. The results for both devices are in figure 4.12 below. As one can
see the BCP ligand appears to considerably inhibit aggregation relative to the DDT device.
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Figure 4.12 STEM images of cured PMMA-QD composite with a) DK4_81 18,000x b) inset of
image a, 75,000x c) DK4_73 18,000x d) inset of image c, 75,000x. A and C scale bar is 500nm
and B and D scale bar is 100nm.
Particle sizing analysis was conducted in image J on the insets, panels B and D. Each aggregate
was manually measured and the results were averaged. The average aggregate size for DK4_73
is 41 nm while that for DK4_81 is 235 nm.
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4.6 Conclusion
From the extinction and path length measurements for the saturated devices, DK4_81 and
DK4_73, definitively, the 39% exchange of the BCP ligand to the QD surface allows for 3.7x the
loading with 45% less parasitic losses per unit length. In the less concentrated devices,
MB1_130A and MB130_B, although the BCP device is 20% less concentrated the attenuation of
the waveguide is 3x less than for the companion device incorporating native DDT ligand-capped
QDs. Since all these devices are based on a PMMA matrix the major difference in attenuation
between them is most likely due to scattering. This proposal along with the fact that the average
aggregate size in the composite is an order of magnitude smaller with the BCP ligand set
provides further evidence of improved dispersion.
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Chapter 5: Ultrathin LSCs
Compared to conventional LSC architectures involving devices several millimeters thick,
ultrathin LSCs are potentially attractive for a number of reasons. The thinner a device is the more
heavily loaded with photoactive material it can be while still retaining semi-transparency.
Moreover, less PV material is needed to get the same energy output as a thicker, less
concentrated device. The thinnest LSC fabrication techniques established thus far employ doctor
blading (≥ ~50 um) and spin-coating (≤ ~10 um). Spin coating, as discussed previously, is a
wasteful technique that cannot be easily scaled up for coating large areas, and doctor blading is
limited to producing relatively thick films, with limited precision and accuracy. In this chapter a
new method is proposed that takes advantage of applied pressure to produce ultrathin films
between glass substrates, with micron sized spacers acting to control thickness. The idea was to
apply a highly concentrated polymer/QD slurry containing a small amount of glass microsphere
spacers to a glass substrate. With the other side of the window placed on top the whole device is
put under pressure. Excess slurry extrudes out of the sides of the device while the micron sized
spacers maintain the desired device thickness. This prototype is a new design to accommodate
extremely high concentrations of QDs for an LSC. Our expectation is that use of a high QD
loading will reduce light-scattering and provide a more uniform index of refraction. The QD
concentration is so high that the index of refraction of the film is increased by the index of
refraction of CIS/ZnS: 2.8. This difference forms three distinct waveguides. One in each piece of
glass, refractive index 1.5, and one in the QD layer, whose refractive index is estimated to be 1.8,
a volume weighted average of the respective refractive indices of the QDs (2.8) and polymer
PLMA (1.5) using 60wt% PLMA to QDs, the best performing formulation in this chapter. A
schematic representation of an ultrathin LSC is depicted in figure 5.1. As shown in the figure,
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two different critical angles govern TIR, 𝜃"E and 𝜃”. If the angle of emission normal to the
interface, 𝜃"#$ , is greater than 𝜃"E , (corresponding to the red arrows in figure 5.1) the photon will
be trapped in the QD/polymer layer. If 𝜃"#$ is between 𝜃"E and 𝜃”, yellow arrows, the photon
escapes from the QD layer but undergoes TIR at the glass/air interface. Since the index of

Air
n=1
Glass
n=1.5
n=1.8

θ”

QD/Polymer

θ ’e

n=2.2
Figure 5.1. TIR waveguide analysis for ultrathin QD matrix device; 𝜃"E represents the critical
angle for escape out of the QD/polymer layer and 𝜃” denotes the critical angle for escape out of
the device entirely. If 𝜃"#$ > 𝜃"E the photon follows the red arrows and is trapped in the
QD/polymer layer, if 𝜃” < 𝜃"#$ < 𝜃"E then the photon follows the yellow arrows being trapped
in the device as a whole refracting between layers, if 𝜃"#$ < 𝜃” the photon escapes out of the
device.1
refraction of the QD/polymer layer is higher than in a typical LSC design, a greater proportion of
light is trapped in the device. The probabilities of escape associated with each of the possible
emissive angle ranges were computed by our collaborator Dr. Stephen McDowall, who found
that 55% of photons emitted will be trapped in the QD/polymer layer and a further 28% will
undergo TIR at the glass/air interface being trapped in the device as a whole. Thus, about 83% of
all photons emitted are expected to undergo TIR in the device, with 17% lost out of the escape
cone. This is an improvement over the typical 25% escape cone loss for conventional LSC
designs, however, there are some caveats. The majority of light is guided in the middle layer and
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thus is more prone to scattering loss compared to a polymer matrix device where all trapped light
travels between all layers spending considerably more time in the relatively scattering-free glass.
Since the luminophore-containing layer is roughly 1000 times thinner than in a conventional
LSC, the total pathlength to reach the edge for most photons is that factor reduced, but the
photons also have a higher frequency of contact with the glass/QD layer interface requiring
ultraflat devices. It is possible the probability of scattering, reabsorption, etc. could decrease
based on the factors involved.

5.1 Preliminary Attempts
The first ultrathin devices were made according to a process in figure 5.2. Modified

Figure 5.2. Fabrication process for first ultrathin device; first QDs, 40wt% LMA and .01wt%
glass spacers are mixed into paste that is applied to the substrate. The other side of the
window is placed on top and then put onto the pictured pressing apparatus.
Klimov QDs were mechanically mixed with an overhead probe stirrer overnight with 40wt%
LMA (0.2wt% Irgacure) and 1wt% glass spacers. This mixture was then applied and smoothed
onto a 1.5”x1.5” glass substrate with a weighing spatula. After the other piece of glass was
placed on top the device was put onto the pressure apparatus in figure 5.2 consisting of two metal
plates aligned by 4 cinder blocks and weighted down by one lead brick (15.5 PSI). After pressing
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overnight the device was UV-polymerized. The first two devices made this way are pictured in
figure 5.3. Evidently, there are numerous problems with these devices. The prolific film
fracturing/contraction seen in both devices after polymerization will lead to high scattering losses
at the air/film interfaces. As polymerization proceeds, the system contracts and since the device
is so thin the brunt of relaxation is forced onto the xy plane causing fractures. Fracturing could
also be a result of the presence of volatile solvent that evaporates during pressing, as these QDs
were not vacuum dried prior to use. In figure 5.3 (bottom left and top right) partial and full
delamination from the glass are apparent. In this system delamination/void space results from air
bubbles present during pressing, poor adhesion between film and substrate, and/or volatile
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solvent evaporation. Easily enough solvent evaporation effects were negated by ensuring to
vacuum dry QDs overnight prior to use. There is also varying thickness and therefore nonuniform color across both devices. Non-uniform thickness in this system can stem from
dust/contaminant particles present that are larger than the microspheres and/or too many spacers
that clump and aggregate. Too many spacers will also significantly increase scattering in the
device. In all microscope images there are far too many spacers so the first modification to the
formulation was to lower their concentration to 0.01 wt%. Furthermore, non-uniform thickness
can also come from fluctuations in load distribution across the device during pressing. We turn to
the Stefan-Reynolds squeeze film equation for more information. A squeeze film denotes the
situation in which two approaching plane surfaces displace a viscous fluid that lies between

Figure 5.3. Microscopic and macroscopic images of ultrathin film devices 1 (top) and 2
(bottom). Top left: 10x image of a device 1 fracture region. Top Middle: Macroscopic image
of device 1, red circles denote microscope image locations Top Right: Full delamination zone
for device 1 imaged at 10x. Bottom Left: 10x image of fracturing, partial delamination, and an
excess of clumped glass spacers in-device 2. Bottom Middle: Macroscopic image of device 2,
red oval marks a region of extreme film contraction. Bottom Right: 10x image of smaller
scale fracturing/delamination in-device 2 along with clumped spacers.
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them.2 The Stefan-Reynolds equation, equation 2, relates the time to press to the initial film
thickness ℎ& , final film thickness ℎ, plate length dimension 𝐿 F , viscosity 𝜇, constant 𝐾
1
1
Equation 2. 𝐹𝑡 = 𝐾𝜇𝐿 F D u 2 − 2 v
ℎ
ℎ0

(calculated from plate shape), and load applied 𝐹.2 This equation only holds for a parallel plate
system in which the plane of the top plate is parallel to the plane of the bottom plate for the
entirety of pressing. If the top plates parallel depression is offset by dust, clumped spacers, or
non-uniform initial thickness the equation for time to press has to be modified based on the angle
of slope relative to the bottom plate. If there are lots of these stressors the rate of approach will
change rapidly and frequently causing air bubbles, turbulent and eddy flows, and parts of the top
plate will make contact with spacers before others do. All of which will oppose uniform
extrusion and tarnish the quality of the film. Furthering Stefan and Reynold’s work Bikerman
and Tabor found a meniscus effect at the boundary of the film in which the fluid attracts to the
plates, in this system that means that as the excess fluid is extruded it goes up the edges of the
substrate ending up in between the pressing plate and either side of the window.2 They also
found that capillary pressure opposes the film pressure at the boundaries of the film.2 These
deleterious effects can be lessened if the initial thickness of the applied film has a high level of
uniformity, the fluid wets the substrate well, and there are no contaminant particles larger than
the spacers. This is difficult to achieve with the spatula paint on method so another method has to
be devised.
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Before realizing what was chemically important in the system and which variables could
be selectively manipulated with a high level of control, another imprecise fabrication technique
was attempted. A move was made to incorporate a doctor blade step prior to pressing seen in
figure 5.4. To doctor blade the formulation its viscosity had to be decreased. The then newly
developed Noesen QDs, specifically those shelled in paraffin oil, were selected for these devices
for their redder emission and higher QY than QDs synthesized via the modified Klimov method.
Their purification was slightly modified to decant less of the paraffin oil decreasing viscosity in
the final formulation for
doctor blading. As shown in
figure 5.4 a makeshift doctor
blade apparatus was devised.
A 3”x3” device was
fabricated and is also pictured.
Unfortunately, the setup did
not have the precision
Figure 5.4. Left: Makeshift doctor blade and resulting film
application. Right: Same device after pressing.

necessary for this application
and many of the same problems

seen in the first method remained. Additionally, the paraffin oil caused the devices to cloud
extensively upon polymerization (relative to devices 1 and 2) likely facilitating the formation of
QD aggregates in pockets of residual oil. Ideally the polymer component would reduce the
viscosity of the film before QDs clusters are formed during polymerization, something the
paraffin oil could be preventing.
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In pursuit of a higher quality film both of these initial efforts were replaced by a superior
method that was optimized for sufficient wetting upon application to give uniform initial
thickness in a dust free environment. Moreover, the fabrication steps and component
concentration were adjusted to limit QD aggregation, delamination, film contraction/fracture,
and air bubbles/void space.

5.2 New LSC Fabrication Method
Building off of the lessons learned from the first prototypes, several measures were taken.
First, the film has to be applied in a way that will remove any dust that contaminates the
formulation. Dropcasting is a way to do this; passing the formulation through a 5 µm filter as it is
applied to the substrate eliminating dust while selectively passing the 4.3 µm spacers. A solvent,
then, needs to be added to the formulation to pass through the filter and spread on the substrate.
The additional solvent needs to be dried off to avoid fracturing/voidspace. After the volatile
solvent has dried and the film is stable placing the top glass piece can trap air bubbles so drying
is also necessary after this step. Finally, up until the device is pressed it must be in a relatively
dust free environment. Figure 5.5 shows the new fabrication process outlined as well as the clean
box and clean transport enclosure that provide the dust free environment for the various steps.
The drying steps take place in a vacuum oven at room temperature since it was found through
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Dropcast

Dry off solvent

Top Glass Piece

Remove Trapped Air Bubbles

Press

Figure 5.5. New fabrication scheme, first the formulation is dropcast through a 5 µm filter
in a clean box, it is then vacuum dried overnight to remove all residual solvent taking care
to transport and dry in a dust free enclosure (plastic petri dish with a vent needle attached to
a 5 µm filter). The top piece of glass is placed inside a clean box and the device is vacuum
dried overnight again to remove trapped air bubbles. Finally the device is pressed and then
UV polymerized.
solution phase IR that at elevated temperatures the film slowly polymerizes due to thermal
activation of the radical initiator.
Initially, xylene was used as the dropcasting solvent as its low evaporation rate should
give the film more time to self-organize to a higher optical quality. However, the formulation
with xylene was found to wet the glass poorly and far too much material was needed (250mg per
1.5”x1.5”). This highlighted the importance of wetting and a full study was devised to
functionalize the window glass with different coating agents to test the effect of dropcasting
solvent/surface moiety combinations on the formulation wetting of the glass.

5.3 Surface Agent/Dropcasting Solvent Combination Wetting Tests
The glass surface agents selected for the formulation wetting tests are shown in figure
5.6. Each agent has two qualities in common: a silane functional group with good leaving groups
attached to react to the surface of the glass and a moiety that may attract to some part of the
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OTS

3-TMPM

3-MPTS

PDMS

Figure 5.6. Surface agents chosen for formulation wetting tests.
formulation and increase wetting. Prior to coating all glass was first sonicated in DI water,
cleaned in a base piranha solution, and then vacuum dried to give a clean surface. After coating
all glass was dried in a vacuum oven for 45 min at 60 oC. Octadecyltrichlorosilane (OTS)
has a long hydrocarbon chain that could attract or even interdigitate with the DDT ligands on the
QDs increasing formulation surface compatibility. The glass was coated with OTS using a
procedure adapted from Guo-hua et al.3 in which it is submerged into a 1 • 10-3 M OTS in
toluene solution for 15 min with stirring. The unreacted OTS is then washed off by stirring in
chloroform then acetone then chloroform again. 3-(Trimethoxysilyl)propyl methacrylate (3TMPM) could attract the LMA in the formulation improving wetting. 3-TMPM was attached to
the glass via a procedure taken from a Sigma-Aldrich product sheet.4 This procedure utilizes
ethanol as the solvent and acetic acid to protonate the methoxy leaving groups for reaction to the
glass. Briefly, a 2.1 • 10-2 M solution of 3-TMPM is prepared and right before reaction 1:10
acetic acid:water is added in a 6:1 volume ratio relative to the 3-TMPM. The glass is immersed
for 3 min, and then cleaned by stirring in pure ethanol for 3 min. It was proposed that (3-

100

Mercaptopropyl)trimethoxysilane (3-MPTS) may attract to the DDT ligands and/or exchange
anchoring QDs to the glass surface. To coat with 3-MPTS this researcher turned to Tay et al.5
who coated their glass by forming a 7 volume % solution of 3-MPTS in toluene and submerging
for 45 min before rinsing in toluene to clean. Rain-X®, a proprietary formulation of
poly(dimethylsiloxane), was probed to increase the hydrophobicity of the surface. The procedure
on the bottle was used; the coating solution is applied with a lens tissue rubbing in small circles,
once dry the glass is then cleaned with a piece of tissue damp with DI water. To confirm the
accuracy of these various coatings water contact angles were taken and compared to literature,
the results of which are in table 5.2. Three samples were prepared for each coating and three
Contact Angle Summary
Coating

Lit. Contact Angle
(water)

Average Contact Angle
(water)

Std. Dev.

Clean

50o

44o

17o

Thiol

64o

69o

1o

Methacrylate

50o

53o

6o

OTS

110o

108o

2o

Rain-X®

110o

108o

2o

Table 5.1. Average contact angle results for each coating with contact angles from literature6,7,3
included as well as the standard deviation for each average.
different drop points on each device were contact angle tested giving 9 measurements for each
coating average including a control set of glass (clean) that was only base piranha cleaned and
dried. The contact angle data were fit using the Young-Laplace equation. The measured contact
angles match well with values reported in the literature. The methacrylate coating had the most
variability while the other coatings gave more reproducible results. With the coating procedures
confirmed for accuracy the next step was to test the wetting of the formulation on each surface.
Three different solvents were chosen to test with each coating; xylene, tetrahydrofuran, and
hexane. Each dissolves QDs and each has a different associated polarity, evaporation rate, and
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surface tension to maximize determination of a formulation with vastly improved wetting. For
each solvent type 5.2 mL was added per g of QDs along with LMA, at a concentration of 50wt%
relative to the QDs, to form three different solutions. 100 µL of each solvent formulation was
dropcast to each coating type to test the combination of dropcasting solvent and surface moiety
on the wetting characteristics. Spreading was assessed for each combination with results pictured
in figure 5.7. Xylene produced the smoothest films but had very poor wetting and barely spread.
The THF formulation spread
similarly and it gave rough
films after drying. The hexane
formulation clearly
outperformed the others
wetting the surface very nicely.
The surface tension of hexane
is much lower than the other
two and is probably why it
facilitated such a large spread.
For the hexane samples there is
not a clear wetting difference
between respective coatings
(except for Rain-x®). Having
methacrylate on the surface
Figure 5.7. Dropcasting solvent/surface coating
combination results. The rows are labelled with coting type
for each sample while the columns denote the solvent.
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creates sites for
polymerization to the surface

which should help limit monomer mobility during curing thereby lessening film fracturing, void
space, and possibly QD aggregation. The other species, OTS and thiol, are compatible with the
QD ligands which are not the species being polymerized. A methacrylate coating is the logical
choice given the ambiguous results between coatings for the dropcast test.

5.4 QD/Polymer Formulation Tests
The effect of changing LMA concentration in the formulation has yet to be probed
extensively. In this section seven different formulations are tested in 1.5”x1.5” devices to find
the optimal polymerization properties that will improve the film quality from the first few
prototypes. Crosslinker ethylene glycol dimethacrylate (EGDM) is also introduced to elucidate
what effect it will have on the final film quality. Initially the formulations to be dropcasted were
40wt% LMA, 40wt% LMA + EGDM, 45wt% LMA, 45wt% LMA + EGDM, 50wt% LMA,
50wt% LMA + EGDM, 60wt% LMA, 60wt% LMA + EGDM, 70wt% LMA, and 70wt% LMA
+ EGDM. For the EGDM samples the concentration of cross linker is 20wt% to the LMA in all
cases. In the literature this cross linker concentration is common when polymerizing LMA
without any PLMA added. Upon dropcasting the various devices had different and interesting
characteristics. 60 and 70wt% LMA both dewet extensively. After drying overnight the initially
uniform deposited material on both samples had become uneven with most of the material
ending up on one half of the device. The 70wt% sample dewet to a higher degree and was not
worth pressing. Apparently, there is a viscosity threshold below which the film, being more
attracted to itself than the substrate, begins to pull away. For the EGDM samples 60wt% LMA +
EGDM did not noticeably dewet and 70wt% LMA + EGDM dewet to a lesser degree than the
60wt% LMA sample. The significant increase of methacrylate functional groups in the
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formulation provided by the crosslinker improves the wetting of the formulation on the
methacrylate functionalized glass surface to an extent that the viscosity barrier for dewetting is
lowered. All of the other samples did not exhibit obvious dewetting. Upon pressing it was found
that 40wt% LMA and 40wt% LMA + EGDM did not have a low enough viscosity to press. The
remaining devices; 45wt% LMA, 45wt% LMA + EGDM, 50wt% LMA, 50wt% LMA + EGDM,
60wt% LMA, 60wt% LMA + EGDM, and 70wt% LMA + EGDM were pressed and
polymerized.
To measure film thickness device cross sections were imaged via low voltage SEM, the
results of which are in figure 5.8. Ideally all test devices would have the same thickness as the
spacers; 4.3 µm, however they do not. The average thickness for these devices is 9 ± 5 µm. This
is a highly variable result that would likely be more reproducible if the pressing setup was fully
automated and not prone to user error. Photographs of the final 7 test devices are shown in figure
5.9 on page 105. There are problems with almost all samples including cloudiness/scattering due
to void space/aggregation and uneven color from variable thickness across each device.
However, the samples with EGDM fair better with higher optical clarity and more uniform
thickness than their EGDM free counterparts. The best sample, 60wt% LMA + EGDM, is not
cloudy, has uniform color and therefore uniform thickness across the device relative to the other
samples. It could be that the addition of crosslinking to the surface moiety is more effective for
limiting contraction and its negative effects than just polymerizing to the surface moiety. With
the crosslinker the probability of creating surface anchored sites is higher than without it.
Additionally, the probability is higher for more rigorous anchoring from both faces if all parts of
the film are in contact with all parts of the inward facing glass. This may be why the best device
did not cloud or change significantly upon polymerization because it had the most uniform
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70wt% LMA + EGDM

2.4 µm

60wt% LMA

60wt% LMA + EGDM

10.8 µm

6.8 µm

50wt% LMA+ EGDM

50wt% LMA

9.9 µm
4.4 µm

45wt% LMA

45wt% LMA + EGDM

16.7 µm

14.4 µm

Figure 5.8. SEM cross section images of the 7 formulation test devices showing device
thickness at edge. All images taken at 2080X magnification.
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Figure 5.9. Photographs of the 7 formulation test devices. All taken on the same date at the
same time of day under the same lighting conditions.
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thickness. For a closer look at the polymerization characteristics of each film microscopic images
were taken before and after UV curing in figure 5.10. The 70wt% EGDM formulation, pre-cure,
has lots of pockets of air. After curing the film contraction is extreme giving poor light transport
properties. This is why the device appears so cloudy in figure 5.9. The 60wt% + EGDM device
looks as good microscopically as it does macroscopically. There are very few void spaces before
polymerization and after polymerization there is almost no additional void space created and no
film fracturing. The 60wt% sample has significant fracturing, new void space, and large
delamination sites after curing. For 50wt% + EGDM void space is present before curing and
increases in size after curing as does the surface roughness. The most prolific fracturing is seen
in the 50wt% sample. 45wt% + EGDM has some increased porosity after curing but it less than
all the other examples (except 60wt% + EGDM). Finally the 45wt% device has a significant
increase in void space after curing. It seems there is a pattern emerging here. To get the best film
the methacrylate content of the formulation needs to be as high as possible, 60wt% + EGDM, to
encourage high grafting to the parallel glass substrates without lowering the viscosity enough to
dewet as in the 70wt% + EGDM sample. When not enough methacrylate content is present there
aren’t enough surface grafting sites and contraction during curing is greater.
To quantify the difference in optical clarity between devices haze measurements were
performed. This measurement determines the percentage of transmitted light scattered by the
sample at an angle greater than 2.5o from the incident ray.8 The measurement setup is shown in
figure 5.11. To determine haze four readings are required, denoted T1 through T4. For
measurement of T1 a monochromatic light source (735 nm laser in this case) is shined into an
integrating sphere with a back reflecting cap to measure the total incident light which is collected
by an optical power meter. With the back reflecting cap still in place T2 is taken with the device
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Pre-Polym.

Post-Polym.

70wt% + EGDM

20x

20x

10x

20x

20x

20x

20x

20x

60wt% + EGDM

60wt%

50wt% + EGDM
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Pre-Polym.

Post-Polym.

50wt%

20x

20x

20x

20x

20x

20x

45wt% + EGDM

45wt%

Figure 5.10. Microscopic images for each of the 7 formulation test devices before (Pre-Polym.)
and after (Post-Polym.) UV curing. Note that a user error was made for 60wt% pre-polym,
unfortunately the image is of the surface of the glass rather than the film.
flush against the integrating sphere. T2 is the total light transmitted by the sample. After
replacing the reflecting back cap with a transmitting back cap T3 is taken without the sample in
place to collect the total amount of light that is scattered by the instrument. Any rays that deviate
above the threshold will not be transmitted. Finally, T4 is taken with the sample back in place
and the transmitting back cap still in place to quantify the light power that is scattered by the
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Power Meter

Device
Transmitting
Back Cap

Light Source

Reflecting
Back Cap

Figure 5.11. Haze measurement setup; the light source is shined through the device flush against
the sphere and scattered light is collected in the integrating sphere and quantified by an optical
power meter. Depending on which part of the measurement is being collected a transmitting or
reflecting back cap is used.
specimen and the instrument. Finally the haze percent, the ratio of scattered radiation or diffuse
transmittance (Td) to total transmittance (Tt), is calculated using equation 3. The results are given
in table 5.3. Note that for haze measurements greater than 30% the material is defined as
Equation 3. Td = [T4 – T3 (T2 / T1)] / T1, Tt = (T2 / T1), haze % = Td / Tt
diffusing and has to be measured with a more involved technique called goniometric haze.
Unsurprisingly the 3 cloudiest films in figure 5.9; 70wt% + EGDM, 60wt%, and 50wt% are
diffusing materials while the other 4 much clearer samples; 60wt% + EGDM, 50wt% + EGDM,
45wt% + EGDM, and 45wt% are not diffusing. For the four that can be reliably measured by the
technique the haze results match up with what our eyes tell us. In order of decreasing apparent
clarity and increasing haze; 60wt% + EGDM, 45wt% + EGDM, 50wt% + EGDM, and lastly
45wt%. Here again we see further evidence justifying the theory for improvement in film quality
fostered by the crosslinker.
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Device

To further explore scattering in these devices they were

Haze %

70wt% + EGDM

76

60wt% + EGDM

10

60wt%

56

50wt% + EGDM

19

50wt%

45

cataloged in table 5.4. The fits were not particularly good. As

45wt% + EGDM

12

monomer/crosslinker concentration is increased the

45wt%

23

Table 5.2 Haze % results
for the 7.

probed with UV-Vis and the resulting extinctions were fit using
the model presented in section 4.4.1. The deconvoluted device
absorbances and the scattering weights from the fits are

concentration and absorbance of the QDs at 500nm should
decrease. We see somewhat of the opposite however, with 70wt%

+ EGDM having the highest absorbance and 45wt% having the lowest. For the devices that are
below the haze threshold for a diffusing material the results do not corroborate with the haze
values. However, this model assumes Rayleigh scattering and it seems that much of the
Device

Abs (@ 500nm)

B (Rayleigh
scattering weight)
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cloudiness in these devices comes
from polymer/air interface

70wt% + EGDM

0.76

5.2 x

60wt% + EGDM

0.41

2.0 x 109

60wt%

0.70

1.3 x 1010

and contraction already discussed.

50wt% + EGDM

0.31

4.8 x 109

Given that, it is possible that an

50wt%

0.59

7.7 x 108

45wt% + EGDM

0.50

2.3 x

108

45wt%

0.31

4.1 x 108

Table 5.3 Deconvoluted absorbance at 500nm (AU) and
extinction model scattering weight B (nm4).

scattering due to the delamination

ultrathin device can be clearer
than another while also having a
higher Rayleigh scattering weight.
There could be aggregation and/or

disordered QD self-assembly contributing to scattering/cloudiness as well.
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5.6 Final Ultrathin Device
To quantify how one of these thin devices will perform, a larger device needed to be
prepared to get an idea of the waveguide quality. Thus, a 3”x3” 60wt% + EGDM was fabricated
to scale up the best performing formulation. The mass of the device was carefully determined
before and after pressing to estimate what mass of QDs ends up in the device. The same mass
was used to prepare a control bulk polymerized PLMA device with 3:1 mixture of LMA:PLMA
(250,000 mw), 2wt% EGDM, and 0.2wt% Irgacure, which equates to a 0.6wt% QD device. The
resulting devices are shown in figure 5.12. Unfortunately, the ultrathin device did not scale up

Figure 5.12. Left: 60wt% + EGDM 3”x3” ultrathin device. Right: 0.6wt% bulk polymerized
PLMA device.
well with many of the same evident problems seen in prior devices; non-uniform thickness,
cloudiness from void space, and a small region of fracturing and full delamination. This is not
unexpected as it is assumed that the precision of the pressure plate setup would have to be
enhanced to get an equal quality device to the smaller 1.5”x1.5” device. Additionally, as was
discussed in the preceding section, all inward facing pieces of glass need to be in contact with the
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film for polymerization to be successful. This is more challenging to accomplish in a device that
is 4x larger.
The purpose of this section is to compare ultrathin and conventional LSC designs. To
quantify the difference in attenuation between them pathlength measurements were conducted on
both devices shown in figure 5.13. Unfortunately, a significant portion of the Noesen QD
emission peak lies outside of the range of the integrating sphere/fluorimeter setup used for
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Figure 5.13. Pathlength measurements for left: thick 3”x3” and right: thin 3”x3”.
pathlength measurements. Instead, an Ocean Optics spectrometer is used with fiber optic cable
coupled to the edge of the device. With this fiber optic cable setup it is impossible to determine
OQE since the loss at the cable/device interface is unknown. Therefore, a different attenuation
model than discussed in chapter 4 is needed. Collaborator, Dr. McDowall, has derived another
model that only requires emission intensities as a function of wavelength, and QD absorbance in
toluene. Briefly, the path length intensities are fit at each wavelength to the function in equation
4 where 𝛿 (𝜆) represents the total attenuation of the waveguide and 𝑙(𝑑, 𝜃, 𝜙) the total
propagation distance to the edge. Given the data in figure 4.12 there are 4 points for each
Equation 4. 𝐼 = 𝑒 'G(I)@(>,K,L)
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wavelength since there are 4 different pathlength distances probed. In the algorithm 𝛿 (𝜆) is
varied to find the best fit for each wavelength at all the distances. With 𝛿(𝜆) determined the
weights alpha, beta, and gamma are tuned to get the best final fit. Beta weights the reabsorption
component of attenuation, gamma the Rayleigh scattering component, and alpha
Equation 5. 𝛿 (𝜆) = 𝛼 + 𝛽𝑎𝑏𝑠 + 𝛾/𝜆D
for any other parasitic losses including matrix reabsorption. Theoretically, if the model describes
the data well the weights should be close to the same at each wavelength within the range of the
peak. This was not the case for the thick 3”x3” device. There were no wavelength regions where
alpha, beta, and gamma were even close to constant and so no useful data could be extracted.
The poor fit is probably due to the devices departure from Rayleigh scattering for Mie scattering.
The ultrathin 3”x3” device at least had one region, from 740-820 nm, where a poor fit was
established. However, the resulting 𝛾, 5.2 x 10-27 nm4, is too low and the 𝛿 (𝜆) values for this
data set start to increase after 820 nm. If the model fits the data this should not occur since 1/l4
decreases with wavelength. This behavior is more evidence that attenuation in the ultrathin
devices is dominated by void space interface
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scattering rather than subwavelength
aggregate scattering. Since the ultrathin
3”x3” is not a good quality device the model
was also attempted to fit pathlength data for
the best thin device, 1.5”x1.5” 60wt% +
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EGDM, shown in figure 5.14. The model did
not fit this data set either outputting negative

Figure 5.14. 1.5”x1.5” pathlength data.
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𝛿 (𝜆) values. This result could be due
to poor data/model compatibility or a
lower signal to noise ratio from the
smaller device size.
At this point since we know
that the extinction model, attenuation
model, & haze measurements aren’t
valid for these devices the only
method left to quantify their
difference in quality is solar cell
measurements. The large ultrathin
and thick devices were irradiated with
a 13.2 cm2 square of light from an
Figure 5.15. Solar measurement apparatus.

AM 1.5G source calibrated to one sun

with silicon solar cell, coupled to a portion of an edge via refractive index matching liquid (n
=1.5), situated parallel to the incident light. Black paper is used to cover the surrounding area
and parts of the solar cell not attached to the waveguide. The entire apparatus is shown in figure
5.15. In figure 5.15 current-voltage (IV) curves were generated for each device and the solar cell
with a Keithley multimeter. IV data was also collected for the covered devices and solar cell.
These “blank” values can be used to baseline out any current resulting from stray light in the
room or from the source. With this data, useful LSC metrics 𝑃𝐶𝐸 and h)*+.$ can be calculated.
The standalone solar cell date gave 𝑃𝐶𝐸: 7.84%. The large 3”x3” generated 𝑃𝐶𝐸: 0.03% and

h)*+.$ : 0.37% while the ultrathin 3”x3” device had 𝑃𝐶𝐸: 0.06% and h)*+.$ : 0.72%. The values
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Figure 5.16. Current-voltage curves for top: silicon solar cell, bottom left: thick 3”x3”, bottom
right: thin 3”x3”.
for the LSCs represent the efficiencies for only the partially coupled edge area. To estimate the
efficiencies for a device with all edges coupled the initial values were multiplied by the ratio of
total edge area available to edge area coupled in the tests. The new values for the thick device are
𝑃𝐶𝐸: 0.22% and h)*+.$ : 2.75%, and for the ultrathin device they are 𝑃𝐶𝐸: 0.42% and h)*+.$ :
5.51%. However, these modified efficiencies are an overestimate because emitted photons have
shorter path lengths to the parts of edge that are parallel to the source versus those that aren’t.
They will receive less light simply because the path length is longer. Thus, underestimates of the
true device efficiencies were also calculated by multiplying the initial efficiencies by four. The
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final ranges, where the real values lie, are 𝑃𝐶𝐸: 0.12-0.22% and h)*+.$ : 1.48-2.75% for the thick
device and 𝑃𝐶𝐸: 0.24-0.42%, h)*+.$ : 2.88-5.51% for the ultrathin device. Clearly, the ultrathin
device is more efficient than the thick control device containing the same amount of
luminophores, showing that this novel ultrathin design could be a better option for highly
concentrated devices.

5.7 Conclusion
Comparing this new ultrathin fabrication technique to the literature shows some promise.
In table 5.15 the figures of merit for the main devices in this chapter are adjacent to
measurements for the best performing LSC in the literature: McDaniel et al.’s laminated
CIS/ZnS LSC. The haze of the ultrathin device with the highest optical clarity in this work, the
1.5”x1.5” 60wt%+EGDM device, is comparable to that of McDaniel et al. Moreover, the poorer
quality ultrathin 3”x3” device

Device

PCE

h"#$.&

Haze

Ultra-thin 3x3”

0.24-0.42%

2.88-5.51% 52%

Thick 3x3”

0.12-0.22%

1.48-2.75% 73%

Ultra-thin 1.5x1.5” n/a
(60wt% +EGDM)

n/a

10%

UbiQD CIS/ZnS LSC 2.2%

8.1%

1.6%

Table 5.4. PCE, solar optical efficiency, and haze % for
final devices in this work compared to best performing
device in literature: McDaniel et al.

efficiencies are about half of those
for the McDaniel et al. front
runner. Future work will
concentrate on increasing
reproducibility. A fully automated
pressure plate apparatus would
increase precision and the applied

pressure could be optimized, rather than being limited to one value (15.5 PSI) like in this study.
After these changes are made it seems probable that a large ultrathin device, using the
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formulation optimized in this work, can be fabricated that has ≤ 10% haze and can compete with
or even surpass the best performing devices in the field.
For this design prototype the lab scale fabrication is very wasteful with about 90% of the
material being extruded upon pressing. Spin-coating has about the same percentage of waste and
is the only other technique that can fabricate LSCs on the same order of thickness. However, it
has not been demonstrated in the literature that high QD concentration formulations spin-coat
well. Thus, currently, spin-coated devices do not share the most attractive facets of this new
fabrication technique, the reduction in escape cone size and a more uniform index of refraction.
Additionally, one can imagine the pressure plate setup optimized so that extruded material drips
into a collection bin to recycle any waste. For spin-coating a waste collection technique isn’t as
feasible since the material is flung in all directions and is not localized. Overall, this ultrathin
LSC fabrication technique is a viable addition to the field that is worth further study.
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Chapter 6: Materials and Methods
6.1 CIS/ZnS Synthesis
Materials
1-Dodecanethiol (98%), copper (I) iodide (CuI, 99.999%), indium (III) acetate (In(C2H3O2)3,
99.99%), sulfur (S, 99.98%), zinc stearate (technical grade), 1-octadecene (90%), and paraffin oil
(light) were purchased from Sigma-Aldrich. Trioctylphosphine (TOP, 90%) was purchased from
Fisher Scientific. Primal Kitchen avocado oil was purchased from downtown Bellingham Co-Op.
All chemicals were used without further purification unless otherwise specified.
Modified Klimov
0.32 g of CuI, 0.584 g of In(C2H3O2)3, and 10 mL of 1-dodecanethiol are combined in a 50 mL
round bottom three-necked flask and degassed for 5 minutes before purging with UHP N2,
repeated 3 times. The solution is then heated to 100 oC and held till a clear yellow color persists
and all the solid precursors are dissolved. Then the temperature is ramped to 230 oC and held for
10 minutes before being quenched in a room-temperature water bath. After the temperature dips
below 60 oC the core solution is transferred to a 250 mL round bottom three necked flask, diluted
with 40 mL 1-octadecene and degassed for 5 minutes before purging with UHP N2, repeated 3
times. A zinc stearate solution is prepared by mixing 40 mL 1-ocatadecene and 2.53 g zinc
stearate via sonication for three hours at 50 oC and then degassed for 5 minutes before purging
with UHP N2, repeated 3 times. A sulfur solution containing 10 mL of TOP and 0.128 g sulfur is
prepared by combining and sonicating under an inert atmosphere until the sulfur is dissolved.
When the zinc stearate solution is fully degassed, the sulfur solution is added to it and mixed
thoroughly under inert N2. The core solution is then ramped to 210 oC, under N2, and the shelling
solution is added to the QD solution dropwise with a syringe pump at a rate of 0.25 mL/min.
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After the shelling solution has been completely added to the core solution the reaction vessel is
allowed to cool slowly to 60 oC under N2 and lastly 100 mL of toluene is added for purification
purposes.
Noesen
0.1995 g CuI, 0.4079 g, and 15 mL 1-dodecanethiol are mixed in a 250 mL 3-necked round bottom
flask and degassed for 5 minutes before purging with UHP N2, repeated 3 times. The core precursor
solution is ramped to 220 oC and held there for 50 minutes with time starting after the solution
turns red during the ramp. The solution is quenched with a room temperature water bath. 2.6493 g
zinc stearate, 15 mL of paraffin oil or avocado oil or 1-ODE, and 4.5 ml 1-dodecanethiol are all
added directly to the cooled core solution which is then degassed for 1 hour, purged with UHP N2,
degassed for 30 minutes, purged with UHP N2, degassed for 15 minutes, and purged with UHP
N2. The solution is ramped to 220 oC, under N2, and held for 2 hours if shelling in 1-octadecene or
avocado oil or 3 hours if shelling in paraffin oil. After the allotted time the solution is allowed to
cool slowly to 60 oC under N2 and lastly 25 mL of hexanes is added for purification purposes.
Klimov QY
QY %

40

38

35

43

37

26

Batch DK2_49 JD1_114 JD1_116 JD1_123 JD1_135 JD1_138

37

42

38

47

35

JD2_53 JD2_93 JD2_108 MN1_29 MN1_29B MN1_30B

Table 6.1. Batch QYs for modified Klimov synthesis.
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6.2 TEM
Imaging was conducted at the University of Washington on a FEI Tecnai G2 F20 transmission
electron microscope operated at 200 kV. Samples were prepared by drop-casting dilute CIS/ZnS
suspension in toluene (5 µL) onto 200 mesh copper grids purchased from Ted Pella Inc. Analysis
of QD size was done in Image J without any image modifications or size altering.

Figure 6.1. Remaining TEM images used for CIS/ZnS size analysis.
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6.3 CIS/ZnS Characterization
NMR
A Bruker AVANCE-III, HD 500 MHz NMR spectrometer was used to collect 1H NMR and
NOESY spectra.
TGA
A TA Instruments Q500 thermogravimetric analysis instrument was used to collect thermograms
on vacuum dried samples
XRD
X-ray diffractograms were collected with a Rigaku Miniflex 6G.
UV/Vis
UV/Vis spectra for CIS/ZnS in toluene were taken with a Jasco UV-VIS-NIR Spectrometer.
Solutions were modified to have 0.1 abs at 500 nm (excitation wavelength) for modified Klimov
and 0.1 abs at 650 nm for Noesen to ensure accurate calculation of QY and avoid non-linear
effects during fluorimeter measurements.
Fluorimetry
Solution photoluminescent spectra for modified Klimov samples and Lumogen red dye in
toluene were collected with a Horiba Fluorolog-3 double monochromatic fluorimeter excited at
500 nm. Solution photoluminescent spectra for Noesen QDs and HTCI blue dye were taken with
an Ocean Optics spectrometer excited at 650 nm via Fluorolog-3.
6.4 CIS/ZnS LSC Fabrication
Empty LSC shells were assembled by affixing two sheets of 75mm x 75mm x 0.90mm glass
(Howard Glass Inc.) with a transparent acrylic adhesive gasket (VHB tape, 3M Inc.) in a beveled
border arrangement. The enclosed glass surfaces of the shell were precoated with a solution of 3-
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(trimethoxysilyl) propylmethacrylate in methanol (4.21 × 10'< 𝑀) to deter delamination by
enhancing matrix to glass adhesion. After purging with UHP Nitrogen the fabricated shells were
filled using a hypodermic needle. Initially the filling composite is prepared by dispersing either
BCPL or NL NCs in MMA via sonication for 15 minutes followed by 0.45 µm filtration (Tisch
PTFE Syringe Filter). Polymer was added; 2.67:1 wt:wt MMA to PMMA, along with
photoinitiator; 0.2 wt% Irgacure 651 to mass of MMA. Incorporated polymer in the mixture
lessens shrinkage which can catalyze warping effects upon polymerization. The mix was
thoroughly degassed and stirred for 12 hours prior to filling. The filled shells were irradiated
with a UV lamp for 1 hour to fully photopolymerize. Edges of the devices were filled with a
transparent UV curing optical epoxy (n=1.65, Norland 63, Norland Products Inc.) and then
cured. This preventative step limits spectral artifacts arising from edge reflections.
6.5 CIS/ZnS OQE Characterization
The excitation source at a wavelength of 500 nm is delivered from a Fluorolog-3 to the sample
via a fiber optic cable positioned over device in figure 6.2 for all LSCs in this work. The edge

Figure 6.2. LSC OQE measurement apparatus.

123

output for modified Klimov devices is measured via integrating sphere coupled back to the
Fluorolog-3 with another fiber optic bundle. Edge output for Noesen devices is measured via
fiber optic cable which is positioned flush to device edge and coupled to an Ocean Optics
spectrometer.
6.6 CIS/ZnS PMMA Composite STEM
A JEOL JSM-7200F Field Emission SEM outfitted with a Deben HAADF Annular SEM STEM
detector operating in bright field mode was used to image the cured PMMA-QD composite.
STEM samples were prepared by microtoming fractured cured material with a RMC Boeckeler
PowerTome PC cryogenic ultramicrotome to 90 nm cross sections. These cross sections were
placed onto PELCO 300 mesh Cu TEM grids for imaging.
6.7 Contact Angle
Contact angles were measured with an Attension Tensiometer Instrument. The droplet size (3.5
µL) and tapping method for droplet deposition were kept fairly constant for all measurements
taken.
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List of Abbreviations
Abbreviation

Definition

Atop

Top Area

BCP

α-phenyl-ω-dithiobenzoyl-PMMAn-b-PSm

CD

Carbon quantum dot

CDB

Cumyl dithiobenzoate

CIS

CuInS2

CISe

CuInSe2

CISeS

CuInSexS2-x

d

Tip to edge length

DCM

Dicyanomethylene

DDT

1-dodecanethiol

EGDM

Ethylene glycol dimethacrylate

[Eu(hfac)3(DPEPO)]

Eu(hexafluoroacetylacetonate)3(bis(2(diphenylphosphino)phenyl)ether oxide

FF

Fill factor

FRET

Förster Resonance Energy Transfer

G

Geometric gain

GPC

Gel permeation chromatography

HAWT

Horizontal axis wind turbine

ILSC

LSC short circuit current

ISC

Short circuit current

JSC

Short circuit current density
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LFGE

Landfill gas to energy

LSC

Luminescent solar concentrator

mm

Isotactic

MMA

Methyl methacrylate

mr

Heterotactic

NMR

Nuclear magnetic resonance

NOESY

Nuclear Overhauser enhancement spectroscopy

1-ODE

1-Octadecene

OQE

Optical quantum efficiency

OQEap(d)

Aperture optical quantum efficiency

OTS

Octadecyltrichlorosilane

PC

Poly carbonate

PCE

Power conversion efficiency

P(esc)

Proportion of photons that escape

Pin

Power in

PLMA

Poly (lauryl methacrylate)

PMMA

Poly (methyl methacrylate)

Pout

Power out

P/R

Precipitation resuspension

PS

Polystyrene

PV

Photovoltaic

PVP

Polyvinylpyrrolidone

QD

Quantum dot
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QLSC

LSC quality factor

QY

Quantum yield

RF

Radio frequency

SAN

Styrene acrylonitrile resin

SEM

Scanning electron microscopy

SILAR

Successive ionic layer adsorption and reaction

STEM

Scanning transmission electron microscopy

Td

Diffuse transmittance

TEM

Transmission electron microscopy

TGA

Thermogravimetric analysis

3-MPTS

(3-Mercaptopropyl)trimethoxysilane

3-TMPM

3-(Trimethoxysilyl)propyl methacrylate

TIR

Total internal reflection

TOP

Trioctylphosphine

Tt

Total transmittance

UV-Vis

Ultraviolet and visible spectrum

VAWT

Vertical axis wind turbine

Voc

Open circuit voltage

𝛼

Attenuation coefficient

𝜂)*+

Optical efficiency

𝜂)*+.$

Solar optical efficiency

𝚽

Quantum yield

𝜃"#$

Angle of emission
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