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QUASI-PERIODIC TRAVELING WAVES ON AN INFINITELY DEEP PERFECT FLUID UNDER
GRAVITY
ROBERTO FEOLA AND FILIPPO GIULIANI
ABSTRACT. We consider the gravity water waves system with a periodic one-dimensional interface in infinite depth and we
establish the existence and the linear stability of small amplitude, quasi-periodic in time, traveling waves. This provides the
first existence result of quasi-periodic water waves solutions bifurcating from a completely resonant elliptic fixed point. The
proof is based on a Nash-Moser scheme, Birkhoff normal form methods and pseudo-differential calculus techniques. We
deal with the combined problems of small divisors and the fully-nonlinear nature of the equations.
The lack of parameters, like the capillarity or the depth of the ocean, demands a refined nonlinear bifurcation analysis
involving several non-trivial resonant wave interactions, as the well-known “Benjamin-Feir resonances”. We develop a novel
normal form approach to deal with that. Moreover, by making full use of the Hamiltonian structure, we are able to provide
the existence of a wide class of solutions which are free from restrictions of parity in the time and space variables.
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1. INTRODUCTION
We consider a two dimensional (1d interface) incompressible and irrotational perfect fluid with periodic boundary
conditions under the action of gravity. The fluid layer is assumed to be infinitely deep and the motion is governed by
the free surface Euler equations. This paper is concerned with the existence and the stability of small amplitude, quasi-
periodic in time, traveling waves on the surface of the fluid. By a quasi-periodic traveling wave we mean a motion
that, at the first orders of amplitude, is a superposition of an arbitrarily large number of periodic traveling waves with
rationally independent frequencies. The irrationality of the frequencies of oscillations excludes the existence of a
moving frame for which such motions are stationary. Consequently the search for traveling quasi-periodic waves is a
small divisors problem. A natural approach to deal with it is to implement a Nash-Moser implicit function scheme.
Besides the small divisors difficulty, the pure gravity water waves system with infinite depth presents several issues
regarding the bifurcation of small amplitude solutions. Indeed the absence of parameters, like the capillarity of the
fluid or the depth of the ocean, makes the linearized problem at the rest surface completely resonant, in the sense that
the kernel of the linearized operator has infinite dimension.
In the search for periodic waves, the same issues have been tackled by Iooss-Plotnikov-Toland for proving the existence
of standing periodic unimodal waves [46] and, later, by Iooss-Plotnikov [43] for the multimodal generalization.
In the quasi-periodic case, the complexity of the resonant waves interactions and the analysis of the linearized operator
in a neighborhood of the equilibrium demand more refined techniques.
The first results on the existence of quasi-periodic waves have been provided only recently and are due to Berti-
Montalto [17] for the gravity-capillary case with infinite depth and by Baldi-Berti-Haus-Montalto [6] for the pure
gravity case with finite depth for 2d oceans. In both cases the existence of quasi-periodic solutions is provided for some
asymptotically full-measure set of the parameters of the problem, respectively capillarity and depth (or equivalently
wavelength). We remark that such solutions are standing, i.e. even in space, and reversible (they enjoy an additional
symmetry in the space-time variable).
As far as we know, all the previous results on periodic and quasi-periodic in time water waves take advantage from the
presence of physical parameters and / or assumptions of parity conditions.
The purpose of the present paper is to address two natural questions: (i) we work on a fixed equation for which the
only possible parameters to modulate are the initial data of the solutions.
(ii) we look for a general class of quasi-periodic traveling waves which are free from restrictions of parity in the spatial
and time variables.
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We deal with these issues by using Birkhoff normal form methods and fully exploiting the (approximate) constants
of motion of the pure gravity water waves system.
The theorem that we prove is given below.
Theorem 1. There exist non-trivial small amplitude, linearly stable quasi-periodic traveling waves solutions of the
two dimensional pure gravity water waves problem in infinite depth.
To the best of our knowledge the above theorem is the first existence result concerning quasi-periodic solutions of
the water waves equations bifurcating from a completely resonant elliptic fixed point.
As it is well known one of the main difficulties in the search for quasi-periodic solutions is to deal with the reso-
nances between the frequencies of the expected solutions and the eigenvalues of the linearized operator.
This requires a complete control on the frequencies and a good knowledge of the spectrum in a whole neighborhood of
the equilibrium. Especially in the infinite dimensional context, this demands the use of some parameters that modulate
the frequencies.
In a completely resonant case such parameters are to be found trough a nonlinear bifurcation analysis. In the small
amplitude regime this can be successfully done by performing Birkhoff normal form methods. The bifurcation param-
eters appear naturally as the amplitudes of an appropriate approximate solution, which is obtained by exciting a finite
number of modes, that we call tangential sites. It turns out that the tangential sites have to be chosen in a suitable way
and such choice is a fundamental ingredient of the proof of Theorem 1.
A serious difficulty is to prove that the amplitudes provide a sufficiently good modulation to impose infinitely many
non-resonance conditions. This is usually achieved by exploiting some non-degeneracy of the Birkhoff normal form
at order four, which in turn depends on the choice of the tangential sites. Proving the non-degeneracy of the normal
form is tantamount to prove a ”twist” condition between the bifurcation parameters and the first order corrections of
the eigenvalues of the linearized operator at the equilibrium.
Due to the quasi-linear nature of the equations and the presence of non-trivial resonances at order four (called
Benjamin-Feir resonances) the proof of the aforementioned ”twist” condition requires the implementation of a new
set of ideas.
The key ingredient to overcome these problems is a novel identification argument of normal forms. We refer to section
3 for a detailed discussion. We remark that, by the lack of parameters, classical uniqueness arguments concerning
non-resonant Birkhoff normal forms (see for instance [47]) cannot be applied. Actually our approach relies on the
presence of approximate conserved quantities and the formal integrability of the Hamiltonian of order four proved in
[64], [24], [21].
1.1. Formulation of the problem. We consider an incompressible and irrotational perfect fluid, under the action of
gravity occupying, at time t, a two dimensional domain with infinite depth, periodic in the horizontal variable, given
by
Dη :=
{
(x, y) ∈ T× R ; −∞ < y < η(t, x)}, T := R/(2πZ) , (1.1)
where η is a smooth function. The velocity field in the time dependent domain Dη is the gradient of a harmonic
function Φ, called the velocity potential. The time-evolution of the fluid is determined by a system of equations for
the two functions (t, x) → η(t, x), (t, x, y) → Φ(t, x, y). Following Zakharov [63] and Craig-Sulem [22] we denote
by ψ(t, x) = Φ(t, x, η(t, x)) the restriction of the velocity potential to the free interface. Given the shape η(t, x) of
the domainDη and the Dirichlet value ψ(t, x) of the velocity potential at the top boundary, one can recover Φ(t, x, y)
as the unique solution of the elliptic problem
∆Φ = 0 in Dη , ∂yΦ→ 0 as y → −∞ , Φ = ψ on {y = η(t, x)}. (1.2)
The (η, ψ) variables then satisfy the gravity water waves system∂tη = G(η)ψ∂tψ = −gη − 1
2
ψ2x +
1
2
(ηxψx +G(η)ψ)
2
1 + η2x
(1.3)
where G(η)ψ is the Dirichlet-Neumann operator
G(η)ψ :=
√
1 + η2x(∂nΦ)|y=η(t,x) = (∂yΦ− ηx∂xΦ)(t, x, η(t, x)) (1.4)
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and n is the outward unit normal at the free interface y = η(t, x). G(η) is a pseudo-differential operator with principal
symbol |D| := −i∂x , self-adjoint with respect to the L2 scalar product, positive-semidefinite, and its kernel contains
only the constant functions. Without loss of generality, we set the gravity constant to g = 1.
It was first observed by Zakharov [63] that (1.3) is a Hamiltonian system with respect to the symplectic form
dψ ∧ dη and it can be written as
∂tη = ∇ψH(η, ψ) , ∂tψ = −∇ηH(η, ψ) , (1.5)
where∇ denotes the L2-gradient, with Hamiltonian
H(η, ψ) :=
1
2
∫
T
ψG(η)ψ dx+
1
2
∫
T
η2 dx (1.6)
given by the sum of the kinetic and potential energy of the fluid. The invariance of the system (1.3) in the y and x
variable implies the existence of two prime integrals, respectively the “mass”
∫
T
η dx and the momentum
M :=
∫
T
ηx(x)ψ(x) dx. (1.7)
The Hamiltonian (1.6) is defined on the spaces
(η, ψ) ∈ Hs0(T;R) × H˙s(T;R) (1.8)
where Hs(T;R), s ∈ R, denotes the Sobolev space of 2π-periodic functions of x, H˙s(T;R) := Hs(T;R)/∼ is the
homogeneous Sobolev space obtained by the equivalence relation ψ1(x) ∼ ψ2(x) if and only if ψ1(x) − ψ2(x) is a
constant1, andHs0(T;R) is the subspace ofH
s(T;R) of zero average functions.
Since η̂0(t) :=
1
2π
∫
T
η(t, x) dx, ψ̂0(t) :=
1
2π
∫
T
ψ(t, x) dx evolve according to the decoupled equations2
∂tη̂0(t) = 0 , ∂tψ̂0(t) = −gη̂0(t) , (1.9)
we may restrict the study of the dynamics to the invariant subspace of (η, ψ) such that∫
T
η dx =
∫
T
ψ dx = 0 . (1.10)
Linear water waves system. Small amplitude solutions are close to the solutions of the linearized system of (1.3) at
the equilibrium (η, ψ) = (0, 0), namely {
∂tη = G(0)ψ
∂tψ = −η
(1.11)
where the Dirichlet-Neumann operator at the flat surface η = 0 is the Fourier multiplier G(0) = |D|. The solution of
the linear system (1.11) restricted to the subspace (1.10) are
η(t, x) =
1√
2π
∑
j∈Z\{0}
(
ηj(0) cos(
√
|j|t) + |j| 12ψj(0) sin(
√
|j|t)
)
eijx ,
ψ(t, x) =
1√
2π
∑
j∈Z\{0}
(
ψj(0) cos(
√
|j|t)− |j|− 12 ηj(0) sin(
√
|j|t)
)
eijx
(1.12)
with coefficients satisfying η−j(0) = ηj(0) and ψ−j(0) = ψj(0). The frequency of oscillation of the j-th mode is√|j| and we refer to the map
j →
√
|j| , j ∈ Z \ {0} , (1.13)
as the dispersion law of (1.11). We note that the dispersion law is even in j, then there are infinitely many multiple
eigenvalues.
1The fact that ψ ∈ H˙s is coherent with the fact that only the velocity field∇x,yΦ has physical meaning, and the velocity potential Φ is defined
up to a constant. For simplicity of notation we denote the equivalence class [ψ] by ψ and, since the quotient map induces an isometry of H˙s(T;R)
onto Hs0(T;R), we will conveniently identify ψ with a function with zero average.
2Since the ocean has infinite depth, if Φ solves (1.2), then Φc(x, y) := Φ(x, y − c) solves the same problem in Dη+c assuming the Dirichlet
datum ψ at the free boundary η + c. Therefore G(η + c) = G(η), ∀c ∈ R, and
∫
T
∇ηK dx = 0 where K :=
1
2
∫
T
ψG(η)ψ dx denotes the
kinetic energy.
QUASI-PERIODIC TRAVELING WAVES ON AN INFINITELY DEEP PERFECT FLUID UNDER GRAVITY 5
Passing to the complex coordinates, the system (1.11) is equivalent to the completely resonant equation
∂tu = −i|D| 12 u , u = 1√
2
(|D|− 14 η + i|D| 14ψ) . (1.14)
The Fourier multipliers in (1.14) are well-defined thanks to the choice (1.10). The solutions (1.12) assume the form
u(t, x) =
∑
j∈Z\{0}
uj(0)e
−i
√
|j|t+ijx , uj(0) :=
1√
2
(|j|− 14 ηj(0) + i|j| 14ψj(0)) (1.15)
and it is clear that they can be either periodic or quasi-periodic depending on the Fourier support.
Traveling quasi-periodic solutions. A quasi-periodic solution for the system (1.3) with an irrational frequency vector
ω ∈ Rν , ν ≥ 1, is defined by a smooth embedding
T
ν → H10 (T;R)×H10 (T;R)
ϕ 7→ U(ϕ, x) := (η˜(ϕ, x), ψ˜(ϕ, x)) (1.16)
such that
U ◦Ψtω = ΦtH ◦ U , Ψtω(ϕ0) := ϕ0 + ωt , (1.17)
where ΦtH is the flow of (1.6). By differentiating (1.17) at t = 0 we get that U has to be solution of the following
partial differential equation
ω · ∂ϕU −XH(U) = 0 , (1.18)
whereXH corresponds to the r.h.s of the system (1.3).
Since the Hamiltonians H and M commute, then s 7→ ΦsM ◦ ΦtH ◦ U , where ΦtM is the flow of (1.7), is a one-
parameter group of solutions of (1.18). An embedding U as in (1.16), with frequency v ∈ Rν , which is a solution of
the HamiltonianM in (1.7) is such that
U ◦Ψs−v = ΦsM ◦ U , ↔ U(ϕ0 − vs, x) = U(ϕ0, x+ s) . (1.19)
We refer to v as its velocity vector. By differentiating (1.19) at s = 0 we find the following quasi-periodic transport
equation with constant coefficients
v · ∂ϕU +XM (U) = 0, XM (U) = (η˜x, ψ˜x). (1.20)
If U satisfies (1.17), (1.19) then
U(ϕ0 + ωt, x+ s) = Φ
t
H ◦ ΦsM ◦ U = U ◦Ψs−v ◦Ψtω(ϕ0) = U(ϕ0 + ωt− vs, x) .3 (1.21)
The quasi-periodic traveling waves we look for are solutions of the form (1.21). We point out that the linear
solutions (1.12) are of this type with velocity vector depending on the Fourier support.
Definition 1. (Quasi-periodic traveling waves). (i) A function (η(t, x), ψ(t, x)) : R × T → R2 is a quasi-periodic
solution of (1.3) with irrational frequency vector ω ∈ Rν , ν ∈ N and ω · ℓ 6= 0 for any ℓ ∈ Zν \ {0}, if there is an
embedding U : Tν → R2 as in (1.16) such that (η(t, x), ψ(t, x)) = U(ωt, x) solves (1.3).
(ii) A quasi-periodic solution is traveling with velocity vector v ∈ Zν if there is a function U˜ : Tν → R2 such that
(η(t, x), ψ(t, x)) = U(ωt, x) = U˜(ωt− vx) . (1.22)
We remark that an embeddingU satisfies (1.22), i.e. U(ϕ, x) = U˜(ϕ−vx) for all ϕ ∈ Tν thanks to the irrationality
of ω, if and only if U(ϕ, x) solves the transport equation (1.20).
We shall construct such solutions localized in Fourier space at ν distinct tangential sites
S := S+ ∪ S− , S+ := {1, . . . , m} ⊂ N \ {0} , S− := {m+1, . . . , ν} ⊂ −N \ {0} , (1.23)
for some 1 ≤ m ≤ ν and where
k 6= −j , ∀j ∈ S+, ∀k ∈ S−. (1.24)
The solutions of (1.11) that originate by exciting the tangential modes are superpositions of periodic traveling linear
waves with velocity i and frequency
√|i|. Such motions are quasi-periodic (or periodic) traveling waves of the form
(1.22) with frequency vector
ω :=
(√
|1|, . . . ,
√
|ν |
)
∈ Rν (1.25)
3Note that the freedom in the choice of the phase ϕ0 comes from the autonomous nature of the systems involved.
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and velocity vector
v := (1, . . . , ν) ∈ Zν . (1.26)
We construct quasi-periodic traveling waves solutions of (1.3) which are “close” to the linear ones, namely they will
be of the form
η(t, x) =
∑
j∈S
(
aj cos(ωjt) + bj sin(ωjt)
)
eijx + o(
√
|ζ|) ,
ψ(t, x) =
∑
j∈S
|j|− 12
(
bj cos(ωjt)− aj sin(ωjt)
)
eijx + o(
√
|ζ|) ,
ω = ω +O(|ζ|) , aj := |j|
1
4√
2
(√
ζj +
√
ζ−j
)
, bj :=
|j|− 14
i
√
2
(√
ζj −
√
ζ−j
)
(1.27)
where o(
√|ζ|) is meant in theHs-topology with s large. The vectors (√ζj)j∈S ∈ Rν represent the amplitudes of the
approximate solutions from which we have the bifurcation.
Due to the absence of physical (or external) parameters in the system (1.3), we shall use these unperturbed amplitudes
to modulate the frequencies of the expected solutions. It turns out that such strategy is not doable for any choice of the
tangental sites i, but we will prove that generically it is. When we refer to a generic choice of the tangential sites we
mean that the i’s are chosen such that the vector (1, . . . , ν) is not a zero of a certain non-trivial poynomialC
ν → C.
We remark that such choice is equivalent to the choice of the velocity vector v in (1.26).
Denoting by B(0, ̺) the ball centered at the origin of Rν of radius ̺ > 0, our result can be stated as follows.
Theorem 2. (Quasi-periodic traveling gravity waves). Let ν ≥ 1. For a generic choice of the velocity vector v as in
(1.26) there exist s≫ 1, 0 < ̺≪ 1 and a positive measure Cantor-like set A ⊆ B(0, ̺) such that the following holds.
For any ζ ∈ A, the equation (1.3) possesses a small amplitude quasi-periodic solution (η, ψ)(t, x; ζ) = U(ωt, x; ζ)
of the form (1.27) which is a traveling wave with velocity vector v, U(ϕ, x) ∈ Hs(Tν+1,R2) and ω := ω(ζ) ∈ Rν
is a diophantine frequency vector. Moreover for 0 < ε ≤ √̺, the set A has asymptotically full relative measure in
[ε2, 2ε2]ν .
Moreover these solutions are linearly stable.
Now we discuss the main issues and the novelties of the paper.
• The general form of the linear frequencies of oscillations for the water waves equations is the following√
|j| tanh(h|j|)(g + κj2),
where h and κ are respectively the depth and the capillarity of the fluid. If h > −∞ or κ 6= 0 such parameters may be
used to impose non-resonance conditions (see for instance [6], [17], [57]). In our case h = −∞ and κ = 0, thus the
linear frequencies of oscillations are
√
g |j| and the elements of the infinite dimensional space span{ei|n|t ein2x : n ∈
Z} are periodic solutions of the linearized problem at the origin (completely resonant case).
The physical parameter g clearly does not modulate the frequencies, hence if we look for quasi-periodic solutions we
need to extract parameters directly from the nonlinearities of the equation. We do that by means of Birkhoff normal
form (BNF) techniques (see section 3 for a detailed discussion). In this way the bifurcation parameters are essentially
the “initial data” or the amplitudes of an appropriate approximate solution (see (1.27)) from which the bifurcation
occurs. The choice of the Fourier support of such approximate solution plays a fundamental role in proving some non-
degeneracy conditions. Roughly speaking, both the amplitudes
√
ζi and the tangential sites i will be “parameters”
of our problem.
• The frequency of the expected quasi-periodic solutions are close to resonant vectors, then the diophantine constant γ
appearing in non-resonance conditions, see for instance (5.21), has size small as the amplitudes. This clearly produces
difficulties in the application of perturbative methods.
• In performing BNF procedures we shall deal with resonances among linear frequencies. It is known that the pure
gravity case in infinite depth has no 3-waves resonant interactions. On the other hand, there are many non-trivial
4-wave interactions , called Benjamin-Feir resonances (see (3.30)). We then exploit a fundamental property of the
pure gravity waver waves Hamiltonian (1.6) in infinite depth: the formal integrability, up to order four, of the Birkhoff
normal form. This has been proved in [64], [24], [21] by showing explicit key algebraic cancellations occurring for
the coefficients of the Hamiltonian.
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• In order to show that the “initial data” of the expected solutions tune in an efficient way the frequencies we shall
find the explicit expression of the first order corrections of the tangential frequencies and of the spectrum of the
linearized operator in the normal directions. We use an identification argument of normal forms based on the presence
of approximate constants of motion to detect them (see section 3.4 and Proposition 11.18). Actually, even after this
procedure, the Hamiltonian is still partially degenerate. Indeed it turns out that there are a finite number of eigenvalues
which are still in resonance. We overcome this difficulty by passing to suitable rotating coordinates, see Lemma 11.19.
•We exhibit the existence of a wide class of traveling quasi-periodic solutions with no parity restrictions in time and
space by using the Hamiltonian structure and the x-translation invariance of (1.3). It is well known that the water
waves system (1.3) exhibits additional symmetries. For instance the vector fieldXH in (1.5) is
(i) reversible with respect to the involution
S :
(
η(x)
ψ(x)
)
7→
(
η(−x)
−ψ(−x)
)
(1.28)
i.e. it satisfies XH ◦ S = −S ◦XH ;
(ii) even-to-even, i.e. maps x-even functions into x-even functions.
In several papers (for instance [6], [17], [46], [57]) such symmetries are adopted to remove degeneracies due to
translation invariance in x and t. Since we do not look for solutions in the subspace of reversible functions, namely
(η, ψ) such that (η, ψ)(t, x) = (η,−ψ)(−t,−x) = S(η, ψ)(−t, x), (1.29)
the existence of a solution U(t, x) of (1.3) implies the existence of a possibly different solution SU(−t, x).
• The vector field in (1.3) is a singular perturbation of the linearized system at the origin (1.11) since the nonlinearity
contains derivatives of the first order, while (1.14) contains only derivatives of order 1/2. We remark that this is not
that case when the capillarity κ 6= 0.
• The dispersion law (1.13) is sub-linear. This is a major difference in developing KAM theory for equations with
super-linear dispersion law, such as in the gravity-capillary case. Indeed a weaker dispersion law implies bad sepa-
ration properties of the eigenvalues. The main issue concerns the verification of non-resonance conditions between
the tangential frequencies and the difference of the normal ones, called “second order Melnikov conditions”. The bad
separation property force to impose very weak conditions. In this paper we adopt a different strategy respect to [6]
where the same problem occurs.
Our approach is well adapted to the completely resonant case since it allows to reduce the number of steps of nonlin-
ear bifurcation. It is based on the conservation of momentum, the algebraic structure of the equations and a careful
analysis of the resonant regimes. We refer to section 1.2 for a detailed discussion.
• The stability result is the same given in Theorem 1.2 in [6]. This is of course an interesting dynamical information
itself. We also remark that it is a consequence of an important ingredient of the proof, a reducibility argument of the
linearized equation at the quasi-periodic solution.
By a linearly stable U(ωt, x)we mean that the linearized operator at the embedded torusU(ϕ, x) has purely imaginary
spectrum. In particular we are able to provide a set of coordinates in which the linear problem is diagonal in the
directions normal to the torus. As a consequence the Cauchy problem of the linearized equation is stable, i.e. the
Sobolev norms are uniformly bounded in t.
Literature. We present some results on the water waves system.
Euclidean case. In the Euclidean case, i.e. when x ∈ Rd, the problem of local/global well-posedness has been
addressed by several authors. Without trying to be exhaustive we mention Coutand-Shkoller [19], Lindblad [54],
Lannes [51] Alazard-Burq-Zuily [2, 3] for local well-posedness results. We refer to [41] for a survey on the subject
(and reference therein). In the Euclidean case it is also possible to construct global in time solution by exploiting
the dispersive effect of the linearized problem. We quote Germain-Masmoudi-Shatah [34], Wu [62], Ionescu-Pusateri
[39], Alazard-Delort [4, 5], Ifrim-Tataru [37]. See also [61], [40], [38].
We now briefly discuss some known results about the the existence of special solutions for the water waves equa-
tions.
Traveling waves. Early results about traveling waves date back to 19-th century. In [59] Stokes provided the first
nonlinear analysis of the two dimensional traveling gravity waves, by computing a nonlinear approximation of the
flow. The rigorous bifurcation of small amplitude bi-dimensional traveling gravity water waves solutions has been
obtained by Levi-Civita [53], and Struik [60]. The three-dimensional case has been successfully approached more
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recently. We quote the paper [20] (and reference therein) by Craig-Nicholls where the existence of traveling wave
solutions is proved in the gravity-capillary case with space periodic boundary conditions. In absence of capillarity the
existence of periodic traveling waves is a small divisor problem. This case has been treated by Iooss and Plotnikov in
[44, 45].
Standing waves. The time periodic standing waves are “truly” time dependent solutions, namely they are not stationary
with respect to a moving reference frame. We quote Plotinkov and Toland [57] for the gravity case in finite depth,
Iooss-Plotnikov-Toland [46] and Ioss-Plotnikov [43] in infinite depth. In [1] Alazard-Baldi show the existence of
periodic gravity-capillary standing waves.
We remark that the above quoted results regard periodic in time solutions.
Time quasi-periodic waves. The existence of time quasi-periodic solutions for PDEs has been widely studied from the
′80s. We mention the pioneering works by Kuksin [48], Craig-Wayne [23], Bourgain [18], Kuksin-Po¨schel [50]. The
KAM theory for PDEs with unbounded perturbation is quite more recent, see for instance [49, 55, 10]. The problem
of dealing with quasi-linear equations has been tackled first by Baldi-Berti-Montalto in [7, 8] for the KdV equation.
Their method has been extended to deal with many models of interest in hydrodynamics, such as the Schro¨dinger
equation, [33], generalized KdV, [35], Kirchoff [56], Degasperis-Procesi equation, [30]. Regarding the water waves
problemwe quote the novel results of existence of standing waves by Berti-Montalto [17] for the gravity-capillary case
and by Baldi-Berti-Haus-Montalto [6] for the gravity case in finite depth. Eventually we mention the recent preprints
[16] by Berti-Franzoi-Maspero on the existence of quasi-periodic traveling waves for fluids with constant vorticity
under the action of gravity and capillary forces, and [9] by Baldi-Montalto regarding time quasi-periodic solutions for
the incompressible Euler equation on T3.
Birkhoff normal form and long time stability on tori. The normal form theory plays a fundamental role in our approach.
In particular we refer to the pioneeringworks [64, 26, 24] (see also [21]) where is proved the integrability (at the formal
level) of the Birkhoff normal form at order four of the pure gravity water waves in infinite depth. The paper quoted
above provide just a “formal” result in the sense that no actual relation can be established between the flow generated
byH in (1.6) and the one generated by the Hamiltonian in Birkhoff normal form.
Rigorous long time existence results for water waves, based on a normal form approach, are quite more recent. We
mention [12] by Berti-Delort, where the authors provide the existence of solutions evolving from ε-small data up to
time of order ε−M for the 2-d gravity-capillary water waves equations. Ionescu-Pusateri in [42] prove a life span of
order ε−5/3+ for the gravity-capillary waves in 3-d. These results hold for almost all values of the gravity and surface
tension parameters.
Without the use of any external parameter, we mention the paper by Berti-Feola-Pusateri [14] on the pure gravity
case (1.3) (see also [15]). Using a novel identification of normal form argument introduced in [30], the authors proved
an ε−3 existence result providing a rigorous proof of the Zakharov-Dyachenko conjecture (see [64], [26]). With a
similar idea Berti-Feola-Franzoi proved in [13] a quadratic life span for gravity-capillary water waves for any values
of the gravity and surface tension.
Plan of the paper. In section 2 we introduce the functional setting and the classes of linear operators that we shall
consider in the reducibility argument.
In section 3 we discuss the formal integrability of the pure gravity water waves at order four and we show how to
exploit it to prove the normal form identification argument of section 3.4.
In section 4 we apply a “weak” version of a Birkhoff normal form procedure to the Hamiltonian (1.6) (see Propo-
sition 4.3) and we show that there exists a finite dimensional approximately invariant subspace foliated by embedded
tori. Then, in section 5, we prove that the dynamics on such subspace is non-isochronous (see the Hamiltonian system
(5.2) and Lemma 5.2). In this way we find a first good nonlinear approximate solution. In section 5.2 we state the
Theorem 5.5 fromwhich we deduce the main result. This theorem is proved through a Nash-Moser nonlinear iteration,
see Theorem 13.1.
In section 6 we prove Theorem 6.8 that concerns the inversion of the linearized operator at an approximate solution.
Sections 8-12 are devoted to the verification of the assumptions of Theorem 6.8, in particular we prove the invertibility
of the linearized operator in the normal directions, whose properties are discussed in section 7. The key results of
sections 8-9 are Propositions 8.3, 9.1, 9.5. In section 10 we show how to reduce the linearized operator to a diagonal
one up to a smoothing remainder, see Proposition 10.3. In section 12 we prove the reducibility Theorem 12.1 which
implies the invertibility result in Proposition 12.2.
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In section 11 we deal with the terms which still are not perturbative for the KAM scheme of Theorem 12.1. By
Lemma 11.17 and Proposition 11.18 we find the first order corrections of the normal eigenvalues. Then we split the
reduction of the remaining non perturbative terms by performing a low / high modes analysis.
We show that the analysis of high modes in section 11.3 does not involves small divisors. In section 11.4 we
perform the analysis for low modes. In section 13 we conclude the proof of the main theorem by providing the
measure estimates of the set of “good” frequencies.
1.2. Scheme of the proof. Here we resume the steps of the proof highlighting the key ingredients.
(i) Nash-Moser theorem of hypothetical conjugation. The quasi-periodic solutions are found as zeros of the nonlinear
functional equation (6.1). We apply a Nash-Moser scheme (see Theorem 13.1) that provides the zeros of such func-
tional as limit of a sequence of approximate solutions convergent in some Sobolev space.
The main issues concern the invertibility of the linearized operator in a neighborhood of the equilibrium and the search
for a good approximate solution that initializes the scheme.
In sections 4 and 5 we construct the first nonlinear approximate solution from which the expected solutions bifurcate.
From a geometrical point of view, we determine the ”unperturbed” embedded torus that we want to continue to one
which is invariant for the full Hamiltonian system (1.6).
In a suitable set of coordinates the linear dynamics of the tangential (to the torus) variables is decoupled by the dy-
namics of the normal ones (we follow the Berti-Bolle method [11]). In section 6 we solve the equations corresponding
to the tangential part and in sections 7-12 we deal with the linearized operator in the normal directions.
(ii) Weak Birkhoff normal form. In order to find the first nonlinear approximation we implement a Birkhoff normal
form method, more precisely we construct a map, which is close to the identity up to a finite rank operator, such that
the HamiltonianH in (1.6) assumes the form (see (4.7))HBirk +R with R a small remainder and
1. there exists a finite dimensional subspace US invariant forHBirk;
2. the Hamiltonian restricted toUS is integrable and non-degenerate in the sense that the “frequency-to-amplitude”
map (see (5.4)) is invertible.
We refer to this procedure as a weak Birkhoff normal form, see the discussion in section 3.
At the n-th step of the BNF procedure one has to deal with n-waves resonant interactions, which are zeros of the
algebraic equations
n∑
i=1
σiji = 0 ,
n∑
i=1
σi
√
|ji| = 0 , σi = ± , i = 1, . . . , n . (1.30)
We say that a n-tuple (j1, . . . , jn) is a trivial resonance if n is even, up to permutations one has σi = −σi+1,
i = 1, . . . , n − 1, and the n-tuple has the form (j, j, k, k, . . .). It is easy to note that monomials supported on trivial
resonances are integrable. Unfortunately, even for n = 4, there are infinitely many non-trivial solutions of (1.30).
For n = 4 they are called Benjamin-Feir resonances (see (3.30)). To deal with this resonances we reason as follows.
In [64], [24], [21] it has been proved that the coefficients of the normalized Hamiltonian (obtained by a full Birkhoff
normal form procedure, see section 3) at order four of the monomials corresponding to the Benjamin-Feir resonances
vanish. In subsections 3.3, 3.4, by using suitable algebraic arguments, we actually prove that such cancellations of
[64], [24], [21] occur also preforming a weak version of BNF which involves only finitely many tangential sites (see
(1.23)). This is the content of Proposition 3.2. In this way we conclude the integrability of the weak BNF Hamiltonian
at degree 4 and we obtain its explicit formula (4.8). We remark that formula (4.8) is fundamental to prove the non-
degeneracy of the frequency shift. In order to deal with higher order resonances we use the genericity argument of
section 4.1.
(iii) Invertibility of the linearized operator. In section 7 we compute the linearized operator in the normal directions
Lω (see (7.4)).
The invertibility is obtained by a reducibility argument that consists into two main steps:
(a) a pseudo differential reduction in decreasing order of Lω which conjugates the linearized operator to a pseudo
differential one with constant coefficients up to a bounded remainder;
(b) a reduction of bounded operators and a KAM scheme which completes the diagonalization;
The main new issues are the following:
(I) by the complete resonance of the linear equation (1.14) the frequency ω is close to a resonant vector, then
the diophantine constant γ in (5.20) (see also (5.21)) is small with the size ε of the amplitudes. This implies
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that many terms in Lω are not perturbative, in the sense that, roughly speaking, their size divided by γ is big
(εγ−1 ≫ 1).
(II) we consider the linearization on a quasi-periodic traveling function U(ϕ, x) without any assumption on the
parity of ϕ and x. Usually such conditions provide some algebraic cancellations in performing steps (a)-(b)
and reduce the multiplicity of the eigenvalues simplifying the proof.
We deal with (I) by splitting each step of the regularization into 2 parts. In the first one we deal with non per-
turbative terms of Lω by using algebraic arguments involving Birkhoff resonances among the unperturbed linear
frequencies of oscillation. We refer to these steps as preliminary steps and linear Birkhoff normal form steps when
they are performed in the procedures described in items (a) and (b) respectively. As a consequence, together with
the identification argument of the Proposition 11.18, we obtain a normal form around the approximately invariant
embedded tori that allows to control the resonances between the tangential and the the normal frequencies.
Concerning (II) we deeply use the Hamiltonian structure and the conservation of momentum. Furthermore, to
deal with the reduction to constant coefficients of the transport term
ω · ∂ϕ + V (ϕ, x)∂x (1.31)
appearing in Lω, we need to exploit key algebraic properties of the pure gravity water waves equation. This is the
most delicate point of procedure (a) and we describe it below. Actually this problem is equivalent to straightening
the degenerate vector field ω · ∂∂ϕ + V (ϕ, x) ∂∂x on the ν + 1-dimensional torus. By using that we linearized on a
quasi-periodic traveling wave we can reduce it to the study of the following non-degenerate vector field (on a lower
dimensional torus)
(ω −V(Θ)v) · ∂
∂Θ
, Θ ∈ Tν ,
whereV(ϕ− vx) = V (ϕ, x).
(iv) Non-resonance conditions. Since the dispersion law is sub-linear, in each step of items (a) and (b) small divisors
problems arise. We discuss the non-resonance conditions that we shall require on the eigenvalues. In order to deal
with the operator in (1.31) we shall impose the following “zero order Melnikov conditions”:
|(ω −m1v) · ℓ| ≥ γ〈ℓ〉−τ , ∀ ℓ ∈ Zν \ {0} (1.32)
where m1 ≈ (2π)−ν
∫
Tν
V(Θ)dΘ, τ > ν + 1.
In section 11 we compute the first order corrections to the eigenvalues of the linearized operator in the normal
directions. This step is fundamental in order to impose the non resonance conditions required for the KAM reducibility
scheme of item (b). Thanks to the identification argument of section 11.2 it turns out that we need to prove the non-
degeneracy of the following map:
ω 7→ A ζ(ω) · ℓ+m1(ω)(j − k) + cj(ω)j − ck(ω)k , v · ℓ+ j − k = 0 , ∀ ℓ ∈ Zν , j, k ∈ Sc ,
where A is the matrix in (5.3) (which only depends on the choice of the tangential sites), m1 is in (10.3) and cj is in
(11.61). In principle the presence of the cj’s produces serious difficulties in imposing the non resonance conditions.
However only a finite number of such corrections are different from zero. We show that in an appropriate set of
rotating coordinates those corrections disappear. See Lemma 11.19.
In the KAM reducibility scheme in item (b) we shall impose suitable lower bounds on the function
ψℓ,j,k = ω · ℓ+m1(j − k) + (1 +m 1
2
)(
√
|j| −
√
|k|) +m0(sign(j)− sign(k)) + rj − rk (1.33)
ℓ ∈ Zν , j, k ∈ Z \ {0}, with m1/2, m0, rj depending on ω and satisfying
(sup
j
|j|−1/2|rj |+ |m1/2|+ |m0|)γ−1 ≪ 1 .
These conditions are called “second order Melnikov conditions” and are of the form
|ψℓ,j,k| ≥ η〈ℓ〉τ , ℓ ∈ Z
ν , j, k ∈ Z \ {0} , (ℓ, j, k) 6= (0, j, j) , (1.34)
where η, τ > 0 are some constants to be fixed. We prove that (1.34) hold with
η := γ3 ≪ γ , (1.35)
where γ is the constant appearing in (1.32). Actually we show that the complementary of the set of frequencies ω such
that (1.34) holds has measure going to zero as ε → 0. The crucial problem is the summability in the indexes ℓ, j, k.
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Since in this case the linear frequencies grows at infinite only sublinearly, there are regimes in which
√|j|−√|k| → 0
as |j|, |k| → ∞. This means that for any fixed ℓ there are infinitely many indexes j, k to be taken into account. The
key idea that we use is the following. By the conservation of momentum we need to impose the conditions (1.34) only
for (ℓ, j, k) satisfying
v · ℓ+ j − k = 0 , (1.36)
where v is given in (1.26). This allows us to show (see Lemma 13.7) that, if |j|, |k| are much more larger than |ℓ|, then
the conditions (1.34) are implied by the (1.32) and then we are left to control the small divisors only for finitely many
indexes j, k.
An alternative approach is to prove Melnikov conditions which lose derivatives by setting
η :=
γ
〈j〉d〈k〉d , d > 1 . (1.37)
This choice allows to prove that “many” frequencies ω satisfy the (1.34), but the small divisors creates a true loss of
space derivatives.
The class of non perturbative terms is enlarged by the choice (1.35) but such terms are compactly time-Fourier
supported (|ℓ| ≤ C for some constant C > 0). It turns out that if at least one between |j|, |k| is large enough then
there are no small divisors (see Lemma 11.3). Otherwise we choose to impose the second Melnikov conditions with η
as in (1.37). Actually this does not create any loss of derivatives since |j|, |k| are taken into a ball with finite radius.
Another possibility would be to use η as in (1.37) in any regimes ℓ, j, k as done in [6]. As a drawback this choice
would require several steps of reduction to constant coefficients up to smoothing remainders before applying the
KAM scheme of item (b) above. Since we are dealing with a resonant case, it turns out that the accuracy necessary
for the bifurcation point depends on the number of reduction steps. In other words the number of weak Birkhoff
normal form steps in section 4 increases rapidly as the number of reduction steps increases. Choosing to reduce to
constant coefficients only the pseudo-differential operators of non-negative orders (up to remainders which are only
1/2-smoothing) provides the optimal balancing of the two procedures.
Acknowledgements. The authors wish to thank Michela Procesi and Marcel Guardia for many useful discussions and
comments.
2. FUNCTIONAL SETTING
2.1. Function spaces. We consider functions u(ϕ, x) defined on Tν × T with zero average in x ∈ T. Passing to the
Fourier representation we write
u(ϕ, x) =
1√
2π
∑
j∈Z\{0}
uj(ϕ) e
ijx =
1√
2π
∑
ℓ∈Zν ,j∈Z\{0}
uℓj e
i(ℓ·ϕ+jx) . (2.1)
For ϕ-independent Fourier coefficients we also use the notation
u+n := un := û(n) and u
−
n := un := û(n) .
Let s ∈ R. We define the scale of Sobolev spaces
Hs :=
{
u(ϕ, x) ∈ L2(Tν+1;C) : ‖u‖2s :=
∑
ℓ∈Zν ,j∈Z\{0}
|uℓj |2〈ℓ, j〉2s <∞
}
, (2.2)
where 〈ℓ, j〉 := max{1, |ℓ|, |j|}, |ℓ| :=∑νi=1|ℓi|.
In the following we shall consider the scale of Sobolev spaces (Hs)Ss=s0 where
S ≫ s0 := [ν/2] + 2. (2.3)
We remark that Hs0 is continuosly embedded in L∞(Tν+1;C).
Lipschitz norm. Fix ν ∈ N \ {0} and let O be a compact subset of Rν . For a function u : O → E, where (E, ‖·‖E)
is a Banach space, we define the sup-norm and the lip-seminorm of u as
‖u‖supE := ‖u‖sup,OE := sup
ω∈O
‖u(ω)‖E, ‖u‖lipE := ‖u‖lip,OE := sup
ω1,ω2∈O,
ω1 6=ω2
‖u(ω1)− u(ω2)‖E
|ω1 − ω2| .
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If E is finite dimensional, for any γ > 0 we introduce the weighted Lipschitz norm
‖u‖γ,OE := ‖u‖sup,OE + γ‖u‖lip,OE .
If E is a scale of Banach spaces, say E = Hs, for γ > 0 we introduce the weighted Lipschitz norm
‖u‖γ,Os := ‖u‖sup,Os + γ‖u‖lip,Os−1 , ∀s ≥ s0 (2.4)
where we denoted by [r] the integer part of r ∈ R.
2.2. Linear operators. We introduce general classes of linear operators which will be used in the paper following
[30]. We consider ϕ-dependent families of operators A : Tν 7→ L(L2(T;R)) (or L(L2(T;C)) ϕ 7→ A(ϕ) acting of
functions u(x) ∈ L2(T;R) (orL2(T;C)). We also regardA as an operator acting on functions u(ϕ, x) ∈ L2(Tν+1;R)
(or L2(Tν+1;C)) of the space-time. In other words the action of A ∈ L(L2(Tν+1;R)) is defined by
(Au)(ϕ, x) = (A(ϕ)u(ϕ, ·))(x) .
We represent a linear operatorQ acting on L2(Tν+1;R2) by a matrix
Q :=
(
A B
C D
)
(2.5)
where A, B, C, D are operators acting on the scalar valued components η, ψ ∈ L2(Tν+1;R). The action of A on
periodic functions as in (2.1) is given by
(Au)(ϕ, x) =
1√
2π
∑
l∈Zν ,j∈Z
eil·ϕeijx
( ∑
p∈Zν ,k∈Z
Akj (l − p)û(p, k)
)
. (2.6)
We shall identify the operator A with the matrix (Akj (ℓ))ℓ∈Zν ,j,k∈Z. We say that A is a real operator if it maps real
valued functions in real valued functions. For the matrix coefficients this means that
Akj (ℓ) = A
−k
−j (−ℓ) .
It will be convenient to work with the the complex variables (u, u) = C(η, ψ) introduced in (3.3). Thus we study how
the linear operatorsQ as in (2.5) transform under the map C. We have
T := CQC−1 := (T σ′σ )σ,σ′=± :=
(T ++ T −+
T +− T −−
)
, T σ′σ = T −σ′−σ , σ, σ′ = ±
T ++ :=
1
2
{
(A+D)− i(B − C)} , T −+ := 12{(A−D) + i(B + C)} ,
(2.7)
where the conjugate operator T σ′σ is defined as
T σ′σ [h] := T σ′σ [h] . (2.8)
By setting u+ = u, u− = u for any u ∈ L2(Tν+1;C), the action of an operator T of the form (2.7) is given by
(T [ uu ])(ϕ, x) = (T ++ u+ + T −+ u−T +− u+ + T −− u−
)
(2.7)
=
(
T ++ u+ + T −+ u−
T −+ u+ + T ++ u−
)
. (2.9)
By formulæ (2.6), (2.9) we shall identify the operator T with the matrix (T σ′,kσ,j (ℓ))ℓ∈Zν ,j,k∈Z,σ,σ′=±, where
T σ′,kσ,j (ℓ) :=
∫
Tν+1
T σ′σ [ei(σ
′k−σj)x e−iℓ·ϕ] dx dϕ.
Definition 2.1. (Real-to-real). We say that an operator T acting on L2(Tν+1;C2) of the form (2.7) is real-to-real.
Equivalently an operator is real-to real if it preserves the following subspace
U := {(u, v) ∈ L2(Tν+1;C2) : v = u} .
Remark 2.2. Notice that the conjugate of a real operator as in (2.5) under the map Λ in (3.4) has the form (2.7) and
hence it is real-to-real.
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2.2.1. Tame operators. We use the notation A . B to denote A ≤ CB where C is a positive constant possibly
depending on fixed parameters given by the problem. We use the notation A .y B to denote A ≤ C(y)B if we wish
to highlight the dependence on the variable y of the constant C(y) > 0.
We use the notationO ⋐ Rν to denote a compact subset of Rν .
Linear Tame operators. Here we introduce rigorously the spaces and the classes of operators on which we work.
Definition 2.3. (σ-Tame operators). Let 0 < s0 < S ≤ ∞ be two integer numbers and σ ≥ 0. We say that a linear
operator A is σ-tame w.r.t. a non-decreasing sequence of positive real numbers {MA(σ, s)}Ss=s0 if (recall (2.2))
‖Au‖s ≤MA(σ, s)‖u‖s0+σ +MA(σ, s0)‖u‖s+σ u ∈ Hs ,
for any s0 ≤ s ≤ S. We call MA(σ, s) a TAME CONSTANT for the operator A. When the index σ is not relevant we
write MA(σ, s) = MA(s). For an operator T acting on L2(Tν+1;C2) of the form (2.7) we set
MT (σ, s) := max{MT ++ (σ, s),MT −+ (σ, s)}.
Definition 2.4. (Lip-σ-Tame operators). Let σ ≥ 0 and A = A(ω) be a linear operator defined for ω ∈ O ⋐ Rν .
Let us define
∆ω,ω′A :=
A(ω)−A(ω′)
|ω − ω′| , ω, ω
′ ∈ O , ω 6= ω′. (2.10)
Then A is Lip-σ-tame w.r.t. a non-decreasing sequence {MγA(σ, s)}Ss=s0 if the following estimate holds
sup
ω∈O
‖Au‖s , γ sup
ω 6=ω′
‖(∆ω,ω′A)‖s−1 ≤s MγA(σ, s)‖u‖s0+σ +MγA(σ, s)‖u‖s+σ, u ∈ Hs .
We callM
γ
A(σ, s) a LIP-TAME CONSTANT of the operator A. When the index σ is not relevant we write M
γ
A(σ, s) =
M
γ
A(s).
Modulo-tame operators and majorant norms. We now introduce a class of operators which are tame respect to a
norm stronger than the operator norm.
Definition 2.5. (Majorant operator). Let s ∈ R and u ∈ Hs, we define the majorant function
u(ϕ, x) := (2π)−1/2
∑
ℓ∈Zν ,j∈Z\{0}
|uℓj|ei(ℓ·ϕ+jx).
Note that ‖u‖s = ‖u‖s. Let A ∈ L(Hs) and recall its matrix representation (2.6). We define the majorant matrix A
as the matrix with entries (
A
)k
j
(ℓ) := |(A)kj (ℓ)| j, k ∈ Z \ {0}, ℓ ∈ Zν .
We consider the majorant operator norms
‖A‖L(Hs) := sup
‖u‖s≤1
‖Au‖s .
We have a partial ordering relation in the set of the infinite dimensional matrices, i.e. if
A  B ⇔ |Akj (ℓ)| ≤ |Bkj (ℓ)| ∀j, k, ℓ ⇒ ‖A‖L(Hs) ≤ ‖B‖L(Hs) , ‖Au‖s ≤ ‖Au‖s ≤ ‖B u‖s . (2.11)
Since we are working on a majorant norm we have the continuity of the projections on monomial subspace, in partic-
ular we define the following functor acting on the matrices
ΠKA :=
{
Akj (ℓ) if |ℓ| ≤ K ,
0 otherwise
Π⊥K := I−ΠK . (2.12)
Finally we define for b ∈ N the operator 〈∂ϕ〉bA whose matrix element are
(〈∂ϕ〉bA)kj (ℓ) := 〈ℓ〉bAkj (ℓ) . (2.13)
Definition 2.6. (σ-modulo tame operators). Let 0 < s0 < S ≤ ∞ be two integer numbers and σ ≥ 0. We say that
a linear operator A is σ-modulo tame w.r.t. a non-decreasing sequence of positive real numbers {M♯A(σ, s)}Ss=s0 if
(recall (2.2))
‖Au‖s ≤M♯A(σ, s)‖u‖s0+σ +M♯A(σ, s0)‖u‖s+σ u ∈ Hs ,
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for any s0 ≤ s ≤ S. We call M♯A(σ, s) a MODULO TAME CONSTANT for the operator A. When the index σ is not
relevant we write M
♯
A(σ, s) = M
♯
A(s). For an operator T acting on L2(Tν+1;C2) of the form (2.7) we set
M
♯
T (σ, s) := max{M♯T ++ (σ, s),M
♯
T −+
(σ, s)}.
Definition 2.7. We say that A is (−1/2)-modulo tame if 〈D〉1/4A〈D〉1/4 is 0-modulo tame, where 〈D〉 is the Fourier
multiplier with symbol 〈j〉. We denote
M
♯
A(−1/2, s) := M♯〈D〉1/4A〈D〉1/4(0, s),
M♯A(−1/2, s, a) := M♯〈∂ϕ〉a〈D〉1/4A〈D〉1/4(0, s) , a ≥ 0 .
Definition 2.8. (Lip-σ-modulo tame). Let σ ≥ 0. A linear operatorA := A(ω), ω ∈ O ⋐ Rν , is Lip-σ-modulo-tame
w.r.t. a non-decreasing sequence {M♯,γA (σ, s)}Ss=s0 if the majorant operators A, ∆ω,ω′A (see (2.10)) are Lip-σ-tame
w.r.t. these constants, i.e. they satisfy the following weighted tame estimates: for all s ≥ s0 and for any u ∈ Hs,
sup
ω∈O
‖Au‖s , sup
ω 6=ω′∈O
γ‖∆ω,ω′Au‖s ≤M♯,γA (σ, s0)‖u‖s+σ +M♯,γA (σ, s)‖u‖s0+σ .
The constantM
♯,γ
A (σ, s) is called the MODULO-TAME CONSTANT of the operatorA. When the index σ is not relevant
we write M
♯,γ
A (σ, s) = M
♯,γ
A (s).
Definition 2.9. We say that A is Lip-(−1/2)-modulo tame if 〈D〉1/4A〈D〉1/4 is Lip-0-modulo tame, where 〈D〉 is the
Fourier multiplier with symbol 〈j〉. We denote
M
♯,γ
A (−1/2, s) := M♯,γ〈D〉1/4A〈D〉1/4(0, s),
M
♯,γ
A (−1/2, s, a) := M♯,γ〈∂ϕ〉a〈D〉1/4A〈D〉1/4(0, s) , a ≥ 0 .
We refer the reader to the Appendix of [29], [30] for the properties of tame andmodulo-tame operators. In particular
we shall apply several times the results of Lemma A.5 in [29]. We remark that in order to estimate the tame constants
of operators A acting on L2(Tν+1;C2) we shall use these results for each entry of the matrix A.
Classes of “smoothing” operators. The following class of smoothing (in space) operators has been introduced in
[29], [30].
Definition 2.10. Let p ∈ N with s0 ≤ p < S ≤ ∞ (see (2.3)). Fix ρ ∈ N, with ρ ≥ 3 and consider O ⋐ Rν . We
denote by Lρ,p = Lρ,p(O) the set of the linear operatorsA = A(ω) : Hs → Hs, ω ∈ O with the following properties:
• the operator A is Lipschitz in ω,
• the operators ∂~bϕA, [∂~bϕA, ∂x], for all ~b = (b1, . . . , bν) ∈ Nν with 0 ≤ |~b| ≤ ρ − 2 have the following properties,
for any s0 ≤ s < S:
(i) for any m1,m2 ∈ R, m1,m2 ≥ 0 and m1 +m2 = ρ − |~b| one has that 〈D〉m1∂~bϕA〈D〉m2 is Lip-0-tame
according to Definition 2.4 and we set
M
γ
∂~bϕA
(−ρ+ |~b|, s) := sup
m1+m2=ρ−|~b|
m1,m2≥0
M
γ
〈D〉m1∂~bϕA〈D〉
m2
(0, s) ;
(ii) for any m1,m2 ∈ R, m1,m2 ≥ 0 and m1 + m2 = ρ − |~b| − 1 one has that 〈D〉m1 [∂~bϕA, ∂x]〈D〉m2 is
Lip-0-tame and we set
Mγ
[∂~bϕA,∂x]
(−ρ+ |~b|+ 1, s) := sup
m1+m2=ρ−|~b|−1
m1,m2≥0
Mγ
〈D〉m1 [∂~bϕA,∂x]〈D〉
m2
(0, s) .
We define for 0 ≤ b ≤ ρ− 2
M
γ
A(s, b) := max
0≤|~b|≤b
max
(
M
γ
∂~bϕA
(−ρ+ |~b|, s),Mγ
∂~bϕ[A,∂x]
(−ρ+ |~b|+ 1, s)
)
.
Let s ≥ p and consider i1 = i1(ω), i2 = i2(ω), defined for ω ∈ O1 and O2 respectively, such that ‖ik‖γ,Oks . 1,
k = 1, 2. Consider an operator A = A(ω, ik(ω)) defined for ω ∈ O(ik) ⊆ Ok, k = 1, 2, and we define
∆12A = ∆12A(ω, i1(ω), i2(ω)) := A(i1)−A(i2) , for ω ∈ O(i1) ∩O(i2).
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We require the following:
• The operators ∂~bϕ∆12A, [∂~bϕ∆12A, ∂x], for 0 ≤ |~b| ≤ ρ− 3, have the following properties:
(iii) for anym1,m2 ∈ R,m1,m2 ≥ 0 andm1+m2 = ρ−|~b|−1 one has that 〈D〉m1∂~bϕ∆12A〈D〉m2 is bounded
on Hp. More precisely there is a positive constantN∂~bϕ∆12A
(−ρ+ |~b|+ 1, p) such that, for any h ∈ Hp, we
have
sup
m1+m2=ρ−|~b|−1
m1,m2≥0
‖〈D〉m1∂~bϕ∆12A〈D〉m2h‖p ≤ N∂~bϕ∆12A(−ρ+ |~b|+ 1, p)‖h‖p
uniformly for ω ∈ O(i1) ∩ O(i2) .
(iv) for any m1,m2 ∈ R, m1,m2 ≥ 0 and m1 +m2 = ρ − |~b| − 2 one has that 〈D〉m1 [∂~bϕ∆12A, ∂x]〈D〉m2 is
bounded onHp. More precisely there is a positive constantN[∂~bϕ∆12A,∂x]
(−ρ+ |~b|+ 2, p) such that for any
h ∈ Hp one has
sup
m1+m2=ρ−|~b|−2
m1,m2≥0
‖〈D〉m1 [∂~bϕ∆12A, ∂x]〈D〉m2h‖p ≤ N[∂~bϕ∆12A,∂x](−ρ+ |~b|+ 2, p)‖h‖p
uniformly for ω ∈ O(i1) ∩ O(i2).
We define for 0 ≤ b ≤ ρ− 3
M∆12A(p, b) := max
0≤|~b|≤b
max
(
N∂~bϕ∆12A
(−ρ+ |~b|+ 1, p) ,N∂~bϕ[∆12A,∂x](−ρ+ |~b|+ 2, p)
)
.
By construction one has thatM
γ
A(s, b1) ≤MγA(s, b2) if 0 ≤ b1 ≤ b2 ≤ ρ− 2 andM∆12A(p, b1) ≤M∆12A(p, b2) if
0 ≤ b1 ≤ b2 ≤ ρ− 3.
For the properties of operators in the class Lρ,p we refer the reader to Appendix B in [29].
2.2.2. Pseudo-differential operators and symbolic calculus. Following [17] we give the following definitions.
Definition 2.11. (Symbols). Letm ∈ R. We define the class Sm as the set of symbols a(x, j) which are the restriction
to T× Z of a complex valued function a(x, ξ) which is C∞ smooth on T× R, 2π-periodic in x and satisfies
|∂αx ∂βξ a(x, ξ)| ≤ Cα,β〈ξ〉m−β , ∀ α, β ∈ N . (2.14)
Definition 2.12. (Pseudo differential operators). Let m ∈ R. A linear operator A is called pseudo differential of
order ≤ m if its action on anyHs(T;C) with s ≥ m is given by
Au := OpW(a(x, ξ))[u] :=
1√
2π
∑
k∈Z
( ∑
j∈Z\{0}
â
(
k − j, k + j
2
)
uj
) eikx√
2π
, u =
1√
2π
∑
j∈Z\{0}
uje
ijx , (2.15)
where a(x, ξ) is a symbol in the class Sm (see Def. 2.11) and â(η, ξ) denotes the Fourier transform of a(x, ξ) in the
variable x ∈ T. We shall also write A[·] = OpW(a)[·] = OpW(a(x, ξ))[·]. We call OPSm the class of the pseudo
differential operator of order less or equal tom and OPS−∞ :=
⋂
mOPS
m.
Wewill consider mainly operators acting onHs(T;C)with a quasi-periodic time dependence. In the case of pseudo
differential operators this corresponds4 to considering symbols a(ϕ, x, ξ) with ϕ ∈ Tν . Clearly these operators can be
thought as acting on functions u(ϕ, x) =
∑
j∈Z uj(ϕ)e
ijx in Hs(Tν+1;C) in the following sense:
(Au)(ϕ, x) =
1√
2π
∑
k∈Z
(∑
j∈Z
â
(
ϕ, k − j, k + j
2
)
uj(ϕ)
) eikx√
2π
, a(ϕ, x, j) ∈ Sm .
The symbol a(ϕ, x, ξ) is C∞ smooth also in the variable ϕ. We still denote A := A(ϕ) = OpW(a(ϕ, ·)) = OpW(a).
Definition 2.13. Let a := a(ϕ, x, ξ) ∈ Sm and set A := OpW(a) ∈ OPSm,
|A|m,s,α := max
0≤β≤α
sup
ξ∈R
‖∂βξ a(·, ·, ξ)‖s〈ξ〉−m+β . (2.16)
We will use also the notation |a|m,s,α := |A|m,s,α.
4since ω is diophantine we can replace the time variable with angles ϕ ∈ Tν . The time dependence is recovered by setting ϕ = ωt.
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Note that the norm | · |m,s,α is non-decreasing in s and α. Moreover given a symbol a(ϕ, x) independent of ξ ∈ R,
the norm of the associated multiplication operatorOpW(a) is just theHs norm of the function a. If on the contrary the
symbol a(ξ) depends only on ξ, then the norm of the corresponding Fourier multipliers OpW(a(ξ)) is just controlled
by a constant. We shall use the following notation, used also in [1]. For anym ∈ R \ {0} we set
|D|m := OpW(χ(ξ)|ξ|m) , (2.17)
where χ ∈ C∞(R,R) is an even and positive cut-off function such that
χ(ξ) =
{
0 if |ξ| ≤ 1/3
1 if |ξ| ≥ 2/3 ∂ξχ(ξ) > 0 ∀ ξ ∈
(
1
3
,
2
3
)
. (2.18)
To simplify the notation we shall also write
OpW(sign(ξ)) to denote OpW(χ(ξ)sign(ξ)) , where sign(ξ) := ξ/|ξ| . (2.19)
As in formula (2.4), ifA = OpW(a(ω, ϕ, x, ξ)) ∈ OPSm is a family of pseudo differential operators with symbols
a(ω, ϕ, x, ξ) belonging to Sm and depending in a Lipschitz way on some parameter ω ∈ O ⊂ Rν , we set
|A|γ,Om,s,α := sup
ω∈O
|A|m,s,α + γ sup
ω1,ω2∈O
|OpW(a(ω1, ϕ, x, ξ) − a(ω2, ϕ, x, ξ))|m,s−1,α
|ω1 − ω2| .
For the properties of compositions, adjointness and quantitative estimates of the actions on the Sobolev spaces Hs of
pseudo differential operators we refer to Appendix B of [30].
From now on we consider symbols a(ϕ, x, ξ) = a(ω, i(ω);ϕ, x, ξ) where ω ∈ O ⋐ Rν and i = i(ω) is a lipschitz
function such that ‖i‖γ,Os0 ≤ 1 for some s0 ≥ [ν/2] + 2.
Let us consider two subsets O1,O2 ⋐ Rν and two lipschitz functions i1(ω), i2(ω) defined respectively on O1, O2.
We denote by∆12a = ∆12a(ϕ, x, ξ) the symbol
∆12a = ∆12a(ω, i1(ω), i2(ω)) := a(ω, i1(ω))− a(ω, i2(ω))
defined for ω ∈ O1∩O2. To simplify the notation we shall omit the dependence on (ω, i(ω)) in symbols and operators.
Weyl/Standard quantizations. The quantization of a symbol in Sm given in (2.15) is called Weyl quantization. We
shall compare this quantization with the standard one, that we now recall: given a symbol b(x, j) ∈ Sm, the associated
pseudo differential operator is defined as B := Op(b) with
Op(b)
∑
j∈Z\{0}
uj
eijx√
2π
=
∑
j∈Z\{0}
b(x, j)uj
eijx√
2π
=
1√
2π
∑
k∈Z
( ∑
j∈Z\{0}
b̂(k − j, j)uj
) eikx√
2π
. (2.20)
It is known (see paragraph 18.5 in [36]) that the two quantizations are equivalent. Moreover one can transform the
symbols between different quantizations by using the formulæ
OpW(a) = Op(b) â(k, j) = b̂
(
k, j − k
2
)
. (2.21)
Along the paper we shall need an asymptotic expansion of the symbol a in terms of the symbol b. The distributional
kernel of the operatorOpW(a) is given by the oscillatory integral
K(x, y) =
1
2π
∫
R
ei(x−y)ξa
(x+ y
2
, ξ
)
dξ . (2.22)
Hence we may recover the Weyl symbol a from the kernel by the inverse formula
a(x, ξ) =
∫
R
K
(
x+
t
2
, x− t
2
)
e−itξdt . (2.23)
If we consider the standard quantizationOp(b) = OpW (a) we can express the distributional Kernel in terms of b
K(x, y) =
1
2π
∫
R
ei(x−y)ξb(x, ξ)dξ.
Then by (2.22) and (2.23) we obtain an expression of the symbol a in terms of b
a(x, ξ) =
1
2π
∫
R2
e−izζb
(
x+
z
2
, ξ − ζ)dzdζ (2.24)
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and viceversa
b(x, ξ) =
1
2π
∫
R2
e−izζa
(
x− z
2
, ξ − ζ)dzdζ . (2.25)
We have the following important Lemma (see e.g. Lemma 3.5 in [12]).
Lemma 2.14. Let b(ϕ, x, ξ) ∈ Sm and consider the function a(ϕ, x, ξ) in (2.24). Then for any N ≥ 1 we have the
expression
a(ϕ, x, ξ) =
N−1∑
p=0
(−1)p
2pp!
(
∂pxD
p
ξb
)
(ϕ, x, ξ) + a˜(ϕ, x, ξ)
where Dξ = −i∂ξ and a˜ satisfies the following bounds
|a˜|γ,Om−N,s,α . |b|γ,Om,s+s0+N,α+2+2N ,
|∆12a˜|m−N,p,α . |∆12b|m,p+s0+N,α+2+2N .
(2.26)
Proof. The proof follows word by word the proof of Lemma 3.5 in [12] taking into account the norm (2.16) to
estimate the regularity of the symbol. The bound for the variations∆ω,ω′ a˜, ∆12a˜ follows by repeating the proof with
a ∆ω,ω′a, ∆12a, b ∆ω,ω′b, ∆12b. 
As a consequence of Lemma 2.14 we have the following.
Lemma 2.15. Fix ρ, p as in Definition 2.10. Let m ∈ R, N := m+ ρ and consider a symbol b(ϕ, x, ξ) in Sm. Then
there exists a remainder Rρ ∈ Lρ,p such that
Op(b) = OpW(c) +Rρ, c(ϕ, x, ξ) :=
N−1∑
p=0
(−1)p
2pp!
(
∂pxD
p
ξb
)
(ϕ, x, ξ) (2.27)
with
|c|γ,Om,s,α ≤s,ρ |b|γ,Om,s+N,α+N , MγRρ(s, b) ≤s,ρ |b|γ,Om,s+N,N , (2.28)
for all 0 ≤ b ≤ ρ− 2 and s0 ≤ s ≤ S. Moreover one has
|∆12c|m+m′,p,α ≤p,ρ |∆12b|m,s+N,α+N , M∆12Rρ(p, b) ≤p,ρ |∆12b|m,s+N,N , (2.29)
for all 0 ≤ b ≤ ρ− 3 and where p is the constant given in Definition 2.10.
Proof. Let a(ϕ, x, ξ) be a symbol such that OpW (a) = Op(b). We apply Lemma 2.14. and we set Rρ := Op
W(a˜).
The bounds (2.28) and (2.29) on the symbol c(ϕ, x, ξ) follow by an explicit computation. The estimates on the
remainderRρ follows by (2.26) and Lemma B.2 in [29]. 
Remark 2.16. The formula (2.25) gives a explicit expression of a standard symbol b(x, ξ) as a function of a Weyl
symbol a(x, ξ). Then one can prove Lemmata 2.14, 2.15 inverting the role of the two symbols. More precisely one can
obtain
b(ϕ, x, ξ) = f(ϕ, x, ξ) + b˜(ϕ, x, ξ), f(ϕ, x, ξ) :=
N−1∑
p=0
1
2pp!
(
∂pxD
p
ξa
)
(ϕ, x, ξ) (2.30)
with b˜ satisfying estimates like (2.26). Hence OpW (a) = Op(f) + Rρ for some remainder Rρ ∈ Lρ,p satisfying
bounds like (2.28), (2.29).
It is known that the L2-adjoint of a pseudo differential operator is pseudo differential. In the Weyl quantization it
is easier, w.r.t. the standard quantization, to determine the symbol of the adjoint operator. In particular we have the
following:
• if A := OpW(a(x, ξ)), with a(x, ξ) ∈ Sm then the operator A defined in (2.8) and the L2-adjoint have the form
A := OpW
(
a(x,−ξ)
)
, A∗ := OpW
(
a(x, ξ)
)
. (2.31)
Composition of pseudo differential operators. Let
σ(Dx, Dξ, Dy, Dη) := DξDy −DxDη
whereDx := −i∂x andDξ, Dy, Dη are similarly defined.
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Definition 2.17. (Asymptotic expansion of composition symbol). Let ρ ≥ 0. Consider symbols a(x, ξ) ∈ Sm and
b(x, ξ) ∈ Sm′ . We define
(a#Wρ b)(x, ξ) :=
ρ∑
k=0
1
k!
(
i
2
σ(Dx, Dξ, Dy, Dη)
)k [
a(x, ξ)b(y, η)
]
|x=y,ξ=η
(2.32)
modulo symbols in Sm+m
′−ρ.
•We have the expansion
a#Wρ b = ab+
1
2i
{a, b} − 1
8
(
∂ξξa∂xxb− 2∂ξxa∂xξb+ ∂xxa∂ξξb
)
up to a symbol in Sm+m
′−3, where
{a, b} := ∂ξa∂xb− ∂xa∂ξb
denotes the Poisson bracket. In the following Lemma we prove that the composition of pseudo differential operators
is pseudo differential up to up to a remainder which is smoothing in the x-variable. We provide precise estimates on
the | · |γ,Om,s,α-norm of the symbol of the composition operator.
Lemma 2.18. (Composition). Letm,m′ ∈ R. Fix ρ, p as in Definition 2.10, such that ρ ≥max{−(m+m′ + 1), 3}
and defineN := m+m′ + ρ ≥ 1. Consider two symbols a(ϕ, x, ξ) ∈ Sm, b(ϕ, x, ξ) ∈ Sm′ . There exist an operator
Rρ ∈ Lρ,p and a constant σ = σ(N) ∼ N such that (recall Def. 2.17)
OpW(a) ◦OpW(b) = OpW(c) +Rρ, c := a#WN b ∈ Sm+m
′
(2.33)
where
|c|γ,Om+m′,s,α ≤s,ρ,α,m,m′ |a|γ,Om,s+σ,σ+α|b|γ,Om′,s0+σ,α+σ|a|
γ,O
m,s0+σ,σ+α + |b|γ,Om′,s+σ,α+σ , (2.34)
M
γ
Rρ
(s, b) ≤s,ρ,m,m′ |a|γ,Om,s+σ,σ|b|γ,Om′,s0+σ,σ + |a|γ,Om,s0+σ,σ|b|γ,Om′,s+ρ+σ,σ , (2.35)
for all 0 ≤ b ≤ ρ− 2 and s0 ≤ s ≤ S. Moreover one has
|∆12c|m+m′,p+σ,α+σ ≤p,α,ρ,m,m′ |∆12a|m,p+σ,σ+α|b|m′,p+σ,α+σ + |a|m,p+σ,σ+α|∆12b|m′,p+σ,α+σ , (2.36)
M∆12Rρ(p, b) ≤p,ρ,m,m′ |∆12a|m+1,p+σ,σ|b|m′,p+σ,σ + |a|m,p+σ,σ|∆12b|m′+1,p+σ,σ , (2.37)
for all 0 ≤ b ≤ ρ− 3 and where p is the constant given in Definition 2.10.
Proof. By Lemma 2.15 and Remark 2.16 we can write
OpW(a) ◦OpW(b) = Op(aN ) ◦Op(bN ) +Qρ (2.38)
where the symbols aN and bN are defined as (recall (2.27), (2.30))
aN =
N−1∑
p=0
1
2pp!
(
∂pxD
p
ξa
)
(ϕ, x, ξ) , bN =
N−1∑
p=0
1
2pp!
(
∂pxD
p
ξb
)
(ϕ, x, ξ) . (2.39)
Moreover the remainderQρ satisfies bounds like (2.28),(2.29). Lemma B.4 in [29] implies that
Op(aN ) ◦Op(bN ) = Op(cN ) + Lρ (2.40)
for some Lρ ∈ Lρ,p and where the symbol cN ∈ Sm has the form
cN (x, ξ) :=
N−1∑
n=0
1
n!in
(∂nξ aN )(x, ξ) · (∂nx bN )(x, ξ) (2.41)
By Lemma 2.15 applied to the operatorOp(cN ) in (2.40) we get Op(cN ) = Op
W(c) + R˜ρ where R˜ρ ∈ Lρ,p and
c =
N−1∑
p=0
(−1)p
2pp!
(
∂pxD
p
ξ cN
)
(ϕ, x, ξ) . (2.42)
By an explicit computation using (2.41), (2.39) we deduce that the symbol c in (2.42) has the form c = a#WN b (see
(2.32)). Using (2.38), (2.40) we get the (2.33) with Rρ := R˜ρ + Lρ + Qρ. The estimates (2.34)-(2.37) follow by
combining the estimates in Lemmata B.2 and B.4 in [29] and Lemmata 2.14, 2.15 and Remark 2.16. 
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Lemma 2.19. (Commutator). Letm,m′ ∈ R. Fix ρ, p as in Definition 2.10, such that ρ ≥ max{−(m+m′+1), 3}
and defineN := m+m′ + ρ ≥ 1. Consider two symbols a(ϕ, x, ξ) ∈ Sm, b(ϕ, x, ξ) ∈ Sm′ . There exist an operator
Rρ ∈ Lρ,p and σ = σ(N) ∼ N such that the commutator between OpW(a) and OpW(b) has the form
[OpW(a), OpW(b)] = OpW(c) +Rρ, c := a ⋆N b ∈ Sm+m′−1 (2.43)
where (recall (2.32))
a ⋆N b := a#
W
N b− b#WN a =
1
i
{a, b}+ r , r ∈ Sm+m′−3 . (2.44)
Moreover the symbols {a, b}, r satisfy bounds as (2.34), (2.36) with m +m′ replaced by m +m′ − 1, m +m′ − 3
respectively. Finally the smoothing operatorRρ satisfies bounds as (2.35) and (2.37).
Proof. It is a direct application of Lemma 2.18. The expansion (2.43), (2.44) follows using formula (2.32). 
Notation.
• Let a, b, c, d be symbols in the class Sm,m ∈ R (see Def. 2.12) depending in a Lipschitz way on ω ∈ O. We
shall write
A := A(ϕ, x, ξ) :=
[
a b
c d
] ∈ Sm ⊗M2(C) (2.45)
to denote 2× 2 matrices of symbols. With abuse of notation we write |A|γ,Om,s,α to denotemax{|f |γ,Om,s,α , f =
a, b, c, d}.
• Similarly we shall writeQ ∈ Lρ,p ⊗M2(C) to denote a 2× 2-matrix whose entries are smoothing operators
in Lρ,p.
2.3. Hamiltonian and translation invariant operators. Let v ∈ Rν as in (1.26). We define the subspace
Sv := {u(ϕ, x) ∈ L2(Tν+1;C2) : u(ϕ, x) = U(ϕ− vx) , U(Θ) ∈ L2(Tν ;C2)} , . (2.46)
With abuse of notation we denote by Sv also the subspace of L
2(Tν+1;C) of scalar functions u(ϕ, x) of the form
u(ϕ, x) = U(ϕ−vx), U(Θ) ∈ L2(Tν ;C). We consider the symplectic form in the extended phase space (ϕ,Q, h, h) ∈
T
ν × Rν ×Hs(T;C)×Hs(T;C)
Ωe(ϕ,Q, h, h) = dQ ∧ dϕ− idh ∧ dh 5 (2.47)
where · denotes the standard scalar product on R2. Given a function F : Tν × Rν ×Hs(T;C) ×Hs(T;C) → R its
Hamiltonian vector field is given by
XF =
(
∂QF,−∂ϕF,−i∂hF, i∂hF
)
,
since
dH(U)[η̂] = Ωe(η̂, XF (U)) , ∀ U, η̂ ∈ Tν × Rν ×Hs(T;C)×Hs(T;C) .
Here ∂h = (∂Re(h) − i∂Im(h))/
√
2, ∂h = (∂Re(h) + i∂Im(h))/
√
2 denote the L2-gradient. The Poisson brackets
between two Hamiltonian F,G are defined as
{G,F}e := Ωe(XG, XF ) = ∂QG∂ϕF − ∂ϕG∂QF + 1
i
∫
T
(∂hF∂hG− ∂hF∂hG)dx. (2.48)
We give the following Definition.
Definition 2.20. Consider an operator T = T (ϕ) acting on L2(Tν+1;C2) of the form (2.7). We say that T (ϕ) is
(i) Hamiltonian if it has the form
T = iET˜ , E = [ 1 00 −1 ] (2.49)
where T˜ has the form (2.7) and
(T˜ ++ )∗ = T˜ ++ , (T˜ −+ )∗ = T˜ −+ (2.50)
where (T σ′σ )∗i , σ, σ′ = ± denotes the adjoint operator with respect to the complex scalar product of L2(T;C);
(ii) x-translation invariant if (recall (2.46))
T : Sv → Sv . (2.51)
5namely, for any U1 := (ϕ1, Q1, h1, h1), U2 := (ϕ2, Q2, h2, h2), one has Ωe(U1, U2) = J
[ ϕ1
Q1
]
·
[ ϕ2
Q2
]
−
∫
T
[ h1
h1
]
· iJ
[h2
h2
]
dx,
J :=
[
0 1
−1 0
]
.
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Consider a real operator Q = Q(ϕ) acting on L2(Tν+1;R2) of the form (2.5). We say that Q is, respectively,
Hamiltonian, x-translation invariant, if the operator T = CQC−1 defined in (2.7) is, respectively, Hamiltonian, x-
translation invariant. We say that an operator L = L(ϕ) of the form
L := ω · ∂ϕ + T (ϕ) (2.52)
is Hamiltonian, resp. x-translation invariant if T (ϕ) is Hamiltonian, resp. x-translation invariant. Similar for
L := ω · ∂ϕ +Q(ϕ) where Q(ϕ) has the form (2.5).
Let T = T (ϕ) acting on L2(Tν+1;C2) of the form (2.7) be an Hamiltonian operator according to Definition 2.20.
We associate to T a real valued Hamiltonian function
H(U) = ω ·Q+ 1
2
∫
T
T˜ (ϕ)[ h
h
] ·[ h
h
]
dx , ω ∈ Rν , U = (ϕ,Q, h, h) ∈ Tν×Rν×Hs(T;C)×Hs(T;C) (2.53)
with T˜ as in (2.49), (2.50). Its Hamiltonian vector field XH, w.r.t. the symplectic form (2.47), as the form
∂tϕ = ω , ∂tQ = −1
2
∂ϕH(U) , ∂t
[
h
h
]
= −iET˜ (ϕ)[ h
h
]
= −T (ϕ)[ h
h
]
.
The second equation is not relevant for the dynamics since it is completely determined from the equation on the
variables (ϕ, h, h). Moreover, setting ϕ = ωt, z(ωt) := h(t), z(ϕ) ∈ Hs(Tν+1;C), we can write the third equation
as
0 = ω · ∂ϕ
[
z
z
]
(ϕ) + T (ϕ)[ zz ](ϕ)=L(ϕ)[ zz ](ϕ) ,
where L(ϕ) is the operator defined in (2.52) acting on functions in Hs(Tν+1;C). This justifies Definition 2.20. In
the following we shall characterize Hamiltonian operators which are x-translation invariant, namely (2.51) holds, by
giving a condition on the associated Hamiltonian functionH in (2.53).
Lemma 2.21. The following conditions are equivalent:
(a) the function h = h(ϕ, x) belong to Sv in (2.46);
(b) one has that
(v · ∂ϕ + ∂x)h = 0 ; (2.54)
(c) h(ϕ, x) = (2π)−1/2
∑
ℓ,j hℓje
iℓ·ϕ+ijx is such that
if hℓj 6= 0 ⇒ v · ℓ+ j = 0 , ∀ ℓ ∈ Zν , j ∈ Z . (2.55)
Proof. (a) ⇒ (b). If h ∈ Sv then we can write h(ϕ, x) = G(ϕ − vx) for some G(Θ), Θ ∈ Tν . Hence (v · ∂ϕ +
∂x)h(ϕ, x) = (v · ∂ΘG)(ϕ − vx)− (v · ∂ΘG)(ϕ − vx) = 0 which is the (2.54).
(b)⇒ (c). By (2.54) and passing to the Fourier basis we have∑
ℓ∈Zν ,j∈Z
(iv · ℓ+ ij)hℓjeiℓ·ϕ+ijx = 0 ,
and hence we get the (2.55). The implications (c)⇒ (b) and (c)⇒ (a) are trivial. 
Lemma 2.22. (x-translation invariant operators). Consider an operator T˜ acting on L2(Tν+1;C2) of the form
(2.7) satisfying (2.50). Consider the HamiltonianH in (2.53), the operator T := iET˜ (see (2.49)) and themomentum
Hamiltonian
M =M(ϕ,Q, h, h) = −v ·Q+ 1
2
∫
T
iE
[ hx
hx
] · [ h
h
]
dx . (2.56)
The following conditions are equivalent:
(a) the Hamiltonian operator T is x−translation invariant, namely satisfies (2.51);
(b) the HamiltoniansH,M Poisson commutes, i.e.
{M,H}e = 0 , (2.57)
where {·, ·}e are the Poisson brackets in (2.48);
(c) by identifying the operator T˜ with the matrix coefficients (T˜ )σ′,kσ,j (ℓ), ℓ ∈ Zν , j, k ∈ Z, σ, σ′ = ± (recall
(2.6), (2.9)) one has that
(T˜ )σ′,kσ,j (ℓ) 6= 0 ⇒ v · ℓ+ j − k = 0 , ∀ ℓ ∈ Zν , j, k ∈ Z , σ, σ′ = ± . (2.58)
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Proof. Consider the condition (2.57) in item (b). By using the (2.48), (2.53), (2.56) we have that
0 =
{M,H}
e
= Ωe
(
XM, XH
)
=
1
2
∫
T
(
− v · ∂ϕT˜ (ϕ) + T˜ (ϕ)∂x − ∂xT˜ (ϕ)
)[
h
h
] · [ h
h
]
dx .
The equation above is equivalent, passing to the Fourier representation, to
i
(− v · ℓ+ k − j)(T˜ )σ′,kσ,j = 0 , ∀ ℓ ∈ Zν , j, k ∈ Z , σ, σ′ = ± .
This condition holds if and only if (2.58) is satisfied. This proves (b)⇔ (c).
Consider the operator T˜ ++ and let h ∈ Sv. We have
T˜ ++ h =
∑
ℓ∈Zν ,j∈Z
eiℓ·ϕ+ijx
( ∑
p∈Zν ,k∈Z
(T˜ )+,k+,j (ℓ − p)hpk
)
.
We also recall that v ·p+k = 0, for any p, k since h ∈ Sv. Then if T˜ ++ h ∈ Sv we must have (recall (2.55)) v ·ℓ+j = 0
which implies (2.58) on the coefficients (T˜ )+,k+,j (ℓ− p). This proves (a)⇒ (c). The converse is similar. 
Lemma 2.23. Let A = (Aσ′σ )σ,σ′ be an operator of the form (2.7) satisfying (2.50), i.e. (Aσσ)∗ = Aσσ and (A−σσ )∗ =
A−σσ , and let
(
(A)σ′,kσ,j (ℓ)
)
, i = 1, 2, ℓ ∈ Zν , j, k ∈ Z be the matrices representing the operatorsAσ′σ . Then
Aσ′σ :=
(
(A)σ′,kσ,j (ℓ)
)
, (A)σ′,kσ,j (ℓ) = (A)σ
′,−k
σ,−j (−ℓ) , (2.59)
(Aσ′σ )∗ := (Aσ′σ )T :=
(
(A∗)σ′,kσ,j (ℓ)
)
, (A∗)σ′,kσ,j (ℓ) = (A)σ
′,j
σ,k (−ℓ) , (2.60)
In particular, since A is self-adjoint (see (2.50)) and real-to real, one has
(A)σ,kσ,j (ℓ) = (A)σ,jσ,k(−ℓ) , (A)−σ,−kσ,−j (ℓ) =
(
(A−σσ )T
)j
k
(ℓ) = (A)−σ,jσ,k (ℓ) (2.61)
and
A−σ′,k−σ,j (ℓ) = (A)σ
′,−k
σ,−j (−ℓ) (2.62)
Proof. We prove (2.59), (2.60) for A1 := A++. Consider a function h = (
√
2π)−1
∑
k hke
ikx. Then
A1(ϕ)[h] (2.8):= A1(ϕ)[h] =
∑
j
eijx
∑
k,ℓ
eiℓ·ϕ(A1)kj (ℓ)h−k =
∑
j,k,ℓ
(A1)−k−j (−ℓ)hkeijxeiℓ·ϕ .
This implies the (2.59). Moreover we have∑
j,k,ℓ
eiℓ·ϕ(T1)kj (ℓ)hkvj = (T1(ϕ)h, v)L2 = (h, T ∗1 (ϕ)v)L2 =
∫
T
h · T ∗1 (ϕ)vdx =
∑
j,k,ℓ
(T ∗1 )jk(−ℓ)hkvjeiℓ·ϕ
This implies the (2.60). Then the (2.61) follows by conditions (2.50). 
Lemma 2.24. (x-translation invariant symbols). Consider a symbol a(ϕ, x, ξ) in Sm, m ∈ R. We have that a has
the form
a(ϕ, x, ξ) = A(ϕ− vx, ξ) (2.63)
for some A(Θ, ξ), Θ ∈ Tν , ξ ∈ R satisfying
|∂αΘ∂βξ A(Θ, ξ)| ≤ Cα,β〈ξ〉m−β , ∀ α, β ∈ N (2.64)
if and only if
{M,H}e = 0 , H(ϕ,Q, h, h) = ω ·Q+
∫
T
OpW(a(ϕ, x, ξ))h · hdx , (2.65)
Proof. By (2.48), (2.65), (2.56) we have
0 =
∫
T
OpW
(
−(v·∂ϕa)(ϕ, x, ξ)+1
i
{a(ϕ, x, ξ), iξ}
)
h·hdx =
∫
T
OpW
(
−(v·∂ϕa)(ϕ, x, ξ)−(∂xa)(ϕ, x, ξ)
)
h·hdx .
Therefore we must have
0 =
(
− v · ∂ϕa− ∂xa
)
(ϕ, x, ξ) =
∑
ℓ∈Zν ,j∈Z
(−i)(v · ℓ+ j)a˜(ℓ, j, ξ)eiℓ·ϕ+ijx
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where a˜(ℓ, j, ξ) denotes the Fourier transform of a(ϕ, x, ξ) in the variables (ϕ, x) ∈ Tν×T. Then the (2.65) is verified
if and only if v · ℓ + j = 0 for any ℓ ∈ Zν , j ∈ Z. Then we can write the symbol a(ϕ, x, ξ) as in (2.63). The bound
(2.64) follows by the estimates (2.14) on a(ϕ, x, ξ). 
If condition (2.63) holds we shall say that the symbol a(ϕ, x, ξ) is x-translation invariant.
Lemma 2.25. (Real-to-real/Self-adjoint matrices of symbols). Consider the operator (recall (2.45))
L = OpW(A(ϕ, x, ξ)) , A ∈ Sm ⊗M2(C) .
We have that L is real-to-real according to Definition 2.1 if and only if the matrix A has the form
A(ϕ, x, ξ) :=
(
a(ϕ, x, ξ) b(ϕ, x, ξ)
b(ϕ, x,−ξ) a(ϕ, x,−ξ)
)
, (2.66)
and L is self-adjoint, i.e. satisfies (2.50), if and only if the matrix of symbols A satisfies
(a(ϕ, x, ξ)) = a(ϕ, x, ξ) , b(ϕ, x,−ξ) = b(ϕ, x, ξ) . (2.67)
Finally L is Hamiltonian, i.e. satisfies (2.49) if and only if the matrix A satisfies
(a(ϕ, x, ξ)) = −a(ϕ, x, ξ) , b(ϕ, x,−ξ) = b(ϕ, x, ξ) . (2.68)
Proof. The Lemma follows by usign formulæ (2.7), (2.31). 
We conclude this section with the definition of a special class of operator we shall use in sections 8-10.3.
Definition 2.26. We say that a linear operator T (ϕ) ∈ L(L2(Tν+1;C2)) belongs to the class S0 if it is
(i) real-to-real, i.e. satisfies (2.7);
(ii) Hamiltonian, i.e. satisfies (2.49);
(iii) x-translation invariant, i.e. satisfies the (2.51) with v in (5.23).
We say that a linear operator of the form
L = ω · ∂ϕ +OpW(A(ϕ, x, ξ)) +R
for some A ∈ Sm ⊗M2(C) andR ∈ Lρ,p ⊗M2(C) belongs toS1 if L and OpW(A(ϕ, x, ξ)) belong to S0.
Remark 2.27. Consider L ∈ S1. By Lemmata 2.24, 2.25 we deduce that the operator A(ϕ, x, ξ) satisfies (2.66),
(2.68) and (2.63). Moreover we deduce that also the remainderR belongs toS0.
In the following we shall look for transformations of coordinates which preserves the structure the class S1. In
particular we give the following definition.
Definition 2.28. We say that a map Φ = Φ(ϕ) belongs to T1 if it is symplectic and x-translation invariant.
3. NORMAL FORMS AND INTEGRABILITY PROPERTIES OF THE PURE GRAVITY WATER WAVES
In this section we recall some properties of the water waves system (1.3), we discuss its Hamiltonian structure
and normal form. In particular we focus on the formal integrability of the Hamiltonian at order four which has been
proved in [24], [21], [64]. Due to the quasi-linear nature of the water waves equations the Birkhoff normal form
procedure turns out to be not well defined. To overcome this problem we perform a ”weaker” but rigorous normal
form algorithm: first we normalize the dynamics on a finite dimensional subspace to find an approximately invariant
torus; secondly we normalize the dynamics in the normal directions around the embedded torus. These procedures
are discussed in details in section 3.2. In sections 3.3, 3.4 we prove, thanks to an argument of identification of normal
forms, that the formal (approximate) integrability implies the (approximate) integrability of the linearized problem at
the torus.
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3.1. Hamiltonian structure of water waves. LetW1 =
[ η1
ψ1
]
,W2 =
[ η2
ψ2
]
. We consider the the symplectic form
Ω˜(W1,W2) :=
∫
T
W1 · J−1W2dx =
∫
T
−(η1ψ2 − ψ1η2)dx , J =
[
0 1
−1 0
]
. (3.1)
The vector field (see (1.5))
X(η, ψ) = XH(η, ψ) = J∇H(η, ψ) =
( ∇ψH(η, ψ)
−∇ηH(η, ψ)
)
is the Hamiltonian vector field ofH in (1.6) w.r.t. the symplectic form (3.1), i.e.
−Ω˜(XH(η, ψ), h) = dH((η, ψ))[h] h =
[ η̂
ψ̂
]
,
while the Poisson bracket between functions F (η, ψ), H(η, ψ) are defined as
{F,H} = Ω˜(XF , XH) =
∫
T
(∇ηH∇ψF −∇ψH∇ηF )dx . (3.2)
Consider the maps
C := 1√
2
[
1 i
1 −i
]
, F :=
[ |D|− 14 0
0 |D|
1
4
]
, Λ := C ◦ F := 1√
2
[ |D|− 14 i|D| 14
|D|−
1
4 −i|D|
1
4
]
. (3.3)
We note that the operator |D|−1/4 is well defined on the space of functions with zero spatial average. We introduce,
as in formula (2.7) of [21], the complex symplectic variable(
u
u
)
= Λ
(
η
ψ
)
:=
1√
2
(|D|− 14 η + i|D| 14ψ
|D|− 14 η − i|D| 14ψ
)
,
(
η
ψ
)
= Λ−1
(
u
u
)
=
1√
2
( |D| 14 (u+ u)
−i|D|− 14 (u − u)
)
. (3.4)
The symplectic form in (3.1) transforms, for U =
[
u
u
]
, V =
[
v
v
]
, into
Ω(U, V ) := −
∫
T
U · iJV dx = −
∫
T
i(uv − uv)dx . (3.5)
The Poisson bracket in (3.2) assumes the form
{F,H} = 1
i
∫
T
(∇uH∇uF −∇uH∇uF )dx = 1
i
∑
k∈Z\{0}
(
∂ukH∂ukF − ∂ukH∂ukF
)
, (3.6)
where
∂uk =
1√
2
(|k|− 14 ∂ηk − i|k| 14 ∂ψk) , ∂u−k = 1√
2
(|k|− 14 ∂ηk + i|k| 14 ∂ψk) .
In these coordinates the vector fieldX = XH in (1.3) assumes the form (settingHC := H ◦ Λ−1)
XC := XHC =
(−i∂uHC
i∂uHC
)
=
1√
2π
∑
k∈Z\{0}
(−i∂ukHC eikx
i∂ukHC e
−ikx
)
, (3.7)
that we also identify, using the standard vector field notation, with
XC =
∑
k∈Z\{0},σ=±
−iσ∂u−σ
k
HC ∂uσ
k
.
The Hamiltonian of the momentum (recall (1.7)) reads as
MC :=M ◦ Λ−1 =
∫
T
iux · udx . (3.8)
Taylor expansion at the origin. Consider the Dirichlet-Neumann operator G(η) in (1.4). The map (η, ψ) → G(η)ψ
is linear with respect to ψ and nonlinear with respect to the profile η. The derivative with respect to η (which is called
“shape derivative”) is given by the formula (see for instance [51])
G′(η)[η̂]ψ = lim
ǫ→0
(
G(η + ǫη̂)ψ −G(η)ψ)
ε
= −G(η)(Bη̂)− ∂x
(
V η̂
)
, (3.9)
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where we denoted the horizontal and vertical components of the velocity field at the free interface by
V = V (η, ψ) := (∂xΦ)(x, η(x)) = ψx − ηxB , (3.10)
B = B(η, ψ) := (∂yΦ)(x, η(x)) =
G(η)ψ + ηxψx
1 + η2x
. (3.11)
It is also known that η 7→ G(η) is analytic and admits the Taylor expansion of the Hamiltonian near equilibrium
(η = 0, ψ = 0)
G(η) =
∞∑
m=0
G(m)(η) . (3.12)
Each term G(m) in the Taylor expansion is homogeneous of degree m and can be computed explicitly. For instance
(see e.g. formula (2.5) of [21]) we have
G(0) := |D| , G(1)(η) := −∂xη∂x − |D|η|D|,
G(2)(η) := −1
2
(
D2η2|D|+ |D|η2D2 − 2|D|η|D|η|D|
)
.
(3.13)
For further properties about the Dirichlet-Neumann operator we refer the reader to Appendix B.1.
The HamiltonianH in (1.6) has a convergent Taylor expansion
H = H(2) +H(3) +H(4) + . . .+H(m) +R(m+1) .
In the complex coordinates given by (3.3)-(3.4) the Hamiltonian reads as
HC := H ◦ Λ−1 =
N∑
p=2
H
(p)
C
+H
(≥N+1)
C
,
H
(2)
C
=
∑
j∈Z\{0}
√
|j|ujuj , H(p)C =
∑
σ1j1+...+σpjp=0
H
σ1,...,σp
j1,...,jp
uσ1j1 · · ·u
σp
jp
(3.14)
where N ≥ 2,Hσ1,...,σpj1,...,jp ∈ C and the HamiltonianH
(≥N+1)
C
collects all the monomials of homogeneity≥ N + 1.
Splitting of the phase space. Recall S in (1.23) and define Sc := Z \ (S ∪ {0}). We decompose the phase space as
H10 (T)×H10 (T) := HS ⊕H⊥S ,
HS :=
{(
ηS
ψS
)
:=
∑
j∈S
(
ηj
ψj
)
ei j x
}
, H⊥S :=
{(η˜
ψ˜
)
:=
∑
j∈Sc
(
ηj
ψj
)
ei j x
}
,
(3.15)
and we denote by ΠS ,Π
⊥
S the corresponding orthogonal projectors. The subspaces HS and H
⊥
S are symplectic or-
thogonal respect to the 2-form Ω (see (3.5)). We use the following notations for the complex variables,(
η
ψ
)
=
(
ηS
ψS
)
+
(
η˜
ψ˜
)
, Λ
(
ηS
ψS
)
=:
(
v
v
)
, Λ
(
η˜
ψ˜
)
=:
(
z
z
)
. (3.16)
The notation Rk(v
α1 vβ1 zα2 zβ2) indicates a homogeneous polynomial of degree k in (v, v, z, z) of the form
Rk(v
α1 vβ1 zα2 zβ2) = M [ v, . . . , v︸ ︷︷ ︸
α1−times
, v, . . . , v︸ ︷︷ ︸
β1−times
, z, . . . , z︸ ︷︷ ︸
α2−times
, z, . . . , z︸ ︷︷ ︸
β2−times
] , (3.17)
M = k-linear k := α1 + α2 + β1 + β2.
We denote with H(n,≥k), H(n,k), H(n,≤k) the terms of type Rn(v
α1 vβ1 zα2 zβ2), where, respectively, α2 + β2 ≥
k, α2+β2 = k, α2+β2 ≤ k, that appear in the homogeneous polynomialH(n) of degree n in the variables (v, v, z, z).
We denote by Πdz≤k, respectively Πdz=k, the projector of a homogenous Hamiltonian of degree n on the monomials
with degree less or equal than k, respectively equal k, in the normal variable z, i.e.
Πdz≤kH(n) := H(n,≤k) , Πdz=kH(n) := H(n,k) .
Given two Hamiltonians Q,K we shall define the adjoint action adQ(H) := {Q,H}. We denote by ΠKer(Q),
the projection on the kernel of the adjoint action. We define the projector on the range of the adjoint action as
ΠRg(Q) := I−ΠKer(Q).
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3.2. Comparison among Birkhoff normal form procedures. In this section we present three kinds of Birkhoff
normal form procedures and we compare them. All these procedures are formal and they differ by the terms of the
Hamiltonian that are supposed to be normalized along the process.
In this paper we shall implement a, not just formally defined, modification of the third one, the “Weak” plus “Linear”
Bikhoff normal form.
“Full” Bikhoff normal form. We refer to (formal) full Birkhoff normal form method as the normalization procedure
of the cubic and quartic terms H
(3)
C
and H
(4)
C
of the Hamiltonian in (3.14). This is the strongest normal form method
and, in the PDE context, it is usually hard to implement.
The normalization is done by applying the change of coordinates ΦFB := ΦF3 ◦ ΦF4 where ΦFi are the time one
(formal) flow map generated by the Hamiltonians
F3 := ad
−1
H
(2)
C
H(3) , F4 := ad
−1
H
(2)
C
Π
Rg(H
(2)
C
)
(
H
(4)
C
+
1
2
{F3, H(3)C }
)
. (3.18)
It is easy to check (using Lie series) that one obtains
HC ◦ ΦFB = H(2)C +H(4)FB + quintic terms , (3.19)
H
(4)
FB := ΠKer(H2C)
(
H
(4)
C
+
1
2
{F3, H(3)C }
)
. (3.20)
“Partial” Bikhoff normal form. We refer to (formal) partial Birkhoff normal form method as the normalization
procedure of the cubic and quartic terms with at most two wave numbers outside S, i.e. the termsH
(3,≤2)
C
andH
(4,≤2)
C
of the Hamiltonian in (3.14). Such method has been successfully applied for many KAM results for semilinear PDEs,
starting from the pioneering work [50]. Roughly speaking it is the optimal normal form procedure that provides a
control on the tangent bundle of the expected invariant torus. However, by the quasi-linear nature of the equations,
this method cannot be applied for the water waves system (see discussions below for more details).
The normalization procedure is done by applying the change of coordinates ΦPB := ΦF (3,≤2)3
◦ Φ
F˜
(4,≤2)
4
where
Φ
F
(3,≤2)
3
, Φ
F˜
(4,2)
4
are the time one (formal) flow map generated by the Hamiltonians
F
(3,≤2)
3 := ad
−1
H
(2)
C
H(3,≤2) , F˜
(4,≤2)
4 := ad
−1
H
(2)
C
Π
Rg(H
(2)
C
)
Πdz≤2H
(4)
1 ,
H
(4)
1 := H
(4)
C
+
1
2
{F (3,≤2)3 , H(3,≤2)C }+ {F (3,≤2)3 , H(3,3)C } .
(3.21)
It is easy to check (using Lie series) that one obtains
HC ◦ ΦPB = H(2)C +H(3,3)C +H(4)PB +H(4,≥3)1 + quintic terms ,
H
(4)
PB := ΠKer(H2C)Π
dz≤2H
(4)
1 . (3.22)
“Weak” plus “Linear” Bikhoff normal form. In this case we split the normalization procedure into two steps: (i) a
weak BNF, which is always rigorously defined if the Hamiltonian terms that we want to normalize commute with the
momentum (this assumption holds naturally for many physical PDE models); (ii) a linear BNF, which is defined just
at the formal level, which aims to normalize the tangent bundle of the expected invariant torus.
(i) We first define the map ΦWB := ΦF (3,≤1)3
◦ Φ
F̂
(4,≤1)
4
where Φ
F
(3,≤1)
3
,Φ
F̂
(4,≤1)
4
are the flows generated by the
Hamiltonians
F
(3,≤1)
3 := ad
−1
H
(2)
C
H(3,≤1) , F̂
(4,≤1)
4 := ad
−1
H
(2)
C
Π
Rg(H
(2)
C
)
Πdz≤1Ĥ
(4)
1 ,
Ĥ
(4)
1 := H
(4)
C
+
1
2
{F (3,≤1)3 , H(3,≤1)C }+ {F (3,≤1)3 , H(3,≥2)C } .
(3.23)
One obtains
HC ◦ ΦWB = H(2)C +H(3,≥2)C +H(4)WB + Ĥ(4,≥2)1 + quintic terms , (3.24)
H
(4)
WB := ΠKer(H2C )Π
dz≤1Ĥ
(4)
1 . (3.25)
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(ii) As a second step we define the map ΦLB := ΦF (3,2)3
◦Φ
F
(4,2)
4
where Φ
F
(3,≤1)
3
,Φ
F
(4,≤1)
4
are the flows generated by
the Hamiltonians
F
(3,2)
3 := ad
−1
H
(2)
C
H(3,2) , F (4,2)4 := ad−1H(2)
C
Π
Rg(H
(2)
C
)
Πdz=2H(4)
H(4) := H(4)
C
+
1
2
{F (3,≤1)3 , H(3,≤1)C }+
1
2
{F (3,2)3 , H(3,2)C }+ {F (3,≤1)3 , H(3,2)C }+ {F (3,≤2)3 , H(3,3)C } .
(3.26)
One obtains
HC ◦ ΦWB ◦ ΦLB = H(2)C +H(3,3)C +H(4)WB +H(4)LB +H(4,≥3) + quintic terms (3.27)
H
(4)
LB := ΠKer(H2C)Π
dz=2H(4) . (3.28)
We remark again that the procedures described above are “formal” since the maps we used are not a priori well-
defined. Indeed they are flows at time one of possibly ill-posed PDEs. This is due to two main reasons: the presence
of “small divisors” in the inversion of the adjoint action ad
H
(2)
C
and the fact that the vector field ofHC is quasi-linear.
Notice that the map ΦWB generated by Hamiltonians in (3.23) is actually well-posed because is the flow of an
ODE. This is true since Πdz≤1, combined with the conservation of momentum, gives the projection over a finite
number of modes. In the paper we shall follow a procedure similar to the Weak plus Linear Birkhoff normal form.
The aim of the Weak procedure is to find the first nonlinear approximate solution vI of (1.3). Such approximate
solution will be the starting point for the Nash-Moser scheme and the leading term of the expected quasi-periodic
solution (see (1.27)). Actually, in section 11, we will construct a map admitting the same Taylor expansion (at low
degree) of the mapΦLB but with rigorous estimates on the Sobolev spacesH
s. Therefore the main order of corrections
of the eigenvalues of the linearized operator at vI will be given by the vector field of the HamiltonianH
(4)
LB in (3.28).
To evaluate such corrections one needs to study the Kernel of the adjoint action of H
(2)
C
. By an explicit computation
one has that a fourth order monomial uσ1j1 . . . u
σ4
j4
belongs to Ker(H
(2)
C
) if it is supported on a 4-waves resonances
that is, non-trivial integer solutions of
σ1
√
|j1|+ σ2
√
|j2|+ σ3
√
|j3|+ σ4
√
|j4| = 0 , σ1j1 + σ2j2 + σ3j3 + σ4j4 = 0 . (3.29)
We know that (see for instance [64], [24], [21]) the quartic resoncances are given by two families of quartets of
wave numbers:
(i) the trivial ones, which have the form j1 = j2, σ1 = −σ2 and j3 = j4, σ3 = −σ4;
(ii) the Benjamin-Feir resonances, which consist in the two parameter family of solutions⋃
λ∈Z\{0},b∈N
{
j1 = −λb2, j2 = λ(b + 1)2 , j3 = λ(b2 + b+ 1)2, j4 = λ(b + 1)2b2
}
, (3.30)
with σ1 = σ3 = −σ2 = −σ4,
In [64] (see also [24], [21]) the authors show the coefficients of the HamiltonianH
(4)
FB in (3.20) related to monomials
supported on Benjamin-Feir resonances are zero. The consequence of this “null condition” of the gravity water waves
system in infinite depth is thatH
(4)
FB is integrable and in particular
H
(4)
FB = Πtriv
(
H
(4)
C
+
1
2
{F3, H(3)C }
)
=
1
4π
∑
k∈Z
|k|3(|zk|4 − 2|zk|2|z−k|2)
+
1
π
∑
k1,k2∈Z, sign(k1)=sign(k2)
|k2|<|k1|
|k1||k2|2
(− |z−k1 |2|zk2 |2 + |zk1 |2|zk2 |2) , (3.31)
whereΠtriv denotes the projection on trivial resonances. To prove that the corrections to the eigenvalues are integrable
is equivalent to show that
H
(4)
WB = ΠtrivH
(4)
WB , (3.32)
H
(4)
LB = ΠtrivH
(4)
LB . (3.33)
The condition in (3.32) could be proved using a “generic” choice of the tangential sites. On the other hand it seems
that the same argument does not fit for the proof of the equality (3.33). Actually the (3.33) is not a direct consequence
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of the null conditions leading to the integrability ofH
(4)
FB (see (3.31)), indeed by (3.28), (3.26), (3.20), one has
H
(4)
LB 6= Πdz=2H(4)FB .
So, to prove the (3.33) we use an argument of identification of normal forms based on the ideas developed in [30]. In
that paper the authors exploit the complete integrability of the Degasperis-Procesi equation (see for instance [25], [28])
using a sequence of constants of motion in order to deal with non-trivial 4-waves interactions. As it is well known the
pure gravity water waves equation is not integrable, as it has been proved in [24]; furthermore no other constants of
motion are known, except for the energy and the momentum.
Actually the identification argument of [30] works with approximate constants of motion and for our purpose it is suf-
ficient to find one of it. In section 3.3 we construct such approximate conserved quantity by exploiting the integrability
at degree 4.
3.3. Approximate constant of motion for the gravity water waves. The idea of the construction of an approximate
conserved quantity K is the following: we know that the full BNF is integrable at order four, this implies that the
Sobolev norms of the solutions of the truncated system H
(2)
C
+H
(4)
FB (recall (3.19)) are preserved and then quadratic
Hamiltonians of the form
∑
j j
2n|uj|2, n ≥ 0, are constants of motion for the truncated system. Written in formula
this means that, settingK(2)(u) =
∑
j j
2n|uj|2, we have
{K(2) ◦ Φ−1
F (4)
◦ Φ−1
F (3)
, H} ◦ ΦBF = {K(2), H ◦ ΦBF } = O(u5) .
It is easy to check that Φ−1
F (4)
◦ Φ−1
F (3)
differes from Φ−1
F (3)+F (4)
by terms of order O(u5). Then by Taylor expanding,
we get
K(2) ◦ Φ−1
F (3)+F (4)
= K(2) + {K(2), F (3)}+ {K(2), F (4)}+ 1
2
{{K(2), F (3)}, F (3)}+O(u5) .
This justifies the choice of the HamiltonianK constructed in the following proposition.
Proposition 3.1. Consider the formal polynomialK = K(2) +K(3) +K(4) where
K(2) :=
∑
j∈Z\{0}
j2 |uj |2 , K(3) := adK(2)F3, K(4) := adK(2)F4 +
1
2
{adK(2)F3, F3} . (3.34)
where F3, F4 are given in (3.18). Then we have
{HC,K} = O(u5) (3.35)
where O(u5) denotes a formal power series with a zero at the origin of order 5.
Proof. We first observe that K(2) is the Hamiltonian of the linear Schro¨dinger equation iut = uxx restricted to the
subspace of zero-average functions u(x), x ∈ T. It is well known that adK(2) has only trivial resonances of order 3
and 4. In particular, this implies that cubic Hamiltonian, as for instance F3, are in the range of the adjoint action of
K(2).
The equation (3.35) holds if and only if
{K(2), H(2)
C
} = 0 , (3.36)
{K(2), H(3)
C
}+ {K(3), H(2)
C
} = 0 , (3.37)
{K(2), H(4)
C
}+ {K(4), H(2)
C
}+ {K(3), H(3)
C
} = 0 . (3.38)
We note thatK(2) is diagonal, hence (3.36) holds. From this fact we deduce that the adjoint actions adK(2) and adH(2)
C
commutes on the intersection of their range Rg(H
(2)
C
) ∩Rg(K(2)).
The equation (3.37) holds since
ad
H
(2)
C
[K(3)]
(3.34)
= adK(2) adH(2)
C
[F3]
(3.18)
= {K(2), H(3)
C
} ,
where we used that the adjoint actions ofH
(2)
C
andK(2) commute and F3 ∈ Rg(H(2)C ) ∩Rg(K(2)).
The equality (3.38) is equivalent to
K(4) = ad−1
H
(2)
C
Π
Rg(H
(2)
C
)
(
{K(2), H(4)
C
}+ {K(3), H(3)
C
}
)
. (3.39)
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We need to check that the choice of K(4) in (3.34) implies the (3.39). First of all notice that, by (3.37), (3.18), (3.34)
and the Jacobi identity, we have
{K(3), H(3)
C
} (3.34)= {{K(2), F3}, H(3)C } = −{{H(3)C ,K(2)}, F3} − {{F3, H(3)C },K(2)} ,
{F3, {H(3)C ,K(2)}} − {H(3)C , {K(2), F3}}
(3.37)
= −{F3, adH(2)
C
(K(3))} − {H(3)
C
,K(3)} = ad
H
(2)
C
{K(3), F3} .
Therefore
{K(2), H(4)
C
}+ {K(3), H(3)
C
} = adK(2)(H(4)C ) + adK(2)({F3, H(3)C })− {{H(3)C ,K(2)}, F3}
= adK(2)(H
(4)
C
+
1
2
{F3, H(3)C }) +
1
2
(
{F3, {H(3)C ,K(2)}} − {H(3)C , {K(2), F3}}
)
(3.18),(3.34)
= adK(2)(H
(4)
C
+
1
2
{F3, H(3)C }) +
1
2
ad
H
(2)
C
{adK(2)F3, F3} .
(3.40)
Moreover using (3.36) we have
Π
Ker(H
(2)
C
)
adK(2)(H
(4)
C
+
1
2
{F3, H(3)C }) = ΠKer(H(2)
C
)
adK(2)ΠKer(H(2)
C
)
(
H
(4)
C
+
1
2
{F3, H(3)C }
)
,
(3.31)
= adK(2)Πtriv
(
H
(4)
C
+
1
2
{F3, H(3)C }
)
= 0 ,
(3.41)
sinceK(2) commutes with terms supported on trivial resonances. Then we have
(3.39)
(3.40)
= adK(2)ad
−1
H
(2)
C
Π
Rg(H
(2)
C
)
(
H
(4)
C
+
1
2
{F3, H(3)C }
)
+
1
2
{adK(2)F3, F3} (3.18),(3.34)= K(4) .
This proves that (3.38) holds with K(4) as in (3.34). 
3.4. Identification of normal forms. In this section we prove that the Hamiltonians H
(4)
WB , H
(4)
LB in (3.25), (3.28)
are actually given in terms of the projections Πdz=0 and Πdz=2 of the full Birkhoff normal form Hamiltonian H
(4)
FB
in (3.20). This will be done into two steps. First in Propositions 3.2 and 3.3 we show that (3.32) and (3.33) hold, i.e.
the coefficients of monomials in H
(4)
WB , H
(4)
LB supported on Benjamin-Feir resonances (see (3.30)) are zero. Then in
Proposition 3.5 we conclude the identification.
The next two proposition are based on the fact that two commuting Hamiltonians can be put simultaneously in
Birkhoff normal form and the normalized terms have to be supported in the intersection of the kernels of both adjoint
actions.
Then the main point is that the adjoint action of the constructed HamiltonianK possesses only trivial 4-waves resonant
interactions.
Proposition 3.2. ConsiderHC in (3.14) and its approximate constant of motionK given in Proposition 3.1. Recalling
(3.23) let us call Φ := Φ
F
(3,≤1)
3
◦ Φ
F̂
(4,≤1)
4
. Then
HC ◦ Φ = H(2) +H(3,≥2)C +H(4)WB + Ĥ(4,2)1 + Ĥ(4,≥3)1 +R(≥5)2 , (3.42)
K ◦ Φ = K(2) +K(3,≥2) +W (4,0)2 +Q(≥5,≤1)2 +K(≥4,≥2)1 , (3.43)
where Ĥ
(4)
1 is given in (3.23),H
(4)
WB is in (3.25), andH
(4)
WB,W
(4,0)
2 ∈ Ker(K(2)) ∩ Ker(H(2)C ).
Proof. One can reason as in Proposition 3.6 in [30]. The explicit form (3.42) comes from (3.23), (3.24), (3.25). 
Proposition 3.3. Consider HC in (3.14) and K given in Proposition 3.1. Recalling (3.26) let us call Ψ := ΦF (3,2)3
◦
Φ
F
(4,2)
4
. Then
HC ◦ Φ ◦Ψ = H(2)C +H(4)WB +H(4)LB +R(≥5,≤2)4 +H(≥3,≥3)4 ,
K ◦ Φ ◦Ψ = K(2) +W (4,0)2 +W (4,2)2 +Q(≥5,≤2)4 +K(≥3,≥3)4 ,
(3.44)
where H
(4)
LB is given in (3.28) andH
(4)
LB,W
(4,2)
2 ∈ Ker(K(2)) ∩ Ker(H(2)C ).
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Proof. Recall the definition of F (3,2) in (3.26). The equality (3.37) projected on dz ≤ 2 gives
adK(2) [F
(3,2)] = K(3,2). (3.45)
Hence
H ◦ Φ ◦ ΦF (3,2) = H(2) +H(3,3)C +H(4)WB +H(4,2) +H(4,≥3) +R(≥5,≤2)3 +H(≥3,≥3)3 ,
K ◦ Φ ◦ ΦF (3,2) = K(2) +W (4,0)2 +Q(≥4,≤2)3 +K(≥3,≥3)3 ,
(3.46)
where H(4) is in (3.26). Since (3.35) holds and the map Φ ◦ ΦF (3,2) is close to the identity we have that {HC,K} ◦
Φ ◦ ΦF (3,2) = O(u5) then
{H(4,2),K(2)} = {Q(4,2)3 , H(2)C } .
We note the following fact, which derives from the Jacobi identity and (3.36): if f ∈ Ker(H(2)) then {f,K(2)} ∈
Ker(H(2)), if f ∈ Rg(H(2)) then {f,K(2)} ∈ Rg(H(2)).
Then we have that {ΠKer(H(2))H(4,2),K(2)} ∈ Ker(H(2))
{ΠKer(H(2))H(4,2),K(2)} = −{ΠRg(H(2))H(4,2),K(2)}+ {H(2), Q(4,2)3 } ∈ Rg(H(2)) .
Thus {ΠKer(H(2))H(4,2),K(2)} = 0 and
ΠKer(H(2))H(4,2) = ΠKer(H(2))ΠKer(K(2))H(4,2) .
By symmetryΠKer(K(2))Q
(4,2)
3 = ΠKer(H(2))ΠKer(K(2))Q
(4,2)
3 . Hence
ΠRg(H(2))ΠKer(K(2))Q
(4,2)
3 = ΠRg(K(2))ΠKer(H(2))H(4,2) = 0 . (3.47)
The function F (4,2)4 solves the homological equation
{H(2),F (4,2)4 } = ΠRg(H(2))H(4,2)
(3.47)
= ΠRg(K(2))ΠRg(H(2))H(4,2) .
We now show thatF (4,2)4 solves also the homological equation for the commuting HamiltonianK◦Φ◦ΦF (3,2) . Indeed,
by the fact that ad−1
H(2)
commutes with adK(2) on the intersection Rg(H
(2)) ∩Rg(K(2)), we have
{K(2),F (4,2)4 } = ad−1H(2){K(2),ΠRg(K(2))ΠRg(H(2))H(4,2)} ,
and we get
{K(2),ΠRg(K(2))ΠRg(H(2))H(4,2)} = {H(2),ΠRg(K(2))ΠRg(H(2))Q(4,2)1 } .
By (3.47) we have that the resonant term H
(4)
LB := ΠKer(H(2))H(4,2) belongs to the intersection of the kernels. This
concludes the proof. 
Remark 3.4. Notice that the kernel of adK(2) (see (3.34)) contains only monomials supported on trivial resonances.
Therefore Propositions 3.2, 3.3 imply the (3.32), (3.33).
Proposition 3.5. One has that (see (3.25), (3.28))
H
(4)
WB = ΠtrivH
(4)
WB = Π
dz=0H
(4)
FB , H
(4)
LB = ΠtrivH
(4)
LB = Π
dz=2H
(4)
FB (3.48)
where H
(4)
FB is in (3.20) (see also (3.31)).
Proof. We have already remarked that in [64], [24], [21] it has been proved that(
Π
Ker(H
(2)
C
)
−Πtriv
)
(H
(4)
C
+
1
2
{F3, H(3)C }) = 0 .
Hence
Πdz=2Π
Ker(H
(2)
C
)
(H
(4)
C
+
1
2
{F3, H(3)C }) = Πdz=2Πtriv(H(4)C +
1
2
{F3, H(3)C }) . (3.49)
We claim that
Πtriv{F (3,1)3 , H(3,3)C } = Πtriv{F (3,3)3 , H(3,1)C } = Πtriv{F (3,2)3 , H(3,0)C } = Πtriv{F (3,0)3 , H(3,2)C } = 0 . (3.50)
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This implies that
Π
Ker(H
(2)
C
)
Πdz=2(H
(4)
C
+
1
2
{F3, H(3)C }) = ΠtrivΠdz=2
(
H
(4,2)
C
+ {F (3,≤1)3 , H(3,≤1)C }+ {F (3,≤1)3 , H(3,≥2)C }
)
+ΠtrivΠ
dz=2
(
H
(4,2)
C
+ {F (3,2)3 , H(3,0)C }+ {F (3,2)3 , H(3,2)C , }+ {F (3,3)3 , H(3,1)C }
)
= ΠtrivΠ
dz=2
(
H
(4,2)
C
+ {F (3,≤1)3 , H(3,≤1)C }+ {F (3,2)3 , H(3,2)C }
)
.
(3.51)
Proof of the claim (3.50). Let us consider the term {F (3,1)3 , H(3,3)C }, where
F
(3,1)
3 =
∑
j1,j2∈S,j3∈S
c
σ1j1+σ2j2+σ3j3=0
σi=±
Cσ1,σ2,σ3j1,j2,j3 u
σ1
j1
uσ2j2 u
σ3
j3
, H
(3,3)
C
=
∑
j1,j2,j3∈S
c
σ1j1+σ2j2+σ3j3=0
σi=±
C˜σ1,σ2,σ3j1,j2,j3 u
σ1
j1
uσ2j2 u
σ3
j3
,
for some coefficients Cσ1,σ2,σ3j1,j2,j3 , C˜
σ1,σ2,σ3
j1,j2,j3
∈ C. Using (3.6) one gets
{F(3,1), H(3,3)
C
} =
∑
j1,j2∈S, k1,k2∈S
c
σ1j1+σ2j2+σ3k1+σ4k2=0
σi=±
P σ1,σ2,σ3,σ4j1,j2,k1,k2 u
σ1
j1
uσ2j2 u
σ3
k1
uσ4k2
for some P σ1,σ2,σ3,σ4j1,j2,k1,k2 ∈ C. A monomial of degree 4 uσ1j1 uσ2j2 uσ3k1uσ4k2 is supported on trivial resonances if σ1 = −σ2,
σ3 = −σ4, j1 = j2 and k1 = k2, since ji ∈ S, ki ∈ Sc, i = 1, 2. On the other hand, by the momentum condition,
we have that j1 − j2 = −(k1 − k2), which is not possible since 0 /∈ S ∪ Sc (see (1.23)). Hence the (3.50) holds. The
others equalities in (3.50) follow by reasoning in the same way. 
Now consider the HamiltonianH
(4)
LB in (3.28) obtained by two steps of Weak normal form plus two steps of Linear
Birkhoff normal form (see Propositions 3.2, 3.3). Then, recalling the explicit formula (3.26) we get
Z
(4,2)
2
Rmk.3.4
= Πdz=2Πtriv(
1
2
{F (3,2), H(3,2)
C
}+ 1
2
{F (3,≤1), H(3,≤1)
C
}+ {F (3,1), H(3,3)
C
}+H(4,2)
C
)
(3.50)
= Πdz=2Πtriv(H
(4,2)
C
+
1
2
{F (3,2), H(3,2)2 }+
1
2
{F (3,≤1), H(3,≤1)})
(3.51),(3.49)
= Πdz=2Πtriv
(
H
(4)
C
+
1
2
{F (3), H(3)}
)
.
This implies, recalling the (3.31), the second equality in the claim (3.48). The first one in (3.48) follows by using the
projectorΠdz=0 and reasoning in the same way. 
4. WEAK BIRKHOFF NORMAL FORM
The aim of this section is to construct a ζ-parameter family of approximately invariant, finite dimensional tori
supporting quasi-periodic motions with frequency ω(ζ). We will impose the map ζ 7→ ω(ζ) to be a diffeomorphism
and we will consider such approximate solutions as the starting point for the Nash-Moser algorithm. We will apply a
Weak Birkhoff normal form procedure as explained in section 3.2.
Definition 4.1. (Resonance). Let n ≥ 3 be an integer. We say that {(ji, σi)}ni=1 ⊂ (Z × {±})n is a resonance of
order n if
M~σ(j1, . . . , jn) :=
n∑
i=1
σiji = 0, R~σ(j1, . . . , jn) :=
n∑
i=1
σi
√
|ji| = 0 (4.1)
where ~σ := (σ1, . . . , σn). Let us denote by n+ the number of σi = + and, up to reordering in the index i, let us
assume that σi = + for i = 1, . . . , n+.
A resonance of order n is said to be trivial if n is even, n+ = n/2 and{
j1, . . . , jn+
}
=
{
jn++1, . . . , jn
}
. (4.2)
Otherwise we say that it is non-trivial.
Remark 4.2. Note that resonances of odd order are non-trivial. We also remark that if
{(
ji, σi
)}n
i=1
is a trivial
resonance then the functionsM~σ andR~σ defined in (4.1) are identically zero.
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Consider a monomial of the form uσ1j1 . . . u
σn
jn
and the HamiltonianH
(2)
C
in (3.14). Then we have (recall (3.8), (3.6))
{MC, uσ1j1 . . . uσnjn } = −iM~σ(j1, . . . , jn)uσ1j1 . . . uσnjn , (4.3)
{H(2)
C
, uσ1j1 . . . u
σn
jn
} = −iR~σ(j1, . . . , jn)uσ1j1 . . . uσnjn . (4.4)
We point out that the Hamiltonian (3.14) preserves the momentum and, in particular, by (4.3), each term H
(p)
C
is sum
of monomials Fourier supported on j1, . . . , jn such thatM~σ(j1, . . . , jn) = 0.
We say that a monomial uσ1j1 . . . u
σn
jn
is resonant if it belongs to the Ker(H
(2)
C
), namely, by (4.4), it is Fourier supported
on j1, . . . , jn such thatR~σ(j1, . . . , jn) = 0.
For a finite dimensional subspace ofH10 (T)×H10 (T)
E := EC := span
{
ei j x : 0 < |j| ≤ C} , C > 0 , (4.5)
let ΠE denotes the corresponding L
2-projector on E.
The aim of this section is to prove the following.
Proposition 4.3. Let s ≥ 0. For any generic choice of the set S of tangential sites of the form (1.23) there exist r > 0,
depending on S, and an analytic symplectic change of coordinates
ΦB : Br(0, Hs0(T) ×Hs0(T))→ Hs0(T) ×Hs0(T) , ΦB = I + Ψ , Ψ = ΠE ◦Ψ ◦ΠE (4.6)
where E is a finite dimensional space as in (4.5), such thatMC ◦ΦB = MC whereMC is the momentum Hamiltonian
in (3.8) and the HamiltonianHC in (3.14) transforms into
HC := HC ◦ ΦB = H(2)C +H(4,0)C +
7∑
k=3
H(2k,0)
C
+H(≥16,≤1)
C
+H(≥3,≥2)
C
, (4.7)
where
H(4,0)
C
:=
1
4π
∑
k∈S
|k|3|uk|4 + 1
π
∑
k1,k2∈S, sign(k1)=sign(k2)
|k2|<|k1|
|k1||k2|2|uk1 |2|uk2 |2
(4.8)
is the fourth order Hamiltonian computed by Zakharov-Dyachenko in [64] and Craig-Worfolk in [24] restricted to
momomials supported on the tangential sites S, and H(2k,0)
C
= ΠKer(H(2)
C
)
H(2k,0)
C
with k = 3, . . . , 7 are supported
only on trivial resonances .
In the following subsection we show that one can choose “generically” the set of indexes S in such a way that in the
Hamiltonian in (3.14) there are no monomials uσ1j1 · · ·u
σp
jp
, with at most one index ji ∈ Sc, supported on a non-trivial
resonance. Then, in subsection 4.2, we prove Proposition 4.3.
4.1. Resonances. The aim of this subsection is to prove the following result.
Proposition 4.4. If
{(
ji, σi
)}n
i=1
is a non-trivial resonance of order n with at most one index ji outside S then there
exists a non-identically zero polynomial P : Rn → R such that P(j1, . . . , jn) = 0.
We remark that there are just a finite number of non-trivial resonances with one index out of S, since S is finite and
the momentum is preserved. Then by Proposition 4.4 there exists a generic choice of tangential sites such that in the
Hamiltonian (3.14) there are no non-trivial resonant monomials uσ1j1 · · ·u
σp
jp
, with at most one index ji ∈ Sc.
Before giving the proof of the proposition above we need the following algebraic lemma.
Lemma 4.5. Let f : Rn−1 → R be an algebraic function and let (x1, . . . , xn−1) ∈ Rn−1 be a zero of f . If
∇f(x1, . . . , xn−1) 6= 0 (4.9)
then there exists a non identically zero polynomialQ : Rn−1 → R such that Q(x1, . . . , xn−1) = 0.
Proof. Since f is an algebraic function there exists a non-identically zero polynomial P : Rn → R such that
P (x1, . . . , xn−1, f(x1, . . . , xn−1)) = 0 ∀(x1, . . . , xn−1) ∈ Rn−1 . (4.10)
We can write the polynomial P in the following form
P (x1, . . . , xn) = p0(x1, . . . , xn−1) +
∑
k≥m
pk(x1, . . . , xn−1)x
k
n (4.11)
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wherem ≥ 1 and pi are polynomials of n− 1 real variables. Without loss of generality we can assume that pm is non
identically zero. By (4.10) we have that
P (x1, . . . , xn−1, 0) = 0.
If p0 is non identically zero then we conclude by consideringQ := p0. Otherwise, by (4.9) there exists j ∈ {1, . . . , n−
1} such that ∂xjf(x1, . . . , xn−1) 6= 0. By (4.10), (4.11) we have that for all (x1, . . . , xn−1) ∈ Rn−1
0 = ∂mxjP (x1, . . . , xn−1, f(x1, . . . , xn−1))
=
∑
k≥m
m∑
α=0
(
m
α
)
∂m−αxj pk(x1, . . . , xn−1)∂
α
xj (f(x1, . . . , xn−1)
k) . (4.12)
Now we consider the above relation when it is evaluated at (x1, . . . , xn−1). Since k ≥ m there is just one term in
(4.12) which is not zero, the one involving just derivatives of f , but not f itself (recall that f(x1, . . . , xn−1) = 0).
Such term corresponds to k = m = α and gives
0 = ∂mxjP (x1, . . . , xn−1, 0) = m!
(
∂xjf(x1, . . . , xn−1)
)m
pm(x1, . . . , xn−1) .
Hence we deduce that pm(x1, . . . , xn−1) = 0 and we can chooseQ := pm. 
Proof of Proposition 4.4. Note that if
{(
ji, σi
)}n
i=1
is a non-trivial resonance and all the ji’s belong to S then we
can consider
P(x1, . . . , xn) :=
n∑
i=1
σixi .
Hence let us consider the case in which there is one ji /∈ S and, to simplify the notation, suppose that i = n. We can
assume that 0 < n+ < n otherwiseR(j1, . . . , jn) in (4.1) is strictly positive.
By using the first equation in (4.1) we have that σnjn = −
∑
i6=n σiji. Then, by using the second equation in (4.1),
we have that (j1, . . . , jn−1) is a zero of the algebraic function
f(x1, . . . , xn−1) =
n−1∑
i=1
σi
√
|xi|+ σn
√
|
∑
i6=n
σixi| .
We have
∂x1f(j1, . . . , jn−1) =
σ1 sgn(j1)
2
√|j1| + σ1σnsgn(
∑
i6=n σiji)
2
√|jn| .
Thus ∂x1f(j1, . . . , jn−1) = 0 if and only if |j1| = |jn| and sgn(j1) = σnsgn(σnjn), which implies j1 = jn.
Since we assumed that jn ∈ Sc and j1 ∈ S we have that ∂x1f(j1, . . . , jn−1) 6= 0. By Lemma 4.5 this means that
(j1, . . . , jn−1) is the zero of some non-identically zero polynomial Q(x1, . . . , xn−1). We conclude by considering
P(x1, . . . , xn) = xnQ(x1, . . . , xn−1). 
4.2. Proof of Proposition 4.3. The change of coordinates ΦB is constructed via a weak version of the Birkhoff
normal form algorithm as described in section 3.2. Such method has been implemented in several papers (see for
instance [8], [30]), so here we just resume the scheme that we follow to obtain the result in Proposition 4.3.
The map ΦB is defined as the composition of several symplectic changes of variables Φk that are time-one flow
maps of homogenous Hamiltonians F (k+2,≤1) such that Πdz≤1F (k+2,≤1) = F (k+2,≤1), namely F (k+2,≤1) is Fourier
supported on set of indexes with at most one index out of S. Since the Hamiltonian HC Poisson commutes with the
momentumMC we look for generators F (k+2,≤1) with the same property. By momentum conservation and the fact
that Πd≤1F (k+2,≤1) = F (k+2,≤1), we have that the Fourier support of F (k+2,≤1) is given by a finite set of integer
indexes. So Φk it is a well defined, analytic and invertible map of the phase space as time-one flow map of an ordinary
differential equation with polynomial vector field.
Now we describe a generic step of weak Birkhoff normal form and we see how we choose the generators F (k+2,≤1).
Let k ≥ 1, then after k-steps of weak Birkhoff normal form the Hamiltonian has the form{
Hk := Hk−1 ◦ Φ−1k = H(2)C + Z(≤k+2,≤1)k +R(≥k+3,≤1)k +H(≥3,≥2)k−1
H0 = HC, Z
(≤2,≤1)
0 = 0, R
(3,≤1)
0 = H
(3,≤1)
C
,
(4.13)
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where ΠKer(H(2))Z
(≤k+2,≤1)
k = Z
(≤k+2,≤1)
k is given by
Z
(≤k+2,≤1)
k := Z
(≤k+1,≤1)
k−1 +ΠKer(H(2))R
(k+2,≤1)
k−1 .
By Proposition 4.4, for a generic choice of the set S we have
• Z(≤k+2,1)k = 0 for any k,
• Z(k+2,≤1)k = 0 if k is odd,
• Z(k+2,0)k depends only on the actions |uj|2 with j ∈ Z, j 6= 0 if k is even.
The HamiltonianHk in (4.13) is obtained by choosing F
(k+2,≤1) as the solution of the following equation
{H(2)
C
, F (k+2,≤1)} = ΠRg(H(2))H(k+2,≤1)k−1 , (4.14)
and Taylor expandingHk−1 ◦Φ−1k . We performN = 13 steps of the Weak BNF procedure described above. Then we
consider ΦB = Φ
−1
13 ◦ · · · ◦ Φ−11 and we set
H(2k,0)
C
= Z
(2k,0)
13 2 ≤ k ≤ 7 , H(≥15,≤1)C = R(≤15,≤1)13 , H(≥3,≥2)C = H(≥3,≥2)13 .
By the discussion of section 3 we conclude that the expression of the normalized Hamiltonian H(4,0) is the one
obtained by ([14], [24], [64]) through a formal procedure and then restricted to monomials supported on the tangential
sites S. Indeed the map ΦB coincides with the map Φ in Proposition 3.2 up to order 5, and hence H(4,0) is equal to
H
(4)
WB appearing in (3.42). By Proposition 3.5 (see the first equality in (3.48)) and the expression (3.31) we get the
(4.8).
5. THE NONLINEAR FUNCTIONAL SETTING
In this section we consider the HamiltonianHC in (4.7) obtained after the weak Birkhoff normal form procedure of
section 4. We show that actuallyHC possesses approximately invariant manifolds supporting quasi-periodic motions.
To do this, we first introduce suitable coordinates in the neighborhood of such manifolds. Lemma 5.2 guarantees that
the dynamics on the manifold is non-isochronous. In subsection 5.2 we introduce a nonlinear functional whose zeros
are quasi-periodic solutions for the whole HamiltonianHC. This is stated in Theorem 5.5 which will imply our main
result.
5.1. Action-angle variables. On the submanifold {z = 0} we put the following action-angle variables
T
ν × Rν+ −→ {z = 0} , (θ, I) 7−→ v =
∑
j∈S
√
Ij e
−iθj eijx , (5.1)
with Rν+ := (0,∞)ν . The symplectic form in (3.1) (or equivalently (3.5) in the complex coordinates) restricted to the
subspace HS (see (3.15)) transforms into the 2-form
∑
j∈S dIj ∧ dθj . Recalling (4.7), we have that the Hamiltonian
H(≤14,0)
C
(θ, I, 0) =
∑
j∈S |j|
1
2 Ij +H(4,0)C (I) +
∑7
k=3H(2k,0)C (I) depends only by the actions I and its equations of
motion read as 
θ˙j = ∂IjH(≤14,0)C (θ, I, 0) = |j|
1
2 +
∑
k∈S
A
k
j Ij +O(I
2) ,
I˙j = −∂θjH(≤14,0)C (θ, I, 0) = 0 ,
j ∈ S , (5.2)
where the matrix A is the ν × ν symmetric matrix associated to the quadratic form (see (4.8))
1
2
AI · I := H(4,0)
C
(I) :=
1
4π
∑
k∈S
|k|3I2k +
1
π
∑
k1,k2∈S, sign(k1)=sign(k2)
|k2|<|k1|
|k1||k2|2Ik1Ik2 .
(5.3)
Let 0 < ε≪ 1 and rescale I 7→ ε2I , so that the frequency-amplitude map can be written as
ω(I)  α(I) = ω + ε2A I +O(ε4) , O(ε4) =
6∑
k=2
ε2kbk
(
I, . . . , I︸ ︷︷ ︸
k−times
)
, (5.4)
where ω is the linear frequencies vector in (1.25), and where bk are k-linear functions of the variables I .
34 ROBERTO FEOLA AND FILIPPO GIULIANI
In order to work in a small neighborhood of the prefixed torus {I ≡ ζ}, with ζ ∈ Rν+, it is advantageous to
introduce a set of coordinates (θ, y, z, z) ∈ Tν × Rν ×H⊥S ×H⊥S adapted to it, defined by
u = Aε(θ, y, z) = εvε(θ, y) + ε
bz ⇐⇒
uj := ε
√
ζj + ε2b−2yj e
−iθj ei j x , j ∈ S ,
uj := ε
bzj , j ∈ Sc ,
(5.5)
with b > 1 chosen as
b := 1 +
a
2
, 0 < a≪ 1 . (5.6)
We define [
u
u
]
:= Aε(θ, y, z, z) :=
(
Aε(θ, y, z)
Aε(θ, y, z)
)
. (5.7)
For the tangential sites S := {1, . . . , ν} (see (1.23)) we will also denote θi := θi, yi := yi, ζi := ζi, i = 1, . . . , ν.
The symplectic 2-form Ω in (3.5), up to rescaling of time, becomes
W :=
ν∑
i=1
dyi ∧ dθi − i
∑
j∈Sc
dzj ∧ dzj =
( ν∑
i=1
dyi ∧ dθi
)
⊕ ΩS⊥ , (5.8)
where ΩS⊥ is the symplectic form Ω restricted to the subspaceH
⊥
S in (3.15).
Remark 5.1. Note thatW in (5.8) has the form (2.47) when (h, h) is restricted to the subspaceH⊥S . Moreover, in the
real coordinates, the symplectic formW in (5.8) reads
W˜ :=
ν∑
i=1
dyi ∧ dθi +
∑
j∈Sc
dψj ∧ dη−j =
( ν∑
i=1
dyi ∧ dθi
)
⊕ Ω˜S⊥ = dV , (5.9)
where Ω˜S⊥ is the symplectic form Ω˜ in (3.1) restricted to the subspace H
⊥
S in (3.15) and V is the contact 1-form on
Tν × Rν ×H⊥S defined by V(θ,y,W ) : Rν × Rν ×H⊥S → R,
V(θ,y,W )[θ̂, ŷ, Ŵ ] := y · θ̂ + 1
2
(JW, Ŵ )L2 . (5.10)
The HamiltonianHC in (4.7) becomes
HC,ε := ε
−2bHC ◦Aε . (5.11)
In the following lemma we prove that, under an appropriate choice of the tangential set (1.23), the function (5.4) is
a diffeomorphism for ε small enough and then the system (5.2) is integrable and non-isochronous.
Lemma 5.2. (Twist condition). For a generic choice of the set S one has |detA| ≥ 1(4π)ν .
Proof. Recall (5.3). The entries of A are homogenous polynomials of degree 3 of the tangential sites, and so it is the
detA. We claim that detA is a not identically zero polynomial. Hence the result follows since 4πA is an integer
matrix and then (4π)ν detA is a non-zero integer number. To prove the claim we consider the matrix A(i) restricted
at i = λ, i = 1, . . . , ν, for some λ > 0. Such matrix has the form
A(λ, . . . , λ) = λ3π−1D (5.12)
whereD in a ν × ν matrix whose diagonal elements are all 1/4 and the appearing out of diagonal are just 0 and 1/2.
Then the matrix
4 πλ−3A(λ, . . . , λ) = 4D (5.13)
is the identity in Z/2Z and in particular its determinant is 1. This means that the determinant of the matrix in (5.13) is
an odd number, in particular it is different from zero. This concludes the proof. 
As a consequence of Lemma 5.2 the map in (5.4) is invertible and we denote
ζ := ζ(ω) := α(−1)(ω) = ε−2A−1(ω − ω) +O(ε2) . (5.14)
In the following it will be convenient to consider the HamiltonianHC,ε in (5.11) expressed in terms of real variables.
Recall the splitting in (3.16). Then the variables (η, ψ) in the action-angle variables in (5.5), (5.7) read(
η
ψ
)
:= Λ−1Aε
(
θ, y,Λ
[ η˜
ψ˜
])
(5.15)
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Using this notation, the HamiltonianHC,ε(θ, y, z, z) in (5.11) expressed in terms of real variables is
Hε(θ, y, η˜, ψ˜) := ε
−2bHC ◦Aε
(
θ, y,Λ
[ η˜
ψ˜
])
= ε−2bH ◦ Λ−1 ◦ ΦB ◦Aε
(
θ, y,Λ
[ η˜
ψ˜
])
(5.16)
where we used also (4.7) and (3.14). In the following we shall need a homogeneous expansion of the Hamiltonian
Hε(θ, y, η˜, ψ˜) in (5.16) in the variables y, η˜, ψ˜. Notice that the map Λ in (3.4) does not affect the homogeneity degree
in the normal variables. For simplicity we expand the Hamiltonian HC,ε in degree of homogeneity in y and in the
complex variables z, z (see (3.16)). In order to lighten the notation (3.17) we shall write
R(vk−qzq) = Rk(v
α1 vβ1 zα2 zβ2) , α1 + β1 = k − q , α2 + β2 = q .
We also define (see (5.4))
B(ζ)y :=
7∑
k=2
ε2(k−1)bk
(
ζ, . . . , ζ︸ ︷︷ ︸
(k−1)−times
, y
)
.
Hence, by (3.14), (4.7), and writing vε := vε(θ, y), we have that
HC,ε(θ, y, z, z) = e(ζ) + α(ζ) · y +
∫
T
|D| 12 z · z dx+ ε
2 b
2
(
A+ B(ζ)
)
y · y + ε4bO(y3)
+
15∑
k=1
εkR(vkε z
2) +
15∑
k=3
εk−3+b
k∑
q=3
ε(b−1)(q−3)R(vk−qzq) + ε−2bH(≥16)(εvε + εbz)
(5.17)
where e(ζ) is a constant, α(ζ) is the rescaled frequency-amplitudemap (5.4) and A is in (5.3).
5.2. The functional equation. We write the Hamiltonian in (5.16) (possibly eliminating constant terms depending
only on ζ which are irrelevant for the dynamics) as
Hε = N + P , W :=
(
η˜
ψ˜
)
(5.18)
N (θ, y,W ) = α(ζ) · y + 1
2
(N(θ)W,W )L2 ,
1
2
(N(θ)W,W )L2 :=
1
2
((d∇WHε)(θ, 0, 0)[W ],W )L2 ,
where N describes the linear dynamics normal to the torus, and P := Hε − N collects the nonlinear perturbative
effects. Note that bothN and P depend on ω through the map ω 7→ ζ(ω).
We consider Hε as a (ω, ε)-parameter family of Hamiltonians and we note that, for P = 0, Hε possess an invariant
torus at the origin with frequency ω, which we want to continue to an invariant torus for the full system.
We will select the frequency parameters from the following set (recall (5.14))
Ωε := {ω ∈ Rν : ζ(ω) ∈ [1, 2]ν} . (5.19)
Set (see (5.6))
γ = ε2b , τ := 3ν + 7 (5.20)
and consider two constants C1, C2 > 0 depending on S. We define the non-resonant sets
G(0)0 :=
{
ω ∈ Ωε : |ω · ℓ| ≥ γ 〈ℓ〉−τ , ∀ℓ ∈ Zν \ {0}
}
,
G(1)0 :=
{
ω ∈ Ωε : |(ω − ε2m1 v) · ℓ+ ε2Aζ(ω) · ℓ| ≥ γ 〈ℓ〉−τ , ∀ℓ ∈ Zν \ {0}
}
,
(5.21)
G(2)0 (C1, C2) :=
{
ω ∈ Ωε : |(ω − ε2m1 v+ ε2Aζ(ω)) · ℓ+ σ
√
|j| − σ′
√
|k|| ≥ γ〈ℓ〉τ ,
|ℓ| ≤ C1, max{|j|, |k|} ≤ C2, v · ℓ+ j − k = 0, σ, σ′ = ±
} (5.22)
where A is defined in (5.3) and
m1 = m1(ω) := w · ζ(ω), w := (wj)j∈S , wj := |j|j , v := (vj)j∈S , vj := j . (5.23)
We require that
ω ∈ G0 := G(0)0 ∩ G(1)0 ∩ G(2)0 . (5.24)
Lemma 5.3. For generic choices of S and any constants C1, C2 > 0 depending only on S, we have that |Ωε \ G0| ≤
C∗ε
2(ν−1)γ for some C∗ = C∗(S) > 0 .
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Proof. The estimate for Ωε \G(0)0 follows using (5.4), (5.14) and Lemma 5.2. Consider now the set G(1)0 . We have that
Ωε \G(1)0 =
⋃
ℓ∈Zν
Tℓ , Tℓ := {ω ∈ Ωε : |φ(ω, ℓ)| < γ 〈ℓ〉−τ} , φ(ω, ℓ) := (ω−ε2m1 v) · ℓ+ε2Aζ(ω) · ℓ . (5.25)
First we write
m1 v = Vζ, V := vw
T . (5.26)
Then ∇ζφ(ω, ℓ) = (AT − VT )ℓ. Now we prove that, for generic choices of S, we have det(A − V) 6= 0. Since V
and A are integer matrices and ℓ ∈ Zν we will have that min{|∂ζiφ(ω, ℓ)| : i = 1, . . . , ν} ≥ 1. Now we compute the
matrix A−V evaluated at the point (λ, . . . , λ) for some λ ∈ N. At such point V has all entries equal to λ3. Recalling
(5.12) and (5.13) we write
4 πλ−3(A− V) = A− πV , V := 4πλ−3V , A := 4πλ−3D .
Notice that V, A are integer matrices and A is invertible (see proof of Lemma 5.2). Then A−πV = A(IN −πA−1V). The
eigenvalues of A−1V are algebraic numbers, hence 1 cannot be an eigenvalue of πA−1V. This proves that also A − πV
is invertible. Therefore the determinant of A− πV is not an identically zero polynomial. Hence
|Ωε \ G(1)0 | .
∑
ℓ∈Zν
|Tℓ| . γ
∑
ℓ∈Zν
〈ℓ〉−τ . γ ,
since τ > ν/2 (see (5.20)). Now consider the set in (5.22) and write
Ωε \ G(2)0 (C1, C2) =
⋃
ℓ∈Zν ,σ,σ′=±,
|ℓ|<C1
⋃
j,k∈Sc,
max{|j|,|k|}≤C2
Rσ,σ
′
ℓ,j,k ,
Rσ,σ
′
ℓ,j,k := {ω ∈ Ωε : |ψ(ω, ℓ, j, k)| < γ 〈ℓ〉−τ , v · ℓ+ j − k = 0} ,
ψ(ω, ℓ, j, k) := (ω − ε2m1 v+ ε2Aζ) · ℓ + σ
√
|j| − σ′
√
|k| .
(5.27)
Reasoning as done for the function φ in (5.25) we deduce that min{|∂ζiψ(ω, ℓ, j, k)| : i = 1, . . . , ν} ≥ 1. Hence the
measure of a single bad set is bounded as |Rσ,σ′ℓ,j,k| . γ〈ℓ〉−τ . By (5.27) we deduce
|Ωε \ G(2)0 (C1, C2)| . C1C2
∑
ℓ∈Zν
γ〈ℓ〉−τ . C1C2γ .
This implies the thesis. 
We look for an embedded invariant torus
i : Tν → Tν × Rν ×H⊥S , ϕ 7→ i(ϕ) := (θ(ϕ), y(ϕ),W (ϕ)) (5.28)
of the Hamiltonian vector field XHε (see (5.18), (5.16)) supporting quasi-periodic solutions with diophantine fre-
quency ω ∈ G0 (recall (5.24)), satisfying the following condition:
• (Travelling wave): the torus embedding i(ϕ) satisfies
v · ∂ϕθ(ϕ) = v , v · ∂ϕy(ϕ) = 0 , (v · ∂ϕ + ∂x)W (ϕ, x) = 0 , (5.29)
where v is the vector velocity given in (5.23).
We remark that the embedding i(ϕ) in the original coordinates (see (3.4), (4.6), (5.7)), reads
(η(t, x), ψ(t, x)) =
(
Λ−1ΦBAε
)
(θ(ωt), y(ωt),ΛW (ωt)) . (5.30)
Remark 5.4. The condition (5.29) on the embedding i(ϕ) is equivalent to require that (η, ψ) in (5.30) belong to the
subspace Sv defined in (2.46).
Consider the momentum Hamiltonian in (1.7) expressed in the action angle variables (5.1) (see also (3.16))
M = M(θ, y,W ) = −v · y +
∫
T
η˜xψ˜dx , W =
(
η˜
ψ˜
)
. (5.31)
Then the condition (5.29) can be written as
v · ∂ϕi(ϕ) +XM (i(ϕ)) = 0 , XM = (−v, 0, η˜x, ψ˜x) . (5.32)
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For technical reason, it is useful to consider the modified Hamiltonian
Hε,Ξ(θ, y,W ) := Hε(θ, y,W ) + Ξ · θ, Ξ ∈ Rν . (5.33)
More precisely, we introduce Ξ in order to control the average in the y-component in our Nash Moser scheme. The
vector Ξ has no dynamical consequences since an invariant torus for the Hamiltonian vector field XHε,Ξ is actually
invariant forXHε itself (see Lemma 6.1).
Thus, we look for zeros of the nonlinear operatorF(i,Ξ) ≡ F(i,Ξ, ω, ε) := ω ·∂ϕi(ϕ)−XN (i(ϕ))−XP (i(ϕ))+
(0,Ξ, 0) defined as
F(i,Ξ) =
 ω · ∂ϕΘ(ϕ)− ∂yP (i(ϕ))ω · ∂ϕy(ϕ) + 12∂θ(N(θ(ϕ))W (ϕ),W (ϕ))L2(T) + ∂θP (i(ϕ)) + Ξ
ω · ∂ϕW (ϕ)− JN(θ(ϕ))W (ϕ) − J∇WP (i(ϕ))
 (5.34)
where Θ(ϕ) := θ(ϕ) − ϕ is (2π)ν -periodic and J is defined in (3.1). We define the Sobolev norm of the periodic
component of the embedded torus
I(ϕ) := i(ϕ)− (ϕ, 0, 0) := (Θ(ϕ), y(ϕ),W (ϕ)) , ‖I‖s := ‖Θ‖s + ‖y‖s + ‖W‖s , (5.35)
whereW ∈ HsS⊥ := Hs ∩H⊥S (recall (3.15)) with norm defined in (2.2) and with abuse of notation, we are denoting
by ‖ · ‖s the Sobolev norms of functions inHs(Tν ;Rν). From now on we fix
s0 := [ν/2] + 4.
Notice that in the coordinates (5.5), a quasi-periodic solution corresponds to an embedded invariant torus (5.28).
Therefore we can reformulate the main Theorem 2 as follows.
Theorem 5.5. Let ν ≥ 1. For any generic choices of S (see (1.23)) there exists ε0 > 0 small enough, such that
the following holds. For all ε ∈ (0, ε0) there exist positive constants C = C(ν), µ1 = µ1(ν) and a Cantor-like set
Cε ⊆ Ωε (see (5.19)), with asymptotically full measure as ε→ 0, namely
lim
ε→0
|Cε|
|Ωε| = 1 , (5.36)
such that, for all ω ∈ Cε, there exists a solution i∞(ϕ) := i∞(ω, ε)(ϕ) of the equation F(i∞, 0, ω, ε) = 0. Hence
the embedded torus ϕ 7→ i∞(ϕ) is invariant for the Hamiltonian vector field XHε , and it is filled by quasi-periodic
solutions with frequency ω. The torus i∞ satisfies
‖i∞(ϕ) − (ϕ, 0, 0)‖γ,Cεs0+µ1 ≤ C ε16−2b γ−1 .
Moreover the torus i∞ satisfies condition (5.29) and it is linearly stable.
We can deduce Theorem 2 from Theorem 5.5, indeed the quasi-periodic solution (η, ψ) in (1.27) is(
η(t, x), ψ(t, x)
)
=
(
Λ−1 ◦ ΦB ◦Aε
)
(θ∞(ωt), y∞(ωt),ΛW∞(ωt))
for ω = ω(ζ) ∈ Cε, where ω(ζ) is the frequency amplitude map (5.4). The rest of the paper is devoted to the proof of
Theorem 5.5.
5.2.1. Tame estimates of the nonlinear vector field. We give tame estimates for the composition operator induced by
the Hamiltonian vector fieldsXN andXP in (5.34). Since the functions y →
√
ζ + ε2(b−1)y and θ → ei θ are analytic
for ε small enough and |y| ≤ C, classical composition results (see for instance Lemma 2.2 in [8]) imply that, for all
‖I‖γ,Os0 ≤ 1,
‖Aε(θ(ϕ), y(ϕ),W (ϕ))‖γ,Os .s ε(1 + ‖I‖γ,Os ) .
In the following lemma we collect tame estimates for the Hamiltonian vector fieldsXN , XP , XHε (see (5.18)).
Lemma 5.6. Let O ⋐ Ωε and I(ϕ) in (5.35) satisfying ‖I‖γ,Os0+1 . ε16−2bγ−1. Then we have
‖∂yP (i)‖γ,Os .s ε14 + ε2b‖I‖γ,Os+1 , ‖∂θP (i)‖γ,Os .s ε16−2b(1 + ‖I‖γ,Os+1) ,
‖∇WP (i)‖γ,Os .s ε15−b + ε16−bγ−1‖I‖γ,Os+1 , ‖XP (i)‖γ,Os .s ε16−2b + ε2b‖I‖γ,Os+1 ,
‖∂θ∂yP (i)‖γ,Os .s ε14 + ε15γ−1‖I‖γ,Os+1 , ‖∂y∇WP (i)‖γ,Os .s ε13+b + ε2b−1‖I‖γ,Os+1 ,
‖∂yyP (i)− ε
2b
2
(
A+ B(ζ)
)‖γ,Os .s ε12+2b + ε13+2bγ−1‖I‖γ,Os+1 ,
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and for all ı̂ := (Θ̂, ŷ, Ŵ ),
‖∂ydiXP (i)[̂ı]‖γ,Os .s ε2b−1(‖̂ı‖γ,Os+1 + ‖I‖γ,Os+1‖̂ı‖γ,Os0+1) ,
‖diXHε(i)[̂ı] + (0, 0, J Ŵ )‖γ,Os .s ε(‖̂ı‖γ,Os+1 + ‖I‖γ,Os+1‖̂ı‖γ,Os0+1) ,
‖d2iXHε(i)[̂ı, ı̂]‖γ,Os .s ε(‖̂ı‖γ,Os+1‖̂ı‖γ,Os0+1 + ‖I‖γ,Os+1(‖̂ı‖γ,Os0+1)2) .
In the sequel we will use that, by the diophantine condition (5.24), the operator (ω · ∂ϕ)−1 is defined for all functions
u with zero ϕ-average, and satisfies
‖(ω · ∂ϕ)−1u‖s .s γ−1 ‖u‖s+τ , ‖(ω · ∂ϕ)−1u‖γ,Os .s γ−1‖u‖γ,Os+2τ+1 .
6. APPROXIMATE INVERSE
We want to solve the nonlinear functional equation
F(i,Ξ) = 0 (6.1)
by applying a Nash-Moser scheme. It is well known that the main issue in implementing this algorithm concerns the
approximate inversion of the linearized operator of F at any approximate solution (in,Ξn), namely dF(in,Ξn). Note
that dF(in,Ξn) is independent of Ξn ( see (5.34)). One of the main problems is that the (θ, y,W )-components of
dF(in,Ξn) are coupled and then the linear system
dF(in,Ξn)[̂ı, Ξ̂] = ω · ∂ϕ ı̂− diXHε(in)[̂ı]− (0, Ξ̂, 0) = g = (g(θ), g(y), g(W )) (6.2)
is quite involved. In order to approximately solve (6.2) we follow the scheme developed by Berti-Bolle in [11] which
describes a way to approximately triangularize (6.2). We recall here the main steps of the strategy.
We study the solvability of equation (6.2) at an approximate solution, which we denote by (i0,Ξ0), i0(ϕ) =
(θ0(ϕ), y0(ϕ),W0(ϕ)) . We assume the following hypothesis, which we shall verify at any step of the Nash-Moser
iteration:
• Assumption. The map ω 7→ i0(ω) is a Lipschitz function of the form (5.28), satisfying (5.29), defined on
some subset O0 ⋐ G0 ⊆ Ωε (recall (5.24),(5.19)) and, for some p0 := p0(ν) > 0,
‖I0‖γ,O0s0+p0 ≤ ε16−2bγ−1 , ‖Z‖γ,O0s0+p0 ≤ ε16−2b , (6.3)
where I0(ϕ) := i0(ϕ)− (ϕ, 0, 0) and Z is the error function
Z(ϕ) := (Z1, Z2, Z3)(ϕ) := F(i0,Ξ0)(ϕ) = ω · ∂ϕi0(ϕ)−XHε,Ξ0 (i0(ϕ)) .
By estimating the Sobolev norm of the function Z we can measure how the embedding i0 is close to being invariant
for XHε,Ξ0 . It is well known that an invariant torus i0 with diophantine flow is isotropic (see e.g.[11]), namely the
pull-back 1-form i∗0V is closed, where V is the Liouville 1-form in (5.10). This is tantamount to say that the 2-form
W˜ in (5.9) vanishes on the torus i0(Tν), because i∗0W˜ = i∗0dV = d i∗0V . For an “approximately invariant” embedded
torus i0 the 1-form i
∗
0V is only “approximately closed”. In order to make this statement quantitative we consider
i∗0V =
ν∑
k=1
ak(ϕ) dϕk , ak(ϕ) := ([∂ϕθ0(ϕ)]
T y0(ϕ))k +
1
2
(∂ϕkW0(ϕ) , JW0(ϕ))L2
and we quantify how small is
i∗0W˜ = d i∗0V =
∑
1≤k<j≤ν
Ak j(ϕ) dϕk ∧ dϕj , Ak j(ϕ) := ∂ϕkaj(ϕ)− ∂ϕjak(ϕ) .
The next lemma proves that if i0 is a solution of the equation (6.1), then the parameter Ξ has to be naught, hence the
embedded torus i0 supports a quasi-periodic solution of the “original” system with HamiltonianHε.
Lemma 6.1. (Lemma 6.1 in [8]) We have |Ξ0|γ,O0 . ‖Z‖γ,O0s0 . In particular, if F(i0,Ξ0) = 0 then Ξ0 = 0 and the
torus i0(ϕ) is invariant for the vector fieldXHε .
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By [11] we know that it is possible to construct an embedded torus iδ(ϕ) = (θ0(ϕ), yδ(ϕ),W0(ϕ)), which differs
from i0 only for a small modification of the y-component, such that the 2-form W˜ (recall (5.9)) vanishes on the torus
iδ(T
ν), namely iδ is isotropic. In particular iδ(ϕ) is approximately invariant up to order O(Z) (see Lemma 7 in
[11]). More precisely we have the following. In the paper we denote equivalently the differential ∂i or di. We use the
notation∆ϕ :=
∑ν
k=1 ∂
2
ϕk
.
Lemma 6.2. (Isotropic torus).(Lemma 6.3 in [8]) The torus iδ = (θ0(ϕ), yδ(ϕ), z0(ϕ)) defined by
yδ := y0 + [∂ϕθ0(ϕ)]
−T ρ(ϕ) , ρj(ϕ) := ∆
−1
ϕ
ν∑
k=1
∂ϕjAk j(ϕ) ,
is isotropic. If (6.3) holds, then, for some d := d(ν, τ),
‖yδ − y0‖γ,O0s ≤s ‖I0‖γ,O0s+d ,
‖yδ − y0‖γ,O0s ≤s γ−1(‖Z‖γ,O0s+d ‖I0‖γ,O0s0+d + ‖Z‖γ,O0s0+d‖I0‖γ,O0s+d ) ,
‖F(iδ, ζ0)‖γ,O0s ≤s ‖Z‖γ,O0s+d + ‖Z‖γ,O0s0+d‖I0‖γ,O0s+d , ‖∂iiδ [̂ı]‖s ≤s ‖̂ı‖s + ‖I0‖s+d‖̂ı‖s .
The strategy now is to construct an approximate inverse for dF(i0,Ξ0) by starting from an approximate inverse
for the linear operator dF(iδ,Ξ0). The advantage of analyzing the linearized problem at iδ is that, thanks to the
isotropicity of iδ, it is possible to construct a symplectic change of variable which approximately triangularizes the
linear system . We define the symplectic change of coordinates θy
W
 := Gδ
ϑY
U
 :=
 θ0(ϑ)yδ(ϑ) + [∂ϑθ0(ϑ)]−TY + [(∂θW˜0)(θ0(ϑ))]T J−1U
W0(ϑ) + U
 , (6.4)
where W˜0 := W0(θ
−1
0 (θ)). We show that the mapGδ “preserves” the subspace of functions satisfying (5.29).
Lemma 6.3. Assume that iδ(ϕ) satisfies the condition (5.29). Then I(ϕ) := (ϑ(ϕ), Y (ϕ), U(ϕ)) satisfies (5.29) if
and only if i(ϕ) = (θ(ϕ), y(ϕ),W (ϕ)) := Gδ(I(ϕ)) satisfies (5.29).
Proof. We use the equivalent condition (5.32). We note that
v · ∂ϕi(ϕ) +XM (i(ϕ)) = 0 ⇔ v · ∂ϕI(ϕ) + (dGδ)−1XMGδ(I(ϕ)) = 0 .
Then, since Gδ is symplectic one has (dGδ)
−1XMGδ = XM◦Gδ . Therefore it is sufficient to prove that M ◦ Gδ =
M . For the variables W0,W,U in H
⊥
S (see (3.15)) we shall use the notation W0 = (η0, ψ0)
T , W = (η˜, ψ˜)T ,
U = (η1, ψ1)
T . Hence, using (6.4) and (5.31), we have
M(Gδ(ϑ, Y, U)) = −v · yδ(ϑ)− [∂ϑθ0(ϑ)]−1v · Y − v · BJ−1U +
∫
T
(η0 + η1)x(ψ0 + ψ1)dx ,
where B := [(∂θW˜0)(θ0(ϑ))]
T . Using W˜0 :=W0(θ
−1
0 (θ)) and that iδ(ϕ) satisfies (5.29) we deduce
− v ·BJ−1U =
∫
T
(dη0)[v]ψ1dx−
∫
T
(dψ0)[v]η1dx ,
(dη0)[v] = −(η0)x , (dψ0)[v] = −(ψ0)x , [dθ0(ϑ)]−1v = v .
Therefore, by integrating by parts, we get
M(Gδ(ϑ, Y, U)) = −v · Y − v · yδ(ϑ) +
∫
T
[
(ψ0)xη1 − (η0)xψ1
]
dx
+
∫
T
[
(η0)xψ0 + (η0)xψ1 + (η1)xψ0 + (η1)xψ1
]
dx
= −v · Y +
∫
T
(η1)xψ1dx− v · yδ(ϑ) +
∫
T
(η0)xψ0dx .
Since iδ satisfies (5.29) the term −v · yδ(ϑ) +
∫
T
(η0(ϑ))xψ0(ϑ)dx is independent of ϑ, hence it does not contributes
to the vector fieldXM◦Gδ . Then we have the thesis. 
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The transformed HamiltonianK := K(ϑ, Y, U,Ξ0) is (recall (5.33))
K := Hε,Ξ0 ◦Gδ = θ0(ϑ) · Ξ0 +K00(ϑ) +K10(ϑ) · Y + (K01(ϑ), U)L2 +
1
2
K20(ϑ)Y · Y+
+ (K11(ϑ)Y, U)L2 +
1
2
(K02(ϑ)U,U)L2 +K≥3(ϑ, Y, U)
(6.5)
where K≥3 collects the terms at least cubic in the variables (Y, U). At any fixed ϑ, the Taylor coefficient K00(ϑ) ∈
R,K10(ϑ) ∈ Rν ,K01(ϑ) ∈ H⊥S ,K20(ϑ) is a ν × ν real matrix, K02(ϑ) is a linear self-adjoint operator of H⊥S
and finally K11(ϑ) : R
ν → H⊥S . The above Taylor coefficients do not depend on the parameter Ξ0. The Hamilton
equations associated to (6.5) are
ϑ˙ = K10(ϑ) +K20(ϑ)Y +K
T
11(ϑ)U + ∂ηK≥3(ϑ, Y, U)
Y˙ =− [∂ϑθ0(ϑ)]TΞ0 − ∂ϑK00(ϑ)− [∂ϑK10(ϑ)]TY − [∂ϑK01(ϑ)]TU−
− ∂ϑ
(
1
2
K20(ϑ)Y · Y + (K11(ϑ)Y, U)L2 + 1
2
(K02(ϑ)U,U)L2 +K≥3(ϑ, Y, U)
)
U˙ = J(K01(ϑ) +K11(ϑ)Y +K02(ϑ)U +∇UK≥3(ϑ, Y, U))
(6.6)
where [∂ϑK10(ϑ)]
T is the ν × ν transposed matrix and [∂ϑK01(ϑ)]T ,KT11(ϑ) : H⊥S → Rν are defined by the duality
relation
(∂ϑK01(ϑ)[ϑ̂], U)L2 = ϑ̂ · [∂ϑK01(ϑ)]TU , ∀ϑ̂ ∈ Rν , U ∈ H⊥S ,
and similarly forK11. Explicitly, for all U ∈ H⊥S , and denoting ek the k-th versor of Rν ,
KT11(ϑ)U =
ν∑
k=1
(KT11(ϑ)U · ek) ek =
ν∑
k=1
(U,K11(ϑ)ek)L2ek ∈ Rν .
In the next lemma we estimate the coefficients K00,K10,K01 in the Taylor expansion (6.5). Note that on an exact
solution (i0,Ξ0) we haveK00(ϑ) = const,K10 = ω andK01 = 0.
Lemma 6.4. (Lemma 6.4 in [8]) Assume (6.3). Then there is µ := µ(ν) such that
‖∂ϑK00‖γ,O0s + ‖K10 − ω‖γ,O0s + ‖K01‖γ,O0s .s ‖Z‖γ,O0s+µ + ‖Z‖γ,O0s0+µ‖I0‖γ,O0s+µ .
In the next Lemma we estimate K20,K11 in (6.5). This result can be obtained reasoning as in Lemma 6.6 in [8]
taking into account the bounds in Lemma 5.6.
Lemma 6.5. Assume (6.3). Then for some µ := µ(ν) we have
‖K20 − ε
2b
2
A‖γ,O0s .s ε2b+2 + ε2b‖I0‖
γ,O0
s+µ ,
‖K11Y ‖γ,O0s .s ε15γ−1‖Y ‖
γ,O0
s + ε
2b−1‖I0‖γ,O0s+µ ‖Y ‖
γ,O0
s0 ,
‖KT11U‖
γ,O0
s .s ε
15γ−1‖U‖γ,O0s+2 + ε2b−1‖I0‖
γ,O0
s+µ ‖U‖
γ,O0
s0+2 .
In particular
‖K20 − ε
2b
2
A‖γ,O0s0 . ε2b+2 , ‖K11Y ‖
γ,O0
s0 . ε
15γ−1‖Y ‖γ,O0s0 , ‖KT11U‖
γ,O0
s0 . ε
15γ−1‖U‖γ,O0s0+2 .
Remark 6.6. Notice that, if (ϑ, Y, U) is such that
v · ∂ϕϑ = v , v · ∂ϕY = 0 , (v · ∂ϕ + ∂x)U = 0 ,
then, using the equations (6.6), we deduce that
v · ∂ϕK10(ϑ) = 0, (v · ∂ϕ + ∂x)(JK11(ϑ)Y ) = 0 , v · ∂ϕK20(ϑ)Y = 0 ,
v · ∂ϕKT11(ϑ)U = 0 , (v · ∂ϕ + ∂x)(K02(ϑ)U) = 0 . (6.7)
We apply the linear change of variables
dGδ(ϕ, 0, 0)
 ϑ̂Ŷ
Û
 :=
 ∂ϑθ0(ϕ) 0 0∂ϑyδ(ϕ) [∂ϑθ0(ϕ)]−T [(∂θW˜0)(θ0(ϕ))]T J−1
∂ϑW0(ϕ) 0 Id

 ϑ̂Ŷ
Û
 . (6.8)
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In these new coordinates the linearized operator di,ΞF(iδ,Ξ0) is “approximately” the operator obtained linearizing
(6.6) at (ϑ, Y, U,Ξ) = (ϕ, 0, 0, ζ0) with ω · ∂ϕ instead of ∂t, namely ω · ∂ϕϑ̂− ∂ϑK10(ϕ)[ϑ̂]−K20(ϕ)Ŷ −KT11(ϕ)Ûω · ∂ϕŶ + [∂ϑθ0(ϕ)]T Ξ̂ + ∂ϑ[∂ϑθ0(ϕ)]T [ϑ̂,Ξ0] + ∂ϑϑK00(ϕ)[ϑ̂] + [∂ϑK10(ϕ)]T Ŷ + [∂ϑK01(ϕ)]T Û
ω · ∂ϕÛ − J{∂ϑK01(ϕ)[ϑ̂] +K11(ϕ)Ŷ +K02(ϕ)Û}
 . (6.9)
We give estimates on the composition operator induced by the transformation (6.8).
Lemma 6.7. (Lemma 6.7 in [8]) Assume (6.3) and let ı̂ := (ϑ̂, Ŷ , Û). Then, for some µ := µ(ν), we have
‖dGδ(ϕ, 0, 0)[̂ı]‖s + ‖dGδ(ϕ, 0, 0)−1 [̂ı]‖s ≤s ‖̂ı‖s + ‖I0‖s+µ‖̂ı‖s0
‖d2Gδ(ϕ, 0, 0)[̂ı1, ı̂2]‖s ≤s ‖̂ı1‖s‖̂ı2‖s0 + ‖̂ı1‖s0 ‖̂ı‖s + ‖I0‖s+µ‖̂ı‖s0 ‖̂ı2‖s0 .
Moreover the same estimates hold if we replace ‖·‖s with ‖·‖γ,O0s .
In order to construct an approximate inverse of (6.9) it is sufficient to solve the system of equations
D[ϑ̂, Ŷ , Û , Ξ̂] :=
 ω · ∂ϕϑ̂−K20(ϕ)Ŷ −KT11(ϕ)Ûω · ∂ϕŶ + [∂ϑθ0(ϕ)]T Ξ̂
ω · ∂ϕÛ − JK11(ϕ)Ŷ − JK02(ϕ)Û
 =
g1g2
g3
 (6.10)
which is obtained by (6.9) neglecting the terms that are naught at a solution, namely, by Lemmata 6.1 and 6.4,
∂ϑK10, ∂ϑϑK00, ∂ϑK00, ∂ϑK01 and ∂ϑ[∂ϑθ0(ϕ)]
T [·, ζ0]. The term (g1, g2, g3)T is assumed to satisfies the (5.29)
and we look for a solution (ϑ̂, Ŷ , Û) of (6.10) with the same property.
First, we solve the second equation, namely
ω · ∂ϕŶ = g2 − [∂ϑθ0(ϕ)]Ξ̂ . (6.11)
We choose Ξ̂ := 〈g2〉ϕ (where 〈·〉ϕ denotes the ϕ-average) so that the ϕ-average of the right hand side of (6.11) is
zero. Note that the ϕ-averaged matrix 〈(∂ϑθ0)T 〉ϕ = 〈Id+ (∂ϑΘ0)T 〉ϕ = Id because θ0(ϕ) = ϕ+Θ0(ϕ) andΘ0(ϕ)
is periodic in each component. Therefore
Ŷ = (ω · ∂ϕ)−1(g2 − [∂ϑθ0(ϕ)]T 〈g2〉ϕ) + 〈Ŷ 〉ϕ , 〈Ŷ 〉ϕ ∈ Rν , (6.12)
where the average 〈Ŷ 〉ϕ will be fix when we deal with the first equation. We remark that, by assumption on i0 and
(g1, g2, g3)
T one has (recall θ0(ϕ) = ϕ+Θ0(ϕ))
v · ∂ϕΘ0(ϕ) = v · ∂ϕg2(ϕ) = 0 ⇒ v · ∂ϕŶ (ϕ) = 0 . (6.13)
We now analyze the third equation, namely
LωÛ = g3 + JK11(ϕ)Ŷ , Lω := ω · ∂ϕ − JK02(ϕ) . (6.14)
Since Ŷ has been fixed in (6.12) (up to a constant), then solving the equation (6.14) is tantamount to invert the operator
Lω. For the moment we make the following assumption (that will be proved in section 12):
• Inversion Assumption: There exist p1 := p1(ν) > 0 and a set Ω∞ ⊂ O0 ⊆ Ωε such that for all ω ∈ Ω∞
and every G ∈
(
Hs+2τ+1
S⊥
∩ Sv
)2
(see (2.46)), there exists a solution h := L−1ω G ∈
(
HsS⊥ ∩ Sv
)2
of the
linear equation Lωh = G and satisfies
‖L−1ω G‖γ,Ω∞s .s γ−1(‖G‖γ,Ω∞s+2τ+1 + εγ−6‖Iδ‖γ,O0s+p1‖G‖γ,Ω∞s0 ) . (6.15)
By the above assumption, there exists a solution of (6.14)
Û = L−1ω [g3 + J K11(ϕ)Ŷ ] . (6.16)
Moreover, recalling the assumption on g3 and using Remark 6.6, we have
(v · ∂ϕ + ∂x)Û = 0 . (6.17)
Now consider the first equation
ω · ∂ϕϑ̂ = g1 +K20Ŷ −KT11(ϕ)Û . (6.18)
42 ROBERTO FEOLA AND FILIPPO GIULIANI
Substituting (6.12), (6.16) in the equation (6.18), we get
ω · ∂ϕϑ̂ = g1 +M1(ϕ)〈Ŷ 〉ϕ +M2(ϕ)g2 +M3(ϕ)g3 −M2(ϕ)[∂ϑθ0]T 〈g2〉ϕ , (6.19)
where
M1(ϕ) := K20(ϕ)−KT11(ϕ)L−1ω JK11(ϕ) , M2(ϕ) := M1(ϕ)(ω · ∂ϕ)−1 , M3(ϕ) := −KT11(ϕ)L−1ω . (6.20)
In order to solve the equation (6.19) we have to choose 〈Ŷ 〉ϕ such that the right hand side in (6.19) has zero ϕ-average.
By Lemma 6.5 and (6.3), the ϕ-averaged matrix 〈M1〉ϕ is invertible, for ε small, and 〈M1〉−1ϕ = O(ε−2b) = O(γ−1).
Thus we define
〈Ŷ 〉ϕ = −(〈M1〉ϕ)−1{〈g1〉ϕ + 〈M2g2〉ϕ + 〈M3g3〉ϕ − 〈M2(∂ϑθ0)T 〉ϕ 〈g2〉ϕ} .
With this choice of 〈Ŷ 〉ϕ the equation (6.19) has the solution
ϑ̂ :=
(
ω · ∂ϕ
)−1(
g1 +M1(ϕ)〈η̂〉ϕ +M2(ϕ)g2 +M3(ϕ)g3 −M2(ϕ)[∂ϑθ0]T 〈g2〉ϕ
)
.
Again, using Remark 6.6 and (6.18), we get
v · ∂ϕϑ̂ = 0 . (6.21)
In conclusion, we have constructed a solution (ϑ̂, Ŷ , Û , Ξ̂) of the linear system (6.10) which satisfies (5.29). Consider
the operator
T0 := (dG˜δ)(ϕ, 0, 0) ◦ D−1 ◦ (dGδ(ϕ, 0, 0))−1 ,
where G˜δ((ϑ, Y, U),Ξ) is the identity on the Ξ-component. By (6.13), (6.17), (6.21) and using Lemma 6.3 one can
check thatT0g satisfies (5.29) if g satisfies (5.29). We denote the norm ‖(ϑ, Y, U,Ξ)‖γ,Os := max{‖(ϑ, Y, U)‖s, |Ξ|γ,O}.
In [11] (see also [8],[35]) the following result is proved.
Theorem 6.8. Assume (6.3) and the inversion assumption. Then there exists µ1 := µ1(ν) such that, for all ω ∈ Ω∞,
the following holds:
1. for all g := (g(θ), g(y), g(W )) satisfying (5.29) T0g satisfies (5.29) and
‖T0g‖γ,Ω∞s .s γ−1(‖g‖γ,Ω∞s+µ1 + εγ−6‖I0‖γ,O0s+µ1‖g‖γ,Ω∞s0+µ1) .
2. T0 is an approximate inverse of dF(i0), namely
‖(dF(i0) ◦T0 − I)g‖γ,Ω∞s .s ε2b−1γ−2
(
‖F(i0,Ξ0)‖γ,O0s0+µ1‖g‖γ,Ω∞s+µ1
+ {‖F(i0,Ξ0)‖γ,O0s+µ1 + εγ−6‖F(i0,Ξ0)‖γ,O0s0+µ1‖I0‖γ,O0s+µ1}‖g‖γ,Ω∞s0+µ1
)
.
The proof of the above theorem follows word by word the one of Theorem 6.10 in [8]. It is based on tame bounds
for the map Gδ and the coefficients of the Taylor expansion of the Hamiltonian K at the trivial torus (ϕ, 0, 0), see
Lemmata 6.4, 6.5, 6.2, 6.7.
7. THE LINEARIZED OPERATOR IN THE NORMAL DIRECTIONS
Recalling the assumption (6.3), in the sequel we assume that Iδ := Iδ(ϕ;ω) = iδ(ϕ; ω) − (ϕ, 0, 0) satisfies, for
some p1 = p1(ν) > 0,
‖Iδ‖γ,O0s0+p1 . ε16−2bγ−1 , (7.1)
and the momentum condition (5.29). We note that Gδ in (6.4) is the identity plus a translation plus a finite rank linear
operator and it is O(ε16−2bγ−1)-close to the identity in low norm s0 + p1. Returning to the initial variables we define
(see (5.5), (6.4)) Tδ := Tδ(ϕ) as
Tδ := Aε(ΛGδ(ϕ, 0, 0)) = ε
[ vδ
vδ
]
+ εbW0 , vδ =
∑
j∈S
√
ζj + ε2b−2yδj(ϕ)e
i(jx−θ0j(ϕ)) (7.2)
and we have, for some µ := µ(ν) > 0,
‖ΦB(Tδ)‖γ,O0s .s ε (1 + ‖Iδ‖γ,O0s+µ ) , ‖diΦB(Tδ)[̂ı]‖s .s ε(‖̂ı‖s+µ + ‖Iδ‖s+µ‖̂ı‖s0+µ) .
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By following section 7 in [8] (see Lemma 7.1),K02 in (6.14) has rather explicit estimates (see also Proposition 6.2 in
[30]). In the next proposition we will give a more explicit formulation ofK02(ϕ). Notice that, by the shape derivative
formula (3.9), the linearized operator of (1.3) at (η, ψ)(ϕ, x) is given by
L := L(ϕ) := ω · ∂ϕ +
(
∂xV +G(η)B −G(η)
(1 +BVx) +BG(η)B V ∂x −BG(η)
)
. (7.3)
where V , B are given in (3.10) and (3.11). Hence we have the following.
Proposition 7.1. Assume (7.1). Then there exists µ0 = µ0(ν) > 0 such that the following holds. The Hamiltonian
operator Lω in (6.14) has the form
Lω = Π⊥S
(
ω · ∂ϕ − J∂(η,ψ)∇(η,ψ)H
(
Λ−1ΦB(Tδ)
)
+Q0
)
= Π⊥S
(L+Q0) , (7.4)
where Tδ is defined in (7.2), ΦB is the Birkhoff map given in Proposition 4.3, H is the Hamiltonian in (1.6) and L is
the operator in (7.3). The operatorQ0 is finite rank and has the form
Q0(ϕ)w =
∑
|j|≤C
∫ 1
0
(w, gj(τ, ϕ))L2 χj(τ, ϕ) dτ , (7.5)
for some functions gj(τ, ·), χj(τ, ·) ∈ Hs ∩H⊥S . In particular we consider the expansionQ0 =
∑12
i=1 ε
iRi +R>12,
where the remaindersRi, i = 1, . . . , 12 have the form (7.5), they do not depend on Iδ and satisfy
‖g(i)j ‖γ,O0s + ‖χ(i)j ‖γ,O0s .s 1 , i = 1, . . . , 12 , (7.6)
while R>12 satisfies
‖g>12j ‖γ,O0s ‖χ>12j ‖γ,O0s0 + ‖g>12j ‖γ,O0s0 ‖χ>12j ‖γ,O0s .s ε13 + ε2‖Iδ‖γ,O0s+µ0 ,
‖dig>12j [̂ı]‖s‖χ>12j ‖s0 + ‖dig>12j [̂ı]‖s0‖χ>12j ‖s + ‖g>12j ‖s0‖diχ>12j [̂ı]‖s + ‖g>12j ‖s‖diχ>12j [̂ı]‖s0
.s ε
2‖̂ı‖s+µ0 + εb‖Iδ‖s+µ0 ‖̂ı‖s0+µ0 .
(7.7)
Finally, recalling the Definition 2.4, we have
M
γ
Q0
(0, s) .s ε
2(1 + ‖Iδ‖γ,O0s+µ0) ,
MdiQ0 [̂ı](0, s) .s ε
2‖̂ı‖s+σ0 + ε2b−1‖Iδ‖s+µ0 ‖̂ı‖s0+µ0 .
(7.8)
Proof. The expression (7.4) follows from the Definition (6.14) and (6.5) by remarking that Gδ (up to a translation)
and the weak BNF transformation ΦB are the identity plus a finite rank operator, while the action angle change of
coordinates is a rescaling plus a finite rank operator. Then by chain rule we get
d
W˜
∇
W˜
(Hε ◦Gδ) (5.16)= ε−2b(dW∇W (HC ◦Aε)) ◦Gδ +R1 = (dz∇zHC) ◦Aε ◦Gδ +R1
(4.7)
= (dW∇W (H ◦ Λ−1 ◦ ΦB)) ◦Aε ◦Gδ +R1
= (dW∇WH) ◦ Λ−1 ◦ ΦB ◦Aε ◦Gδ +R1 +R2
where the finite rank part contains all the terms where a derivative falls on ΦB ◦Aε ◦ Gδ. Then (7.4) follows from
the definition of H in (1.6) (see (7.3)). Regarding the bounds (7.6), (7.7), we split the finite rank part R1 + R2 as
follows. The operatorR1 contains all terms arising from derivatives ofGδ . By tame estimates on the mapGδ (see for
instance Lemma 6.7 in [8]), it satisfies the bounds (7.7) and we put it in R>12. The finite rank term R2 comes from
the Birkhoff map. This is an analytic map so we consider the Taylor expansion
ΦB(u, u) =
[
u
u
]
+
12∑
i=2
Ψi(u, u) + Ψ≥13(u, u) ,
where eachΨi(u) is homogeneous of degree i in u, whileΨ≥13 = O(u
13) and they all mapH10 (T)×H10 (T) in itself.
We have to evaluate ΦB and its derivatives (up to order two) at u = Tδ given in (7.2). We denote by vI the function
vI(ϕ, x) :=
∑
j∈S
√
ζje
i(jx+l(j)·ϕ) = Aε(ϕ, 0, 0) (7.9)
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where l(i) := −ei, ei being the i-th vector of the canonical basis of Zν . We observe that6
‖vδ − vI‖γ,O0s . ‖Iδ‖γ,O0s ,
and hence we can expand
ΦB(Tδ) = ε
[ vI
vI
]
+
13∑
i=2
εiΨi(vI , vI) + q˜ = Φ
≤12
B + q˜ , (7.10)
where q˜ is a remainder which satisfies
‖q˜‖γ,O0s .s ε13 + ε‖Iδ‖γ,O0s , ‖diq˜[̂ı]‖s .s ε(‖̂ı‖s + ‖Iδ‖s‖̂ı‖s0) . (7.11)
Then inRi we include all the terms homogeneous of degree i coming from derivatives of ΦB − I , evaluated at q˜ = 0;
we put in R>12 all the rest. The (7.8) follows by (7.6), (7.7). 
Remark 7.2. The motivation for separating the Ri and R>12 is the following. Consider the Hamiltonian Hε as
a function of ζ instead of ω. Then in all our expressions we can, and shall, evidence a purely polynomial term∑12
i=0 ε
ifi(ζ) (where the fi are ε independent) plus a remainder, which is not analytic in ε, of size ε
13 + ε‖Iδ‖γ,O0s .
By the assumption (6.3), this means that in low norm s = s0 + p1 all these remainders are negligible w.r.t. terms of
order ε12. In this frameworkR>12 is purely a remainder, while theRi are homogeneous polynomial terms.
7.1. Homogeneity expansions. In the following we shall assume that the ansatz (7.1) holds true for some p1 large
enough. The constant p1 represents the loss of derivatives accumulated along the reduction procedure of subsequent
sections. In order to estimate the variation of the eigenvalues with respect to the approximate invariant torus, we need
also to estimate the variation with respect to the torus embedding i(ϕ) in a low norm ‖ · ‖p such that
s0 ≤ p≪ s0 + p1 . (7.12)
From now on we denote with µ an increasing running index that represents the loss of derivatives appearing at each
step of the reducibility procedure.
We need the following definition.
Definition 7.3. Let 1 ≤ k ≤ 6. Assume that (7.1) holds and let a ∈ Sm for some m ∈ R, R ∈ Lρ,p (see Def. 2.12,
2.10), depending in a Lipschitz way on ω ∈ O ⊆ O0 and Iδ. We say that a ∈ Smk if it can be written as
a(ϕ, x, ξ) =
14−2k∑
i=1
εiai(ϕ, x, ξ) + a˜(ϕ, x, ξ) (7.13)
where ai is a i-homogeneous symbol of the form
ai(ϕ, x, ξ) :=
1
(
√
2π)i
∑
j1,...,ji∈S
σi=±
(ai)
σ1,...,σi
j1,...,ji
(ξ)
√
ζj1 · · · ζjiei(σ1j1+...+σiji)xei(σ1l(j1)+...+σil(ji))·ϕ (7.14)
for some Fourier multipliers (ai)
σ1,...,σi
j1,...,ji
(ξ) ∈ Sm, the symbol a˜ ∈ Sm satisfies
|a˜|γ,Om,s,α .m,s,α γ1−k(ε13 + ε‖Iδ‖γ,O0s+µ ) ,
|∆12a˜|m,p,α .m,p,α εγ1−k(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ ,
(7.15)
for some µ = µ(ν) > 0. Similarly, we write R ∈ Lkρ,p ⊗M2(C) to denote a remainder R which has the form
R =
14−2k∑
i=1
εiRi + R˜ (7.16)
6The function εΛ−1
[ vI
vI
]
represents a torus supporting a quasi-periodic motion which is invariant for the system (5.18) with P = 0, namely it
is the approximate solution from which we bifurcate.
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where Ri is a i-homogeneous smoothing operator of the form
Ri =
(
(Ri)
+
+ (Ri)
−
+
(Ri)
+
− (Ri)
−
−
)
, (Ri)
σ′
σ = (Ri)
−σ′
−σ ,
(Ri)
σ′
σ z
σ′ :=
1√
2π
∑
j∈Z\{0}
eiσjx
(∑
k∈Z
(Ri)
σ′,k
σ,j z
σ′
k
)
,
(Ri)
σ′,k
σ,j :=
1
(
√
2π)i
∑
∑i
q=1 σqjq=σj−σ
′k
(
(Ri)
σ′,k
σ,j
)σ1,...,σi
j1,...,ji
√
ζj1 · · · ζjiei(σ1l(j1)+...+σil(ji))·ϕ
(7.17)
for some coefficients ((Ri)
σ′,k
σ,j )
σ1,...,σi
j1,...,ji
∈ C and (Ri)σ′σ ∈ Lρ,p, the operator R˜ ∈ Lρ,p(O) satisfies
M
γ
R˜
(s, b) .s,ρ γ
1−k(ε13 + ε‖Iδ‖γ,O0s+µ ) , 0 ≤ b ≤ ρ− 2 ,
M∆12 R˜
(s, b) .p,ρ εγ
1−k(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ , 0 ≤ b ≤ ρ− 3 ,
(7.18)
for some µ = µ(ν) > 0.
We now prove that the results of section 2.2.2 extends to the classes of symbols introduced above.
Lemma 7.4. Fix ρ, p as in Definition 2.10. Letm ∈ R, N := m+ ρ, 1 ≤ k ≤ 6, and consider a symbol b(ϕ, x, ξ) in
Smk . Assume the (7.1). Then there exists a remainder Rρ ∈ Lkρ,p such that
Op(b) = OpW(c) +Rρ , (7.19)
where c has the form (2.27), belongs to Smk and satisfies (7.15) with µ µ+N .
Proof. One deduce the lemma on the symbol c by using the explicit expression (2.27) which is linear in b. So the
homogeneous expansion of c follows from the one of b. The remainder Rρ is equal to Op
W(a˜) where a˜ is in Lemma
2.14. The expression of a˜ can be computed explicitly as one can deduce from the proof of Lemma 3.5 in [12]. In
particular it is given in formulæ (3.2.11), (3.2.12), (3.2.13) therein. Such expressions are linear in b. Therefore a˜
admits the expansion as in (7.13). The non homogeneous terms in the expansions of c andRρ satisfy estimates (7.15),
(7.18) using the (2.28), (2.29) and the fact that, by hypothesis, the symbol b belongs to Smk and hence satisfies (7.15),
(7.18). 
Lemma 7.5. (Composition). Let m,m′ ∈ R, k, k′ ∈ N, k′ ≤ k. Fix ρ, p as in Definition 2.10, such that ρ ≥
max{−(m+m′+1), 3} and defineN := m+m′+ρ ≥ 1. Consider two symbols a(ϕ, x, ξ) ∈ Smk , b(ϕ, x, ξ) ∈ Sm
′
k′ .
Assume the (7.1). There exist an operatorRρ ∈ Lk′ρ,p and a constant µ = µ(N) ∼ N such that (recall Def. 2.17)
OpW(a) ◦OpW(b) = OpW(c) +Rρ, c := a#WN b ∈ Sm+m
′
k′ . (7.20)
Proof. In Lemma 2.18 the symbol c is constructed by using the expansion a#WN b (defined in (2.32)). Hence, by
linearity, this expansion is a sum of ai#
W
N bj , where ai and bj are the homogenous terms of a and b, plus the term
a˜#WN b˜ where a˜ and b˜ are respectively the non homogeneous symbols in the expansions for a and b. If i+ j ≥ 15−2k′
then εi+jai#
W
N bj satisfies the (7.15) with k  k
′, and then can be considered in c˜. The term a˜#WN b˜ satisfies (7.15)
since a˜, b˜ satisfies the same estimates. One can deduce from the proof of Lemma 2.18 that the remainder Rρ is the
sum of three operators Lρ, R˜ρ, Qρ belonging to L
k′
ρ,p. Indeed R˜ρ, Qρ are obtained by applying Lemma 7.4 (which is
the counterpart of Lemma 2.15). The operator Lρ has an explicit expression (in terms of a, b) given by formula (2.30)
in [17]. The estimates (7.18) on the non-homogeneous term of Rρ follow by the (2.35), (2.37) and the estimates on
the symbols a, b. 
Recall the function vI(ϕ, x) defined in (7.9). Notice that, by setting
vj := (vI)j(ϕ) :=
√
ζje
il(j)·ϕ , j ∈ S , (7.21)
we can write
vI(ϕ, x) =
∑
j∈S
√
ξje
i(jx+l(j)·ϕ) =
∑
j∈S
vj
eijx√
2π
. (7.22)
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We shall also use the notation vσj , σ = ± where v+j = vj , v−j = vj , j ∈ S. Let ak(ϕ, x, ξ) be a k-homogeneous
symbol of the form (7.14). Of course such symbol depends only on the function vI in (7.22). In particular we can
write
ak(ϕ, x, ξ) =
∑
j1,...,jk∈S
σi=±
(ak)
σ1,...,σk
j1,...,jk
(ξ)vσ1j1 v
σ2
j2
· · · vσkjk ei(σ1j1+...+σkjk)x . (7.23)
Notice that homogeneous symbols and operators of Definition 7.3 do not depend on Iδ .
Lemma 7.6. Consider a homogeneous symbol ak(ϕ, x, ξ) with coefficients (ak)
σ1,...,σk
j1,...,ji
(ξ) as in (7.23). Then
Reality:the symbol ak(ϕ, x, ξ) is real valued if and only if
(ak)
σ1,...,σk
j1,...,jk
(ξ) = (ak)
−σ1,...,−σk
j1,...,jk
(ξ) . (7.24)
Anti-reality: the symbol ak(ϕ, x, ξ) is purely imaginary if and only if
(ak)
σ1,...,σk
j1,...,jk
(ξ) = −(ak)−σ1,...,−σkj1,...,jk (ξ) . (7.25)
Moreover ak ∈ Smk and Rk ∈ Lkρ,p are x-translation invariant, i.e. satisfy respectively the (2.63) and (2.58).
Proof. It follows by explicit computations. 
In view of Remark 7.2 we show that the operator L in (7.3) can be written in terms of symbols and operators
belonging to the classes introduced in Definition 7.3.
Lemma 7.7. The functions V , B in (3.10) and (3.11) belongs to the class S01 of Definition 7.3. In particular
V (Λ−1ΦB ◦ Tδ
[ vI
vI
]
) =
12∑
k=1
εkVk(
[ vI
vI
]
) + V≥13 (7.26)
with
Vk(
[ vI
vI
]
) :=
∑
j1,...,jp∈S
σi=±
(Vk)
σ1,...,σk
j1,...,jp
√
ζj1 · · · ζjkei(σ1j1+...+σkjk)xei(σ1l(j1)+...+σkl(jk))·ϕ , (7.27)
and
(V1)
+
n = (V1)
−
n =
1√
2
n|n|−1/4 , (V2)+−n,n = (V2)−+n,n =
1
2
n|n| . (7.28)
The Dirichlet-Neumann operator has the form G(η) = OpW(|ξ|) +R for someR ∈ L1ρ,p, for any ρ ≥ 3.
Proof. In view of (3.12), (3.13), and using (3.10), (3.11), the function V admits the expansion
V (η, ψ) = V (Λ−1
[
u
u
]
) =
12∑
k=1
εk V˜k(
[
u
u
]
) + V˜≥13(
[
u
u
]
) . (7.29)
The function V˜≥13 satisfies (7.11) thanks to Proposition B.2, and so it satisfies (7.15). The functions V˜k is a homoge-
neous function of u, u (of degree k). The functions V˜1, V˜2 are given in Lemma B.4. Moreover, since the Hamiltonian
in (1.6) poisson commutes with the momentum in (1.7) (i.e. G(η) depends on x only through the variable η) we
deduce that V˜k is supported, in Fourier, on monomials u
σ1
j1
· · ·uσkjk such that
k∑
p=1
σpjp = 0 .
The (7.26), (7.27) follow by (7.21), (7.22), (7.10) and by using the (7.29). The estimates (7.15), k = 1, for V≥13
follow by the estimates on V˜≥13, the estimates on ΦB and Gδ. For the functionB one can reason similarly.
The function V1 = V˜1 and V2 = V˜2 + V˜1 ◦Ψ2 (recall (7.10)). Then (7.28) follows by Lemma B.5 and the fact that the
x-average of V˜1 ◦Ψ2 is zero.
By Proposition B.1 we have that G(η) := OpW(|ξ|) + RG(η) with RG(η) a pseudo-differential operator satisfying
(B.2). By Lemma B.2 in [29] we have that RG(η) belongs to Lρ,p. By Taylor expandingRG(η) in η one can deduce
that actually RG(η) ∈ L1ρ,p. 
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7.2. Hamiltonian structure of the linearized operator. Following Remark 7.2, we evidence the homogeneous terms
in the Hamiltonian of Lω whose Hamiltonian vector fields have degree ≤ 13, since they are NOT perturbative. As
explained in (7.10) this entails expanding the map ΦB(Tδ) in powers of ε up to order five plus a small remainder q˜.
We consider the symplectic form in the extended phase space (ϕ,Q,W ) ∈ Tν × Rν ×H⊥S , (recall the definition of
W in (5.18), (3.16))
Ωe(ϕ,Q,W ) := dQ ∧ dϕ+ dψ˜ ∧ dη˜ (7.30)
with the Poisson brackets (recalling {·, ·} defined in (3.2))
{F,G}e := ∂QF∂ϕG− ∂ϕF∂QG+ {F,G}
= ∂QF∂ϕG− ∂ϕF∂QG+
∫
T
(∇η˜G∇ψ˜F −∇ψ˜G∇η˜F )dx . (7.31)
Passing to the complex variables (ϕ,Q, z, z) in (3.16), we have that, with abuse of notation, the extended symplectic
form (7.30) and the Poisson brackets in (7.31) reads (recalling (3.6))
Ωe(ϕ,Q,W ) := dQ ∧ dϕ− idz ∧ dz ,
{FC, GC}e := ∂QFC∂ϕGC − ∂ϕFC∂QGC + {FC, GC} (7.32)
= ∂ϕFC∂ηGC − ∂ηFC∂ϕGC − i
∫
T
(∇zGC∇zFC −∇zGC∇zFC)dx
where FC = F ◦ Λ−1 andGC = G ◦ Λ−1.
We denote by H the Hamiltonian of the operator (7.4) with respect to the symplectic form (7.30). In the complex
variables, we have
H ◦ Λ−1 := H0 +
12∑
i=1
εiHi + H>12 +
12∑
i=2
εiHRi + HR>12 , (7.33)
H0 = ω ·Q+
∫
T
|D| 12 z · z dx , and ‖XH>12‖γ,O0s , ‖XHR>12‖γ,O0s .s ε13 + ε‖Iδ‖γ,O0s+µ , (7.34)
for some µ > 0 and the Hamiltonians Hi are homogeneous in the variables vI , vI given in (7.9). The functions HRi ,
HR>12 are the quadratic forms associated to the linear operators Ri, R>12, thus the estimates on the Hamiltonian
vector fields can be deduced from (7.6), (7.7).
Remark 7.8. We note that Lω is the linearized operator in the normal directions of the HamiltonianHC = HC ◦ ΦB
given in Proposition 4.3 written in the real variables. Since the map ΦB coincides, up to degree 2, with ΦWB , the
Taylor expansion (up to degree 2 in ε) ofHC ◦ ΦB coincides with the HamiltonianHC ◦ ΦWB constructed in section
3.2. Therefore the ε2-terms of Lω are given by the hamiltonian vector field of
ε2(H2 + HR2) = (Π
dz=2Ĥ
(4)
1 ◦Aε|y=0,θ=ϕ)
where Ĥ
(4)
1 is in (3.23).
7.3. Algebraic properties of the linearized operator. The linearized operator L in (7.3) satisfies several algebraic
properties which are consequence of the symmetries of the water waves vector field. The next lemma is fundamental
for our scope.
Lemma 7.9. Consider functions (η, ψ) ∈ Sv (see (2.46)) and the linearized operatorL in (7.3). ThenL isHamiltonian
and x-translation invariant. The same holds true for the operator Lω in (6.14).
Proof. The operator ω · ∂ϕ − L is the linearized hamiltonian vector field (1.3) at (η, ψ). Hence J−1(ω · ∂ϕ − L) is
symmetric. An explicit computation shows that CJ−1(ω · ∂ϕ −L)C−1 is self-adjoint, i.e. satisfies (2.49)-(2.50). Now
the Hamiltonian of the operator (ω · ∂ϕ − L) is given by
Q(ϕ, η̂, ψ̂) = ω ·Q+ 1
2
∫
T
J−1
(
ω · ∂ϕ − L
)[ η̂
ψ̂
] · [ η̂
ψ̂
]
dx .
Consider also the Momentum Hamiltonian
Mreal(ϕ, η̂, ψ̂) = −v ·Q+
∫
T
η̂x · ψ̂dx .
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By an explicit computation (recall (7.31)) we have{Mreal, Q}e = 12
∫
T
A1(ϕ)ψ̂ · ψ̂dx + 1
2
∫
T
A2(ϕ)η̂ · η̂dx − 1
2
∫
T
A3(ϕ)η̂ · ψ̂dx ,
where Ai(ϕ), i = 1, 2, 3 are defined as
A1(ϕ) := −(v · ∂ϕG)(η) +G(η)∂x − ∂xG(η) ,
A2(ϕ) := −
(
v · ∂ϕ(BG(η)B +BVx)
)
+ (BG(η)B +BVx)∂x − ∂x(BG(η)B +BVx) ,
A3(ϕ) := −
(
v · ∂ϕ(∂xV +G(η)B)
)
+ (∂xV +G(η)B)∂x − ∂x(∂xV +G(η)B) .
By Lemma B.3 we have that A1(ϕ) ≡ 0. This is true since η ∈ Sv. Consider the operator A3(ϕ). First of all we note
that
−(v · ∂ϕ(∂xV )) + ∂xV ∂x − ∂xxV = −
(
v · ∂ϕV + Vx
)
∂x − v · ∂ϕVx − Vxx = 0
since the function V (η, ψ) ∈ Sv (see item (ii) of Lemma B.3). Moreover (recall (3.9))
−(v · ∂ϕ(G(η)B)) +G(η)B∂x − ∂xG(η)B = −G′(η)
[
v · ∂ϕη + ηx
]
B −G(η)(v · ∂ϕB +Bx) = 0 ,
since (recall Lemmata 2.21, B.3) η,B(η, ψ) ∈ Sv. Then we have A3(ϕ) ≡ 0. Reasoning similarly one can check
that also the operator A2(ϕ) is identically zero. Then we proved that
{Mreal, Q}e = 0, which implies (writing
the Hamiltonians Mreal, Q in complex variables) the (2.57). Hence, by Lemma 2.22, we have that ω · ∂ϕ − L is
x-translation invariant, i.e. C(ω · ∂ϕ − L)C−1 satisfies (2.51). The operator Lω in (6.14) is Hamiltonian by the
construction of section 6. Moreover, by Remark 6.6 (see equation (6.7)), we deduce that
v · ∂ϕK02(ϕ) + ∂xK02(ϕ)−K02(ϕ)∂x = 0 .
This implies that the coefficients of K02(ϕ) satisfy (2.58). By Lemma 2.22 we have that the operator K02(ϕ), and
hence Lω , is x-translation invariant. 
8. SYMMETRIZATION OF THE LINEARIZED OPERATOR AT THE HIGHEST ORDER
The aim of the following sections is to conjugate the linearized operator Lω in (7.4) to a constant coefficients
operator, up to a regularizing remainder. This will be achieved by applying several transformations which clearly
depends nonlinearly on the point (η, ψ) in (5.30) on which we linearized.
8.1. Good unknown of Alinhac. The aim of this section is to rewrite the operator Lω in (7.4) in terms of the so
called “good unknown“ of Alinhac (more precisely its symplectic correction). This will be done in Proposition 8.2.
As we will see, these coordinates are the correct ones in order to diagonalize, at the highest order, the operator Lω.
We shall first prove some preliminary results. Following [1], [17] we conjugate the linearized operator L in (7.3) by
the operator
ΦB = Π
⊥
S GΠ⊥S = Id + B , B := Π⊥S
(
0 0
B 0
)
Π⊥S , G :=
(
1 0
B 1
)
, (8.1)
where B is the real valued function in (3.11). Define the function
a = a(ϕ, x) := (ω · ∂ϕB) + V Bx . (8.2)
In the following lemma we study some properties of the map ΦB.
Lemma 8.1. The function a(ϕ, x) ∈ S01 and it satisfies (2.63). Moreover (recall Definition 2.4) the maps G±1 − Id
and (G±1 − Id)∗ satisfy
M
γ
(G±1−Id)(s) +M
γ
(G±1−Id)∗(s) .s ε(1 + ‖Iδ‖γ,O0s+µ ) ,
‖∆12(G±1 − Id)h‖p + ‖∆12(G±1 − Id)∗h‖p .p ε‖h‖p‖i1 − i2‖p+µ .
(8.3)
The map ΦB is symplectic w.r.t the symplectic form (7.30) and x-translation invariant, i.e. is in T1 (see Def. 2.28).
One has that Φ−1
B
= Id− B. Moreover Φ−1
B
, ΦB satisfy the estimates (8.3).
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Proof. The homogeneity expansion of a (with estimates (7.15)) follows from the ones of V and B (given in Lemma
7.7) and by formula (8.2). The functions a, V , B satisfy the (2.63) by Lemma B.3. Let us now consider the Hamilton-
ian
HB =
1
2
∫
T
J−1B
[ η˜
ψ˜
] · [ η˜
ψ˜
]
dx ,
where J is in (3.1) and denote by Φτ
B
, τ ∈ [0, 1], the flow generated by the HamiltonianHB. We have that
ΦB = Φ
1
B = exp(B) =
∑
n≥0
1
n!
B
n = Id + B+R1 , R1 :=
∞∑
n=2
1
n!
B
n .
Using that the matrix
[
0 0
B 0
]
is nilpotent, we deduce that
B
2 = −Π⊥S
[
0 0
B 0
]
ΠS
[
0 0
B 0
]
Π⊥S , B
n = −(−1)nΠ⊥S
[
0 0
B 0
](
ΠS
[
0 0
B 0
])n−1
Π⊥S .
We note that, given W = Π⊥SW =
[ η˜
ψ˜
]
, we have B2W ≡ 0. Therefore R1 = 0 and formula (8.1) follows. By
Lemma B.3, the functionB belongs to Sv hence G is x-translation invariant. 
We now study the conjugate of the operator Lω.
Proposition 8.2. (Symplectic good unknown). The conjugate the operator Lω in (7.4) under the map ΦB in (8.1)
has the form
L0 = Φ−1B LωΦB = Π⊥S
(
ω · ∂ϕ +OpW
(
iξV + Vx2 −|ξ|
1 + a iξV − Vx2
)
+ Q˜0
)
, (8.4)
where Q˜0 ∈ L1ρ,p ⊗M2(C) (see Def. 2.10, 7.3) for any ρ ≥ 3. Finally the operator L0 is real-to-real, Hamiltonian
and x-translation invariant.
Proof. Notice that
Φ−1
B
LωΦB = Π⊥S G−1LGΠ⊥S + Q˜0 ,
Q˜0 := Π⊥S G−1Q0GΠ⊥S −Π⊥S G−1ΠS(L+Q0)Π⊥S GΠ⊥S −Π⊥S G−1(L+Q0)ΠSGΠ⊥S .
Recalling (7.3) we have that
G−1LG = ω · ∂ϕ +
(
∂xV −G(η)
1 + a V ∂x
)
(8.5)
where a is the function defined in (8.2) By applying Lemma 7.5 we have
∂xV = Op
W(iξ) ◦OpW(V ) = OpW(iξV + 1
2i
{iξ, V }) = OpW(iξV + Vx
2
)
,
V ∂x = Op
W(V ) ◦OpW(iξ) = OpW(iξV + 1
2i
{V, iξ}) = OpW(iξV − Vx
2
)
,
up to smoothing terms in L1ρ,p. Moreover, by Lemma 7.7, we also have that G(η)[·] := |D| = OpW(|ξ|) up to
smoothing term L1ρ,p. Then the formula for the pseudo differential operator in (8.4) follows. The remainder Q˜0 is
finite rank of the form (7.5). Notice that the remainder Q0 in Proposition 7.1 admits expansions in homogeneous
remainders, i.e. belongs to L1ρ,p also using Lemma C.7 in [30]. Using Lemma 7.7 we conclude that Q˜0 ∈ L1ρ,p. The
operator L0 is Hamiltonian and x-translation invariant thanks to the properties of ΦB and Lemma 7.9. 
8.2. Complex formulation of Water waves. We want to rewrite the operator L0(ϕ) in (8.4) in the complex coordi-
nates (3.4). Following the strategy used in Proposition 3.3 in [14] we prove the following result.
Proposition 8.3. (Linearized operator in complex variables). There is µ = µ(ν) > 0 and a matrix of symbols
A−1 ∈ S−11 ⊗M2(C) (see Def. 7.3), satisfying (2.63), such that (recall (3.4), (8.4))
L1(ϕ) := ΛL0(ϕ)Λ−1 :=
Π⊥S
(
ω · ∂ϕ +OpW
(
iA1(ϕ, x)ξ + iA1/2(ϕ, x)|ξ| 12 +A0(ϕ, x) +A−1(ϕ, x, ξ)
)
+R(1)
)
,
(8.6)
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where R(1) = R(1)(ϕ) is in L1ρ,p ⊗M2(C) and
A1(ϕ, x) :=
(
V (ϕ, x) 0
0 V (ϕ, x)
)
(8.7)
A1/2(ϕ, x) :=
(
1 + a˜(ϕ, x) a˜(ϕ, x)
−a˜(ϕ, x) −(1 + a˜(ϕ, x))
)
, a˜ :=
1
2
(ω · ∂ϕB + V Bx) , (8.8)
A0(ϕ, x) :=
1
4
(
0 1
1 0
)
Vx(ϕ, x) . (8.9)
Proof. We start by applying the change of variables F in (3.3). Using Lemma 7.5 and the (8.4) we get
FL0F−1 = Π⊥S
(
ω · ∂ϕ +OpW
([ |ξ|−1/4 0
0 |ξ|1/4
]
#Wρ
[ iV ξ+Vx2 −|ξ|
1+a iV ξ−Vx2
]
#Wρ
[ |ξ|1/4 0
0 |ξ|−1/4
])[
η˜
ω˜
])
up to a remainder in L1ρ,p, i.e. a remainder which admits an expansion as (7.16), (7.17) with estimates (7.18). By
expanding the symbols on the diagonal, using formula (2.32), we get
|ξ|−1/4#Wρ (iV ξ +
Vx
2
)#Wρ |ξ|1/4 = iV ξ +
Vx
4
, |ξ|1/4#Wρ (iV ξ −
Vx
2
)#Wρ |ξ|−1/4 = iV ξ −
Vx
4
,
up to symbols in S−11 . Similarly we get
|ξ|−1/4#Wρ (−|ξ|)#Wρ |ξ|−1/4 = −|ξ|1/2 , |ξ|1/4#Wρ (1 + a0)#Wρ |ξ|1/4 = (1 + a)|ξ|1/2 ,
up to symbols in S
−3/2
1 . All this new symbols of order less or equal −1 and belongs to S−11 . By applying the
change of coordinates C in (3.3) we get that CFL0F−1C−1 = ΛL0Λ−1 has the form (8.6) with matrices of symbols in
(8.7)-(8.9). 
Lemma 8.4. The operator L1 in (8.6) belongs to the class S1 given in Definition 2.26.
Proof. First notice that, by Proposition 8.2, the operator L0 in (8.4) is is real-to-real, Hamiltonian and x-translation
invariant. Moreover the map Λ in (3.4) is symplectic, x-translation invariant. Hence also L1 satisfies the same
properties of L0. To prove that L1 ∈ S1 we need to prove that the pseudo differential operator in (8.6) is itself
Hamiltonian and x-translation invariant (it is clearly real-to-real). By Lemmata 2.24, 2.25 we just have to show that
the matrix of symbols
A(ϕ, x, ξ) := iA1(ϕ, x)ξ + iA1/2(ϕ, x)|ξ| 12 +A0(ϕ, x) +A−1(ϕ, x, ξ)
satisfies (2.68) and (2.63). The condition (2.63) follows trivially by the fact that the functions V,B belongs to Sv
and that the expansion (2.32) preserves this property. The (2.68) follows by the explicit computations performed in
Proposition 8.3 since the functions V,B in (3.10), (3.11) and a˜ in (8.8) are real valued. Therefore L1 ∈ S1. 
9. BLOCK-DIAGONALIZATION
In this section we block-diagonalize the operator L1 in (8.6) up to a ρ-smoothing remainders in Lρ,p.
9.1. Block-diagonalization at order 1/2. In this subsection we diagonalize the matrix A1/2(ϕ, x)|ξ|1/2 in (8.8). We
consider the multiplication operatorM defined as
M :=M(ϕ) :=
(
f g
g f
)
,
f := f(ϕ, x) :=
1 + a˜+ λ+√
(1 + a˜+ λ+)2 − a˜2
, g := g(ϕ, x) :=
−a˜√
(1 + a˜+ λ+)2 − a˜2
,
λ± := λ±(ϕ, x) := ±
√
(1 + a˜)2 − a˜2
(9.1)
where the functions λ± are the eigenvalues of A1/2 in (8.8). Notice that f ≥ 0. Notice also that
det(M) = f2 − g2 = 1 , M−1 =
(
f −g
−g f
)
, (9.2)
A
(2)
1/2 :=M−1A1/2 M =
(
λ+ 0
0 −λ+
)
=
(
1 + a(0) 0
0 −(1 + a(0))
)
, a(0) := λ+ − 1 . (9.3)
The main result of this section is the following.
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Proposition 9.1. (Block-diagonalizationat order 1/2). There exists an invertible mapΦM(ϕ) : H
s
S⊥(T)×HsS⊥(T)→
HsS⊥(T) ×HsS⊥(T) such that (recall (8.6))
L2 := ΦML1Φ−1M := Π⊥S ω · ∂ϕ
+Π⊥S
(
OpW
(
iA1(ϕ, x)ξ + iA
(2)
1/2(ϕ, x)|ξ|
1
2 +A
(2)
0 (ϕ, x) +A
(2)
−1/2(ϕ, x, ξ)
)
+R(2)
) (9.4)
whereR(2) = R(2)(ϕ) is in L1ρ,p⊗M2(C), A(2)−1/2 is in S
− 12
1 ⊗M2(C) and satisfies (2.63), A1 is the matrix in (8.7),
A
(2)
1/2 is in (9.3) and
A
(2)
0 (ϕ, x) :=
(
0 b(2)
b(2) 0
)
, b(2) :=
Vx
4
− V (fxg − gxf) , (9.5)
where the functions f, g are given in (9.1). Moreover
M
γ
(Φ±
M
−Id)
(s) +Mγ
(Φ±
M
−Id)∗
(s) .s ε(1 + ‖Iδ‖γ,O0s+µ ) ,
‖∆12(Φ±M − Id)h‖p + ‖∆12(Φ±M − Id)∗h‖p .p ε‖h‖p‖i1 − i2‖p+µ .
(9.6)
We divide the proof of the proposition above into several steps. We have the following.
Lemma 9.2. The functions a(0) in (9.3), f, g in (9.1) belong to the class S01 of Def. 7.3. In particular the functions
a˜, f, g are x-translation invariant, i.e. satisfies (2.63). Moreover (recall Definition 2.4) the maps M± − Id and
(M± − Id)∗ (see (9.1)) satisfy
M
γ
(M±−Id)(s) +M
γ
(M±−Id)∗(s) .s ε(1 + ‖Iδ‖γ,O0s+µ ) ,
‖∆12(M± − Id)h‖p + ‖∆12(M± − Id)∗h‖p .p ε‖h‖p‖i1 − i2‖p+µ .
(9.7)
Proof. One has a(0), f, g ∈ S01 since they are regular functions of a˜ (see (9.3), (9.1)) and the fact that a˜ in (8.8) belongs
to S01 by Lemma 8.1. The (9.7) follows by Lemma 2.13 in [17]. 
In order to conjugate the operator L1 in (8.6) we shall consider the mapM⊥ := Π⊥SMΠ⊥S . Unfortunately the map
M⊥ is not symplectic with respect to the symplectic form (7.30). We first construct a symplectic correction.
Lemma 9.3. Consider the mapM in (9.1). There is a function c = c(ϕ, x) ∈ S01 such thatM−1 := Φ1C where ΦτC
is the flow of
∂τΦ
τ
C = CΦ
τ
C , Φ
0
C = Id , C := C(ϕ, x) :=
(
0 c(ϕ, x)
c(ϕ, x) 0
)
. (9.8)
Proof. The proof is based on ideas used in Lemma 5.2 in [31] (see also [32]). One has that
Φ1C := S(ϕ) := exp{C(ϕ, x)} :=
(
c1(ϕ, x) c2(ϕ, x)
c2(ϕ, x) c1(ϕ, x)
)
,
c1 = c1(ϕ, x) := cosh(|c(ϕ, x)|) ,
c2 = c2(ϕ, x) :=
c(ϕ, x)
|c(ϕ, x)| sinh(|c(ϕ, x)|) .
Note that the function c2(ϕ, x) above is not singular indeed
c2 =
c
|c| sinh(|c|) =
c
|c|
∞∑
k=0
(|c|)2k+1
(2k + 1)!
= c
∞∑
k=0
(
cc
)k
(2k + 1)!
.
We note moreover that for any x ∈ T one has det(S(ϕ, x)) = 1, hence its inverse S−1(ϕ, x) is well defined. We
choose c(ϕ, x) in such a way that S−1(ϕ, x) :=M (see (9.1)). Therefore we have to solve the following equations
cosh(|c(ϕ, x)|) = f(ϕ, x) , c(ϕ, x)|c(ϕ, x)| sinh(|c(ϕ, x)|) = −g(ϕ, x) .
Concerning the first one we note that f2 − 1 = |a˜|22λ+(1+a˜+λ+) ≥ 0 . Therefore
|c(ϕ, x)| := arccosh(f(ϕ, x)) = ln
(
f(ϕ, x) +
√
(f(ϕ, x))2 − 1
)
,
52 ROBERTO FEOLA AND FILIPPO GIULIANI
is well-defined. For the second equation one observes that the function
sinh(|c(ϕ, x)|)
|c(ϕ, x)| = 1 +
∑
k≥0
(c(ϕ, x)c(ϕ, x))k
(2k + 1)!
≥ 1 ,
hence we set
c(ϕ, x) := g(ϕ, x)
|c(ϕ, x)|
sinh(|c(ϕ, x)|) . (9.9)
Using that f, g ∈ S01 (see Lemma 9.2), and using the (9.9) we deduce that c ∈ S01 . 
Proof of Proposition 9.1. Let us defineΦM = Φ
1
M
whereΦτ
M
is the flow of
∂τΦ
τ
M = Π
⊥
SCΠ
⊥
SΦ
τ
M , Φ
0
M = Id , (9.10)
where C is the matrix in (9.8) with symbol c(ϕ, x) given by Lemma 9.3. By Lemma A.4 (see also Remark A.6) we
have that
Φ
1
M = Π
⊥
SΦ
1
CΠ
⊥
S ◦ (Id +R)
where Φ1C = M−1 is the flow of (9.8) (see also (9.1)) and R is a matrix of finite rank operators of the form (A.14)
satisfying estimates (A.15). Hence ΦM is well-defined and satisfies bounds (9.6) thanks to (9.7). By Lemma A.5 we
have that the conjugate L2 := ΦML1Φ−1M is given by Π⊥SM−1L1MΠ⊥S up to finite rank remainders belonging to
L1ρ,p ⊗M2(C). We have that
M−1L1M =M−1ω · ∂ϕM +M−1OpW
(
iA1ξ + iA1/2|ξ| 12 +A0 +A−1
)M+M−1R(1)M .
Hence Lemma 7.5 implies that
M−1L1M = OpW
(
M−1#Wρ ω · ∂ϕM+M−1#Wρ
(
iA1ξ + iA1/2|ξ| 12 +A0 +A−1
)
#Wρ M
)
up to terms in L1ρ,p ⊗M2(C). In the following we apply several times Lemma 7.5 on the composition of pseudo
differential operators. By (9.1), (9.2) we deduce that (ω · ∂ϕf)f − (ω · ∂ϕg)g = 0. Hence we have
M−1#Wρ ω · ∂ϕM =
(
0 −(ω · ∂ϕf)g + (ω · ∂ϕg)f
−(ω · ∂ϕf)g + (ω · ∂ϕg)f 0
)
.
By (8.7), using symbolic calculus and f2 − g2 = 1 (see (9.2)), we obtain the exact expansion
M−1#Wρ (iA1ξ)#Wρ M =
(
iV ξ −V (fxg − gxf)
−V (fxg − gxf) iV ξ
)
.
By (9.3) we have
M−1#Wρ (iA1/2|ξ|
1
2 )#Wρ M = i
(
(1 + a(0))|ξ| 12 0
0 −(1 + a(0))|ξ| 12
)
+ r−1/2 ,
for some r−1/2 ∈ S−
1
2
1 ⊗M2(C). Moreover, recalling (8.9) and that A−1 ∈ S−11 ⊗M2(C), we have
M−1#Wρ A0#Wρ M = A0 =
1
4
[
0 1
1 0
]
Vx , M−1#ρA−1#Wρ M =: r−1 ,
with r−1 ∈ S−11 ⊗M2(C). By the discussion above we obtain the (9.4) and (9.5). 
We conclude this section with the following result.
Lemma 9.4. The operator L2 in (9.4) is inS1 and the mapΦM in Proposition 9.1 is in T1 (see Def. 2.26, 2.28).
Proof. We first note the following. The functions f , g in (9.1) are real valued and satisfy (2.63) since, by Lemma
8.4, the operator L1 is in S1. Therefore the function c(ϕ, x) given by Lemma 9.3 is in Sv. As a consequence the
flow of (9.10) is in T1, i.e. is symplectic and x-translation invariant. Then also the operator L2 is Hamiltonian and
x-translation invariant. The matrices iA1, iA1/2, A
(2)
j , j = 0,−1/2, in (9.4) satisfy (2.68), (2.63) by construction. 
QUASI-PERIODIC TRAVELING WAVES ON AN INFINITELY DEEP PERFECT FLUID UNDER GRAVITY 53
9.2. Block-diagonalization at negative orders. In this subsection we iteratively block-diagonalize the operator (9.4)
(which is already block-diagonal at the orders 1 and 1/2) up to smoothing remainders. The main result of the section
is the following.
Proposition 9.5. (Block-diagonalizationat lower orders). There exists an invertible mapΨ(ϕ) : HsS⊥(T)×HsS⊥(T)→
HsS⊥(T) ×HsS⊥(T) such that (recall (9.4))
L3 := ΨL2Ψ−1 = Π⊥S
(
ω · ∂ϕ +OpW
(
d(ϕ, x, ξ) 0
0 d(ϕ, x,−ξ)
)
+R(3)
)
, (9.11)
where R(3) = R(3)(ϕ) is a smoothing remainder in L1ρ,p ⊗M2(C) and
d(ϕ, x, ξ) := iV (ϕ, x)ξ + i(1 + a(0)(ϕ, x))|ξ| 12 + c(3)(ϕ, x, ξ) , (9.12)
for some c(3) ∈ S− 121 . Finally, the mapΨ satisfies
‖Ψ±1u‖γ,O0s .s ‖u‖γ,O0s + ε‖Iδ‖γ,O0s+µ ‖u‖γ,O0s0 . (9.13)
The rest of the section is devoted to the proof of the proposition above. We shall prove inductively that for j =
0, . . . , 2ρ, there are
• symbols cj ∈ S−1/21 , bj ∈ S−j/21 ;
• smoothing operatorsQ(j) ∈ L1ρ,p ⊗M2(C),
such that the following holds true. LetΨθj := Ψ
θ
j (ϕ) be the flow at time θ ∈ [0, 1] of
∂θΨ
θ
j (ϕ) = Π
⊥
SOp
W(iMj(ϕ, x, ξ))Π
⊥
SΨ
θ
j (ϕ) , Ψ
0
j (ϕ) = Id , (9.14)
with
Mj(ϕ, x, ξ) :=
(
0 −imj(ϕ, x, ξ)
−imj(ϕ, x,−ξ) 0
)
, mj =
χ(ξ)bj(ϕ, x, ξ)
2i(1 + a(0)(ϕ, x))|ξ| 12 ∈ S
− j+12
1 , (9.15)
where χ ∈ C∞(R;R) is an even and positive cut-off function as in (2.18), and
Y(j) := Y(j)(ϕ) := ω · ∂ϕ +OpW
(D(ϕ, x, ξ) +B(j))+Q(j)(ϕ) (9.16)
where (recall (8.7), (9.3))
D(ϕ, x, ξ) := iA1(ϕ, x)ξ + iA(2)1/2(ϕ, x)|ξ|
1
2 , (9.17)
and B(j) = B(j)(ϕ, x, ξ) is the matrix of symbols of the form
B(j) =
(
cj(ϕ, x, ξ) bj(ϕ, x, ξ)
bj(ϕ, x,−ξ) cj(ϕ, x,−ξ)
)
, cj ∈ S−
1
2
1 , bj ∈ S−
j
2
1 . (9.18)
Then one has that
Y(j+1) :=
(
Ψ
θ
jY(j)Ψ−θj
)
|θ=1
(9.19)
has the form (9.16) with j + 1 instead of j and B(j+1), Q(j+1).
Inizialization. The operator L2 in (9.4) has the form of Y(j) in (9.16) for j = 0 with matrix of symbols B(0)  
A
(2)
0 +A
(2)
−1/2 and smoothing operatorQ(0)  R(2).
Iteration. We now argue by induction. First of all notice that the symbols of the matrixMj defined in (9.15) have
negative order for any j ≥ 0. We prove that the flow mapΨθj in (9.14) is well-posed.
Lemma 9.6. Assume that bj in (9.15) is in S
−j/2
1 . Thenmj ∈ S−(j+1)/21 . Moreover the mapΨθj has the form
Ψ
θ
j = Π
⊥
S Ψ˜
θ
jΠ
⊥
S ◦ (Id +Rj(θ)) , ∀ θ ∈ [0, 1] , (9.20)
with Rj ∈ L1ρ,p ⊗M2(C) and Ψ˜θj is the flow of
∂θΨ˜
θ
j (ϕ) = Op
W(iMj(ϕ, x, ξ))Ψ˜
θ
j (ϕ) , Ψ˜
0
j(ϕ) = Id . (9.21)
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Moreover Ψ˜θj (ϕ) has the form
Ψ˜
θ
j (ϕ) = Id +Op
W(M˜j(θ;ϕ, x, ξ)) + R˜j(θ) (9.22)
where M˜j ∈ S−
j+1
2
1 ⊗M2(C) and R˜j ∈ L1ρ,p ⊗M2(C). In particular the non homogeneous terms of M˜j , Rj and
R˜j satisfy the bounds (7.15), (7.18) uniformly in θ ∈ [0, 1].
Proof. The first assertion of the matrix Mj follows by the (9.15) and by the fact that bj ∈ S−j/21 and a(0) ∈ S01 by
Lemma 9.2. The (9.20) follows by Lemma A.4 (see also Remark A.6). The (9.22) follows by applying Lemma B.6 in
the appendix of [29] and by Lemma 7.4 to pass to the Weyl quantization. 
By Lemma A.5 the conjugated operator Y(j+1) in (9.19) under the map Ψθj in (9.20) is given by
Ψ
1
jY(j)Ψ−1j = Ψ˜1j
(
ω · ∂ϕΨ˜−1j
)
+ Ψ˜1jOp
W
(D(ϕ, x, ξ) +B(j))Ψ˜−1j + Ψ˜1jQjΨ˜−1j , (9.23)
up to finite rank remainders in L1ρ,p ⊗ M2(C). The third summand in (9.23) is in L1ρ,p and satisfies the required
estimates by Lemma 9.6 and the estimates on the smoothing remainderQj .
Consider now the first summand in (9.23). We have that the time contribution admits the Lie expansion
Ψ˜
1
j
(
ω · ∂ϕΨ˜−1j
)
= −
L∑
q=1
1
q!
adq−1iA [iω · ∂ϕA]−
1
L!
∫ 1
0
(1 − θ)LΨ˜θadLiA[iω · ∂ϕA](Ψ˜θ)−1dθ
specified forA := OpW(Mj(U)) and where adiA[X ] = [iA, X ]. We recall (see (2.32)) that
Mj#
W
ρ ω · ∂ϕMj − ω · ∂ϕMj#Wρ Mj = {Mj, ω · ∂ϕMj} ∈ S−(j+1)−1
up to a symbol in S
−(j+1)−3
1 . By Lemma 7.5 we have that adiOpW(Mj)[iOp
W(ω · ∂ϕMj)] is a pseudo differential
operator with symbol in S
−(j+1)−1
1 ⊗M2(C) plus a smoothing remainder in L1ρ,p ⊗M2(C). As a consequence we
deduce (using also Lemma B.3 in [29]), for q ≥ 2,
adqiOpW(Mj)[iOp
W(ω · ∂ϕMj)] = OpW(Bq) +Rq, Bq ∈ S−
j+1
2 (q+1)−q
1 ⊗M2(C) ,
and Rq ∈ L1ρ,p ⊗M2(C). By taking L large enough with respect to ρ, we obtain that Ψ˜1j
(
ω · ∂ϕΨ˜−1j
)
is a pseudodif-
ferential operator with symbol in S
−(j+1)/2
1 ⊗M2(C) plus a smoothing operator in L1ρ,p ⊗M2(C).
We now study the space contribution, which is the second summand in (9.23). It admits the Lie expansion
Ψ˜
1
jX(Ψ˜
1
j)
−1 = X +
L∑
q=1
1
q!
adqiA[X ] +
1
L!
∫ 1
0
(1− θ)LΨ˜θadL+1iA [X ](Ψ˜θ)−1dθ (9.24)
whereX = OpW
(D(ϕ, x, ξ) +B(j)). We claim that
Ψ˜
1
jOp
W
(D(ϕ, x, ξ) +B(j))Ψ˜−1j = OpW(D(ϕ, x, ξ) +B(j))
+
[
OpW(iMj), Op
W
(D(ϕ, x, ξ) +B(j))] (9.25)
plus a pseudo differential operator with symbol in S
− j+12
1 ⊗M2(C) and a smoothing operator in L1ρ,p ⊗M2(C). We
first give the expansion of the commutator terms in (9.25) using the expression of Y(j) in (9.16). By Lemma 7.5 we
have [
OpW(iMj), Op
W(D(ϕ, x, ξ))
]
:= OpW
([ 0 pj(ϕ,x,ξ)
pj(ϕ,x,−ξ) 0
])
+OpW(B) +R
pj := −2imj(ϕ, x, ξ)(1 + a(0)(ϕ, x))|ξ| 12
(9.26)
for some matrices of symbols B ∈ S−
j+1
2
1 ⊗M2(C) and remainder R ∈ L1ρ,p ⊗M2(C). Moreover, since B(j), is a
matrix of symbols of order−1/2, for j ≥ 1, respectively 0 for j = 0 (see (9.18)), we have that
[
OpW(iMj), Op
W(B(j))
] ∈ {OPS− j+22 ⊗M2(C) for j ≥ 1
OPS−
1
2 ⊗M2(C) for j = 0
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up to a smoothing operator in L1ρ,p ⊗M2(C). It follows that the off-diagonal symbols of order −j/2 in (9.25) are of
the form
[ 0 qj(ϕ,x,ξ)
qj(ϕ,x,−ξ) 0
]
with
qj(ϕ, x, ξ)
(9.26)
:= bj(ϕ, x, ξ)− 2imj(ϕ, x, ξ)(1 + a(0)(ϕ, x))|ξ| 12 .
By the definition of χ in (2.18) we have that the operator OpW((1 − χ(ξ))bj(ϕ, x, ξ)) is in L1ρ,p for any ρ ≥ 3. This
follows by applying LemmaB.2 in [29] and by the fact that the symbol (1−χ(ξ))bj(ϕ, x, ξ) is in S−m1 for anym > 0.
Moreover, by the choice ofmj(ϕ, x, ξ) in (9.15) we have that
χ(ξ)bj(ϕ, x, ξ) + pj(ϕ, x, ξ) = 0 .
This implies that [iOpW(Mj), Op
W
(D(ϕ, x, ξ) + B(j))] is a pseudo differential operator with symbol in S− j+121 ⊗
M2(C) plus a remainder in L1ρ,p ⊗M2(C). Now, using again Lemma 7.5, we deduce, for q ≥ 2,
adqiOpW(Mj)[Op
W
(D(ϕ, x, ξ) +B(j))] = OpW(B˜q) + R˜q, B˜q ∈ S− j+12 q1 ⊗M2(C) ,
where R˜q is in L1ρ,p ⊗M2(C). Using formula (9.24) with L large enough (w.r.t. ρ) one obtains the claim in (9.25).
We conclude that the operator Y(j+1) in (9.23) has the form (9.16) for some matrix of symbol B(j+1) of the form
(9.18) with j  j + 1 and smoothing operatorsQ(j+1) in L1ρ,p ⊗M2(C).
We are in position to conclude the proof of Proposition 9.5.
Proof of Proposition 9.5. We set
Ψ := (Ψθ2ρ−1 ◦ · · · ◦Ψθ0)|θ=1 . (9.27)
Then, recalling (9.4), (9.3), (8.7), (9.16), (9.17), we have that L3 := Y(2ρ) has the form (9.11), (9.12). 
The following result regards the algebraic properties of the mapΨ and of the new operator L3 in (9.11).
Lemma 9.7. The operator L3 is inS1 and the mapΨ is in T1 (recall Def. 2.26, 2.28).
Proof. We prove inductively that Y(j) ∈ S1 for j ≥ 0. Let us start by the case j = 0. For j = 0 we have that
Y(0) = L2 ∈ G1 by Lemma 9.4. Assume that Y(j) ∈ S1. We show that Y(j+1) ∈ S1. First of all the symbol
mj in (9.15) satisfies (2.63) as well as a
(0) and bj . Moreover the matrix Mj has the form (2.66) with symbols
satisfying (2.68) and (2.63). Hence, by Lemmata 2.25, 2.24Ψθj ∈ T1. As a consequence Y(j+1) is Hamiltonian and
x−translation invariant and the matrix of symbols B(j+1) in (9.18) satisfies (2.68) and (2.63) by construction. Thus
Y(j+1) is inS1. By the fact that Y(j) ∈ S1 for j = 0, . . . , 2ρ, implies thatΨθj ∈ T1 for j = 0, . . . , 2ρ−1, we deduce
that Ψ ∈ T1. 
10. REDUCTION AT THE HIGHEST ORDERS
In this section we want to eliminate the (ϕ, x)-dependence from the unbounded symbols in (9.12). In particular we
shall prove that the symbols transforms into integrable ones according to the following definition.
Definition 10.1. (Integrable symbols). Let k = 2p for some p ∈ N. We say that a k-homogeneous symbol ak ∈ Sm
as in (7.14) is integrable if it does not depend on (ϕ, x) and can be written as
ak(ξ) :=
1
(
√
2π)k
∑
j1,...,jp∈S
(ak)j1,...,jp(ξ)ζj1 · · · ζjp .
Equivalently a symbol ak ∈ Sm is integrable if (ak)σ1,...,σkj1,...,jk 6= 0 implies that
{(
ji, σi
)}k
i=1
∈ S × {±} is such that,
up to permutation of the indexes,
σ1 = · · · = σp = + , σp+1 = · · · = σ2p = − , {j1, . . . , jp} = {jp+1, . . . , j2p} . (10.1)
We denote by Sk the set of such
{(
ji, σi
)}k
i=1
. We adopt the convention to write Sk = ∅ if k = 2p+ 1 (recall Remark
4.2).
Remark 10.2. It is easy to note that, if ak ∈ Sm is integrable, then it is a Fourier multiplier. We remark that the
function R~σ(j1, . . . , jk) in (4.1) is identically zero only when it is restricted to the set Sk. Indeed if j ∈ S then
−j /∈ S (see formula (1.23), (1.24)). Notice that, for generic choices of S, we have that {(ji, σi)}ki=1 /∈ Sk implies|R~σ(j1, . . . , jk)| ≥ c > 0 with c depending only on S and k.
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The key result of this section is the following.
Proposition 10.3. (Reduction to constant coefficients). Assume (7.1). For generic choices of the set of tangential
sites S there exist constants mi : Ωε → R, i = 1, 1/2, 0 of the form
mi = mi(ω) = ε
2mi(ω) + m
(≥4)
i (ω) , m
(≥4)
i :=
4+2i∑
k=2
ε2km
(2k)
i (ω) + ri(ω) , (10.2)
wheremi,m
(2k)
i , k ≥ 2 are integrable (and 2k-homogenenous) according to Definition 10.1, and
m1 :=
1
π
∑
n∈S
n|n|ζn , (10.3)
|ri|γ,Ωε . ε17−2bγ−3+2i , |∆12ri| .p ε(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ , i = 1, 1/2, 0 (10.4)
such that the following holds. For all ω belonging to the set
Ω2γ∞ :=
{
ω ∈ O0 : |ω · ℓ+m1j| ≥ γ〈ℓ〉τ , ∀ℓ ∈ Z
ν , v · ℓ+ j = 0, j ∈ Sc, (ℓ, j) 6= (0, 0)} , (10.5)
there is a mapΦ = Φ(ω, ϕ) : HsS⊥(T)×HsS⊥(T)→ HsS⊥(T)×HsS⊥(T) such that (recall (9.11))
L6 := ΦL3Φ−1 = Π⊥S
(
ω · ∂ϕ + D+ Q
)
, (10.6)
where
D := OpW
(
iM(ξ) 0
0 −iM(−ξ)
)
, iM(ξ) := im1 ξ + i(1 +m 1
2
)|ξ| 12 + im0sign(ξ) . (10.7)
The remainder Q has the form
Q := OpW
(
iq(ϕ, x, ξ) 0
0 −iq(ϕ, x,−ξ)
)
+Q(ϕ) , (10.8)
where q ∈ S−1/24 and Q ∈ L4ρ,p ⊗M2(C) (see Def. 7.3). Moreover the operator L6 is in S1 and the mapΦ is in T1
and satisfies
‖(Φ)±1u‖γ,Ω2γ∞s .s ‖u‖γ,Ω
2γ
∞
s + γ
−3
(
ε13 + ε‖Iδ‖γ,O0s+µ
)‖u‖γ,Ω2γ∞s0 , (10.9)
for some µ > 0 depending on ν.
The proof of Proposition 10.3 is divided into several steps performed in subsections 10.1, 10.2, 10.3.
10.1. Integrability at order 1. The aim of this subsection is to eliminate the (ϕ, x)-dependence from the symbol
V (ϕ, x)ξ in (9.12). More precisely we shall prove the following result.
Proposition 10.4. Let ρ ≥ 3, p ≥ s0 and assume that (7.1) holds. Then there exist µ = µ(ν) and m1 : Ωε → R of
the form (10.2) with i = 1, and m1 defined as in (10.3) such that, for all ω ∈ Ω2γ∞ (see (10.5)) there exists a map
Φ1(ω, ϕ) : H
s
S⊥(T)×HsS⊥(T)→ HsS⊥(T)×HsS⊥(T) such that (recall (9.11))
L4 := Φ1 L3Φ−11 = Π⊥S
(
ω · ∂ϕ +OpW
(
d(4)(ϕ, x, ξ) 0
0 d(4)(ϕ, x,−ξ)
)
+R(4)
)
, (10.10)
where R(4) ∈ L2ρ,p ⊗M2(C), the symbol d(4)(ϕ, x, ξ) has the form
d(4)(ϕ, x, ξ) := im1 ξ + i(1 + a
(4)(ϕ, x))|ξ| 12 + c(4)(ϕ, x, ξ) , (10.11)
with a(4) ∈ S02 , c(4) ∈ S−1/22 (recall Def. 7.3). Moreover, for any ω ∈ Ω2γ∞ , we have
‖(Φ1)±1u‖γ,Ω
2γ
∞
s .s ‖u‖γ,Ω
2γ
∞
s + γ
−1
(
ε13 + ε‖Iδ‖γ,O0s+µ
)‖u‖γ,Ω2γ∞s0 . (10.12)
Finally the operator L4 is inS1 and the mapΦ1 is in T1 (recall Def. 2.26, 2.28).
The rest of the section 10.1 is devoted to the proof of Proposition 10.4. It is based on two steps which we perform
in subsections 10.1.1 and 10.1.2.
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10.1.1. Preliminary steps. By Lemma 7.7 we know that the function V (ϕ, x) in (9.12) admits an expansion in ε as in
(7.13) with k = 1. In this subsection we show how to reduce the terms of order less or equal to ε12.
Lemma 10.5. (Preliminary steps). There exists a function β(1)(ϕ, x) of the form
β(1)(ϕ, x) =
12∑
i=1
εiβ
(1)
i (ϕ, x) , (10.13)
where β
(1)
i is a real valued i-homogeneous symbol (as in (7.14)) independent of ξ ∈ R for i = 1, . . . , 12 satisfying
‖β(1)‖γ,O0s .s ε , (10.14)
such that the following holds. Let
T
τ
1 :=
(
T τ
β(1)
(ϕ) 0
0 T τ
β(1)
(ϕ)
)
, τ ∈ [0, 1] , (10.15)
where T τ
β(1)
is the flow of (A.1) with f as in (A.2) and β  β(1), then
L3,∗ := T11 L3 (T11)−1 = Π⊥S
(
ω · ∂ϕ +OpW
(
d
(3)
∗ (ϕ, x, ξ) 0
0 d
(3)
∗ (ϕ, x,−ξ)
)
+R(3)∗
)
(10.16)
where R(3)∗ ∈ L1ρ,p ⊗M2(C), the symbols d(3)∗ has the form
d
(3)
∗ (ϕ, x, ξ) := iV
+(ϕ, x)ξ + i(1 + a
(3)
∗ (ϕ, x))|ξ| 12 + c(3)∗ (ϕ, x, ξ) , (10.17)
V +(ϕ, x) := ε2m1 +
6∑
k=1
ε2km
(2k)
1 + V
+
≥13(ϕ, x) , (10.18)
1 + a
(3)
∗ (ϕ, x) := (1 + a
(3)(ϕ, x+ β(1)(x)))
∣∣(1 + β˜(1)y (1, y))|y=x+β(1)(x)∣∣ 12 , (10.19)
wherem1 is in (10.3) andm
(2k)
1 are integrable (according to Def. 10.1) and
‖V +≥13‖γ,O0s .s (ε13 + ε‖Iδ‖γ,O0s+µ ) ,
‖∆12V +≥13‖p .p ε(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ ,
(10.20)
for some µ = µ(ν) > 0, and c
(3)
∗ is in S
−1/2
1 . The operator L3,∗ is inS1, the map T τβ(1) is in T1 and satisfies
‖(Tβ(1))±1u‖γ,O0s .s ‖u‖γ,O0s + ε‖u‖γ,O0s0 . (10.21)
Proof. We start by proving the last assertions on the map Tτ1 . If β
(1) is real valued then we have that the symbol
b(τ, ϕ, x)ξ defined in (A.2) with β  β(1) in (10.13) is real and x-translation invariant. Then the flow map generated
by Π⊥SOp
W(ib(τ, ϕ, x)ξ)Π⊥S (see (A.1)) is symplectic and x-translation invariant, i.e. it belongs to T1. Moreover, if
β(1) satisfies (10.14), by Lemma A.4, we can write
T 1β(1) = Π⊥SΦτβ(1)Π⊥S ◦ (Id +R) ,
where Φτ
β(1)
is the flow of (A.5) with f  bξ with b as in (A.2) with β  β(1) and whereR is a finite rank operator of
the form (A.14) satisfying (A.15). Therefore (see Lemma A.2) we have that the flow T τ
β(1)
is well posed and satisfies
estimates like (A.9)-(A.11). This implies, using also (10.14), the (10.21).
By Lemma A.5 (see item (ii)) we have that the conjugate of L3 in (9.11) under the map T11 is given by
Π⊥S T˜
1
1L3(T˜11)−1Π⊥S , T˜τ1 :=
(
Φτ
β(1)
(ϕ) 0
0 Φτ
β(1)
(ϕ)
)
, τ ∈ [0, 1] , (10.22)
up to finite rank operators belonging to L1ρ,p. In order to study the operator in (10.22), we apply Theorem A.7 and
Lemmata A.8, A.11 to the operatorL3 in (9.11). Then formulæ (10.16)-(10.17) follow for someR(3)∗ ∈ L1ρ,p⊗M2(C),
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c
(3)
∗ ∈ S−1/21 . Formula (10.19) on a(3)∗ follows by (A.21) applied with w(x, ξ) (1 + a(0)(x))|ξ|1/2. Similarly, by a
direct computation, we have that the new symbol at order 1 is given by
V +(ϕ, x) := −g(ϕ, x) + V (ϕ, x+ β(1)(x))(1 + β˜(1)y (1, y))|y=x+β(1)(x) , (10.23)
where g(ϕ, x) is given by Lemma A.8. We need to prove that, for some suitable β(1) the symbol in (10.23) has the
form (10.18).
By formula (A.26) in Lemma A.8 we get the following Taylor expansion for g(ϕ, x):
g(ϕ, x) = εω · ∂ϕβ(1)1 + ε2ω · ∂ϕβ(1)2 − ε2(β(1)1 )xω · ∂ϕβ(1)1 +
12∑
i=3
εi
(
ω · ∂ϕβ(1)i + gi
)
+ g˜(ϕ, x)
(5.4),(1.25)
= εω · ∂ϕβ(1)1 + ε2ω · ∂ϕβ(1)2 − ε2(β(1)1 )xω · ∂ϕβ(1)1 +
12∑
i=3
εi
(
ω · ∂ϕβ(1)i + g˜i
)
+ g˜(ϕ, x) ,
(10.24)
where g˜(ϕ, x) satisfies (7.15) (actually is independent of Iδ) and gi, g˜i(ϕ, x) are i-homogeneous symbols of the form
(7.14) whose coefficients depend, for any i = 1, . . . , 12, only on β
(1)
j with j < i.
By using formula (A.22) in Theorem A.7 and recalling that the symbol V has an expansion as in (7.13)-(7.14) for
some homogeneous symbols Vi (see Lemma 7.7), we can Taylor expand the second summand in (10.23). We have
V (ϕ, x+ β(1)(x))(1 + β˜(1)y (1, y))|y=x+β(1)(x) = εV1 + ε
2
(
V2 + (V1)xβ
(1)
1 − V1(β(1)1 )x
)
+
12∑
i=3
εiri + V˜ (ϕ, x) ,
(10.25)
where V˜ (ϕ, x) satisfies (7.15) and ri are i-homogeneous symbols of the form (7.14) whose coefficients depend, for
any i = 1, . . . , 12, only on β
(1)
j with j < i. Hence, more precisely, we have
V +(ϕ, x) =
12∑
i=1
εiV+i (ϕ, x) + V˜
+(ϕ, x) , (10.26)
V+1 = −ω · ∂ϕβ(1)1 + V1 , (10.27)
V+2 = −ω · ∂ϕβ(1)2 + F2 , F2 := V2 + f2 , (10.28)
f2 = r2 − g˜2 = (V1)xβ(1)1 − V1(β(1)1 )x + (β(1)1 )xω · ∂ϕβ(1)1
V+i = −ω · ∂ϕβ(1)i + Fi , Fi := Vi + fi , i = 3, . . . , 12 , (10.29)
V˜ + := V˜ − g˜, (10.30)
where fi = ri − g˜i are i-homogeneous symbols of the form (7.14) whose coefficients are sums and products of
derivatives of β
(1)
j , Vj with j < i. The function V˜
+ satisfies (7.15) with k = 1. We shall verify that the coefficients
(Fi)
σ1···σi
j1,...,ji
, i = 2, . . . , 12 satisfy the conditions (7.24) by showing, iteratively, that the β
(1)
j are real valued. Indeed
we observe that to construct the coefficients fi we just used the equations (A.26) and (A.22) to Taylor expand the new
symbol.
We now show how to choose the function β(1) in (10.13) in such a way that the function V + in (10.26) is integrable
(according to Def. 10.1) up to terms of “high” degree of homogeneity.
All the functions fi can be actually computed explicitly but this is not necessary for our scope. Our aim is to find,
iteratively, functions β
(1)
i in order to reduce the functions V
+
i to integrable symbols (see Def. 10.1). We shall denote
by
(β
(1)
i )
σ1...σi
j1,...,ji
, (Vi)
σ1...σi
j1,...,ji
, (Fi)
σ1...σi
j1,...,ji
, i = 1, . . . , 12
respectively the coefficients in the expansion (7.14) of the functions β
(1)
i , Vi and Fi in (10.27)-(10.29). By Lemma
7.7, Lemma 7.6 applied on the symbols iξVi the coefficients of the functions Vi satisfy the conditions (7.24).
Step ε. By (7.14) we have the expansion
V1 :=
∑
σ=±,n∈S
(V1)
σ
n
√
ξne
iσl(n)·ϕeinx , (V1)
σ
n ∈ C .
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Since the function V1 is real-valued, the coefficients (V1)
σ
n satisfy (7.24) with k = 1. We set
(β
(1)
1 )
σ
n := −
σ(V1)
σ
n
i
√|n| , σ = ± , n ∈ S , n 6= 0 . (10.31)
One can check that
V +1
(10.27)
= −ω · ∂ϕβ(1)1 + V1
(10.31)≡ 0 (10.32)
and that the coefficients of β
(1)
1 satisfy (7.24), i.e. β
(1)
1 is real valued.
Step ε2. Now we want to eliminate the function in (10.28). We define, for n1, n2 ∈ S,
(β
(1)
2 )
σσ
n1,n2 :=
−(F2)σσn1,n2
iσ(ωn1 + ωn2)
, σ = ± , (β(1)2 )σ(−σ)n1,n2 :=
−σ(F2)σ(−σ)n1,n2
i(ωn1 − ωn2)
, n1 6= ±n2 , (10.33)
and (β
(1)
2 )
σσ
0,0 := 0, (β
(1)
2 )
σ(−σ)
n,±n := 0. In this way we have
V
+
2 = m1 +
∑
n∈S+∪(−S+)
(
(F2)
+−
n,−n + (F2)
−+
−n,n
)
ξn ,
m1 :=
1
2π
∑
n∈S
(
(F2)
+−
n,n + (F2)
−+
n,n
)
ξn .
(10.34)
By the form of S in (1.23) we note that the second sum in (10.34) is actually zero since, if n ∈ S then−n ∈ Sc. Hence
V+2 is integrable according to Definition 10.1. Again we can check explicitly that β
(1)
2 , defined by (10.33), satisfies
(7.24), i.e. β
(1)
2 is real. This is a consequence of the fact that F2 in (10.28) is real since β
(1)
1 is real. It remains to show
thatm1 in (10.34) has the form (10.3). To do this we compute the coefficients of the function F2 in (10.28). Using the
expansion (7.23) with k = 1 for V1 and β
(1)
1 , and recalling (7.22), we get
F2
(10.32),(10.28)
= V2 + (V1)xβ
(1)
1 =
∑
j1,j2∈S,σ=±
(F2)
σσ
j1,j2v
σ
j1v
σ
j2e
iσ(j1+j2)x
+
1
2π
∑
j1,j2∈S
v+j1v
−
2
[
(V2)
+−
j1,j2
+ (V2)
−+
j2,j1
+ (V1)
+
j1
(β
(1)
1 )
−
j2
ij1 − (V1)−j2(β
(1)
1 )
+
j1
ij2
]
ei(j1−j2)x .
(10.35)
We are not interested in computing the coefficients (F2)
σσ
j1,j2
. By Lemma 7.7 we have
(F2)
+−
n,n + (F2)
−+
n,n
(10.35),(10.31)
= (V2)
+−
n,n + (V2)
−+
n,n + (V1)
+
n (V1)
−
n
2n√|n| (7.28)= n|n|+ 12n2|n|−1/22n|n|−1/2 = 2n|n|
which implies the (10.3).
Step ε≥3. Consider now the functions (10.29). We recall that for any 3 ≤ i ≤ 12, the functions V +i depends only on
β
(1)
j , Vj , Vi with j < i. For i = 3, . . . , 12 we define
[V+i ] :=
∑
Si
(V+i )
σ1,...,σi
j1,...,ji
(ξ)
√
ξj1 · · · ξjiei(
∑i
k=1 σkjk)xei(
∑i
k=1 σkl(jk))·ϕ , (10.36)
where
∑
Si
denotes the sum over indexes restricted to the set Si defined in Definition 10.1. We also set , for ~σ =
(σ1, . . . , σi), ~j = (j1, . . . , ji),
(β
(1)
i )
~σ
~j
:= −
(Fi)
~σ
~j
iR~σ(~j)
,
{(
jk, σk
)}i
k=1
/∈ Si , (β(1)i )~σ~j = 0 ,
{(
jk, σk
)}i
k=1
∈ Si , (10.37)
and R~σ(~j) is the function defined in (4.1). Again, by induction, the coefficients in (10.37) satisfy (7.24), hence the
functions β
(1)
i are real valued. Moreover, by using the estimates on R~σ in Remark 10.2, the function β(1) in (10.13)
satisfies (10.14). By Remark 10.2 we have that the symbols in (10.36) are integrable according to Definition 10.1.
Therefore the symbol V + in (10.17) has the form (10.18) by settingm
(2k)
1 := [V
+
2k] (see (10.36)) and V
+
≥13 := V˜
+ in
(10.30). The estimates (10.20) follow by (7.15) with k = 1 on V˜ +. Since β(1) is x-translation invariant (i.e. satisfies
(2.63)) it is easy to check that the symbols V +≥13, a
(3)
∗ , c
(3)
∗ constructed above satisfy the same condition. Hence, since
the map T τ
β(1)
is in T1, one has that L3,∗ belong toS1. 
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10.1.2. Straightening theorem. In this subsection we conclude the proof of Proposition 10.4. More precisely we
eliminate the dependence on (ϕ, x) in the symbol V +≥13 in (10.18). We first need a preliminary result.
Lemma 10.6. (Straightening Lemma). For all ω ∈ Ω2γ∞ defined in (10.5) there exists β(2)(ω) := β(2)(ω, ·) ∈ Sv,
(see (2.46)), satisfying
‖β(2)‖γ,Ω2γ∞s .s γ−1(ε13 + ε‖Iδ‖γ,O0s+µ )
‖∆12β(2)‖p .p εγ−1(1 + ‖Iδ‖s+µ)‖i1 − i2‖p+µ
(10.38)
for some µ = µ(ν) > 0, such that the vector field on Tν+1
Y := ω · ∂
∂ϕ
+
(
c+ V +≥13(ϕ, x)
) ∂
∂x
, c := c(ω) := ε2m1 +
6∑
k=1
ε2km
(2k)
1 , (10.39)
transforms, under the diffeomorphism Γ: (ϕ, x) 7→ (ϕ, y), y := x+ β(2)(ω;ϕ, x) of Tν+1, into
Γ∗Y = ω · ∂
∂ϕ
+m1
∂
∂y
, (10.40)
where m1 = m1(ω) is defined for ω ∈ Ωε (see (5.19)), and r1 := m1 − c satisfies
|r1|γ,Ωε . ‖V +≥13‖γ,O0s0 (1 + γ−1‖V +≥13‖γ,O0s0+2τ+5) ,
|∆12r1| .p ε(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ.
(10.41)
Proof. First of all we recall that, by Lemma 10.5, the function V +≥13 is in Sv. Then we write c+ V
+
≥13(ϕ, x) = f(Θ)
with Θ = ϕ − vx for some smooth function f : Tν → R. Then the vector field in (10.39) can be written as a
non-degenerate vector field on Tν
X :=
(
ω − v f(Θ)) · ∂
∂Θ
.
Theorem 3.1 in [27] (see also Proposition 3.6 and Lemma 3.7 in [29]) provides the existence of a Cantor setΩ2γ∞ ⊂ Rν
(of the form (10.5)) such that for ω ∈ Ω2γ∞ the following holds true. There exists a diffeomorphismΨ := Ψ(ω) : Tν →
Tν of the form Θ 7→ Θ˜ := Θ + α(ω; Θ), with inverseΨ−1 = Ψ−1(ω) : Tν → Tν , Θ = Θ˜ + α˜(Θ˜) such that
Ψ∗X = Ψ
−1
(
ω − vf(Θ) + (ω − v f(Θ)) · ∂Θα
)
· ∂
∂Θ˜
=
(
ω − v(c+ r1)) · ∂
∂Θ˜
(10.42)
for some r1 = r1(ω) ∈ R such that
|r1|γ,O0 ≤ ‖V +≥13‖γ,O0s1
(10.20),(7.1)
. ε17−2bγ−1 .
The assumptions of this theorem are satisfied if we consider p1 in (7.1) large enough (more precisely s0 + p1 ≥ s1
where s1 is an index provided by the theorem) and ε small enough (in particular such that ε
13 ≤ η∗ where η∗ is
provided by the theorem). Moreover the following estimates hold:
‖α‖γ,Ω2γ∞s .s γ−1‖V +≥13‖γ,Ω
2γ
∞
s+2τ+4 , ‖∆12α‖p .p εγ−1‖∆12V +≥13‖p+µ . (10.43)
Similar for the inverse α˜. The (10.42) implies that the function α(Θ) solves the equation
(ω − v f(Θ)) · ∂Θα = v
(
f(Θ)−m1
)
, m1 = c+ r1 . (10.44)
Writing (10.44) for the components of the vector α(Θ), we observe that αi(Θ)/i solves the same equation for any
i = 1, . . . , ν. Hence there exists a smooth F : Tν → R such that α(Θ) is of the form −vF (Θ) where
(ω − v f(Θ)) · ∂ΘF (Θ) + f(Θ) = m1 . (10.45)
Using that α(Θ) + α˜
(
Θ + α(Θ)
)
= 0, we deduce that the function G(Θ˜), defined by the relation −vG(Θ˜) = α˜(Θ˜)
is such that
F (Θ) +G(Θ − vF (Θ)) = 0 . (10.46)
We consider β(2) := β(2)(ω;ϕ, x) := G(ϕ− vx) and β˜(2) := β˜(2)(ω;ϕ, y) := F (ϕ− vy) . By using (10.46) one
can check that the map y 7→ x = y + β˜(2)(ω;ϕ, y) is the inverse of the diffeomorphism x 7→ y := x + β(2)(ω;ϕ, x)
of Tν+1. By (10.20), (10.43) and (7.1) we deduce the (10.38). By (10.45) we also deduce that
ω · ∂ϕβ˜(2)(ϕ, y) + (c+ V +≥13(ϕ, y))(1 + ∂yβ˜(2)(ϕ, y)) = m1 , ∀ (ϕ, y) ∈ Tν+1 . (10.47)
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This implies the (10.40). Finally, by |r1|γ,O0 . ‖V +≥13‖γ,O0s0 (1 + ‖α‖
γ,Ω2γ∞
s0+1
) and (10.43), we get the first bound in
(10.41). Indeed by Kirszbraun Theoremwe can extend the function r(ω) to Ωε with the same bound on the norm. The
bound on∆12r1 in (10.41) can be deduced using Lemma 3.7 in [29] and the estimates on∆12V
+
≥13 in (10.20). 
Proof of Proposition 10.4. We consider the map
T
1
2 :=
(T 1
β(2)
(ϕ) 0
0 T 1
β(2)
(ϕ)
)
(10.48)
where T τ
β(2)
(ϕ), τ ∈ [0, 1] is the flow given by (A.1) with f as in (A.2) with β  β(2) given by Lemma 10.6. First of
all by Lemma A.4 we can write
T 1β(2) = Π⊥SΦτβ(2)Π⊥S ◦ (Id +R)
where Φτ
β(2)
is the flow of (A.5) with f  bξ with b as in (A.2) with β  β(2) and whereR is a finite rank operator of
the form (A.14) satisfying (A.15). Therefore (see Lemma A.2) we have that the flow T τ
β(2)
is well posed and satisfies
estimates like (A.9)-(A.11) This implies, using also (10.38), the (10.12). Notice that, by estimates (10.38), we could
say that β(2) is in S02 . Actually all the homogeneous terms in the expansion (7.13) of β
(2) are zero.
We now conjugate the operator L3,∗ in (10.16) with the map T12. We follow the strategy of Lemma 10.5. By
Lemma A.5 we have that the conjugate of L3,∗ is given by
Π⊥S T˜
1
2L3,∗(T˜12)−1Π⊥S , T˜τ2 :=
(
Φτ
β(2)
(ϕ) 0
0 Φτ
β(2)
(ϕ)
)
, τ ∈ [0, 1] ,
up to finite rank operators belonging to L2ρ,p ⊗M2(C). Then we shall apply Theorem A.7 and Lemmata A.8, A.11.
Recall that the map Φτ
β(2)
has the explicit expressions in (A.6). By a direct computation we have that
Φ1β(2) ω · ∂ϕ
(
Φ1β(2)
)−1
= ω · ∂ϕ + ω · ∂ϕβ˜
(2)
y (1, ϕ, y + β(2)(ϕ, y))
2 (1 + β˜
(2)
y (1, ϕ, y + β(2)(ϕ, y)))
+ ω · ∂ϕβ˜(2)(1, ϕ, y + β(2)(ϕ, y)) ∂y ,
Φ1β(2) V
+(ϕ, y) ∂y
(
Φ1β(2)
)−1
=
V +(ϕ, y + β(2)(ϕ, y)) β˜
(2)
yy (1, ϕ, y + β(2)(ϕ, y))
2 (1 + β˜
(2)
y (1, ϕ, y + β(2)(ϕ, y)))
+ V +(ϕ, y + β(2)(ϕ, y)) (1 + β˜(2)y (1, ϕ, y + τ β
(2)(ϕ, y))) ∂y .
(10.49)
Moreover, by Lemma 7.4 we can write (up to smoothing reminders in L2ρ,p)
OpW(iV +(ϕ)ξ) = iV +(ϕ, x)∂x +
1
2
iV +x (ϕ, x) . (10.50)
Now we consider the unbounded part of the operator L3,∗, namely
ω · ∂ϕ + iOpW(V +(ϕ, x)ξ + (1 + a(3)∗ (ϕ, x))|ξ| 12 + c(3)∗ (ϕ, x, ξ))
(10.50)
= ω · ∂ϕ + iV +(ϕ, x)∂x + i
2
V +x (ϕ, x) +Op
W(i(1 + a
(3)
∗ (ϕ, x))|ξ| 12 + c(3)∗ (ϕ, x, ξ)) .
(10.51)
Using the explicit computation in (10.49) and Theorem A.7, we have that the conjugate of (10.51) is, up to smoothing
operators in L2ρ,p,
ω · ∂ϕ + iOpW(V ++(ϕ, x)ξ + (1 + a(4)(ϕ, x))|ξ| 12 + c(4)(ϕ, x, ξ) + r0((ϕ, x))) ,
where
V ++(ϕ, x) := ω · ∂ϕβ˜(2)(ϕ, x) + V +(ϕ, x)(1 + β˜(2)y (ϕ, x))|x=y+β(2)(ϕ,y) , (10.52)
r0(ϕ, x) :=
∂y(V
++(ϕ, x)|x=y+β(2)(ϕ,y))
2(1 + β˜
(2)
y (1, ϕ, y + β(2)(ϕ, y)))
,
(1 + a(4)(ϕ, x)) := (1 + a
(3)
∗ (ϕ, x + β
(2)(x)))
∣∣(1 + β˜(2)y (1, y))|y=x+β(2)(x)∣∣ 12 ,
and c(4)(ϕ, x, ξ) is some symbol in S
−1/2
2 . Recall that the functionV
+ constructed in Lemma 10.5 is in Sv (see (2.46)).
Therefore, by using Lemma 10.6 (see eq. (10.47)), we deduce that V ++ = m1 and m1 has the form (10.2) thanks to
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(10.39), (10.44). As a consequence r0(ϕ, x) is identically zero. By item (ii) of Theorem A.7 we have that a
(4) ∈ S02 .
The discussion above implies that the conjugate of L3,∗ (10.16) has the form (10.10) withR(4) ∈ L2ρ,p⊗M2(C). The
bounds in (10.4) with i = 1 on the constant r1 follows by (10.41), (10.20) and using (7.1). To conclude we set (recall
(10.15), (10.48))
Φ1 := T
1
2 ◦T11 . (10.53)
Lemma A.2 with β  β(2), estimate (10.12) and (10.21) imply the (10.12). To conclude the proof of Proposition 10.4
it remains to show that L4 ∈ S1 and Φ1 ∈ T1.
First of all recall that the functions β(i), i = 1, 2 are real and belongs to Sv (see (2.46)). The map Φ1 ∈ T1 because
T
1
1,T
1
2 ∈ T1.
Hence L4 defined in (10.10) is Hamiltonian and x-translation invariant. The symbol d(4)(ϕ, x, ξ) satisfies (2.66),
(2.68), (2.63) by construction. Hence, by Lemmata 2.24, 2.25, we deduce that L4 is inS1. 
10.2. Integrability at order 1/2. The aim of this section is to eliminate the (ϕ, x) dependence from the symbol a(4)
in (10.11) appearing in the operator L4 in (10.10).
Proposition 10.7. Let ρ ≥ 3, p ≥ s0 and assume that (7.1) holds. Then there exist µ = µ(ν) and m1/2 : Ωε → R of
the form (10.2) with i = 1/2 such that, for all ω ∈ Ω2γ∞ (see (10.5)), there exists a mapΦ2(ω) : HsS⊥(T)×HsS⊥(T)→
HsS⊥(T) ×HsS⊥(T) such that (recall (10.10))
L5 := Φ2 L4Φ−12 = Π⊥S
(
ω · ∂ϕ +OpW
(
d(5)(ϕ, x, ξ) 0
0 d(5)(ϕ, x,−ξ)
)
+R(5)
)
(10.54)
where R(5) ∈ L3ρ,p ⊗M2(C), the symbol d(5)(ϕ, x, ξ) has the form (recall (9.12))
d(5)(ϕ, x, ξ) := im1 ξ + i(1 +m 1
2
)|ξ| 12 + ib(5)(ϕ, x)sign(ξ) + c(5)(ϕ, x, ξ) , (10.55)
with b(5) ∈ S03 independent of ξ, c(5) ∈ S−
1
2
3 . Moreover
‖(Φ2)±1u‖γ,Ω
2γ
∞
s .s ‖u‖γ,Ω
2γ
∞
s + γ
−2
(
ε13 + ε‖Iδ‖γ,O0s+µ
)‖u‖γ,Ω2γ∞s0 . (10.56)
Finally the operator L5 is inS1 and the mapΦ2 is in T1 (recall Def. 2.26, 2.28).
Following the strategy used in section 10.1 we divide the proof of of Proposition 10.7 into two steps.
10.2.1. Preliminary steps.
Lemma 10.8. (Preliminary steps). There exists a function β(3)(ϕ, x) of the form
β(3)(ϕ, x) =
10∑
i=1
εiβ
(3)
i (ϕ, x) , (10.57)
where β
(3)
i is a real valued i-homogeneous symbol as in (7.14) for i = 1, . . . , 10 independent of ξ ∈ R satisfying
‖β(3)‖γ,O0s .s ε , (10.58)
such that the following holds. If
T
τ
3 :=
(
T τ
β(3)
(ϕ) 0
0 T τ
β(3)
(ϕ)
)
, τ ∈ [0, 1] , (10.59)
where T τ
β(3)
is the flow of (A.1) with generator as in (A.3) with β  β(3), then
L4,∗ := T13 L4 (T13)−1 = Π⊥S
(
ω · ∂ϕ +OpW
(
d
(4)
∗ (ϕ, x, ξ) 0
0 d
(4)
∗ (ϕ, x,−ξ)
)
+R(4)∗
)
(10.60)
where R(4)∗ ∈ L2ρ,p ⊗M2(C) and
d
(4)
∗ (ϕ, x, ξ) := im1ξ + i(1 + a
(4)
∗ (ϕ, x))|ξ| 12 + ib(4)∗ (ϕ, x)sign(ξ) + c(4)∗ (ϕ, x, ξ) , (10.61)
a
(4)
∗ (ϕ, x) := ε
2m 1
2
+
5∑
k=2
ε2km
(2k)
1
2
+ a
(4,∗)
≥11 (ϕ, x) , (10.62)
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where m1 is in (10.2), m1/2, m
(2k)
1 are respectively 2, 2k-homogenenous and integrable (according to Def. 10.1).
Moreover one has c
(4)
∗ ∈ S−1/22 and b(4)∗ ∈ S02 (recall Def. 7.3) independent of ξ ∈ R and
‖a(4,∗)≥11 ‖γ,Ω
2γ
∞
s .s γ
−1(ε13 + ε‖Iδ‖γ,O0s+µ ) , (10.63)
‖∆12a(4,∗)≥11 ‖p .p γ−1ε(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ . (10.64)
Finally, the operator L4,∗ is in S1, the map T τβ(3) is in T1 and satisfies
‖(Tβ(3))±1u‖γ,Ω
2γ
∞
s .s ‖u‖γ,Ω
2γ
∞
s + ε‖u‖γ,Ω
2γ
∞
s0 . (10.65)
Proof. By Lemma A.3 we have that, if β(3) is real valued and satisfies (10.58), then the flow T τ
β(3)
is well posed and
satisfies bounds like (A.9)-(A.11). By Lemma A.4 we have
T 1β(3) = Π⊥SΦτβ(3)Π⊥S ◦ (Id +R)
where Φτ
β(3)
is the flow of (A.5) with f as in (A.3) with β  β(3) and where R is a finite rank operator of the form
(A.14) satisfying (A.15). By Lemma A.5 we have that the conjugate of L4 in (10.10) under the map T13 is given by
Π⊥S T˜
1
3L4(T˜12)−1Π⊥S , T˜τ3 :=
(
Φτ
β(3)
(ϕ) 0
0 Φτ
β(3)
(ϕ)
)
, τ ∈ [0, 1] ,
up to finite rank operators belonging to L2ρ,p ⊗M2(C). We apply Lemmata A.9, A.10. We start by studying the time
contribution. By Lemma A.10 (see in particular item (ii)) we have that (see (A.35), (A.39))
Φ1β(3)ω · ∂ϕ(Φ1β(3))−1 = ω · ∂ϕ − iOpW
(
ω · ∂ϕβ(3)|ξ| 12 + 1
2
{β(3)|ξ| 12 , ω · ∂ϕβ(3)|ξ| 12 }+ r1
)
= ω · ∂ϕ − iOpW
(
ω · ∂ϕβ(3)|ξ| 12 + 1
4
(β(3)ω · ∂ϕβ(3)x − β(3)x ω · ∂ϕβ(3))sign(ξ) + r1
)
,
(10.66)
up to smoothing remainderR1 in the class L2ρ,p and where r1 is some symbol in S−3/22 . We remark that the symbol
of the operator above is not singular at ξ = 0. Indeed, recalling the notation (2.19), we are writing sign(ξ) instead of
χ(ξ)sign(ξ) (with χ as in (2.18)). In the following we will use systematically such notation.
We now consider the contribution coming from the conjugation of the spatial operator by using Lemma A.9 applied
to the pseudo differential operator with symbol in (10.11). First we notice that (see (A.30), (A.33))
Φ1β(3)Op
W(im1ξ)(Φ
1
β(3))
−1 = iOpW
(
m1ξ + {β(3)|ξ| 12 ,m1ξ}
)
+ iOpW
(1
2
{β(3)|ξ| 12 , {β(3)|ξ| 12 ,m1ξ}}+ r2
)
= iOpW
(
m1ξ −m1β(3)x |ξ|
1
2 − m1sign(ξ)
4
(β(3)β(3)xx − (β(3)x )2) + r2
) (10.67)
up to smoothing remainderR2 ∈ L2ρ,p and r2 ∈ S−1/22 . Moreover we have
Φ1β(3)Op
W(i(1 + a(4))|ξ| 12 )(Φ1β(3))−1 = iOpW
(
(1 + a(4))|ξ| 12 + {β(3)|ξ| 12 , (1 + a(4))|ξ| 12 }+ r3
)
= iOpW
(
(1 + a(4))|ξ| 12 + sign(ξ)
2
(β(3)a(4)x − (1 + a(4))β(3)x ) + r3
) (10.68)
up to smoothing remainderR3 ∈ L2ρ,p and where r3 ∈ S−1/22 . Similarly (using Lemmata A.9, A.12) we conclude
Φ1β(3)
[
OpW(c(4)) +R(4)](Φ1β(3))−1 = OpW(c(4) + r4) (10.69)
up to smoothing remainder R4 ∈ L2ρ,p and where r4 ∈ S−12 . By collecting the (10.66)-(10.69) we conclude that the
conjugate of L4 in (10.10) under the map in (10.59) has the form (10.60) with symbol d(4)∗ (ϕ, x, ξ) as in (10.61) where
b
(4)
∗ ∈ S02 , c(4)∗ ∈ S−1/22 and
a
(4)
∗ = a
(4) − ω · ∂ϕβ(3) −m1β(3)x ,
b
(4)
∗ = −1
4
(
β(3)ω · ∂ϕβ(3)x − β(3)x ω · ∂ϕβ(3)
)− m1
4
(
β(3)β(3)xx − (β(3)x )2
)
+
1
2
(
β(3)a(4)x − (1 + a(4))β(3)x
)
.
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We shall prove that it is possible to choose β(3) in (10.57) in such a way that the symbol a
(4)
∗ has the form (10.62).
Recall that a(4) is a symbol (independent of ξ ∈ R) in the class S02 and hence it admits and expansion as (7.13) with
k = 2 for some i-homogeneous symbols a
(4)
i and a non-homogeneous symbol a˜
(4). Therefore, recalling the expansion
of m1 in (10.2) and of ω in (5.4), we have
a
(4)
∗ =
10∑
i=1
εia
(4)
i −
10∑
i=1
εiω · ∂ϕβ(3)i −
10∑
i=1
εi
(
ε2Aξ +
6∑
k=2
ε2kbk(ξ, . . . , ξ)
)
· ∂ϕβ(3)i
−
(
ε2m1 +
6∑
k=2
ε2km2k1 + r
)
10∑
i=1
εi(β
(3)
i )x + a˜
(4) .
(10.70)
This implies that the symbol a
(4)
∗ has an expansion as in (7.13) with k = 2 for some non-homogeneous symbol a˜
(4)
∗
satisfying (7.15), with k = 2, and some i-homogeneous symbols a
(4)
i,∗ , i = 1, . . . , 10. In particular we have
a
(4)
1,∗ := a
(4)
1 − ω · ∂ϕβ(3)1 , (10.71)
a
(4)
2,∗ := a
(4)
2 − ω · ∂ϕβ(3)2 , (10.72)
a
(4)
3,∗ := F3 − ω · ∂ϕβ(3)3 , F3 := a(4)3 + f3 , f3 := −Aξ · ∂ϕβ(3)1 −m1(β(3)1 )x , (10.73)
a
(4)
j,∗ := Fj − ω · ∂ϕβ(3)j , Fj := +a(4)j + fj , 4 ≤ j ≤ 10 , (10.74)
where fj are some j-homogeneous symbols of the form (7.14) independent of ξ ∈ R and depending only on β(3)k with
1 ≤ k ≤ j − 1.
Step ε. By (7.14) we have the expansion
a
(4)
1 :=
∑
σ=±,n∈S
(a
(4)
1 )
σ
n
√
ζne
iσl(n)·ϕeinx , (a
(4)
1 )
σ
n ∈ C .
Since the function a
(4)
1 is real-valued, the coefficients (a
(4)
1 )
σ
n satisfy (7.24) with k = 1. We set
(β
(3)
1 )
σ
n :=
−σ(V1)σn
i
√|n| , σ = ± , n ∈ S , n 6= 0 .
One can check that (see (10.71)) a
(4)
∗,1 ≡ 0 and that the function β(3)1 satisfies (7.24), i.e. it is real valued. In particular
the estimate (10.58) holds.
Step ε2. Now we want to eliminate the function in (10.72). We define, for n1, n2 ∈ S,
(β
(3)
2 )
σσ
n1,n2 :=
−(a(4)2 )σσn1,n2
iσ(ωn1 + ωn2)
, σ = ± , (β(3)2 )σ(−σ)n1,n2 :=
−σ(a(4)2 )σ(−σ)n1,n2
i(ωn1 − ωn2)
, n1 6= ±n2 ,
(β
(3)
2 )
σσ
0,0 := 0 , (β
(3)
2 )
σ(−σ)
n,±n := 0 ,
(10.75)
where (a
(4)
2 )
σ1σ2
n1,n2 are the coefficients of a
(4)
2 in the corresponding expansion (7.14). Notice that, by the form of S in
(1.23), the condition n1 6= ±n2 in (10.75) reduces to n1 6= n2. Using that a(4)2 is real valued one has that (β(3)2 )σ1σ2n1,n2
satisfy (7.24), hence β
(3)
2 is real valued. In particular is satisfies the estimate (10.58). Moreover, recalling Definition
10.1, we define m 1
2
as the restriction of a
(4)
2 to the set S2, i.e.
m 1
2
:= (a
(4)
2 )|S2 :=
1
2π
∑
n∈S
(
(a
(4)
2 )
+−
n,n + (a
(4)
2 )
−+
n,n
)
ζn ,
which is integrable according to Definition 10.1 (recall Remark 10.2). By (10.75), one can check that a
(4)
2,∗ ≡ m1/2.
Step ε≥3. We prove inductively that, for j ≥ 3, there are functions β(3)j of the form (7.14) with i = j and coefficients
independent of ξ ∈ R which are real valued and satisfying (10.58) such that (recall (10.73),(10.74))
a
(4)
j,∗ ≡
{
m
(j)
1
2
, j even ,
0 , j odd ,
(10.76)
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with
m
(j)
1
2
:=
∑
Sj
(Fj)
σ1,...,σj
n1,...,nj
√
ζj1 · · · ζjj ei(σ1j1+...+σjjj)xei(σ1l(j1)+...+σjl(jj))·ϕ
where
∑
Sj
denotes the sum restricted over indexes in Sj . Notice thatm(j)1/2 is integrable according to Definition 10.1
(recall Remark 10.2).
Assume by induction that the assertion above is true for 3 ≤ k ≤ j. By construction (see the (10.70)) the function
Fj+1 depends only on β
(3)
k , k ≤ j, hence, by the inductive hypothesis it is real valued. We set, for ~σ = (σ1, . . . , σj+1),
~j = (j1, . . . , jj+1),
(β
(3)
j+1)
~σ
~j
:=
−(Fj+1)~σ~j
iR~σ(~j)
,
{(
jk, σk
)}j+1
k=1
/∈ Sj+1 , (β(3)j+1)~σ~j = 0 ,
{(
jk, σk
)}j+1
k=1
∈ Sj+1 , (10.77)
and R~σ(~j) is the function defined in (4.1). Since Fj+1 is real, then the coefficients (Fj+1)σ1,...,σj+1n1,...,nj+1 satisfies (7.24).
By an explicit computation one can check that also (β
(3)
j+1)
~σ
~j
satisfies (7.24), so that β
(3)
j+1 is real valued. The estimate
(10.58) follows by using the bound on R~σ in Remark 10.2. The (10.65) follows by Lemma A.3. Using (10.77) one
verifies the (10.76). By the construction above, one can check that the operator L4,∗ is in S1 and the map T τβ(3) is in
T1 (i.e. is symplectic and x-translation invariant). . 
10.2.2. Reduction to constant coefficients at order 1/2. The aim of this section is to eliminate the (ϕ, x)-dependence
in the symbol a
(4)
∗ in (10.62) appearing in the operator L4,∗ in (10.60). Then we conclude the proof of Proposition
10.10. We first need a preliminary result.
Lemma 10.9. For any ω ∈ Ω2γ∞ (see (10.5)) there exists a real valued function β(4)(ϕ, x) ∈ Sv (see (2.46)) such that
a
(4)
∗ (ϕ, x)− (ω · ∂ϕ +m1∂x)β(4)(ϕ, x) = m 1
2
, (10.78)
where a
(4)
∗ is in (10.62), the constantm 1
2
is in (10.2), with i = 1/2 and
r 1
2
:=
∫
Tν
a
(4,∗)
≥11 (ϕ, x)dϕ . (10.79)
The function β(4)(ϕ, x) satisfies
‖β(4)‖γ,Ω2γ∞s .s γ−2(ε13 + ε‖Iδ‖γ,O0s+µ ) , (10.80)
‖∆12β(4)‖p .p εγ−2(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ , (10.81)
for some µ > 0 depending on ν. Moreover the map T τ
β(4)
(ϕ), τ ∈ [0, 1], defined as the flow of (A.1) with generator
as in (A.3) with β  β(4) is well posed and satisfies
‖(T τβ(4))±1u‖γ,Ω
2γ
∞
s .s ‖u‖γ,Ω
2γ
∞
s + γ
−2
(
ε13 + ε‖Iδ‖γ,O0s+µ
)‖u‖γ,Ω2γ∞s0 , (10.82)
uniformly in τ ∈ [0, 1]. Finally T τ
β(4)
belongs to T1.
Proof. Passing to the Fourier basis (recall (2.1)) we have that equation (10.78) reads (recall (10.62))
(a
(4,∗)
≥11 )lj − i(ω · l +m1j)(β(4))lj = 0 , ∀ l ∈ Zν , j ∈ Z \ {0} , (l, j) 6= (0, 0) . (10.83)
Using the diophantine condition in (10.5) one can prove
‖β(4)‖γ,Ω2γ∞s .s γ−1‖a(4,∗)≥11 ‖γ,Ω
2γ
∞
s+2τ+1
(10.63)
.s γ
−2(ε13 + ε‖Iδ‖γ,O0s+µ )
which is the (10.80). The (10.81) follows similarly using (10.64). Since a
(4,∗)
≥11 is in Sv (recall that L4,∗ ∈ S1) then,
by (10.83), we deduce that also β(4) ∈ Sv. By Lemma A.4 we have
T 1β(4) = Π⊥SΦτβ(4)Π⊥S ◦ (Id +R) (10.84)
where Φτ
β(4)
is the flow of (A.5) with f as in (A.3) with β  β(4) and where R is a finite rank operator of the form
(A.14) satisfying (A.15). The estimate (10.82) follows by Lemma A.3 and estimates (A.9)-(A.11). Moreover the map
T τ
β(4)
(ϕ) is in T1. 
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Proof of Proposition 10.7. We consider the map
T4 :=
(T 1
β(4)
(ϕ) 0
0 T 1
β(4)
(ϕ)
)
(10.85)
where T τ
β(4)
(ϕ), τ ∈ [0, 1] is given by Lemma 10.9. We now conjugate the operator L4,∗ in (10.60) with the map T4.
First of all we remark that the symbol
f(ϕ, x, ξ) := β(4)(ϕ, x)|ξ| 12 (10.86)
belongs to the class S
1/2
3 (see Def. 7.3). This is true because estimates (10.80), (10.81) imply the (7.15) with k = 3.
Moreover (recall (10.84)), by Lemma A.5 we have that the conjugate of L4,∗ under the map T4 is given by
Π⊥S T˜
1
4L4,∗(T˜14)−1Π⊥S , T˜τ4 :=
(
Φτ
β(4)
(ϕ) 0
0 Φτ
β(4)
(ϕ)
)
, τ ∈ [0, 1] ,
up to finite rank operators belonging to L3ρ,p ⊗M2(C). Hence we apply Lemmata A.9, A.10 with f(ϕ, x, ξ) as in
(10.86). By explicit computations using (A.30), (A.33), (A.35), (A.39) (as done in (10.66)-(10.69)) we obtain that the
operator
L5 := T14 L4,∗ (T14)−1
has the form (10.54) with some remainderR(5) ∈ L3ρ,p ⊗M2(C), some symbol d(5)(ϕ, x, ξ) of the form
d(5)(ϕ, x, ξ) := im1 ξ + i(1 +A(ϕ, x))|ξ| 12 + ib(5)(ϕ, x)sign(ξ) + c(5)(ϕ, x, ξ) ,
where
A = a
(4)
∗ − (ω · ∂ϕ +m1∂x)β(4) ,
b(5) = b
(4)
∗ − 1
4
(
β(4)ω · ∂ϕβ(4)x − β(4)x ω · ∂ϕβ(4)
)− m1
4
(
β(4)β(4)xx − (β(4)x )2
)
+
1
2
(
β(4)(a
(4)
∗ )x − (1 + a(4)∗ )β(4)x
)
and c(5) ∈ S−1/23 . By equation (10.78) in Lemma 10.9 we actually have that A(ϕ, x) ≡ m1/2 in (10.2), i = 1/2 .
The constant r1/2 in (10.79) satisfies the bounds (10.4) for i = 1/2 by (10.63), (10.64) and (7.1). To conclude we set
(recall (10.59), (10.85))
Φ2 := T4 ◦T3 .
The estimate (10.56) follows by composition using (10.65) and (10.82). We conclude the proof by studying the
algebraic properties ofΦ2 and L5.
The map Φ2 is in T1 (recall Def. 2.26) since T3,T4 ∈ T1 (see Lemmata 10.5, 10.9). Since, by Prop. 10.4, L4 is
inS1 we have that L5 in (10.54) is Hamiltonian and x-translation invariant. The symbol d(5)(ϕ, x, ξ) satisfies (2.63),
(2.68) by construction, and so the operator L5 ∈ S1. 
10.3. Integrability at order zero. The aim of this section is to conjugate the operator L5 in (10.54) to constant
coefficients up to a smoothing remainder of order −1/2. The key result of the section is the following.
Proposition 10.10. Let ρ ≥ 3, p ≥ s0 and assume that (7.1) holds. Then there exist µ = µ(ν) and m0 : Ωε → R of
the form (10.2) with i = 0 such that, for all ω ∈ Ω2γ∞ (see (10.5)), there exists a mapΦ3(ω) : HsS⊥(T) ×HsS⊥(T) →
HsS⊥(T) ×HsS⊥(T) such that (recall (10.54))
L6 := Φ3 L5Φ−13 = Π⊥S
(
ω · ∂ϕ +OpW
(
d(6)(ϕ, x, ξ) 0
0 d(6)(ϕ, x,−ξ)
)
+Q(6)
)
(10.87)
where the remainderQ(6) ∈ L4ρ,p ⊗M2(C), the symbol d(6)(ϕ, x, ξ) has the form
d(6)(ϕ, x, ξ) := im1 ξ + i(1 +m 1
2
)|ξ| 12 + im0sign(ξ) + iq(6)(ϕ, x, ξ) , (10.88)
with m1, m1/2 in (10.2) with i = 1, 1/2, and q
(6)(ϕ, x, ξ) ∈ S−1/24 . Moreover for any ω ∈ Ω2γ∞ we have
‖(Φ3)±1u‖γ,Ω
2γ
∞
s .s ‖u‖γ,Ω
2γ
∞
s + γ
−3
(
ε13 + ε‖Iδ‖γ,O0s+µ
)‖u‖γ,Ω2γ∞s0 . (10.89)
Finally the map Φ3 are in T1 and the operator L6 are in S1 (see Def. 2.26, 2.28).
As done in sections 10.1, 10.2, we divide the construction of the map Φj into two steps.
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10.3.1. Preliminary steps. We prove the following result.
Lemma 10.11. (Preliminary steps). There exists a real valued symbol β(5)(ϕ, x, ξ) ∈ S0 of the form
β(5)(ϕ, x, ξ) =
8∑
i=1
εiβ
(5)
i (ϕ, x)sign(ξ) , (10.90)
(recall the notation (2.19)) where β
(5)
i is a real valued i-homogeneous functions in S
0 as in (7.14) for i = 1, . . . , 8
satisfying
‖β(5)‖γ,O0s .s ε , (10.91)
such that the following holds. If
T
τ
5 :=
(
T τ
β(5)
(ϕ) 0
0 T τ
β(5)
(ϕ)
)
, τ ∈ [0, 1] , (10.92)
where T τ
β(5)
is the flow of (A.1) with generator as in (A.4) with f(ϕ, x, ξ) β(5), then
L5,∗ := T15 L5 (T15)−1 = Π⊥S
(
ω · ∂ϕ +OpW
(
d
(5)
∗ (ϕ, x, ξ) 0
0 d
(5)
∗ (ϕ, x,−ξ)
)
+Q(5)∗
)
(10.93)
where Q(5)∗ ∈ L3ρ,p ⊗M2(C) and (recall (10.88))
d
(5)
∗ (ϕ, x, ξ) := im1 ξ + i(1 +m 1
2
)|ξ| 12 + iq∗(ϕ, x)sign(ξ) + iq(5)∗ (ϕ, x, ξ) , (10.94)
q∗(ϕ, x) :=
(
ε2m0 +
4∑
k=1
ε2km
(2k)
0
)
+ q
(∗)
≥9(ϕ, x) , (10.95)
where m0, m
(2k)
0 are respectively 2, 2k-homogenenous in S
0 and integrable (according to Def. 10.1). Moreover
q∗ ∈ S03 (recall Def. 7.3), independent of ξ ∈ R and
‖q(∗)≥9‖γ,Ω
2γ
∞
s .s γ
−2(ε13 + ε‖Iδ‖γ,O0s+µ ) , (10.96)
‖∆12q(∗)≥9‖p .p γ−2ε(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ , (10.97)
for some µ = µ(ν) > 0. The symbol q
(5)
∗ (ϕ, x, ξ) is in S
− 12
3 . Finally the map T τβ(5) is in T1 and satisfies
‖(T τβ(5))±1u‖γ,Ω
2γ
∞
s .s ‖u‖γ,Ω
2γ
∞
s + ε‖u‖γ,Ω
2γ
∞
s0 , ∀ τ ∈ [0, 1] . (10.98)
The operator L5,∗ is in S1.
Proof. We follow the strategy used in the proof of Lemma 10.8. By Lemma A.4 we have
T 1β(5) = Π⊥SΦτβ(5)Π⊥S ◦ (Id +R)
where Φτ
β(5)
is the flow of (A.5) with f as in (A.4) with β  β(5) and where R is a finite rank operator of the form
(A.14) satisfying (A.15). Then by Lemma A.3 we have that the flow T τ
β(5)
is well posed and satisfies bounds like
(A.9)-(A.11).
By Lemma A.5 we have that the conjugate of L5 in (10.54) under the mapT15 is given by
Π⊥S T˜
1
5L5(T˜15)−1Π⊥S , T˜τ5 :=
(
Φτ
β(5)
(ϕ) 0
0 Φτ
β(5)
(ϕ)
)
, τ ∈ [0, 1] ,
up to finite rank operators belonging to L3ρ,p ⊗ M2(C). Hence we shall apply Lemmata A.9, A.10. We start by
studying the time contribution. By Lemma A.10 we have that (see (A.35), (A.39))
Φ1β(5)ω · ∂ϕ(Φ1β(5))−1 = ω · ∂ϕ − iOpW
(
ω · ∂ϕβ(5)(ϕ, x, ξ) + r1(ϕ, x, ξ)
)
, (10.99)
up to smoothing remainderR1 in the class L3ρ,p and where r1 is some symbol in S−13 .
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We now consider the contribution coming form the conjugation of the spatial operator by using Lemma A.9 applied
to the pseudo differential operator with symbol in (10.88). First we notice that (see (A.30), (A.33))
Φ1β(5)Op
W(im1ξ)(Φ
1
β(5))
−1 = iOpW
(
m1ξ + {β(5),m1ξ}+ r2
)
= OpW
(
im1ξ −m1∂x(β(5)) + r2
)
(10.100)
up to smoothing remainderR2 in the class L3ρ,p and where r2 is some symbol in S−13 .
Finally we have (recall (10.54))
Φ1β(5)(d
(j) − im1ξ)(Φ1β(5))−1 = iOpW
(
d(5) − im1ξ + r3 + r4
)
r3 := {β(5), d(5) − im1ξ} ∈ S−
1
2
3 ,
(10.101)
up to smoothing remainder R3 in the class L3ρ,p and where r4 is some symbol in S−3/23 . By collecting the (10.99)-
(10.101) we conclude that the conjugate of L5 in (10.54) (see also (10.55)) under the map in (10.92) has the form
(10.93) with symbol d
(5)
∗ (ϕ, x, ξ) as in (10.94) where q
(5)
∗ ∈ S−
1
2
3 , and
q∗sign(ξ) = b
(5)(ϕ, x)sign(ξ) − (ω · ∂ϕ +m1∂x)β(5) . (10.102)
We shall prove that it is possible to choose β(5) in (10.90) in such a way the symbol q∗ in (10.102) has the form (10.95).
Recall that b(5) is a symbol in the class S03 (see Prop. 10.7) and hence it admits and expansion as (7.13) with k = 3
for some i-homogeneous symbols b
(5)
i and a non-homogeneopus symbol b˜
(5). Therefore, recalling the expansion of
m1 in (10.2) and of ω in (5.4), we have
q∗ =
8∑
i=1
εib
(5)
i −
8∑
i=1
εiω · ∂ϕβ(5)i −
8∑
i=1
εi
(
ε2Aξ +
6∑
k=2
ε2kbk(ξ, . . . , ξ)
)
· ∂ϕβ(5)i
−
(
ε2m1 +
6∑
k=2
ε2km2k1 + r
)
8∑
i=1
εi(β
(5)
i )x + b˜
(5) .
(10.103)
This implies that the symbol q∗ has an expansion as in (7.13) with k = 3 for some non-homogeneous symbol q˜∗
satisfying (7.15), with k = 3, and some i-homogeneous symbols qi,∗, i = 1, . . . , 8. In particular we have
q1,∗ := F1 − ω · ∂ϕβ(5)1 , F1 := b(5)1 (10.104)
q2,∗ := F2 − ω · ∂ϕβ(5)2 , F2 := b(5)2 (10.105)
q3,∗ := F3 − ω · ∂ϕβ(5)3 , F3 := b(5)3 + f3 , f3 := −Aξ · ∂ϕβ(5)1 −m1(β(5)1 )x , (10.106)
qi,∗ := Fi − ω · ∂ϕβ(5)i , Fi := b(5)i + fi , 4 ≤ i ≤ 8 , (10.107)
where fi are some i-homogeneous symbols in S
0, independent of ξ ∈ R, of the form (7.14) and depending only on
β
(5)
k with 1 ≤ k ≤ i− 1.
We now prove inductively that, for i ≥ 1, there are functions β(5)i of the form (7.14) which are real valued and
satisfying (10.91) such that (recall (10.106),(10.107))
qi,∗ ≡
{
m
(i)
0 (ξ) , i even ,
0 , i odd ,
(10.108)
with
m
(i)
0 :=
∑
Si
(Fi)
σ1,...,σi
n1,...,ni(ξ)
√
ξj1 · · · ξjiei(σ1j1+...+σiji)xei(σ1l(j1)+...+σil(ji))·ϕ
where
∑
Si
denotes the sum restricted over indexes in Si. Notice that m(i)0 is integrable according to Definition 10.1
(recall Remark 10.2).
Assume by induction that the assertion above is true for 1 ≤ k ≤ j. By construction (see the (10.103)) the function
Fj+1 depends only on b
(5)
k sign(ξ) (which is real) and β
(5)
k , k ≤ j, hence, by the inductive hypothesis it is real valued.
We set, for ~σ = (σ1, . . . , σi+1), ~j = (j1, . . . , ji+1),
(β
(5)
i+1)
~σ
~j
:=
−(Fi+1)~σ~j
iR~σ(~j)
,
{(
jk, σk
)}i+1
k=1
/∈ Si+1 , (β(5)i+1)~σ~j = 0 ,
{(
jk, σk
)}i+1
k=1
∈ Si+1 , (10.109)
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andR~σ(~j) is the function defined in (4.1). Since Fj+1 is real, then the coefficients (Fi+1)σ1,...,σi+1n1,...,ni+1(ξ) satisfies (7.24).
By an explicit computation one can check that also (β
(5)
i+1)
~σ
~j
satisfies (7.24), so that β
(5)
i+1 is real valued. The estimate
(10.91) follows by using Remark 10.2. The (10.98) follows by Lemma A.3. Using (10.109) one verifies the (10.108).
By construction L5,∗ ∈ S1 and the map T τβ(5) is in T1 (i.e. is symplectic and x-translation invariant). This conclude
the proof of the lemma. 
10.3.2. Reduction to constant coefficients at order zero. The aim of this section is to eliminate the (ϕ, x) dependence
in the symbol q∗ in (10.95) appearing in the operator L5,∗ in (10.93). Then we conclude the proof of Proposition 10.7.
We first need a preliminary result.
Lemma 10.12. For any ω ∈ Ω2γ∞ (see (10.5)) there exists a real valued symbol β(6)(ϕ, x, ξ) ∈ S04 satisfying (2.63)
and such that
q∗(ϕ, x)sign(ξ)− (ω · ∂ϕ +m1∂x)β(6)(ϕ, x, ξ) = m0sign(ξ) , (10.110)
where q∗ is in (10.95), the constantm0 is in (10.2), i = 0, with
r0 :=
∫
Tν
q∗(ϕ, x)dϕ . (10.111)
The symbol β(6)(ϕ, x, ξ) satisfies
|β(6)|γ,Ω2γ∞0,s,α .s γ−3(ε13 + ε‖Iδ‖γ,O0s+µ ) , (10.112)
|∆12β(6)|0,p,α .p εγ−3(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ , (10.113)
for some µ > 0 depending on ν, α. Moreover the map T τ
β(6)
(ϕ), τ ∈ [0, 1], defined as the flow of (A.1) with generator
as in (A.4) with f  β(6) is well posed and satisfies
‖(T τβ(6))±1u‖γ,Ω
2γ
∞
s .s ‖u‖γ,Ω
2γ
∞
s + γ
−3
(
ε13 + ε‖Iδ‖γ,O0s+µ
)‖u‖γ,Ω2γ∞s0 , (10.114)
uniformly in τ ∈ [0, 1]. Finally T τ
β(6)
belongs to T1.
Proof. We reason as done in Lemma 10.9. Due to the special form of the symbol of order zero in (10.94)-(10.95) we
look for a symbol β(6)(ϕ, x, ξ) of the form
β(6)(ϕ, x, ξ) :=
∑
l∈Zν ,j∈Z
(β(6))lje
i(l·ϕ+jx)sign(ξ) .
Therefore, passing to the Fourier basis (recall (2.1)), we have that equation (10.110) reads (recall (10.95))
(q
(∗)
≥9)lk − i(ω · l +m1l)(β(6))lk = 0 , ∀ l ∈ Zν , j ∈ Z \ {0} , (l, j) 6= (0, 0) . (10.115)
Using the diophantine condition in (10.5) one can prove
|β(6)|γ,Ω2γ∞0,s,α .s γ−1|q(∗)≥9 |γ,Ω
2γ
∞
0,s+2τ+1,α
(10.96)
.s γ
−3(ε13 + ε‖Iδ‖γ,Os+µ)
which is the (10.112). The (10.113) follows similarly using (10.97). Since q
(∗)
≥9 is in Sv (recall that L5 in (10.54) is
in S1 and the fact that T τβ(5) is in T1 is in T1 by Lemma 10.11) then, by (10.83), we deduce that also β(6) ∈ Sv. By
Lemma A.4 we have
T 1β(6) = Π⊥SΦτβ(6)Π⊥S ◦ (Id +R)
where Φτ
β(6)
is the flow of (A.5) with f as in (A.4) with f  β(6) and where R is a finite rank operator of the form
(A.14) satisfying (A.15). Then by Lemma A.3 we have that the flow T τ
β(6)
is well posed and the estimate (10.114)
follows by estimates (A.9)-(A.11). Moreover we have that the map T τ
β(6)
is in T1. 
Proof of Proposition 10.10. We consider the map
T
τ
6 :=
(
T τ
β(6)
(ϕ) 0
0 T τ
β(6)
(ϕ)
)
, τ ∈ [0, 1] , (10.116)
where T τ
β(6)
(ϕ), τ ∈ [0, 1] is given by Lemma 10.12. We now conjugate the operator L5,∗ in (10.93) with the map
T
1
6. First of all we remark that the symbol β
(6)(ϕ, x, ξ) belongs to the class S04 (see Def. 7.3). This is true because
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estimates (10.112), (10.113) imply the (7.15) with k = 4. We follow the strategy of section 10.2.1. By Lemma A.5
we have that the conjugate of L5,∗ in (10.93) is given by
Π⊥S T˜
1
6L5,∗(T˜16)−1Π⊥S , T˜τ6 :=
(
Φτ
β(6)
(ϕ) 0
0 Φτ
β(6)
(ϕ)
)
, τ ∈ [0, 1] ,
up to finite rank operators belonging to L4ρ,p ⊗M2(C). Hence we shall apply Lemmata A.9, A.10 with f(ϕ, x, ξ) as
in (10.86). By explicit computations using (A.30), (A.33), (A.35), (A.39) (as done in (10.66)-(10.69)) we obtain that
the operator
L6 := T16 L5,∗ (T16)−1
has the form (10.87), with some remainderQ(6) ∈ L4ρ,p, some symbol d(6)(ϕ, x, ξ) of the form
d(6)(ϕ, x, ξ) := im1 ξ + i(1 +m 1
2
)|ξ| 12 + iA(ϕ, x, ξ) + iq(6)(ϕ, x, ξ) ,
where
A = q∗sign(ξ)− (ω · ∂ϕ +m1∂x)β(6) , (10.117)
and q(6) ∈ S−1/24 . By equation (10.110) in Lemma 10.12 we actually have that A(ϕ, x, ξ) in (10.117) is equal to m0
in (10.2) . By estimates (10.112), (10.113), and the fact that q∗ ∈ S03 we have that q(6)(ϕ, x, ξ) is in S−1/24 because it
satisfies estimates like (7.15) with k = 4.
The constant r0 in (10.111) satisfies the bounds (10.4), i = 0, by (10.96), (10.97) and (7.1). To conclude we set
(recall (10.92), (10.116))
Φ3 := T
1
6 ◦T15 .
The estimate (10.89) follows by composition using (10.98) and (10.114). The map Φ3 ∈ T1 because T16,T15 ∈
T1. 
Proof of Proposition 10.3. We set
Φ := Φ3 ◦Φ2 ◦Φ1 (10.118)
where the mapsΦj , j = 1, 2, 3, are given by Propositions 10.4, 10.7 and 10.10. The mapΦ is defined for ω ∈ Ω2γ∞ and
belongs to T1 since Φj ∈ T1, j = 1, 2, 3. The (10.9) follows by (7.1) and (10.12), (10.56), (10.89). By construction
we have that (see (10.87), (10.88)) L6 := ΦL3Φ−1 has the form
L6 = Π⊥S
(
ω · ∂ϕ +OpW
(
iM(ξ) + iq(6)(ϕ, x, ξ) 0
0 −iM(ξ)− iq(6)(ϕ, x,−ξ)
)
+Q(6)
)
(10.119)
with M(ξ) as in (10.7), and where q(6)(ϕ, x, ξ) ∈ S− 124 andQ(6) ∈ L4ρ,p⊗M2(C) (recall Def. 7.3). The (10.8) follows
by setting q = q(6) and Q = Q(6). 
11. LINEAR BIRKHOFF NORMAL FORM
In this section the main goal is to normalize all the terms in the remainder Q in (10.6) which are not “perturbative”
for the KAM procedure of section 12. This will be obtained by applying several changes of coordinates involving
“small divisors” (see subsections 11.2, 11.3). In particular, thanks to the abstract result stated in Proposition 11.18, we
will compute explicitly the corrections of size O(ε2) to the eigenvalues of the operator L6 in (10.6). Such corrections
will play a fundamental role in the estimates of the measure of the resonant sets of frequencies.
The key result of the section is the following.
Proposition 11.1. (Linear Birkhoff normal form). There are constants rj : Ωε → R, independent of Iδ , and
constants C1, C2 > 0 depending only on S such that for any ω ∈ G(2)0 (C1, C2) (see (5.22)) there exists a symplectic
and x-translation invariant map Υ(ϕ) : HsS⊥(T)×HsS⊥(T)→ HsS⊥(T)×HsS⊥(T) such that (recall 10.6)
L14 := ΥL6Υ−1 = Π⊥S
(
ω · ∂ϕ +D+R
)
, (11.1)
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where
D := (Dσ
′
σ )σ,σ′=± , D
−σ
σ ≡ 0 , D++ = D−− , D++ := diagj∈Sc(i dj) , (11.2)
dj := m1(ω) j + (1 + m
(≥4)
1
2
(ω))
√
|j|+ m(≥4)0 (ω)sign(j) + rj(ω) , dj ∈ R , (11.3)
sup
j∈Sc
〈j〉1/2|rj |γ,Ωε . ε3 , rj ∈ R (11.4)
where m1, m
(≥4)
1/2 , m
(≥4)
0 are given in (10.2). The operatorR is in S0 (see Def. 2.26) and is Lip-(−1/2)-modulo tame
(see Def. 2.7, 2.9) with the following estimates
M
♯,γ
R (−1/2, s, b0) .s γ−3(ε13 + ε‖Iδ‖γ,O0s+µ ) ,
M
♯
∆12R
(−1/2, p, b0) .p εγ−3(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ ,
(11.5)
for some µ = µ(ν) > 0. The map Υ does not depend on Iδ and satisfies
‖Υ±1u‖s .s,S ‖u‖s . (11.6)
The proof of the proposition above involves many arguments and will be dividend into several steps. The basic idea
is to implement a “linear” Birkhoff procedure as explained in subsection 3.2. This will require some “non-resonance”
conditions which are studied in subsection 11.1.1. A fundamental argument in the proof is the identification of normal
forms result contained in Proposition 11.18. This result implies that the only corrections at order ε2 in the eigenvalues
(11.3) depend only on the constantm1 in (10.3).
11.1. Preliminary technical results. In the following subsection we shall prove some technical results which we
need for the Linear Birkhoff normal form procedure.
We shall study the “non-resonance” conditions required on the small divisors (see subsection 11.1.1); then we will
introduce the class of almost-diagonal operators (see subsection 11.1.2).
11.1.1. Non-resonance conditions. Recalling the vectors ω in (1.25) and v is in (5.23) we define for p = 1, . . . , 6
δ
(p)
σ,σ′,j,k(ℓ) := ω · ℓ+ σ
√
|j| − σ′
√
|k| , ∀ σ, σ′ = ± , j, k ∈ Sc , ℓ ∈ Zν , (11.7)
with v · ℓ+ j − k = 0 , |ℓ| ≤ p ; (11.8)
Remark 11.2. Given a set of indexes j1, . . . , jN , we denote bymax1 andmax2 the first and the second largest values
among the moduli of the ji’s.
If
∑N
i=1 σiji = 0 for some N > 0, ji ∈ Z \ {0}, σi ∈ {±1}, then max2 ≥ N−1max1. Indeed, suppose that
|j1| = max1 and |j2| = max2 < max1N , then
max
1
= |σ1j1| ≤
N∑
i=2
|σiji| ≤ (N − 1)
N
max
1
,
which is a contradiction.
Lemma 11.3. (Lower bounds). (i) There exist constants C1(S), C2(S) > 0 such that
|δ(1)σ,σ′,j,k(ℓ)| ≥ C1(S) , ∀σ, σ′ ∈ {±1} , j, k ∈ Z \ {0}, ℓ ∈ Zν , |ℓ| = 1 , (11.9)
except for σ = σ′, j = k, ℓ = 0 and
|δ(2)σ,σ′,j,k(ℓ)| ≥ C2(S) , ∀σ, σ′ ∈ {±1} , j, k ∈ Z \ {0}, ℓ ∈ Zν , |ℓ| = 2 , (11.10)
except for σ = σ′, j = k, ℓ = 0.
(ii) For 3 ≤ p ≤ 6 and a “generic” choice of the tangential sites S in (1.23) there exist constants C(S) ≫ 1,
0 < K(S)≪ 1 depending only on the max{|j| , j ∈ S} such that (recall (11.7))
|δ(p)σ,σ′,j,k(ℓ)| ≥ K(S) , 0 6= |ℓ| ≤ p , |j|, |k| ≥ C(S) , (11.11)
except for σ = σ′, p even, j = k, ℓ = 0.
Proof. See Appendix B.2. 
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11.1.2. Almost-diagonal operators. We need a further definition.
Definition 11.4. (Almost diagonal operators). We say that A(ϕ) : HsS⊥(T) × HsS⊥(T) → HsS⊥(T) × HsS⊥(T) is
N -almost-diagonal if, ∀j, k ∈ Sc, σ, σ′ = ±, one has
(A)σ
′,k
σ,j (ℓ) 6= 0 ⇒ |ℓ| ≤ N .
We say thatA(ϕ) is almost-diagonal if it is N -almost-diagonal for some N > 0.
Remark 11.5. Notice that the following facts hold:
• An i-homogenous operator of the form (7.17) is i-almost-diagonal and x-translation invariant;
• ifA(ϕ) is x-translation invariant (according to Def. 2.20) and almost-diagonal, then (recall Lemma 2.22)
if (A)σ
′,k
σ,j (ℓ) 6= 0 ⇒ ∃C = C(S) > 0 such that |ℓ| ≤ C , |j − k| ≤ C ;
• if A(ϕ) is almost-diagonal and bounded on HsS⊥(T) × HsS⊥(T), then it is tame according with Def. 2.3. This
follows sinceA has “decay” off-diagonal.
Lemma 11.6. Let m ≥ 0 and A be an almost-diagonal, x-translational invariant operator. Then the operator
B := 〈D〉mA 〈D〉m is bounded in the majorant norm (see Def. 2.5) topology if and only if
|(A)σ′,kσ,j (ℓ)| ≤
C
〈j, k〉2m , ℓ ∈ Z
ν , j, k ∈ Sc , (11.12)
for some constant C > 0 depending only on S.
Proof. See Appendix B.2. 
Lemma 11.7. Fix b0 > 0. If ρ≫ s0 + b0 then the operator Q in (10.8) has the form
Q =
6∑
i=1
εiQi + Q≥7 (11.13)
with Qi, i = 1, . . . , 6, i-homogeneous as in (7.17) (see Def. 7.3). In particular one has
|(Qi)σ,kσ,j (ℓ)| ≤
C
〈j, k〉1/2 , |(Qi)
−σ,k
σ,j (ℓ)| ≤
C
〈j, k〉ρ , (11.14)
for some C > 0 dependent on the tangential sites S. Moreover, for any ω ∈ Ω2γ∞ the operator Q≥7 is Lip-(−1/2)-
modulo tame (see Def. 2.8)
M♯,γQ≥7(−1/2, s, b0) .s γ−3(ε13 + ε‖Iδ‖γ,O0s+µ ) ,
M
♯
∆12Q≥7
(−1/2, p, b0) .p εγ−3(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ ,
(11.15)
for some µ = µ(ν) > 0.
Proof. See Appendix B.2. 
Definition 11.8. LetM =M(ϕ) be a matrix of operators. (i) Given a constant C > 0 we set
M = πCM+ π
⊥
CM ,
where, for any ℓ ∈ Zν , j, k ∈ Sc, we define
(π⊥CM)
σ′,k
σ,j (ℓ) :=
{
M
σ′,k
σ,j (ℓ) , max{|j|, |k|} ≥ C
0 otherwise .
The operator πCM is defined by difference.
(ii) We define the operator [[M]] as
([[M]])σ
′,k
σ,j (ℓ) :=
{
(M)σ,jσ,j(0) if σ = σ
′, j = k, ℓ = 0,
0 otherwise .
(11.16)
Remark 11.9. Notice that, if the operatorM is inS0 (see Def. 2.26), then πCM, π
⊥
CM belong to S0.
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We shall use the following notation: given some operatorM =M(ϕ) we write
adAi [M ] := [Ai,M ] = AiM −MAi . (11.17)
The following result is fundamental for our scope.
Lemma 11.10. Let B be a smoothing operator in S0 and p-almost-diagonal satisfying estimates like (11.14). Con-
sider the function δ
(p)
σ,σ′,j,k(ℓ) in (11.7) and let
C := C(S) := max{12 |v|, 2C(S) , 21} > 0 , (11.18)
where C(S) is the constant given by item (ii) of Lemma 11.3 and 1 := max{|j| : j ∈ S}. We define the operator
A = A(ϕ) = π⊥C A(ϕ) as (see Def. 11.8)
(π⊥C A)
σ′,k
σ,j (ℓ) :=
{
B
σ′,k
σ,j (ℓ)/iδ
(p)
σ,σ′,j,k(ℓ) , max{|j|, |k|} ≥ C , ℓ 6= 0
0 otherwise .
(11.19)
ThenA(ϕ) is inS0 and p-almost-diagonal and solves the equation
− adω·∂ϕ+D0
[
A
]
+B = [[π⊥C B]] + πCB , D0 := Op
W
(
i|ξ|1/2 0
0 −i|ξ|1/2
)
. (11.20)
Moreover one has
|Aσ,kσ,j (ℓ)| ≤ (K(S))−1
C
〈j, k〉1/2 , |A
−σ,k
σ,j (ℓ)| ≤ (K(S))−1
C
〈j, k〉ρ (11.21)
whereK(S) is in (11.11) and C > 0 is a constant depending on the tangential sites.
Proof. See Appendix B.2. 
Lemma 11.11. LetA ∈ S0 be i-almost-diagonal satisfying
|(A)σ,kσ,j (ℓ)| ≤
C(A)
〈j, k〉1/2 , |(A)
−σ,k
σ,j (ℓ)| ≤
C(A)
〈j, k〉ρ , (11.22)
for some constant C(A) > 0 and some ρ > 0. Then the following holds.
(i) The operatorA is Lip-(−1/2)-modulo tame with
M
♯,γ
A
(−1/2, s, b0) .s C(A) . (11.23)
(ii) LetB ∈ S0 be a Lip-(−1/2)-modulo tame operator (see Def. 2.8). The operatorCk := adkA[B], k ≥ 1 is inS0,
Lip-(−1/2)-modulo tame and
M
♯,γ
Ck
(−1/2, s, b0) .s M♯,γA (−1/2, s, b0) (M♯,γA (−1/2, s, b0))k−1 M♯,γB (−1/2, s, b0)
+ (M♯,γ
A
(−1/2, s, b0))kM♯,γB (−1/2, s, b0) ,
M
♯
∆12Ck
(−1/2, p, b0) .p M♯B(i1)(−1/2, p, b0)×
×
∑
j1+j2=k−1
(M♯,γ
A(i1)
(−1/2, p, b0))j1M♯∆12A(−1/2, p, b0)(M♯,γA(i2)(−1/2, p, b0))j2
+ (M♯,γ
A(i2)
(−1/2, p, b0))kM♯∆12B(−1/2, p, b0) .
(iii) Let n ≥ 1 and consider F := ∑k≥n(εk/k!) Ck. For ε small enough we have that F ∈ S0 and Lip-(−1/2)-
modulo tame with the following bounds
M
♯,γ
F
(−1/2, s, b0) .s M♯,γA (−1/2, s, b0)M♯,γB (−1/2, s, b0)εn(M♯,γA (−1/2, s, b0))n−1
+M♯,γ
B
(s, b0)ε
n(M♯,γ
A
(−1/2, s, b0))n,
(11.24)
M
♯
∆12F
(−1/2, p, b0) .p M♯B(i1)(−1/2, p, b0)M
♯
∆12A
(−1/2, p, b0) +M♯∆12B(−1/2, p, b0). (11.25)
Proof. See Appendix B.2. 
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Now consider the operator D in (10.7). We write (recall (10.2))
D := D0 + ε
2D2 + ε
4D4 + ε
6D6 + D≥8 , D0 := Op
W
(
i|ξ|1/2 0
0 −i|ξ|1/2
)
,
D2 := Op
W
(
iM2(ξ) 0
0 −iM2(−ξ)
)
, iM2(ξ) := im1 ξ + im 1
2
|ξ| 12 + im0sign(ξ) ,
D2k := Op
W
(
iM2k(ξ) 0
0 −iM2k(−ξ)
)
, iM2k(ξ) := im
(2k)
1 ξ + im
(2k)
1
2
|ξ| 12 + im(2k)0 sign(ξ) ,
(11.26)
with k = 2, 3, and D≥8 := D − D0 − ε2D2 − ε4D4 − ε6D6. In the following Lemma we study how the operator D
conjugates under a map generated by an almost-diagonal operator.
Lemma 11.12. Let A,B ∈ S0 and assume that A is i1-almost-diagonal, B is i2-almost-diagonal and that they
satisfy estimates like (11.22). Then we have:
(i) the operatorC := adA[B] is inS0, is (i1 + i2)-almost-diagonal and
|Cσ,kσ,j (ℓ)| .
C(C)
〈j, k〉 12 , |C
−σ,k
σ,j (ℓ)| .
C(C)
〈j, k〉ρ , (11.27)
for any j, k ∈ Sc, ℓ ∈ Zν , σ = ± for some constant C(C) depending on S and the constant C(A), C(B).
(ii) Let D := D− D0 − D≥8 . DefineM := adA[D]. ThenM belongs toS0 and
|(M)σ,kσ,j (ℓ)| ≤
ε2C
〈j, k〉1/2 , |(M)
−σ,k
σ,j (ℓ)| ≤
ε2C
〈j, k〉ρ−1 . (11.28)
(iii) LetN := adA[D≥8]. ThenN ∈ S0 is Lip-(−1/2)-modulo tame with
M♯,γ
N
(−1/2, s, b0) .s ε17−2bγ−3 ,
M
♯
∆12N
(−1/2, p, b0) .p ε17−2bγ−3 + C(A)εγ−2(1 + ε‖Iδ‖p+µ)‖i1 − i2‖p+µ .
Proof. See Appendix B.2. 
11.2. TermsO(ε), O(ε2) and identification of normal forms. In this section we perform the first two steps of linear
Birkhoff normal form in order to normalize the terms O(ε) and O(ε2) in (10.6).
We look for symplectic linear changes of variableΥi(ϕ) : H
s
S⊥(T)×HsS⊥(T)→ HsS⊥(T)×HsS⊥(T), i = 1, . . . , 6
of the form
Υi := exp(ε
i
Ai) (11.29)
whereAi(ϕ) is a Hamiltonian operator (see Definition 2.20).
Remark 11.13. Notice that if the operatorAi ∈ S0 then Υi belongs to T1 (see Def. 2.28).
Recalling (11.17), we have that the conjugate ofM under the map Υi is given (formally) by the Lie series
ΥiMΥ
−1
i =
∑
k≥0
1
k!
adkAiM , ad
k
Ai
[M ] = adAi [ad
k−1
Ai
M ] , k ≥ 1 , ad0AiM =M . (11.30)
We define ΠKer(A) and ΠRg(A) the projection on the Kernel and the Range of adA respectively.
Step one (order ε). Let us define the matrixA1 as
(A1)
σ′,k
σ,j (ℓ) =
(Q1)
σ′,k
σ,j (ℓ)
iδ
(1)
σ,σ′,j,k(ℓ)
j, k ∈ Sc, ℓ ∈ Zν (11.31)
where Q1 is in (11.13) and δ
(1) is defined in (11.7). Note that by Lemma 11.3 the denominator in (11.31) is never zero.
We have the following result.
Lemma 11.14. The operatorA1 is inS0 and 1-almost-diagonal and satisfies
|(A1)σ
′,k
σ,j (ℓ)| ≤ (C1(S))−1|(Q1)σ
′,k
σ,j (ℓ)| , (11.32)
with C1(S) > 0 in (11.9). Moreover it solves the equation
adω·∂ϕ+D0 [A1] = Q1. (11.33)
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Proof. Estimate (11.32) follows by Lemma 11.3. Thanks to the definition ofA1 in (11.31) one can check that equation
(11.33) is satisfied. The operatorA1 is almost-diagonal by definition. Recall that Q1 is Hamiltonian and x-translation
invariant. By using the expression of δ
(1)
σ,σ′,j,k(ℓ) in (11.7) we have
δ
(1)
σ,σ′,j,k(ℓ) = δ
(1)
σ,σ′,k,j(−ℓ), δ(1)σ,σ′,−j,−k(−ℓ) = δ(1)−σ,−σ′,k,j(ℓ). (11.34)
Thus by Lemmata 2.23, 2.22A1 is Hamiltonian and x-translation invariant. 
Lemma 11.15. The conjugate of the operator L6 in (10.6) has the form
L7 := Υ1L6Υ−11 = ω · ∂ϕ + D +
6∑
i=2
εiQ
(1)
i +Π
⊥
SR1 (11.35)
where Q
(1)
i , i = 2, . . . , 6, are in S0, are i-almost-diagonal and satisfy
|(Q(1)i )σ,kσ,j (ℓ)| ≤
C
〈j, k〉1/2 , |(Q
(1)
i )
−σ,k
σ,j (ℓ)| ≤
C
〈j, k〉ρ−1 , Q
(1)
2 = Q2 +
1
2
adA1 [Q1] (11.36)
andR1 is in S0 and is Lip-(−1/2)-modulo tame with the following estimates
M
♯,γ
R1
(−1/2, s, b0) .s γ−3(ε13 + ε‖Iδ‖γ,O0s+µ ) ,
M
♯
∆12R1
(−1/2, p, b0) .p εγ−3(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ ,
(11.37)
for some µ = µ(ν) > 0.
Proof. We Taylor expand in ε the conjugate L7 by applying formula (11.30) (recall (11.13),(11.26)). Thus formula
(11.35), with Q
(1)
2 as in (11.36) follows by Lemma 11.14. Estimates (11.37), (11.36) follow by using Lemmata 11.14,
11.11, 11.12. 
Step two (order ε2). Let us define the matrixA2 as
(A2)
σ′,k
σ,j (ℓ) =

(Q
(1)
2 )
σ′,k
σ,j (ℓ)
iδ
(2)
σ,σ′,j,k(ℓ)
if δ
(2)
σ,σ′,j,k(ℓ) 6= 0
0 if δ
(2)
σ,σ′,j,k(ℓ) = 0
(11.38)
where Q
(1)
2 is in (11.36) and δ
(2) is defined in (11.7). We have the following result.
Lemma 11.16. The operatorA2 is inS0 and 2-almost-diagonal and satisfies
|(A2)σ
′,k
σ,j (ℓ)| ≤ (C2(S))−1|(Q(1)2 )σ
′,k
σ,j (ℓ)| , (11.39)
with C2(S) > 0 in (11.10). Moreover it solves the equation
adω·∂ϕ+D0 [A2] = ΠRg(ω·∂ϕ+D0)Q
(2)
1 . (11.40)
Proof. Estimate (11.39) follows by Lemma 11.3. Thanks to the definition ofA2 in (11.38) one can check that equation
(11.40) is satisfied. The operatorA2 is almost-diagonal by definition. Recall that Q
(1)
2 isS0. ThusA2 is inS0 because
the denominator δ
(2)
σ,σ′,j,k(ℓ) satisfies the algebraic relations (11.34) (using Lemmata Lemma 2.23, 2.22). 
Lemma 11.17. The conjugate of the operator L7 in (11.35) has the form
L8 := Υ2L7Υ−12 = ω · ∂ϕ + D+ ε2[[Q(1)2 ]] +
6∑
i=3
εiQ
(2)
i +Π
⊥
SR2 (11.41)
where Q
(2)
i , i = 3, . . . , 6, are in S0, are i-almost-diagonal and satisfy
|(Q(2)i )σ,kσ,j (ℓ)| ≤
C
〈j, k〉1/2 , |(Q
(2)
i )
−σ,k
σ,j (ℓ)| ≤
C
〈j, k〉ρ−2 .
MoreoverR2 is inS0 and is Lip-(−1/2)-modulo tame with the following estimates
M
♯,γ
R2
(−1/2, s, b0) .s γ−3(ε13 + ε‖Iδ‖γ,O0s+µ ) ,
M
♯
∆12R2
(−1/2, p, b0) .p εγ−3(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ ,
(11.42)
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for some µ = µ(ν) > 0 possibly larger than the one in Lemma 11.15.
Proof. One can follows word by word the proof of Lemma 11.15 using that, by Lemma 11.3 (recall (11.16)),
ΠKer(ω·∂ϕ+D0)Q
(1)
2 = [[Q
(1)
2 ]].

The following proposition allows to compute explicitly the first order corrections of the eigenvalues
D2 + [[Q
(1)
2 ]].
Proposition 11.18. (Identification of normal forms). Recall (11.26), (3.31). Consider the symplectic change of
coordinatesAε in (5.7) and let us denote byA1 := Aε|ε=1 . Then
D2 + [[Q
(1)
2 ]] = XH , H :=
[
ΠtrivΠ
dz=2
(
H
(4)
FB
)]
◦A1|y=0
θ=ϕ
. (11.43)
Proof. By Proposition 3.5 the Hamiltonian H in (11.43) is equal toH
(4)
LB ◦A1 at y = 0, θ = ϕ, which in turn by (3.28),
(3.48) is equivalent to
K := ΠtrivΠ
dz=2H(4) ◦A1|y=0
θ=ϕ
withH(4) in (3.26). Hence we have to prove that
D2 + [[Q
(1)
2 ]] =
(
∂zK
−∂zK
)
. (11.44)
We recall thatH(4) is the 4-degree Hamiltonian, quadratic in the normal variables, obtained by the formal “Weak” plus
“Linear” BNF procedure; on the other hand D2 + [[Q
(1)
2 ]] are the terms of size ε
2 of L8. In turn L8 is the Hamiltonian
operator associated to the Hamiltonian, quadratic in the normal variables, obtained by the rigorous procedure: weak
BNF plus the regularization procedure of section 10 plus two steps of linear BNF.We now show that the two procedures
provide the same output, namely the (11.44) holds.
In other words we prove that the Taylor expansion up degree 2 in ε of the operator L8 in (11.41) coincides with the
vector field of the HamiltonianH
(2)
C
+H
(4)
LB (see (3.14), (3.28)) written in the action-angle variables defined in (5.7).
We recall that, by construction, the operator L8 in (11.41) has the form
L8 = T ◦ Lω ◦ T −1 , (11.45)
where Lω is in (7.4) and the map T is the composition
T := Υ2Υ1ΦΨΦMΛΦ−1B , (11.46)
where Λ is in (3.4) and the other maps above are given in Propositions 8.2, 8.3, 9.1, 9.5, 10.3 and Lemmata 11.15,
11.17 . Now we compute the Taylor expansion of L8 in terms of the generators of the maps composing T and in terms
of the map ΦB of the weak BNF.
First of all, recalling the arguments in section 7, we note that Lω is the linearized operator in the normal directions of
the HamiltonianHC = HC ◦ ΦB (see Proposition 4.3) written in the real variables. In particular, recalling subsection
7.2 (see (7.33)), we have in the complex variables
ΛLωΛ−1 = ω · ∂ϕ
[
z
z
]
+ iE|D| 12 [ zz ]+ εS1[ zz ]+ ε2S2[ zz ]+ ε2(Aζ) · ∂ϕ[ zz ]+O(ε3) (11.47)
where
ε2(Aζ) = ∂Q(H2 + HR2)|z=0 , εS1
[
z
z
]
= iε
(
∂zH1
−∂zH1
)
, ε2S2
[
z
z
]
= iε2
(
∂z(H2 + HR2)
−∂z(H2 + HR2)
)
and Si = Si(vI), i = 1, 2 are some 2 × 2 matrix of operators of the form (7.17) with, respectively, i = 1, i = 2. In
(11.47) we denoted by O(ε3) all the terms which are at least cubic in vI , vI .
Since the map ΦB coincides, up to degree 2, with ΦWB , the Taylor expansion (up to degree 2 in ε) of Lω coincides
with the Hamiltonian vector field, in the normal directions, of the Hamiltonian HC ◦ ΦWB . This implies, recalling
(3.23), (3.24), that
εS1
[
z
z
] ≡ iεJ∇(z,z)(H(3,2)C ◦A1|y=0,θ=ϕ) , ε2S2[ zz ] := iε2J∇(z,z)(Ĥ(4)1 ◦A1|y=0,θ=ϕ) . (11.48)
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Secondly we note that the map T in (11.46) admits a Taylor expansion in ε. More precisely we claim that
T = Id + εT1 + ε2T2 +O(ε3) , (11.49)
where Ti = Ti(vI) are 2 × 2 matrix of operators of the form (7.17) with, respectively, i = 1 and i = 2. Indeed the
mapsΦB,ΦM,Ψ,Φ appearing in (11.46) has been constructed as the time one flow map of a Hamiltonian PDE whose
generator is a pseudo differential operator with symbol in the class Smk for some m ∈ R and 1 ≤ k ≤ 6. The maps
Υi, i = 1, 2, are given by (11.29). Hence the (11.49) follows.
By (11.47) and (11.49) (see also (11.26)) we get
L8 = ω · ∂ϕ
[
z
z
]
+ D0
[
z
z
]
+ εS1
[
z
z
]
+ ε
[
T1, ω · ∂ϕ + D0
][
z
z
]
+ ε2[T1, S1]
[
z
z
]
+
ε2
2
[
T1, [T1, ω · ∂ϕ + D0]
][
z
z
]
+ ε2S2
[
z
z
]
+ ε2(Aζ) · ∂ϕ
[
z
z
]
+ ε2
[
T2, ω · ∂ϕ + D0
][
z
z
]
+O(ε3) .
(11.50)
In section 10 and Lemma 11.15 we proved that
S1
[
z
z
]
+
[
T1, ω · ∂ϕ + D0
][
z
z
] ≡ 0 . (11.51)
Our aim is to express the operator T in terms of the vector field of the Hamiltonian F
(3,2)
3 appearing in (3.26). First of
all notice that F
(3,2)
3 solves (recall (3.7))
H
(3,2)
C
+ {F (3,2)3 , H(2)C } = 0 ⇔ XH(3,2)
C
+X
{F
(3,2)
3 ,H
(2)
C
}
= X
H
(3,2)
C
+ [X
F
(3,2)
3
, X
H
(2)
C
] = 0 , (11.52)
where [·, ·] denotes the nonlinear commutator between two vector fields defined as
X =
∑
σ=±
X(u
σ)∂uσ , Y =
∑
σ=±
Y (u
σ)∂uσ ,
[X,Y ] =
∑
σ=±
(∑
σ′
duσ′Y
(uσ)[X(u
σ′ )]− duσ′X(u
σ)[Y (u
σ′ )]
)
∂uσ .
Define the vector field (recall that T has the form (7.17))
R :=
∑
σ=±
Rσ∂zσ , R
σ :=
∑
σ′
Tσ
′
σ z
σ′ .
We define
G(3,2) := H
(3,2)
C
◦A1|y=0
θ=ϕ
, F (3,2) := F (3,2)3 ◦A1|y=0
θ=ϕ
(11.53)
Then, using that H0 = H
(2)
C
◦A1 at y = 0, θ = ϕ (recall (7.34)) and the (11.48), we have that equations (11.51),
(11.52) read
XG(3,2) + [R,XH0] = 0 ,
XG(3,2) + [XF(3,2) , XH0] = 0
(11.54)
where the vector fields are computed with respect to the extended symplectic form (7.32).
Due to the absence of 3-waves interactions we have that the operator [·, XH0 ] is invertible. Therefore
R ≡ XF(3,2) . (11.55)
The terms O(ε2) of L8 in (11.50) are given by the O(ε2)-terms of Lω , given by (11.48), plus
ε2
2
[T1, S1]
[
z
z
]
+ ε2
[
T2, ω · ∂ϕ + D0
][
z
z
]
, (11.56)
where we used (11.51). Notice that the second summand belongs to the range of the adjoint action of XH0 . Using
(11.48), (11.53) and (11.55) we note also that the first summand in (11.56) is equal to
ε2
2
[XF(3,2) , XG(3,2) ] . (11.57)
By (3.23), (3.26) we have
Πdz=2H(4) = Πdz=2Ĥ(4)1 +
1
2
{F (3,2)3 , H(3,2)C } .
By (11.53) we have that the vector field of the Hamiltonian 12{F (3,2)3 , H(3,2)C } is equal to the one in (11.57). Hence,
by Remark 7.8, we get the (11.44). 
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By Lemma 7.1 in [14] (see also fomulæ (7.21), (7.22) therein) we have that the Hamiltonian vector field corre-
sponding to the Hamiltonian functionHFB := H
(2)
C
+H
(4)
FB (see (3.14) and (4.8)) is given by (see (3.7))
z˙n = −iωnzn − i
π
( ∑
|j|<|n|
j|j||zj|2
)
nzn + [R(z)]n , (11.58)
[R(z)]n := − i
2π
|n|3(|zn|2 − 2|z−n|2)zn + i
π
∑
|n|<|k1|,
sign(k1)=sign(n)
|k1||n|2zn
(|z−k1 |2 − |zk1 |2) . (11.59)
Then it is easy to note that Proposition 11.18 implies
D2 + [[Q
(1)
2 ]] =
[
Z 0
0 Z
]
Z := diagj∈Sc(iκj) , κj =
(
m1(ω) + cj(ω)
)
j (11.60)
where
cj :=

1
π
∑
k∈S
|k|>|j|
k(|j| − |k|)ζk , |j| < max{|k| : k ∈ S}
0 , |j| > max{|k| : k ∈ S} .
(11.61)
Note that Z = Z since c−j = cj . The presence of the finitely many corrections cj j makes hard to impose the second
Melnikov conditions. To overcome this problem we introduce rotating coordinates for a finite number of modes. We
consider the map Υ∗(ϕ) : H
s
S⊥(T)×HsS⊥(T)→ HsS⊥(T)×HsS⊥(T) defined as Υ∗ = exp(ε2A∗) where
A∗(ϕ) =
[
A∗ 0
0 A∗
]
, A∗(ϕ) := diagj∈Sc(iαj · ϕ), αj :=
v⊥
ω · v⊥ cj j , (11.62)
where v⊥ ∈ Zν is orthogonal to v and note that A∗ = A∗. For concreteness we choose (recall (1.26))
v⊥ = (2,−1, 0, . . . , 0) .
In this way it is easy to note that |ω · v⊥| ≥ C(S) form some C(S) > 0 depending only on the set S. We observe
that such change of coordinates differs from the identity for a finite rank operator. Moreover Υ∗ is symplectic and
x-translation invariant thanks to Lemma 2.22 and the fact that v · αj = 0 for all j ∈ Sc. Since
exp(ε2A∗) =
[ exp(ε2A∗) 0
0 exp(ε2A∗)
]
, exp(ε2A∗) = diagj∈Sc(e
iε2αj ·ϕ)
we have that
‖Υ±1∗ u− u‖s .s ε2‖u‖s. (11.63)
Recalling the definition of D in (10.7) and (11.26) we define
D̂2 := Op
W
(
im1ξ 0
0 im1 ξ
)
, D≥4 := ε4D4 + ε6D6 + D≥8 (11.64)
We have the following.
Lemma 11.19. (Rotating coordinates). Consider the operator L8 in (11.41). We have that
L˜8 := Υ∗L8Υ−1∗ = ω · ∂ϕ + D0 + ε2D̂2 +D≥4 +
6∑
i=3
εi(πCQ˜
(2)
i + π
⊥
C Q
(2)
i ) + Π
⊥
S R˜2 (11.65)
where C is given in (11.18), π⊥C is defined in Lemma 11.10, Q˜
(2)
i , i = 3, . . . , 6 are in S0 (see Def. 2.26), almost-
diagonal (see Def. 11.4) and satisfy
Q˜
(2)
i = πCQ˜
(2)
i , |(Q˜(2)i )σ,kσ,j (ℓ)| ≤
Ci
〈j, k〉1/2 , |(Q˜
(2)
i )
−σ,k
σ,j (ℓ)| ≤
Ci
〈j, k〉ρ−2 , (Q˜
(2)
i )
σ,k
σ,j (ℓ) 6= 0 ⇒ |ℓ| ≤ C ,
(11.66)
for some constants Ci, C, i = 3, . . . , 6, depending on S. The operator R˜2 is in S0 and is Lip-(−1/2)-modulo tame
with estimates
M
♯,γ
R˜2
(s, b0) .s γ
−3(ε13 + ε‖Iδ‖γ,O0s+µ ) , M♯∆12R˜2(p) .p εγ
−3(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ (11.67)
for some µ = µ(ν) > 0 possibly larger than the one in Lemma 11.17.
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Proof. We have that (recall (11.60), (11.64))
Υ∗ω · ∂ϕΥ−1∗ = ω · ∂ϕ − ε2A∗(ω) (11.62)= ω · ∂ϕ − ε2D2 − ε2[[Q(1)2 ]] + ε2D̂2, (11.68)
and, for any i = 2, . . . , 6,
(Υ∗Q
(2)
i Υ
−1
∗ )
σ′,k
σ,j (ℓ) =
∑
ℓ1,ℓ2
(Υ∗)
σ,j
σ,j(ℓ1) (Υ
−1
∗ )
σ′,k
σ′,k(ℓ2) (Q
(2)
i )
σ′,k
σ,j (ℓ − ℓ1 − ℓ2) . (11.69)
Using (11.69), (11.62), (11.61), C ≫ max{|j| : j ∈ S} and the fact that Υ∗, Q(2)i are x-translation invariant, we
deduce
π⊥C (Υ∗Q
(2)
i Υ
−1
∗ ) = π
⊥
C Q
(2)
i . (11.70)
In order to prove that Υ∗R2Υ
−1
∗ is (−1/2)-modulo tame we shall prove that (recall Definition 2.9) the operator
R := 〈∂ϕ〉b0〈Dx〉 14Υ∗R2Υ−1∗ 〈Dx〉
1
4 is modulo tame (see Def. 2.8). Recalling (2.13) and reasoning as in (11.69) we
get
|(R)σ′,kσ,j (ℓ)| .S
∑
ℓ1,ℓ2
|(Υ∗)σ,jσ,j(ℓ1) (Υ−1∗ )σ
′,k
σ′,k(ℓ2) (R2)
σ′,k
σ,j (ℓ − ℓ1 − ℓ2)|〈j〉
1
4 〈k〉 14 〈ℓ− ℓ1 − ℓ2〉b0 , (11.71)
where we used that, since Υ∗ is almost diagonal, |ℓ| .S |ℓ− ℓ1 − ℓ2| . The coefficients in (11.71) are the ones of the
operator R˜ (see Definition 2.5) where
R˜ := Υ∗〈∂ϕ〉b0〈Dx〉 14R2〈Dx〉 14Υ−1∗ .
Therefore, using (11.42) and (11.63) we deduce the (11.67). Using formula (11.69) it is easy to check that
πC(Υ∗Q
(2)
i Υ
−1
∗ )
satisfies the (11.66) by using that Q
(2)
i is i-almost-diagonal and it satisfies the bounds given in Lemma 11.17. All the
operators appearing in (11.65) are inS0 since the map Υ∗ is symplectic and x-translation invariant. 
11.3. Terms O(ε≥3): analysis of high modes. In this section we shall normalize the terms π⊥C Q
(2)
i appearing in
(11.65).
Step three (order ε3). Let us define the matrixA3 = π
⊥
C A3 as
(A3)
σ′,k
σ,j (ℓ) :=
{
(Q
(2)
3 )
σ′,k
σ,j (ℓ)/iδ
(3)
σ,σ′,j,k(ℓ) , max{|j|, |k|} ≥ C , ℓ 6= 0 , |ℓ| ≤ 3
0 otherwise
(11.72)
where Q
(2)
3 is in (11.65) and δ
(3)
σ,σ′,j,k(ℓ) is defined in (11.7). We have the following result.
Lemma 11.20. The operatorA3 is inS0 and 3-almost-diagonal and satisfies
|(A3)σ
′,k
σ,j (ℓ)| ≤ (K(S))−1|(Q(2)3 )σ
′,k
σ,j (ℓ)| , (11.73)
with K(S) > 0 in (11.11). Moreover it solves the equation
adω·∂ϕ+D0 [A3] = π
⊥
C Q
(2)
3 . (11.74)
Proof. Estimate (11.73) follows by item (ii) in Lemma 11.3 Thanks to the definition ofA3 in (11.72) one can check
that the equation (11.74) is satisfied. Recall that Q
(3)
2 is S0. By using the expression of δ
(3)
σ,σ′,j,k(ℓ) in (11.7) and
Lemmata Lemma 2.23, 2.22, one can check thatA3 is S0. 
Lemma 11.21. The conjugate of the operator L˜8 in (11.65) has the form
L9 := Υ3L˜8Υ−13 = ω · ∂ϕ + D0 + ε2D̂2 +D≥4 +
6∑
i=3
εiπCQ˜
(3)
i +
6∑
i=4
εiπ⊥C Q
(3)
i +Π
⊥
SR3 (11.75)
where Υ3 is the map in (11.29) withA3 in (11.72), D̂2, D≥4 are in (11.64), Q˜(3)i = πCQ˜(3)i , i = 3, . . . , 6 are inS0 (see
Def. 2.26), almost-diagonal (see Def. 11.4) and satisfy
|(Q˜(3)i )σ,kσ,j (ℓ)| ≤
Ci
〈j, k〉1/2 , |(Q˜
(3)
i )
−σ,k
σ,j (ℓ)| ≤
Ci
〈j, k〉ρ−3 , (Q˜
(3)
i )
σ,k
σ,j (ℓ) 6= 0 ⇒ |ℓ| ≤ C , (11.76)
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for some constants Ci, C, i = 3, . . . , 6, depending on S. Moreover the operators Q
(3)
i , i = 4, . . . , 6, are in S0, are
i-almost-diagonal and satisfy the estimates (11.76). Finally the operatorR3 is inS0 and is Lip-(−1/2)-modulo tame
with the following estimates
M
♯,γ
R3
(−1/2, s, b0) .s γ−3(ε13 + ε‖Iδ‖γ,O0s+µ ) , (11.77)
M
♯
∆12R3
(−1/2, p, b0) .p εγ−3(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ , (11.78)
for some µ = µ(ν) > 0 possibly larger than the one in Lemma 11.19.
Proof. We Taylor expand in ε the conjugate L9 by applying formula (11.30) (recall the expansion in ε in (11.65)).
Thus formula (11.75) follows by Lemma 11.20, (11.74). Estimates (11.77), (11.78), (11.76) follow by using Lemmata
11.20, 11.11, 11.12 and bounds (11.67). 
In the following lemma we collect the result of conjugating the operator L9 in (11.75) by three maps of the same
form of Υ3 whose aim is to normalize the terms of order ε
i with i = 4, 5, 6 such that π⊥C leaves them invariant.
Lemma 11.22. For any ω ∈ Ω2γ∞ there exists a map Υ≥4(ω) : HsS⊥(T)×HsS⊥(T)→ HsS⊥(T)×HsS⊥(T) such that
L10 := Υ≥4L9Υ−1≥4 = ω · ∂ϕ + D0 + ε2D̂2 +D≥4 + πCQ+ ε4[[π⊥C Q(4)4 ]] + ε6[[π⊥C Q(4)6 ]] + Π⊥SR4 (11.79)
where D̂2, D≥4 are in (11.64),Q = πCQ is in S0 (see Def. 2.26), almost-diagonal (see Def. 11.4) and satisfies
|(Q)σ,kσ,j (ℓ)| ≤
Ci ε
3
〈j, k〉1/2 , |(Q)
−σ,k
σ,j (ℓ)| ≤
Ci ε
3
〈j, k〉ρ−6 , (Q)
σ,k
σ,j (ℓ) 6= 0 ⇒ |ℓ| ≤ CQ , (11.80)
for some constantsCi, CQ, i = 3, . . . , 6, depending on S. Finally the operatorR4 is inS0 and is Lip-(−1/2)-modulo
tame with the following estimates
M♯,γR4(−1/2, s, b0) .s γ−3(ε13 + ε‖Iδ‖γ,O0s+µ ) , (11.81)
M
♯
∆12R4
(−1/2, p, b0) .p εγ−3(1 + ‖Iδ‖p+µ)‖i1 − i2‖p+µ , (11.82)
for some µ = µ(ν) > 0 possibly large than the one in Lemma 11.19.
Proof. The map Υ≥4 is the composition of three maps Υ4,Υ5,Υ6 defined in the following way:
the Υi, i = 4, 5, 6, are the time one flow map of a Hamiltonian system with generator
(Ai)
σ′,k
σ,j (ℓ) :=
{
(Q
(i−1)
i )
σ′,k
σ,j (ℓ)/iδ
(i)
σ,σ′,j,k(ℓ) , max{|j|, |k|} ≥ C , ℓ 6= 0 , |ℓ| ≤ i
0 otherwise ,
(11.83)
where Q
(3)
4 is in (11.75), Q
(4)
5 = πC⊥Q
(4)
5 is the term of order ε
5 in the Taylor expansion of Υ4L9Υ−14 and Q(5)6 =
πC⊥Q
(5)
6 is the term of order ε
6 in the Taylor expansion of Υ5Υ4L9Υ−14 Υ−15 .
Then the proof follows by following the same proof of Lemma 11.21 for each conjugation through the maps Υi,
i = 4, 5, 6. 
11.4. Terms O(ε≥3): analysis of low modes. In this subsection we conclude the proof of Proposition 11.1. In
particular we normalize the term πCQ in (11.79), which is finite rank but not perturbative for the KAM scheme.
Lemma 11.23. Recall the constant C in Lemma 11.10 and set C2 := C. There exists a constant C1 > 0 such that for
any ω ∈ G(2)0 (C1, C2) (see (5.22)) there exists a map Ψ(ϕ) : HsS⊥(T)×HsS⊥(T)→ HsS⊥(T)×HsS⊥(T) such that
L14 := ΨL10Ψ−1 = ω · ∂ϕ +D+ Π⊥SR (11.84)
where D is given in (11.2). The operator R is in S0 and is Lip-(−1/2)-modulo tame. Moreover R satisfies the
estimates (11.5).
Proof. The aim of the procedure is to reduce the size of the remainder Q which has the property πCQ = Q up
to diagonal (in space and time) terms. This is done iteratively by applying a finite number (five) of changes of
coordinates. Such maps will be constructed as flows of operators Ai such that πCAi = Ai. As a consequence the
flow map Ψi = exp(Ai) leaves invariant the diagonal operators R such that π
⊥
C R = R (see (11.89)). Then we set
Ψ = Ψ5 ◦· · ·◦Ψ1. The choice ofAi requires to solve an homological equation involving, at each step, only the adjoint
action of the operator
(ω + ε2Aζ) · ∂ϕ + D0 + ε2D̂2
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(see (11.88)). We remark that the adjoint action of the above operator acting on x-translation invariant operators is
diagonal with eigenvalues
i(ω + ε2Aζ · ℓ) + iσ
√
|j| − iσ′
√
|k|+ im1(j − k) = i
(
(ω + ε2(Aζ −m1 v)) · ℓ+ σ
√
|j| − σ′
√
|k|)
for ℓ ∈ Zν , j, k ∈ Sc with v · ℓ + j − k = 0. Since ω is chosen in G(2)0 (C1, C2) (see (5.22)) the kernel of the adjoint
action, restricted to C1-almost diagonal operators, contains just diagonal matrices. By the (11.80) the size of these new
diagonal corrections will be O(ε3). As a consequence, at each step, the size of the remainder we want to cancel out
will be O(ε3+3kγ−k). It is easy to check that for k = 5 the size of the last remainder is less than ε13γ−3, i.e. it is
comparable with the remainderR4 which is already perturbative for the KAM scheme.
We now provide the proof of the first step. The others will follow in the same way. The first map is defined as the
time one flow map of the Hamiltonian generated by (recall (11.79))
(A1)
σ′,k
σ,j (ℓ) :=

(Q)σ
′,k
σ,j (ℓ)
i
(
(ω + ε2(Aζ −m1 v)) · ℓ+ σ
√|j| − σ′√|k|) if (ℓ, j, k) 6= (0, j, j)
0 otherwise.
(11.85)
We observe thatA1 shares the same properties ofQ, namely it isCQ-almost-diagonal and it belongs toS0. By (11.80)
and by the fact that ω ∈ G(2)0 (C1, C2), by choosing C1 > CQ, we have that
|(A1)σ,kσ,j (ℓ)| ≤
Ci ε
3γ−1
〈j, k〉1/2 , |(A1)
−σ,k
σ,j (ℓ)| ≤
Ci ε
3γ−1
〈j, k〉ρ−6 . (11.86)
Then by item (i) of Lemma 11.11 we have that A1 is (−1/2)-Lip-modulo tame with
M
♯,γ
A1
(−1/2, s, b0) .s ε3γ−1
(5.20),(5.6)
.s ε
1−a . (11.87)
Note that, thanks to (11.85), the operator A1 satisfies (recall (11.16))
πCA1 = A1 , ad(ω+ε2Aζ)·∂ϕ+D0+ε2 D̂2 [A1] = Q− [[Q]] . (11.88)
By Definition 11.8 we also note that, given an operatorR,
[A1, πCR] = πC[A1, πCR] ,
[
A1, [[π
⊥
C R]]
]
= 0 . (11.89)
Setting Ψ1 = exp(A1), we remark that the conjugate Ψ1R4Ψ
−1
1 is Lip-(−1/2)-modulo tame and satisfies estimates
like (11.5) by (11.86), (11.87), (11.81), (11.82) and using Lemma 11.11. Reasoning as in item (ii) of Lemma 11.12
we deduce that (recall (11.79), (11.64))
adA1(D≥4 +Q) = B
is almost-diagonal and
|Bσ,kσ,j (ℓ)| ≤
C ε6γ−1
〈j, k〉1/2 , |B
−σ,k
σ,j (ℓ)| ≤
C ε6γ−1
〈j, k〉ρ−7 , (11.90)
where we used estimates (11.86), (11.80) and Lemma 11.12. Here C > 0 is some constant depending on S possibly
larger than CQ. Therefore, applying Lemmata 11.11, 11.12 and using the Lie expansion (11.30), the (11.88) and the
(11.89), we get
L11 := Ψ1L10Ψ−11 = ω · ∂ϕ + D0 + ε2D̂2 +D≥4 + [[πCQ]] + πCQ2 + ε4[[π⊥C Q(4)4 ]] + ε6[[π⊥C Q(4)6 ]] +R5 (11.91)
where
πCQ2 = Q2 :=
4∑
k=1
1
k!
adkA1(D≥4 +Q) +
4∑
k=2
1
k!
adkA1(ω · ∂ϕ + D0 + ε2D̂2) .
Moreover the remainder R5 is Lip-(−1/2)-modulo tame and satisfies estimates like (11.5), the operator Q2 satisfies
estimates (11.90). In particular Q2, R5 are Hamiltonian and x-translation invariant. The remainder Q2 is the one
that will be normalize in the second step. One iterates this procedure by reasoning as in the step above, taking
ω ∈ G(0)2 (C1, C2) where C1 is chosen large enough in such a way that the terms we have to normalize are again C1-
almost diagonal. After five steps one gets the (11.84) for some remainder R, with the same properties of R5, and
where
D := D0 + ε
2D̂2 +D≥4 + [[πCQ˜]] + ε4[[π⊥C Q(4)4 ]] + ε6[[π⊥C Q(4)6 ]]
82 ROBERTO FEOLA AND FILIPPO GIULIANI
for some Q˜ C1-almost diagonal and satisfying (11.80). By Definition 11.8, (11.64) and (11.26) one has that D =
diag(idj) where dj have the form (11.3). 
Proof of Proposition 11.1. Let us define (recall (11.29))
Υ := Ψ ◦Υ6 ◦Υ5 ◦Υ4 ◦Υ3 ◦Υ∗ ◦Υ2 ◦Υ1
Then the result follows by Lemmata 11.15, 11.17, Proposition 11.18, Lemmata 11.19, 11.21, 11.22 and 11.23. 
12. INVERSION OF THE LINEARIZED OPERATOR
In this section we conclude the inversion of the linearized operator in the normal directions. To do this we diago-
nalize the operator L14 in (11.1) through a KAM reducibility scheme. Then we will prove the inversion assumption
6.15.
We state the KAM reducibility theorem. We remark that the small divisors in (12.4) do not lose derivatives as in
[6]. Hence the proof shall follow the same line of Theorem 7.13 in [30]. The only difference relies on the fact that
we shall perform the KAM scheme into the class of x-translation invariant matrices. This is a direct consequence of
the fact that the remainder Π⊥SR ∈ S0 in x-translation invariant and then each KAM transformation turns out to be
x-translation invariant.
Theorem 12.1. (Reducibility). Fix γ˜ ∈ [γ3/4, 4γ3] and τ = 3ν + 7, b0 := 6τ + 6. Assume that ω 7→ iδ(ω) is
a Lipschitz function defined on O0 ⋐ Ωε (recall (6.3)), satisfying (7.1) with p1 ≥ µ where µ = µ(ν) is given in
Proposition 11.1. There exist δ0 ∈ (0, 1), N0 > 0, C0 > 0, such that, if (recall that by (5.6), (5.20) γ = ε2+a)
NC00 ε
13γ−6 ≤ δ0, (12.1)
then the following holds.
(i) (Eigenvalues). For all ω ∈ Ωε there exists a sequence 7
d∞j (ω) := dj(ω, iδ(ω)) + r
(∞)
j (ω, iδ(ω)), j ∈ Sc, (12.2)
with dj given in (11.3) Furthermore, for all j ∈ Sc
sup
j
〈j〉 12 |r(∞)j |γ
3
. ε13γ−3, r
(∞)
j ∈ R . (12.3)
(ii) (Conjugacy). For all ω in the set (see (10.5))
S2γ
3
∞ := S
2γ3
∞ (iδ) :=
{
ω ∈ Ω2γ∞ : |ω · ℓ + σd∞σj(ω)− σ′d∞σ′k(ω)| ≥
2γ3
〈ℓ〉τ ,
v · ℓ+ j − k = 0 , ∀ℓ ∈ Zν , ∀j, k ∈ Sc, j 6= k , σ, σ′ = ±} (12.4)
there is a real-to-real, bounded, invertible, linear operator Φ∞(ω) : H
s
S⊥(T) × HsS⊥(T) → HsS⊥(T) ×
HsS⊥(T), with bounded inverse Φ
−1
∞ (ω), that conjugates L14 in (11.1) to constant coefficients, namely
L∞(ω) := Φ∞(ω) ◦ L14 ◦ Φ−1∞ (ω) = ω · ∂ϕ +D∞(ω),
D∞ := ((D∞)
σ′
σ )σ,σ′=± , (D∞)
−σ
σ ≡ 0 , (D∞)++ = (D∞)−− , (D∞)++ := diagj∈Sc{id∞j (ω)}.
(12.5)
The transformations Φ∞,Φ
−1
∞ are tame and they satisfy for s0 ≤ s ≤ S
‖(Φ±1∞ − I)h‖γ
3,S2γ
3
∞
s .s
(
ε13γ−6 + εγ−6‖Iδ‖γ,O0s+µ
)‖h‖γ3,S2γ3∞s0 + ε13γ−6‖h‖γ3,S2γ3∞s . (12.6)
Moreover Φ∞,Φ
−1
∞ are symplectic and x-translation invariant, and L∞ is a Hamiltonian and x-translation
invariant operator.
7Whenever it is not strictly necessary, we shall drop the dependence on iδ .
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(iii) (Dependence on iδ(ω)). Let i1(ω) and i2(ω) be two Lipschitz maps satisfying (7.1) with Iδ  ik(ϕ) −
(ϕ, 0, 0), k = 1, 2, and such that
‖i1 − i2‖s0+µ . ρN−(τ+1) (12.7)
for N sufficiently large and 0 < ρ < γ3/4. Fix γ1 ∈ [γ3/2, 2γ3] and γ2 := γ1 − ρ. Let r(∞)j (ω, ik(ω)) be
the sequence in (12.2) with γ˜  γk for k = 1, 2. Then for all ω ∈ Sγ1∞ (i1) we have, for some κ∗ > (3/2)τ ,
sup
j
〈j〉1/2|∆12r(∞)j | ≤ εγ−3‖i1 − i2‖s0+µ + ε13γ−3N−κ∗ . (12.8)
We are in position to give estimates on the inverse of the operator Lω in (7.4) and give the proof of the inversion
assumption (6.15) Let us now define (recall (5.20))
F2γ∞ (iδ) :=
{
ω ∈ O0 : |ω · ℓ+ σ d∞σj(ω)| ≥
2γ
〈ℓ〉τ , v · ℓ+ j = 0, ∀ℓ ∈ Z
ν , ∀j ∈ Sc, σ = ±} . (12.9)
We deduce the inversion assumption (6.15) by the following result.
Proposition 12.2. (Invertibility). Assume the hypotheses of Theorem 12.1, (7.1)with p1 ≥ µ+2τ+1, where σ is given
in Proposition 11.1. Then for all ω ∈ O∞ := S2γ3∞ (iδ)∩F2γ∞ (iδ) (see (12.4)), for anyG := (g, g) ∈
(
Hs+2τ+1
S⊥
∩Sv
)2
(see (2.46)) the equation Lωh = G has a solution h = L−1ω G ∈
(
HsS⊥ ∩ Sv
)2
, satisfying
‖L−1ω G‖γ,O∞s .s γ−1(‖G‖γ,O∞s+2τ+1 + εγ−6‖Iδ‖γ,O0s+p1‖G‖γ,O∞s0 ). (12.10)
Proof. By Propositions 8.2, 8.3, 9.1, 9.5, 10.3, 11.1 and Theorem 12.1 we have that, recall (7.4),
L∞ = χLωχ−1 , χ := Φ∞ ◦Υ ◦Φ ◦Ψ ◦ ΦM ◦ Λ ◦ Φ−1B . (12.11)
Moreover, by (8.3), (9.6), (9.13), (10.9), (11.6) and (12.6) we have the following estimates
‖χ±1h‖γ,O∞s .s ‖h‖γ,O∞s + εγ−6‖Iδ‖γ,O0s+µ ‖h‖γ,O∞s0 . (12.12)
We have
L−1∞ G =
 ∑j∈Sc,ℓ∈Zν gℓji(ω·ℓ+d∞j (ω)) ei(ℓ·ϕ+jx)∑
j∈Sc,ℓ∈Zν
gℓj
i
(
ω·ℓ−d∞−j(ω)
) e−i(ℓ·ϕ+jx)
 (12.9)⇒ ‖L−1∞ G‖γ,O∞s .s γ−1‖G‖γ,O∞s+2τ+1 . (12.13)
Thus, by (12.12), we get the estimate (12.10). Recalling (2.55) we have that if g ∈ Sv then gℓj 6= 0 implies v·ℓ+j = 0.
Hence L−1∞ G belongs to Sv. Finally we deduce that h is in Sv since the map χ in (12.12) is x-translation invariant (see
(2.51)). 
13. THE NASH-MOSER NONLINEAR ITERATION
In this section we prove Theorem 5.5. It will be a consequence of the Nash-Moser theorem 13.1.
Consider the finite-dimensional subspaces
En := {I(ϕ) = (Θ(ϕ), y(ϕ),W (ϕ, x)) ∈ Hs0(Tν ;Rν)×Hs0(Tν ;Rν)×Hs0S⊥ : Θ = ΠnΘ, y = Πny,W = ΠnW}
where
Nn := N
χn
0 , n = 0, 1, 2, . . . , χ := 3/2 , N0 > 0
and Πn are the projectors
ΠnΘ(ϕ) :=
∑
|ℓ|<Nn
Θℓ e
iℓ·ϕ , Πny(ϕ) :=
∑
|ℓ|<Nn
yℓ e
iℓ·ϕ , ΠnW (ϕ, x) :=
∑
|(ℓ,j)|<Nn
Wℓj e
i(ℓ·ϕ+jx) ,
where
Θ(ϕ) =
∑
ℓ∈Zν
Θℓ e
iℓ·ϕ , y(ϕ) =
∑
ℓ∈Zν
yℓ e
iℓ·ϕ , W (ϕ, x) =
∑
ℓ∈Zν,j∈Sc
Wℓj e
i(ℓ·ϕ+jx) .
We define Π⊥n := I−Πn. The classical smoothing properties hold, namely, for all α, s ≥ 0,
‖ΠnI‖γ,Os+α ≤ Nαn ‖Iδ‖γ,Os , ∀ I(ω) ∈ Hs , ‖Π⊥n I‖γ,Os ≤ N−αn ‖I‖γ,Os+α , ∀ I(ω) ∈ Hs+α .
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Recall (5.20), (5.6) for the definition of b we set a := 2b− 2. We define the following constants
α0 := 3µ1 + 3 , α := 3α0 + 1 , α1 := (α − 3µ)/2 ,
k := 3(α0 + ρ
−1) + 1 , β1 := 6α0 + 3ρ
−1 + 3 ,
1
2
(
1− 8a
C1(1 + a)
)
< ρ <
1− 8a
C1(1 + a)
(13.1)
where µ1 := µ1(ν) > 0 is the “loss of regularity” given by the Theorem 6.8 and C1 is fixed below.
Theorem 13.1. (Nash-Moser). Let τ := 3ν+7 and recall the functional in (5.34). Then there exist C1 > max{α0+
α,C0} (where C0 := C0(ν) is the one in Theorem 12.1), δ0 := δ0(ν) > 0 such that, if
NC10 ε
b∗+1γ−7 < δ0 , γ := ε
2+a = ε2b , N0 := (εγ
−1)ρ , b∗ = 16− 2b , (13.2)
then there exists C∗ = C∗(S) > 0 such that for all n ≥ 0 the following holds:
(P1)n there exists a function (In, ζn) : Gn ⊆ Ωε → En−1 × Rν , ω 7→ (In(ω), ζn(ω)), (I0, ζ0) := (0, 0), E−1 :=
{0}, where the set G0 is defined in (5.24) (with C1, C2 given in Proposition 11.1) and the sets Gn for n ≥ 1 are
defined inductively by:
Gn+1 := Λ(0)n+1
⋂
Λ
(1)
n+1
⋂
Λ
(2,+)
n+1
⋂
Λ
(2,−)
n+1 ,
Λ
(0)
n+1 :=
{
ω ∈ Gn : |ω · ℓ +m1(in)j| ≥ 2 γn〈ℓ〉τ , v · ℓ+ j = 0, ∀j ∈ S
c, ℓ ∈ Zν
}
,
Λ
(1)
n+1 :=
{
ω ∈ Gn : |ω · ℓ + σd∞σj(in)| ≥
2 γn
〈ℓ〉τ , ∀j ∈ S
c, ℓ ∈ Zν , v · ℓ+ j = 0 , σ = ±
}
, (13.3)
Λ
(2,+)
n+1 :=
{
ω ∈ Gn : |ω · ℓ+ σ(d∞σj(in) + d∞−σk(in))| ≥
2 γn
〈ℓ〉τ , v · ℓ+ j − k = 0 , ∀j, k ∈ S
c, ℓ ∈ Zν , σ = ±
}
,
Λ
(2,−)
n+1 :=
{
ω ∈ Gn : |ω · ℓ+ σ(d∞σj(in)− d∞σk(in))| ≥
2 γ∗n
〈ℓ〉τ , ∀j, k ∈ S
c, j 6= k, ℓ ∈ Zν , v · ℓ+ j − k = 0 , σ = ±
}
,
where γn := γ(1 + 2
−n), γ∗n := γ
3(1 + 2−n) and d∞j (ω) := d
∞
j (ω, in(ω)) are defined in (12.2). Moreover
|ζn|γ,Gn . ‖F(Un)‖γ,Gns0 and
‖In‖γ,Gns0+µ1 ≤ C∗εb∗γ−1 , ‖F(Un)‖γ,Gns0+µ1+3 ≤ C∗εb∗ , (13.4)
where Un := (in, ζn) with in(ϕ) = (ϕ, 0, 0) + In(ϕ). The embedding in satisfies (5.29).
The differences În := In − In−1 (where we set Î0 := 0) is defined on Gn, and satisfy
‖Î1‖γ,G1s0+µ1 ≤ C∗εb∗γ−1 , ‖În‖γ,Gns0+µ1 ≤ C∗εb∗γ−1N−αn−1 , ∀n ≥ 2 . (13.5)
(P2)n ‖F(Un)‖γ,Gns0 ≤ C∗εb∗N−αn−1 where we set N−1 := 1.
(P3)n (High Norms). ‖In‖γ,Gns0+β1 ≤ C∗εb∗γ−1Nkn−1 and ‖F(Un)‖
γ,Gn
s0+β1
≤ C∗εb∗Nkn−1.
(P4)n (Measure). The measure of the “Cantor-like” sets Gn satisfies
|Ωε \ G0| ≤ C∗ε2(ν−1)γ , |Gn \ Gn+1| ≤ C∗ε2(ν−1)γN−1n−1 . (13.6)
Proof. The (P1)n, (P2)n, (P3)n follow as in section 8 in [30]. The (P4)n will be proved in the next section. 
13.1. Measure estimates. In this section we give the proof of the bound (13.6). Recall (12.2), (11.3). Let us define
for 0 < η .
√
ε, τ0 ≥ 1 and n ∈ N
R
(−)
ℓjk (η, τ0) := R
(−)
ℓjk (in, η, τ0) := {ω ∈ Gn : |ω · ℓ+ σ(d∞σj − d∞σk)| ≤ 2η〈ℓ〉−τ0 , v · ℓ+ j − k = 0 , σ = ±}
R
(+)
ℓjk (η, τ0) := R
(+)
ℓjk (in, η, τ0) := {ω ∈ Gn : |ω · ℓ+ σ(d∞σj + d∞−σk)| ≤ 2η〈ℓ〉−τ0 , v · ℓ+ j − k = 0 , σ = ±} ,
Qℓj(η, τ0) := Qℓj(in, η, τ0) := {ω ∈ Gn : |ω · ℓ+m1(ω) j| ≤ 2η〈ℓ〉−τ0 , v · ℓ+ j = 0} ,
Pℓj(η, τ0) := Pℓj(in, η, τ0) := {ω ∈ Gn : |ω · ℓ+ σd∞σj | ≤ 2η〈ℓ〉−τ0 , v · ℓ+ j = 0 , σ = ±} .
Recalling (13.3) we can write, setting η  γn for the sets Qℓj(η, τ0), Pℓj(η, τ0) and R
(+)
ℓjk (η, τ0), η  γ
∗
n for the set
R
(−)
ℓjk (η, τ0), and τ0  τ ,
Gn \ Gn+1 =
⋃
ℓ∈Zν ,j,k∈Sc
(
R+ℓjk(in, γn, τ) ∪R−ℓjk(in, γ∗n, τ) ∪Qℓj(in, γn, τ) ∪ Pℓj(in, γn, τ)
)
. (13.7)
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We notice that
• by (5.24) and γ > γ3 (see (13.2)), R(−)ℓjk (in) = ∅ for j = k, ℓ 6= 0.
• If ℓ = 0, by the momentum conservation, we have that j = k. HenceR(+)0jj = ∅.
We start with a preliminary lemma, which gives a first relation between ℓ, j, k which must be satisfied in order to
have non empty resonant sets.
Lemma 13.2. Let n ≥ 0. There is a constantC > 0 dependent of the tangential set and independent of ℓ, j, k, n, in, ω
such that the following holds:
• if R(+)ℓjk (in, η, τ0) 6= ∅ then |ℓ| ≥ C|
√|j|+√|k||;
• if Qℓj(in, η, τ0) 6= ∅ then |ℓ| ≥ C|j|;
• if Pℓj(in, η, τ0) 6= ∅ then |ℓ| ≥ C|j|.
Proof. If R
(+)
ℓjk (in, η, τ0) 6= ∅, then there exists ω such that
|σ(d∞σj(ω, in(ω)) + d∞−σk(ω, in(ω)))−m1 v · ℓ| < 2η〈ℓ〉−τ0 + |(ω −m1 v) · ℓ| .
Moreover, using (12.2), (12.3), we get |σ(d∞σj(ω, in(ω)) + d∞−σk(ω, in(ω)))−m1 v · ℓ| ≥ 13
(√|j|+√|k|). Thus, for
ε small enough
C(S)|ℓ| ≥ |(ω −m1 v) · ℓ| ≥
(
1
3
− 2η〈ℓ〉τ0(√|j|+√|k|)
)(√|j|+√|k|) ≥ 1
4
(√|j|+√|k|)
and this proves the first claim on R
(+)
ℓjk (in, η, τ0). The others are similar. 
Remark 13.3. The above lemma implies that for any ℓ ∈ Zν there are only finitely many indexes j, k ∈ Sc such that
the sets R
(+)
ℓ,j,k(η, τ0), Qℓ,j(η, τ0), Pℓ,j(η, τ0) are not empty. Unfortunately this is not true for the set R
(−)
ℓ,j,k(η, τ0).
13.1.1. Measure of a resonant set. The aim of this subsection is to prove the following lemma.
Lemma 13.4. We have that
|R(−)ℓjk (η, σ)| ≤ Kε2(ν−1)η〈ℓ〉−τ0 , (13.8)
for someK = K(S). The same holds for R
(+)
ℓjk (η, τ0), Qℓj(η, τ0) and Pℓj(η, τ0).
Lemma 13.5. There exists a constant C(S) such that
|∇ω
(
ω −m1(ω) v
) · ℓ| ≥ C(S) |ℓ| (13.9)
Proof. By (10.2), estimate (10.4), (5.14) and (5.26) we have that
∂ωim1(ω)v · ℓ = ε−2
∑
j
(VA−1)ji ℓj+O(ε
2) ⇒ ∂ωi
[(
ω−m1(ω) v
) · ℓ] = [(Id−VA−1)ℓ]
i
+O(ε2). (13.10)
By Lemma 5.3 we have that det(A− V) 6= 0, hence the (13.10) implies the (13.9). 
Proof of Lemma 13.4. We prove the Lemma for the set R
(−)
ℓjk (η, τ0) which is the most difficult case. The estimates
for the other sets follow in the same way. We have that |sign(j)− sign(k)| ≤ 2 and
|
√
|j| −
√
|k|| ≤ ||j| − |k||√|j|+√|k| ≤ |v||ℓ|√|j|+√|k| . (13.11)
Then by Lemma 13.5, (10.4), (11.4), (12.3) we have that
|∇ω
(
ω · ℓ+ σ(d∞σj − d∞σk)
)| ≥ C(S)|ℓ| − ε2|∇ωm(≥4)1/2 (ω)||v||ℓ| − 2ε2|∇ωm0(ω)|
− |∇ωrj | − |∇ωr∞j | − |∇ωrk| − |∇ωr∞k | ≥ (C˜(S)− ε2)|ℓ| .
Then the (13.8) follows by Fubini theorem. 
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13.1.2. Summability.
Lemma 13.6. For n ≥ 1, |ℓ| ≤ Nn−1, one has R(−)ℓjk (in, γ∗n, τ), R(+)ℓjk (in, γn, τ), Qℓj(in, γn, τ), Pℓj(in, γn, τ) = ∅.
Proof. Consider the set R
(−)
ℓjk (in, γ
∗
n, τ). By the momentum condition v · ℓ + j − k = 0 we have to consider the sets
R
(−)
ℓjk (in, γ
∗
n, τ) only for
|j − k| ≤ |v||ℓ| . Nn−1 .
By (10.4), (12.8) (with i
(1)
δ  in and i
(2)
δ  in−1, N  Nn−1) and (13.5) we have for all j, k ∈ Sc
|σ(d∞σj − d∞σk)(in)− σ(d∞σj − d∞σk)(in−1)| ≤ εγ−3N−an−1 ∀ω ∈ Gn, (13.12)
where a := min{κ∗, α} (recall α in (13.1) and κ∗ in (12.8)). Now for all j 6= k, |ℓ| ≤ Nn−1, ω ∈ Gn by (13.12)
|ω · ℓ + σ(d∞σj(in)− d∞σk(in))| ≥ |ω · ℓ+ σ(d∞σj(in−1)− d∞σk(in−1))| − |σ(d∞σj − d∞σk)(in)− σ(d∞σj − d∞σk)(in−1)|
≥ 2γ∗n−1〈ℓ〉−τ − εγ−3N−an ≥ 2γ∗n〈ℓ〉−τ
(13.13)
since εγ−6N
τ−(2/3)a
n 2n+1 ≤ 1. Since R(−)ℓjk (in, γ∗n, τ) ⊆ Gn then R(−)ℓjk (in, γ∗n, τ) = ∅ . The others are similar. 
We have proved that, recall (13.7),
Gn \ Gn+1 ⊆
⋃
j,k∈Sc
|ℓ|>Nn−1
(
R
(+)
ℓjk (in, γn, τ) ∪R(−)ℓjk (in, γ∗n, τ) ∪Qℓj(in, γn, τ) ∪ Pℓj(in, γn, τ)
)
, ∀n ≥ 1 . (13.14)
By Lemmata 13.2, 13.6, 13.4 we deduce that∣∣∣∣∣∣
⋃
ℓ∈Zν ,j,k∈Sc
R
(+)
ℓjk (γn, τ) ∪Qℓj(γn, τ) ∪ Pℓj(γn, τ)
∣∣∣∣∣∣ ≤
∑
|ℓ|>Nn−1,
|j|,|k|≤C|ℓ|2
(
|R(+)ℓjk (γn, τ)|+ |Qℓj(γn, τ)|+ |Pℓj(γn, τ)|
)
. ε2(ν−1)
∑
|ℓ|>Nn−1
γ|ℓ|2
〈ℓ〉τ . ε
2(ν−1)γN−1n−1 .
(13.15)
Consider now indexes ℓ, j, k such that v · ℓ + j − k = 0 and sign(j) = −sign(k). Therefore we deduce that
|j − k| = |j|+ |k| ≤ |v||ℓ|. Then by Lemmata 13.6, 13.4 we get∣∣∣∣∣∣∣∣
⋃
ℓ∈Zν ,j,k∈Sc
sign(j)=−sign(k)
R
(−)
ℓjk (γ
∗
n, τ)
∣∣∣∣∣∣∣∣ ≤
∑
|ℓ|>Nn−1,
|j|+|k|≤|v||ℓ|
|R(−)ℓjk (γ∗n, τ)| . ε2(ν−1)
∑
|ℓ|>Nn−1
γ|ℓ|
〈ℓ〉τ . ε
2(ν−1)γ3N−1n−1 . (13.16)
It remains to study the measure of the union of the sets R
(−)
ℓjk (in) over for indexes such that sign(j) = sign(k),
|ℓ| > Nn−1. This is the most difficult case, since by Remark 13.3, for any fixed ℓ ∈ Zν there are infinite many indexes
j, k such that R−ℓjk(in) 6= ∅. So we cannot reason as in (13.15), (13.16) and we need a more refined argument.
Lemma 13.7. There exists C > 0 such that if sign(j) = sign(k) and |j|, |k| ≥ C〈ℓ〉2ν+6γ−2 then
R
(−)
ℓjk (in, γ
∗
n, τ) ⊆ Qℓ,j−k(γ, ν + 2). (13.17)
Proof. Recalling (12.2), (11.3), (10.2), using that sign(j) = sign(k) we write ψℓ,j,k = ω · ℓ+ σ(d∞σj − d∞σk) with
ψℓ,j,k = ω · ℓ+m1(j − k) + σ
(
(1 + m
(≥4)
1/2 )(
√
|j| −
√
|k|) + rσj − rσk + r∞σj − r∞σk
)
.
We show that if ω ∈ (Qℓ,j−k(γ, ν + 2))c then ω ∈ (R(−)ℓ,j,k(γ∗n, τ))c. If ω ∈ (Qℓ,j−k(γ, ν + 2))c one has
|ω · ℓ +m1(j − k)| ≥ γ〈ℓ〉−(ν+2) .
Moreover since |j|, |k| ≥ C〈ℓ〉2(ν+3)γ−2 then we have
|ψℓ,j,k| & γ〈ℓ〉ν+2 −
〈ℓ〉√|k|+√|j| − ε
3γ√|j| + ε
3√|k| & γ〈ℓ〉ν+2 (1 − 1 + εC ) & γ2〈ℓ〉ν+2 ,
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for C > 0 large enough. This also implies |ψℓ,j,k| & γ3〈ℓ〉−τ , since τ > ν + 2 and γ ≥ γ3. This means ω ∈
(R−ℓ,j,k(in))
c and hence we get the thesis. 
As a consequence of Lemma 13.7 we have∣∣∣∣∣∣∣∣
⋃
ℓ∈Zν ,j,k∈Sc
sign(j)=sign(k)
R
(−)
ℓjk (in, γ
∗
n, τ)
∣∣∣∣∣∣∣∣ ≤
∑
|ℓ|>Nn−1,
|j|,|k|≥C〈ℓ〉2(ν+3)γ−2
sign(j)=sign(k)
|R(−)ℓjk (in, γ∗n, τ)|+
∑
|ℓ|>Nn−1,
|j|,|k|≤2C〈ℓ〉2(ν+3)γ−2
sign(j)=sign(k)
|R(−)ℓjk (in, γ∗n, τ)| .
On one hand, using Lemmata 13.4 and 13.7, we have that∑
|ℓ|>Nn−1,
|j|,|k|≥C〈ℓ〉2(ν+3)γ−2
sign(j)=sign(k)
|R(−)ℓjk (in, γ∗n, τ)|
(13.17)
.
∑
|ℓ|>Nn−1,j−k=h,
|h|≤C|ℓ|
|Qℓh(in, γ, ν + 2)| .
∑
|ℓ|>Nn−1,j−k=h,
|h|≤C|ℓ|
ε2(ν−1)γ〈ℓ〉−ν−2
. ε2(ν−1)γ
∑
|ℓ|≥Nn−1
〈ℓ〉−(ν+1) . Kε2(ν−1)γN−1n−1 .
On the other hand ∑
|ℓ|>Nn−1,|j−k|≤C|ℓ|
|j|,|k|≤2C〈ℓ〉2(ν+3)γ−2
sign(j)=sign(k)
|R(−)ℓjk (in, γ∗n, τ)|
(13.8)
. ε2(ν−1)
∑
|ℓ|≥Nn−1
γ3〈ℓ〉2ν+6
γ2〈ℓ〉τ
. γε2(ν−1)
∑
|ℓ|≥Nn−1
〈ℓ〉−(τ−2ν−6) . γε2(ν−1)N−1n−1.
By the discussion above and (13.15), (13.16) we obtain the estimates (13.6).
13.2. Conclusion of the Proof of Theorem 5.5. Theorem 13.1 implies that the sequence (In, ζn) is well defined for
ω ∈ G∞ := ∩n≥0Gn, In is a Cauchy sequence in ‖·‖γ,G∞s0+µ1 (see (13.5)) and |ζn|γ → 0. Therefore In converges to a
limit I∞ in norm ‖·‖γ,G∞s0+µ1 and, by (P2)n, for all ω ∈ G∞, i∞(ϕ) := (ϕ, 0, 0) + I∞(ϕ) is a solution of
F(i∞, 0) = 0 with ‖I∞‖γ,G∞s0+µ1 . ε16−2bγ−1
by (13.4), (13.2). Therefore ϕ 7→ i∞(ϕ) is an invariant torus for the Hamiltonian vector field XHε (recall (5.18)). By
(13.6),
|Ωε \ G∞| ≤ |Ωε \ G0|+
∑
n≥0
|Gn \ Gn+1| ≤ 2C∗ε2(ν−1)γ + C∗ε2(ν−1)γ
∑
n≥1
N−1n−1 . C∗ε
2(ν−1)γ .
The set Ωε in (5.19) has measure |Ωε| = O(ε2ν). Hence |Ωε \ G∞|/|Ωε| → 0 as ε → 0 because γ = o(ε2), and
therefore the measure of Cε := G∞ satisfies (5.36).
It remains to show the linear stability of the embedding i∞(ϕ). Recall that in the original coordinates the solution
reads as in (5.30). By the discussion of section 6 (see also [8] for further details) and section 12, since i∞(ϕ) is
isotropic and solves the equation F(i∞, 0) = 0, it is possible to find a change of coordinatesG∞ (of the form (6.4)),
so that in the linearized system of the HamiltonianHε ◦G∞(ψ, Y, U) the equation for the actions is given by Y˙ = 0.
Moreover, by section 12 the linear equation for the normal variables U is conjugated, by setting (see (12.11), (3.4))
Z = (χ ◦ Λ)(U), to the diagonal system Z˙j + id∞j (ω)Zj = fj(ωt), j ∈ Sc, where f(ωt) is a forcing term. Since
d∞j ∈ R a standard argument shows that the Sobolev norms of Z do not increase in time.
APPENDIX A. FLOWS AND CONJUGATIONS
A.1. Flows of pseudo differential PDEs. Here we state some preliminary results which are the counterpart of sec-
tions 3.1, 3.2 in [29]. In this paper we shall consider the flow of the equation{
∂θΨ
θu = iΠ⊥S
[
OpW(f(τ, ϕ, x, ξ))[Π⊥SΨ
θu]
]
,
Ψ0u = u ,
(A.1)
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where f is a symbol assumed to have one of the following forms:
f(τ, ϕ, x, ξ) := b(τ, ϕ, x)ξ , b(τ, ϕ, x) :=
β(ϕ, x)
1 + τβx(ϕ, x)
, β(ϕ, x) ∈ Hs(Tν+1;R) (A.2)
f(τ, ϕ, x, ξ) := β(ϕ, x)|ξ| 12 , β(ϕ, x) ∈ Hs(Tν+1;R) , (A.3)
f(τ, ϕ, x, ξ) ∈ Sm , m ≤ 0 , f real valued. (A.4)
Notice that the map Ψτ in (A.1) (if well posed) is symplectic. Indeed it is the flow associated to the Hamiltonian
S(τ, ϕ, z) =
1
2
∫
T
OpW(f(τ ;ϕ, x, ξ))z · z dx , z ∈ H⊥S .
In the following we study the properties of the flow in (A.1). In particular we shall compare the map Ψτ , τ ∈ [0, 1]
with the flow Φτ of the equation
∂θΦ
θ = iOpW(f(ϕ, x, ξ))Φθ , Φ0 = Id , (A.5)
with f(τ, ϕ, x, ξ) as in (A.2)-(A.4). We start by considering the case f as in (A.2).
For τ ∈ [0, 1] we consider the map
Aτh(ϕ, x) :=
√
1 + τβx(ϕ, x)h(ϕ, x + τβ(ϕ, x)), ϕ ∈ Tν , x ∈ T,
(Aτ )−1h(ϕ, y) :=
√
1 + β˜y(τ, ϕ, y)h(ϕ, y + β˜(τ, ϕ, y)), ϕ ∈ Tν , y ∈ T,
(A.6)
where β is some smooth function and β˜(τ ;x, ξ) is such that
x 7→ y = x+ τβ(ϕ, x) ⇔ y 7→ x = y + β˜(τ, ϕ, x), τ ∈ [0, 1] , (A.7)
It is easy to check that the map in (A.6) is the flow of the equation{
∂τAτ (u) = OpW(ib(τ ;ϕ, x)ξ)Aτ (u)
A0u = u , b(τ, ϕ, x) :=
β(ϕ, x)
1 + τβx(ϕ, x)
. (A.8)
Remark A.1. By an explicit computation it is easy to check that
∂τAτu = b∂xAτu+ bx
2
Aτu =: Op(a(τ, ϕ, x, ξ))Aτu , a(τ, ϕ, x, ξ) := ib(τ, ϕ, x)ξ + 1
2
bx(τ, ϕ, x) ,
where Op(a) is defined in (2.20). By using (2.21) one deduces the (A.8).
We first need to show that Aτ is well defined as map onHs.
Lemma A.2. Fix n ∈ N. There exists σ = σ(ρ, ν) such that, if ‖β‖γ,Os0+σ < 1, then the flow Aτ (ϕ) of (A.8) satisfies
for s ∈ [s0,S],
sup
τ∈[0,1]
‖Aτu‖γ,Os + sup
τ∈[0,1]
‖(Aτ )∗u‖γ,Os .s
(
‖u‖γ,Os + ‖b‖γ,Os+σ‖u‖γ,Os0
)
, (A.9)
sup
τ∈[0,1]
‖(Aτ − Id)u‖γ,Os + sup
τ∈[0,1]
‖((Aτ )∗ − Id)u‖γ,Os .s
(
‖β‖γ,Os0+σ‖u‖γ,Os+1 + ‖β‖γ,Os+σ‖u‖γ,Os0+1
)
.
For any |α| ≤ n,m1,m2 ∈ R such thatm1+m2 = |α|, for any s ≥ s0 there exist µ∗, σ∗, depending on |α|,m1,m2,
and δ = δ(m1, s) such that if ‖β‖γ,Os0+µ∗ ≤ δ, and ‖∆12β‖γ,Op+σ∗ ≤ 1 for p+ σ∗ ≤ s0 + µ∗, then one has
sup
τ∈[0,1]
‖〈Dx〉−m1∂αϕAτ (ϕ)〈Dx〉−m2u‖γ,Os .s,b,m1,m2 ‖u‖γ,Os + ‖β‖γ,Os+µ∗‖u‖γ,Os0 , (A.10)
sup
τ∈[0,1]
‖〈Dx〉−m1∂αϕ∆12Aτ (ϕ)〈Dx〉−m2u‖p .p,b,m1,m2 ‖u‖p‖∆12β‖p+µ∗ , m1 +m2 = |α|+ 1. (A.11)
Proof. It follows by Lemmata B.7, B.8, B.9 in [29]. 
We have the following.
Lemma A.3. Fix n ∈ N. There exists σ = σ(ρ) such that, if |f |γ,Om,s0+σ,α ≤ 1, with f in (A.3) or (A.4), then the flow
Φτ (ϕ) of (A.5) satisfies for s ∈ [s0,S], bounds like (A.9)-(A.11).
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Proof. The result for f(ϕ, x, ξ) as in (A.3) follows by the results in the appendix of [17]. For the case (A.4) one can
follow almost word by word the proof of Proposition 3.1 in [29] and use Lemmata 2.14, 2.15 and Remark 2.16 to pass
from the standard quantization (2.20) to the Weyl quantization in (2.15). 
Lemma A.4. Fix ρ ≥ 3 and p ≥ s0 then the following holds.
(i) There exist δ ≪ 1, σ1 := σ1(ρ, p) such that if
|f |γ,Om,s0+σ1,α ≤ δ (A.12)
then the following holds. Let Φτ be the flow of the system (A.5), then the flow of
∂τΨ
τu = Π⊥S [Op
W(if(τ ;ϕ, x, ξ))Π⊥S [Ψ
τu]] , Ψ0u = u , (A.13)
is well defined for |τ | ≤ 1 and one has Ψ1 = Π⊥SΦ1Π⊥S ◦ (Id +R) where R is an operator with the form
R(ϕ)w =
∑
|j|≤C
∫ 1
0
(w, gj(τ, ϕ))L2(T) χj(τ, ϕ) dτ , (A.14)
with ‖g(i)j ‖γ,Os + ‖χ(i)j ‖γ,Os .s 1. MoreoverR belongs to Lρ,p(O) and satisfies
M
γ
R(s, b) .s |f |γ,Om,s+σ1,α , M∆12R(p, b) .p |∆12f |m,p+σ1,α . (A.15)
(ii) Assume now that f ∈ Smk (recall Def. 7.3) and (7.1) holds. Then, for ε > 0 small enough, the result of item (i)
holds with an operatorR in Lkρ,p.
Proof. (i) By using Lemmata 2.14, 2.15 and Remark 2.16 we can follow the same strategy of the proof of Lemma
C.1 in [30]. For δ, σ1 such that the smallness condition (A.12) is satisfied , we have that the flow Φ
τ is well-defined
for |τ | ≤ 1. This follows by Lemmata A.2, A.3 (see also Lemmata B.7, B.8, B.9 in [29] for more details).
Let us defineΥτ as the flow of the following Cauchy problem
∂τΥ
τu = −(Ψτ∗Z)Υτu , Υ0u = u (A.16)
with
Zu := OpW(if(τ ;ϕ, x, ξ))ΠS [u] + ΠSOp
W(if(τ ;ϕ, x, ξ))Π⊥S [u] =
∑
j∈S
(
gj(τ), u
)
L2
χj(τ) +
∑
j∈S
(
g˜j(τ), u
)
L2
χ˜j(τ) ,
gj = χ˜j := e
ijx , χj = Op
W(if(τ ;ϕ, x, ξ)) eijx , g˜j := Π
⊥
SOp
W(−if(τ ;ϕ, x,−ξ))eijx .
(A.17)
Equation (A.16) is well posed on Hs since its vector field is finite rank. By an explicit computation, using (A.5)
and (A.16), we deduce that Ψτ = Π⊥S ◦ Φτ ◦ Υτ is well-defined on Hs and solves (A.13). In order to show that
Υτ − I is of the form (A.14) one can follows almost word by word the proof of Lemma C.1 in [30] using the estimates
(A.9)-(A.11) on the flow Φτ .
(ii) By the estimates on the symbol f ∈ Smk we deduce that (A.12) holds. The operator Z in (A.17) is in Lkρ,p (see also
Lemma C.7 in [30]) by using its explicit expression. By Taylor expanding the flow Ψτ in (A.13) one can also deduce
that the generator of the flow in (A.16) is in Lkρ,p. Then the result follows. 
As a consequence of Lemma A.4 we have the following
Lemma A.5. (i) Consider the operator
A := Π⊥S
(
ω · ∂ϕ +OpW(d(ϕ, x, ξ)) +Q
)
, d ∈ Sm′ , Q ∈ Lρ,p ,
and let Ψτ be the flow of (A.13). There exist δ ≪ 1, σ1 := σ1(ρ, p) such that if
|d|γ,Om′,s0+σ1,α +MγQ(s0 + σ1, b) ≤ δ
then the following holds. One has
Ψ1A(Ψ1)−1 = Π⊥SΦ
1A(Φ1)−1Π⊥S + R˜(ϕ) , (A.18)
where R˜ is a finite rank operator of the form (A.14) satisfying
M
γ
R˜
(s, b) .s |f |γ,Om,s+σ1,α + |f |γ,Om,s0+σ1,α(|d|γ,Om′,s+σ1,α +MγQ(s, b)) ,
M∆12R˜
(p, b) .p |∆12f |m,p+σ1,α(1 + Cp) , Cp := |∆12f |m,p+σ1,α +M∆12Q(p, b) .
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(ii) Assume that the generator f of the flow Ψτ of (A.13) is in Smk , and that d ∈ Sm
′
k′ , Q ∈ Lk
′
ρ,p. Assume also that
(7.1) holds. Then, for ε > 0 small enough, the result of item (i) holds true with a remainder R˜ in the class Lmax{k,k′}ρ,p .
Proof. (i) Formula (A.18) follows by Lemma A.4 to writeΨ1 = Π⊥SΦ
1Π⊥S ◦ (I+R). The estimates on the remainder
R˜ follow by reasoning as in the proof of Lemma C.2 in [30] and by using Lemmata 2.14, 2.15 and Remark 2.16 to
pass from the standard quantization (2.20) to the Weyl quantization in (2.15).
(ii) This item follows by using item (ii) in Lemma A.4, reasoning as in the proof of Lemma C.2 in [30] and using
Lemma 7.4 (instead of Lemma 2.15) to pass to the Weyl quantization. 
Remark A.6. The same result of Lemmata A.4, A.5 holds also in the case d(ϕ, x, ξ) is a matrix of symbols in Sm
′ ⊗
M2(C),m′ ≤ 0 andQ is a matrix of operators in Lρ,p ⊗M2(C).
A.2. Egorov Theory and conjugation rules. In this section we study how pseudo differential operators conjugates
under the flows in (A.8) and (A.5).
Notation. Consider an integer n ∈ N. To simplify the notation from now on we shall write, Σ∗n the sum over indexes
k1, k2, k3 ∈ N such that k1 < n, k1 + k2 + k3 = n and k1 + k2 ≥ 1.
Theorem A.7. (Egorov). Fix ρ ≥ 3, p ≥ s0, m ∈ R with ρ +m > 0. Let w(ϕ, x, ξ) ∈ Sm with w = w(ω, I(ω)),
Lipschitz in ω ∈ O ⋐ Rν and in the variable I. LetAτ be the flow of the system (A.8). (i) There exist σ1 := σ1(m, ρ)
and δ := δ(m, ρ) such that, if
‖β‖γ,Os0+σ1 < δ, (A.19)
then AτOpW(w)(Aτ )−1 = OpW(q(ϕ, x, ξ)) +R where q ∈ Sm and R ∈ Lρ,p(O). In particular
q(ϕ, x, ξ) = q0(ϕ, x, ξ) + q1(ϕ, x, ξ) , (A.20)
where q1 ∈ Sm−2 and (recall (A.7))
q0(ϕ, x, ξ) = w
(
x+ β(ϕ, x), ξ(1 + β˜y(1, ϕ, y))|y=x+β(ϕ,x)
)
. (A.21)
The symbol q0 has the form q0(ϕ, x, ξ) = p0(τ, ϕ, x, ξ)|τ=1 where p0 solves the equation
d
dτ
p0(τ) = {b(τ, x)ξ, ϕ, p0(τ)} , p0(0) = w(ϕ, x, ξ) . (A.22)
Moreover, one has that the following estimates hold:
|q|γ,Om,s,α ≤m,s,α,ρ |w|γ,Om,s,α+σ1 +
∗∑
s
|w|γ,Om,k1,α+k2+σ1‖β‖
γ,O
k3+σ1
,
|∆12q|m,p,α ≤m,p,α,ρ |w|m,p+1,α+σ1‖∆12β‖p+1 + |∆12w|m,p,α+σ1
+
∗∑
p+1
|w|m,k1,α+k2+σ1‖β‖k3+σ1‖∆12β‖s0+1 +
∗∑
p
|∆12w|m,k1,k2+α+σ1‖β‖k3+σ1 .
(A.23)
Furthermore for any s0 ≤ s ≤ S
M
γ
R(s, b) ≤s,m,ρ |w|γ,Om,s+ρ,σ1 +
∗∑
s+ρ
|w|γ,Om,k1,k2+σ1‖β‖
γ,O
k3+σ1
, 0 ≤ b ≤ ρ− 2 ,
M∆12R(p, b) ≤m,p,ρ |w|m,p+ρ,σ1‖∆12β‖p+σ1 + |∆12w|m,s+ρ,σ1
+
∗∑
p+ρ
|w|m,k1,k2+σ1‖β‖k3+σ1‖∆12β‖s0+σ1 +
∗∑
p+ρ
|∆12w|m,k1,k2+σ1‖β‖k3+σ1 , 0 ≤ b ≤ ρ− 3 .
(A.24)
(ii) Assume that β ∈ S0k , w ∈ Smk′ and that (7.1) holds. Then, for ε > 0 small enough, the result of item (i) holds for
q ∈ Smmax{k,k′} and R ∈ Lmax{k,k
′}
ρ,p .
Proof. (i) First of all we write Aτ := Aτ2 ◦ Aτ1 (recall (A.6)) where
Aτ1h(ϕ, x) := h(ϕ, x+ τβ(ϕ, x)), ϕ ∈ Tν , x ∈ T,
Aτ2h(ϕ, x) :=
√
1 + τβx(ϕ, x)h(ϕ, x) ϕ ∈ Tν , x ∈ T .
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The operator Aτ1OpW(w)(Aτ1 )−1 satisfies (A.20)-(A.24) by Theorem 3.4 in [29]. The same bounds are satisfied by
Aτ2OpW(w)(Aτ2 )−1 by explicit computations since A2 is a multiplication operator. Equation (A.22) follows by the
first step in the proof of Theorem 3.4 in [29].
(ii) The symbol q0 can be expanded in ε by using the equation (A.22) and the expansion on w and β. By the proof of
Theorem 3.4 in [29] one can see that the symbol q1 is constructed iteratively by solving transport equations similar to
(A.22) and hence one can conclude q1 ∈ Sm−2max{k,k′}. Again by Theorem 3.4 in [29] one sees that the remainderR has
the form
R = R(τ) =
∫ τ
0
Aτ1(As1)−1MAs1(Aτ1 )−1 ds , (A.25)
for someM ∈ Lmax{k,k′}ρ,p . Notice that the flow Aτ1 satisfies ∂τAτ1 = ∂xb(τ ;x)Aτ1 . Then we have R ∈ Lmin{k,k
′}
ρ,p by
Taylor expanding the flow Aτ1 and reasoning as in the proof of Lemma B.10 in [29]. 
Lemma A.8. (Conjugation of ω · ∂ϕ). Let Aτ be the flow of the system (A.8). (i) There exist σ1 := σ1(m, ρ) and
δ := δ(m, ρ) such that, if (A.19) holds, then
A1 ◦ ω · ∂ϕ ◦ (A1)−1 = ω · ∂ϕ − iOpW(g(ϕ, x)ξ)
where g ∈ S0, independent of ξ. In particular one has g(ϕ, x)ξ = p0(τ, ϕ, x, ξ)|τ=1 where p0 solves the equation
d
dτ
p0(τ, ϕ, x, ξ) = {b(τ, ϕ, x)ξ, p0(τ, ϕ, x, ξ)} + iω · ∂ϕb(τ, ϕ, x)ξ , p0(0) = 0 . (A.26)
Finally one has
|g|γ,O0,s,α ≤s,ρ,α|β|γ,O0,s+σ1,α+σ1 (A.27)
for all s0 ≤ s ≤ S. Moreover one has
|∆12g|0,p,α ≤p,α,ρ|∆12β|0,p+σ1,α+σ1(1 + |β|0,p+σ1,α+σ1) , (A.28)
where p is the constant given in Definition 2.10.
(ii) Assume that β ∈ S0k and that (7.1) holds. Then, for ε > 0 small enough, the result of item (i) holds with g ∈ S0k .
Proof. (i) One can reason essentially as in Lemma A.5 in [14]. (ii) One gets that g ∈ S0k by using the equation
(A.26). 
LemmaA.9. (Conjugation of a pseudo differential operator). LetΦθ(ϕ) be the flow of (A.5)with symbol f(ϕ, x, ξ)
in Sm withm ≤ 1/2, of the form (A.3) or (A.4). Let a = a(ω, I(ω)) in Sm′ depending on ω ∈ O ⋐ Rν and on I in
a Lipschitz way for somem′ ∈ R. (i) There exist σ1 := σ1(m,m′, ρ) and δ := δ(m,m′, ρ) such that, if
|f |γ,Om,s0+σ1,α+σ1 < δ , (A.29)
then
Φ1(ϕ)OpW(a(ϕ, x, ξ))(Φ1(ϕ))−1 = OpW(c(ϕ, x, ξ)) +R(ϕ) , (A.30)
where
|c|γ,Om′,s,α ≤s,ρ,α,m,m′ |a|γ,Om′,s+σ1,α+σ1(1 + |f |
γ,O
m,s0+σ1,α+σ1) + |a|γ,Om′,s0+σ1,α+σ1 |f |
γ,O
m,s+σ1,α+σ1 ,
M
γ
R(s, b) ≤s,ρ,m,m′ |a|γ,Om′,s+σ1,σ1 |f |γ,Om,s0+σ1,σ1 + |a|γ,Om,s0,σ1 |b|γ,Om′,s+σ1,σ1 ,
(A.31)
for all 0 ≤ b ≤ ρ− 2 and s0 ≤ s ≤ S. Moreover one has
|∆12c|m′,p,α ≤p,α,ρ,m,m′ |∆12a|m,p+σ1,α+σ1(1 + |f |m,p+σ1,α+σ1)
+ |a|m′,p+σ1,α+σ1 |∆12f |m′,p+σ1,α+σ1 ,
M∆12Rρ(p, b) ≤p,ρ,m,m′ |∆12a|m+1,p+σ1,σ1 |b|m′,p+σ1,σ1
+ |a|m,p+σ1,σ1 |∆12b|m′+1,p+σ1,σ1 ,
(A.32)
for all 0 ≤ b ≤ ρ− 3 and where p is the constant given in Definition 2.10. In particular the symbol c(ϕ, x, ξ) admits
the expansion
c = a+ {f, a}+ 1
2
{f, {f, a}}+ r , (A.33)
where r ∈ Sq where q = m′ + max{m − 3, 2m − 4, 3m − 3}. (ii) Assume that a ∈ Sm′k′ , f ∈ Smk and that (7.1)
holds. Then, for ε > 0 small enough, the result of item (i) holds with c ∈ Sm′max{k,k′} and Rρ ∈ Lmax{k,k
′}
ρ,p .
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Proof. (i) To study the conjugated operatorM := Φ1(ϕ)OpW(a(ϕ, x, ξ))(Φ1(ϕ))−1 we apply the usual Lie expan-
sion up to order L ≥ 1, i.e.
M = OpW(a(ϕ, x, ξ)) +
L∑
q=1
1
q!
adq
iOpW(f(ϕ,x,ξ))
[OpW(a(ϕ, x, ξ))]
+
1
L!
∫ 1
0
(1 − θ)LΦθadL+1iOpW(f(ϕ,x,ξ))[OpW(a(ϕ, x, ξ))](Φθ)−1dθ ,
(A.34)
where, given two linear operatorsM and B, we defined
adM [B] := [M,B] , ad
q
M [B] := [M, ad
q−1
M [B]] , q ≥ 1 .
By applying Lemma 2.19 we get (recall (2.44))
adOpW(if)[Op
W(a)] =
[
OpW(if), OpW(a)
]
= OpW
({f, a}+ r1) , r1 ∈ Sm+m′−3 ,
up to a smoothing operator in Lρ,p. Moreover (choosing ρ possibly larger)
ad2OpW(if)[Op
W(a)] = OpW({f, {f, a}}+ r2) , r2 ∈ S2m+m′−4 ,
up to a smoothing operator in Lρ,p. By induction, for k ≥ 3 we have
adkOpW(if)[Op
W(a)] = OpW(bk), bk ∈ Sk(m−1)+m′ ,
up to a smoothing operator in Lρ,p. We choose L in such a way that (L + 1)(1 − m) − m′ ≥ ρ and L + 1 ≥ 3,
so that the operator OpW(bL+1) belongs to Lρ,p. The integral Taylor remainder in (A.34) belongs to Lρ,p as well
by Lemma B.2 in [29]. The estimates (A.31)-(A.32) follows by using (2.34)-(2.37). (ii) The second item follows by
reason exactly as in item (i) but using the composition Lemma 7.5 instead of Lemma 2.18, 2.19. 
Lemma A.10. (Conjugation of ω · ∂ϕ). Let Φθ(ϕ) be the flow of (A.5) with symbol f(ϕ, x, ξ) ∈ Sm with m ≤ 1/2
of the form (A.3) or (A.4). Assume also that f = f(ω, I(ω)) depends ω ∈ O ⋐ Rν and on I in a Lipschitz way. (i)
There exist σ1 := σ1(m, ρ) and δ := δ(m, ρ) such that, if (A.29) holds then
Φ1(ϕ) ◦ ω · ∂ϕ ◦ Φ−1(ϕ) = ω · ∂ϕ − iOpW(c) +Rρ (A.35)
where c ∈ Sm and Rρ ∈ Lρ,p. In particular one has
|c|γ,Om,s,α ≤s,ρ,α,m |f |γ,Om,s+σ1,α+σ1 + |f |γ,Om,s0+σ1,α+σ1 |f |γ,Om,s+σ1,α+σ1 ,
M
γ
Rρ
(s, b) ≤s,ρ,m |f |γ,Om,s+σ1,σ1 + |f |γ,Om,s0,σ1 |f |γ,Om,s+σ1,σ1 ,
(A.36)
for all 0 ≤ b ≤ ρ− 2 and s0 ≤ s ≤ S. Moreover one has
|∆12c|m,p,α ≤p,α,ρ,m |∆12f |m,p+σ1,α+σ1 + |f |m,p+σ1,α+σ1 |∆12f |m,p+σ1,α+σ1 , (A.37)
M∆12Rρ(p, b) ≤p,ρ,m,m′ |∆12f |m+1,p+σ1,σ1 |f |m,p+σ1,σ1 , (A.38)
for all 0 ≤ b ≤ ρ− 3 and where p is the constant given in Definition 2.10. In particular the symbol c(ϕ, x, ξ) admits
the expansion
c = ω · ∂ϕf + 1
2
{f, ω · ∂ϕf}+ r , (A.39)
where r ∈ S2m−3 satisfies bounds as (A.36) and (A.37). (ii) Assume that f ∈ Smk and that (7.1) holds. Then, for
ε > 0 small enough, the result of item (i) holds with c ∈ Smk and Rρ ∈ Lkρ,p.
Proof. By using the Lie expansion (A.34) we have
Φ1 ◦ ω · ∂ϕ ◦ Φ−1 = ω · ∂ϕ −OpW(iω · ∂ϕf)−
L∑
k=2
1
k!
adk−1OpW(if)[Op
W(iω · ∂ϕf)]
+
1
L!
∫ 1
0
(1− θ)LΦθ
(
adLOpW(if)[Op
W(iω · ∂ϕf)]
)
(Φθ)−1dθ
and the lemma follows (both items (i) and (ii)) using Lemma 2.19, noting that f#Wρ ω · ∂ϕ − ω · ∂ϕ#ρf = 1i {f, ft}
plus a symbol of order 2m− 3 and reasoning as in the proof of Lemma A.9. 
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Lemma A.11. Fix ρ ≥ 3, consider a compact subset O ⋐ Rν and let R ∈ Lρ,p(O) (see Def. 2.10). Consider a
function β such that β := β(ω, i(ω)) ∈ Hs(Tν+1) for some s ≥ s0, assume that it is Lipschitz in ω ∈ O and I.
Let Aτ be the operator defined in (A.6). (i) There exists µ = µ(ρ) ≫ 1, σ = σ(ρ) and δ > 0 small such that if
‖β‖γ,Os0+µ ≤ δ and ‖∆12β‖γ,Op+σ ≤ 1, then the operatorM τ := AτR(Aτ )−1 belongs to the class Lρ,p. In particular
one has, for s0 ≤ s ≤ S,
M
γ
Mτ (s, b) ≤MγR(s, b) + ‖β‖γ,Os+µMγR(s0, b) , b ≤ ρ− 2 ,
M∆12Mτ (p, b) ≤M∆12Rτ (p, b) + ‖∆12β‖p+µMγRτ (p, b) , b ≤ ρ− 3 .
(A.40)
(ii) Assume that β ∈ S0k , R ∈ Lk
′
ρ,p and that (7.1) holds. Then, for ε > 0 small enough and ρ large enough, the result
of item (i) follows withM τ ∈ Lmax{k,k′}ρ′,p with ρ′ = ρ− 28 + 4max{k, k′}.
Proof. (i) It follows following word by word the proof of Lemma B.10 in [29] and using Lemma A.2. (ii)We Taylor
expand the flow Aτ by using (A.8). Notice that
∂ττAτ = OpW(b(τ, ϕ, x)ξ)2Aτ +OpW(∂τ b(τ, ϕ, x)ξ)Aτ .
Recalling β ∈ S0k , the (A.8) and using Lemma 7.5 we deduce
∂ττAτ = OpW(B(2)(τ, ϕ, x, ξ))Aτ +R(2) ◦ Aτ
where B(2) ∈ S2k and R(2) ∈ Lkρ,p. Using (A.8) one can prove inductively that
∂qτAτ = OpW(B(q)(τ, ϕ, x, ξ))Aτ +R(q) ◦ Aτ
where B(q) ∈ S2k and R(q) ∈ Lkρ,p, for 2 ≤ q ≤ 15− 2k. In conclusion we get that
Aτ =
14−2k∑
i=1
εiOpW(Ai(τ ;ϕ, x, ξ))+Op
W(A˜(τ ;ϕ, x, ξ))+
14−2k∑
i=1
εiRi+R˜+
∫ τ
0
(τ − σ)14−2k
(14− 2k)! ∂
15−2k
τ Aσ dσ (A.41)
where Ai ∈ Si, Ri ∈ Lρ,p have the form respectively (7.14), (7.17), A˜ ∈ S15−2k, R˜ ∈ Lρ,p satisfy estimates (7.15),
(7.18). Moreover, by assumption, we have R =
∑14−2k′
q=1 ε
qRq + R˜ with Ri as in (7.17) and R˜ satisfying (7.18).
Reasoning as in Lemma B.10 in [29] one can check that the operators
OpW(Ai(τ ;ϕ, x, ξ))Rq , RiRq
are (i+ q)-homogeneous remainder as in (7.17) belonging to Lρ′,p. Similarly one has that(
OpW(Ai(τ ;ϕ, x, ξ)) +Op
W(A˜(τ ;ϕ, x, ξ)) +Ri + R˜
)
R˜ ,
(
OpW(A˜(τ ;ϕ, x, ξ)) + R˜)Rq
belong to Lρ′,p and satisfy (7.18) with k  max{k, k′}. Reasoning in the same way one gets that (∂15−2kτ Aσ)R is in
L
max{k,k′}
ρ′,p . The inverse flow (Aτ )−1 admits an expansion similar to (A.41). Then the Lemma follows. 
Lemma A.12. Fix ρ ≥ 3, consider a compact subset O ⊂ Rν and let R ∈ Lρ,p(O). (i) There exist µ = µ(ρ),
σ = σ(ρ) and δ > 0 such that, if |f |γ,Om,s0+σ,α ≤ δ and |∆12f |γ,Op+σ ≤ 1, with f in (A.3) or (A.4), then the operator
M τ := ΦτR(Φτ )−1, where Φτ is the flow of (A.5), belongs to the class Lρ,p. In particular, for s0 ≤ s ≤ S, the
bounds (A.40) hold with ‖β‖γ,Os+µ and ‖∆12β‖γ,Op+σ replaced by |f |γ,Om,s+σ,α and |∆f |γ,Om,p+σ,α. (ii) Assume that f ∈ Smk ,
R ∈ Lk′ρ,p and that (7.1) holds. Then, for ε > 0 small enough, the result of item (i) follows withM τ ∈ Lmax{k,k
′}
ρ,p .
Proof. By Lemma A.3 we have that the flow Φτ in (A.5) satisfies the same bounds given in Lemma A.2. Then one
can reason as in Lemma A.11. 
APPENDIX B. TECHNICAL LEMMATA
B.1. Dirichlet-Neumann operator. Here we collect some results about the Dirichlet-Neumann operator. For more
details we refer, for instance, to [4], [52] and reference therein. We also remark that, in our context, we shall also
considerC∞ profile η(x). This is due to the fact that at each step of the Nash-Moser we perform a C∞-regularization.
Let η ∈ C∞. It is known that the Dirichlet-Neumann operator is (in the infinite depth case) a pseudo differential
operator of the form
G(η) := |D|+RG(η) , (B.1)
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where G(0) = |D| and the remainder RG(η) ∈ OPS−∞ (see Def. 2.12). The key result of this section is the
following.
Proposition B.1. (Dirchlet-Neumann). Assume that η(ω, ϕ, x), for ω ∈ O ⋐ Rν , is C∞ in the variables ϕ, x and
Lipschitz in ω. Then there exist constants σ = σ(s0), δ = δ(s0), s0 ≥ (d+ 1/2), such that, if
‖η‖γ,Os0+σ ≤ δ ,
then the Dirichlet-Neumann operator in (1.4) has the form (B.1) where RG(η) is a pseudo differential operator satis-
fying the following. For anym, s, α ∈ N there exists σ1 = σ1(m, s, α) such that
|RG(η)|γ,O−m,s,α .m,s,α ‖η‖γ,Os+σ1 . (B.2)
Let p ≥ s0 + σ, consider η1, η2 ∈ C∞ and set ∆12RG := RG(η1)−RG(η2). There exists δ(p) > 0 such that, if
‖η1‖p + ‖η2‖p ≤ δ1(p) ,
then, for anym,α ∈ N,
|∆12RG|−m,p,α .p ‖η1 − η2‖p .
Proof. One can deduce the result by following almost word by word the proof Proposition 2.37 in [17]. 
We also have the following.
Proposition B.2. (Tame estimates on the Dirichlet-Neumann). There exist σ = σ(s0) > 0, δ = δ(s0) > 0 such
that, if ‖η‖γ,Os0+σ ≤ δ, then, for all s ≥ s0
‖(G(η) − |D|)ψ‖γ,Os ≤s ‖η‖γ,Os+σ‖ψ‖γ,Os0 + ‖η‖γ,Os0+σ‖ψ‖γ,Os ,
‖(G′(η)[η̂]ψ)ψ‖γ,Os ≤s ‖ψ‖γ,Os+2‖η̂‖γ,Os0+1 + ‖ψ‖γ,Os0+2‖η̂‖γ,Os+1 + ‖η‖γ,Os+σ‖ψ‖γ,Os0+2‖η̂‖γ,Os0+1 ,
‖(G′′(η)[η̂, η̂]ψ)ψ‖γ,Os ≤s ‖ψ‖γ,Os+3(‖η̂‖γ,Os0+2)2 + ‖ψ‖γ,Os0+3‖η̂‖γ,Os+2‖η̂‖γ,Os0+2
+ ‖η‖γ,Os+σ‖ψ‖γ,Os0+3(‖η̂‖γ,Os0+2)2 .
Proof. It is Lemma 2.32 in [17]. 
Algebraic properties. One has that, setting f∨(x) := f(−x), the Dirichlet-Neumann operator satisfies
G(η∨)[ψ∨](x) = G(η)[ψ](−x) .
This implies that
B(η∨, ψ∨)(x) = B(η, ψ)(−x) , V (η∨, ψ∨)(x) = −V (η, ψ)(−x) .
Morever, if (η, ψ) satisfy
η(−t,−x) = η(t, x) , ψ(−t,−x) = −ψ(t, x) ,
then
B(η, ψ)(−t,−x) = −B(η, ψ)(t, x) , V (η, ψ)(−t,−x) = V (η, ψ)(t, x) .
The following Lemma is fundamental for our scopes.
Lemma B.3. Let η, ψ ∈ Sv be C∞ functions in the variables (ϕ, x) ∈ Tν+1. Then the following holds. (i) G(η)ψ ∈
Sv. (ii) V (η, ψ), B(η, ψ) ∈ Sv. (iii) One has(
− (v · ∂ϕG)(η) +G(η) ◦ ∂x − ∂x ◦G(η)
)
h = 0 , (B.3)
for any h ∈ Hs(Tν+1;R).
Proof. Since η, ψ ∈ Sv, Lemma 2.21 implies that v · ∂ϕψ + ∂xψ = v · ∂ϕη + ∂xη = 0. Then, using the “shape
derivative” formula in (3.9) we deduce(
v · ∂ϕ + ∂x
)
G(η)ψ = G(η)
[
v · ∂ϕψ + ∂xψ
]
+G′(η)
[
v · ∂ϕη + ∂xη
]
ψ = 0 . (B.4)
Then Lemma 2.21 implies item (i). Item (ii) follows by item (i) and formulæ (3.10) and (3.11). Reasoning as in
(B.4) we have
(v · ∂ϕG)(η)h = G′(η)[v · ∂ϕη]h , ∂x ◦G(η)h = G(η)h+G′(η)[ηx]h .
Then (B.3) follows using that η ∈ Sv. 
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Homogeneity expansion of the function V . We now compute an expansion in degree of homogeneity of V by
following the strategy used in section 3.2 in [14]. Recalling the good unknown map G in (8.1) ad the map Λ in (3.4)
we define
u :=
1√
2
|D|− 14 η + i√
2
|D| 14 (ψ − Bη) . (B.5)
Notice that the variable u is just the first component of ΛG−1[ ηψ ]. We have the following Lemma.
Lemma B.4. (Expansion of V ). The function V defined in (3.10) admits the expansion
V = (ψ −Bη)x + (|D|(ψ −Bη)x)η + V≥3 (B.6)
where V≥3 ∼ O(u3) is a cubic function in (η, ψ). In the complex variable (u, u) defined in (B.5), V can be expanded
as in (7.29), more precisely we have
V˜1 =
1
i
√
2
∂x|D|− 14 (u− u), (B.7)
V˜2 =
1
2i
(
|D| 34 ∂x(u− u)
)(|D| 14 (u + u)) . (B.8)
Proof. By (3.11) and using the expansion (3.13), we deduce B = |D|ψ up to a quadratic function in u. As a conse-
quence, by (3.10) and (B.5), we have
V = ψx −Bηx = (ψ −Bη)x + ∂x
(
(|D|ψ)η) − (|D|ψ)ηx
up to terms O2(η, ψ). Since Bη is O2(η, ψ) we get (B.6). The (B.7), (B.8) follow by passing to the complex variable
u in (B.5). 
Lemma B.5. (Coefficients of V˜1 and V˜2). The coefficients of the functions V˜1 and V˜2 in (B.7)-(B.8) are, for all
n ∈ Z \ {0}
(V˜1)
+
n = (V˜1)
−
n =
1√
2
n|n|−1/4 , (V˜2)+−n,n = (V˜2)−+n,n =
1
2
n|n| . (B.9)
Proof. By (B.7) and expanding in Fourier series the function u as
u(x) =
∑
n∈Z\{0}
un
einx√
2π
, un :=
1√
2π
∫
T
u(x)e−inx dx ,
we have
V˜1 =
1
i
√
2
∂x|D|−1/4(u− u) = 1√
2π
1√
2
∑
n6=0
n|n|−1/4uneinx + n|n|−1/4une−inx ,
which implies the expressions for (V˜1)
±
n in (B.9). By (B.8) we have
V˜2 =
1
4iπ
( ∑
j∈Z\{0}
|j| 34 (ij)ujeijx −
∑
j∈Z\{0}
|j| 34 (−ij)uje−ijx
)×
× ( ∑
j∈Z\{0}
|j| 14ujeijx +
∑
j∈Z\{0}
|j| 14uje−ijx
)
.
By collecting form the formula above the terms uj1uj2 and uj1uj2 we obtain
1
4π
∑
j1,j2∈Z\{0}
uj1uj2(V˜2)
+−
j1,j2
ei(j1−j2)x ,
1
4π
∑
j1,j2∈Z\{0}
uj1uj2(V˜2)
−+
j1,j2
e−i(j1−j2)x ,
(V˜2)
+−
j1,j2
:=
1
2
|j1| 34 |j2| 14 j1 (V˜2)−+j1,j2 :=
1
2
|j1| 34 |j2| 14 j1 .
Taking j1 = j2 = n or j1 = n = −j2 we obtain the (B.9) for the coefficients (V˜2)+−n,n, (V˜2)−+n,n . 
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B.2. Technical Lemmata of Section 11. Here we collects the proofs of some technical Lemmata appearing in the
paper.
Proof of Lemma 11.3. Proof of (11.9). Let us call j∗ the only component of ℓ such that ℓj∗ = 1. We first consider
the case σ = −σ′. We have that
|δ(1)σ,σ′,j,k(ℓ)| = |
√
|j∗|+ σ(
√
|j|+
√
|k|)|.
If σ = 1 then the lower bound is given by 3. If σ = −1 then by the momentum conservation we have that j + k = j∗,
and so |j|+ |k| − |j∗| ≥ 0. If j∗ 6= max1 then
|
√
|j|+
√
|k| −
√
|j∗|| ≥
√
|j| ≥ 1.
If j∗ = max1, suppose without loss of generality that j = max2, then by Remark 11.2
|
√
|j|+
√
|k| −
√
|j∗|| = (
√|j|+√|k|)2 − |j∗|√|j|+√|k|+√|j∗| ≥ 2
√|j||k|√|j|+√|k|+√|j∗| =
( √|j|√|j∗|
)
2
√|k|
(1 +
√
|k|+
√
|j|√
|j∗|
)
≥ 2
9
.
Now we consider the case σ = σ′. The only non-trivial case is when j = max1 and
δ
(1)
σ,σ′,j,k(ℓ) =
√
|j∗|+
√
|k| −
√
|j| =
√
|j∗| − |j| − |k|√|j|+√|k| .
By the momentum conservation (see (11.8)) we have that |j| − |k| ≤ |j − k| = |j∗|. If 2
√|j∗| ≤√|j|+√|k|, then
|δ(1)σ,σ′,j,k(ℓ)| ≥ 1/2. If
√|j|+√|k| < 2√|j∗| then
|δ(1)σ,σ′,j,k(ℓ)| > infj,k
1√|j|+√|k| =: C1(S)
indeed, by using that |j∗| ≥ ||j| − |k|| and |j| ≥ |j∗|
(
√
|j|+
√
|k|)|δ(1)σ,σ′,j,k(ℓ)| ≥
√
|j j∗| − |j∗|+
√
|j∗k| ≥
√
|j∗k| ≥ 1.
This implies the (11.9).
Proof of (11.10). By (11.7), (11.8) we have to bound from below the function√
|j1| ±
√
|j2| ±
√
|j3| ±
√
|j4| when j1 ± j2 ± j3 ± j4 = 0 ,
for all possible combinations of signs. We use the following notation: we write
max(p) := p−largest value among |j1|, |j2|, |j3|, |j4| .
Case (+,+,+). This case is trivial since
|
√
|j1|+
√
|j2|+
√
|j3|+
√
|j4|| ≥ max(3)1/2 . (B.10)
We have to consider the case when two indexes are in S and the other two are in Sc. Assume, w.l.o.g that max(3) =
|j1|. Then if j1 ∈ S the (B.10) implies the (11.10). If j1 ∈ Sc then there exists i = 2, 3, 4 such that ji ∈ S and
|ji| > |j1|. Then again we obtain the (11.10).
Case (+,+,−). We have
|
√
|j1|+
√
|j2|+
√
|j3| −
√
|j4|| = ||j1|+ |j2|+ |j3| − |j4|+ 2
√|j1j2|+ 2√|j2j3|+ 2√|j1j3||
|√|j1|+√|j2|+√|j3|+√|j4|| .
The momentum condition implies |j1| + |j2|+ |j3| − |j4| ≥ 0. Therefore the quantity above is bounded from below
bymax(3)1/2. We get the (11.10) as in the previous case.
Case (−,+,−). This is the most difficult case. Consider the function
ψ(j1, j2, j3, j4) =
√
|j1| −
√
|j2|+
√
|j3| −
√
|j4| ,
on the hyperplane j1 − j2 + j3 − j4 = 0. We claim that
either ψ = 0 or ji = −jk for some i, k ∈ {1, 2, 3, 4} ,
or |ψ| ≥ c
(max(3))9
,
(B.11)
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for some absolute constant 0 < c ≪ 1. The (B.11) implies the (11.10). Indeed if the lower bound holds the one
concludes as in the previous cases. If, for instance j1 = −j2 then, since ψ 6= 0,
|ψ| = ||j3| − |j4||√|j3|+√|j4| ≥ 1max{|j3|, |j4|}1/2 . (B.12)
By the choice of S in (1.23) it is not possible that both j1, j2 are in S. Hence we can assume j1, j3 ∈ S and j2, j4 ∈ Sc.
By the momentum and j1 = −j2 we deduce |j4| ≤ C(S). Then (B.12) implies the (11.10).
Proof of the Claim B.11. Assume thatmax(1) ≥ 100(max(3))3 and without loss of generality we assume max(1) =
|j1|, max(2) = |j2|. We write
ψ =
|j3| − |j4|√|j3|+√|j4| + |j1| − |j2|√|j1|+√|j2| . (B.13)
If j1 = j2 then ψ = 0. If j1 = −j2 then or ψ = 0 or |ψ| ≥ 1/(max(3))1/2 which implies the (11.10). If j1 6= j2 we
have, by (B.13),
|ψ| & ||j3| − |j4||√|j3|+√|j4| − |j1 − j2|√|j1|+√|j2| & 1(max(3))1/2 − 2max(3)max(1)1/2 & 12(max(3))1/2 ,
since max(1) ≥ 100(max(3))3. It remains to study the case max(1) < 100(max(3))3. In this case to get the (11.10)
it is sufficient to prove
|ψ| ≥ 1
10(max(1))N0
, (B.14)
for some N0 > 0. The (B.14) follows by Proposition 6.3 in [14].
Proof of (11.11). We prove the result for σ = σ′ = + which is the most difficult case. By a generic choice of the set
S one can assume that ω · ℓ 6= 0 for 0 < |ℓ| ≤ 6. Therefore one has that there is a constantK(S) such that
|ω · ℓ| ≥ 2K(S) ,
since |ℓ| ≤ 6. Moreover by the constraint in (11.8) we deduce that ||j| − |k|| ≤ C˜(S), for some C˜(S) depending on
the tangential sites in S. Then, by taking |j|, |k| ≥ C(S) := C˜2(S)/K2(S) and ε small enough we get (see (11.7))
|δ(p)σ,σ′,j,k(ℓ)| ≥ |ω · ℓ| −
||j| − |k||√|j|+√|k| ≥ 2K(S)−K(S)
which implies the (11.11). 
Proof of Lemma 11.6. If the operator B is bounded, then |(B)σ′,kσ,j (ℓ)| ≤ c for some constant c > 0. Since A
is almost-diagonal and it preserves the momentum, there exist two constants C1, C2 depending on S such that the
following holds: for all j, k such that (A)σ
′,k
σ,j (ℓ) 6= 0 we have C1 〈k〉 ≤ 〈j〉 ≤ C2〈k〉. Suppose that |j| ≥ |k|, then
c ≥ |(B)σ′,kσ,j (ℓ)| = |(A)σ
′,k
σ,j (ℓ)|〈j〉m 〈k〉m ≥ C−12 |(A)σ
′,k
σ,j (ℓ)|〈j, k〉2m.
This implies the thesis. Assume now that (11.12) holds. Then, since A is almost-diagonal it is easy to note that
|(B)σ′,kσ,j (ℓ)| ≤ C˜(S)|j − k|−1|ℓ|−ν−1. Therefore, for any v ∈ HsS⊥ , we have (using Cauchy-Schwarz)
‖Bσ′σ v‖2s
(2.2)
.
∑
k,p
|vk(p)|2〈k, p〉2s
∑
j,ℓ
〈j − k, ℓ− p〉2s|Bσ′,kσ,j (ℓ− p)|2 .s,S ‖v‖s ,
which implies the thesis. 
Proof of Lemma 11.7. Recall that q ∈ S−1/24 andQ ∈ L4ρ,p ⊗M2(C). Moreover (see (7.13), (7.16)) we have
q =
6∑
i=1
εiqi + q≥7 , Q =
6∑
i=1
εiQi +Q≥7 , Qi := OpW
[ iqi(ϕ,x,ξ) 0
0 −iqi(ϕ,x,ξ)
]
+Qi ,
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where qi, Qi, i = 1, . . . , 6, are respectively i-homogeneous symbols and operators as in (7.14), (7.17). By Lemma
A.4 in [29] we have that Q≥7 := Op
W(q≥7) +Q≥7 is Lip-(−1/2)-modulo tame with
M
♯,γ
Q≥7
(−1/2, s, b0) .s |q≥7|γ,Ω
2γ
∞
− 12 ,s+µ,α
+MγQ≥7(s, b) ,
M
♯
∆12Q≥7
(−1/2, p, b0) .p |∆12q≥7|− 12 ,p+µ,α +M∆12Q≥7(s, b)‖i1 − i2‖p+µ ,
(B.15)
for some µ = µ(ν) > 0 and b = s0 + b0. By estimates (7.15), (7.18) with k = 4 we have that the (B.15) imply the
(11.15).
By Remark 11.5 the operators Qi, i = 1, . . . , 6 are almost-diagonal and x-translation invariant. Moreover we have
that 〈D〉1/4(Qi)σσ〈D〉1/4 , is a bounded operator since (Qi)σσ = OpW(iqi) + Qi is a pseudodifferential operator of
order−1/2 plus a smoothing operator. The operator 〈D〉ρ/2(Qi)σ−σ〈D〉ρ/2 , is bounded since Qi ∈ Lρ,p. Then (11.14)
follows by Lemma 11.6. 
Proof of Lemma 11.10. Note that the operatorA given in (11.19) is well-defined by (11.11) in Lemma 11.3. Since
B is x-translation invariant, almost-diagonal, using Lemma 2.22 and formulæ (11.19), (11.8), it is easy to check that
also A is x-translation invariant, almost-diagonal. Moreover we have that B is Hamiltonian, i.e. B = iEB˜ with B˜
self-adjoint (it satisfies (2.50)). By Lemma 2.23 we have
B˜
σ,k
σ,j (ℓ) = B˜
σ,j
σ,k(−ℓ) , B˜−σ,−kσ,−j (ℓ) = B˜−σ,jσ,k (ℓ) .
Using the explicit expression of δ
(p)
σ,σ′,j,k(ℓ) in (11.7) one can check thatA is Hamiltonian. Passing to the coefficients
of the matrices we have that the left hand side of equation (11.20) is given by
−i δ(p)σ,σ′,j,k(ℓ)Aσ
′,k
σ,j (ℓ) +B
σ′,k
σ,j (ℓ) .
Then by definition (11.19) the equation (11.20) is verified. The (11.21) follows by Lemma 11.3, indeed the condition
max{|j|, |k|} ≥ C implies that |j|, |k| ≥ C(S) by the definition of C and the momentum relation (11.8). 
Proof of Lemma 11.11. We observe that(〈∂ϕ〉b0〈D〉1/2A〈D〉1/2)σ′,kσ,j (ℓ) = 〈ℓ〉b0〈j〉 12 〈k〉 12Aσ′,kσ,j (ℓ) .
Then it is easy to deduce the (11.23) by using that |ℓ| ≤ i and v · ℓ = σj − σ′k. Item (ii) follows by Lemma A.5 in
[29] where estimates for composition of modulo-tame operators are provided. Regarding item (iii) we have, by the
bounds in item (i), (ii),
M♯,γ
F
(s, b0) .s M
♯,γ
A
(s, b0)M
♯,γ
B
(s0, b0)ε
n(M♯,γ
A
(s0, b0))
n−1
∑
k−n≥0
εk−n
k!
(C(A))k−n
+M♯,γ
B
(s, b0)ε
n(M♯,γ
A
(s0, b0))
n
∑
k−n≥0
εk−n
k!
C(A)k−n .
Hence for ε small enough we get the bound (11.24). To prove (11.25) is sufficient to reason as above and using the
estimates of item (i) and (ii). 
Proof of Lemma 11.12. (i)We have that
C
σ′,k
σ,j (ℓ) =
∑
ℓ1,k1,σ′′
A
σ′′,k1
σ,j (ℓ1)B
σ′,k
σ′′,k1
(ℓ− ℓ1)−Bσ
′′,k1
σ,j (ℓ1)A
σ′,k
σ′′,k1
(ℓ − ℓ1) (B.16)
and we observe that when σ = σ′ then the matrices involved are 1/2-smoothing, if σ 6= σ′ then there is always an
out of diagonal component ofA orB that is ρ-smoothing. The sum in (B.16) is restricted to indexes (recallA, B are
almost-diagonal and x-translation invariant) satisfying
|j − k| = |v · ℓ| , |j − k1| = |v · ℓ1| , |k1 − k| = |v · (ℓ − ℓ1)| . (B.17)
First of all we have |j| ≤ |k|(1 + |v · ℓ|) ≤ |k|(1 + C(S)(i1 + i2)) . Therefore
|k|
(1 + C(S)(i1 + i2))
≤ |j| ≤ |k|(1 + C(S)(i1 + i2)) , ⇒ 〈j〉1/2〈k〉1/2 ≥ 〈j, k〉
(1 + C(S)(i1 + i2))
.
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Notice also that, fixed j and k, the cardinality of indexes ℓ1, k1 satisfying the constraints (B.17) is bounded by
K(i1)
ν−1C(S)(i1 + i2) ,
withK > 0 some absolute constant. Then, using the bounds (11.22) onA,B and the (B.16) we deduce (11.27) with
C(C) . C(A)C(B)(i1)
ν−1C(S)(i1 + i2)(1 + C(S)(i1 + i2)) .
(ii) By an explicit computation on can check
M
+
+ := [A
+
+,D++] , M−+ := A−+D−− −D++A−+ .
The bound on the coefficients ofM++ follows reasoning as in item (i). Using (10.7), (11.26) we have that the coeffi-
cients ofM−+ are
(M)−,k+,j (ℓ) = i
3∑
k=1
ε2km
(2k)
1/2 (
√
|k|+
√
|k|)A−,k+,j (ℓ) .
Then the second in (11.28) follows by the estimates (11.22) on the coefficients ofA−+. Item (iii) follows by item (ii)
using the estimates in (10.4), and by item (i) of Lemma 11.11. 
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