In order to use the Hess Structural Model to predict the need for certain cueing systems, George and Cardullo significantly expanded it by adding motion feedback to the model and incorporating models of the motion system dynamics, motion cueing algorithm and a vestibular system. This paper proposes a methodology to evaluate effectiveness of these innovations by performing a comparison analysis of the model performance with and without the expanded motion feedback.
I. Introduction
R ECENT research by Cardullo 1 et al (2006) significantly expanded the original Hess structural model by adding the vestibular paths as well as the models of the motion system and cueing algorithms. Figure 1 illustrates the expanded Hess model for both longitudinal and later channels. The highlighted boxes indicate the added motion feedback paths. Depending on which degree-of-freedom is being modeled, the expanded model utilizes models of otoliths or semicircular canals (SCC), which simulate motion perception in the translational and angular channels respectively. The motion feedback paths are then complemented by the motion platform dynamics and motion cueing algorithm. Platform dynamics is modeled by a second order transfer function (Eq.1): 
Where ω is the angular velocity and ω is the perceived angular velocity both in radians per second. The mathematical representation of the otoliths, used in the translational channel, was also developed by Telban et al (2005) and is given by:
Where Fp is the perceived specific force and F is the actual specific force resulting from the translational motion.
Parameters of all systems included in the enhanced Hess model are summarized in Table 1 . Parameters inherited from the original version of the model were tuned manually so that the frequency response of the model complied with the requirements set by the crossover model in terms of the crossover frequency and phase margin. 
Table 1. Parameters of the expanded version of the Hess structural model
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The overall performance of the model with added sensory modalities was considered to be satisfactory: the phase margin with added feedback sensory data was improved, which was supported by the experimental data Cardullo et al (2006) .
One of the main goals of this investigation was to automate the process of tuning/identifying parameters of the Hess structural model with the emphasis on control behavior of a given individual. This paper addresses this issue by presenting the description of the Automated Parameter Identification algorithm (APID) as well as the description of the application of APID to aid evaluating the effectiveness of the motion/vestibular system feedback of the expanded Hess structural model.
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II. Methodology
The methodology used during this investigation to evaluate effectiveness of the motion/vestibular system feedback is based on evaluating the ability of the Hess structural model to simulate the behavior of an actual pilot with and without the motion/vestibular feedback. First, APID is applied to identify parameters of the original version of the Hess model, in order to get as close as possible to the actual control behavior of a given pilot. In the second step the motion system is added. The resulting change in performance is evaluated by comparing PSD data of the actual and simulated control signals. During the third step of the methodology, APID is applied to the expanded version of the Hess model, where gain Km is identified along with other parameters of the Hess structural model. The performance of the optimized expanded version of the model is then evaluated again by comparing the PSD data of the simulated control signal against that obtained in the previous step.
III. Automated parameter identification algorithm
The Automated Parameter Identification algorithm can be described as an automated optimization algorithm ( Figure 2 ), which is searching for values of the identified parameters resulting in a maximum match between the actual and modeled operator control signals. The measure of "closeness" will be referred to as fitness of a particular combination of identified parameters of the model. The APID uses a genetic algorithm (GA) based optimization engine. This choice is dictated by several factors, which include: high rate of convergence, ability to deal with highly non-linear systems, and the ability to optimize a large number of parameters, which may or may not be related to each other.
Figure 2. General architecture of the proposed APID
A. Bit-Climbing Genetic Algorithm
This section describes in detail one of the implementations of a classical genetic algorithm, namely the bitclimbing algorithm (BCGA), which was chosen to be used in APID. It was developed by Davis3 (1991) and can be described as a modified hill-climbing algorithm with certain features adapted from the classical genetic algorithm. The BCGA uses binary representation of the string of estimated parameters and/or variables similar to the classical GA. However, unlike classical genetic algorithms, it requires only a single chromosome for operation. The name "bit-climber" is inspired by the fashion in which the algorithm manipulates individual bits of the chromosome. Davis discovered that BCGA converges to a solution from 3 to 23 times faster than a traditional GA, while maintaining an acceptable accuracy. Since computational efficiency is crucial for this research it was decided to use the BCGA instead of SGA or any other traditional GA. This was verified by implementing both BCGA and SGA in APID during preliminary research.
No
The bit-climbing algorithm begins with Generate initial constructing the initial chromosome. Unlike chromosome the classical GA, the BCGA uses only a single chromosome, rather than a generation of chromosomes. On the other hand, the BCA chromosome is composed of identified Generate bit-flip parameters, put in a binary string, similarly to schedule the classical GA. The initial chromosome is generated arbitrarily, i.e. there is no a-prior or "best guess" knowledge of the values of the The BCGA optimization routine (the outer loop of the BCGA) is repeated for 10 iterations, thus ensuring the convergence of the algorithm to a solution. It was observed, however, that the BCGA algorithm usually converges within first three iterations.
B. Metrics
This section discusses the theory and application underlining the metrics used to evaluate fitness of the chromosome generated by the BCGA. In genetic programming, fitness score can be defined as an objective measure of how close the solution is to its maximum or minimum. The term solution used here means the optimum combination of identified parameters of a given model. Therefore, fitness of the chromosome is evaluated by comparing actual and simulated control signals in the power spectrum domain. The following paragraph discusses details of computing power spectral density of the available control signals.
Power Spectral Density (PSD) of a control signal was chosen as an evaluation space for the control behavior since it allows quantifying the operator control activity in terms of the frequencies at which an individual operates as well as how much energy is spent at each frequency.
The theory of signal processing, stipulates, that it is possible to estimate the PSD of a finite length signal data set with the help of the Fast Fourier Transform (FFT). The aim of spectral estimation is to express the distribution (over the frequency range) of the power in a signal. The spectral density of a fixed random process x n is related to the correlation sequence by the discrete Fourier transform and is given by:
Where R x is the autocorrelation sequence and ω is the specified frequency point. Eq. 5 can be rewritten as a function of the actual frequency f as follows:
Where fs is the sampling frequency. The PSD is then defined as:
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In order to reduce the error in spectral estimates, the method of averaging of the estimates over multiple segments of data is used. Such a method is also known as "windowing." The original time history of the control signal is divided into a series of overlapping segments. Each segment is then weighted by the type of window used. In this analysis a Hamming window was used. This choice was dictated by the fact that it is superior to a strict rectangular window due to lesser side-lobe leakage. The length of each windowed segment was chosen to contain 1024 data points. Overlapping regions contain only 32 data points. The Fourier transforms are then calculated for every weighted segment of data, which is further averaged over the resulting ensemble of PSD estimates. The resulting "smooth" spectrum estimate is then defined as:
Where P x (.f) is the power spectrum computed for each data segment and U is the correction factor associated with the energy loss and is equal to 0.612; nx is the number of overlapping segments and is given by:
Where l wi n -time duration of the spectral window; rec l′ -length of the extended time-history that had been filled with the trim values; x .frac -overlap fraction [0;1] (the lower value corresponds to "no overlap" and the upper value corresponding to 100% overlap) The fitness of a chromosome is computed by calculating the root mean square error (RMSE) between the two power spectrum estimates (Eq.10):
In an attempt to quantify the fitness score space a benchmark score is introduced. The benchmark score is produced by executing the precision model, which is an extension of the McRuer crossover model.
IV. Control task
This section discusses an attempt to evaluate the effectiveness of the motion system feedback using actual data considered, with no additional delay in the system. Table 2 contains trim conditions of the simulated aircraft.
The control task that's being investigated in this paper can be described as compensatory tracking of the roll rate of the aircraft in the presence of the lateral wind disturbance. The pilot's task was to null the roll response of the aircraft due to the lateral wind. During experiments, the wind was simulated changing its direction clockwise as shown in figure 5.a. As the wind moves to the side of the aircraft it induces a sideslip angle of the aircraft. The latter causes the aircraft to roll due to dihedral effect. The side wind is also exerting some lateral force on the vertical tail of the aircraft thus contributing to the overall rolling motion of the aircraft (Figure 5.b) . The lateral component of the wind can be recorded and used as a disturbance signal, which acts upon the aircraft. The human operator in this case perceives the rolling rate of the aircraft and attempts to null the effect of such disturbance by controlling the aircraft and counteracting the wind induced rolling motion. Figure 6 contains the block-diagram of the resulting manmachine system.
Tail wind
Side wind 
Where coefficients of the numerator and denominator are the functions of the lateral-directional dimensional stability derivatives of an aircraft and are given by the systems of equation (12) and (13) respectively:
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Where the parameter q is the dynamic pressure and is equal to q = 1 ρ VP 2 Table 4 contains values of the dimensionless lateral-directional stability derivatives as well as geometrical parameters of an aircraft and flight conditions. The interface of the model allows choosing from a variety of predetermined control inputs, such as step, pulse doublet, sine wave etc. In addition to that, it is possible to feed any prerecorded, properly sampled external input as desired by the researcher. The modeled aircraft can be trimmed to virtually any flight conditions, including landing approach, cruise at low altitude, cruise at high altitude and so on. Recorded parameters match those recorded during actual simulation runs at the VMS research facility at NASA Langley research center. Availability of such interactive model of an aircraft allowed the derivation of the sought "side wind to roll rate" model by performing a standard parameter identification analysis based on the input-output data. The derivation process can be described as a four step process:
Step 1. Trim aircraft to the initial conditions corresponding to the landing approach conditions used during experiments at NASA.
Step 2. Feed the side wind external disturbance into the A/C model. Figure 7 graphically illustrates the side wind profile used during this derivation process. It is identical to that used during experiments at NASA. Step 4. Using Auto Regressive with eXternal (ARX) input model estimator, fit the available input/output data.
With the procedure described above, it was possible to derive the following transfer function relating the lateral component of the wind acting upon the vertical tail of the aircraft to the roll rate of the aircraft (Eq. 16): Application of the above described procedure to the control data from other pilots, who participated in the experiments demonstrate an average of 50% improvement in fitness score associated with introduction of the motion/vestibular system feedback along with re-tuning of the parameters with APID.
V. Results
VI.
Conclusions This study was primarily aimed at evaluating the effectiveness of the motion/vestibular feedback developed by Cardullo et al (2006) for the Hess structural model of the human operator. The presented evaluation procedure utilizes a novel automated parameter identification technique (APID), which was designed specifically to aid in identification of parameters of a given model of the human operator. APID identifies parameters, which produce the closest approximation of actual operator control behavior. The uniqueness of the proposed APID is in using a genetic algorithm based optimization engine to achieve such a goal. The choice was dictated by the versatility and computational efficiency of genetic algorithms. There is also no obvious restriction on the number of identified parameters as well as there is no explicit requirement for them (parameters) to be related or influence each other.
The proposed evaluation procedure was based on applying APID to tune parameters of the Hess model in order to model the control behavior of a certain individual. The actual data used during evaluation was obtained at NASA LaRC VMS research facility. Experiments were conducted with the active motion system. It was demonstrated that the Hess structural model is capable of close approximation of the actual control activity when it is enhanced by the motion/vestibular system feedback. Addition of the motion system feedback resulted on average a 50% increase in model performance.
Further research in this direction may potentially contribute to answering the classical question whether one needs motion when simulating a certain control task.
