We consider a spatial crowdsourcing scenario where (1) a worker is traveling on a preferred/typical path within a road network where (2) there is a set of tasks, each associated with a positive reward, available to be performed and (3) that the worker is willing to possibly deviate from his/her preferred path to perform tasks as long as (4) he/she travels at most a total given distance/time. We name this the In-Route Task Selection (IRTS) problem and investigate it using the skyline paradigm in order to obtain a set of diverse solutions yielding good combinations of detour and reward. Given the NP-hardness of the IRTS problem we present a heuristic approach that produces solutions with good values of precision and recall for problems of realistic sizes within practical query processing time.
INTRODUCTION
Spatial crowdsourcing consists of location-specific tasks, submitted by requesters, that require people to physically be at specific locations to complete them, e.g., taking pictures of a certain location. Tasks are assigned to suitable workers based on a particular objective, such as maximizing the number of assignments.
Traditionally, in the cases where a worker is assigned to multiple tasks, the travel cost between tasks is not typically taken into account. However, depending, for example, on the worker's time/distance budget, that cost directly affects the number of tasks the worker will be able to perform. Differently from any work that we are aware of, we consider a scenario where a worker is traveling along a preferred path and he/she is willing to possibly perform tasks while on that path. On the one hand, it would make sense to consider performing tasks that minimize the detour from the Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SIGSPATIAL '18, November 6-9, 2018, Seattle, WA, USA © 2018 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-5889-7/18/11. https://doi.org/10.1145/3274895.3274981 preferred path. On the other hand, considering that each task is associated with a reward, it would also make sense to maximize the total reward received for performing tasks. We name this the In-Route Task Selection (IRTS) problem. The novelty and non-trivial complexity of this problem comes from the fact that there are two competing criteria to be optimized at the same time: deviation from the preferred path and reward from completing tasks.
More formally: Given a preferred path P * of a worker in a road network, a budget b and a set of geographically located tasks T , the IRTS problem aims at maximizing the total reward received by the worker while minimizing the total detour from P * incurred for traveling to the location of tasks, considering that the total traveling cost does not exceed b.
It is easy to see that a single route does not typically minimize detour and maximize reward at the same time. In order to deal with this problem we determine all results that are optimal under any arbitrary combination of the two criteria, by relying on the notion of skyline queries [2] , as objects in a skyline set are not dominated by any other object. An object o i is dominated by another object o j if, for each criterion, o i is at most as good as o j , and, for at least one criterion, o j is strictly better than o i .
As an example, consider the scenario shown in Figure 1 . Assuming that the budget b = 21. Table 1 shows the feasible routes (along with their detours and rewards) based on Figure 1. Figure 1 with their corresponding rewards and detours, and whether they are dominated and by whom.
Path Reward Detour Dominated by
Considering the skyline paradigm, path P 1 is dominated by path P 4 , since both of them yield the same detour, but P 4 has a higher reward. Similarly, P 3 is also dominated by P 4 since P 4 is better than P 3 in both criteria. On the other hand, paths P 2 and P 4 are non-dominated, since none of them is better than the other in terms of both criteria. Therefore, P 2 and P 4 are equally interesting and should be offered as alternatives to the user, who can decide how to prioritize the trade-off between deviation and the reward.
Within this context the main contribution in this short paper 1 is an effective heuristic approach that can be used to solve large instances of the IRTS problem efficiently.
RELATED WORK
The literature in spatial crowdsourcing presents many different ways to assign tasks to workers, for instance, maximizing the number of assigned tasks (e.g., [10] which considers workers have a "reachability" region), maximizing a given matching score, (e.g., [3] which aims at maximizing expected answer quality for a worker w and task t), or minimizing the total amount of reward paid out by requesters, while maximizing the number of assignments (e.g., [5] ).
Differently from the works above, [6, 7] take the travel cost between tasks into account, as we do. However, we assume that a worker is willing to perform tasks while traveling along a predetermined path but likely without deviating too much from it.
The IRTS problem can be also seen as an interesting combination of two seemingly unrelated problems: In-Route Nearest Neighbor (IRNN) [9] and the Orienteering Problem (OP) [8] . The main differences between IRTS and the IRNN and OP are the following. IRNN considers deviating towards one single POI, while IRTS considers multiple tasks. (In fact, IRTS can be seen as a generalization of the IRNN problem.) The OP problem does not consider the notion of trade-off between travel cost and rewards at all, and in this respect IRTS can be considered a non-trivial extension to OP.
Finally, Cheng et al. [3] study the reliable diversity-based spatial crowdsourcing problem in which there are two criteria to be optimized simultaneously: reliability and diversity. They also rely on the notion of dominance but return only the one solution that dominates the most solutions, whereas we provide the worker with choices by returning the optimal skyline set of solutions.
PRELIMINARIES
We assume that the worker's movement is constrained by an underlying road network, which is modeled as a graph G(V , E, C), where V is a set of vertices, E is a set of edges and C indicates the costs of edges in E. In our case, the cost of an edge connecting vertices v i and v j is given by the length of the corresponding road network segment c(v i , v j ). A worker w is an individual who is willing to perform tasks in exchange for rewards while traveling along his/her preferred path.
We assume that all tasks are located on vertices of the network. We further assume that every vertex v has a reward r (v) where r (v) = 0 if v does not represent a task or r (v) > 0, otherwise. In what follows we make use of the following definitions:
• A path P i in G is a sequence of directly connected vertices.
• The preferred path of a worker is a particular path denoted as
• Given a path P i its travel cost TC(P i ) is given by the sum of the costs of the edges in it.
1 Please refer to [4] for the full version of this paper.
• Given a path P i and the preferred path P * , the detour cost of P i wrt P * , DC(P i , P * ), is defined as the sum of the costs of the edges in P i that do not belong to P * . • Given a path P i its reward R(P i ) is given by the sum of the rewards of the vertices in it. Finally, we assume that a worker is willing to deviate from P * as long as the total travel cost of the new path, i.e., including any necessary detour, is not larger than a given budget b. Towards that goal, we leverage on the notion of skyline queries in order to provide the user with a set of good alternative paths that offer different trade-offs between detour and reward. The skyline set for the IRTS problem is defined as follows. Let P be a set of paths in a two-dimensional cost space. A path P i ∈ P dominates another path P j ∈ P, denoted as
That is, P i is better in one criteria and at least as good as P j in the other one. The set of non-dominated paths, i.e. {P i ∈ P | P j ∈ P : P i ≺ P j }, denotes the skyline.
The IRTS problem can now be finally defined as follows: Given a worker w with his/her corresponding preferred path P * and budget b, and a set of available tasks T (embedded in some vertices of the network G), the IRTS problem aims at finding the set of all nondominated paths from s to d, that contain at least one task t i ∈ T and whose travel cost does not exceed b.
PROPOSED APPROACHES
A straightforward approach to solve the IRTS problem is to find all possible paths from s to d and add the non-dominated ones to the skyline set. However, given IRTS's NP-Hardness [4] this approach is not feasible even for small instances. Therefore, we propose an exact approach that finds the set of all non-dominated paths by applying a number of provably correct pruning strategiesin order to shrink the search space followed by a heuristic that approximates the exact skyline 2 .
Exact Solution
In order to find the exact skyline we follow an approach based on Dijkstra's algorithm, but where vertices may need to be expanded more than once. We assume that paths from s are maintained in a queue Q and are expanded in increasing order of detour. Given a dequeued path P i , extending it with a vertex v does not lead to non-dominated paths, meaning it can be safely pruned, if one of the following conditions is satisfied:
(P1) P i does not contain any tasks and v already belongs to P i . (P2) P i contains at least one task and v already appears in P i after the last visited task t j ∈ P i . For instance, consider path P = {s, v 1 } in Figure 1 . Although s is a neighbor of v 1 , the path P ′ = {s, v 1 , s} can be pruned, according to (P1), since returning to s would just increase the cost of the path without visiting any tasks. Let us now consider path P = ⟨s, v 1 , t 2 , v 1 , v 2 ⟩. Extending it with v 1 , which would be feasible, does not help since v 1 has already been visited after task t 2 , i.e., there can be no gain from returning to v 1 . Therefore, P = ⟨s, v 1 , t 2 , v 1 , v 2 , v 1 ⟩ can be pruned according to (P2).
We note that by considering only the path that yields the minimum detour for a given set of tasks, we could ignore paths that are part of the skyline set. Likewise, it is not correct to prune paths just because another path including the same tasks but with a smaller detour has been found before. Nonetheless, there are cases described by the following condition where those paths can be correctly pruned.
(P3) Let P i be a path dequeued from Q and assume that the last vertex visited in P i is a task t n i . P i can be pruned if another path P j containing the set of tasks in P i , say, {t 1 i , t 2 i , . . . , t n i }, in this particular order, has already been found with smaller or equal travel cost.
For instance, consider path P i = ⟨s, t 1 , v 3 , v 1 , t 2 ⟩ (from Figure 1) with detour 13 and cost 13. Since paths are removed from Q in increasing order of detour, the path P j = ⟨s, t 1 , s, v 1 , t 2 ⟩ with detour 8 and cost 13 has been previously found. As both P i and P j include tasks t 1 and t 2 , in this order, P i can be pruned because its travel cost is the same of P j and it yields a greater detour than P j .
Lastly, a path P i can also be pruned if its current cost plus the Euclidean distance from its last vertex v i n to the destination d exceeds the budget. This can be stated as follows:
Considering the above, we now present the main idea of our proposed algorithmthat provides an exact solution to the IRTS problem. The paths from s are expanded in increasing order of detour and stored in the queue Q. At each step, a path P is dequeued and we first check if P is a non-dominated path to d. If so, it is added to the skyline set S. Otherwise, we check whether pruning condition (P3) applies to P. If not, P is expanded and the new paths obtained are inserted into Q if conditions (P1), (P2) and (P4) are not satisfied.
Heuristic Solution
Due to the complexity of the IRTS problem, the exact approach does not scale to any but very small sized instances. Therefore, we developed a heuristic that approximates the exact skyline by prioritizing the path that yields the minimum detour for a given sequence of tasks.
The proposed heuristic is based on a graph of tasks TG(V ′ , E ′ ), where the set of vertices V ′ includes s, d and a subset of "feasible" tasks in T . An edge e ∈ E ′ connecting two vertices v and u in TG represents the path in G between v and u that yields the minimum detour and is associated with detour cost d(v, u, P * ) w.r.t. the preferred path P * and travel cost c(v, u). The set of vertices V ′ and edges E ′ are built as follows. First s and d are added to V ′ . Next, we find all the paths P i from s, in increasing order of detour, to any task t i ∈ T such that TC(P i ) ≤ b. Then, for any such t i , we add t i to V ′ and create an edge (s, t i ). We repeat this process for each t i and create an edge between t i and any other task t j that can reached from t i with cost at most b − c(s, t i ). Lastly, we connect every task in V ′ to d. Figure 2 illustrates the task graph TG obtained from G in Figure 1 . For instance, the path in G from s to t 2 that yields the minimum detour has a total detour cost of 2 and travel cost equal to 7. In order to build TG we execute Dijkstra's algorithm up to |T | + 1 times in G, once for s and at most once for each task in T . Our proposed heuristic, named Detour Oriented Heuristic (DOH), aims at finding all non-dominated paths in TG in increasing order of detour. Paths are expanded from s and pruned if their travel cost exceed the given budget. For the graph TG shown in Figure 2 , DOH would first find path P 1 = ⟨s, t 2 , d⟩ with detour 4 and travel cost 19. Since P 1 is not dominated, it is added to S. Next, path P 2 = ⟨s, t 3 , d⟩ is found with detour 4 and travel cost 19. Since its reward is greater than that of P 1 and both paths yield the same detour, P 2 is added to S and P 1 is removed (as it is dominated by P 1 ). Then, path P 3 = ⟨s, t 1 , d⟩ is found with detour 6 and cost 21. Since it is dominated, it is discarded. We note that DOH is a heuristic approach, i.e., it is not guaranteed to produce exact results. Particularly, in this example, it would not find path P = ⟨s, t 2 , t 3 , d⟩, which is part of the exact skyline. The travel cost of P in TG is equal to 23, which exceeds the budget b = 21, meanwhile it would be possible to find a path including t 2 and t 3 in the original graph G within the budget. Fortunately, our experimental results suggest it is actually rather effective.
EXPERIMENTS
We evaluated the performance of our approaches, as well as the accuracy of the approximation algorithm, varying several parameters and using the road network for Oslo (∼305k vertices and ∼330k edges) as of March/2017 [1] . In order to have a somewhat realistic set of task locations, which could affect query processing time adversely, we use the location of nearly 1,000 eateries in Oslo as locations of (pseudo) tasks. 
Parameter Range
Cost of preferred path (km) 0.5, 1, 2.5, 5, 10 Budget (w.r.t. TC(P * )) b 110%, 125%, 150% Number of tasks |T | 10, 20, 40 Table 2 shows the parameters varied in our experiments. The preferred path's cost ranges from 500 m to 10 km. Even though any path could we used, for simplicity we consider that the shortest path between two locations is the traveler's preferred path. We assume that the travel budget is between 10% and 50% longer than the corresponding preferred path. Inspired by the experiments in [6] , we also varied the number of tasks, |T |, available to the worker between 10 and 40 tasks randomly selected (offline) among all tasks that can actually be completed within the given budget. If there are less than the desirable number of tasks we use only those that are feasible. Finally, the following is just a summary of the more thorough investigation presented in [4] .
The exact (EXACT) approach is only practical for small instances, thus we only report efficiency results for a short preferred path of 500 meters. In order to compare DOH w.r.t EXACT in terms of effectiveness, we evaluated its recall, i.e., the percentage of nondominated solutions (the skyline set), as well as its precision, i.e., percentage of non-dominated solutions in their result sets. EXACT required 132 seconds, while DOH required only a few milliseconds to solve the same problem, which confirms that EXACT is not a practical alternative for any non-trivially sized problem. In terms of effectiveness DOH found at least 80% of the exact skyline, while only around up to 5% of the sets were dominated. In other words, DOH was quite effective and much more efficient wrt EXACT.
Since EXACT is not feasible for larger instances, we can only report DOH's scalability in terms of average processing time of DOH when varying, one at a time, the parameters shown in Table 2 .
Effect of the cost of the preferred path. Table 3 shows that, as expected, DOH's processing time increases with the path length, since more tasks will tend to be around a longer path. Moreover, a longer path also means a greater budget. This, in turn, implies that more tasks can be performed in sequence, which potentially leads to an increase in the number of paths expanded by DOH. Effect of the budget. As expected and shown in Table 4 , DOH's processing time increases with the budget, simply because there are more feasible tasks to be considered within the given budget. However, note that increasing the budget, for paths with length 2.5km, tends to include lesser new tasks than when compared to increasing the path length to 5k or 10km. Moreover, the number of tasks that can be performed in sequence is also not as high. This explains why the processing time does not increase as fast as in the experiment where the path length was varied. Effect of |T |. Table 5 shows that DOH is greatly affected by the number of tasks. This is due to the high number of permutations of tasks that it may check when looking for non-dominated paths. Effect of other parameters. In addition to the parameters discussed above, we also varied the size of the network (by using data from Amsterdam and Berlin, respectively smaller and larger than Oslo's), the distribution of rewards paid out to workers and the distribution of tasks. When varying networks, we found that the more concentrated the tasks are, the greater the probability of more tasks are included within the budget, which increases query processing time. We found that DOH's processing time is not sensitive to the variation of distributions of rewards. When varying how clustered the distribution of tasks were we observed that the processing time tends to decrease with the number of clusters.
CONCLUSION
In this short paper we presented the IRTS problem, a new variation of the spatial crowdsourcing problem where the worker is on a preferred path and is willing to consider the trade-off between a limited detour and rewards collected by completing tasks during such detour. We investigated this problem using a skyline approach, and given IRTS's NP-hardness, we proposed a heuristic solution. Our experimental results, using a real dataset at the city scale, showed that our proposed heuristic can obtain very good solutions for IRTS instances of realistic size often requiring sub-second processing time, making them solutions of practical interest. A direction for future work is to incorporate the temporal dimension into IRTS, e.g., by considering not only travel time but also the time to complete tasks and considering an upper-limit to travel time.
