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Abstract
OPTIMAL POWER ALLOCATION FOR ENERGY EFFICIENT MIMO RELAY
SYSTEMS IN 5G WIRELESS COMMUNICATION
Md R. U. D. Rajib
Wireless communication has undergone a significant growth to meet the unexpected demand
of wireless data traffic over the past two decades. As manifested by the revolution of the third
and fourth generations and long-term evolution advanced (LTE-A), engineers and researchers have
been devoted to the development of the next-generation (5G) wireless solutions to meet the antic-
ipated demand of 2020. To this end, cooperative relay communication has been introduced as an
enabling technology to increase the throughput and extend the coverage of the broadband wireless
networks. Decode-and-forward (DF) has been known as an effective cooperative relaying strategy
for its outstanding features. On the other hand, merging massive multi-input-multi-output (MIMO)
with cooperative DF relay is considered as a key technology for 5G wireless networks to improve
the quality-of-service (QoS) in a cost-effective manner. The objective of this thesis is to establish
and solve a power allocation optimization problem for energy efficient multi-pair DF relay systems
integrated with massive MIMO.
The first part of the thesis is focused on a constrained optimization problem to minimize the total
transmit power for each transmission phase of the DF relay. Due to the non-convexity characteristic,
the objective function is approximated as a convex function by means of complementary geometric
programming (CGP) which is then solved by a sequence of geometric programming (GP). A lower
bound of average SINR is also introduced by adopting the MMSE channel state information (CSI)
to relax the constraint functions in the standard GP form. Finally, we proposed a homotopy or con-
tinuation method based algorithm to solve the optimization problem via popular CVX optimization
toolbox. MATLAB simulations are conducted to validate the proposed algorithm.
iii
In the second part, another optimization problem is presented for the entire two-hop transmis-
sion of the DF relay to improve the global energy efficiency (GEE) under different channel con-
ditions. Here, we estimate the channel by maximum likelihood (ML) criterion and investigate a
closed-form expression of GEE. Further, GEE is approximated in a convex form by applying CGP
due to the difficulty arising from the non-convexity and a lower bound of the average SINR expres-
sion is also derived to relax the constraint functions in the GP problem. Numerical results showing
a detailed comparison of GEE under ML and MMSE channel estimation conditions and the perfor-
mance improvement from the proposed algorithm are provided.
iv
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Wireless technologies have undergone a remarkable growth over the last decades. With the
fast deployment and commercial operation of 4G systems, technologists worldwide have been de-
voted to explore next-generation wireless solutions to meet the anticipated demand in the 2020 era
for the explosive growth of data traffic [1]. For instance, wireless data traffic demand increases
dramatically due to cellular systems, data networks and wireless local area networks (WLAN) for
business, home, and environmental applications. Also, a lot of new services are fast emerging in-
cluding e-health, e-banking, e-learning, and so on [2]. This exponential growth of data traffic and
the demand for ubiquitous connectivity have given rise to a serious carbon emission problem and
made communication technologies very challenging [2], [3]. Hence, telecommunication researchers
and engineers are currently working towards 5G wireless communication systems to design energy
efficient wireless network architectures to address the aforementioned future technical challenges.
Therefore, energy efficiency (EE) has been accepted as an important design metric of 5G mobile
communication systems [1], [4]-[5].
1.1.1 Fundamental Concepts of MIMO Relaying
One of the fundamental challenges of wireless communication is the low reliability of wireless
channels. This pertains to the channel impairment due to multipath, fading, and shadowing, which
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is caused by receiving different versions of the source signal from different paths. The propagation
paths result from scattering, reflection, and diffraction of the transmitted signals by objects in the
environment [6], such as buildings, trees, etc. Therefore, the capacity of a wireless channel has a
high variability.
In conventional techniques, the wireless channels are exploited in time and frequency dimen-
sions for increasing data rate, enhancing link-reliability, and reducing energy consumption [7]. Nev-
ertheless, these techniques are approaching their fundamental limits or providing only marginal
performance improvements. Meanwhile, the spectrum resource over a wireless channel is limited,
and the required spectrum has increased as a consequence of large demand of high data rate ser-
vices. Therefore, the use of the limited frequency resource to satisfy the quality of service (QoS)
requirements has restricted the cellular coverage. The traditional techniques of extending coverage
and improving the data rates include network densification which is to deploy more base stations
to serve in smaller cells. Nevertheless, this approach in effect drives up deployment cost signif-
icantly. As a remedy to this problem as well as to circumvent the challenge in next-generation
wireless networks, cooperative relaying has been developed [8], [9]. Cooperative relaying is to ex-
tend the coverage of a base station (BS) by deploying single or multiple relay stations around BS
[8]. It has already been accepted by several standards, e.g., IEEE 802.11s, IEEE 802.16j, and LTE-
A as a promising technique to expand the coverage, reduce the power consumption and achieve
energy-efficient transmission [9]. There is another technology called very large scale antenna array
or massive MIMO which has been identified as one of the efficient technology directions for fifth
generation (5G) wireless standards [10]. Merging the massive MIMO with cooperative relaying is
considered as a new wireless architectural design which plays a key role for next-generation wire-
less standards. It is developed to meet the unprecedented increasing demand for faster, reliable and
seamless wireless connectivity.
The concept of transmitting a signal between two communication terminals using a relay system
(R) has first appeared in the year 1970 [11]. However, relay systems came into focus only in the
last decades as employed in multi-carrier relay and next-generation wireless communication, where
relay nodes receive the source signal and re-transmit it to the destination based on some protocols.
Relays can be mobile terminals (user terminals) or fixed terminals known as infrastructure relays.
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Figure 1.1: Two-hop relay system.
When there is only one relay node assigned to cooperate the communication between the source
and the destination, it is called a two-hop single-relay system. In a two-hop one way relaying
communication system as shown in Figure 1.1, the general operation can be divided into two phases.
In the first phase, the source (S) transmits the signal to the relay node if there is no direct connection
between source to destination. During the second phase, the relay forwards the received signal to
the destination (D) node through an orthogonal (non-interfering) channel, while the source keeps
silent. The destination node received the signals transmitted from relay system and combined the
signals to improve the signal to interference plus noise ratio (SINR).
The single-antenna relay networks are capable of expanding coverage and enhancing the link
reliability, but they may not be able to increase the data rates. Multiple-antenna or MIMO relay net-
works are the natural generalization of single antenna relay network for multiple-antenna terminals
[12], [13]. In MIMO relaying, the spatial dimension of the wireless channels is exploited by sending
multiple-streams of data signals via multiple-antennas over multiple-relayed hops. Thus, MIMO re-
lay networks can simultaneously benefit from relaying and MIMO technology. Specifically, MIMO
relaying can provide some unique benefits, which would not necessarily be achieved by using either
relay or MIMO technology separately. For instance, MIMO relay networks can provide diversity
against large-scale fading or shadowing, which cannot be mitigated purely with colocated anten-
nas. Due to these advantages, MIMO relaying techniques have recently gained significant research
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interest and are being investigated for emerging next-generation wireless standards [14], [15].
1.1.2 Classification of Relay Schemes
A variety of relay schemes have been proposed as systematically reviewed in [16]. According
to the processing functionality of relay node, the cooperative communication scheme can be divided
into two major categories:
• Transparent relaying techniques
• Regenerative relaying techniques
Transparent relaying techniques
In this approach, the relay system mainly performs simple power scaling and/or phase rota-
tion, i.e., a linear transformation of a signal received at relay. Among the transparent techniques,
amplify-and-forward (AF) attracts most of the attention in relay system considerations. One of the
key parameters in AF relaying design is the amplifying gain. There are two widely used types of
amplifying gains such as variable gain and fixed gain. Variable gain depends on the instantaneous
channel fading of the received path to choose the amplification gain, and fixed gain is constant and
depends on the fading channel statistics [17]. In AF relaying, relay system receives a signal from
the source, amplifies it either with a fixed gain (FG) or a variable gain (VG) and then forwards it to
the destination.
Regenerative relaying techniques
This technique includes alternation of a signal waveform and/or its information content, i.e., the
nonlinear transformation of a signal received at relay system. Decode-and-forward (DF) is a typical
example of the regenerative relaying technique. In DF scheme, the relay implements a full physical
layer transceiver. It decodes the signals received from the source, re-encodes the entire received
signal, and then re-transmits it to the destination. In order to achieve the maximal diversity, the relay
should be able to know whether or not it has decoded correctly and then transmit the re-encoded
4
Figure 1.2: Comparison of the signal processing between AF and DF relays.
signal based on the obtained knowledge. Under reasonable channel conditions, the regenerated
signal can be identical to the source signal.
Figure 1.2 compares the signal processing in AF and DF relays. As illustrated in Figure 1.2,
DF relay can generate the clean re-transmitted signal which is equal to the signal transmitted by the
source. In contrast to DF relay, the noise and fading of the two-hop channel is accumulated with the
desired signals along the transmission path in the AF relay systems. AF relay forwards the decoded
signals blindly and the system performance is usually degraded by errors at the relay which are
propagated to the destination. The DF relay ability of transmitting a clean signal can be realized
through some sophisticated mechanisms, such as error detecting codes [18] and appropriate SINR
thresholds at the relay [17], which increased the complexity of the systems. However, applying
proper beamforming matrix and using channel estimation techniques can help to figure out the error
propagation and improve the system performance.
Relay schemes can also be clarified as one-way and two-way systems. In one-way relay sys-
tems, the information is always transmitted from the source node, and the destination only receives
the signal of the source. In two-way scenario, the communication is bidirectional where two users
exchange information. Under this scenario, each node is not only a source, but also the intended
destination of the other node. Examples of two-way relay systems are when a mobile user commu-
nicates with the BS via a dedicated relay in a cellular system, or two mobile users exchange their
data in a WLAN via the access point.
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1.2 Literature Review
The concept of cooperative communication can be traced back to the three-terminal communi-
cation channel (or the relay channel) [19]. Upper and lower bounds on the capacity of such channel
were also developed in [19]. Shortly thereafter, Cover and El Gamal studied the general relay chan-
nel and established an achievable lower bound for data transmission [8]. These two seminal works
laid down the foundation for nowadays research on cooperative relay communication. Most re-
cently, applying MIMO techniques to relay communication [12] has been also under consideration
as it gradually increases the demand of research day by day.
The MIMO technology is maturing and is being integrated into emerging wireless broadband
standards like long-term evolution LTE-A [20]. For example, LTE-A standard allows for up to eight
antenna ports at BS. As a matter of fact, the more antennas are equipped at BS, the more degrees of
freedom that the propagation channel can provide an outstanding performance. This concept drives
the next generation wireless communication toward massive MIMO [10]. Massive MIMO proposes
utilizing a very high number of antennas to multiplex messages for several devices on each time-
frequency resource, focusing the radiated energy toward the intended directions while minimizing
interferences. It has attracted considerable attention due to its potential for achieving substantial
spectral efficiency (SE) and EE [21], [22].
The energy-efficient design of massive MIMO systems has emerged as a new research trend for
future wireless communications [22]. Basically, resource allocation (RA) is the primary goal for
EE. RA aim to maximize the end-to-end channel capacity or minimize the resource consumption
by allocating system and channel resources, including time slots, frequency bandwidth, power con-
sumption etc. For example, a realistic power consumption model is proposed in [23] that provides
optimal system parameters for maximizing EE in a multi-user massive MIMO system. Further,
merging massive MIMO and cooperative relaying is an appealing option for future energy efficient
cellular networks [12]. It was shown in [24], [25] that using simple relay transceivers, a multi-
antenna relay system is capable of significantly alleviating the interference among different data
streams/user equipments (UEs). RA also plays a crucial role in relay networks. In [26], the channel
resource is allocated by maximizing the instantaneous channel capacity subject to the total power
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constraint in a two-hop relay system. The authors also proposed in [27] that the capacity is max-
imized for individual power constraints by allocating channel resources. Similar observations are
identified in single-hop relay equipped with massive MIMO. It was shown in [28] that SE of a re-
lay equipped with a large-scale antenna array and a zero forcing (ZF) transceiver is proportional to
the number of relay antennas, leading to a huge amount of SE increase as compared with a single
antenna relay system.
The existing works on massive MIMO aided relay systems are mainly focused on analyzing
the throughput performance limits in various specific system configurations [29]-[31] and design-
ing RA for improving the throughput performance in different contexts [32]-[34]. For instance,
the asymptotic SE performance of massive MIMO aided multi-pair two-way relay systems were
investigated in [29], [30]. The asymptotic results are beneficial to provide more insightful under-
standings of very large antenna system to eliminate the inter-pair interference and reduce the total
power consumption. The SE and EE performance limits in massive MIMO aided multi-pair full-
duplex relay systems were also studied in [31]. The authors provide the available regions where
full-duplex systems can outperform half-duplex systems to increase the EE performance based on
the practical power consumption model. As a consequence, the authors in [32] considered the peak
power constraints and the rate requirements of each individual user pair and proposed a computa-
tionally efficient optimal power allocation algorithm for minimizing the overall power consumption
of a massive MIMO aided multi-pair full-duplex DF relay system. Additionally, in [33], [34], a
low complexity power control scheme was conceived for optimizing SE and EE of massive MIMO
aided full duplex AF relay systems. Three power allocation schemes were proposed in [35]-[37] for
maximizing SE of a massive MIMO aided multi-pair two-way AF relay system under different sets
of constraints. Note that in most of the aforementioned studies SE is used as the performance metric
which characterizes the systems throughput. Although the EE performance limits have indeed been
analyzed for massive MIMO aided multi-pair full-duplex relay systems in [31]-[33], to the best of
our knowledge, there is a scarcity of research investigating the power allocation for maximizing the
EE of massive MIMO relay systems. The main reason is that the energy-efficient power alloca-
tion has to consider both the systems SE and total power consumption, and the resultant problem
is a complicated optimization problem, which is often non-convex and thus difficult to solve as
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compared with the power allocation for maximizing SE only.
1.3 Motivation and Objectives
From the aforementioned brief literature review, a ton of works had already been done in ana-
lyzing RA, increasing throughput performance, and SE. There are several challenges in attempts to
provide high-quality service in wireless environment. Large efforts have been made in the inves-
tigation and implementation of wireless communication systems to accommodate communication
reliability, coverage, and high data rate services for various applications. Different power consump-
tion models and different types of relay models like half-duplex or full-duplex AF relay merging
with massive MIMO have been studied for energy efficient wireless communication. Many re-
searchers have provided effective solutions for the channel impairment due to multipath, fading,
and shadowing. However, there is a huge gap between the growth rates of wireless data traffic
demand and capacity growth rates of present wireless access technologies.
As a consequence, there are many challenges in the reliability and efficiency of the system in
multi-hop relay transmission, although the relay technology is promising in improving communi-
cation quality. Most of the recent works have focused on MIMO aided AF relay systems. AF is
the most useful one which can be characterized by simpler realization and less delay introduced at
relay stations. On the other hand, it holds a significant disadvantage in the sense that amplifying
a signal would amplify the present noise as well. In AF, the relay simply captures the waveform
received from the source, amplifies it, and then re-transmits a noisy version of the source signal to
the destination. Another major challenge of this cooperative communication is the low transmis-
sion reliability due to the channel characteristic of the transmission links (i.e., S-R link, and R-D
link). In non-coherent cooperative relay systems, the channel condition will become worse because
of the accumulation of multipath fading in the multiple hops if there are no channel compensation
techniques at relay nodes. However, without channel compensation techniques at AF relay nodes,
the severe channel response will increase the noise level in the system, and cause the reduction of
the transmission reliability of the relay link [38], [42]. But in the case of regenerative relaying, DF
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relaying has a specific advantage as it completely separates optimization of S-R and R-D connec-
tions. In DF, the process of re-encoding in the relay node could be completed with a code which is
the most adequate for R-D link no matter what code was used for the signal transmission over S-R
link.
The authors in [43] investigated power allocation optimization for global energy efficiency
(GEE) maximization in massive MIMO for one-way DF relay systems. A non-convex power al-
location optimization problem with the objective of GEE maximization is formulated under specific
QoS and transmit power constraints and is solved by converting the original optimization problem
into a convex one using the successive convex approximation techniques. But the system is con-
sidered more complex than the direct combination of different transmission phases like S-R and
R-D. Therefore, the main objective of this thesis is to solve a challenging power allocation opti-
mization problem for the join and individual transmission phase of the DF relay system equipped
with massive MIMO by using numerical convex optimization techniques.
1.4 Contributions of the Thesis
The above mentioned issues and factors encourage us to investigate the massive MIMO relay
communication systems and propose solutions for maximizing EE and GEE for next-generation
wireless communication. Specifically, motivated by the benefits of massive MIMO relaying, we in-
vestigate energy-efficient power allocation optimization strategies in a massive MIMO aided multi-
pair one-way DF relay system, where N pairs of users exchange messages with each other via a
common relay which is equipped with large-scale antennas. We assume channel state information
(CSI) is estimated based on the minimum mean square error (MMSE) and maximum likelihood
(ML) criterion [44], and the relay system employs maximum ratio combining/maximum ratio trans-
mission (MRC/MRT) beamforming to process the signals.
• An accurate closed-form expression of EE is derived for each transmission phase for a mas-
sive MIMO aided multi-pair DF relay system, where the data rates of both transmission phases
have to be matched with each other. An optimization problem is established to maximize the
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EE subject to transmitting power and SINR constraints. Because the objective function is a ra-
tional function and very difficult to solve, a successive convex approximation sub-problem for
power allocation is formulated by applying complementary geometric programming (CGP)
[45], [46]. Next, a lower bound SINR expression [47] is adopted to transform the SINR
constraints function to standard geometric programming (GP) [48], which can be solved effi-
ciently by convex optimization tools, such as CVX [49]. Finally, an algorithm is designed for
each transmission phase (i.e., S-R link and R-D link) based on homotopy [50] together with
CGP and GP to perform optimal power allocation for maximizing the EE gains.
• We addressed the GEE issue based on the same system model and showed a detail comparison
under different channel conditions, namely, MMSE and ML channel conditions. Here GEE
is calculated from total sum-rates divided by the total power consumption. At the beginning,
we estimated the channel under ML criterion and derived an accurate closed-form expression
of GEE to formulate GEE maximization problem. A successive convex approximation sub-
problem for power allocation is formulated and a lower bound SINR expression is applied to
transform the SINR constraints function into the standard GP format. Lastly, two algorithms
are designed for MMSE and ML channel condition based on homotopy together with CGP
and GP to improve the GEE performance. Simulation results are provided to demonstrate the
EE and GEE performance of this DF relay system model.
1.5 Organization of the Thesis
The rest of this thesis is formed as follows:
Chapter 2: This chapter first briefly discusses relaying techniques for massive MIMO. A basic
system model of multi-pair one-way massive MIMO aided DF relay is presented, showing antenna
configuration, CSI acquisition, and transmission frame structure. A practical channel model is also
discussed in the context of massive MIMO, together with MMSE channel estimation. Then, the
processing of signals in each transmission phase using MRC/MRT linear processing techniques
is briefly reviewed. Closed-form expressions of EE for all transmission links are derived at the
remainder of this chapter.
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Chapter 3: A general optimization problem for EE maximization is then formulated based on
convex optimization criteria. Due to the non-convexity characteristic of the problem, some neces-
sary convex optimization methods are briefly described to reformulate the optimal power allocation
problem. First, we show that EE maximization problem is equivalent to CGP. Then, the optimiza-
tion problem is reformulated as a successive convex approximation sub-problem. A lower bound
of SINR expression is derived to transform the SINR expression into a standard GP so that it can
be easily solved by CVX tool. Finally, two algorithms are proposed to obtain the optimal power
for maximizing EE for S-R and R-D transmission phases. MATLAB simulations are conducted to
validate the proposed algorithms.
Chapter 4: This chapter shows the GEE performance under different channel estimation con-
ditions of the massive MIMO multi-pair DF relay system. We first investigate the signal processing
under equal power allocation in both phases and derive the closed form expression for GEE. An
optimization problem is proposed to maximize the GEE and reformulated in convex form using
some numerical optimization methods. Finally, two algorithms are designed to show the GEE per-
formance under MMSE and ML channel estimation conditions, through MATLAB simulations.
Chapter 5: The conclusions of the thesis are summarized. Some future research directions
relevant to the work in this thesis are also discussed.
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Chapter 2
Massive MIMO Aided Relay
Configuration
2.1 Introduction
It is well known that signal fading arising from multipath propagation can be mitigated through
the use of diversity. Diversity in a wireless system provides several copies of the transmitted signal
to the destination node, which can be achieved through time, frequency, and spatial diversity. The
most popular technique to achieve spatial diversity is the massive MIMO system. This technique
is already identified as most attractive one for its significant improvement to information rate and
transmission reliability [10]. Massive MIMO enables an aggressive spectral multiplexing technique
and achieves an unbelievable SE. It utilizes a very large number of antennas for steering wireless
signals among multiple spatially distributed user nodes. Specifically, very large antenna arrays can
be formed to concentrate radio frequency (RF) signals towards intended directions by using transmit
beamforming techniques and thereby minimize the co-channel interferences (CCI)[12], [14]. It has
been predicted that massive MIMO can achieve a goal of 5 to 15 times SE improvement compared
to the existing technologies [7]. Another prominent benefit of massive MIMO is the unprecedented
gain in EE, which is obtained by focusing the radiated energy on smaller regions of space with
extreme sharpness [10], [12]. In particular, massive MIMO in wireless network enables a drastically
less output RF power than that of the current technology for the substantial EE gain [22]. Therefore,
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not only the total energy consumption but also the CO2 emissions can be reduced. In this manner,
green and environment-friendly wireless technology can be designed for next-generation wireless
communication [1], [4]. For this basis, the International Telecommunication Union has proposed
this technology as one of the 5G requirement [10].
One of the key architectural design challenges of massive MIMO systems is to accommodate a
very large number of antennas, transceivers and associated power amplifiers in a space-limited BS.
Nevertheless, as a consequence of the recent research advances in mmWave wireless communication
techniques, massive MIMO has increasingly become practically viable. High cost and complicated
implementation issues bring challenges to MIMO systems. Interestingly, relaying techniques can be
further generalized by massive MIMO technology, and the corresponding new wireless architectural
design is anticipated to take a central part in advancing the emerging next-generation wireless stan-
dards [7]. Relay communication is a specific kind of wireless cooperative communication, which
has been demonstrated to be an effective way to combat wireless fading by merging with multi-
antenna configurations. It has recently become a key technology for the modern wireless networks
as an effective means of saving power, attaining broader coverage range, and mitigating channel
impairments resulting from fading [12]. The application of relays in cellular systems permit eco-
nomical design for the case that there are few or infrequent users at the edge of cellular. Since the
relay does not need a wired connection to the backhaul, it can eliminate the costs that serves as the
interface between the BS and the wired backhaul network. Besides, relay communication reduces
the required transmit power compared to those for a BS due to the smaller coverage. Moreover, the
propagation loss from the relay to a terminal is much lower than that from a BS to the terminal,
which ensures higher data rates in larger cells [13].
In this thesis, a massive MIMO aided multi-pair one-way DF relay system is considered where
N pairs of user interfaces (UEs) communicate with each other via a relay that is equipped with a
large-scale antenna array [43]. In this system, the source sends the pilot signal to relay to capture
CSI and then sends the appropriate data signal to relay. Relay system first decodes the signal and
determines the presence of errors. If the received signal is decoded with no errors, pilot signal
is sent again to find the proper destination. Finally, it sends the data signal to the appropriate
destination. This is a universal and fundamental model for many wireless communication scenarios.
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For instance, it can characterize a macro cellular system where the macro BS acts as the relay and
rate matching is imposed in the uplink/downlink. It can also describe a mmWave based small-cell
sub-system of a heterogeneous cellular system that is composed of a macro cell and several small
cells. BS of each small cell is responsible for linking the users in its vicinity. These small cells are
normally deployed in some areas having extremely high traffic, or in the border area of a macro cell
to reduce the impact of path loss or of the shadowing fading caused by large obstacles between the
source UEs and the destination UEs. Likewise, it can also be invoked to characterize a cluster of a
hierarchical multi-hop ad-hoc network, where the relay acts as the cluster head. A large number of
antennas can be installed on relays by using high-frequency band and more compact 2-D and 3-D
antenna arrays. More information about multi-pair relay systems can be found in [25], [28], [32].
2.2 System Architecture
A schematic diagram of the massive MIMO aided multi-pair one-way DF relay is depicted in
Figure 2.1. In this system model, N single-antenna source UEs Sn, or n = 1, · · · , N are simultane-
ously transmit their signals to the correspondingN single-antenna destination UEsDn, via a shared
relay equipped with M antennas. The system operates over a bandwidth of B Hz and each UE as
well as the relay use the whole bandwidth. All user terminals are single-antenna nodes, whereas the
relay is a multiple-antenna terminal. There are no direct links between source and destination due
to large-scale path-loss. In general, the concept of massive MIMO is a natural generalization of the
conventional multi-user MIMO. However, they differ in several ways such as
• Antenna configuration
• CSI acquisition
• Transmission frame structure
2.2.1 Antenna Configuration
In the context of massive MIMO relay networks, the number of antennas M at the relay nodes
stay in between the number of user nodes of the source and destination. The benefits of using a
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Figure 2.1: A schematic diagram of a massive MIMO aided relay network.
massive number of antennas at the relay are as follows.
• First, a large number of antennas not only offer a higher overall SE but also guarantee a
uniform QoS among user nodes.
• Second, wheneverM is significantly larger thanN , the physical phenomenon known as chan-
nel hardening comes into play resulting in simplified signal processing at the relay.
Specifically, the small-scale fading (SSF) and the underlying frequency dependencies of wire-
less channels are disappeared due to channel hardening, and the corresponding performance metrics
depend only on the large-scale fading (LSF) effects. Further, wireless RA and scheduling techniques
become significantly less complicated.
2.2.2 Channel State Information Acquisition
The CSI acquisition of massive MIMO heavily depends on the duplexing mode [7]. Here, the
relay operates in the half-duplex time division (TDD) mode. In the setting of massive MIMO,
two individual channel segments such as S-R and R-D have been considered for data transmission.
Whenever linear processing is demanded at the relay, S-R and R-D channels can be separately
estimated by using the pilots transmitted by users and relay nodes, respectively.
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Figure 2.2: Transmission frame structure for the system model.
2.2.3 Transmission Frame Structure
The transmission frame structure for massive MIMO relay networks is defined in this subsec-
tion. The time duration in which the channel can be approximated by a time-invariant system is
termed the coherence time (Tc). The frequency interval in which the channel frequency response
can be approximated by a constant is called the coherence bandwidth (Bc). Then the coherence
interval can be specified as the length of the time-frequency space over which the channel can be
reasonably judged by a constant in both time and frequency dimensions. Hence, the coherence in-
terval can be quantified as τc = TcBc [51] whereas the channel are static within time-frequency
coherence block of symbols. In TDD mode, the channel coherence interval can be split into four
segments. These segments are divided into pilot phase and S-R phase, again pilot phase and R-D
phase. The ratio of the transmitted symbols are equal for both S-R and R-D, respectively. The
corresponding transmission frame structure is depicted in Figure 2.2. The entire data transmission
per coherence block can be expressed as
τc = τsp + τsn + τdp + τdn. (2.1)
Here, τsp symbols per coherence block are used as S-R pilots which should be at least equal to
the number of user nodes served by the relay antenna and the τdp pilot signals are used in R-D link
for the destination. The next τsn symbols per coherence block are used for transmitting payload
data from the source to the relay. The remaining τdn symbols are used for the transmission of R-D
payload data from the relay to the destination nodes.
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2.3 Channel Propagation and Estimation
2.3.1 Channel Modeling
In this subsection, practical propagation channel models are discussed in the context of massive
MIMO relay networks. The users and the antenna arrays at the relay are assumed to be settled in
a dense, isotropic scattering environment. The channel matrices for S-R and R-D links are denoted
by Hs and Hd, respectively. Therefore, each antenna receives a superimposition of a large number
of waveforms originating from independent scatterers, and H can be modeled as an independently
distributed random matrix as follows:
Hs = [hs1, · · · ,hsN ] = DsG1/2s , (2.2)
where Ds ∈ CM×N represents the independent and identically distributed (i.i.d.) small scale fading
(SSF) CN ∼ (0, 1). Further, Gs is the N × N diagonal matrix capturing large scale fading (LSF)
effects such as path loss and shadowing. In this context, the channel can be described as
[Hs]mn =
√
ζsn[D]mn, m ∈ {1, · · · ,M} , (2.3)
where ζsn is the nth diagonal element of Gs and is assumed to be independent over m ∈ {1, ...,M}
because the distance between the nth user node and the relay is much larger than the antenna spacing
[21], [52]. Further, ζsn is assumed to be constant over many channel coherence intervals and to be
known a priori as it changes very slowly with time [21]. The channel matrix between the relay and
destination Hd can also be modeled as an independently distributed random matrix as follows:
Hd = [hd1, · · · ,hdN ]T = G1/2d Dd, (2.4)
where Dd ∈ CN×M accounts for the SSF and Gd is the diagonal matrix that captures LSF including
the path loss and shadowing. It is assumed that the antennas at both relay and destination are co-
located. Hence, the distance from any antenna pair in the relay to destination is the same. This fact
can be further justified by noting that the distance between the relay and destination is far greater
17
than the antenna spacing. Therefore, the channel coefficient between the mth relay antenna and the
nth destination nodes is denoted by
[Hd]nm =
√
ζdn[D]nm for m ∈ {1, · · · ,M} . (2.5)
2.3.2 Channel Estimation
The MMSE channel estimation of S-R and R-D is discussed in this subsection. Here, Hs and
Hd channels are estimated at the relay and destination, respectively. By utilizing the pilots [51], a
part of coherence interval is used for channel estimation. All sources transmit their pilot sequence
of τsp symbols to relay and the relay node sends τdp pilot symbols to destinations. The received
pilot signal at the relay can be written as
Yrp =
√
τsppspHsXp + Wrp, (2.6)
where, psp is the transmit power of each source pilot symbols and the nth row of Xp ∈ CN×τsp
is the pilot sequence transmitted from the sources. Wrp is AWGN matrices which include i.i.d
CN ∼ (0, 1). We assume XpXHp = IN and relay system uses MMSE estimation to estimate Hs.








where Ws = WrpXHp . Since the rows of Xp are pairwise orthogonal, the elements of Ws are i.i.d
















Letting Hs be the estimation error, the estimated channel can be decomposed by using the
MMSE properties as follows
Hs = Hˆs + Hs, (2.9)
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From the property of MMSE channel estimation, Hˆs and Hs are independent defined [53]. Fur-
ther, we can verify the rows of Hˆs and Hs are mutually independent and distributed as CN(0, Gˆs),











Again, the R-D channel can be calculated at the destination by using the pilots transmitted by the
relay node. Using the techniques similar to those in equation (2.7) − (2.9), the MMSE estimation
of the R-D channel can be deduced as follows
Hd = Hˆd + Hd, (2.11)
where Hd and Hd are statistically independent. Similarly to equation (2.10), the variances of the










Here, pdp is the transmit power of each pilot symbols and τdp is the number of pilot symbols
transmitted from the relay station.
2.4 Decode-and-Forward Relay Signal Processing
In this section, a general signal model for multi-user massive MIMO relay networks operating
over fading channels is presented. The schematic diagram of the multi-user relay network depicted
in Figure 2.1 is used here for developing the corresponding signal model from the users to the
destination. Here, N spatially distributed user nodes transmit their information via an intermediate
relay. The processing matrices at the relay are denoted by Fs and Fd, respectively.
19
2.4.1 Source to Relay Phase
Suppose the user nodes generate their original signal vectors s = [s1, · · · , sN ]T meetingE[ssH ] =
IN , where sn is the symbol transmitted from the nth source UE to the relay. In S-R phase,
the N source UEs simultaneously transmit their N × 1 signal xs =
√
Pss to the relay where
Ps = diag(ps1, · · · , psN ) is the power allocation matrix applied to all N source UEs. At this
point, the signal vector M × 1 received at the relay can be written as
yr = Hsxs + wr, (2.13)
where Hs is the channel matrix between the user nodes and relay, and wr is an M × 1 AWGN
vector with zero-mean and unit variance. Next, the relay processes its received signal by using the
M × N receive beamforming matrix Fs. The received signal at the relay after applying the signal
processing matrix Fs can thus be expressed as
yˆr = F
H
s yr = F
H
s Hsxs + F
H
s wr. (2.14)
Let yˆrn denote the n-th component of the N × 1 vector yˆr. Then the received signal yˆrn




















psj [fHsnhsj ]sj + f
H
snwr, (2.16)
where fsn and hˆsn denote the nth column of matrix Fs and that of Hˆs, respectively. In (2.16), we
see that the first term is the desired signal and the second term represents the interference. The third
term can be considered as the additive noise caused by the channel estimation error and the fourth
term is the white Gaussian noise independent of any transmit signal. Therefore, the received S-R
SINR can be obtained as
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γsn =
psn | fHsnhˆsn |2
N∑
i=1,i 6=n
psi | fHsnhˆsi |2 +
N∑
j=1
psj | fHsnhsj |2 + ‖ fHsn ‖2
. (2.17)
2.4.2 Relay to Destination Phase
During R-D phase, the relay simplifies the decoded information symbol vector sˆ of s from yˆr
with E [ˆssˆH ] = IN , and multiplies it by the precoding matrix Fd. The obtained signal vector after
applying precoding matrix is xr = Fd
√
Pdsˆ and this signal is broadcast to all the N destination
UEs. Here, Pd = diag(pd1, · · · , pdN ) is the power allocation matrix used in the relay. Therefore,
the relay forwards xr signal to all the N destinations. The received N × 1 signals yd at the N
destination UEs are given by
yd = H
H




Pdsˆ + wd, (2.18)
where wd ∈ CN×1 denotes AWGN at the destination UEs which follows zero mean and unit vari-
























dnfdj ]sj + wdn. (2.19)
where fdn and hˆdn denote the nth column of matrix Fd and Hˆd, respectively, while wdn is the nth
element of wd. We assume, the precoding vector fdn is normalized by vd/ ‖ vd ‖ at the relay station,

















‖ vdj ‖sj + wdn (2.20)
Compared to the S-R transmission, only the first term in (2.20) is the desired signal, while the
other three terms represent the interference, channel estimation error and white Gaussian noise,
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2.4.3 Linear Processing Schemes
This subsection gives a brief reviews of the signal processing aspects by applying linear pro-
cessing schemes. The matrices Fs and Fd need to be designed to optimize the fundamental trade-off
between the achievable performance and implementation complexity. Linear processing techniques
have received wide attention for low implementation complexity and satisfactory performance. Due
to the spectrum scarcity, wireless systems are likely to adopt aggressive frequency reuse policies
in order to meet the increasing demand for high-quality wireless services. However, the use of the
same frequency in the same cell site inevitably results in an interference-limited communication
environment. When relaying technology is adopted in cellular systems, the co-channel interference
environment becomes increasingly complex [54]. It is well known that massive MIMO technology
provides extra spatial degrees of freedom, which can be efficiently utilized for CCI cancellation
[12], [22]. The transmit antenna selection or maximum ratio combining (MRC) can improve the
performance of massive MIMO operation. The main motivation for the use of linear combining
schemes is to suppress the CCI and then forward the transformed signal to the destination by using
the maximal ratio transmission (MRT).
In this context, MRC/MRT configurations are presented for the multi-user massive MIMO relay
network shown in 2.1. For the MRC scheme, the receiver simply applies the principle of matched
filtering to maximize the strength of the desired signal, ignoring the effect of interference. MRC is
a method of diversity combining in which the signals from different channels are added together.
The detection matrix is simply given by Fs = Hˆs where fHsn = hˆ
H
sn for the nth user. From (2.17),
the received SINR of nth user can be obtained as
γsn =
psn | hˆHsnhˆsn |2
N∑
i=1,i 6=n
psi | hˆHsnhˆsi |2 +
N∑
j=1






psn ‖ hˆsn ‖4
N∑
i=1,i 6=n
psi | hˆHsnhˆsi |2 +
N∑
j=1




After a successful detection, the relay employs MRT precoder for signal transmission to the
destination. Precoding is a technique exploiting transmit diversity by weighting the information
stream. MRT only maximizes the signal amplification at the intended user and it is close to opti-
mal in noise-limited systems, where the inter-user interference is negligible compared to the noise.
When MRT precoder is employed at relay system with precoding matrix V = Hˆ, the received SINR

































2.5 Energy Efficiency Metrics
EE is a well-known metric to demonstrate the performance of the 5G communication system.
A lot of research and development efforts have been made in the wireless industry, aiming for
effective solutions for energy efficient wireless communications. Since EE metric is the indicator
of efficiency, it provides a better view of how EE can be achieved in wireless systems/networks by
observing energy at every aspect of a wireless system and network. In this section, EE maximization
is studied for wireless network level solution.
The EE of a communication system is measured in bit/Joule [20] which is estimated as the
proportion between the channel capacity or average sum-rate (in bit/second) and the average total
power consumption (in Watt = Joule/second). From wireless communications perspective, the cost
is represented by the amount of energy consumed to operate the whole transceiver chain.
The sum-rate is another fundamental metric used for characterizing the achievable performance
of multi-user wireless networks. It is the tight upper bound on the rate at which data can be reliably
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sent over a communication channel. For the noisy-channel coding theorem, the capacity of a given
channel is the highest information rate in units of data per unit time that can be achieved with
arbitrarily small error probability. The channel capacity formula developed by Shannon provides a
mathematical model of maximum mutual information between the input and output of the channel.
The notion of channel capacity is fundamental to the evolution of advanced wireless communication
systems. In section 2.4, we already discussed the SINR for MRC/MRT linear processing. Based on












log2(1 + γdn). (2.26)
The above metrics provide quantified information to assess the efficiency of communication.
EE metrics are usually employed for three purposes as
• First, to compare energy consumption performance of different components.
• Second, to set explicit long-term research and development targets on EE.
• Third, to reflect EE of certain configuration in a network and enable adjustment for more
energy efficient configuration.
























where Pst is the total data transmission power from source to relay station and Pdt indicate the total
power from relay to destination transmission, respectively.
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2.6 Summary
At the beginning of this chapter, we presented a brief introduction about massive MIMO aided
relay communication needed to develop the work in later chapters of this thesis. Then, we have
discussed channel estimation by applying MMSE technique. The related signal processing tasks are
briefly investigated in each transmission phase by using MRC/MRT linear processing techniques.
We have derived an exact closed-form expression of EE of the underlying complex system for each
transmission phase. As the main goal of this thesis is to investigate optimal power allocation for
EE maximization, a non-convex power allocation optimization problem with the objective of EE
maximization will be formulated under specific QoS and transmit power constraints in the next




Energy Efficiency Maximization for
MIMO DF Relay
We have briefly introduced the massive MIMO DF-relay system in the previous chapter, where
the source signal is processed at the relay by using MRC/MRT transceiver and the EE metrices are
discussed based on sum-rates and overall transmit power. As shown, the EE can be improved by
increasing SE and meanwhile decreasing the overall power consumption. Therefore, a non-convex
power allocation optimization problem with the objective of maximizing the EE will be formulated
in this chapter subject to the specific QoS and transmit power constraints for each transmission
phase. Due to the non-convex characteristics of the problem, a successive convex optimization
technique will be used to solve the problem based on some numerical optimization methods. Matlab
simulations show the performance of EE improvement at the end of this chapter.
3.1 Mathematical Background
An optimization problem is finding the best solution from all feasible solutions. Since the late
1940s, a large effort has been done to develop algorithms for solving various classes of optimiza-
tion problems, analyzing their properties, and developing efficient software packages [56]. In the
last two decades, a large number of fundamental and practical results have been obtained in con-
vex optimization theory [56], [57]. This is now a well-developed area, both in the theoretical and
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practical aspects in the present scenario. The effectiveness of these algorithms depends on the par-
ticular forms of the objective and constraint functions. The objective function is often maximized or
minimized subject to the constraints that may determine the choice of decision variable values. The
general optimization problem is unpredictably hard to solve even when the objective and constraint
functions are smooth. Nevertheless, there are some important exceptions to the general rule that
make most optimization problems hard to resolve. For a few problem classes, we have effective
algorithms that can reliably solve even large problems such as convex optimization [57].
Convex optimization methods have been used extensively in modeling, analyzing, and design-
ing communication systems [57], [58]. In particular, the popularity of convex optimization is due to
the fact that many problems in communications and signal processing can be naturally formulated
or recast as convex optimization problems. Theoretically, convex optimization is appealing since a
local optimum is also a global optimum and the computation effort required to find the global opti-
mum is much less as compared to the problems with multiple local optimums. Convex optimization
is also attractive because it usually reveals insight into the structure of the optimal solution and the
design itself. Furthermore, the availability of software like CVX [49], for solving convex problems
make convex optimization even more popular. Suppose, S is a subset of Rn for n ≥ 1. A function
f : Rn → R on a convex set S1 is a convex function if, for any two points x, y ∈ S, it satisfies
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y). 0 ≤ θ ≤ 1 (3.1)
In other words, along any line segment in S, f(θx + (1 − θ)y) is the weighted average for x and
y which is less than or equal to the individual weighted average of f(x) and f(y). One says f is
concave if (−f) is convex. Convex functions are closed under summation, positive scaling, and
point wise maximum operation. More detailed description of convex set and convex function is
provided in Appendix A.
3.1.1 Convex Optimization in Standard Form
A convex optimization problem with arbitrary equality and inequality constraints can always be





s.t., fi(x) ≤ 0, i = [1, · · · , p], (3.2b)
hi(x) = 0, i = [1, · · · , q], (3.2c)
x ∈ S, (3.2d)
where f0 is the objective function; fi(x), and hi(x) are the inequality and equality constraint func-
tions, respectively, and S is the constraint set. The optimization problem in (3.2) is a convex op-
timization problem if the objective and inequality constraint functions are convex and the equality
constraint functions are linear. The equality constraints hi(x) = 0, i = 1, · · · , q can be repre-
sented by matrix equation Ax = b, where A and b are matrix and vector of appropriate sizes. The
optimization variable x is said to be feasible if x ∈ S and it satisfies all the inequality and equal-
ity constraints. A feasible solution x∗ is said to be globally optimal if for all feasible solution x,
f0(x
∗) ≤ f0(x).
In communication systems, when a power allocation problem is addressed, it often happens that
the objective(s) and constraint sets are non-convex, which makes the problem hard to solve, so even
mentioning the global optimum. Fortunately, many of such optimization problems have hidden
convexity and can be equivalently recast as convex problems. Generally speaking, the non-convex
problem can be reformulated in convex form by using a series of clever transforms of variables.
Nevertheless, it is not always possible to devise a convex problem that is exactly equivalent to the
original one. In fact, it would suffice if they both have the same set of optimal solutions. In other
words, both the original non-convex and the reformulated convex problems have to be equivalent
only within the set of optimal solutions.
During the last decade, there has been a tremendous endeavor in developing efficient algorithms
for solving a wide range of convex optimization problems [57]. A remarkable example of this
approach is the family of geometric programming (GP) [48], [56]. This is a really interesting and
useful class of problems which are not convex in their natural form but can be transformed into a
convex problem. GP is now well-known for modeling, and analyzing the communication systems.
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3.1.2 Geometric Programming
GP is a class of optimization problem with many useful theoretical and computational prop-
erties [56]. GP substantially broadens the scope of convex applications and is naturally suited to
model various types of important non-linear systems in science and engineering. Since its inception
in 1960s, GP has found applications in mechanical and civil engineering, chemical engineering,
probability and statistics, finance and economics, control theory, etc. [56]. In recent years, GP has
been widely utilized to study a variety of problems in the analysis and invention of communication
systems, information and queuing theory, coding and signal processing, wireless networking and
network protocols [46], [48].
GP is a branch of nonlinear programming dealing with the problem of minimizing a monomial
or posynomial subject to certain posynomial inequality constraints. Let x1, · · · , xk denote k real
positive variables components of x. A real valued function f of x in the following form
f(x) = cxa11 x
a2
2 · · ·xakk , (3.3)
where c > 0 and aj ∈ R, j = 1, · · · , k, is called a monomial of the variables x1, · · · , xk. The
constant c is the coefficient of the monomial, and a1, · · · , ak is the exponents of the monomial. A








2 · · ·xaknk , (3.4)
where cn > 0 is called a posynomial function with N terms of the variables x1, · · · , xk. A GP




s.t. fi(x) ≤ 0, i = [1, · · · , p], (3.5b)
hi(x) = 0, i = [1, · · · , q], (3.5c)
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where fi, i = 1, · · · , p are posynomials and hi, i = 1, · · · , q are monomials, i.e., inequality con-
straint functions are posynomials and equality constraint functions are monomials. The standard
form of GP is non-linear. However, a logarithmic change of the variables, multiplicative constants,
and the function values may build an equivalent convex problem in the form of new variables. On
the other hand, a serious restriction in the diligence of the theory of GP to real engineering prob-
lems has been that the theory can deal exclusively with positive conditions. Therefore, GP has been
be extended to complementary geometric programming (CGP) to include any rational function of
posynomial terms.
A program formulated in terms of a rational function of posynomial terms called CGP [46].
While GP has the remarkable property that every constrained local minimum is also a global min-
imum, no such claim can generally be made for CGP, since CGP is the extended version of the
theory of GP including any rational function of posynomial term. The algorithm CGP is derived for
successively approximating rational function of posynomial terms by posynomials which involves
solving a sequence of GP. In the next section, we are going to introduce an EE optimization problem
which will then be reformulated later via CGP and GP.
3.2 Proposed Optimization Problem
3.2.1 Energy Efficiency Maximization
In this section, we present an optimization problem to maximize the EE subject to the total
transmit power and individual user and pilot powers for the S-R and R-D phases. We focus on the
S-R phase since the R-D phase is very similar. Using (2.27), the optimal EE for S-R under MRC










log2(1 + γsn), (3.6a)
s.t. τsnpsn + τsppsp ≤ Pst, (3.6b)
0 ≤ psn ≤ Pmaxs , 0 ≤ psp ≤ Pmaxp , (3.6c)
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where Pmaxs and P
max
p are the maximum power limits for each user and pilot, respectively. Obvi-







(1 + γsn). (3.7)












where 12 is a multiplicative constant and it does not affect the problem solution. Here, Pst is mea-








s.t. τsnpsn + τsppsp ≤ Pst, (3.9b)
0 ≤ psn ≤ Pmaxs , 0 ≤ psp ≤ Pmaxp . (3.9c)
Here, (3.9) is an optimization problem subject to the inequality constraint functions. The opti-
mization variables psp and psn are said to be feasible if they satisfy all the inequality constraints. Let
p∗sp and p∗sn be globally optimal solutions that are feasible solutions of γ∗sn and satisfy p∗sp ≤ psp and
p∗sn ≤ psn, respectively. Apparently, the constraints in (3.9) are convex functions but the objective
is non-convex rational function. A rational objective function is very difficult to solve. Therefore,
we reformulate the objective function into a convex function using CGP to solve it via simple CVX
toolbox [49].
3.2.2 Problem Reformulation
In this subsection, we reformulate the objective function to obtain a modified problem for power
allocation optimization problem (3.9). Using standard reformulation technique, the objective func-
tion is converted to an equivalent CGP [46] in order to obtain a successive approximation optimiza-
tion problem for this DF-relay system. Mainly, we solve the objective function for MRC S-R, which
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will be followed by the same concept for the MRT transmission in the R-D link. By definition, the
CGP is approximated as the rational function of posynomial terms by posynomials. Therefore, the
approximation for the objective term (3.9) can be described by the following lemma [45]
Lemma: For any γ > 0, let E(γ) = λγδ be a monomial function that is used to approximate
F (γ) = 1 + γ near an arbitrary point γˆ > 0. Then, the following two conditions are held.
• The parameters δ and λ of the best monomial local approximation are given by
δ = γˆ(1 + γˆ)−1, λ = γˆ−δ(1 + γˆ). (3.10)
• F (γ) ≥ E(γ) for all γ > 0.
By replacing the expressions ofE and F , we obtain 1+γ ≥ λγδ. Therefore, using the monomial
approximation given by lemma, the rational objective function (1+γsn)−1 of (3.9) is approximated
λ−1sn γsn−δsn near the point γˆsn where, δsn and λsn can be written using (3.10) as
δsn = γˆsn(1 + γˆsn)
−1, λsn = γˆ−δsnsn (1 + γˆsn). (3.11)
Consequently, the approximated objective function can be written as
(1 + γsn)
−1 ≥ λ−1sn γsn−δsn . (3.12)
As the objective function of (3.12) is a decreasing function of (1 + γsn)−1, it can easily be
verified that the modified objective function will be usable in the solution of the GP. GP can be
reformulated as convex problems, and it can very efficiently be solved even for large-scale problems
[48]. By starting from an initial point, we can search for a close local optimum by solving a sequence
of GPs that locally approximate the original problem (3.9). At each step, the GP is obtained by
replacing the rational objective function with their best local monomial approximation near the
solution obtained at the previous step. Therefore, we can use the SINR expressions from (2.22) and
(2.24) as a constraint function to optimize γsn and γdn variables. Including (2.22) and (2.24) as
constraint function, we can established two different optimization problems for S-R and R-D from
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psn ‖ hˆsn ‖4
N∑
i=1,i 6=n
psi | hˆHsnhˆsi |2 +
N∑
j=1




τsnpsn + τsppsp ≤ Pst, (3.13c)
0 ≤ psn ≤ Pmaxs , 0 ≤ psp ≤ Pmaxp . (3.13d)






















τdnpdn + τdppdp ≤ Pdt, (3.14c)
0 ≤ pdn ≤ Pmaxd , 0 ≤ pdp ≤ Pmaxp , (3.14d)
where pdn and pdp are the individual user and pilot power respectively, and Pdt is the total power
for R-D transmission. Observing (3.13) and (3.14), the objective functions are now a monomial
function. However, this is another new challenge appeared because the right-hand sides (RHS) of
the constraint functions are neither monomial nor posynomial. To solve this non-convex rational
function, we are going to introduce a lower bound of the average SINR for our proposed DF-relay
system [21], [47] and use them in (3.13) and (3.14) to replace the real SINR.
3.3 Lower Bound Average SINR
A lower bound of the average SINR has been derived by discovering the relationship between
the overall transmit power and average SINR [47]. Here, we need to consider the conventional linear
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MRC/MRT processing for the S-R and R-D transmission, respectively. The statistical SINR for S-R
and R-D are already defined in (2.22) and (2.24). Therefore, dividing the (2.22) by ‖ hˆsn ‖2, we
get the SINR for MRC as given by
γsn =












Averaging both sides of (3.15), the S-R average SINR can be expressed as
E [γsn] = E











where the elements of hˆsi and hsj vectors consist of i.i.d. zero-mean Gaussian RVs [21], [60,





‖hˆsn‖ are Gaussian random variables conditioned on hˆsn
but do not depend on hˆsn [21]. Accordingly, the numerator is independent of the three terms in the
denominator (3.16). Thus, we have














Nothing the fact that the function 1/x is convex when x is positive and using the Jensens in-
equality (see Appendix B.2 for the details of Jensens inequality), (3.17) can be further expressed
as









‖hˆsn‖2 ] + 1
. (3.18)






are Gaussian RVs with zero mean and variance σ2si and ξ
2
sj , respectively. Therefore, (3.18) can be
simplified as
34







From the MMSE channel estimation in section 2.3.2, we can see that Hˆs is independent of
Hs. The elements of vector hˆsn are i.i.d. Gaussian variables with zero mean and constant variance
ζ2snτsppsp
1+ζsnτsppsp
. Therefore, the term ‖ hˆsn ‖2 in (3.19) can be treated as a 1×1 central complex Wishart
matrix with M degrees of freedom [61]. The detailed properties of central Wishart matrix are given
in Appendix B.3. From the property of central Wishart matrix equation B.4 [61], we have



























Here, (3.21) is the final lower bound of S-R average SINR of user n under MMSE channel
estimation. The lower bound of average SINR for R-D phase can be calculated from the equation
(2.24) when MRT transmitter is employed at the relay. Dividing the numerator and denominator of



































Applying Jensens inequality in (3.23), the average SINR satisfies




























‖hdj‖2 is a Gaussian random variable with zero mean and variance ξ
2
dj . The
vector hˆdn‖hˆdn‖ is spherically symmetric [60, chapter 4]. Therefore, the elements of
hˆdn
‖hˆdn‖ are uncor-
related and independent RVs following a unit spherical distribution with zero mean and variance






‖hˆdi‖ follows a unit spherical distribution with zero mean and variance






2] = 1M . Further, from the property of central Wishart










































Appling the value of σ2dn and ξ
2
dn from (2.12) to (3.26) and performing some manipulations,

















3.4 Proposed Algorithms for Optimal Solution
This section demonstrates the final EE algorithm for massive MIMO DF-relay systems for each
transmission phase. At the beginning, we use the lower bound of average SINR as a constraint
function in (3.13) and (3.14) instead of the statistical SINR. Then, we modify the average SINR by
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changing the variables to make standard GP format. Finally, we proceed to establish two algorithms
for S-R and R-D transmission using two different optimization problems, respectively.
3.4.1 MRC: Source to Relay
We first rewrite the optimization problem (3.13) using the average SINR (3.21) as a constraint


















τsnpsn + τsppsp ≤ Pst, (3.28c)
0 ≤ psn ≤ Pmaxs , 0 ≤ psp ≤ Pmaxp . (3.28d)
It is easy to show that the optimization problem is still non-convex. To overcome this difficulty,










Since the range of psp is (0,+∞), we have 0 ≤ αsn ≤ ζsn from (3.29). Substituting (3.29)






sn γ¯sn + p
−1
sn γ¯sn +Mαsn + αsnγ¯sn ≤Mζsn. (3.30)
Substituting τsppsp from (3.29) into (3.28c), we can rewrite the constraint function as
α−1sn + psnτsn ≤ Pst + ζ−1sn . (3.31)
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sn γ¯sn + p
−1
sn γ¯sn +Mαsn + αsnγ¯sn ≤Mζsn, (3.32b)
α−1sn + τsnpsn ≤ Pst + ζ−1sn , (3.32c)
0 ≤ psn ≤ Pmaxs , 0 ≤ αsn ≤ ζsn. (3.32d)
We substitute 0 ≤ psp ≤ Pmaxp with 0 ≤ αsn ≤ ζsn because psp is already changed by αsn
variable in (3.29). Now, the optimization problem in (3.32) is a standard GP problem [48]. It
is known that such a GP problem can be solved by using some standard numerical optimization
packages, for example, MOSEK [62], GPCVX [63] and ConVeX (CVX) [49]. Utilizing these
standard packages, the obtained solution is recognized as globally optimal. It is worth remarking
that all the variables in (3.32) are non-negative. The optimization problem can be changed over
to a convex problem through a logarithmic transform of the variables. Based on this optimization
problem, this thesis develops a computationally efficient algorithm to obtain the optimal solution
based on the homotopy or continuation method. This algorithm is solved by an approximate version
of (3.9) in every iteration. More detailed description of homotopy or continuation method is given
in Appendix B.1. A brief synopsis of the proposed successive approximation algorithm is presented
in Algorithm 1 to allocate all transmit powers of the S-R transmission phase. The algorithm has the
following six steps to complete the iteration and reach the optimal solution
(1) The first step initializes the algorithm, and obtains a feasible SINR γˆsn from the initial power
allocation. We set a parameter β > 1 to get the desired approximation accuracy of the SINR.
A value of β close to 1 provides a good accuracy for the monomial approximations. At every
step, each entry of the current SINR guess can be increased or decreased at most by a factor
β. The maximum number of iterations is limit to L = 15 and a tolerance point is defined as
ε = 0.01 as to compare between initial and optimal SINR values.
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Algorithm 1 Successive approximation algorithm for S-R EE maximization
(1) Initialization: Given tolerance ε > 0, parameter β = 1.1 used to check the desired approximation
accuracy, and the maximum number of iterations L = 15 with initial value l = 1. The initial value
γˆsn,l for (n = 1, 2, · · ·N) is obtained from the initial power allocation.
(2) Computation: Compute δsn,l = γˆsn,l(1 + γˆsn,l)−1, λsn,l = γˆ
−δsn,l














sn γ¯sn + p
−1
sn γ¯sn +Mαsn + αsnγ¯sn ≤Mζsn,
α−1sn + τsnpsn ≤ Pst + ζ−1sn ,
0 ≤ psn ≤ Pmaxs , 0 ≤ αsn ≤ ζsn.
(4) Stopping criterion: If | γ¯∗sn − γˆsn,l |< ε, stop the iteration; and directly go to step 6.
(5) Setting: Set l = l + 1, and update γˆsn,l = γ¯∗sn. If l < L = 15 then go to step 2 for the next iteration.
(6) Output: γ¯∗sn along with p∗sp and p∗sn is the obtained solution.
(2) The second step determines the approximate value for the objective function. The approxi-
mation for the SINR variable depends on the current guess starting from γˆsn,l where l = 1.
(3) The third step is to solve the GP approximation of (3.32) around the current guess γˆsn,l for
the monomial approximation of the objective function. These monomial approximations are
sufficiently accurate only in the closer neighborhood of the current guess γˆsn,l. Therefore, an
inequality constraint β−1γˆsn,l ≤ γ¯sn ≤ βγˆsn,l is added to confine the domain of variables γ¯sn
to a region around the current guess γˆsn,l [64]. So, the inequality constraints are sometimes
called trusted region constraints [48], [64]. In most practical cases, a fixed value β = 1.1
offers a good speed/accuracy tradeoff [48].
(4) The fourth step checks whether the SINR value γ¯∗sn that is obtained from the previous iteration
has significantly been changed compared to the current guess γˆsn,l. If the substantial changes
satisfied the tolerance, the algorithm goes to step 6.
(5) This step took the solution as a current guess and the algorithm repeats steps 2 − 5 until
L = 15.
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(6) The last step terminates the algorithm and took the optimal value of γ¯∗sn with α∗sn and p∗sn as
optimal solution. Furthermore, p∗sp is calculated from α∗sn using (3.29).
3.4.2 MRT: Relay to Destination
In the R-D phase, the optimization problem (3.14) can be written, after applying the lower
























τdnpdn + τdppdp ≤ Pdt, (3.33c)
0 ≤ pdn ≤ Pmaxd , 0 ≤ pdp ≤ Pmaxp . (3.33d)
Observing the optimization problem, the constraint function (3.33b) is still non-convex. To










where the range of pdp is (0,+∞). So, from (3.34), we get 0 ≤ αdn ≤ ζdn. Substituting (3.34)































−1 + αdn ≤ ζdn. (3.37)








M − 1 ≤M. (3.38)
The constraint function (3.33c) can be modified, after substituting τdnpdn from (3.34), as
α−1dn + τdnpdn ≤ Pdt + ζ−1dn , (3.39)
Substituting (3.37), (3.38) and (3.39) into (3.33), we can establish the final convex optimization
problem for the R-D phase. Therefore, another algorithm which is similar to Algorithm 1 can be
developed for the R-D phase for optimal power allocation, which is summarized as Algorithm 2.
3.5 Performance Evaluation of Proposed Algorithms
In this section, we evaluate the EE performance of the considered massive MIMO DF relay
system that utilizes the proposed energy-efficient power allocation optimization strategies. We also
demonstrate the accuracy of our analytical results as well as the impact of several relevant system
parameters on the achievable EE via numerical simulations. The main system configurations and
parameters used are summarized in Table 3.1, where we have employed typical parameter values as
set in [21], [23], [43].
Assume that the relay coverage area is modeled as a disc and the relay is placed at the geometric
center of the disc. Furthermore, all the source and destination UEs are assumed to be randomly and
uniformly spread in the circular cell. The distance between the relay and each UE is not smaller than
the minimum radius. Suppose that the orthogonal frequency-division multiplexing (OFDM) signal
is transmitted. According to LTE [15], [21] we choose an OFDM symbol interval of Ts = 71.4µs
and the useful symbol duration Tu = 66.7µs. The guard interval length Tg = 4.7µs and the total
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Algorithm 2 Successive approximation algorithm for R-D EE maximization
(1) Initialization: Given tolerance ε > 0, parameter β = 1.1 used to control the desired approximation
accuracy, and the maximum number of iterations is L = 15 with initial value l = 1. The initial value
γˆdn,l for (n = 1, 2, · · ·N) is obtained from the uniform power consumption in the R-D transmission
link.
(2) Computation: Compute δdn,l = γˆdn,l (1 + γˆdn,l)
−1
, λdn,l = γˆ
−δdn,l























+ αdn ≤ ζdn,
β−1γˆdn,l ≤ γ¯dn ≤ βγˆdn,l,
α−1dn + τdnpdn ≤ Pdt + ζ−1dn ,
0 ≤ pdn ≤ Pmaxd , 0 ≤ αdn ≤ ζdn.
(4) Stopping criterion: If | γ¯∗dn − γˆdn,l |< ε, stop iteration, and go directly to step 6.
(5) Setting: Set l = l + 1, and update γˆdn,l = γ¯∗dn. If l < L, proceed to step 2 for next iteration.
(6) Output: γ∗dn together with p∗dp and p∗dn is the obtained solution .
To minimize the overhead of the pilot symbols, we choose the smallest quantity of training
τ = N . The number of symbols for S-R and R-D data transmission are assumed to be the same
in one coherent time interval. In the optimization problem, the weight is assumed to be the same
in both positions. In our simulation, the optimization problem in all algorithms was solved by the
package CVX [49] in MATLAB.
Figure 3.1 shows the set of achievable SINR values under the initial equal power setting, i.e,
psp = pdp = psn = pdn = 10dB as compared to the optimal power scenario for four user pairs.
The maximum power Pst and Pdt for S-R and R-D can be calculated from τsppsp + τsnpsn and
τdppdp + τdnpdn, respectively. It is obvious from Figure 3.1 that the optimal SINR is better than
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Table 3.1: Simulation Parameters
Parameters Values
Reference distance, µmin 35m
Maximum distance, µmax 1000m
LSF model, ξn = clνn 10
0.53 = l3.76n
Transmission bandwidth, B 1.96MHz
Coherence time, Tc 1ms
Coherence bandwidth, Bc 196kHz
Figure 3.1: Comparison between the equal and optimal power allocations.
the initial SINR. At the beginning, the SINR of the optimal power allocation is less than the initial
equal power allocation due to less number of relay antennas. This system model needs at least 50
relay antennas and the performance gets better as the number of relay antennas is increased. Hence,
the analysis in section 3.4 has shown a realistic massive MIMO DF-relay systems scenario for 5G
wireless communication.
In Figure 3.2, the optimal power allocation schemes are compared with the initial power alloca-
tion in terms of the EE. It is obvious that the optimal EE is better than the initial EE, especially in
the case of a higher number of the relay antennas. Moreover, EE showed better performance as the
number of relay antennas is increased.
Figure 3.3 showed the performance of EE versus the number of users when the number of relay
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Figure 3.2: Performance of EE(bit/J) versus number of DF-relay antennas.
antennas is fixed atM = 500. It can be easily seen by analyzing the figure that EE is increased for a
certain number of users. After that, it starts decreasing. Here the relay to destination EE outperforms
the source signal to relay EE. This figure also showed the maximum number of user pairs that can
be handled by this system for a certain number of relay antennas. Moreover, the performance for
optimal power is still better than the initial power. This result indicates a realistic performance of
this system model.
To demonstrate the advantage of our proposed algorithms as compared with an initial fixed
pilot-data power allocation where the pilot and data signal have been assigned the equal power [21].























Figure 3.3: Comparison of EE(bit/J) versus number of user-pairs.
Figure 3.4: Percentages of power savings versus number of DF-relay antennas.
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It can be observed from Figure 3.4 that about 69% to 81% of the total power is saved in the
MRC based S-R transmission depending on the number of relay antennas used and the number of
total users in the system. In the case of R-D transmission based on the MRT schemes, the system
saves 74% to 82%, of the total power. The proposed power allocation schemes have a better power
saving performance for a larger number of users, particularly in the high target SINR region. It
should be mentioned that the benefit of deploying a large number of relay antennas tends to become
marginal since the ultimate SINR performance is limited by the interference and channel estimation
error.
It is to be noted that, the accuracy of the energy efficient power allocation optimization strategies
for DF-relay systems is evaluated from a trusted region of SINR. This trusted region is established
for the significant transmission phase for this system model. Most of the existing methods defined a
fixed SINR parameter to establish the trusted region. However, they did not provide any convincing
explanation about the accuracy of the SINR parameter. This thesis established the trusted region
from the statistical SINR which is defined from MMSE channel estimation and uniform power
allocation. Therefore, compared with existing methods, the accuracy of the simulation results in
this thesis is reasonable for optimal power allocation.
3.6 Summary
This chapter has addressed the main target of this thesis where we successfully investigated the
power allocation optimization problem for EE maximization. A non-convex optimization problem
with the objective of EE maximization is formulated under specific QoS and transmit power con-
straints. To solve this challenging problem, the theory of GP is invoked to transform the original
optimization problem into a convex one. In addition, a lower bound of the average SINR is in-
troduced and utilized in the power allocation algorithms in order to simplify the proposed SINR
constraints. Finally, the optimization algorithms are established using homotopy or continuation
method. The obtained solution is globally optimal and all the simulation results demonstrate the
effectiveness of the proposed algorithms.
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Chapter 4
Global Energy Efficiency Maximization
and Comparison
This chapter studies the global energy efficiency (GEE) of the desired massive MIMO DF relay
system with different channel estimation schemes. In this system model, we estimate the channel
using both MMSE and maximum likelihood (ML) estimation methods. We also process the signal
and establish the SINR expression in equal power at S-R and R-D transmission phases. We then
investigate a GEE metric defined as total sum-rate of both phases divided by the total power under
different channel conditions. Two join optimization problems for power allocation are formulated
under ML and MMSE channel estimation. The main objective of those optimization problems is
to maximize GEE subject to the specific QoS and the transmit power constraints. A successive
convex optimization technique is applied to reformulate the objective function due to non-convexity
characteristics. A lower bound of the average SINR is also investigated to transform the constraint
function into the standard GP format. Finally, two algorithms with different channel estimation
methods are designed based on the continuation method to solve the GEE maximization problem.
Simulation results are provided to demonstrate the performance evaluation of GEE of this DF relay
system.
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4.1 Channel Estimation and Signal Analysis
A systematic diagram as shown in Figure 2.1 of massive MIMO multi-pair one-way relay is
already discussed in chapter 2. In this diagram, N pairs of users exchange their information with
the help of the relay, which equipped withM antennas, and there is no direct connection between the
corresponding users. Section 2.2 has discussed the antenna configuration and transmission frame
structure for S-R and R-D. Channel propagation and MMSE estimation have been described in the
section 2.3. In the following section, we investigate the ML channel estimation for the DF relay
system.
4.1.1 Maximum Likelihood Channel Estimation
By utilizing the pilots [51], the two hop channels Hs and Hd are estimated at the relay and
destination, respectively. Here, we use a part of coherence interval as a pilot symbol for the ML
channel estimation. In this case, the transmitted pilot sequence of symbols for S-R and R-D phase
are equal i.e, τtp, and the pilot powers for S-R and R-D phases are also equal, denoted as ptp.
Therefore, the received pilot signal at the relay can be written as
Yrp =
√
τtpptpHsXp + Wrp. (4.1)
Here, Xp ∈ CN×τtp is the pilot sequence transmitted from the sources, where XpXHp = IN ,
and Wrp is AWGN matrix whose elements are i.i.d complex Gaussian CN ∼ (0, 1). Using the ML








Let the the channel be written as Hs = Hˆs + Hs. Then the estimation error can readily be
written
Hs = Hs − Hˆs = − 1√
τtpptp
WrpXHp (4.3)
From (4.3), it can be seen that the elements of Hˆs are independent of those of Hs. Both Hˆs and
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Hs have i.i.d. Gaussian random elements with zero mean, and each column of matrix Hˆs and that
of Hs have the same variance respectively. Let hˆsn and hsn denote the n-th column of the matrices
Hˆs and Hs respectively, then the variance of each element in the n-th column elements of Hˆs and
Hs can be expressed as







Again, the R-D channel can be estimated at the destination by using the pilots transmitted from
the relay node. Using the techniques similar to those in equations (4.2) and (4.3), the ML estimation
of the R-D channel can be written as Hd = Hˆd+Hd, where Hˆd and Hd are statistically independent.
Using (4.4), the variances of each element of n-th column elements of Hˆd and Hd can be written as








A general signal model for multi-user massive MIMO DF relay networks operating over fading
channels is presented in section 2.4, whereN spatially distributed user nodes transmit their informa-
tion via an intermediate relay. Recall that Ps = diag(ps1, · · · , psN ) is the power allocation matrix
applied to all N source UEs and Pd = diag(pd1, · · · , pdN ) is the power allocation matrix used in
the relay. Let’s consider both phases S-R and R-D have equal power allocation matrices such as
Ps = Pd = Pt = diag(pt1, · · · , ptN ). Therefore the SINR for S-R under MRC scheme (2.22) can
be rewritten as
γsnML =
ptn ‖ hˆsn ‖4
N∑
i=1,i 6=n
pti | hˆHsnhˆsi |2 +
N∑
j=1




where ptn indicates the power of n-th user. During the R-D phase, the receive SINR is described at
(2.24) for the MRT scheme. Applying the equal power similar to the S-R phase, the received SINR






























log2(1 + γdnML). (4.9)
4.2 Global Energy Efficiency Maximization
The GEE measures the total performance of the DF relay system. It can be obtained from the
total sum-rates for both phases divided by the total transmit power. The sum-rates for S-R and R-D






















(1 + γsnML)(1 + γdnML)
]
(4.10)
where, (4.10) is the desired objective function for GEE maximization. The power allocation opti-








(1 + γsnML)(1 + γdnML)
]
(4.11a)
s.t. τtpptp + τtnptn ≤ Ptt, (4.11b)
0 ≤ ptn ≤ Pmaxt , 0 ≤ ptp ≤ Pmaxp . (4.11c)
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where Pmaxt and P
max
p are the maximum power limits for each user and pilot, respectively. Since














where 12 is a multiplicative constant and Ptt can be measured from equal power allocation. Sub-








s.t. τtpptp + τtnptn ≤ Ptt, (4.13b)
0 ≤ ptn ≤ Pmaxt , 0 ≤ ptp ≤ Pmaxp . (4.13c)
Here, (4.13) is an optimization problem subject to the inequality constraint functions. If the
optimization variables ptp and ptn satisfy all the inequality constraints of (4.13), then they are
known as feasible solution. Let, p∗tp and p∗tn are said to be globally optimal solutions that satisfy
p∗tp ≤ ptp and p∗tn ≤ ptn, respectively. Observing (4.13), the constraints are convex functions but
the objective is a non-convex rational function, which is difficult to solve. Therefore, we reformulate
the objective function into a convex function using CGP to facilitate its solution via simple CVX
toolbox [49]. The approximation for the objective term (4.13) can be described from the lemma in
chapter 3. Following by the lemma, for γsnML > 0 and γdnML > 0, the objective function (4.13a)
can be rewritten as
(1 + γsnML)
−1 = λ−1sn γsnML
−δsn , (4.14)
(1 + γdnML)
−1 = λ−1dn γdnML
−δdn . (4.15)
Here, γsnML is approximated near an arbitrary point γˆsn > 0 such as
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δsn = γˆsn(1 + γˆsn)
−1, λsn = γˆ−δsnsn (1 + γˆsn). (4.16)
Consequently, γdnML is approximated near an arbitrary point γˆdn > 0 such as
δdn = γˆdn(1 + γˆdn)
−1, λdn = γˆ
−δdn
dn (1 + γˆdn). (4.17)








Analyzing (4.18), we know that the objective function is convex. Then we can obtain optimal




tn are said to be globally optimal as they are the
feasible solutions of γsnML
∗ and γdnML
∗, respectively. Therefore, (4.6) and (4.7) can be used as a
constraint function to optimize γsnML and γdnML variables. Including (4.6) and (4.7) as a constraint









ptn ‖ hˆsn ‖4
N∑
i=1,i 6=n
pti | hˆHsnhˆsi |2 +
N∑
j=1



















τtpptp + τtnptn ≤ Ptt, (4.19d)
0 ≤ ptn ≤ Pmaxt , 0 ≤ ptp ≤ Pmaxp . (4.19e)
Investigating (4.19), another new challenge appears because the right-hand sides (RHS) of the
constraint functions (4.19b) and (4.19c) are neither monomial nor posynomial. To solve this non-
convex rational functions, we introduce a lower bound of the average the SINR for our proposed
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DF-relay system and, which is then used as a constraint function in (4.19) to replace the original
SINR.
Here, we consider the conventional linear MRC/MRT processing for the S-R and R-D transmis-
sion for the lower bound of average SINR. In chapter three, we already introduced the lower bound
of the average SINR for MMSE estimation. Similarly, we can calculate the lower bound SINR from
statistical SINR (4.6) for S-R, and (4.7) for R-D under ML estimation. Therefore, following the
equations (3.15)-(3.18), (4.6) can be reformulated as









From the ML channel estimation, we can see that Hˆs is independent of Hs. The elements of
the vector hˆsn are i.i.d. Gaussian random variables with zero mean and constant variance σ2snML .
Therefore, the term ‖ hˆsn ‖2 in (4.20) can be treated as a 1×1 central complex Wishart matrix with
M degrees of freedom [61] as follows












] = Mσ2snML . (4.21)
Substituting (4.4) and (4.21) into (4.20), we get the final lower bound of the average SINR for
S-R under the ML estimation as given by


































Substituting (4.5) into (4.23) and performing some manipulations, the final lower bound of the
average SINR for R-D under ML estimation can be written as
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E[γdnML ] ≥















4.3 Proposed Algorithms for Optimal Solutions
4.3.1 GEE Algorithm with ML estimation
We first propose an algorithm for the GEE optimization problem under ML channel estimation.
Investigating (4.22), we still found that the expression is non-convex. Therefore, we introduce a








where αtn ≥ 0. Substituting (4.25) into (4.22) and performing some manipulations, the S-R SINR











tn ≤M(ζsn + αtn) (4.26)
where γ¯snm = E[γsnML ] is for notational simplicity. Here, LSF cofficient changes very slowly
compared with SSF and they can be reliably estimated. Assume that the LSF coefficient has a
constant variance ζsn = 1. Then we can get for αtn ≥ 0, 1 + αtn = λtnαδtntn is approximated near
an arbitrary point αˆtn > 0 where δtn = αˆtn(1 + αˆtn)−1, and λtn = αˆδtntn (1 + αˆtn). Therefore,




























tn ≤ (M − 1)λtn (4.28)
where, γ¯dnm = E[γdnML ] is applied for notational simplicity. Substituting ptpτtp from (4.25) into
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(4.19d), we can get
α−1tn + ptnτtn ≤ Ptt. (4.29)






































tn ≤ (M − 1)λtn,
(4.30c)
C3 : α−1tn + ptnτtn ≤ Ptt, (4.30d)
C4 : 0 ≤ ptn ≤ Pmaxt , 0 ≤ αtn. (4.30e)
Investigating (4.30), the optimization problem is now written in the standard GP format and
can be solved via CVX toolbox. Further, by using (4.30), we can establish an algorithm, denoted
as algorithm 3 to allocate the transmit power for both phases under ML channel estimation. This
algorithm has the following steps similar to the previous algorithm in chapter 3 with a few changes:
(1) The first step initializes the algorithm, and the feasible SINR γˆsn and γˆdn are obtained from
the uniform power allocation. We set a parameter β > 1 to get the desired approximation
accuracy of SINR and each entry of the current SINR guess can be increased or decreased at
most by a factor β. A tolerance point ε = 0.01 is defined here to compare between initial and
optimal SINR. The algorithm starts iteration point l = 1 with a maximum number of iteration
L = 15.
(2) The approximated values for the objective function λsn, δsn, λdn, δdn are determined here.
The approximations for the SINR variable depend on the current guess starting from the γˆsn,l
and γˆdn,l, where l = 1.
(3) The third step is to solve the GP optimization problem (4.30) around the current guess γˆsn,l
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and γˆdn,l for the monomial approximation of the objective function. These monomial ap-
proximations are sufficiently accurate only in the closer neighborhood of the current guesses.
Therefore, two inequality constraints β−1γˆsn,l ≤ γ¯snm ≤ βγˆsn,l and β−1γˆdn,l ≤ γ¯dnm ≤
βγˆdn,l are added to confine the domain of variables γ¯snm and γ¯dnm to a region around the
current guess γˆsn,l and γˆdn,l [64], respectively. In most practical cases, a fixed value β = 1.1
offers a good speed/accuracy tradeoff [48].
(4) The fourth step checks whether the SINR value γ¯∗snm and γ¯
∗
dnm
that are obtained from the
previous iteration has significantly been changed compared to the entries of the current guess
γˆsn,l and γˆdn,l. If the substantial changes satisfy the tolerance, the algorithm directly goes to
step 6.
(5) This step took the solution as a current guess and the algorithm repeats steps 2 − 5 until
L = 15.




α∗tn and p∗tn as the optimal solution. Furthermore p∗tp is calculated from α∗tn using (4.25).
4.3.2 GEE Algorithm with MMSE estimation
The EE maximization algorithms for each transmission phase are already described in chapter
3 under MMSE channel estimation. The lower bound of the average SINR is also described for
S-R and R-D transmission phase. We can use the same lower bound of the average SINR assigning
Ps = Pd = Pt in both transmission phase. Therefore, the SINR expression for S-R can be defined





tn γ¯sn + p
−1
tn γ¯sn +Mαtn + αtnγ¯sn ≤Mζsn. (4.31)
Consequently, in case of R-D transmission phase, The SINR expression can be defined from
(3.37) and (3.38) for the present scenario as
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Algorithm 3 Algorithm for GEE maximization under ML estimation
(1) Initialization: Given tolerance ε > 0, parameter β = 1.1 used to check the desired approximation
accuracy, and the maximum number of iterations L = 15 with initial value l = 1. The initial value
γˆsn,l and γˆdn,l for (n = 1, 2, · · ·N) is obtained from the initial power allocation.
(2) Computation: Compute δsn,l = γˆsn,l(1 + γˆsn,l)−1, λsn,l = γˆ
−δsn,l
sn,l (1 + γˆsn,l) and δdn,l =
γˆdn,l(1 + γˆdn,l)
−1, λdn,l = γˆ
−δdn,l














s.t. C1, C2, C3, C4, (4.30)
β−1γˆsn,l ≤ γ¯snm ≤ βγˆsn,l,
β−1γˆdn,l ≤ γ¯dnm ≤ βγˆdn,l.
(4) Stopping criterion: If | γ¯∗snm − γˆsn,l |< ε or | γ¯∗dnm − γˆdn,l |< ε, stop the iteration; and directly go
to step 6.
(5) Setting: Set l = l + 1, and update γˆsn,l = γ¯∗snm and γˆdn,l = γ¯
∗
dnm
. If l < L = 15 then go to step 2
for the next iteration.
(6) Output: γ¯∗snm and γ¯
∗
dnm
along with p∗tp and p
∗














M − 1 ≤M. (4.33)
Assuming that the LSF coefficient is also changed very slowly compared with SSF and they can
be reliably estimated under MMSE estimation. For equal power allocation, (3.31) and (3.39) can
be equally written as
α−1tn + τtnptn ≤ Ptt + 1, (4.33).



















tn γ¯sn + p
−1














M − 1 ≤M, (4.34d)
D4 : α−1tn + τtnptn ≤ Ptt + 1, (4.34e)
D5 : 0 ≤ ptn ≤ Pmaxt , 0 ≤ αtn. (4.34f)
Based on the above optimization problem, we can further establish a GEE algorithm to obtain
the optimal solution under MMSE channel estimation.
Algorithm 4 Algorithm for GEE maximization under MMSE estimation
(1) Initialization: Given tolerance ε > 0, parameter β = 1.1 used to check the desired approximation
accuracy, and the maximum number of iterations L = 15 with initial value l = 1. The initial value
γˆsn,l and γˆdn,l for (n = 1, 2, · · ·N) is obtained from the initial power allocation.
(2) Computation: Compute δsn,l = γˆsn,l(1 + γˆsn,l)−1, λsn,l = γˆ
−δsn,l
sn,l (1 + γˆsn,l) and δdn,l =
γˆdn,l(1 + γˆdn,l)
−1, λdn,l = γˆ
−δdn,l













s.t. D1, D2, D3, D4, D5 (4.34)
β−1γˆsn,l ≤ γ¯sn ≤ βγˆsn,l,
β−1γˆdn,l ≤ γ¯dn ≤ βγˆdn,l.
(4) Stopping criterion: If | γ¯∗sn − γˆsn,l |< ε or | γ¯∗dn − γˆdn,l |< ε, stop the iteration; and directly go to
step 6.
(5) Setting: Set l = l + 1, and update γˆsn,l = γ¯∗sn and γˆdn,l = γ¯∗dn. If l < L = 15 then go to step 2 for
the next iteration.
(6) Output: γ¯∗sn and γ¯∗dn along with p∗tp and p∗tn is the obtained solution.
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Figure 4.1: Comparison of GEE under different channel estimation schemes.
4.4 Performance Analysis of Optimal Solutions
We evaluated the GEE performance in this section for the considered massive MIMO DF re-
lay system. The system performance under different channel estimation schemes and a detailed
comparison will be shown. We use the similar parameter setting as in the previous chapter for the
simulation.
In Figure 4.1, the optimal power allocation schemes are compared with the initial power allo-
cation schemes in terms of the GEE. It is obvious that the optimal GEE is better than the initial
GEE, especially in the case of a higher number of the relay antennas. Moreover, GEE showed better
performance as the number of relay antennas increased. In this MIMO DF relay system, GEE under
ML shows the better performance than the system under the MMSE channel condition. It can also
be observed that the GEE performances of both ML and MMSE approaches are getting large as the
relay antenna gets very large. Both optimal GEE outperform the initial GEE.
The advantages of our proposed algorithms as compared with an initial pilot-data power alloca-
tion are described in Figure 4.2. The percentage of the total power saving for MRC/MRT schemes
under different channel conditions can be found from the figure. It can be observed that about 68%
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Figure 4.2: Power savings under different number of user pairs.
Figure 4.3: Optimal power allocation vs. number of relay antennas.
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to 81% of the total power is saved under MMSE estimation depending on the number of relay anten-
nas used in the case of four user pairs. In the case of ML estimation, the system saves 69% to 87%,
of the total power. The proposed power allocation schemes have a better power saving performance
for a larger number of users. It should be mentioned that the benefit of deploying a large number
of relay antennas tends to become marginal since the ultimate SINR performance is limited by the
interference and channel estimation error. Figure 4.3 showed the total power for all users versus
the number of relay antennas. It is obvious that as M grows, the power decreases for both channel
estimation schemes which indicates that the use of massive MIMO can save a great deal of transmit
power.
In this thesis, the GEE indicates an end-to-end effect which was achieved from the total sum-
rate divided by the total power. This system formulation has less complexity than that using the
GEE based on min(.) function which returns the smaller rate of the two transmission phases. It
also provides better accuracy due to the predefined trusted region of SINR for each transmission
phase for optimal power allocation. This GEE system model can investigate the optimal power for
each transmission phase. Moreover, we can easily extend this system model into more transmission
phases for multi-hop relay transmissions.
4.5 Summary
This chapter has delt with the GEE maximization of DF relay systems where GEE is defined
as the total sum-rates divided by the total transmit power. First, we have investigated the channel
estimation using the principle of ML. The accurate closed-form expression for GEE is derived and
an optimization problem is established to maximize GEE for the overall system. The objective
function of the optimization problem is the expression of GEE which is non-convex. Therefore, an
approximate convex problem is formulated and the SINR constraint functions are transformed to a
standard GP format by using a lower bound of the SINR. Finally, two algorithms are designed under
different channel estimation schemes based on homotopy method. Matlab simulations are carried





In this thesis, a massive MIMO aided cooperative DF-relay system has been considered as a
small-cell sub-system of a macro cellular system. These small cells can be deployed in the border
or the edge of a macro cell where there are few and infrequent users. A multi-pair one-way commu-
nication system is described where a pair of user’s can communicate with each other via DF-relay.
Due to the popularity of AF-relay system, most of the existing works have considered AF-relay for
signal transmission. However, AF relay system accumulated the transmit signal blindly with noise
and fading along the transmission path. For this reason, the system performance is degraded by error
at the relay which is propagated to the destination. There has been a significant interest in investi-
gating energy efficiency (EE) of AF relay because the EE can not be investigated in particular phase
for AF relay. Moreover, the CSI is imperfect and even unavailable in case of AF-relay systems. In
addition, EE and global energy efficiency (GEE) investigation is often treated as the power alloca-
tion optimization problem. Most of the time, the optimization problem is difficult to solve due to the
non-convexity characteristics. Therefore, DF-relay is introduced to overcome the above discussed
problem at AF-relay. An MMSE and ML criterion can easily be applied at DF-relay for channel
estimation and some numerical optimization methods are applied to solve the non-convexity. Com-
pared to AF-relay, EE and GEE investigation is much easier due to dividing the transmission phase
and applied CSI in this thesis system model.
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The main achievement of this thesis is to establish a novel algorithm for the transmission phase
to improve the EE by allocating the optimal power. A linear combining method MRC is applied
at the relay and MRT is used to forward the signals from relay to destinations. Then SINR is
calculated for MRC/MRT based on initial power allocation and the EE metrics for both transmission
phases are investigated which are the main objective functions for the EE maximizing optimization
problem. A non-convex power allocation optimization problem is formulated based on the QoS and
transmit power constraints. To make it convex function, a few numerical optimization techniques
such as GP, CGP are applied to convert the objective function to an equivalent to the sequence
of GP which can be easily solved by CVX tools. A lower bound of the average SINR is also
discussed to reformulate the subjective function in standard GP format. Finally, an algorithm is
designed for each transmission phase based on homotopy or continuation method. This algorithm
has significantly reduced the transmit power and increased the system performance by improving
EE. Different criteria including the percentage of power increment, and increasing number of users
have been used to evaluate the performance of the new method. These new method has also reduced
the computational complexity by investigating EE maximization in each transmission phase.
Another algorithm is proposed to show the join transmission for both phases to investigate GEE.
This investigation is done under different channel estimation schemes. For this, we have investigated
the ML channel estimation. A closed-form expression for GEE is also derived and applied as
an objective function in GEE maximization problem. CGP are used to reformulate the objective
function as a sequence of GP and a lower bound of the average SINR is also derived to convert the
subjective function into the standard GP format. The performance of GEE is showed in both channel
conditions and a detailed comparison indicates that the GEE under ML outperform the GEE under
MMSE channel estimation. The optimal GEE under both channel estimation conditions is better
than that of the initial GEE calculated from fixed pilot-data power allocation. The performance of
the proposed method is also evaluated for the different numbers of user criteria where the greater
number of users outperforms the case of less number of users. Moreover, the performance is better
for more relay antennas which validates the framework of merging massive MIMO with cooperative
relay systems in this paper.
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5.2 Future Works
The contributions presented in this thesis for relay communication system can be extended or
used to explore some new research topics. In particular, some of the recommendations for future
work are as follows
• New approaches of relaying
AF and DF-relay performance analysis is the main topic of this thesis. Despite that, there
are some new emerging proposals for the further improvements of relaying such as selec-
tive, hybrid, incremental relaying etc. Selective relaying can adapt the current conditions of
the communication channels and apply a certain predetermined threshold to measure the sig-
nal for forwarding [65]. Hybrid relay communication system is specially designed for joint
AF and DF relay [66]. The incremental relay technique is evaluated to increase SE using a
feedback from the destination to indicate the relay to send the signal only when it is neces-
sary [67]. Merging massive MIMO with this new relaying approaches including multi-hop
relaying might be the future development of research.
• Other linear processing techniques
Linear processings techniques have received a wide attention due to spectrum scarcity, low
implementation complexity, and satisfactory performance. In this thesis, we have only applied
MRC/MRT; there are few other linear techniques such as ZF, MMSE which are worth further
study. It might significantly improve the performance of MRC/MRT and open a new door of
research for this system model.
• Circuit power consideration
In this thesis, we investigated the transmit power consumption with specific QoS, whereas the
circuit power consumption is fixed. The circuit power is one of the most important factors for
power allocation optimization problem for maximizing EE [23]. We cannot evaluate the per-
fect EE without considering circuit power. Nowadays, a lot of research activities focused on
circuit power and design many system power consumption model. Therefore, future research
trend for EE improvement depends on total power consumption model including transmit and
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circuit power for accurate performance.
• Relay for secure communication
This thesis considered the relays are build in fixed infrastructure. In a practical scenario, a
fixed relay is expected not to work well in providing secure communications because both
legitimate users and eavesdroppers are not static. One possible solution to this problem is
to deploy vehicular relays [68], [69]. In particular, the mobile relays can flexibly move their
positions and select different secrecy schemes. However, it is still an open issue to design
mobile relays to facilitate secure communications. The research challenges are two-fold,
namely, the mobile relays require the knowledge of the eavesdroppers to adjust their positions
and more signaling overhead is required for multiple relay cooperation.
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Appendix A
Convex Sets and Convex Functions
A.1 Convex Sets
A set C ⊆ Rn is affine if the line through any two distinct points in C lies in C, i.e.,∀x1, x2 ∈ C
and θ ∈ R, we have θx1 + (1 − θ)x2 ∈ C. Figure A.1 gives an example of an affine set. The
line segment between x1 and x2 corresponds to θ between 0 and 1. Affine set contains the linear
combination of any two points in C provided the cofficients in the linear sum to one.
A set C is convex if the line segment between any two points in C lies entirely in C, i.e.,
∀x1, x2 ∈ C and any 0 ≤ θ ≤ 1, we have θx1 + (1 − θ)x2 ∈ C. Figure A.2 illustrates exam-
ples of convex and non-convex sets. The hexagon and the circle are convex, whereas the boomerang
is not. The line segment between the two points in the ”boomerang” set (shown as dots) is not
contained in the set. Roughly speaking, a set is convex if every point in the set can be seen by every
other point along a straight path between them lying in the set. Every affine set also convex, since
Figure A.1: Example of an affine set: a line passing through x1 and x2. Any point is described by
θx1 + (1− θ)x2, where θ varies over R on the line.
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Figure A.2: Examples of convex and non-convex sets.
Figure A.3: Graph of a convex function. The line segment between any two points on the graph lies
above the graph.
it contains the entire line between any two distinct points in it. Therefore, the line segment is also
between the points.
A.2 Convex Functions
A function f : Rn ∈ R is convex if the domain where f is defined, denoted as dom f is a
convex set for all x1, x2 ∈ dom f , and θ with 0 ≤ θ ≤ 1, we have
f(θx1 + (1− θ)x2) ≤ θf(x1) + (1− θ)f(x2). (A.1)
In geometric visualization, the inequality means that the graph segment of the function f be-
tween (x1, f(x1)) and (x2, f(x2)) is strictly below the line segment connecting the two points.
Figure A.3 is showed for an illustration. A function f is said to be concave if −f is a convex
function. Therefore, a function is convex if and only if it is convex when restricted to any line that
interests its domain. Besides the definition of a convex function, there are several ways to verify the
convexity of a function f :









, · · · , ∂f
∂xn
)
exists at each x ∈ dom f , the first order condition states that f is convex if and only if
f(y) ≥ f(x) +5f(x)T (y − x), for all y ∈ dom f. (A.2)




exists at each x ∈ dom f , the second order condition states that f is convex if and only if
52f(x) ≥ 0, for all x ∈ dom f. (A.3)
Therefore, f is obtained from simpler convex functions by operations that preserves convex-
ity, such as: non-negative weighted sum, composition of affine function, pointwise maximum




B.1 Homotopy or Continuation Method
Homotopy method belongs to the family of continuation methods called homotopy continua-
tion methods. The concept of homotopy is a mathematical formulation of the intuitive idea of a
continuous deformation from one geometrical configuration to other in the sense that this concept
formalizes the naive idea of continuous deformation of a continuous map [50]. All the continuation
methods represent a way to find a solution to a problem by constructing a new problem, which is
simpler than the original one. Afterwards, it gradually deforms this simpler problem into the origi-
nal one keeping track of the series of zeros that connect the solution of the simpler problem to that
of the original harder one. The greatest advantage of the homotopy methods is that they offer a way
to have a globally convergent method to find the zeros of any function f : Rk → Rk [59].
Let X and Y be the topological spaces and I = [0, 1] be the closed unit interval with topology
induced by the natural topology on the real line R. The function F : Rn+1 → Rn is called the
homotopy function. The two continuous maps g, f : X → Y (or g is said to be homotopic f )
are said to be homotopic if there exists a continuous map F : X × I → Y . In other words, the
objective of continuously deforming a function g into f can be any continuous function such that:
F (x, 0) = g(x) and F (x, 1) = f(x). Hence we construct F (x, 0) in such a way that its zeros are
easily found while we also require that, F coincides with the original function f once the parameter
is equal to 1.
69
B.2 Jensen’s Inequality
Consider a function f : I → R, where I is an interval in R. We say that f is a convex function
if, for any two points x and y in I and any θ ∈ [0, 1], we have
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y). (B.1)
We say that f is concave if
f(θx+ (1− θ)y) ≥ θf(x) + (1− θ)f(y). (B.2)
Note that in the above definition, the term θx + (1 − θ)y is the weighted average of x and
y. Also, θf(x) + (1 − θ)f(y) is the weighted average of f(x) and f(y). More generally, for a
convex function f : I → R, and x1, x2, · · · , xn in I and non-negative real numbers θi such that
θ1 + θ2 + ...+ θn = 1, we have
f(θ1x1 + θ2x2 + · · ·+ θnxn) ≤ θ1f(x1) + θ2f(x2) + · · ·+ θnf(xn). (B.3)
If n = 2, the statement (B.3) is the definition of convex functions. You can extend it to higher
values of n by induction. Now, consider a discrete random variable X with n possible values
x1, x2, · · · , xn. In Equation (B.3), we can choose θi = P (X = xi) = PX(xi). Then, the left-hand
side of (B.3) becomes f(E[X]) and the right-hand side becomes E[f(X)]. So we can prove the
Jensen’s inequality in this case. Using limiting arguments, this result can be extended to other types
of random variables.
If f(x) is a convex function on RX , and E[f(X)] and f(E[X]) are finite, then we can write the
above inequality as E[f(X)] ≥ f(E[X]).
To use Jensen’s inequality, we need to determine if a function f is convex. A useful method is
the second derivative. A twice-differentiable function f : I→ R is convex if and only if f”(x) ≥ 0
for all x ∈ I. For example, if g(x) = x2, then g”(x) = 2 ≥ 0, thus g(x) = x2 is convex over R.
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B.3 Wishart Matrices
Them×m random matrix A = HHH is a (central) real/complex Wishart matrix with n degrees
of freedom and covariance matrix a, such as (A ∼Wm(n, a)). If the columns of them×nmatrix H
are zero-mean independent real/complex Gaussian vectors with covariance matrix a then the p.d.f.







The properties of the first and second order moments of a central Wishart matrix and its inverse
as following
For a central Wishart matrix (W ∼Wm(n, I))
E[tr(W)] = mn, (B.5)
E[tr(W2)] = mn(m+ n), (B.6)
E[tr2(W)] = mn(mn+ 1). (B.7)
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