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RÉSUMÉ 
La valeur à risque (VaR) est désormais une mesure très importante de la gestion 
de risque. En faisant appel à la fil tration GARCH, comme outil de modélisation 
de la volatilité, et à la théorie des valeurs extrêmes (EVT) , pour prendre en 
compte les valeurs ext rêmes dans la gest ion de risque d 'une séri financière, cette 
mesure a connu des extensions qui ont contribué à la perfectionner. 
Dans ce mémoire, nous simulons, par roulement , une prévision de la VaR pour 
une position courte puis longue dans le marché pétrolier , en appliquant les 
modèles EVT conditionnel et non conditionnel, et comparant leurs performances 
avec celles d 'autres modèles connus t els que le modèle historique fil t ré, 
Cornish-Fisher , normal, historique, ... ous verrons que le modèle EVT 
conditionnel et le modèle historique fil t ré donnent de meilleurs résultats . Avec 
l'aide des tests de changements structurels, nous comparons les résultats obtenus · 
par l'étude de la série entière avec ceux obtenus par les sous-séries périodiques. 
L'utilisation du modèle ARMA-GARCH à un ret ard sera critiqué en confrontant 
ses résultats avec ceux du modèle qui a suivi le processus classique de sélection 
de Box-Jenkins. 
MOTS CLÉS : Tests de changements structurels , ARMA, GARCH, volatilité, 
théorie des valeurs extrêmes (EVT) , fenêtre glissante (rolling window) , VaR non 
conditionnelle, VaR conditionnelle, violation de la VaR, backtesting. 

I TRODUCTIO 
La valeur à risque requiert de plus en plus l'intérêt des institut ions financières. 
Elle est introduite dans différents types de risques financiers tel que : le risque de 
crédit (lié à la défaillance d 'un emprunteur), le risque de marché (lié aux 
modifications sur la valeur d 'une posit ion), le risque de liquidité (lié au temps 
nécessaire pour éviter une perte), le risque opérationnel (lié aux défaillances 
internes) et le risque de modèle (lié à une modélisation qui ne coïncide pas avec 
la réalité). 
Deux événements de régulation ont consolidé l 'importance de mesurer le risque. 
Réunis en comité à la Banque des règlements internationaux à Bâle, en 1995, les 
représentants des banques centrales de dix grandes économies de l'Ouest ont 
proposé de nouvelles règles (amendant l 'accord de Bâle de 1988), imposant aux 
établissem nts financiers un niveau de fonds propres proport ionnel aux risques 
de marché. Adoptée en 1996, cette proposition a incité les banques à 
perfectionner leur système interne d 'évaluation de la VaR , espérant ainsi un 
allègement des fonds propres qu 'elles doivent détenir. Mais avant ça, en 1994, la 
banque américaine JP Morgan a rendu public son modèle de référence 
RiskMetrics d 'estimation de la VaR d 'un portefeuille. 
Certes, pour se protéger contre une volatilité non prévisible des prix , il est 
important de bien la modéliser. La valeur à risque permet de savoir combien 
l'établissement financier peut perdre, avec une probabilité donnée, à un horizon 
de temps fixé. Elle t ient sa popularité du fait de sa simplicité, puisqu 'elle réduit 
le risque d 'un portefeuille à un seul indice et la perte à une probabilité. 
Désormais, elle aide le gestionnaire de portefeuille à déterminer la politique de 
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gestion de risque la plus adéquate dépendamment de la situation. 
Récemment , une nouvelle mesure de risque, la VaR conditionnelle, a remplacé la 
VaR traditionnelle qui comporte quelques anomalies. Elle combine la VaR non 
conditionnelle (historique, normale, Cornish-Fisher et quantile de la théorie des 
valeurs extrêmes) avec le modèle d 'analyse de la volatilité des séries temporelles, 
le modèle GARCH. En utilisant une simulation par roulement (rolling window), 
ceci permettra d 'avoir une mesure de risque qui prend mieux en compte la 
volatilité. 
L 'obj ectif principal de ce t ravail s rait, donc, de comparer c s différentes 
approches pqur déterminer laquelle est plus performante et l 'ampleur des 
violations pour chacune. Pour évaluer ces différentes techniques de gestion de 
risque, on emploie des tests de validations (de couverture conditionnelle et non 
condit ionnelle, ainsi que d 'indépendance) . Les résultats mont rent que la VaR 
conditionnelle hist orique et la théorie des valeurs extrêmes conditionnelle 
améliorent considérablement la technique traditionnelle de la VaR non 
conditionnelle. 
On verra aussi l'apport des tests de changements structurels pour réduire les 
clusters de volatilité d une série t emporelle de rendements, et on critiquera les 
résultats venant de l 'utilisation par défaut d 'un processus AR(l)-GARCH (l,l ) 
unique dans des études de prix similaires. 
Ce mémoire sera organisé, donc, de la manière suivante. Dans un premier temps, 
on évoquera la modélisation des séries financières en mett ant en évidence les 
t ests de changements de régimes, les processus ARIMA et GARCH. Le deuxième 
chapitre présentera différentes techniques de modélisation et d 'évaluation de la 
VaR avec une focalisation ur l 'apport de la théorie de valeurs extrêmes. Enfin , 
à tit re illustratif, on ut ilisera la série des rendements du prix du pétrole dans le 
dernier chapitre. 
CHAPITRE I 
MODÉLISATION DISCRÈTE DES SÉRIES FINANCIÈRES 
La modélisation des séries financières est confrontée à un nombre de difficultés 
liées principalement à l'existence d 'effets stylisés difficiles à reproduire 
techniquement à l'aide de modèles stochastiques. Mandelbrot, 1963 a explicité 
une part ie de ces effets qui ont été vérifiés puis complétés par la suite par un 
nombre d 'auteurs . Ces effets apparaissent plus ou moins clairement 
dépendamment de la fréquence d 'observation de la série et de sa nature. ous 
nous intéressons ici aux séries à fréquence quotidienne, dont les effets stylisés 
sont les suivants : 
- Stationnarité et réversibilité t emporelle : Pour être stationnaire, une 
série temporelle doit conserver les mêmes caract éristiques probabilistes si on 
décale l'indice des temps. Puisque la trajectoire du prix Pt coïncide généralement 
à celle d 'une marche aléatoire sans const ante, l 'analyse de la série, par la 
démarche de Box, Jenkins et Reinsel, 1994, commence par la stationnariser . 
Une autre méthode serait plutôt de créer, à partir de la série du prix, une autre 
série sans racine unité (st ationnaire) tel que le rendement Tt = Pt-Pt-1 ou son 
Pt-1 
logarithme /-t L = ln ( 1 +Tt) = ln ( P~~ 1 ) dont les trajectoires coïncident avec la 
st ationnarité de second ordre et qui facilitent l 'étude de dépendance avec 
d'autres séries. 
Aussi, une série stationnaire est réversible dans le temps si ses distributions de 
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dimensions finies restent inchangées en inversant le temps. Cette réversibilité 
temporelle implique la stationnarité mais le contraire n 'est pas nécessairement 
vrai (voir Wei s, 1975). 
- Clusters de volatilité : Empiriquement , on remarque que les grandes 
variations de rendements sont suivies généralement par des grandes variations et 
vice-versa. On assiste donc à des sous-périodes de fortes volatilité suivies, non 
périodiquement , de sous-périodes beaucoup plus calmes. Mais attention ceci ne 
signifie pas que la série des rendements ne suit pas un processus stationnaire (en 
particulier homoscédastique, c'est à dire à variance marginale constante). Pour 
ajouter plus de réalisme à l'étude de la série des rendements , une solution pour 
ce problème serait de diviser la série en ous-séries et étudier chacune à part. Le 
choix des points de changements dans la volatilité de la série se fera à partir de 
tests de changements structurels, comme on verra dan la section suivante. Une 
autre solution complémentaire serait d 'adopter , on verra, un modèle GARCH ou 
un modèle GARCH avec changement de régime. 
- Autocorrélation des rendements et des rendements au carré : Comme 
un bruit blanc, la série de rendement comprend généralement de très faibles 
autocorrélations (nous verrons que ce n 'est pas toujours le cas), chose qui élimine 
l'hypothèse de marche aléatoire. Par contre, la série des carrés des rendements 
(ou des valeurs absolue des rendements) est souvent fortement autocorr ' lée. 
Cette propriété est compatible avec 1 absence d 'autocorréalation des rendements 
mais prouve que le bruit blanc est dépendant . C'est pourquoi il faut étudier le 
processus que prend le bruit blanc à travers des processus GARCH. 
- Normalité (conditionnelle et non conditionnelle) rejetée :La normalité 
des rendements est généralement rejetée puisque le queue de la di tribution 
empirique des rendements est généralement plus épaisse que celle d 'une loi 
gaussienne. Une telle di tribution est dite leptokurtique. Malgr' la corr ction par 
un modèle GARCH, la di tribution des résidus reste leptokurtique même si le 
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kurtosis est moins élevé que dans le cas non conditionnel et le Skewness négatif. 
- Effet de levier : Il existe une asymétrie de l 'impact des rendements passés 
positifs et négatifs sur la volatilité présente (voir Black, 1976 et Campbell et 
Hentschel, 1992). Ainsi, les rendements négatifs engendrent une croissance de la 
volatilité supérieure à celle induite par des rendements positifs de même 
ampleur. 
- Saisonnalité : Lorsque les marchés sont fermés (à cause d 'un week-end ou 
une fête, ... ), la volatilité tend à augmenter reflétant l'information accumulée 
pendant cet arrêt. 
Dans la suite de ce chapit re, nous verrons comment remédier à ces différentes 
propriétés. 
1.1 Les tests de changements structurels et dat es de rupture 
La plupart des tests classiques, permettant de détecter les changements dans les 
coefficients d 'un modèle de régression linéaire au cours du temps, supposaient qu 'il 
y a juste un seul changement ou que le moment et le type de changement sont 
connus d 'avance. 
Plus récemment , les études accordent plus d 'intérêt d 'abord à chercher les dat es 
de ces changements , s'il y a lieu, afin de discrétiser une série de données en sous-
séries et étudier chacune de ces dernières indépendamment de l'autre, et aussi 
aux méthodes employées pour modéliser ces différents décalages (voir Bai, 1997 ; 
Hawkins, 2001 ; Sullivan , 2002 ; Bai et Perron, 2003, pour ne citer que quelques 
uns). 
Soit , le modèle de régression linéaire suivant : 
V t = 1, . . . , T (1) 
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avec, au temps t : 
- Yt : Variable dépendante, 
- x~ = (1 , Xt2, . .. , X tk )': Vecteur des variables indépendantes, 
- {3; = ( f3n , f3t2, .. . , f3tk )' : Vect eur des paramètres du modèle, 
- f. t : résidus ou perturbations. 
Le t est de changement structurel repose sur les hypothèses suivantes : 
{ 
Ho : f3t = f3, 
H1 : f3t * f3t' , 
V t = 1, . .. , T : Pas de changement structurel. 
pour au moins un t' * t : Changement structurel. (2) 
Si nous supposons que les paramètres du modèle se sont modifiés au cours du 
temps t , c'est à dire que si les valeurs des paramètres connaissent un décalage 
d 'une région de régression stable à une autre, alors nous pouvons supposer qu 'il 
exist e m dates de rupture (ou date ou instant du changement) de st abilité. Par 
conséquent , nous pouvons dénombrer m+ 1 segments le long desquels le vecteur 
des paramètres f3t reste constant. 
Les deux dernières hypothèses du modèle (1) s'écrivent : 
avec : 
Yt = x~ f3t + f.t , 
Yt = x~f3{ + f.t , 
t = 1, ... , T , 
t = Tj _1 + 1, . .. , Tj , et j = 1, ... , m + 1, 
- j : Indice de segmentation, 
(3) 
- I m,T = {Tj , V .J = 1, . .. , m} : L'ensemble des dates de rupture : m-partitions , 
- T0 = 0, 
- Tm+l = T. 
Cependant , en pratique, les dates de rupture sont inconnues, il convient donc de 
les estimer . 
Dans les sous-sections suivantes , nous allons voir quelques tests qui permettent 
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de détecter un changement de régime dans une série temporelle et les méthodes 
d 'estimation des dates de rupture. 
La logique globale de ce qui va suivre est valable sous quelques hypothèses assez 
générales sur le vecteur des variables explicatives x~ de telle sorte que ce dernier 
doit, par exemple être ut ilisé pour le théorème cent ral-limite. Quelques 
hypothèses sur les perturbations Çt doivent être faites . Elles doivent satisfaire 
une des alternatives suivantes : soit Ç est une différence de martingales, soit Ç est 
indépendante de x qui est presque st ationnaire, pour tout t (voir Bai, 1997 et 
Kramer , Ploberger et Alt , 1988). 
Comme nous venons de mentionner , la date de rupture peut être connue 
d 'avance comme elle peut être inconnue. Elle est connue si nous voulons tester 
un changement structurel initié par une décision politique ou institutionnelle 
survenue dans une période de temps connue, par exemple une période de 
guerre, ... Ou encore dépendamment de quelques événements exogènes spécifiques 
mais dont les changements se font seulement après un retard d 'une durée 
indéterminée (inconnue), par exemple, le cas d 'une économie ouverte, après un 
changement significatif sur la tarificat ion ou la polit ique du taux de change, .. 
(voir Andrews, 1993 ; Andrews et Ploberger , 1994 et Kuan et Hornik, 1995). 
Elle est inconnue si nous ne possédons aucune information, ret ardée avec durée 
inconnue ou précise, concernant la date du changement structurel. 
Cependant , dépendamment de l'information disponible, nous distinguons 
plusieurs genres de tests de changement de régime. 
1.1.1 Test de Chow de 1960 
Appliqué sur une base t emporelle, ce test exige la connaissance à priori d 'une 
unique date de rupture. Il indique donc si les paramètres sont identiques avant et 
après cette date. Il impose une hypothèse au préalable sur la form du changement 
structurel, selon un point de changement, 8 E [0 , 1]. Par conséquent , la date de 
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rupture, notée Ta = l T6 J, dépend de la connaissance de 6 et de sa forme. 
. { ~{(6) , 
=> (2) devient : H1 : ~t = 
~; (6) ) 
t = 1, ... , Ta, 
t = Ta + 1, ... , T. 
Ceci est équivalent à pos r m= 1 dans le modèle (3). 
t = T1 + 1, .. . , T . 
Dans le cas où 6 est connu, nous pouvons faire appel au test de Wald, Wr (6) , 
du maximum de vraisemblance, MV.r ( 6) , ou le test du ratio de vraisemblance, 
RVr (6) , pour tester les alternatives ci-dessu (voir Andrews et Fair , 1988 dans 
le cadre d'un modèle non linéaire). 
Cependant, dans l cadre d 'un modèle linéaire, ces trois tests sont équivalents avec 
une même statistique F de Fisher-Snédecor. C'est le test de Chow. 
Chow, 1960 estime le modèle par MCO d'une part sur l'ensemble de la période T 
et d'autre part sur l s deux sous-périodes 1, . . . T1 puis T1 + 1, . . . , T. La statistique 
du test est la suivante : 
FtLl = ( t ~- ~;~:)! [ (T - k) - (T1 - k) - (T- T1 - k)] 
ç;çtf [(T1 - k) + (T - T1 - k) ] 
avec: 
( t ~ - ~~ ~t ) 1 k 
~;~tf (T - 2k) ' 
- t'~ : SCR du modèl e timé avec les T observations ( ddl = T - k) , 
- ~1'ë: SCR de l' stimation sur la période 1, ... , T1 (ddl = T1 - k) , 
- ~2' ~2 : SCR de l' stimation sur la période T1 + 1, . .. , T ( ddl = T - T1 - k) , 
- t ~ = ë' ~1 + ~2 ' ~2 : ddl = T- 2k, 
- SCR : Somme des carrés des résidus. 
Si Ftcal > Fa (k, T- 2k), alors l'hypothèse H0 est rejetée et donc il existe un 
changement tructur l. 
Dans le cas où 6 est inconnu (un paramètre) , il convient de construire un test 
statistique qui n pr nd pas le paramètre 6 comme une donnée , car ce dernier 
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n 'apparaît que dans l'hypothèse alternative et par conséquent les tests cités ci-
haut ne possèdent pas leur distribution asymptotique échantillonale. 
Une solution, donc, serait d 'ut iliser des tests statistiques de la forme suivante (voir 
Andrews, 1993 ; Davies, 1977 ; Davies, 1987 et Hawkins, 1987), entre autres : 
sup Wr (6) , sup MVr (6) et sup RVr (6) 
liE6. OE6. /iE6. 
où 1:1 : sous-ensemble de [0 , 1] : ensemble de sécurité. 
Généralement, nous considérons des tests statistiques de la forme : 
g [Wr (b) , M Vr (6) , RVr (6) , avec: 6 E 1:1]. 
g est une fonction cont inue quelconque telle que la fonction sup , la fonction 
moyenne ou exponentielle, dont la forme est J 6. f (Wr ( 6) , 6) dÀ ( b) (voir pour ce 
dernier cas Andrews et Ploberger , 1992 et Andrews et Ploberger , 1994) . 
La statistique du test , dans ce cas aussi, suit une séquence de loi de p tcal pour 
chaque t, mais en changeant T1 par T0 de telle sorte que 
t = n, ... , T- To (Tii ~ k ) , c'est à dire que le changement s'effectue après un 
retard d 'une durée inconnue (puisque b est inconnu). H0 est rejetée si la fonction 
g est très grande. Hansen, 1997 a proposé un algorithme pour approximer 
asymptotiquement le p-value de ces tests. 
Dans le cas où nous ne possédons aucune information, il faudra estimer les dates 
de rupture. Dans ce cadre, nous faisons appel à des tests de stabilité temporelle 
(ou tests de fluctuation généralisés). Ce genre de test cherche à capter la 
fluctuation dans les résidus ou alors dans les paramètres estimés . 
La littérature regorge de ce type de tests (voir Kuan et Hornik, 1995) : 
- Tests basés sur les paramètres : 
- Test RE : Ce test compare les paramètres estimés récursifs avec les 
paramètres estimés de tout l 'échantillon (voir Sen, 1980 et Plo berger, Kr amer et 
Kontrus, 1989). 
1 0  
- T e s t  M E  C e  t e s t  c o m p a r e  l e s  p a r a m è t r e s  e s t i m é s  m o b i l e s  a v e c  l e s  
p a r a m è t r e s  e s t i m é s  d e  t o u t  l ' é c h a n t i l l o n  ( v o i r  C h u ,  H o r n i k  e t  K u a n ,  1 9 9 2 a ) .  
- T e s t s  b a s é s  s u r  l e s  r é s i d u s  :  
- T e s t  R E - C U S U M  e t  t e s t  C U S U M  o f  s q u a r e  :  C e s  d e u x  t e s t s  s o n t  b a s é s  s u r  
l e s  r é s i d u s  r é c u r s i f s  e t  s o n t  c o m p l é m e n t a i r e s  ( v o i r  B r o w n ,  D u r b i n  e t  E v a n s ,  
1 9 7 5  e t  D u r b i n ,  1 9 6 9  p o u r  c e  q u i  c o n c e r n e  l e  d e u x i è m e  t e s t ) .  
- T e s t  0 1 8 - C U S U M  :  I l  e s t  b a s é  s u r  l a  s o m m e  c u m u l é e  d e s  r é s i d u s  d e  l a  
r é g r e s s i o n  p a r  M C O  ( v o i r  P l o b e r g e r  e t  K r a m e r ,  1 9 9 2 ) .  
- T e s t  R E - M O S U M  :  I l  e s t  b a s é  s u r  l a  s o m m e  m o b i l e  d e s  r é s i d u s  r é c u r s i f s  
( v o i r  B a u e r  e t  H a c k l ,  1 9 7 8  e t  C h u ,  H o r n i k  e t  K u a n ,  1 9 9 2 b ) .  
- T e s t  0 1 8 - M O S U M  :  I l  e s t  b a s é  s u r  l a  s o m m e  m o b i l e  d e s  r é s i d u s  d e  l a  
r é g r e s s i o n  p a r  M C O  ( v o i r  C h u ,  H o r n i k  e t  K u a n ,  1 9 9 2 b ) .  
D a n s  l e  c a d r e  d e  c e  p a p i e r ,  n o u s  n o u s  l i m i t e r o n s  à  d i s c u t e r  l e  t e s t  R E ,  
R E - C U S U M  e t  0 1 8 - C U S U M .  
1 . 1 . 2  T e s t s  d e  s t a b i l i t é  t e m p o r e l l e  b a s é s  s u r  l e s  r é s i d u s  r é c u r s i f s  
D a n s  l e  m o d è l e  ( 1 ) ,  s u p p o s o n s  q u e  Ç t  i ! 1 :  N  ( 0 ,  C T
2
) ,  V  t  =  1 ,  . . .  ,  T .  
L e s  t e s t s  d e  s t a b i l i t é  t e m p o r e l l e ,  p r o p o s é s  p a r  B r o w n ,  D u r b i n  e t  E v a n s ,  1 9 7 5 ,  
t e s t e n t  :  
{  
H o  :  f 3 t  =  f 3  e t  C T Z  =  C T
2
,  
H 1 :  f 3 t  *  f 3  o u  C T l  *  C T
2
,  
V  t  =  1 ,  . . .  ,  T ,  
p o u r  a u  m o i n s  u n  t .  
A f i n  d e  c a l c u l e r  l e s  r é s i d u s  r é c u r s i f s  d u  m o d è l e ,  i l  c o n v i e n t  d ' e s t i m e r  p a r  M C O  l e s  
p a r a m è t r e s  a v e c  u n  n o m b r e  d ' o b s e r v a t i o n s  q u i  v a r i e  d e  k  à  T .  
S o i t  l e  m o d è l e  ( 1 ' )  s u i v a n t  q u i  g é n é r a l i s e  l e  m o d è l e  ( 1 )  :  
y r  =  x r  f 3 r  +  çr )  
V  r  =  k  +  1 ,  . . .  ,  T ,  
( l ' )  
avec: 
Y2 yr= xr = ) 
Yr 1 Xr2 Xrk 
L'erreur de prévision ex-post est donnée par : 
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avec : gr-1 : L 'estimateur par MCO du modèle (1 ') quand la taille de l'échantillon 
est égale à r-1. 
Or, Ho: Yr = x~f3r + Çr : L 'hypothèse de stabilité 
Or l 'espérance et la matrice de variance-covariance de gr-1 sont : 
{ 
_ E (gr-1) = j3r-1, 
-v (gr-1) = E [ (gr-1- (3r -1) (gr-l- w-1 )'] = (J2 (x;_1Xr-1 r 1. 
{ 
- E (er )= 0, 
~ -V (er )= (J: r = fJ2 [ 1 + x~ (x;_1Xr-1r1 xr J. 
Les résidus récursifs du test RE sont donnés par : 
~ Sous l'hypothèse de stabilité : Wr- ""' N (0 , fJ 2 ) , V r = k + 1, ... , T. 
1.1.2.1 - Test RE-CUSUM : 
Le test consiste à calculer la série cumulée des Wr : 
r W· 
Wr = L A; ) v r = k + 1, ... ) T , 
.i=k+1 (J 
.---------------------------------------------- --- ----
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avec: 
__ LJ=k+l W r 
W - T-k 
Sous l 'hypothèse de stabilité, Wr a une moyenne nulle et la région de confiance 
du test est donnée par : 
avec : 
1 1 
Ca = a ( T - k ) 2 + 2a ( r - k ) ( T - kr 2 . 
La valeur de a est une fonction de a , par exemple : 
l 0.01 ! 1.143 Pour a= 0.05 a= 0.948 0.1 0.85 
La figure 1.1 , ci-dessous, facilite la lecture des résultats du test effectué pour 
chaque statistique Wr , V r = k + 1, ... , T. Il représente la série Wr à l'intérieur de 
son intervalle de confiance [- Ca, CaJ. 
1 
a (T - k) 2 
1 
3a (T- k)2 
+ 3a (T- k)lll 
+ a (T- k)111 --- -
-a (T- k)111 Région de confiance T 
- 3a (T - k)111 
. . ..... .. 
Figure 1.1 : Test CUSUM 
Si Wr dépasse la région de confiance, à une date r E [ k + 1, T] donnée, alors 
l'hypothèse de stabilité des paramètres n 'est pas retenue et nous considérons cette 
date comme une date de rupture. 
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Certes, l 'approche récursive permet de déceler un point de rupture sans pour 
autant avoir au préalable une sous-période stable. L 'inconvénient est qu 'elle est 
incapable de distinguer entre un changement structurel de long terme et un autre 
de court terme. Ce sont les deux points de différence par rapport au test de Chow. 
Pour remédier à ces inconvénients, Dufour , 1981 a proposé une interprétation du 
test prédictif de Chow en termes de variables binaires, puis Dufour , 1982 s'est 
basé sur les résidus récursifs en eux-mêmes au lieu des graphiques CUSUM dans 
l'approche originale de Brown, Durbin et Evans, 1975, ci-haut . 
1.1.3 Tests de stabilité temporelle basés sur les résidus MCO 
Ploberger et Kramer , 1992 ont proposé une extension aux tests de Brown, Durbin 
et Evans, 1975 en se basant sur les résidus estimés du modèle MCO plutôt que 
les résidus récursifs. 
Reprenons le modèle (1), les résidus estimés du modèle MCO sont : 
Vt=1 , ... ,T. 
1.1.3.1 - Test OLS-CUSUM : 
Le test consiste à calculer la série cumulée des résidus MCO : 
1 lTtj 0 " A Wr (t ) = A rrny L, Çt , 
C5V 1 t=l 
V t = 1, ... , T , 
avec: 
Si les résidus estimés sont iid selon une loi Gaussienne, la somme cumulée des 
erreurs estimées, comme il est décrit dans l 'équation précédente, peut ainsi être 
assimilée à un mouvement brownien standard dans le cas d 'un test CUSUM 
conventionnel (voir El-Shagi et Giesen, 2013). Dans le cas où c'est un test 
018-CUSUM , introduit par Ploberger et Kramer , 1992, nous avons : 
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avec : { 
- W 0 (t) = W (t) - tW (1) : Pont brownien standard, 
- W ( .) : Mouvement brownien standard. 
Lors d 'un décalage, le test enregistre un pic aux alentours du point de rupture. 
ous rejetons à chaque fois que w~ ( t) traverse les deux lignes parallèles et 
symétriques qui décrivent les frontières de la région critique et la date de rupture 
est donnée par l'extremum de tous les pics enregistrés. En d 'autres termes, à 
chaque fois que m ax 1 W~ ( t) 1 devient très large (voir Schotman et Kr amer , 
l ~ t ~T 
1992). 
La figure 1.2, ci-dessous, illustre ceci. 
Front ., .. dn lien .. ultlq n 
Figure 1.2 : Test OLS-CUSUM 
Il est à remarquer que ce test est pareil au te t RE, cité ci-haut , si le modèle (1) 
était un modèle de régression linéaire avec pour seul paramètre la constante f3t1 , 
c'est à dire si : Yt = fJn + f.t, V t = 1 ... , T. 
Tout ces tests représentent de critères à maximi er graphiquement. 
1.1.4 Détermination des dates de ruptur 
Reprenon le modèle (3) , la somme des carrés des ré idus minimal totale (sur 
toute la période T ) et résultante de l'estimation par MCO des paramètres fJJ sur 
chaque segment J donné par l 'ensemble 
Im,r = {T1, V j = 1, . .. , m } est exprimée par : 
m+ l 
SCR (Im,T) = L scr (Ti-l + 1, Ti ) , 
j= l 
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des rn-parti ti ons 
avec : scr (Tj- l + 1, Ti ) : Somme des carrés des résidus minimale sur le segment j. 
Le problème de détermination des dates de rupture estimés, 'Î'j, V j = 1, . .. , m, 
revient à un problème de minimisation , sur chaque part it ion Tj, de la fonction 
objective suivante : 
('Î'j, V j = 1, . . . ,m) = argmin SCR(Im,r ) , 
(Tj,"V j=l , ... ,m) 
(4) 
Le minimum global de ( 4) est obtenu à travers un lourd calcul sur une grille de 
recherche extensible d'ordre 0 (Tm) avec m > 2. Chose qui rend l'erreur 
d 'estimation négligeable sur toute la période T mais hélas assez considérable, 
moyennement , sur chaque segment. 
Pour cette fin , Bai, 1997 et Sullivan, 2002 ont proposé un algorithme 
hiérarchique de base qui consiste à un partitionner récursivement (ou assembler 
les sous-échantillons), sauf qu 'il ne permet pas essentiellement d 'avoir un 
minimum global. Alors que ce dernier peut être aisément trouvé en utilisant une 
programmation dynamique qui permet en plus de réduire l 'erreur d 'estimation à 
l 'ordre 0 (T2 ) , Vm. Hawkins, 2001 a discuté ceci dans le cadre d 'une estimation 
par maximum de vrais mblance. 
ous utiliserons par la suite un algorithme de programmation dynamique, pour 
un modèle de changement structurel dan le cadre d 'une régression MCO, 
proposé par Bai et Perron, 2003 dont l'idée principale satisfait la récurrence 
suivante : 
SCR(Im,r )= min [SCR(Im-l ,t ) +scr (t+ 1,T)] . 
mT6s.ts.T-T6 
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Il suffit donc de connaît re pour chaque point t s'il est le dernier point de rupt ure 
dans l'ensemble 'Lr,1,r à partir de la matrice triangulaire : 
seT (t , j ) = seT (t , j - 1) + T (t,j )2 , 
avec : T (t , j ): les résidus récursifs au temps t du segment débutant à t. 
Bai et Perron, 2003 ont parlé d 'aut res critères qui peuvent aider à déterminer les 
points de rupture, tels que les critères à minimiser , BIC (Bayesian Information 
Criterion) et AIC (Akaike Information Criterion) , en mentionnant que ce dernier 
surestime toujours le nombre de points de rupture et qu'il est donc préférable 
d 'ut iliser le premier . 
En pratique, différents papiers ont suggéré des out ils computationnels pour tester 
et estimer les dates de rupture. Je cite : Zeileis , Leisch, Hornik et Kleiber , 2002 ; 
Zeileis , Kramer , Hornik et Kleiber , 2003 , ... 
1. 2 Le pro ce sus ARIMA 
Étant donné que nous nous intéressons ici aux séries de rendements, nous allons 
considérer les processus stationnaires puisque, comme nous venons de dire, la 
série des rendements est généralement stationnaire. Wold, 1938, par son 
théorème fondamental dans la modélisation d 'un processus stationnaire Tt , 
stipule la possibilité que Tt soit une combinaison linéaire de deux composantes : 
avec : 
Tt = D t+ St , 
- D t: Composante déterministe , 
- St = I:: o a iÇt-i : Composante stochastique, 
- Çt-i : Bruit blanc (c 'est à dire de moyenne nulle, 
de variance constante et non autocorrélé). 
En part iculier , nous allons nous intéresser au processus ARMA (AutoRegressive 
Moving Average) plutôt que les processus ARIMA (ARMA intégré). 
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Cependant, nous ne pouvons parler de ces processus sans évoquer Box et Jenkins, 
1970. Il convient donc de présenter leur procédure de quatre ét apes : 
- Identification du modèle, 
- Estimation des paramètres, 
Validation du modèle, 
Prévision à l 'aide du modèle validé. 
Le modèle ARMA(p,q) est donné par : 
p q 
rt -L cpirt-i = f.t - L BJf.t- j , avec : Çt "" BB ( 0, o-l) . (5) 
i=l j=l 
C'est une combinaison linéaire du processus AR(p) (AutoRegessive d 'ordre p) et le 
processus MA(q) (Moving Average d 'ordre q) . Il est à remarquer que le processus 
MA( oo) est équivalent au processus S = ( St ). 
En introduisant un opérateur de retard , l 'équation précédente s 'écrit : 
Dans différents art icles, les auteurs utilisent par défaut le modèle AR(1), MA(1) 
ou ARMA(l ,l) . Dans ce travail, nous critiquons cette démarche en vérifiant, 
plus tard dans la deuxième partie de ce travail, que les résultats trouvés par une 
identification adéquate du processus, qui représent le plus les données, sont 
différents de ceux t rouvés par le processus par défaut. 
1.2.1 Ident ification du modèle 
Cette étape consiste à déterminer les ordres p et q du processus ARMA à travers 
la fonction d 'autocorrélation et d 'autocorrélation partielle. 
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La fonction d 'autocorrélation estimée est la suivante : A - ih h z Ph - i o , E , avec : 
- h = 1, 2, ... , K , 
- K : ombre maximal de retards, 
- i h = cov (rt, Tt+h ) = E [[rt-E (rt )] [rt+h- E (rt+h) ]] = I:T-ïh (rt-;)(r t+h-r), 
- i o = CO'U (Tt, Tt )= v (Tt )= E [[Tt- E (Tt )] 2] = ~ r}'=l (Tt- r)2) 
- h·hl::; /o , IPhl::; Po , 
- r h = /-h , Ph = P-h : Fonctions paires , 
-Po= 1. 
Une fois Ph évaluée, nous déterminons l'ordre q du processus MA en estimant la 
significativité de chacun par l'écart-type de Bartlett : 
â .. = [ ~ ( 1 + 2 ~ P1 ) r 
La statistique du test suit une statistique de Student tel que : 
La règle de décision est : 
- S ·i itPhl < t1-~, on ne rejette pas Ho: Ph n'est pas significatif, 
- Si itPhl ~ t1-~, on rejette Ho : Ph est significativement différent de O. 
La fonction d 'autocorrélation partielle est donnée par 'lj;hh = ]Z~/, avec : 
1 P1 . . . Ph-2 Ph- l 1 P1 . .. Ph-2 P1 
1 1 
Mh= ) Mh= 
1 1 
1 Ph-l Ph 
Pour calculer 'l/Jhh, Durbin, 1960 a créé l 'algorithme suivant , basé sur les équations 
de Yule-Walker : 
P1 , 
Pi- 2:: ~-;;i..Pi-l,j Pi-j 
1 -I:~=Î..Pi-l,jPj ' 
si i = 1, 
si i = 2, ... , h, 
si i = 2, . . . , h et j = 1 , ... , i - 1. 
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Pour un T grand, '1/Jhh ""' N ( 0, ~ ). Il est donc possible de déterminer l'ordre p 
du processus AR à partir du test précédent mais pour une statistique différente : 
t {f;hh = (l;;;1;2 (voir Quenouille, 1949). 
Les fonctions d 'autocorrélation et d 'autocorrélation partielle sont représentées 
chacune dans un graphique appelé corrélogramme. 
L'identification terminée, nous pouvons, par la suite, passer à l 'étape suivante 
d 'estimation du(des) processus ARMA(p,q) sélectionné(s). 
1.2.2 Estimat ion des paramètres ARMA 
En supposant que Ç ""' N ( 0 , O'V , l'estimation des paramètres repose sur la 
méthode de maximum de vraisemblance dont le log est donné par : 
avec: 
T T ( 2 ) 1 (l 1 l) S ( ify, B) lr = - 2 log (2II)- 2 log Œç - 2log Z Z - 20'2 ç 
1
-Z : Matric~ de taille. ~ + q + T , p + q) con~enant les 
parametres cPt ( 2 - 1) . .. ) p) et eJ (J - 1) ... ) q) ) 
- S( ify, B) = '[,f:_oo (E[çt i Tt,cPi, eJ , 0'~ ]) 2 . 
Nous maximisons lr par rapport aux paramètres ePi, ej et 0'~, en commençant par 
la dernière car elle ne dépend que de t et non de i et j . ous aurons : 
Olr = 0 <===> _I._ + s ( ify, e) 
00'~ 20'~ 20't 
En int rodui ant la valeur de il~, lr devient : 
T T ( S ( ify, B) ) 1 1 T lr =--log (2II) - -log - -log (IZ Zl) - - . 2 2 T 2 2 
Maximiser la nouvelle expression de lr revient à minimiser cette expression : 
lr = T log ( S (~ B) ) +log (IZI Zl) . 
Cette minimisation peut se faire par des méthodes numériques ou par un recours 
aux modèles de moindres carrés (voir Gouriéroux et Monfort , 1995). 
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Nous procédons, maintenant , à la validation du (des) processus ARMA(p,q) 
estimé(s) en nous focalisant sur trois genres de tests complémentaires (le test de 
significativité individuel sur les paramètres, le test Box-Pierce sur les résidus et 
les t ests de normalité sur les résidus). 
1.2.3 Validation du modèle 
1.2.3. 1 Test de significativité individuel sur les paramètres 
ous faisons ce test pour chaque processus ARMA(p,q) sélectionné puis estimé. 
Soit , p1 < p , le test se base sur les hypothèses suivantes : 
{ 
1 1 
- Ho : c/Ji = 0 : p t- p et q = q : 
H 1 1 
- 1 : c/Ji t- 0 : p = p et q = q : 
La statistique du test est : 
La règle de décision est : 
ARJ\1! A (Pl, q) , 
ARMA (p,q). 
- Si lt<PJ < t1_% on ne rejette pas Ho : c/Ji n 'est pas significatif, 
- Si lt<PJ ~ tl -%, on rejette H0 : c/Ji est significativement différent de O. 
Remarques: 
1- Le même type de test est fait pour les paramètres e1, 
2- ous ne pouvons tester simultanément p1 t- p et qi t- q car tout processus qui 
admet une représentation ARMA (p , q) admet, aussi, une représentation 
ARMA(p1 , q1 ) car , pour un paramètre T , nous avons: 
éi>(L)rt = 8(L)Çt~éi>(L)(1-T)rt = 8(L)(1-T)Çt· 
ARM A(p,q) ARM A(p- l ,q- 1) 
Cependant , le test sera biaisé si le résidu du processus n 'est pas un bruit blanc 
(BB). Il faut donc déterminer ceci en faisant le corrélogramme et les tests d 'absence 
d'autocorrélation (tests portemanteau) sur le terme d 'erreur . 
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1.2.3.2 Test Box-Pierce sur les résidus 
Il exist e un grand nombre de tests portemanteau, les plus connus sont ceux de 
Box et Pierce, 1970 ; Ljung et Box, 1978 et Durbin et Watson, 1950, 1951. Dans 
le cadre de ce mémoire, nous n 'allons nous intéresser qu 'au premier car la série 
visée est de grande taille. En effet , la statistique du test de Ljung-Box est plus 
proche de celle du Khi-deux seulement quand l'échantillon est petit et celui de 
Durbin-Watson s'applique juste pour un ordre h = 1. 
Le test se base sur les hypothèses suivantes : 
{ 
- H 0 : Pl = P2 = ... = pK = 0 : 
- H 1 : 3ph * 0: Çt f BB. 
La statistique du test est la suivante : 
La règle de décision est : Si Q < X 2 (K - p- q) , on ne rejet te pas H0 : Çt ~ BB. 
Si le corrélogramme indique qu 'il y a des corrélations significatives entre les 
résidus, et que ceci est confirmé par un test Box-Pierce significatif, c'est à dire 
qu 'on rejette H 0 , le résidu n 'est pas considéré un BB et donc nous concluons que 
le test sur les paramètres précédents est biaisé pour ce qui concerne ce processus. 
Nous devons, par conséquent , l'éliminer. Cette démarche est faite pour tous les 
processus estimés. 
1.2.3.3 Tests de normalité sur les résidus 
Après avoir t esté si le résidu suit un BB, il convient ensuite de voir si c'est un BB 
gaussien. 
- Test du Skewness et du K urtosis : 
Le Skewness et le Kurtosis mesurent , respectivement , l 'asymétrie et 
l'aplatissement de la distribution de la série de rendements. 
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Soit f.-lh = ~ "[~1 (rt - r) h : le moment centré d 'ordre h. Les coefficients 
d 'asymétrie et d 'aplatissement sont , respect ivement , égaux à 
s1/2 - ...!:!iL k - l:t 
- ,..~/2 - ,..2 . 
L'hypothèse des tests est : 
H0 : s112 = 0 (Symétrie) , k = 3 (Aplatis ement) : ormalité des résidus. 
ous pouvons aussi donner une extension aux tests en supposant la normalité des 
co fficients ci-haut et pour n> 30, les st atistiques deviennent : 
L'hypothèse des tests devient : H 0 : v1 = 0 , v2 = 0 : ormalité d es résidus. 
Si v1 ~ 1.96 et v2 ~ 1.96, on ne rejette pas H0 . 
- Test de Jarqu e-Bera : 
Il in ègre les coefficients d 'asymétrie et d 'aplatissement précédents dans la 
mesure suivante : 
Si JB ~ X12_a (2) , on ne rejette pas H0 de normalité des résidus au seuil a . 
Ces tests de normalité servent également à savoir si nous avons une 
hétéroscédasticité des erreur . En effet , l'hétéroscédasticité sc manifeste sur le 
graphe de la distribution par des queues de probabilité plus épaisses 
(Leptokurtique) qu 1 queues de la loi normale. 
1.2.3.4 Critères de choix de modèle 
Out re les critères standards de choix tels que l'erreur absolue moyenne, la racine 
de l'erreur quadratique moyenne et 1 écart absolu moyen nous avons opté ici pour 
de critères d 'informat ions (voir De Gooij er 1985), tels que : le critère d 'Akaike, 
1969, 1973, 1974 (AIC) , le log-vraisemblance (LL), le critère bayésien d 'Akaike, 
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1977 ou de Schwarz, 1978 (BIC) et encore le critère de Hannan et Quinn, 1979 
(HQ). Contrairement à LL, ce sont des critères à minimiser. ous discuterons, 
dans ce papier, des deux premiers car ils sont les plus utilisés malgré que Hannan, 
1980 a montré que seuls les processus déduits des critères BIC et HQ ont des 
estimateurs convergents et conduisent à une sélection asymptotiquement correcte 
du modèle. 
La statistique AIC s'écrit : AIC =Ln ( â"n + 2(r;q). 
Une alternative serait de calculer le test de ratio de vraisemblance pour un modèle 
contraint et non contraint. 
La statistique du test est définie de la sorte : LR = 2 [l (f') - l (f)J , 
- f' : Paramètres du modèle non cont raint , 
où: 
- r : Paramètres du modèle cont raint , 
- l (f') : Estimateur du log-vraisemblance du modèle non contraint, 
- l (f) : Estimateur du log-vraisemblance du modèle contraint . 
Si LR < Xf_a (1) , on ne rejette pas H0 c'est à dire le modèle contraint. 
Une fois que le processus est retenu, l'ét ape de validation s'achève. 
1.2.4 Prévision du ARMA validé 
Reprenons le processus ARMA(p,q) donné par la relation (5 ). On note rt+hit la 
prévision de rt pour un horizon h sachant l'information à la date t. 
Pour évaluer la qualité d 'une prévision, nous avons besoin d 'une métrique, en 
d'autres mots, d 'une fonction de perte. Nous allons utiliser une fonction 
quadratique. Nous cherchons donc la prévision qui minimise l'erreur quadratique 
moyenne: 
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Nous pouvons, donc, aisément montrer que la prévision optimale ft +h peut s 'écrire 
sous forme d 'une espérance conditionnelle : 
avec : f t = {r-1,r·2, . .. ,Tt ,6 ,6 , . .. ,Çt} : L'information disponible à la date t . 
L'intervalle de prévision, au seuil a et à l 'horizon h , est donné par : 
ft+h ± zl _f!. EQM 112 , où : z ~ N (0, 1). 
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1.3 Le processus GARCH 
Le processus ARMA a permis d 'avoir une prévision des rendements à part ir 
d 'une modélisation supposé linéaire. Bien que cette hypothèse rend ces 
processus avantageusement simples à mettre en oeuvre, elle constitue néanmoins 
une hypothèse for te puisque la formulation linéaire restreint automatiquement le 
type de dynamiques non linéaires possibles et particulièrement complexes des 
marchés financiers. La source de non linéari té peut provenir de la moyenne de la 
série, en particulier des phénomènes d 'asymétrie et de rupture de forte 
amplit ude dont nous avons parlé brièvement quand nous avons défini les tests de 
changements structurels. Elle peut provenir aussi de la variance, en particulier , 
des quelque anomalies citées au début de ce chapitre notamment les 
regroupements de volatilité (le clusters de volatilité) qui se manifest ent sur les 
queues de la distribution leptokurtique des résidus du modèle ARMA. Par la 
suite, nous allons juste nous intéresser à la non linéarité en variance à l'aide des 
modèles GARCH qui permettent à la variance d'une série de dépendre de 
l 'information disponible, et notamment du temps. 
Introduits par Engle, 1982 et généralisés par Bollerslev, 1986, le processus 
GARCH(M, ) fort , noté~ ' vérifie : 
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- Ç~: Résidu du processus ARMA(p ,q), 
- w, CXn , !3m : Des paramètres positifs, 
où : - fit : Loi de probabilité d 'espérance nulle et de variance unitaire, 
- E (ÇtiÇu, u<t ) =0, t EZ, 
- V (ÇtiÇu, u < t) = CJt: Variance condit ionnelle du processus Ç. 
En combinant les deux équations, en remplaçant Çz par son expression, nous 
aurons : 
y 
CJt = w + L ay (fit-y ) CJt-y, 
y=l 
où : ay (x ) =cxyx2 +/3y, y = l , ... ,Y =max (M , N ). 
Cette représentation mont re que dans le cas d 'un GARCH fort , le processus de 
volatilité vérifie une équation autoregressive , mais avec coefficients aléatoires. 
Plusieurs travaux et extensions concernant ce processus ont été développés dans 
la littérature, mais nous n 'allons ut iliser , dans ce papier , que le processus 
GARCH fort. L'ident ification des ordres M t suit la même procédure que 
celle des modèles ARMA, à t raver , respectivement, le corrélogramme des 
autocorrélations et celui de l'autocorrélation partielle, mais de Çz et non de Ç~. 
De même pour l'étude de l'autocorrélation et l 'autocorrélation partielle du 
processus GARCH se fait à partir des corrélogrammes de la série des Çf. Si 
l'étude de la normalité des résidus indique une distribution non normale, il est 
possible d 'avoir de l'hétéroscédasticité incrustée dans les queues de la 
distribution. Il convient donc de la tester. 
1.3.1 Test d 'hétéroscédasticité condit ionnelle 
En récapitulant , nous considérons le processus suivant dont l'équation de la 
moyenne est décrite par un processus ARMA : 
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Pour étudier son hétéroscédasticité conditionnelle, nous pouvons utiliser, 
graphiquement , les deux corrélogrammes des résidus au carré de la série 
GARCH (M,N) identifiée. Sinon nous pouvons employer le test d 'effets ARCH 
(ou test du multiplicateur de Lagrange) suivant , int roduit par Engle , 1982 : 
{ 
- H0 : a 1 = a 2 = · · · = aN = 0 : a.Z = w : homoscédasticité, 
- H1 : ::lan* 0: at= w + '[;:=1 anF,l-n : Çt """ ARCH(N ). 
La statistique du test s'écrit : L !Yf = TR2 , 
avec : R2 : Coefficient de détermination associé au modèle ARCH(N). 
Si LM < XL:t (N ), on ne rejette pas H0 , il existe donc un effet ARCH. ous 
pouvons donc pas er à e timer ces effets. 
1.3.2 Estimation des paramètres ARMA-GARCH 
Tout s les t echniques usuelles d 'estimation (maximum de vraisemblance, moindres 
carrés , modèles non paramétriques) s'appliqu nt également aux modèles GARCH. 
La plupart des aléas relatifs aux séries financières ne suivent pas une loi normale. 
Toutefois, même i la vraie distribut ion n 'est pas normale, la densité gaussienne 
peut être utilisée pour calculer l 'estimateur à partir des variables iid '17t (voir 
Gouriéroux 1992). Nous nous intéresson donc à la méthode du pseudo-maximum 
de vraisemblance. 
Dans le cas d 'un modèle GARCH linéaire, Weis , 1982 a établi des condit ions 
uffi antes de régularit' permettant d 'obtenir de propriété de convergence et de 
normalité asymptotique dont la plus pertinente est la condit ion d 'existence du 
moment d 'ordre 4 pour les résidus Çt. Lumsdaine, 1990 montre que nous pouvons 
ignorer cette condit ion dans le cas d 'un GARCH(1,1) . 
Il est à noter que les estimateurs de la moyenne et de la variance condit ionnelle 
ont asymptotiquement non corrélés, quand la vraie densité condit ionnelle est 
normale. Ils peuvent ainsi êt re estimés séparément sans perte d 'efficacité. 
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Reprenons le processus ARMA(p,q)-GARCH(M, ) suivant : 
Exemple 
Tt= 6.t + çt ~ L:f;1 cPiTt-i + çt- L:j;l ejçt-j, 
çt = y!h;rJt , 
ht = W + L:;;';l O'.nf,f-n + L~;l f3m ht-m = z; T . 
ht = CJt =V (Tt lft_1): Variance conditionnelle, 
Tt: Équation de la moyenne généralisée (peut être de type ARMA) , 
6.t = E (Ttl l t-1): Moyenne condit ionnelle, 
'Tlt i!:! f (0 , 1): Pseudo-vraisemblance (gaussienne par exemple), 
où: >..'=( ePI, . .. , cf;p, 81 , ... , Bq): Paramètres ARMA, 
r' = (w , o-.1, ... , o-.N ,f31, ... ,/3M) : Paramètres GARCH, 
1 = (X ,r') Paramètres ARMA-GARCH, 
z; = (1 , Çf_l , · · · , Çz_N , ht-1, · · · , ht-M ) , 
'Yo : La vraie valeur des paramètres. 
La vraisemblance conditionnelle gaussienne s'écrit : 
T 1 ç2 
Lr (r) =TI e-~ t=l~ 
Son log-vraisemblance s'écrit : 
lr = _ ]:_ t ( ln ( ht) + Çf ) . 
. T t =l 2 2ht 
Ceci revient donc à résoudre le système de CPO : 
où: 
{ 
8lT = _1 8ht ( a _ 1) 8T 2ht 8T 2ht 
8lT = ÇtXt + lh 8 ht. (sL -1) 
8>.. h t 2 t 8>.. 2ht ) 
{ 
8 ht _ z + "\' M (3 8ht.-m. 
8T - t L...m=l m 8T ' 
8ht. _ 2 "\' N X c "\' M (3 8 h t-m. 
"'1f5: - - L... n ; l O'.n t-n <,t-n + L... m ; l m----a;::-· 
La résolution numérique peut être faite en utilisant l 'algorithme de score ou 
BHHH (Berndt, Hall, Hall et Hausman, 1974). Le premier est décon eillé pour 
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le modèle GARCH car les termes récursifs intervenant dans les équations du 
CPO compliquent cette procédure (Bollerslev, 1986). 
Sans entrer dans des détails , Berndt , Hall, Hall et Hausman, 1974 propose cet 
algorithme : 
/ (s+1) = / (s ) + K s L Olr al~ L Olr , 
( 
T )-1 T 
t =1 a, a, t =1 a, 
{ 
~~ est évalué en / (s ) , 
où: 
K-5 : Un multiplicateur. 
1.3.3 Modèles GARCH et prévisions 
De nombreux auteurs ont contribué à la question de la prévision dans le cadre d 'un 
processus GARCH. Engle et Kraft , 1983 et Engle et Bollerslev, 1986 ont dérivé 
les expressions de la variance de l 'erreur de prévision dans le cas d 'un ARCH 
et GARCH, respectivement. Nous pouvons égalem nt consulter les t ravaux de 
Geweke, 1989, Baillie et Bollerslev, 1992 ou encore Nelson et Poster , 1994. 
Bollerslev, 1986 puis Granger, White et Kamstra, 1989 se sont intéressés à la 
construct ion d 'intervalles de confiance pour des prévisions à un pas. Considérons 
le processus GARCH(M,N) vu ci-haut. À l'horizon h, nous avons : 
où: V = min (W,h - 1) et W = max (M ,N ). 
La prévision à l 'horizon h , sachant l'information à la date t , ft, est donnée par : 
car: 
v w 
(J;+hlt = w + I c ai + !3i ) (J;+h-ilt + I ( a i ç.z+h-i + !3i (Jz+h-i ) , 
~1 i=h 
c2 _ 2 · h 0 
'> t+hlt - (Jt+hlt' Sl > . 
Pour plus de détails sur les processus ARMA-GARCH, d 'autre ouvrages 
spécialisés ont parlé du sujet (voir Francq et Zakoian, 2009 et Lardie et Mignon, 
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2002, ... ). 
Dans ce mémoire, le modèle ARMA-GARCH ident ifié sera utilisé dans t rois 
contextes. Le premier contexte consiste à utiliser ce modèle directement dans 
une méthodologie de mesure de risque et de le comparer avec d 'autres méthodes 
candidates . Le second contexte consiste à fil t rer la série de données et produire 
les résidus st andardisés utilisés pour estimer les paramètres des queues avec la 
méthode POT dans le cas de la EVT. Ces mêmes résidus vont être déduits, dans 
un troisième contexte, de la simulation historique. 

CHAPITRE II 
LA VALEUR À RISQUE (VAR) 
La VaR est un concept utilisé pour mesurer les risques financiers. Elle permet de 
savoir combien l'établissement financier peut perdre, avec une probabilité donnée, 
sur un horizon de temps fixé. Autrement dit , la VaR d'un portefeuille d 'actifs 
est la perte maximale attendue, mesurée en unité monétaire sur une période et 
à un niveau de confiance donné, sous les conditions normales du marché. Pour 
interpréter la VaR, deux éléments sont indispensables. 
Le premier est la période de détention h (holding period) sur laquelle la variation 
de la valeur du portefeuille est mesurée. 
La distribution (conditionnelle ou non) de perte FL (a) sert à calculer des réserves 
qui permettent de couvrir certains risques mais pas tous. 
Le deuxième élément est le seuil de confiance jugé admissible p E JO, 1[. À ce seuil , 
correspond une marge d 'erreur (failure rate) a= 1-p. Dans notre cas, on prendra 
un a de 1%, 5% (et parfois 0.1%). 
La VaR est calculée à partir de la distribution des rendements. Elle représente la 
perte maximale attendue, Lt,t+h, au seuil p. 
Mathématiquement, elle s'écrit comme suit : 
VaRt ,h (a )= in f {x E IR/ Pt (Lt,t+h <-x )::; a }= Fz1 (a ). 
La figure 2.1 illustre ce point. 
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Figure 2.1 : VaR à partir de la densité/ distribution des gains. 
Il existe différentes autres méthodes pour estimer la VaR. Nous nous intéresserons, 
par la suite, à quelques unes. 
2.1 VaR Historique, Normale et Student non conditionnelle 
C'est la première et la plus commm1e des méthodes utilisées pour estimer la 
VaR. L 'idée principale suppose que la distribution historique des rendements est 
non conditionnelle, qu 'elle restera la même au cours des prochaines périodes et 
donc que le comportement du changement de prix se répète au fil du temp . La 
simulation historique de la VaR est, à la base, le quantile empirique de la 
distribution du rendement , comme on vient de voir, ci-haut : 
L'avantage de cette méthode est qu'elle est facile à mettre en oeuvre. Elle est 
non paramétrique et ne suppose aucune hypothèse sur la distribution capturant 
ainsi la non normalité dans la série. L'inconvénient est qu 'elle ne considère pas 
l 'information donnée par la volatilité (voir Hendricks, 1996 et Barone-Adesi , 
Giannopoulos et Vosper , 2000). 
Au lieu d 'utiliser le quantile de la série, une autre idée serait de faire une 
hypothèse forte selon laquelle la série des rendements suit une loi normale ou 
une loi de Student (si Test grand). Dans ce cas , nous utiliserons le quantile de 
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la loi conc m ée, sur toute la période T , c' st à dire : 
V RN T r;;:,T (m=O,u=1) r;;:,T a t+1,a = ffi t+1 + O"t+ l v 1 Tla = v 1 'r/a, 
où : rn et Tla ont , respectivement , la moyenne et le quantile de la loi Normale 
centrée réduite (ou Student) . Dans le ca d 'une loi normale, Tla = <r? -1 (a) , et pour 
le cas d 'une student Tla = F -1 (a) avec v= (T - 1) : nombre de degrés de liberté. 
Dans ce cas particulier , puisque nous supposons la symétrie de la distribution 
normale et student , la modélisation de la queue gauche de la distribution est faite 
séparément à partir des observations de la queue droite en multipliant par -1. 
Cette hypothèse de normalité peut ne pas donner des résultats plausibles dans 
la mesure où l'étude de la normalité de la série des rendements a rejeté cette 
hypothèse depuis le départ. 
2.2 VaR Historique, ormale et Student conditionnelle 
Reprenons le modèle ARMA-GARCH du chapitre précédent : 
Exemple 
Tt= t::.z + f. t ,-'"-, Lf=1 </Jirt- i + f.t- LJ=1 8_tf,t- j, 
f. t = ATJt, 
ht = w + 2::;:=1 an f.Ln + 2::~=1 f3m ht-m = z~ T. 
La variable aléatoire des innovations (résidus standardisés) Tlt étant une loi de 
probabilité d 'espérance nulle et variance unitaire, elle peut prendre n 'importe 
quelle forme. La forme de la loi de probabilité fréquemment ut ilisée dans la 
littérature est la loi gaussienne (ou Student pour un grand échantillon). Une 
estimation de la VaR conditionnelle normale est donnée par : 
où : O"t.+1 : Volatilité conditionnelle. 
Dans le cas d 'une distribution de Student, une autre expression est ut ilisée dans 
la littérature (voir Trabelsi , Raggad et Marimoutou , 2009) : 
est >. Nu-2 - 1 ( ) V a R t +1 a = .C::. t+1 + O"t+1 --. F a , 
, v 
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où : v = (T- 1) - (p + q + N + M) : nombre de degrés de liberté. 
Aussi Hull et White, 1998 et Barone-Adesi, Giannopoulos et Vosper , 1999 
combinent le processus GARCH avec la simulation historique de la VaR pour 
remédier à certaines lacunes de cett e dernière. Ils proposent ainsi la VaR 
historique fil t rée dont Barone-Adesi et Giannopoulos , 2001 a montré la 
supériorité par rapport à la VaR non conditionnelle. C'est une méthode 
semi-paramétrique du moment où elle n 'impose aucune distribution particulière 
mais qui estime la variance fu ture à l'aide d 'un modèle de volatilité, reflétant 
ainsi en mieux l 'état actuel du marché à n 'importe quel niveau de confiance. La 
VaR historique fil t rée s'écrit : 
L 'avantage de ces deux procédures est qu'elles prennent en compte la volatilité 
dans l 'estimation de la VaR. L'inconvénient est qu 'elles ne permettent pas de 
comptabiliser toute l 'information présente dans la queue de la distribution , surtout 
si l'hypothèse de normalité est rejetée. La résolution d 'un tel probl ' me fait l'objet 
de la section suivante. 
2.3 Ü en entre la théorie des valeurs extrêmes (EVT) et la VaR 
Dans cet te s ction, nous allons évoquer quelques résultats majeurs de la t héorie 
des valeurs extrêmes qui vont contribuer à affiner encore la modélisation de la 
VaR en prenant en compte l 'information donnée par l 'épaisseur de la queue. 
La modélisation des valeurs extrêmes peut être réalisée par la modélisation du 
maximum global (ou du minimum global) de la série de donn 'es ou la modélisation 
de la distribution des excès au-dessus d 'un certain seuil (méthode POT (Peaks 
Over Threshold)). 
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2.3.1 La loi limite du maximum 
Afin de modéliser les maximums, il convient tout d 'abord de définir la loi limite 
pour ce maximum. Pour ceci, soient , les variables aléatoires iid X i, Vi = 1, ... , n 
de loi F et, x* = sup {x E IR 1 F (x ) < 1} , le point terminal (End point) d 'une 
fonction de répartition F c'est à dire le max du support de dist ribution (ou la 
borne supérieure). La loi limite pour le maximum, Mn = max {Xi, Vi= 1, ... , n} , 
est donnée par : 
n 
P (Mn~ x )= P (X1 ~x , .. . , Xn ~x) Xgid TI P (Xi~ x ) = [Fx (x)r , 
{ 
0, si x< x*, 
P(Mn~x) -+ 
1, si x~ x*, 
et 
i=l 
P ( M~:b .. ~x) = [Fx (anx + bn)r , V (an , bn) E IR2. 
La loi limite asymptotique du maximum est , donc, une loi dégénérée car il existe 
un réel x = x* tel que : P (Mn = x ) = 1. Alors que la loi limite de Ma:bn est non 
dégénérée et nous chercherons deux réels an et bn de sorte que P ( M~:bn ~ x ) t- 1. 
Fisher et Tippett , 1928 et Gnedenko, 1943 ont prouvé que si pour deux suites 
G (x) : Loi non dégénérée, 
alors, pour an E IR et bn > 0, G est une des trois types de distributions suivantes : 
- Gumbel : A = exp (-e-x ) , xE IR , 
- Frechet : <I>a = exp (-x-a ) , x E IR+ , a> 0, 
- Wei bull : Ill a = exp (- (-x t ) , x E IR-, a> O. 
On dit que F appartient au max-domaine d 'attraction de G (MDA(G)). 
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2.3.2 Distribution généralisée des valeurs extrêmes 
Plus tard, (voir Embrechts , Kluppelberg et Mikosch, 1997), Von Mises , 1936 et 
Jenkinson, 1955 ont rassemblé les trois familles de lois précédentes en une unique 
famille, la GEVd (Generalized Extreme Value distribution), s'écrivant : 
{ 
exp ( - (1 +Çx r 11ç), 
HE (x ) = 1 + Çx > 0, si ( :;t: 0, 
e.'Ep (- e-x ) , .'E E IR , si ( = 0, 
Dépendamment de l 'indice des queues Ç, on remarque un lien avec les t rois familles 
de lois précédentes . Ainsi, pour : 
! 0, ( = l. > O a ' _ 1. < 0 a ' Ho =A, , x infini et H 1.. ~ <P a, " , x fini et H _ l ~ 'lr a . 
" 
La figure 2.2, ci-dessous, illustre ce lien . 
'Pa 1\ cP a 
1 Ç< O Ç> O 1 1 c; 
-1/a 0 1/a 
x fini x infini 
Loi ~- · - · - · · · - · - · · · - Queue - · - ·- · - ·· ·- ·- ·+ Queue 
Bornée Fine Épaisse 
Figure 2.2 : Lien ent re les t rois familles de la GEVd 
La figure 2. 3, ci-dessous, donne un descript if de la GEV. 
- Densité de Pobablllté 
- Pobablmé CumulaiMI 
- Quanllles à [0.5, 0.95] 
- - - Densité de Pobablllté Espwée 
- -- Pobablllté CumulaiMI Espénl 
Quantlles Espérés à (0.5. 0.9 
0 
ci 
-3 -2 -1 0 2 3 
x 
Figure 2.3 : Représentation de la GEVd pour ( < 0 
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2.3.3 Approximation du point terminal 
Einmahl et Smeets, 2011 et Einmahl et Magnus 2008 ont montré qu 'en passant 
par le logarithme, pour un ( < 0 (x fini), la relation de convergence, ci-haut, de 
Fisher et Tippett , 1928 et Gnedenko, 1943, peut s'écrire : 
- t Log F( atx +bt) 
=> t(1 - F( atx+ bt)) 
t-+oo ( ) 
----+ - Log G t , 
-l 
=> 1 - F( atx + bt) :::-; ( l +(:) ç 
=> 1- F( x* ) :::-; f (1 + c:~b~, f ~, 
an/k 
x*:::-; b /k- --
n ( ' 
où : k E {2, 3, ... , n- 1} 
statistics). 
avec : F( x* ) = 1, t = Ï k << n 
Nombre d 'observations ext rêmes (upper order 
Une approximation de x* est , donc, obtenue à partir d 'un ( < 0 et une loi GEV. 
Cependant en pratique, cette rn 'thode a été fortement critiquée dans le sens où 
l 'estimation des paramètres de la distribution GEV est une estimation dite 
«Block component-wise», ce qui veut dire qu 'à part ir des données init iales, on 
extrait des blocs (sous populations) de même taille, puis nous considérons la 
distribution formée par les maxima de chacun de ces blocs (une seule valeur 
maximale par bloc) . Cette méthode implique donc une perte d 'informations. En 
part iculier , certains blocs peuvent contenir plusieurs valeurs extrêmes pour la 
distribut ion init iale, alors que d 'autres peuvent ne pas en contenir. Le problème 
a été résolu , en considérant tout s les observations au-dessus d 'un certain seuil 
suffisamment élevé (Threshold), u < x* fixé, et plus part iculièrement les 
différences entre ces observations et le seuil , di tes excès. C'est la méthode à 
dépassement de seuil (POT) (voir Davison et Smith, 1990). 
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2.3.4 Distribution des excès et distribution de Pareto généralisée 
La distribution des excès, au-dessus du seuil u <x*, s 'écrit : 
F (x ) = P (X< x +uiX>u ) = F (x+u) -F (u) 
1
' - -----'--1-~F::--(::-u-:-) ...;........;.. ' 
avec: 0 :S x :S x*- u, y (t ) = F-1 (1 - t ) : Fonction quantile. 
Pickands, 1975 et Balkema et De Hann, 1974 font le lien entre le comportement 
asymptotique de la distribution des excès Fu (x ) et celle de la G PD ( Generalized 
Pareto Distribution), G ç, ,( u) (x). Ils proposent que si F u (x ) E M D A ( H€ (x )) , alors 
il est possible de trouver une fonction t, ( u) > 0 et mesurable de telle sorte que : 
sup !Fu (x ) - Gç,,(u) (x )1 ~ 0, 
Osxsx*-u x ->x 
c,,,(u) (x ) = { 
( rl /Ç 
où: 1 - 1 + c(:) , si ( =t= 0, 
1- e- ,(":,.> si ( = 0, 
' 
et pour : { ( ~ 0, x~ 0, 
ç < 0, 0 < X < - i (u) 
- ç . 
L'estimation des paramètres de la GPD pose un problème de la détermination 
du seuil u. Ce dernier ne doit pas être trop grand car il faut suffisamment de 
données pour avoir une bonne précision des estimateurs. Une approximation de la 
distribution des excès serait la fonction d'excès moyenne (Mean Excess Function) 
qui est donnée par : 
( ) - roo F(i)d - roo P(X >i)d - roo P(X 1 X ) d a u - J u F(u) t- J u P(X>u) t- J u > t > u t , t > u, 
= E (X - u 1 X> u) . 
Un estimateur empirique de la fonction d 'excès moyenne (voir Kaarik et Zegulova, 
2012) s 'écrit : 
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La figure 2.4, ci-dessous, présente le graphique de cette fonction , dans son intervalle 
de confiance, dépendamment de u avec X i donné. Nous choisissons le plus petit 
u selon lequel ân ( u ) soit approximativement linéaire, V x ~ u. Par exemple, dans 
ce cas de figure, on choisit 'U = 10. 
"' 
8 
... 
N 
" )< 
,',-,_ 
.. 0 J 
.. ~ .. 1 
" ..
c ê c .. >-
,' 
1 
0 
E 
c 0 
0 1() 
<3 
5 
,, -
1 ,._ 
u. 0 
10 
0 20 40 60 80 
Figure 2.4 : Choix du seuil u 
Une fois le seuil déterminé, nous pourrons estimer les paramètres de la GPD. Pour 
ceci, il existe différentes méthodes dont le maximum de vraisemblance, la méthode 
delta, la vraisemblance profilée, la méthode de Hill (graphique et analytique), la 
méthode AMSE et la méthode par analyse de sensibilité. Nous n 'allons définir , 
/ 
par la suite , que la première et les trois dernières. Nous allons également présenter 
une technique pour prévoir le rendement extrême. 
2.3 .5 Méthodes d 'estimation de l 'indice des queues 
2.3 .5.1 Estimation par maximum de vraisemblance 
Soit , Yi = X i - u , la variable aléatoire iid des excès et r' = ( ( , " ) le vecteur des 
paramètres de la GPD de densité gr (yi ) = ac;Y:Yi). 
La vraisemblance est donnée par : 
l 
L(r ·"'' ) - fl n (' )-fln 1( y; )-ç-1 
, I i - i =1 gr Yi - i =1 ï 1 + ( 1: ' 
=* Log (L (r; Yi ))= -nLog&- ( 1 + t) 2:7=1 Log (1 + (~ ). 
40 
En posant x = ~, la maximisation du log de vraisemblance, sur chacun des 
paramètres, donne le système suivant : 
{ 
( = ~ L~1 Log (1 + XYi) = ( (x) , 
~ = l ( 1 + 4) "'n ___lLf- . 
x n ç L.. t=l l +xy; 
Similairement avec la GEV, r sera consistant si ( > - 1 et asymptotiquement 
gaussien quand ( > -0 .5. Mais, puisque le log-vraisemblance peut être 
arbitrairement très large en prenant ( < -1 et x --+ - max (yi ), nous aurons un 
problème de convergence dans ce cas . Pour y remédier , Hosking, Wallis et Wood, 
1985 et Hosking et Wallis, 1987 ont proposé une première méthode numérique 
itérative qui consiste à garder les est imateurs ( et [ donnant un maximum local 
de LogL , pour autant qu 'on dispose d 'une valeur initiale f 0 proche de r . C 'est la 
méthode de ewton-Raphson qui se base sur l 'équation itérative suivante : 
:f'i+l = :f'i _ dLogL (r ; Yi) jdf 
d2 LogL (f; Yi ) / df2 . 
L 'étape, ci-dessus, se répète, pour i = 0, 1, 2, ... , n, jusqu 'à ce que [:f'i+l - :f'i[ < E , 
avec E désigne la valeur maximale de l'erreur tolérée. 
Pratiquement , les mêmes auteurs proposent aussi la méthode des moments ou 
encore la méthode des moments pondérés , où ils fixent les expressions de ( et [. 
2. 3.5. 2 Estimateurs de Hill 
Les variables ne sont plus distribuées selon la loi totalement paramétrique de 
Pareto Gr (x ) mais l 'idée de Embrechts, Kluppelberg et Mikosch, 1997 et Beirlant 
et al. , 2004 consiste à ce que les variables suivent une loi de type Pareto semi 
paramétrique et plus précis' ment une loi Fréchet <P l· Donc, ( est défini seulement 
( 
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sur la loi de Fréchet à queue épaisse. 
MDA ( <D ~ ) , (>0 
où: 
1 
( = ~ ) 
1 
:r - ç : Loi de P areto à un paramètre, 
L (x) : Variation (non paramétrique). 
Hill, 1975 a proposé différentes formes pour L(x ) dont : 
Il : Variation rapide, ua , x :::=: u > 0 : Variation lente de premier ordre, c (1 + x-b) , c et b fixées : Variation lente de second ordre. 
La dernière est la forme générale dont l'allure est donnée par la figure 2.5. 
~ 
:8: <D 
~ c:i 
N 
c:i 
0 2 3 4 5 
x 
F igure 2.5 : Fonction de survie d 'une Pareto de 2nd ordre 
L'approche par maximum de vraisemblance nous permet d 'avoir la forme suivante 
pour (et t : 
1 1 n 
( = - = - L Log (xn-i+l :n)- Log (x l:n) . 
t n i=l 
Les figures 2.6 et 2.7 mont rent la tendance de ces deux paramètres dans leur 
intervalle de confiance. Nous remarquons la sensibilité des paramètres à 
l 'augmentation de k. Le même auteur propose les estimateurs suivants : 
A 1 1 k 
(k = ~ = -k L Log (xn-i+ l:n)- Log (xn-k+l:n). 
'-'k i=l 
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Figure 2.6 : Graphique de Hill pour ( Figure 2. 7 : Graphique de Hill pour ~., 
Graphiquement , nous suivons le plateau de stabilité et une méthode naïve serait 
de prendre la moyenne des k dans une des deux régions de stabilité probables de 
(k. Si k est petit, la première région de stabilité est identifiée par un faible biais 
et une grande volatilité, et vice-versa. Pour une meilleure estimation de (, k ne 
doit être ni trop petit ni t rop grand. Dans le cas de la figure 2.6 , k est pris dans 
l 'intervalle [ 40: 70] , ce qui donne un ( dans l 'intervalle [0. 8 : 0.9]. 
Cependant, si nous ne sommes pas certains, cette méthode pourrait être améliorée, 
pour plus de précision , en considérant comme init iaux les ( obtenus à partir du 
k optimal de la méthode de Hill, noté, (ini, et puisque k a un impact direct sur 
la volatilité et le biais, on va chercher une région optimale pour ce dernier , pour 
laquelle l 'erreur quadratique moyenne asymptotique, AMSE, du zêta final, (1, soit 
minimale. 
2.3.5.3 Estimateurs par la méthod AMSE 
Le AMSE est une extension de la méthode de Hill . Il peut être défini comme 
la somme de la variance asymptot ique (AVar) et le carré du biais asymptotique 
(ABias). 
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Et pour chaque k et ( fni< O, i= 1, ... , s, on a : 
tel que : 
La détermination de ê( Ï) est expliquée dans les Einmahl et Smeets, 2011 et 
Beirlant et al. , 2005 , où ils ont proposé l'approximation suivante : 
Soit , 
zj = (j + 1)Log u Hj ·= ( + c (!::) (i )-çfni + Ej , 
UHi+l k k 
j = 1, 0 0 0 ) k , 
avec : U Hi = X n-j:nM2) (j ) et Ej : les résidus d 'une régression linéaire. 
Une e timation par moindres carré ordinaires de Zi donne l'approximation 
suivante : 
Zj - Cfni = ( + C ( ~ ) ( t r (fni + Ej, 
A ( ~ ) = z::;=l zj (i )-(fni 
=> c .. 
k '\;"'k ( i )-2Çini 
L-J= l k 
j = l , ... , k. 
Il en résulte que les régions optimales pour chaque k E {2, 3, ... , n - 1} sont les 
régions pour lesquelles A M SE( k) est le plus petit : 
1~- A , 
A MSE(k ) = - L.. AMSE( k,(ini ). i=l 
Ayant obtenu les régions optimales pour k, nous pouvons déterminer le (1 qui est 
la moyenne des moyennes des (ini dans ces régions. 
2.3 .5.4 Estimateurs par analyse de sensibilité 
Pour étudier la sensibilité de nos résultat s au choix de k , nous pouvons effectuer 
une analyse de sensibilité qui consiste à calculer , pour différentes valeurs de k, 
.-----------------------------------------
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la VaR-GPD (condit ionnelle ou non conditionnelle) . De par la tendance de cette 
dernière, nous pouvons remarquer qu'aux alentours du k optimal choisi, il existe 
un plateau de stabilité où la VaR-GPD connaît une faible variation, voire même 
une constance . Cette technique peut servir , donc , à déterminer le k optimal. 
2.3.5.5 Estimation du point terminal 
L'analyse pourra être extrapolée au delà de l 'étude des VaR pour aller chercher 
l'ult ime point (qui est le rendement extrême sur chacune des queues, dans not re 
cas) en introduisant l 'estimateur de i J dans l 'approximation de x vue, ci-haut. En 
effet, Haan et Ferreira, 2006 ont t rouvé des estimateurs de an/k et bnfk , respectant 
la relation suivante : 
~-* - b - ân/k 
X - nfk .:Yt ' { 
- ân/k = (1- m in {0, i J}) Xn-k:n l\1~1) , 
avec: ~ 
- bn/k = Xn-k:n· 
Un intervalle de confiance peut être construit à partir de la convergence en loi 
suivante : 
Vk (x*- x* ) L ( 1 - i f ) 2 ( 1 - 3i f + 4iJ) 
-vr N O' ij ( 1 - 2i 1 )( 1 - 3i 1) ( 1 - 4i 1) ân/k 
n 
{ 
- V( v'k~x *-x* ) ) = D 
=> an/k ' 
- E( v'k~x*-x* ) ) = O. 
an/k 
- V (x* ) 
- E(x* ) = x* . 
=> I C = [E(x* ) ± 1.96V(x* )] = x*± 1.96 an~ . 
[ 
~2 n] 
2.3.6 VaR-GPD non conditionnelle : Méthode POT 
La théorie des valeurs extrêmes est importante pour estimer la VaR -puisque 
cette dernière est directement liée à la queue de la distribution. La méthode 
P O T  c o n s i s t e  à  a v o i r  l ' a p p r o x i m a t i o n  s u i v a n t e  d e  F ( x ) ,  p o u r  x >  u :  
O r :  
F  ( x ) =  F  ( u )  +  ( 1 - F  ( u ) )  P  (X~ x  1  X >  u )  
=  F  ( u )  +  ( 1 - F  ( u ) )  ( 1 - P  ( X >  x  1  X >  u ) )  
= F ( u ) + 1 - F ( u ) - ( 1 - F ( u ) ) P ( X > x  1  X > u )  
=  1 - F  ( u )  P  ( X >  x  1  X >  u ) .  
= = = = : >  F ( x ) = F ( u ) P ( X - u > x - u i X > u ) .  
p  ( X - u  > x - u  1  x >  u )  = F u  ( x - u )  =  G ç , L( u )  ( x - u )  ç ; o  1 - (  1  +  (~c~) r l / Ç '  
e t  F  (  u )  =  1  - ~ = >  F  ( t t )  =  ~ , 
e t  F  (  Q a )  =  1 - a ,  Q a :  Q u a n t i l e  a u  s e u i l  a ,  
l  
= = = = : >  F(Qa ) =~[ 1 +~ (Qa- 'u)r< = 1 - a ,  
= = = = : >  VaR~PDNc =  Q~OT =  u +  z  [  ( ~ ( 1 - a ) r '  - 1 ]  0  
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C e p e n d a n t ,  l a  V a R - G P D  n o n  c o n d i t i o n n e l l e  n e  r e c o n n a î t  p a s  l e  f a i t  q u e  l e s  
r e n d e m e n t s  n e  s o n t  p a s  i i d .  
2 . 3 . 7 - V a R - G P D  c o n d i t i o n n e l l e  
A f i n  d e  p a l l i e r  l e s  i n c o n v é n i e n t s  d e  c h a c u n e  d e s  a p p r o c h e s  c o m p l é m e n t a i r e s ,  l a  
s o l u t i o n  s u g g é r é e  p a r  M c N e i l  e t  F r e y ,  2 0 0 0  e s t  d e  c o m b i n e r  l e s  d e u x  a p p r o c h e s .  
L a  V a R - G P D  c o n d i t i o n n e l l e  a  l a  p r o p r i é t é  d e  c a p t u r e r  l ' h é t é r o s c é d a s t i c i t é  d a n s  l a  
s é r i e  d e  r e n d e m e n t s  à  p a r t i r  d u  G A R C H ,  e t  d e  m o d é l i s e r  l ' i n f o r m a t i o n  c o n t e n u e  
d a n s  l e s  q u e u e s  d e  l a  d i s t r i b u t i o n  à  l ' a i d e  d e  l a  t h é o r i e  d e s  v a l e u r s  e x t r ê m e s .  
D i f f é r e n t s  a u t e u r s ,  d o n t  B a l i  e t  N e f t c i ,  2 0 0 3 ,  B y s t r o m ,  2 0 0 4 ,  B y s t r o m ,  2 0 0 5 ,  
K r e h b i e l  e t  A d k i n s ,  2 0 0 5  e t  T r a b e l s i ,  R a g g a d  e t  M a r i m o u t o u ,  2 0 0 9 ,  o n t  p r o u v é  
l a  p e r f o r m a n c e  d e  c e  m o d è l e  c o m p a r é  à  d ' a u t r e s  s u r  d i f f é r e n t s  m a r c h é s .  
L a  m ê m e  p r o c é d u r e  d ' a p p r o c h e  c o n d i t i o n n e l l e  d e  l a  V a R  q u e  c e l l e  v u e  c i - h a u t ,  
p o u r  l e  c a s  d e  l a  V a R  h i s t o r i q u e  e t  n o r m a l e ,  e s t  e n t r e p r i s e  i c i  a u s s i  e n  m o d é l i s a n t  
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les innovations 'r/t par la VaR-GPD non conditionnelle. L'estimation de la VaR-
GPD conditionnelle est donnée par : 
V R GPDc J\ À V R GPDNc ( ) a t+1,a = Llt+1 + O't+1 a t ,a 'rit · 
On obtient , ainsi, une formule de VaR qui est susceptible de refléter en mieux la 
série de rendements. 
2.4 VaR de Cornish-Fisher 
Puisque, en réalité, les rendements ont des asymétries négatives et des 
coefficients d 'aplatiss ment plus élevés que ceux de la loi normale, une autre 
méthode pour intégrer l'information donnée par les queues, autre que la théorie 
des valeurs extrêmes, est proposée par Cornish et Fisher, 1937. Elle consiste à 
utiliser un développement limité du quantile normal centré réduit en t enant 
compte, ainsi, de l'asymétrie ct du Kurtosis en excès. En effet , l'expression 
courante du quantile normale (VaR normale non conditionnelle) vue ci-haut , 
s 'écrit : 
L'expansion de Cornish-Fisher est une tentative d 'estimer ce quantile en fonction 
des premiers cumulants. Au lieu de rJa, on aura plutôt : 
C F ( ry~-1) k3 (7J~ -37J<> ) k4 (2ry~ -57J<> ) k~ ( 7J~ -67J~ +3 ) ks 
'ria ~ 'ria + 6 + 24 - 36 + 120 
( ry~ -5'1'/~ 2)k3k4 (12ry~ -53ry~+17) k~ 
- 24 + 324 ' 
où : k est le Kurtosis de la série dépendamment du moment J..L , et : 
k1 = f , 
k2 = f..L 2 , 
k3 = f..L3, 
k4 = J..l4- 3J,.L~ , 
k5 = J..l5 -1Üf..L3f..L2 , 
1 T' - h f./,h = r L t=l ( rt - r) , h = 1, ... ' 5. 
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La VaR de Cornish-Fisher , pour toute la période T , est alors : 
2.5 Technique numérique pour estimer la VaR 
Pratiquement , parmi les techniques utilisées pour avoir une prévision de la VaR 
est imée par l'une ou l'autre des méthodes vues précédemment , nous procédons par 
une technique de roulement, ou encore par fenêtre glissante (rolling window) , de 
100 jours. Cette dernière consiste à supposer que nous disposons de T observations 
des rendements et que l'on partage l'échantillon en deux sous-échantillons dont le 
second, dit de prévision out-of-sample, comprend T-N observations réalisées pour 
une période qui se situe à l'extérieur de l'échantillon utilisé pour l'estimation des 
paramètres GARCH. Elle ré-estime le modèle des dates 1 à inclus, puis réalise 
une prévision pour les dates 2 à + 1 et ain i de suite afin d 'obtenir une séquence 
de T- prévisions de la VaR, notées {VaRt+l ,T ( a )}~~-N (voir figure 2.8). 
T 
T 
Figure 2.8 : Prévisions out-of-sample et estimation glissante 
L'avantage principal de cette technique est qu'elle nous permet de capturer la 
variation dynamique dans les caractéristiques de la série, dans des périodes de 
temps plus réduites. 
2.6 Backtesting et évaluation des modèles de VaR 
Vue la grande diversité des méthodes de prévision de la VaR, le backtesting doit 
permettre de déterminer les méthodes les plus appropriées. De ce fait, Jorion, 2007 
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a défini le backtesting comme étant l'ensemble des procédures (tests) statistiques 
dont le but est de comparer les pertes réelles observées ex-post avec les pertes 
prévues ex-ante (VaR). La majorité des tests de backtesting sont des t ests de 
validation. Le deuxième genre de tests sont les tests de comparaison (Bao, Lee et 
Saltoglu, 2004 et Corradi et Swansson, 2005). ous n 'allons nous intéresser ici 
qu 'aux premiers. 
Dans le cas où les pertes observées, à une date t + 1, excèdent la VaR anticipée 
(négative), à une date t + 1 sachant l 'information à t , V aR t+ l it> et pour un taux de 
couverture ex, nous· enregistrons une violation (hit ou exception) dont la fonction 
est donnée par la séquence de violation binaire suivante : 
{ 
1, Queue gauche : I t+l (ex ) = 
0, 
si rt+l < VaRt+l it (ex ) , 
s1non , 
Christoffersen, 1998 stipule que pour qu 'une prévision de VaR soit valide, il suffi t 
que I t+l vérifie une de ces deux hypothèses indépendantes l 'une de l 'autre : la 
couverture non conditionnelle et l'indépendance. 
L 'hypothèse de couverture non conditionnelle (Cl C) est satisfaite quand : 
Ho: E [It+l (ex )]= P [It+l (ex )= 1] = P [rt+l < VaRt+l it (ex)]= ex . 
Sous cet hypothèse : I t+ l (ex ) ~ B (ex ) : Loi de Bernoulli de probabilité ex. 
Remarque : (voir Berkowitz et O 'Brien , 2002). 
>ex, 
E [It+ l (ex )]= P [It+l (ex )= 1] 
<ex, 
Risque de premier ordre : 
Sous-estimation de la VaR , 
Risque de second ordre : 
Sur-estimation de la VaR ( conservative). 
ous pouvons considérer cette espérance comme le ratio (pourcentage) de 
violation, pour chaque queue : 
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où T : nombre total de V ARs, pour toute la période ou pour les sous-périodes , à 
la queue gauche (TL) ou droite (Tc). 
L'hypot hèse d 'indépendance (I D) est satisfaite si : 
Ho: It+l (a) est indépendant de I t+l-k (a) , 'Vk * O. 
Sous cette hypothèse essentielle, il n 'existe pas de cluster de volatilité. Dans le 
cas contraire, des violations successives seront engendrées sous forme de cluster et 
donc des pertes extrêmes peuvent succéder à d 'autres, donnant lieu , ainsi , à une 
faillite (voir Berkowitz et O 'Brien, 2002). 
Si ces deux hypothèses sont confirmées , nous parlons de couverture conditionnelle. 
L'hypothèse de couverture conditionnelle (CC) est, donc , satisfaite quand : 
où : I t : L'information disponible à la date t. 
ous allons voir , par la suite , comment tester ces trois hypothèses (voir 
Campbell, 2007, Hurlin et Tokpavi , 2008 et Jorion , 2007) en nous intéressant 
au test de durée de Kupiec comme test de couverture non conditionnelle, au test 
de Christoffersen comme test d'indépendance et aussi de couverture 
condit ionnelle, au test de Christoffersen et Pelletier comme test d 'indépendance, 
au test CAVIaR comme test de couvert ure condit ionnelle, et finalement au test 
GMM comme test de couverture non conditionnelle, d 'indépendance et aussi de 
couverture conditionnelle. 
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2.6.1 Test de couverture non conditionnelle 
2.6.1.1 Test de Kupiec 
Soit , U le nombre de violations dans T prévisions successives de la VaR, tel que : 
{ 
U = r:Z:, 1 It+d a ) , 
â = ~ : Proportion espérée des violations (failure rate). 
Dans le cadre de ce test , l'hypothèse de CNC s'écrit : 
H A p 0 : a -------* a . 
T -><>O 
Sous cette hypothèse : Si les It+l (a) sont iid, U -vr B (T, a). 
Et si T est grand, la loi binomiale peut être approximée par une loi normale et 
sous l'hypothèse de C C, on aura : U T' Jcx(~~cx)T "* N (0 , 1). 
Kupiec, 1995 propose une alternative à cette statistique. Il suggère le test de ratio 
de vraisemblance (LR). 
La statistique du test est la suivante : 
Si LRC N C > XÎ- cx (1) , on rejette Ho. 
2.6.2 Test d 'indépendance 
2. 6. 2.1 Test d 'indépendance de Christoffersen 
Christoffer en, 1998 suppose que, sous l'hypothèse d 'IND , le processus des 
violations It+l (a ) peut être modélisé par une chaîne de Markov ayant comme 
matrice de probabilités de transition : 
II = (noo no1) , 
nw nu 
où: 11'i i = P [It+l (a ) =) 1 It (a ) = i] = "u'u1 .. . 
. ~J D 
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L'hypothèse d 'IND devient : 
(
1- â &) Ho : II = II& = A A ' 
1 -a a 
où : â peut être égale ou différente de a . 
La st atistique du test est la sui vante : 
Si LRIND > xLa (1) , on rejette Ho. 
Ce test est critiquable du fait que, en premier lieu, l 'indépendance est t est ée contre 
une forme part iculière de dépendance qui ne prend pas en compte des dépendances 
d 'ordre supérieur à un, et en deuxième lieu, l 'ut ilisation d 'une chaîne de Markov 
ne permet pas de mesurer le rôle d 'autres variables que I t+ l (a ) dans une possible 
dépendance des violations. 
2.6 .2.2 Test de durée de Christoffcrscn ct Pelletier 
Avec ce test , Christoffersen et Pelletier , 2004 ont évité le problème de la 
particularisation de la forme de dépendance des violations mais se sont retrouvés 
dans une autre forme de particularisation : celle de la dépendance pour les 
durées. 
En effet , ce test repose sur la modélisation clas ique de la durée, Di entre deux 
violations successives. 
L'hypothè e d 'IND devient : 
{ 
H0 : Di ">r 9 (a ) : ~oi géométrique, 
H 1 . Di ">r W (a , b) . Loi Wei bull. 
où : a et b sont , respectivement, les paramètres de centrage et d 'échelle. 
Puisque la loi exponentielle est une approximation continue de la loi géométrique, 
de même paramètre, l'hypothèse d 'IND s'écrit : 
52 
En d 'autres termes, 
{ 
Ho : f (di; a ) == Œ e -œdi, 
Hl : g(di;a,b) == ab b df-1 e(-add , ou encore, Ho: b == 1. 
La statistique du test est la suivante : LR~~-~ == 2 (h -lo) , 
où : l0 et h représentent les log-vraisemblances obtenues avec la loi Weibull sous 
les contraintes H 0 et H1 . 
Si LR~:,~ > xLœ (1) , on rejette H0 . 
2.6.3 Test de couverture conditionnelle 
2.6. 3. 1 Test de Christoffcrsen conditionnelle 
Christoffersen, 1998 suppose que, sous l'hypothèse de CC, le processus des 
violations I t+l ( Œ) peut être modélisé par une chaîne de Markov ayant la même 
matrice des probabilités de transition II . 
L'hypothèse de CC devient : 
(
1 - Œ 
H0 : II == IIœ == 
1 -Œ :) 
La statistique du t est est la suivant : 
Si LRCC > xLœ (2) , on rejet te Ho. 
Nous pouvons vérifier que : LRcc == LRIND + LRCNC. 
2.6.3.2 Test CAVIaR 
Engle et Manganelli , 2004 propose d 'utiliser un modèle de régression linéaire 
généralisé CAViaR (Condit ional Autoregressive Value-at-Risk) liant les 
violations courantes aux violations passées de sorte à ramener les tests de 
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backtesting à de simples tests paramétriques . En parallèle, Patton, 2002 a 
suggéré une extension qui consiste à considérer un modèle dichotomique (probit 
ou logit) liant les violations courantes aux violations passées puisque le modèle 
de régression linéaire n 'est pas le plus adapté lorsque la variable dépendante est 
dichotomique du fait des problèmes d 'hétéroscédasticité (voir Gouriéroux, 
2000). Depuis, Berkowitz, Christoffersen et Pelletier , 2005, 2009 a combiné ces 
deux dernières techniques pour profiter de l 'avantage des deux. Cette dernière 
méthode a connu des extensions dont la plus connue est la méthode binaire 
dynamique (Dynamic Binary Response) de Dumitrescu, Hurlin et Pham, 2012 
que nous allons considérer ici. 
L'avantage principal de ce modèle est qu 'il nous permet de tester les deux 
hypothèses d 'I D et de CC. 
L'hypothèse de CC devient : 
Ho: E [It+l (a ) 1 It] = P [It+l (a )= 1 1 I t] = F (wt+l) , 
où F ( • ) = l +~-· = 1 ~:. : Distribution logistique, et Wt la représentation 
autoregressive générale suivante : 
ql q2 q3 q4 
Wt+ l = c + L /3jWt+l-j + L 5 j l t + l - j (a )+ L 1/Ji V a R t +l -j +L 'Yi V a R t+ l -j l t+ l - j· 
j =l j =l j =l j =l 
Les auteurs proposent sept spécifications. Nous choisirons, dans le cadre de ce 
mémoire, la structure binaire dynamique ci-dessous qui dérive du modèle CAViaR 
de Engle et Manganelli , 2004 : 
Wt+ 1 = C + (31 Wt + 1/J1 V a R t . 
Plus spécifiquement , l 'hypothèse de CC s'écrit : 
Ho : f3 = 0, 5 = 0, 4J = 0, 'Y = 0, c = p -l (a ) . 
La statistique du test est la suivante : 
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OÙ : D = [,8' ' o' ' '1/J' ' / 1 ] et Zt+l le vecteur des variables explicatives à t + 1' 
t : 
l (D; I (a) , Z) = L,'[:}1 [It+l (a) Log F (wt+l (D, Zt+I)) 
+ (1 - It+l (a)) Log (1 - F (wt+l (D, Zt+l))). 
Dépendamment de Wt+l , on a après quelques itérations : 
{ 
l (ft , ê; h +l (a) , Zt+l ) _= L,!:~1 [(It+l (a) - 1) Wt+l - Log (1_: e-wt+l )] , 
l (0, c, It+l (a ) , Zt+l)- L t=l [(It+l (a ) -1) c - Log (1 + e )] . 
où l'expression de c est donnée par : 
! c = F -1 (a ) ~ a = F ( c) , - u a- T ' F ( C) = 1+~-c , 
Si DBLRcc >xL): (dim (Zt+l)) , on rejette H 0 . 
2.6.4 Test de durée par GMM 
Candelon, Colletaz, Hurlin et Tokpavi , 2008 , 2009 2011 étendent le cadre 
suggéré par Bontemps et Meddahi 2005 , 2006 et Bontemp , 2006 en proposant 
une démarche différente pour les tests de durée, fondée sur un test GMM 
(generalized method of moments) , qui permet de ne pas spécifier de distribution 
particulière sur les alternatives et teste si la durée entre deux violations 
successives, D i = t i - t i- l , est distribuée géométriquement . Cette approche 
présente différent avantage . En effet, elle est facile à implémenter, n'a besoin 
que de quelques contraintes améliorant ainsi la crédibilité des tests , permet un 
traitement optimal du problème associé à l 'incertitude des paramètres, et aide à 
' laborer des tests séparés de CNC, IND et CC de durée en exploitant des 
conditions sur le moment chose qui n 'était pas possible avec les tests de durée 
classiques. Le choix de moments s'aide de l'utili ation d 'un polynôme 
orthonormé particulier. 
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Associé à la distribution géométrique, f (di; (3 ) = (3 (1- (3 )d; -1' v di E rN* ' le 
polynôme orthonormé est défini par la relation récursive suivante : 
M · (d . (3 ) = (1 -.8)(2j+1) +.8 (j-d;+1) M (d. (3 ) _ (_i__) M · (d. (3 ) 
J +1 ,, (j+1)J(1-,B) .7 ,, J +1 J - 1 ,, ' 
. Vj E rN , avec: M_1 (di ;f3 ) = 0 et M 0 (di;(3 ) = 1. 
Pour l'ordre j = 1, ... , 6, on vérifie que : 
M (d . (3 ) _ (1- .Bdi ) 
1 i, - J(1- ,B )' 
M (d·· (3 ) = (3- .B-.Bdi)(1-.Bd;) _ 1 
2 , , (2-2,8) 2' 
M (d . (3 ) - (5 - 2.8-.Bd; ) M (d . (3 ) 2 rvi (d . (3 ) 
3 i, - 3J(1-,B ) 2 i , -31 1 i, ' 
M (d . (3 ) - (7-3.8-.Bd;) M (d . (3 ) 3 M (d . (3 ) 
4 i, - 4J( l -,B) 3 i, - 4 2 i, ' 
M (d . (3 ) - (9-4.8-.Bd;) M (d . (3 ) 4 M (d . (3 ) 5 i, - 5J (l -.B ) 4 i, - 5 3 i, , 
M (d . (3 ) - (11-5.8-.Bd;) M (d . (3 ) 5 M (d . (3 ) 
6 i, - 6J(1 -,B) 5 i , - 6 4 i, 0 
L'hypothèse générale du test, dans les trois cas (CNC, IND et CC) , s'écrit : 
Soit ,{ di } ~, une séquence de N durées entre deux violations successives observées 
pendant la période T. 
Selon que le test soit de CNC, IND ou CC, la probabilité de succès, (3, s'écrit : 
! (3CNC =a f3 IND = !f,' t- (o'U =) a, (3CC = a. 
L'hypothèse du test , pour chaque cas, devient : 
! HfN C : H IND . 0 0 H ec . 0 0 di ""' Ç(a ): di~ ç( !f, ): iid di ""' Ç(a ) : E [M1 (di;a)J =0, Vdi ErN*, E [ Mj (di ; !f, ) J = 0) v j = { 1) 00 0 ) p} ) v di E rN* ) E [ Mj (di; a )] = 0, V j = { 1, 00 • , p} , V di E rN *, 
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où : pest la condition sur le degré du moment , avec p E IN*\ {1} . 
En combinant l 'hypothèse Ho avec l 'expression du premier polynôme M1 (di;fJ ), 
dans les trois genres de tests , on peut trouver , aisément , l'expression de l'espérance 
·des durées suivante : 
1 
H~NC : 
H IND . 0 . 
H ec . 0 . 
E [d·] = .!.. t Ct ' 
E [di ] =~ , 
E [ di]= ~· 
Ceci à partir du fait que le premier polynôme, M1 (di; fJ ) , est inclus dans la série 
récursive des conditions sur les moments. 
Par Hansen , 1982, nous savons que : 
d 
-----+ N-+oo 
Dans un contexte iid, ce moment est asymptotiquement indépendant avec une 
variance unitaire et la statistique de chaque test est donnée par : 
lcNc (p) = ( vAvz=~lMl(di ;a)f N~oo xLo: (l) , 
JIND(P) = (vAvL~ll\lf (di;fJ ))' (vAvL~l J\tf(di;fJ )) 
1 
l cc (P) = ( vAvi:~1 M(di; a )) ( vAvi:~1 M(di; a )) 
d 
-----+ N-+ oo 
d 
-----+ N-+ oo 
XÎ-a (p) , 
XÎ- o: (p) , 
où lVI ( •) est un vecteur de dimension (p , 1) dont les composants sont les 
polynômes orthonormaux Mj ( • ) , \:1 j = 1, . .. , p. 
Cette section met fin à la première part ie de ce mémoire. Dans la uite, nous 
mettons en pratique la théorie que nous venons d'évoquer en prenant comme 
exemple d 'application le marché pétrolier américain WTI (West Texas 
Intermediate). Le but sera de déterminer et étudier l 'apport d'un processus 
ARMA-GARCH tiré des données en comparaison avec celui par défaut utilisé 
dans la littérature, de considérer les changements de régimes et d 'analyser 
chaque sous-période à part pour enlever la dépendance entre ces derniers dont 
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les régimes sont différents, de modéliser la perte maximale (le profit minimal) à 
l 'aide de la VaR par différentes méthodes, et de comparer ces dernières par 
quelques tests de backtesting afin de valider les modèles et de savoir lequel qui 
s'ajuste en mieux au rendement du pétrole. 

CHAPITRE III 
ANALYSE EMPIRIQUE : APPLICATION SUR LE RENDEMENT DE LA 
SÉRIE WEST TEXAS I TERMEDIATE (WTI) 
Le marché du pétrole est le plus grand marché des matières premières dans le 
monde. La consommation mondiale a atteint un record de 92 .5 millions de barils 
par jour en 2014, d 'après l 'Agence Internationale de l'Energie (AIE). Dans notre 
mémoire, nous allons nous intéresser au prix du WTI (West Texas 
Intermediate). La série de données couvre la période allant du 2 J anvier 1986 au 
5 Mai 2014, pour un total de 7150 observations . Cet te série a été influencée, tout 
au long de cette période, par de nombreux chocs macro-économiques (La guerre 
du Golfe en 1990, la crise financière et économique de 1997, le drame du 11 World 
Trade Center 11 en 2001 , le 3ème choc pétrolier de Septembre 2003 à Juin 2008, et 
le jeu de l 'offre et de la demande à part ir de 2011 ) . Cependant , la période 
retenue est marquée t ant par une forte augmentation que par une diminution de 
prix, reflétant ainsi une hausse importante de la volatilité du prix de pétrole. 
La figure 3.1 donne la tendanc de la série du prix de pétrole sur la période 
analysée par trois types de lissages (régression linéaire (lm), régression locale 
(loess) , régression locale à régimes (loess à régimes)) . Elle indique que cette 
dernière a connu de sérieuses fluctuations, oscillant ent re 10.25 et 145.3 dollars le 
baril. Nous remarquons, aussi, que le prix a connu une stabilité dans les années 
90, mis à part le pic d 'inflation à la moitié de 1990 qui a été suivi par une reprise 
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quelques mo1s après. Au delà de cette période, nous observons une instabilité 
plus nette, surtout en 2008, et une tendance haussière. 
100 ~----------------------------------------. 
~ 10U Méthodes 
.c 
~ --- loess 
a. 
"' - loess 9 rÉgi-mes 
.œ 8 5U lm 
0 -
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Figure 3.1 : Prix journalier du pétrole brut WTI ($US par baril) 
Mc eil et Frey, 2000 et Gençay et al. , 2003 ont stipulé qu'à cause de cette 
régularité dans la série (clusters de volatilité), il est pratiquement impossible 
d 'examiner le modèle fi lt ré (le modèle ARMA-GARCH) approprié chaque jour et 
de choisir la meilleure paramétrisation. Pour remédier à ce problème, différents 
auteurs supposent la spécification avec un jour de retard tel que 
AR(1)-GARCH(1,1) sans pour autant justifier ce choix (voir par exemple 
Trabelsi , Raggad et Marimoutou, 2009). Dans ce mémoire, la solution proposée 
reposera sur trois étapes. La première sera de diviser la série originale en 
sous-périodes selon le régime et d 'étudier chacune à part. La deuxième sera de 
suivre la procédure, assez connue, de Box et Jenkins , 1970 afin d 'identifier le 
modèle adéquat pour chaque sous-période. La troisième étape consistera à 
choisir le seuil (ou du nombre d 'ob ervations extrêmes, plus précisément) de la 
modélisation de la GPD en suivant un nombre de techniques décrites par 
Embrechts , Kluppelberg et Mikosch, 1997 et Reiss et Thomas, 1997. 
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3.1 Analyse du changement structur 1 de la série des rendements 
Le tableau 3.1 suivant donne, par ordre, les résultats du test de Chow au niveau 
de signification de 5%, le test RE, le test RE-CUSUM et le test OLS-CUSUM. 
Ils indiquent clairement la présence de changements structurels sans pour autant 
être précis sur les dates de rupture et parfois ne considèrent qu'un seule. Pour 
gagner en précision, la conjugaison des deux critères à minimiser, le BIC et 
l'algorithme de programmation dynamique qui permet de minimiser la somme 
des carrés des résidus du modèle supposé de régression linéaire, donne lieu à trois 
points de rupture (breakpoints) qui correspondent chacune à une date de rupture 
(breakdates) (voir tableau 3.2). Les figures 3.2 et 3.3 illustrent tous ces résultats . 
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Figure 3.2 : Tests de changements structurels et points de rupture 
62 
Tableau 3.1 Résultats des tests de changements structurels 
33374.97(0*) 36.205(0*) 21.232(0*) 36.205(0*) 
* Les chiffres entre parenthèses représentent les p-value. 
Tableau 3.2 : Points et dates de rupture 
12 Novembre 1999 23 Février 2005 2 Février 2010 
Ces dates de ruptures tournent autour de quelque événements historiques. Le 1er 
est lié à l'accélération économique mondiale à la fin de l 'année 1999 en raison de 
politiques monétaire expansionnistes pour contrer le bogue de cette année. Le 
2ème est lié au processus mondiale de sous-trait ance ( offshoring), où la capacité 
de production manufacturière mondiale est progressivement relocalis ' e dan les 
pays où les coûts de production ont inférieurs causant ainsi une augmentation 
effrénée de la dépenses en capital de la Chine et ceci en parallèle avec l'émergence 
de cette derni 're économiquement et sa modernisation. Le 3ème est lié à l 'arrêt de 
la production comme réaction à la récession mondiale de 2008 avec l'annonciation 
d 'un prix cible de 80. 
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Ceci implique l'existence de quatre sou -périodes correspondant à 4 régimes 
différents (du 2 Janvier 1986 au 11 ovembrc 1999, du 12 ovcmbre 1999 au 22 
Février 2005 , du 23 Février 2005 au 1 Février 2010 et du 2 Février 2010 au 5 
Mai 2014). Donc, au lieu d 'étudier la série ent ière, comme c'est le cas dans de 
nombreux t ravaux, nous allons plutôt , par la suite, nous concentrer ur chaque 
régime pris individuellement. ous éviterons ainsi la généralisation qui , en 
combinant diverses périodes différentes les unes des autres risque de biaiser nos 
résultats . D 'après la figure 3.3 , nous remarquons aussi que si nous estimons par 
régression linéaire chaque régime, nous aurons une moyenne du prix de baril de 
19.23, 31.33, 72.19 et 92 .49, respectivement , de la période 1 à la période 4. Cette 
moyenne est différente de la moyenne de la série entière e t imée par régression 
linéaire, 41.54. 
Nous calculons le logarithme du rendement , f.-Lt. = ln (1 + r1;) = ln ( P~~ 1 ) , de 7148 
observations, que nous noterons, à t it re de simplification, le rendement rt pour la 
suite de cette étude, et dont la t ndance .est donnée par la figure 3.4. Cette 
dernière montre des sous-périodes de volatilité extrêmes (ou moyennes), qui 
conduisent à une succession de grands rendements positifs t négatifs dans un 
court laps de t emps. Elle montre aussi que le rendement est st ationnaire et 
suggère la modélisation de la volatilité temporelle par un GARCH du moment 
où nous assistons à une dépendance périodique puisque de grands changements 
sont suivis par de grands changements et les petits sont suivis par des petits. 
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Figure 3.4 : Rendement du prix du WTI par régime 
La table 3.3 fournit quelques statistiques descriptives sur toute la période en les 
comparant avec celles des sous-périodes. Le test d 'autocorrélation de Box-Pierce 
montre qu 'on rejette l'hypothèse nulle d 'absence d autocorrélation sur 20 retards 
et un seuil d signification de 5%, confirmant ainsi la pré ence d 'hétéroscédasticité 
conditionnelle sauf pour les périodes 2 et 4. De façon similaire, le test de J arque-
B ra rejette la normalité, avec un coefficient d 'asymétrie négatif et un coefficient 
d 'aplati ement plus élevé que celui de la loi normale. 
Tableau 3.3 : Statistiques descriptives sur les rendements journaliers du WTI 
2.524 2.595 2.629 2.7 7 1.702 
-40.64 -40.64 -17.09 -12.83 - .535 
19.15 19.1 5 12.44 16.41 9.898 
-0.765 -1.211 -0.614 -0.045 0.015 
1 .095 26.367 6.733 7.416 6.365 
61647.1(0) 112.25(0) 104.22(0) 5.9 (0) 
66.37(0) 23.36(0.3) 71.23(0) 15.50(0. ) 
66 .52(0) 23 .6(0.3) 71 .85(0) 15.75(0.7) 
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La fluctuation de l 'écart-type, journalier (CJJ) et annualisé (CJa ), d chaque période, 
est donné dans le t abl au 3.4 t la figure 3.5. Ils sont calculés à part ir des deux 
formules suivantes : 
L~=l (ri- r) 2 
n- 1 
où : n : ombre de rendements journaliers par année. 
Les plus grandes variations de la volatili té se t rouvent dans la période 1 et 3. Le 
modèle GARCH serait , donc, plus approprié pour ces deux périodes. 
70% 
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Figure 3.5 : Écart-type (%) annualisé de toute la série 
La figure 3.6 illustre le boxplot de la série des rendements pour les quatre périodes 
en montrant à chaque fo is le nombre de valeurs extrêmes négatives et positives . 
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Figure 3.6 : Boxplot sur les rendements - Période 1 à 4 
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Comme nous avons vu, la série des rendements est incompat ible avec la condit ion 
nécessaire de la théorie des valeurs extrêmes (EVT) car ces derniers sont iid. Pour 
remédier à ceci , il convient de filtrer les rendements avec un modèle GARCH pour 
obtenir une série essentiellement iid sur laquelle il sera facile d 'appliquer les EVT. 
Pour ce faire, nous allons commencer par ident ifier le processus ARMA. 
3.2 Modélisat ion ARMA de la série des rendements 
Du moment où les t est s de changements structurels et les stat istiques descriptives 
ont prouvé l 'exist ence de quatre sous-périodes indépendantes , l'ét ude portera sur 
la modélisat ion de la volatilité du rendements du WTI sur chacune de ces sous-
périodes et non sur la série entière des rendements. Prenons, par la suite, le cas 
de la période 1 (voir annexes pour les sorties des autres périodes) . 
La démarche sur quatre ét apes de Box et Jenkins , 1970, pour le choix du modèle 
ARMA, ainsi que la procédure de choix et d 'estimat ion du processus GARCH, 
sont les suivantes : 
D'abord, d 'après la figure 3. 7, nous enregistrons la présence d 'autocorrélation dans 
la période 1. 
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Figure 3.7 : Test s d 'autocorrélation des rendements 
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L'identification du modèle passe , donc, par l 'étude des corrélogrammes de la série 
des rendements , donnés par la figure 3 . . Ces derniers indiquent qu 'il faut retenir , 
à priori , un des proce sus suivants : 
AR i'v1 A(O, 0) ARM A(O, 121 ) , ARNI A(O, 131) , ARM A(O , 151 ) ARM A(l2l , 0)) , 
ARM A(l2l , 121) , ARJ\1/ A(l21 , 131) , ARNI A(l21 , 151 ) , ARM A(l3l , 0) ) , ARM A(l3l , 121 ) , 
ARJ\1/ A(l3l , 131) , ARM A(l3l , 151) , ARM A(l5l , 0) ) , ARJ\1/ A(l5l , 121) , ARM A(l5l , 131 ) , 
ARJ\1/ A(l5l , 151) , ARM A(l8l , 0) ) , ARM A(l8l , 121) , ARM A(l8l , 131) , ARM A(l8l , 151) . 
L 'estimation de ce proc ssus indique qu les coefficients ont ·ignificatifs pour 
tous les modèles sa,uf : ARMA (O,O) , ARMA( I2I,I 21) , ARMA( I3I,I 3 I), 
ARMA( I5I,I5I) . Cependant let-test sera biaisé si les résidus de .tou le processus 
ne sont pas des BB. 
Rendement Rendement 
~ j j 0 ~ ci -- T --,-- --, --. -,- -,-_JT ~ ~~i-~-·- +·-:--·---:-----: 
10 15 20 
Retard Retard 
abs(Rendement) Rendement"2 
~ : J~n!m!!!H~~~~~~l ~ : J~h~:h~~~~~~~=j 
0 5 10 15 20 5 10 15 20 
Retard Retard 
Figure 3.8 : Analyse des corrélogrames de la série des rendements de la p ériode 1 
L'étape de validation vient vérifier ceci. Si 1 analyse des corrélogrammes des résidus 
pour tous le proces us indique qu 'il n 'y a pas d 'autocorrélations significatives 
69 
entre les résidus et si les tests de Ljung-Box et Box-Pierce indiquent des p-value 
< 5%, alors on rejette HO : absence d 'autocorréation. Nous pourrons dire que le 
résidu n 'est pas un bruit blanc. Le t-test est biaisé pour un tel processus, qui ne 
sera donc pas retenu pour l'étape suivante. Les figures et tests de Ljung-Box et 
Box-Pierce pour chaque processus et leur corrélogrammes indiquent que le meilleur 
processus est ARMA( I2I ,I31) puis en second lieu le processus ARMA( I5I,I31). En 
effet, les graphiques Ljung-Box et Box-Pierce indiquent que les p-value sont < 5% 
pour tous les processus si nous prenons un retard L = 10, mais le meilleur processus 
est le ARMA(I2I,I31) avec un graphe qui indique que les p-value des L :s; 4 sont 
> 5%. Ceci est confirmé par les corrélogrammes des résidus qui contiennent des 
autocorrélations ignificatives mais moin pour ce dernier proce u . En plus, le 
tests de Ljung-Box et Box-Pierce globales pour chaque modèle indiquent un p-
value < 5% pour tous avec un L = 20. En diminuant L à 2 pour les uns et à 1 
pour les autres, dépendamment des graphes cités ci-haut , les p-value augmentent 
jusqu 'à dépasser 5%, sauf pour le modèle retenu précédemment où il suffit de 
diminuer Là 4 pour dépasser 5%. Donc, les résidus pour tous les modèles sont des 
BB, ce qui nous ramène à dire que le t-test effectué sur les paramètres n 'est pas 
biaisé. Pui que les processus ARMA(I2I ,I31) et ARMA( I5I ,I31) sont significatifs par 
let-test, après avoir enlevé la constante car elle n 'était pas significative, et ont aussi 
les plus grandes valeurs par les tests globales de Ljung-Box et Box-Pierce, nous 
retenons donc ces deux modèles pour l 'étape d 'après. Ci-dessous, nous pouvons 
voir les résultats pour les processus ARMA(I2I,I31) et ARMA(I5I, I31) : 
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Graphe des résidus pour ARMA(111.131') 
CJ 
~ ~-------------.--~-----------.--------------~ CJ 
1 
2000 
Date 
residus ARMA{121,131) residus ARMA(I2I,I31) 
0 5 1 (} 15 20 5 10 15 .2(} 
Retard Retard 
residus"2 ARMA(I21 ,131) residus"2 ARMA(I2I,I31) 
0 5 1 (} 15 20 c 10 1" .2(} 
Retard Retard! 
Figure 3.9 : Corrélogrames des résidus du ARMA( I2I,I31) de la période 1 
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~Graphe des résidus pour ARMA.{I51,13r) 
1990 1995 2000 
[}a te 
residus ARMA(ISI,I31) residus ARMA(15I,I31) 
0 5 10 15 20 5 10 15 20 
Retar-d Retard 
residus"2 ARMA(I51,131) residus"2 ARMA(I51,131) 
0 5 10 20 5 10 15 20 
Retardi Retard 
Figure 3. 10 : Corrélogrames des résidus du ARMA( I5I ,I3 1) de la période 1 
Tabl au 3.5 : Tests d'autocorrélation global des résidus de la période 1 
0.02(0.999*) 
* Les chiffres entre pa renthèses représentent les p-value. 
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Figure 3011 : Tests d 'autocorrélation des ré idu de la période 1 
Les mêmes procédures que les précédentes ont appliquées pour les quatre périodes 
(voir annexes A et B pour le reste des périodes) 0 Voici les processus retenus pour 
chacune des trois p ' riod s qui restent : 
2ème période : ARM A(O, 161) , ARM A(l6l , 0) , 
3ème période : AR o/! A(l3l , 151) ARM A( l5l, 131 ), 
4ème période : ARNI A(O 1151 ), ARM A(ll5l 0) 0 
Les modèles qui ont urvécu à l'étape de validation, pour chaque période, vont 
passer par des critèr s d 'information AIC et LL (log-vraisemblance) et par le test 
LR (ratio de vraisemblance) 0 Le résultat de ces derniers est donné dans le tableau 
3060 
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Tableau 3.6 : Choix du processus final pour chaque période 
* Les chiffres entre pa rent hèse représentent les p-value. 
Pour les quatre périodes, les critères AIC et LL favorisent le processus non 
contraint (b) , sauf que le test LR favorise le modèle contraint (a). Sous les 
résultats précédents, nous avons le choix pour chaque période de sélectionner le 
processus qui remplit le plus de critères par rapport à l'autre. Finalement , les 
processus choisis, sont ARMA(I5I,I3I), ARMA(I6I,O), ARMA (I5 I, I3 1) et 
ARMA( j15 j,O) pour, respectivement , les périodes 1, 2, 3 et 4. 
À titre illustratif, une prévision sur 20 jours des rendements, sur leurs intervalles 
de confiance à 5%, à part ir du processus ARMA pour chaque période, est donnée 
par la figure 3. 12 où nous n 'avons pris que les 100 dernières observations pour 
chaque période. 
...... 
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Q) 
"0 
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Figure 3.12 : Valeurs actuelles et prédites du rendement de la période 1 
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Nous remarquons que dans les périodes les plus volatiles (surtout la période 4) , la 
prévision met plus de jours pour se stabiliser et éliminer le choc des r tards pris 
dans le processus ARMA. 
3.3 Modélisation de la volatilité de la série des rendements 
La partie gauche de la figure 3. 13 illustre la non normalité de la série des 
rendements sur la période 1 puisque la distribution a une longue queue relative à 
une distribution asymétrique et un kurtosis plu ou moins élevé aux extrémités . 
ous reviendrons sur cette figure , dans la section d 'après , pour plus de détails. 
De plus , sur le QQ-plot à droite de la figure 3.13 nous voyon clairement que les 
quantiles de la distribution empirique des rendements n 'est pas une 
transformation linéaire de la distribution supposée normale sur le extrémités . 
La distribution est , par évidence, différente de celle d 'une loi normale, N ( m, ô- ) , 
de mêm moyenne, rh= - 7.3 x 10-4%, et écart-type, ô-= 2.595% que la série des 
rendements . 
Rendements Vs oensllè normale 
~ 0 00 005 0 10 0 , ~ 0 20 
.. 0 
c. 
al 
Quantlles: Normale Vs Rendements 
0 
·2 2 
Qu ant iles théoriques normau.x 
Figure 3.13 : Analyse de la normalité des rendements 
Ceci indique probablement la présence de clusters de volatilité sur les queues de 
la distribution leptokurt ique des résidus du modèle ARMA identifié. Chose qui 
est confirmée par le QQ-plot des résidus AR fA(I5 I, I31) de la figure 3.14. 
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Figure 3.14: Analyse de la normalité des résidus ARMA([5[ ,[ 3[) 
Afin de modéliser l 'hétéroscédasticité sur les résidus des processus ARMA, 
ci-haut nous allons procéder maintenant à estimer un processus GARCH après 
l 'avoir identifié pour chaque période. L'identificat ion par le corrélograme des 
résidus au carré indique que les processus GARCH à retenir pour chaque période 
sont, respectivement, ARCH(4) ARCH (2) ARCH(6) et ARCH (3) car ce sont 
les plus petits modèles qui éliminent 1 hétéroscédasticité (voir figure 3. 15) . 
RésldusA2 ARMA(151,131) RésidusA2 ARMA(151,131) 
0 0 
...---: ~~! !:h; d tl ;:t ~ ~ :r;~ ~ :':'; 1 LL ...---: ~lJJ-,;,-~,,-- ,,--- ;-- , ---- 1 LL 0 0 0 0 <( <( 0 CL 0 
...---: 
----- ~ ------ ~ ----- ~------ ~ 
0 ci 
1 1 
0 5 10 15 20 5 10 15 20 
Figure 3.15 : Corrélogrames des résidus au carré de la période 1 
L'étape d 'après consiste à estimer le processus ARMA-GARCH ident ifié, pour 
chaque période. Le tableau 3.7 présente le résultat des estimations du modèle 
retenu pour la période 1 (voir annexe C pour les aut res périodes). Les deux 
paramètres du ARMA et de la volatilité ARCH sont significatifs. 
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Tableau 3.7 : Résultats de l'estimation ARMA-ARCH de la période 1 
-0.0938* 0.0171 -5.4832 0 
0.0001 * 0 10.2344 0 
0.3610* 0.0275 13.1400 0 
0.0567* 0.0054 10.4610 0 
0.0031 * 0.0006 5.0629 0 
0.0152* 0.0048 3.1658 0.001 5 
* Les coefficients sont significat ifs au niveau de confiance 1%. 
Le tableau 3.8 examme l'adéquation du processus ARMA-ARCH, pour la 
période 1 (voir annexe C pour les autres périodes), à partir du test LM, de 
J arque-Bera et de Ljung-Box. Nous voyons que l'hypothèse de normalité, 
l'absence d'autocorrélation et la présence d 'homoscédasticité conditionnelle sont 
rejetés, pour les résidus standardisés du ARMA( I5I ,I 31)-ARCH(4). 
Tableau 3.8 : Diagnostic du ARMA-ARCH de la période 1 
Les chiffres entre parenthèses représentent les p-value. 
Après avoir estimé le processus ARMA-GARCH, pour chaque période, nous 
utilisons la méthode de fenêtre glissante (rolling estimate) de 100 jours pour 
avoir une prévision de la VaR. 
3.4 Détermination du nombre d 'observations extrêmes de la série des 
rendements 
Retournons, à présent , à la figure 3.14 concernant la normalité de la série des 
rendements. L'analyse des valeurs extrêmes ne repose que sur la queue droite de la 
distribution des rendements. Par conséquent , nous travaillons avec la distribution 
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des rendements positifs où la queue droite représente les gains. La queue gauche, 
qui illustre les pertes, est examinée séparément à partir des observations de la 
queue droite, en mult ipliant par -1. La figure 3. 16 (voir annexe D pour les autres 
périodes), qui donne un zoom sur la queue droite de la figure 3. 14, représente 
l'histogramme des rendements positifs . Elle indique que des réalisations extrêmes 
sont susceptibles d 'être plus considérables que celles induites par une loi normale 
de même moyenne et écart-type que la série des rendements. 
~ 
- Rendements 
~ - Densité normale 
0 
1/) ~ 
:l!! 0 (ii 
c 
'<1: Q) 
0 0 
~ 
0 
0 
ci 
0.05 0.10 0.15 0.20 
Rendements 
Figure 3.16 : Analyse de la normalité des rendements sur la queue droite 
Les deux graphiques en haut de la figure 3. 17 (voir annexe D pour les autres 
périodes) représentent la moyenne des excès dans la série des rendements pour 
les deux queues. La tendance positive au dessus du seuil u = 0.012, pour ces deux 
derniers, indique une large queue dans la distribution des pertes et des gains. Les 
deux autres graphiques, soit les graphiques de Hill pour les deux queues, donnent 
l'évolution de l 'indice des queues, (, en fonction du nombre k d 'observations 
extrêmes. L'estimateur de ( doit être retenu dans la région de stabilité colorée en 
rose dans les graphiques. Nous choisissons ici ( = 50 qui correspond à u = 0.011 . 
Ce choix est motivé par l 'obligation que k ne soit ni grand ni petit et par 
l'analyse de ensibilité de la VaR à l 'augmentation de k. k doit être dans la 
région de la stabilité de la VaR. Le tableau 3.9 (voir annexe D pour les autres 
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périodes) donn la valeur de la VaR-GPD non condit ionnelle pour différentes 
valeurs de k et de a. ous voyons , du tabl au , que la valeur de k = 50, choisie à 
partir du graphique de Hill , est dans la région de stabilité de la VaR. 
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Figure 3.17 : Graphiques des excès et Hill de la série des rendements- période 1 
Tableau 3.9 : Analyse de sensibilité à k de la VaRGPDNc 
7.012 4.337 0.019 . 7.677 -4.69 
6.999 4.35 0.015 -7.587 -4.724 
6.950 4.407 0.012 -7.560 -4.725 
6.922 4.449 0.009 -7.523 -4.748 
6 .889 4.477 0.006 -7.469 -4 .769 
6.832 4.502 0.004 -7.461 -4.785 
À partir de k, le tableau 3.10 (voir annexe D pour le autres périodes) donne une 
statistique de criptive du résultat de l'estimation des paramètres de la GPD non 
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conditionnelle ainsi que la VaR-GPD non conditionnelle pour a = 1% et 5%. 
Tableau 3.10 : Statistiques descriptives des paramètres estimés de la V a R GPDNc 
-0.756 0.479 
0.005 0.032 
2.967 15. 292 
9.734 
0.473 
0. 015 0.006 0.006 0. 034 
-7.560 4.422 -23.676 -2.324 
-4.725 2. 108 -11 .894 -1.867 
3.5 Détermination du nombre d 'observations extrêmes des résidus GARCH 
standardisés 
La même procédure faite dans la section précédente est adoptée, sauf le fait 
qu 'ici la VaR que nous cherchons à calculer est la VaR-GPD conditionnelle. À 
partir de là, nous ne nous intéressons plus à la détermination du nombre 
d'observations extrêmes dans la série des rendements, mais plutôt dans la série 
des résidus standardisés obtenus à partir de l'estimation du 
ARMA(I5II31)-ARCH( 4) . La figure 3.18 (voir annexe E pour les autres périodes) 
donne la fonction moyenne des excès ainsi que le graphique de Hill de ces résidus 
pour chacune des queues. Les tendances négatives puis positives au dessus du 
seuil u = 0.421 , pour la queue droite, et posit ive au dessus du seuil u = 0.43 pour 
la queue gauche, indiquent une large queue dans la distribution des pertes et des 
gains. Le graphique de Hill pour les deux queues, nous permet de choisir k = 60. 
Le tableau 3.11 (voir annexe E pour les au tres périodes) donne la valeur de la 
VaR-GPD condit ionn lle pour différentes valeurs de k et d a. Nous voyons, du 
tableau, que la valeur de k = 60 est dans la région de stabilité de la VaR. 
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Figure 3.18 : Graphiques des excès et Hill des résidus standardisés- période 1 
Tableau 3.11 : Analyse de sensibilité à k de la VaRGPDc 
9.222 5.366 0.926 -9.807 -5.477 
5. 43 3.641 0.720 -9.512 -5.57 
5.928 3.773 0.562 -9.432 -5.597 
8.971 5.551 0.431 -9.283 -5 .644 
8.998 5.579 0.310 -9 .302 -5 .645 
9.054 5.592 0.206 -9.21 -5 .670 
À partir de k, le tabl au 3.12 (voir annexe E pour les autres périodes) donne 
une statistique d script ive du résultat de l'estimation des paramètres de la GPD 
conditionnelle ainsi que la VaR-GPD conditionnelle pour a = 1% et 5%. ous 
remarquons que la somme des paramètres estimés du GARCH est tr's inférieure 
à 1 c qui exclut la per i tance des chocs de volatilité . 
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Tableau 3.12 : Statistiques descriptives des paramètres estimés de la VaRGPDc 
60 60 60 60 
Queue dro ite - Période 1 
0 0 0 0.004 
0.148 0.237 0 0.999 
0.028 0.037 0 0.192 
0.005 0.007 0 0.034 
0.009 0.016 0 0.121 
0.008 0.137 -0 .318 0.433 
0.690 0.131 0.296 1.071 
.971 10.063 125.147 0.932 
71.335 0.622 
0 0.005 
0.1 49 0.230 0 0.999 
0.026 0.036 0 0.192 
0.005 0.007 0 0.031 
0.008 0.016 0 0.101 
0.019 0.143 -0 .336 0 .485 
0.733 0.133 0.292 1.064 
-9.283 11.593 -235.783 -1.707 
-5.644 5.842 -118.033 -1.225 
3.6 Résultats de la violation de la VaR par les différentes méthodes 
La performance relative de chaque modèle de VaR utilisé est évaluée en comparant 
les ratios de violation actuels (a) et espérés donnés par.le tableau 3.13. Les modèles 
seront classés par ordre de violation. Généralement , pour chaque période, tous les 
modèles sous-estiment la VaR sauf dans ces cas : 
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Tableau 3. 13 : Ratio de violation de la VaR (en%) - Période 1 à 4 
10.017 (6) 11.761 (7) 3.134 (6) 4.287 (6) 
11.472 (6) 2.406 ( 4) 3.476 (4) 1.101 (4) 
5.7 1 (2) 1.670 (2) 2.145 (3) 0.691 (3) 0.894 (3) 
10.233 (4) 3.641 (7) 4.535 (7) 1.737 (6) 1.628 (6) 
10.233 (4) 3.641 (7) 4.535 (7) 1.737 (6) 1.628 (6) 
9.942 (3) 1.961 (3) 2.035 (2) 0.224 (1) 0.233 (1) 
5.527 (1) 1.346 (1) 1.588 (1) 0.795 (4) 0.508 (2) 
11.512 (5) 2.462 (6) 4.467 (7) 0.769 (4) 1.890 (5) 
11.077 (7) 13.574 (7) 1.846 (3) 3.952 (5) 1.077 (5) 2.062 (6) 
7.538 (3) 11 .340 (4) 1.3 5 (1) 2.577 (4) 0.462 (2) 1.031 (3) 
4.744 (1) 2.142 (5) 1. 70 (2) 1.647 (7) 1.328 (4) 
11 .552 (6) 3.395 (7) 4.310 (6) 0.617 (3) 2.586 (7) 
11.552 (6) 3.395 (7) 4.310 (6) 0.617 (3) 2.5 6 (7) 
10.517 (3) 2.006 ( 4) 2.241 (3) 0.309 (1) 0.345 (1) 
3 .609 (2) 1.476 (2) 1.4 6 (1) 1.107 (6) 0.637 (2) 
11.224 (4) 11.943 (5) 3.231 (4) 2.674 (4) 0.680 (4) 0.178(1) 
11.395 (5) 13.191 (7) 4.932 (7) 4.635 (7) 3.741 (7) 2.496 (6) 
13.012 (6) 4.082 (6) 3.209 (5) 1.190 (5) 3.565 (7) 
7.143 (2) 1.835 (2) 1.984 (2) 0.550 (2) 0.595 (4) 
11.735 (6) 11.052 (4) 3.401 (5) 4.278 (6) 1.361 (6) 0.713 (5) 
11.052 (4) 3.401 (5) 4.27 (6) 1.361 (6) 0.713 (5) 
10.339 (3) 2.041 (3) 2.139 (3) 0.340 (1) 0.357 (3) 
5.664 (1) 1.242 (1) 1.307 (1) 0.621 (3) 0.218 (2) 
7.961 (4) 10.893 ( 4) 1.553 (4) 4.575 (5) 1.553 (6) 4.575 (6) 
12.41 (6) 2.913 (6) 4.793 (7) 2.913 (7) 4.793 (7) 
11.765 (5) 0.971 (1) 3.050 (4) 0.971 (5) 3.050 (5) 
4.4 7 (1) 4.6 0 (2) 0.641 (3) 0.9 5 (1) 0 (2) 0.246 (2) 
9.339 (5) 13.319 (7) 3.113 (7) 4.585 (6) 0.778 (4) 1.310 (4) 
13.319 (7) 3.113 (7) 4.5 5 (6) 0.77 (4) 1.310 ( 4) 
9.533 (6) 10.699 (3) 1.946 (5) 2.183 (3) 0.195 (1) 0.218 (1) 
5.569 (2) 5.042 (1) 1.211 (2) 1.961 (2) 0.242 (3) 0.840 (3) 
Le terme entre parenthèses représente le classement du modèle par rapport a ux autres 
- Pour la 1 're période : une GPD condit ionnelle à la queue droite avec a = 5%. 
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- Pour la 2ème période : une GPD non conditionnelle à la queue droite et gauche 
avec a = 5% et d'une GPD conditionnelle à la queue gauche avec a= 5%. 
- Pour la 3ème période : une GPD conditionnelle à la queue droite avec a= 5%. 
- Pour la 4ème période : une GPD non conditionnelle à la queue droite et gauche 
avec a = 5% et 1%, à la queue droite avec a = 0.1% et une Cornish-Fisher à la 
queue droite avec a= 1%. 
Les performances des méthodes conditionnelles, normale et student , sont 
similaires. La performance de la Cornish-Fisher et la méthode historique filtrée 
tend à s 'améliorer au fur et à mesure que nous augmentons le quantile, et ceci 
est valable pour toutes les périodes. Le contraire est enregistré pour les 
méthodes GPD conditionnelle et non conditionnelle. Ces deux dernières 
s'approprient les meilleures performances avec un ratio qui est, souvent , le plus 
proche de la valeur théorique. Elles produisent donc une meilleure mesure de la 
VaR dans les faibles quantiles. Pour les grands quantiles , elles cèdent la place à 
la méthode historique filtrée qui devient plus avantageuse. 
Les figures 3.19 à 3.26 illustrent , pour la période 1 (voir ann xe F pour les autres 
périodes), ces violations par chaque méthode avec a = 1%. 
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3.7 Résultats des tests de backtesting 
Statistiquement , la comparaison des performances de chaque modèle est analysée 
à part ir des tests de backtesting vus dans le chapitre 2. Les tableaux 3.14 et 3.15 
donnent , pour la période 1, les résultats de ces t ests pour a = 5% et 1% (voir 
annexe G pour les autres périodes). On remarque que le test GMM de durée est 
complémentaire au test de durée de Kupiec. De plus, on gagne en couverture 
non conditionnelle et condit ionnel! au fur et à mesure qu'on augmente le 
quantile. Les méthodes basées sur la modélisation GARCH sont les mieux 
adaptées à l'hypothèse d 'indépendance étant donné que la filt ration GARCH 
permet d 'obtenir une série iid. Par contre, les autres y sont moins adaptées en 
particulier la méthode GPD non condit ionnelle qui passe seulement les tests de 
couverture non condit ionnelle. P lus on augmente le quantile, plu l 'hypothèse 
d 'indépendance est non rejet ée et par analogie avec l 'examen du ratio de 
violation, la méthode historique filt rée gagne en performance plus rapidement 
que les méthodes normale, historique et Cornish-Fisher. Cette dernière donne 
des bons résultats surtout dans la 2ème et la 4ème période, cont rairement à la 
méthode condit ionnelle normale et student . 
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Généralement , le modèle le moms rejeté par les t ests est le modèle GPD 
conditionnelle. Ce résultat était prévu du moment où cette méthode prend aussi 
bien en compte la volatilité que les valeurs extrêmes. 
De plus, on voit clairement que l'étude des tests de violation dépend des périodes. 
Il serait , donc, biaisé de se limiter aux résultats des tests de la série entière, 
comme dans l'article de Trabelsi , Raggad et Marimoutou, 2009, plutôt que ceux 
des sous-régimes. 

CONCLUSIO 
Au cours de ce mémoire, les t ests de changement de régime ont permis de diviser 
la série entière en sous-séries de régimes différents avec pour chacun la 
spécification ARMA-GARCH la plus adaptée. Ceci a permis de modéliser les 
différentes techniques de VaR condit ionnelles pour chacune de ces sous-périodes 
et de le comparer aux techniques de VaR non conditionnelles. ous avons ainsi 
montré qu'en combinant, sur chaque période , un modèle d 'étude de la volatilité 
avec la théorie des valeurs extrêmes, nous aboutissons à une meilleure mesure de 
la VaR conditionnelle dont les résultats dépassent positivement ceux de la 
méthode historique filtrée. Une telle mesure réagit en mieux aux changements 
dans les dynamiques de la volatilité et comptabilise toute l'information présente 
dans les queues de la distribution des rendements surtout si l'hypothèse de 
normalité est rejet é, corrigeant ainsi les faiblesses des techniques de VaR 
traditionnelles. 
Le choix d'une simulation par roulement a permis d 'ajouter plus de précision en 
capturant la variation dynamique dans les caractéristiques de la série, dans des 
périodes de temps plus petites à même intervalle et de prévision journalière. 
Nous avons également mis en évidence l'utilité des tests de backtesting pour 
déterminer l 'aptitude et la limite de chaque test à détecter les violations 
existantes, et aussi pour réaliser la complémentarité existante entre ces tests. 
L'étude pourra être extrapolée à l'estimation du point terminal, ou en d 'autres 
termes, l'ult ime perte ou profit qui pourrait être réalisé. 
92 
De plus, au lieu de la technique de roulement pour prévoir la VaR, on pourra 
utiliser une simulation Monte Carlo d 'un modèle stochastique avec mouvement 
Brownien. 
Nous pourrons aussi faire appel à la fonction de perte pour renforcer nos tests de 
backtesting , en nous focalisant ainsi sur la magnitude de la violation plutôt que 
sur le nombre de violations. 
Et enfin, comme autres avenues de recherches , nous suggérons d 'étudier les 
relations de dépendance avec d 'autres composantes du marché, à partir de la 
théorie des copules. 
A EXE A 
IDENTIFICATION DE L'ORDRE ARMA 
Rendement Rendement 
(} 5 10 15 2(} 5 10 15 2(} 
Retard Retard 
absfRendement) RendementA2 
(} s 10 15 2(} 5 10 15 20 
Retard Ret ard 
Figure A.l : Analyse des corrélogrames de la série des rendements - période 2 
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Figure A.2 : Analyse des corrélogrames de la série des rendements - période 3 
Rendement Rendement 
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Figure A.3 : Analyse des corrélogrames de la série des rendements - période 4 
ANNEXE B 
VALIDATION DU ARMA ET PRÉVISION 
Graphe de·s r~ésidus pour ARMA,f0, 161) 
N 
~ ~---------------------------.----------------, 
0 ~~~~;;~~~~~~~~~~~~~~~~~~ 
200 0 2001 2002 
Oate 
residus ARMA(O, I61) 
0 
Retard 
0 5 10 15 2(} 
Retard 
2003 200 2005 
residus ARMA{O,Um 
c: 
.... 10 15 20 
Retard 
residusA2 ARMA(O,l61) 
5 10 15 20 
Retard 
Figure Rl : Corrélogrames des résidus du ARMA(O,I61)- période 2 
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CJ 
CD 
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Graphe des résidus pour ARMA(I61 ,0) 
2000 2001 2002 2003 2004 200<5 
Date 
residus ARMA(I61,0) residus ARMA(I6I ,O) 
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~ : }ii:~~::~~;:;~~~~~:~~ 
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residusA2 ARMA(I61,0) residusA2 ARMA(I61,0) 
(} 1(} 15 20 5 10 2(} 
Retard Retard 
Figure B.2 : Corrélogrames des résidus du ARMA(I61 0) - période 2 
Tableau B. l : Tests d 'autocorrélation globale des résidus- période 2 
18 .323(0.566) 
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Figure B.3 : Tests d 'autocorrélation des résidus - période 2 
Graphe des résidus pour ARMA(I31,151) 
20(}5 2006 2007 2008 200~ 201 0 
Date 
residus ARMA(I31,151) residus ARMA(I31,151) 
5 10 15 20 5 10 15 20 
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residusA2 ARMA(I31,151) residusA2 ARMA(131,151) 
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Retard Retard 
Figure B.4: Corrélogrames des résidus du ARMA( I3I,I 5I)- période 3 
98 
Graphe des résidus pour ARMA(I51,131~ 
(j) 
("') q 
l,.f) 0 (/) 
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....-; 
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Figure B.5 : Corrélogrames des résidus du ARMA(J5J,J 3J)- période 3 
Tableau B.2 : Tests d 'autocorrélation globale des résidus - période 3 
17.292 (0.099) 15.918(0.144) 
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Figure B.6 : Tests d 'autocorrélation des résidus - période 3 
Graphe des résidus pour ARMA(O,I151) 
2010 2011 2012 2013 2014 
Date 
residus ARMA(O,J151) residus ARMA(O,I151) 
5 10 15 20 5 10 15 20 
Reterd Reterd 
residus"2 ARMA(0,1151) residus"2 ARMA(O,J151) 
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Figure B.7: Corrélogrames des résidus du ARMA(O,jl5 J) -période 4 
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Graphe des résidus pour ARMA(I151,0) 
0 14) 
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..- 0 
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Date 
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Figure B.8 : Corrélogrames des résidu du ARMA( I15I 0) -période 4 
Tableau B.3 : Tests d 'autocorrélation globale des résidus - période 4 
10.047(0.967) 10.162(0.965) 
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Figure B.9 : Autocorrélation des résidus - période 4 
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Figure B.lO: Val urs actuelles et pr ' dites du rendement- période 2 à 4 
A EXE C 
MODÉLISATIO DE LA VOLATILITÉ 
RésldusA2 ARMA(I61,0) RésidusA2 ARMA(161,0) 
0 0 
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Figure C. l : Corrélogrames des résidus au carré - période 2 à 4 
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Tableau C.l : Résultats de l'estimation ARMA-ARCH - période 2 à 4 
0.0929* 0.0293 3.1719 0.001 5 
0.0001 * 0 6. 7023 0 
0.1378* 0 .0392 3 .5163 0.0004 
0.0395* 0 .0090 4.36 6 0 
0.0033* 0.0011 3 .0822 0.0021 
0.0063* 0.0055 1.1389 0.0254 
0.2257* 0.0441 5.1233 0 
0.0001 * 0 7.4305 0 
0. 1996* 0.0445 4.4837 0 
0.0360* 0. 0101 3.5646 0.0003 
0.0037* 0.0015 2.4689 0.0135 
* Les coefficients sont significat ifs au niveau de confiance 5%. 
Tableau C. 2 : Diagnostic du ARMA-ARCH- période 2 à 4 
896.223(0*) 0.522 (0.470*) 0.017(0. 895* ) 
926.070(0*) 0.622 (0.430*) 0.978(0.323*) 
502.270 (0*) 0.009 (0.926*) 0 115(0 734* ) 
* Les chiffres entre parenthèses représentent les p-value. 
ANNEXE D 
DÉTERMI ATION DU NOMBRE D'OBSERVATIONS EXTRÊMES DE LA 
SÉRIE DES RENDEMENTS 
<D 
ci 
IJ) '<1: 
-~ 0 
·o; 
c 
Q) 
"! 0 0 -
Cl 
0 
0.05 0.10 0.15 0.20 
Rendements 
- Rendements 
- Densitê normale 
IJ) 
~ 
·o; 
c 
'<1: Q) 
-
0 0 
Cl 
0 
0.05 0.10 0.15 0.20 
Rendements 
CD 
ci 
IJ) 
~ 
·o; 
c 
'<1: Q) 
0 0 
Cl 
0 
0.04 0.06 0.08 0.10 0.12 
Rendements 
Figure D .l : Normalit é des rendements sur la queue droite - Période 2 à 4 
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Figure D.2 Fonction moyenne des excès des rendements - Période 2 à 4 
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Figure D.3 : Graphique de Hill des rendements- Période 2 à 4 
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Tableau D .l: Analyse de sensibilité à k de la Va R GPDNc- Période 2 à 4 
6.933 4.790 0.030 -9 .207 -5.456 
6.880 4.860 0.023 -9 .180 -5.4 7 
6.860 4.885 0.019 -9.102 -5 .553 
6.842 4.932 0.015 -9.021 -5.613 
6.840 4.941 O.Oll -8.978 -5.659 
6.844 4.973 0.00 -8.898 -5.716 
6 .849 5.012 0.005 -8.804 -5.77 
7.372 5.253 0.030 -7.080 -5.517 
7.516 5.348 0.026 -6.960 -5.404 
7.468 5.292 0.021 -6.962 -5.358 
7.490 5.2 1 0.016 -6.957 -5 .351 
7.527 5.297 0.013 -6.968 -5.335 
7.485 5.315 0.009 -6.959 -5.325 
5.357 0.006 -6.978 -5.325 
3.229 0.018 -5 .132 -3.624 
4.992 3.202 0.015 -5.246 -3.551 
4.971 3.220 0.013 -5.0 4 -3.594 
4.955 3.232 0.010 -5.085 -3.6ll 
4.89 3.270 0.007 -5.043 -3 .644 
4.805 3.295 0.005 -5.068 -3.624 
4.813 3.322 0.003 -5.025 -3.642 
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Tableau D.2 : Statistiques descriptives des paramètres estimés de la VaRGPDNc -
Période 2 à 4 
-0.570 0.119 
O.ül8 0.002 0.012 0.023 
6.839 1.451 4.037 9.132 
4.940 0.681 3 .518 6.325 
Queue gauche - Période 2 
0.026 0.148 -0.409 0 .284 
O.ül8 0.003 0.012 O.Q28 
-8.977 2.179 -12.168 -5 .076 
Queue d roite- Période 3 
-0.134 0.150 -0.554 0.233 
0.019 0.008 0.009 0.045 
7.526 3.915 3.987 16.371 
5 .297 2.446 3.233 10.816 
Queue gauche - Période 3 
-0.259 0.134 -0 .497 0.124 
0.022 0.012 0.011 0.053 
-6.968 3.254 -12 .920 -4.119 
-0 .489 0.474 
0.019 
2.813 7.032 
4.554 
0.163 
0.013 0.003 0.007 0.022 
-5 .085 1.546 -7.974 -2.707 
-3.611 o. 41 -5.113 -2.135 

ANNEXE E 
DÉTERMI ATION DU OMBRE D'OBSERVATIONS EXTRÊMES DES 
RÉSIDUS STA DARDISÉS 
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Figure E.l : Fonction moyenne des excès des résidu standardis' - Période 2 à 4 
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Figure E .2 Graphique de Hill des résidus standardisés - Période 2 à 4 
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Tableau E.l : Analyse de sensibilité à k de la VaRGPDc - Période 2 à 4 
1.290 7.358 5.031 1.300 -14.482 -6.034 
0.940 7.310 5.033 0.937 -13.706 -6 .372 
0.782 7.432 5.009 0.773 -13.490 -6.421 
0.610 7.404 5.050 0.618 -1 3.267 -6 .491 
0 .465 7.411 5.081 0.487 -12.990 -6.557 
0 .334 7.915 5.506 0.340 -12.544 -6 .623 
0.209 7.297 5.194 0.218 -12.087 -6.706 
1.050 8.957 6.020 1.050 -7.224 -5.666 
1.049 8.515 5.939 1.049 -8.029 -6 .262 
0.825 8.663 5.830 0.885 -8.144 -6 .182• 
0.647 8.589 5.883 0.698 -8.150 -6 .170 
0 .505 8.573 5.920 0.547 -8.220 -6.148 
0.372 8.508 5.999 0.388 -8.352 -6 .147 
0.238 5.218 3 .931 0.239 -8.275 -6 .160 
1.371 5.3275 3.369 1.392 -5.584 -3.787 
1.058 5.027 3.200 1.070 -5.583 -3.820 
0.829 5.106 3. 163 0.744 -5.596 -3.819 
0.635 5.058 3.181 0.614 -5.591 -3.845 
0.479 4.910 3.214 0.472 -5 .585 -3.847 
0.345 4.870 3.230 0.369 -5.566 -3.847 
0.236 4.815 3 .288 0.238 -5.600 -3.838 
114 
Tableau E.2 : Statistiques descriptives des paramètres estimés de la V aRGPDc -
Période 2 à 4 
0 0.001 
0.137 0.205 0 0.999 
0.035 0.037 0 0.139 
-6.510 0.123 -0.453 0.140 
0.681 0.074 0.504 0.901 
7.411 3.433 46.772 1.236 
2.222 31.314 1.006 
gauche - Période 2 
0 0 0 .001 
0.162 0.221 0 0.744 
0.004 0.004 0 0.149 
0.122 0.266 -0.383 0.688 
0.703 0.010 0.549 0.938 
-12.990 11.454 -99.772 -0.296 
-6.557 3.626 -35. 104 -0.238 
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0 
0.065 0.103 0 0.39 
O.D18 0.030 0 0.129 
0.004 0.005 0 0.026 
0.007 0.013 0 0.069 
0.095 0.108 0 0.660 
0.039 0.068 0 0.329 
-0.142 0.171 -0.578 0.199 
0.797 0.108 0.596 1.250 
.573 7.095 49.663 1.138 
5.920 4.195 28.839 0.982 
Queue gauche - Période 3 
0 0 0 0.003 
0.082 0.113 0 0.416 
0.017 0.028 0 0.123 
0.003 0.004 0 0.026 
O.DlO 0.017 0 0.076 
0.106 0.115 0 0.672 
0.046 0.077 0 0.342 
-0.190 0.092 -0.475 0.109 
0 .862 0.119 0.633 1.275 
-8.220 5.179 -32.586 -2 .629 
-6.148 4.030 -26.486 -1.859 
116 
0 0 
0.106 0.155 0 0.762 
0.045 0.047 0 0 .189 
0.004 0.007 0 0.022 
-0 .066 0.239 -0. 501 0.326 
0.688 0.1 0.372 1.145 
4.910 2.971 0 .219 1.373 
0.778 
0 0 
0.092 0.150 0 0.741 
0.048 0.04 0 0.181 
0.004 0.007 0 0.022 
-0.079 0.080 -0.335 0.268 
0.855 0.113 0.375 1.136 
2. 79 -26.931 -1 .389 
1.952 -18.420 -0.731 
AN EXE F 
RÉSULTATS DE LA VIOLATION DE LA VAR PAR LES DIFFÉRE TES 
MÉTHODES 
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Figure F .l Violation de la VaR par la VaRGPDN c - Période 2 à 4 
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Figure F .2 : Violation de la VaR par la V aR GPDc - Période 2 à 4 
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Figure F.3: Violation de la VaR par la VaR0 N - Période 2 à 4 
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Figure F.4 : Violation de la VaR par la V aR CSt - Période 2 à 4 
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Figure F . 5 : Violation de la VaR par la V a RH F - Période 2 à 4 
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Figure F.7 Violation de la VaR par la VaRH- Période 2 à 4 
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Figure F.8 : Violation de la VaR par la VaRCF- Période 2 à 4 
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AN EXE G 
RÉSULTATS DES TESTS DE BACKTESTING 
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