]}, but some of these data differ dramatically. The Peng-Robinson equation of state, coupled with the WongSandler mixing rules, has been used for modeling the vapor-liquid equilibrium of these binary mixtures. Then, the proposed thermodynamic consistency test has been applied. The results show that the consistency test can be applied with confidence, determining consistency or inconsistency of the experimental data.
INTRODUCTION
Recently, Blanchard et al. [1] , Pérez-Salado Kamps et al. [2] , Liu et al. [3] Aki et al. [4] , Shiflett and Yokozeki [5] and Shariati et al. [6] measured the vapor-liquid equilibrium of the binary system supercritical CO 2 + [bmim] [PF6] at different temperatures. In the same way, Blanchard et al. [1] and Aki et al. [4] reported vapor-liquid equilibrium data for the system supercritical CO 2 + [bmim][NO 3 ]; Aki et al. [4] , Kroon et al. [7] and Shiflett and Yokozeki [5] studied the system supercritical CO 2 + [bmim] [BF 4 ], while Shiflett and Yokozeki [8] and Shariati et al. [6] presented data about the system supercritical CHF 3 + [bmim] [PF 6 ]. All these data show important discrepancies among the different sets. As an example, all the data for the system CO 2 + [bmim] [PF 6 ] at 313.15 K are plotted in Fig. (1) ; it is easy to see the significant discrepancies among the different data sets. Similar results are obtained at the other temperatures. These discrepancies are of course due to inaccuracies in measuring experimental properties; this makes necessary to test the inaccuracies inherent of such data. Although it is difficult to be absolutely certain about the exactness of experimental data, it is possible to verify if such data satisfy the Gibbs-Duhem equation, establishing if they are thermodynamic consistent or inconsistent. Good reviews about consistency tests are found in Raal and Mühlbauer [9] and Prausnitz et al. [10] . Jackson and Wilsak [11] analyzed several consistency tests, mainly for complete high pressure VLE data, that is, experimental PTxy data covering the entire concentration range in both phases; the authors conclude that each test provides different information that, sometimes, can bias the operator. Bertucco et al. [12] proposed a consistency test applicable to isothermal, binary VLE data at moderate and high pressures, also for the entire concentration range in both phases. Valderrama and Álvarez [13] presented a new method to test the thermodynamic consistency of incomplete binary VLE data; that is, where PTxy data are not fully available for the entire concentration range, and for low liquid solute concentrations in the vapor phase (mole fractions < 10 -3 ). For these cases, the classic derivative or integral methods are not applicable.
In these tests, the criteria on consistency are always statistical. But any of these tests still cannot decide whether the underlying data are of high or bad quality. This depends on inaccuracies in measuring experimental properties. The consistency tests only can say if the data satisfy or not the thermodynamic constraints imposed by the Gibbs-Duhem equation.
In this work, an extension of the consistency test of Valderrama and Álvarez [13] is applied to four systems supercritical fluid + ionic liquid; this test is useful when the data do not cover the entire concentration range in liquid or gas phase, that is, where PTxy data are not fully available for the entire concentration range, and for low solute liquids concentrations in the vapor phase. So far, few attempts have been done to treat binary mixtures as presented in this work. The consistency test for binary gas-ionic liquid mixtures proposed in this work can be considered as a modeling procedure and can be easily extended to other multicomponent mixtures. In the method, a thermodynamic model that can accurately fit the experimental data must be also used to apply the consistency test. The fitting of the experimental data requires the calculation of some model parameters using a defined objective function that must be optimized. The test was first validated with the binary system CO 2 + n-butane, and next applied to the binary systems CO 2 4 ] is miscible in water. Table 1 presents some properties of the components of the binary mixtures included in this work. In this table, the critical properties for ionic liquids are from [15] , while the structural parameters r and q are from [16] .
The mixtures studied also have some special characteristics. For the binary mixtures CO 2 + ionic liquid, the concentration of the ionic liquid in supercritical CO 2 is so small that it could not be detected with experimental equipment [1] [2] [3] [4] [5] [6] [7] . On the other hand, for the binary mixtures CHF 3 + ionic liquid, the concentration of the ionic liquid in supercritical CHF 3 is appreciable [6, 8] [17, 18] . The interpolation method used in this work is discussed in appendix A.
THERMODYNAMIC MODELING
The thermodynamic relationship used to analyze the thermodynamic consistency of experimental VLE data is the Gibbs-Duhem equation. Once a thermodynamic model (such an equation of state with appropriate mixing and combining rules) accurately fit the data fulfilling the equality of fugacities required by the fundamental phase equilibrium equation, that model is used to check that the Gibbs-Duhem equation is also fulfilled. Once should notice that these two steps, modeling of the data and the application of the GibbsDuhem equation are independent, so that good modeling does not guarantee consistency and that consistent data cannot necessarily be well represented by a defined model. Recently, Álvarez and Aznar [16] and Álvarez et al. [19] presented some results for mixtures CO 2 + ionic liquid using the Peng-Robinson [20] equation of state (EoS), and the results showed good agreement with the experimental data. RedlichKong type equations were also used by Shiflett and Yokozeki [5] .
The thermodynamic model used to fit the experimental data must be also used to apply the consistency test. Then the proposed test is a modeling procedure, similar to the Van Ness-Byer-Gibbs test [21] . Once the model parameters are determined and the calculated solubilities are within acceptable limits of deviations, the Gibbs-Duhem equation is applied. The equations defining the consistency criteria for binary mixtures have been presented by Valderrama and Álvarez [13] . The development for binary mixtures containing ionic liquids has not been yet presented in the literature, and is summarized as follows.
The test use the Peng-Robinson (PR) EoS with the Wong-Sandler [22] mixing rule, coupled with the UNIQUAC model [23] for the excess Gibbs free energy, as the standard thermodynamic model in a bubble-point calculation; of course, other models could be used. The complete model is described below: ( )
where T r is the reduced temperature, T c is the critical temperature, P c is the critical pressure, R is the gas constant, and is the acentric factor. For mixtures: ( 1 6 ) where A ij and A ji represent the interaction energy between molecules i and j. i * and i are the volume and surface area fractions, z is the coordination number (z = 10), and r and q are the structural parameters for the volume and surface area.
For the modeling, the relative deviations in the pressure and solute concentration in the gas phase for data point "i" are defined as:
The proposed test uses the Gibbs-Duhem equation expressed in the integral form:
where P is the pressure of the system, y 2 is the mole fraction of the ionic liquid in the gas phase, 1 and 2 are the fugacity coefficients of the component 1 and 2 in the gas phase, and Z is the compressibility factor. Both sides of this equation are denoted as follows:
The values for A P are obtained with experimental Py 2 data, while the values for A are obtained with calculated values of Z, i and y 2 . Thus, for one data set to be considered as consistent, A and A P should be similar within acceptable deviations. In order to define the acceptable deviations, an individual percent area deviation (% A i ) between the A and A P values can be defined as:
This is the parameter that determines the consistency of the data set.
The method implies the minimization of the deviations, Eqs. (20) , (21) and (22) , where the experimental values of concentration of ionic liquid in the gas phase (y 2 ) are needed; however, since these concentrations are almost negligible, its measurement is difficult [6] ; this is the basis for the physical criterion for values of y 2 , and this value can be lesser than 10 -3 with an experimental uncertainties of 10 -5 . These values are empirically based in different experimental results for solubility of solids in gas. Therefore, the consistency test presented here use values for y 2 calculated through the bubble pressure calculation, restricted only for values not well detected with equipments to be used as physically significant values in Eqs. (18) and (19) . As a comparison, Banerjee et al. [25] predicted y fluid values in the range 0.99-1.00.
The objective function for the consistency test includes a minimization of deviations in VLE data, and the integral areas (% A i ). The inclusion of vapor concentrations in the objective function allows low deviations in pressure and predicts true physical concentrations in the vapor phase [13] . Then the consistency of VLE data set is tested by the objective function, OF, (23) where N is the number of data points, P is the pressure, y fluid is the vapor mole fraction of the supercritical fluid for data point i, the superscripts "exp" and "cal" refers to the experimental and calculated values respectively, and A , P and y are the standard deviations of the measured quantities. For simplification, the experimental uncertainties (or interpolation errors) of the pressure data were used for P , the value 10 -5 (or 10 -3 when there are dew point data) for y and the value of A P for A . Equation (23) was used to put a reasonable weight on the measured quantities according to their experimental accuracy. The accepted deviation defined by % P < 10 is used as constraint for every data point in the minimization method. The minimization method was performed using a genetic algorithm code, implemented and fully explained in Álvarez et al. [19] .
There are three possible answers for the consistency test: (i) the data are thermodynamically consistent (TC); (ii) the data are not fully consistent (NFC); and (iii) the data are thermodynamically inconsistent (TI). When individual pressure and area deviations are greater than a defined limit, the worst data point is eliminated and the remaining data set is analyzed. If this data set passes the test, the conclusion is that the original data are not fully consistent and the remaining data set is thermodynamically consistent.
These intervals defined for consistency criteria are based on information presented in the literature related to the accuracy of experimental data for this type of mixtures (ionic liquids, solids and heavy alkanes dissolved in a high pressure gas) and on the criteria used by Valderrama and Álvarez [13] . In order to analyze the limits for consistency criteria, calculations of error propagation on the measured experimental data have been performed by using the general equation of error propagation [26] , with the liquid phase mole fraction, the temperature and the interaction parameters as the independent measured variables. The calculated individual area A , evaluated using two consecutive points, is the dependent variable. The error (EA) and the percent error (% EA) in the calculated area are: In this work, there were admitted maximum uncertainties of 0.005 for the experimental liquid phase mole fraction, 0.5 K for the temperature, and 1% for each interaction parameter. The error propagation was refined because the interaction parameters were used as independent variables. The partial derivatives in Eq. (19) were numerically calculated for several mixtures, giving a direct relationship between the estimated percent errors %EA and the relative percent deviations of the pressure % P. For a thermodynamically consistent data, a VLE fit yields minimal deviations in the individual areas; a % P i below that 5% yields % A i below that 10% and a % P i between 5% up to 10% yields % A i below that 20%. Over these limits, the experimental data has high chance to be thermodynamically inconsistent. These limits defined for the consistency criterion produce randomly distributed deviations on VLE.
Then, according the study on error propagation studied and the observations by Valderrama and Álvarez [13] , the maximum deviation must be within the range 20% to +20% for % A i and -10 to +10 for % P i . Of course, these limits are not strict. When only one data point is slightly out of limits, the data set can be consider thermodynamic consistent. However, if several data points are out of limits, there is an evident tendency of inconsistency. The rule of thumb for remove bad data points is: (i) data point with % P i > 10 and % A i > 20; (ii) data point with % A i > 20; (iii) data point with % P i < 5 and % A i > 10.
This procedure is applied when there are less than 50% of the individual areas with deviations in the limits defined. If it is not the case, the data set is considered thermodynamically inconsistent. The empirical value of 50% is based in robust regression theory, which says that more than 50% of spurious data destroy the tendency of data, showing that the data have systematic experimental error [27] . When the thermodynamic model cannot fit more than 30% of data points in the data set within the limits defined for individual pressure and ionic liquid concentration in the gas phase, another thermodynamic model should be used.
RESULTS
Twenty-eight isotherms for five binary mixtures were chosen to show the application of the proposed thermodynamic consistency test. The mixtures were carefully selected so that several phase behavior and features of the test could be emphasized.
In the discussion below, the difference between experimental and calculated values is calculated as the average percent deviation, expressed in absolute form [28] , as follows: The physical properties for all substances are shown in Table 1 , where the structural parameters r and q were calculated according to [16] . Tables 2-5 show all the experimental data. In Table 2 and Fig. (1) , for the CO 2 + [bmim] [PF 6 ] system, the data determined by Blanchard et al. [1] , Liu et al. [3] and Aki et al. [4] show greater deviations from the data by Pérez-Salado Kamps et al. [2] or Shariati et al [6] ; the discrepancies become even more significant with increasing pressure at constant temperature. In Table 3 , for the system CO 2 + [bmim] [NO 3 ], the data by Blanchard et al. [1] present a lower solubility of CO 2 than those by Aki et al. [4] . In Table 4 , for the system CO 2 + [bmim] [BF 4 ], the data by Aki et al. [4] show greater deviations from the data by Kroon et al. [7] or Shiflett and Yokozeki [5] . In Table 5 , for the system CHF 3 + [bmim] [PF 6 ], the data by Shariati et al. [6] and Shiflett and Yokozeki [8] show the same values in the same pressure range, but the work by Shariati et al. [6] presents data with high pressures. All these discrepancies can be mainly attributed to the different experimental techniques used to measure the solubility, to ionic liquid impurities, and also to ionic liquid degradation [14] . Besides, it is important to note that some of the data from Shariati et al. [6] show liquid-liquid-vapor boundaries; consequently, it is to be expected that this phenomenon highly affects the quality of their vapor-liquid representation in this region of the phase diagram. This complex phase behavior could be the cause for the apparent inconsistencies in the data. The test was applied with the objective function (Eq. 23), the uncertainty for pressure, P = 0.05% and the uncertainty for concentration in the gas phase, y = 0.001. The concentrations y 2 were calculated through the bubble point and used for A P and A . The mixture CO 2 + n-butane was already examined by Bertucco et al. [12] and Valderrama and Álvarez [13] , and has been used here to validate the proposed method. Both papers used the experimental y 2 value. For these authors, the original data set is not fully consistent. In the analysis of Valderrama and Álvarez [13] , the last two points give % A i out of the limits; after removing these points, the remaining data set was considered thermodynamically consistent. The results are shown in Table 6 . As expected, the original data set was found to be not fully consistent, since the last two points give an area deviation outside the defined range (bold and italic type in Table 6 ). After removing these points, the model fitted the remaining data set with %| P| = 0.2 and %| y 2 | = 2.1, and the data set was regarded thermodynamically consistent. In this way, the model predicts consistently the concentrations y 2 , and yield results that confirm those obtained by other authors. In this calculation, the proposed method shows characteristics of a robust regression [28] , since the y 2 predicted is correct and outlying points do not have a great influence on the tendency of the bulk data. The data from Blanchard et al. [1] , which were discarded in a later work by the same authors, was used as a test for the proposed method, which correctly indicated that this data set was thermodynamically inconsistent. Tables 8 up to 12. These tables are divided in two parts. The upper part shows the original data set, while the lower part shows the remaining data after removing some points. Each part shows the interaction parameters for the thermodynamic model. Tables 8-10 show detailed results for the data from Shariati et al. [6] . In Table 8 , which presents detailed results at 313.15 K, the upper part shows that these data have deviations outside the established limits in the two final values of % A i (bold and italic type); the lower part shows that, when one point from the original data set is eliminated (the one with the highest area deviation, shaded in the upper part), the deviations for the remaining seven points are within the defined limits of 20% to +20%. Therefore, the original set with eight data points is not fully consistent, but a new set with the remaining seven points is thermodynamically consistent; however, the last point has a high probability to be inconsistent, because two % P i < 5 yields % A i > 10. The same procedure is applied for the data at 323.15 and 333.15 K, as shown in Tables 9 and 10, respectively; both of data sets are not fully consistent. Tables 11 and 12 present detailed results for the data from Pérez-Salado Kamps et al. [2] , at 313.15 and 333.15 K, respectively; these data are thermodynamically consistent, meaning that all the deviations are within the defined ranges, -20% to 20%; however, in both tables the last point has a high probability to be inconsistent, because the two % P i < 5 yields % A i greater than 10. Tables 13 shows the [5] are thermodynamic consistent; in this latter, there is a high probability of inconsistency in the data point x 1 = 0.002, because is the sole data point with % P = 11.94, slightly out of the limits. Tables 15 and 16 show the detailed results for the system CHF 3 + [bmim] [PF 6 ]. The data from Shiflett and Yokozeki [8] and Shariati et al [6] are not fully consistent. Table 16 shows that Shariati et al. [6] report dew point data, where ionic liquid exists in the gas phase. In this table, y 2 is an interpolated value for the pressure and the method predicts this concentration of ionic liquid with a deviation less than 3.5%.
CONCLUSIONS
A thermodynamic model, composed by the PengRobinson EoS coupled with the Wong-Sandler/UNIQUAC mixing rule, was used to accurately correlate experimental vapor-liquid equilibrium data in binary systems containing ionic liquids. The model was also able to predict the low ionic liquid concentrations in the vapor phase. A thermodynamic consistency test based on this model and on the Gibbs-Duhem equation, that allows the analysis of individual data points in a binary vapor-liquid equilibrium data set, i.e., to eliminate doubtful points, was proposed. The test was applied to several data sets from literature involving three ionic liquids and two supercritical solvents. For the system CO 2 + [bmim] [PF 6 ], only the original data sets from Pérez-Salado Kamps et al. [2] are thermodynamically consistent, although the data from Shariati et al. [6] must be considered with care, since they show some liquid-liquid-vapor boundaries, a complex phase behavior which could be the cause for the apparent inconsistencies. For the system CO 2 4 ], the data sets from Kroon et al. [7] and Shiflett and Yokozeki [5] are considered thermodynamically consistent. Finally, for the system CHF 3 + [bmim] [PF 6 ], all data sets are not fully consistent. 
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NOMENCLATURE Symbols
In this work, there were used interpolation functions for a set of discrete data in two ways: exact fit, such as cubic spline [29] and approximate fit, by using low degree polynomials [17, 18] , where the parameters were fitted through the least squares approximation. Five interpolation functions were tested.
The method for select the best interpolation function is based on the hypothesis that experimental error should be randomly distributed. The error defined in order to accept the interpolation function as accurate for the data is based on the work by Hoffman [30] , using the general equation of error interpolation of Weierstrass approximation theorem. Then, the error defined (%| E|) used temperature T as the independent measured variable and pressure P as the dependent measured variable for the isopleths data. In order to confirm this error, several calculations of errors in the interpolated experimental data were performed. The absolute average percent deviations for the interpolation %| E| is defined as: where N is the number of data points, T i exp is the experimental temperature at point "i", P i exp is the experimental pressure at point "i", and f is the interpolated function fitted with all other experimental data points but "i" and evaluated at "i". The interpolation error is used on five interpolation functions over each isopleth; so, the interpolation function with the minimum value of %| E| is established as the optimal for the isopleth. After that, the chosen interpolation function is fitted with all experimental data and used to plot the Px diagram. In this way, the optimal interpolation function has the natural tendency of data, suffers a minimal influence by the removing of one data point, does not present over fitting and has the best representation for large or rough data sets.
The isopleths from Shariati and co-workers used in the consistency thermodynamic were used; one set of such data is shown in Fig. (A.1) . The interpolation functions and the results are shown in Table A1 . In this table, N i is the number of isopleths interpolated, %| E| is the average percent deviations for the interpolation, %| P| is the absolute average percent deviation for pressure, and A, B, C and D are the fitted parameters for the interpolation functions. Test-bp Test-dp Table A1 shows that the value of %| E| is always greater than %| P|. Also, it shows that the cubic spline has %| P| = 0, because cubic spline yields the exact experimental pressure P i for each experimental temperature T i . In contrast, %| E| by definition uses a function fitted without the data point "i", evaluated in the point "i" and then does not allow over fitting.
For systems with Px diagram from interpolated isopleths data, the mean value of %| E| for all isopleths was used for 6 ] are 0.39%, 0.33% and 0.13%, respectively. These values are within the reported experimental error, which has a range from 0.04% for high pressure to 1.7% for low pressure. Considering these values, when a reported experimental data set does not show experimental uncertainties, the value P = 0.1% was used.
