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ABSTRACT 
 
SIZE DEPENDENT MAGNETIC PROPERTIES OF NICKEL NANOPARTICLES 
EMBEDDED IN SILICA MATRIX 
 
Vivek Singh 
 
In this dissertation, synthesis, structural and magnetic properties of nickel (Ni) 
nanoparticles (NPs) embedded in amorphous silica matrix are described in detail. These 
Ni NPs were prepared using the sol-gel technique. The percent composition of x-Ni/SiO2 
was varied from 1, 5 and 15%. Further, the samples were annealed in a furnace at 
temperatures between 400o to 800o C for the duration of 2 hours in a continuous flow of 
ultra high pure (UHP) nitrogen in order to obtain different particle sizes ranging from 3.8 
to 23 nm for the 15% Ni/SiO2 composition.   
Structural characterization of the Ni NPs was done using transmission emission 
microscopy (TEM) and x-ray diffraction (XRD). Average particle sizes were obtained 
from the TEM micrographs by fitting them to log-normal distribution giving 3.8, 11.7, 
15, 21 and 23 nm. The particle sizes were compared to those calculated from XRD 
patterns using the Debye-Scherrer equation. 
Magnetic properties of these Ni NPs was studied using the superconducting 
quantum interference device (SQUID). The variations of the blocking temperature (TB) 
with measuring frequency (fm) and applied field (H) are reported for Ni NPs with the 
nominal composition Ni/SiO2 (15/85). Measurements from the variation in magnetization 
(M) vs. temperature (T) (2 to 350 K) in H enabled us to determine the TB from the peaks 
in the zero field cooled curves. Measurements from M vs. H data above TB was fit to the 
modified Langevin function to obtain the magnetic moment per particle (μP). The large 
value of the moment of the order of (103 μB) characterized these particles as 
superparamagnetic above TB. Hysteresis measurements on cooling the sample in H were 
also done as a check for the presence of anti-ferromagnetic/ferromagnetic layer leading to 
exchange bias. Temperature dependence of AC susceptibility measurements were done 
for frequencies varying from 0.1 to 997 Hz. The blocking temperatures TB, as determined 
by peaks in χ'' vs. T data, were fit to the Vogel-Fulcher law to determine the energy 
barrier and strength of the interparticle interaction. 
The temperature dependence (5 to 300 K) of the electron magnetic resonance 
(EMR) lines observed at 9.28 GHz in 15% Ni/SiO2 nanocomposites with different 
particle sizes are also reported.  In EMR, three resonance lines are observed:  (i) Line 1 
with linewidth ΔH≃50 Oe and g≃2, and Curie-like variation of the line-intensity, with 
ΔH and g being temperature and size-independent; (ii) Line 2 with ΔH≃850 Oe and 
g≃2.3 for D=3.8 nm at 294 K with both ΔH and g increasing with decreasing T and ΔH 
size-dependent; and (iii) weak line 3 with g∼4 at 300 K, with g also increasing with 
decreasing T.  We argue that the line 1 is due to dangling bonds in SiO2 as a similar line 
with ΔH≃9 Oe is also observed in SiO2 without Ni doping.  Lines 2 and 3 are attributed 
to majority Ni NPs and large Ni clusters respectively whose anisotropy is both size and 
temperature dependent, leading to the observed ΔH and g values of the lines.
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 CHAPTER I 
 
Introduction 
 
1.1 Bulk Nickel and its Magnetic Properties 
              In a ferromagnetic material the magnetic moments associated with electrons are 
aligned parallel to each other. This results in spontaneous magnetization even in the 
absence of an externally applied field. Above the critical temperature denoted as the 
Curie temperature (TC), the spontaneous magnetization disappears, and the material 
behaves as a paramagnet with its susceptibility following the Curie Weiss law. The Curie 
temperature for Ni is 627 K.   
              Some ferromagnetic materials do not show any magnetization in zero field but 
show net magnetization in the presence of a small externally applied field. Weiss 
explained this phenomena with the presence of domains. Certain materials have randomly 
oriented domains which lead to the net magnetization of the material to be zero. When 
applying an external field, the domains reorient themselves to align along the direction of 
the applied field and remain there when the field is switched off leading to a net 
magnetization [Morrish, 2001]. 
              Nickel is a ferromagnetic metal that crystallizes in face centered cubic (FCC) 
structure with the lattice constant of 3.52 Å. The electronic configuration of Ni is 3d84s2, 
the partially filled 3d shell being responsible for the presence of magnetic properties in 
Ni. The saturation magnetization for Ni is 55 emu/g at room temperature and the 
effective magnetic moment is 0.606 μB/atom [Kittel, 1996]. This fractional moment is 
explained on the band theory of magnetism.  
 
1.2 Nickel Nanoparticles 
             Domain structures in which the system is in a high energy configuration tend to 
lower its energy by entering into a domain configuration which has a lower energy. An 
ideal single domain particle is a fine particle which has its magnetic moment directed 
towards one end. Single domain particle sizes typically range from 10-100 nm [Kittel, 
1996]. The single domain particles have a high magnetic moment and behave as 
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paramagnets above a certain temperatures called the blocking temperature (TB). They are 
used in digital electronics where their moment can be oriented in a particular direction 
indicating a 0 or 1.  
            Several methods have been used to produce these NPs which include evaporation, 
sputtering and various chemical methods [Estournès et al, 1997]. The development of 
hosting metallic NPs in an non-magnetic matrix is an effective way of tailoring a uniform 
size distribution [Fonseca et al, 2003] and reducing the interaction among NPs. In a non- 
interacting particle assembly the superparamagnetic relaxation time follows Néel-Brown 
theory [Néel, 1949]. In assemblies where significant dipole-dipole interactions are 
present, magnetic relaxation is affected by the interaction. It is also important to know 
how magnetic dipolar interactions modify the superparamagnetic relaxation rate. There 
have been models developed predicting how the relaxation rate becomes either faster or 
slower based on the presence of dipolar interactions [Luis et al, 2002]. For large 
interparticle distances and small concentration of particles, the dipolar interactions are not 
so significant [Petracic et al, 2004].  
 
1.3 Motivation 
             It has been known that the magnetic behavior of small sized ferromagnetic 
materials differ from bulk materials. Since this discovery people have been led in trying 
to understand the dependence of magnetic properties on particle size. This effect is 
studied in Ni/SiO2 system here. Ni in silica gels is totally reduced to metal NPs and is 
said to exhibit superparamagnetic behavior. It is stable towards reoxidation when exposed 
to air at room temperatures. Fe and Co on the other hand do not get completely reduced 
unless it occurs at higher temperatures (1000o C and above) and are said to be less stable 
towards reoxidation [Lutz et al, 1998]. The purpose of this work is to study the magnetic 
properties and relaxation effects with particles size of these small isolated Ni NPs 
embedded in amorphous diamagnetic silica matrix.  
Studies have been done on Ni NPs with D=5 nm prepared through laser driven 
decomposition of Ni carbonyl vapors and it was observed that the presence of dipolar 
interactions among the particles were responsible for suppressing the independent 
character of the particles and the observed blocking temperature for these Ni NPs was 
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150 K [Sahoo et al, 2005]. By reducing NiCl2⋅6H2O with NaBH4, the Ni NPs prepared 
were coated with NiO layer useful in studying antiferromagnetic/ferromagnetic properties 
[Aparna et al, 2005]. Size control of Ni NPs was also done using reagents such as 
hexadecylamine and trioctylphosphine to obtain Ni NPs with sizes D=3-11 nm; however 
the size distribution was not found to be ideal [Hou et al, 2005]. 
Ni NPs embedded in silica were successfully prepared by Leite et al [Leite et al, 
2002] with particle size ranging from D=3-41 nm and Ni concentration ranging from 5-
47% where they were tested as a catalyst in the formation of H2 gas. In another paper by 
Leite et al they also prepared SiO2 embedded with Co, Ag and Fe synthesizing them 
using the same method and they observed that the Fe/SiO2 specimen showed Fe3C [Leite 
et al, 2002]. Studies done by Fonseca et al on Ni/SiO2 NPs with D≈6 nm with percent 
compositions of 1.5% and 5 wt % revealed the blocking temperature of 20 K for the 1.5% 
sample and 40 K for the 5% sample [Fonseca et al, 2002]. Further work was done on this 
by Goya et al where they showed the 1.5% sample with D=8.4 nm followed the Néel-
Arrhenius model for single domain non-interacting particles and the 5% sample with 
D=6.6 nm showed an increase in the energy barrier with the additional contribution 
coming from dipolar interactions [Goya et al, 2003]. Work done by Sharma et al [Sharma 
et al, 1981] on electron magnetic resonance of 10% Ni/SiO2 suggests the line broadening 
at lower temperatures with the resonance shifting to lower fields. 
 As noted above, previous studies done on Ni NPs supported by silica matrix have 
shown superparamagnetic behavior, catalytic activity and effect of dipolar interaction on 
energy barrier. However systematic size dependence of the magnetic properties of 
Ni/SiO2 has been lacking. In this work, an indepth study of 15% Ni/SiO2 NP system for 
different particles sizes is reported to fill this gap. DC, AC magnetization and electron 
magnetic resonance (EMR) with varying temperature has been studied. Transmission 
electron microscopy (TEM) data clearly shows the increase in particle size with in the 
increase in annealing temperature for all the samples. The 3.8 nm sample was studied in 
detail and the DC magnetization data suggested that the blocking temperature decrease 
with the applied field H follows the H2 dependence for lower fields and H3/2 dependence 
for higher fields. For all the different sizes the value of the magnetic moment per particle 
increases with increase in particle size. AC susceptibility studies for frequencies 0.1, 1, 
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99, 499 and 997 Hz clearly shows that with increase in particle size, the possibility of 
interparticle interaction increases hence affecting the attempt frequency. EMR showed 
the appearance of a very sharp line near H=3300 Oe which is identified with the defects 
in SiO2 matrix. The other two lines are from the Ni NPs. It is hoped that the following 
work would create interest leading to further interest in studying the experimental and 
theoretical aspects of such systems. 
 
1.4 Thesis Outline 
    Details of steps taken to prepare the samples under certain conditions are discussed 
in chapter II followed by thermogravimetric experiments done to obtain starting 
conditions and leading to obtaining the particle size from TEM and XRD analysis. 
Chapter III summarizes the theory behind magnetism based on Curie law followed by 
discussion of single domain particles and their blocking temperatures. Chapter IV deals 
with Bloch equations formalism of magnetic resonance and the study of relaxation effects 
arising from AC susceptibility measurements. Chapter V is an experimental section that 
deals with the DC and AC measurements obtained using the superconducting quantum 
interference device (SQUID) magnetometer. Results on the variation of blocking 
temperature with applied field, particle size, AC measuring frequency and the effect of 
interparticle interaction are presented in this chapter. In Chapter VI, temperature 
dependence of the EMR spectra for various particle sizes are presented and the results are 
discussed in terms of the temperature and size induced anisotropy of the 
superparamagnetic particles. In Chapter VII, a summary of the major results of this 
dissertation are presented, followed by suggestions for future studies.  Various 
appendices are given at the end of the thesis. 
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CHAPTER II 
 
Preparation of Samples and their Characterization 
 
 
 This chapter covers the preparation of the Ni/SiO2 samples via the sol-gel 
technique. The samples are annealed under different conditions to obtain pure Ni NPs 
embedded in SiO2 matrix. Thermogravimetric analysis (TGA) followed by x-ray 
diffraction (XRD) was performed on these samples in order to determine the starting 
conditions and the formation of these nanoparticles without contamination. The sizes of 
these nanoparticles were determined using transmission electron microscopy (TEM) and 
their distribution. The sizes are then compared with the sizes determined from XRD using 
the Debye Scherrer relation. 
 
 
2.1 Sample Preparation 
 
The Ni nanoparticles (NPs) dispersed in SiO2 matrix were synthesized using the 
sol-gel technique following the work by Leite et al [Leite et al, 2002]. The starting 
compounds were Ni(NO3)2·6H2O (Alfa Aesar 99.9985%), tetraethylorthosilicate (TEOS) 
(Alfa Aesar 99.9%), citric acid anhydrous (Fisher Scientific) and ethylene glycol 
anhydrous (Sigma Aldrich 99.8%) mixed in appropriate amounts. Ni content in the 
samples was taken to be 1, 5 and 15%. The medium for the mixture was ethanol. Citric 
acid was dissolved in ethanol along with TEOS and stirred to prepare a homogeneous 
mixture. The Ni content was added to the mixture of citric acid/metal (Ni + Si) in the 
ratio of 3:1 in moles, followed by ethylene glycol being added at a mass ratio of  40:60 to 
citric acid. The solution was then allowed to dry and form a resin at about 80o C in the 
Fisher Isotemp Oven for several hours. The resin was then heated at 300o C for 6 hours 
and a solid residue was formed which was grinded using a mortar and pestle. The ground 
sample was then reheated in the presence of ultra high pure (UHP) N2 for 2 hours at 
temperatures of 400o, 500o, 600o, 700o and 800o C. The details for the calculations are 
presented in appendix I. The following reaction takes place, where citric acid chelates 
(combines with a metal in complexes in which the metal is part of a ring) Si and Ni, and 
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ethylene glycol is added to promote the polyesterification (a complex ester used in 
making resin) [Leite et al, 2002]: 
          Nickel Nitrate   +   Citric acid    →    Nickel Oxalosuccinate   +   Nitric acid 
 
                     Ni(NO3)2      +   C6H8O7   →    Ni(C6H6O7)   +   2HNO3                           (2.1) 
 
         Tetraethoxyorthosilicate   +   Citric acid   →  Si-Citrate    +    Ethyl Alcohol 
 
 (C2H5)4SiO4   +   2C6H8O7    →  Si{[COH(COOH)][CH2(COO)]2}2  +  4C2H5OH    (2.2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 gm of nickel nitrate 
                 + 
          4gm TEOS 
Annealed at temperatures 400, 500, 600, 700, and 
800o C for 2 hours to obtain different particle sizes. 
In a continuous flow of ultra high pure 
nitrogen (UHP N2) to remove CO/CO2 
which reduce the citrates to metallic Ni. 
Grinded with mortar and pestle 
Heated at 300o C for 6 hours. 
Resin had formed  
Polymerized at 80o C for several 
hours in Fisher Isotemp Oven. 
The above mixture added to 
7.69 gm of ethylene glycol.  
Stirred for 15 minutes using 
a magnetic stirrer. 
11.53 gm of citric 
acid added 
Ethanolic solution as 
medium for mixture. 
         Fig. 2.1 Sequence of steps involved in the preparation of the 15% Ni/SiO2 sample. 
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2.2 Thermogravimetric Analysis  
In order to determine the temperature at which the Ni NPs are formed, TGA 
measurements were done. These measurements were performed by placing the sample on 
the pan balance which was further inserted into a furnace and heated in air. The 
conditions for doing the TGA were that the furnace chamber temperature was varied 
from 30oC-900o C at a heating rate of 10o C/min. Mass loss as a function of temperature 
was measured followed by obtaining the XRD pattern on the remaining sample residue. 
XRD patterns in Fig. 2.2 show that the precursor shows no signs of Ni NPs present. 
However when the precursor undergoes heating from 30oC-900o C in air, the formation of 
NiO takes place. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                      Fig. 2.2 XRD pattern of 15% Ni/SiO2 before and after heating. 
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The weight loss from Eq. 2.3 below was calculated as 80% for the sample which 
initially consisted of Ni-oxalosuccinate Eq. 2.1 and Si-citrate complex Eq. 2.2 that 
decomposed to give Ni-NiO/SiO2. The decomposition temperature was obtained from the 
derivative of the mass vs. temperature curve and was found to be at T=367o C. 
The samples were annealed at temperatures 250o, 400o, 600o and 800o C in the 
presence of standard grade nitrogen gas N2 for a period of 2 hours and the XRD patterns 
show that the formation of the Ni/NiO phase does not take place for temperatures less 
than 400o C in Fig. 2.4. Even at 400o C, the Ni peaks are not so prominent. Assuming that 
the NiO is being formed from the oxygen present in standard grade N2 gas, we next 
annealed the samples in ultra high pure (UHP) N2 gas. The XRD patterns of Fig. 2.5 
confirm the absence of any NiO and formation of only Ni NPs.  UHP N2 is more 
promising than N2 because it prevents the formation of NiO and it helps in the formation 
of the Ni phase at a lower temperature as it can be seen from the XRD of 5% Ni/SiO2  in 
Fig. 2.6. XRD pattern of the 1% Ni/SiO2 Fig. 2.7 sample shows only the single strong 
peak of Ni at higher temperatures only possibly because of the small concentration of Ni. 
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Fig. 2.3 Plot mass vs. temperature obtained from TGA showing the decomposition      
             temperature of 367o C. 
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 Fig. 2.4 Samples annealed in the presence of standard grade N2 showing Ni/NiO peaks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
            Fig. 2.5 Samples annealed in the presence of UHP N2 showing Ni peaks. 
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                Fig. 2.6 Presence of UHP N2 enhances the formation of the Ni phase. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                   Fig. 2.7 XRD of 1% Ni/SiO2 annealed at different temperatures. 
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An important process that is undergoing during the decomposition of Ni- 
oxalosuccinate and Si-citrate is the Mond Process where the purification of Ni takes place 
through the reaction: 
                           
                                       Ni  + 4CO  →  Ni(CO)4 → Ni + 4CO                                   (2.4). 
 
CO is said to be highly reactive with Ni in that it can etch the surface within a couple of 
minutes. After the CO helps in the purification of Ni left behind from the Ni-
tetracarbonyl which decomposes at 230o C [Winter, 2007], it is flushed with the help of 
UHP N2 flowing through the chamber to prevent the oxidation of Ni. 
 
 
 
2.3 Transmission Electron Microscopy (TEM) 
 
In a conventional TEM [e.g. see Poole et al, 2003], a beam of electrons emitted 
from a source are focused through the electromagnetic lens and are limited by an aperture 
(AP) before they enter the specimen. Upon entering the specimen they get scattered as 
they pass through it. The electrons after passing through the specimen are focused by an 
objective lens (the first lens that receives electrons passing through the sample being 
examined and forms its image). They are then amplified by a magnifying projector (a 
device for projecting the image onto the screen) to finally produce the image. The image 
could be formed on a fluorescent screen or a photographic plate.  
The selected area electron diffraction (SAED) AP is there to select the transmitted 
electron beam from a particular area of the specimen. This is done by blocking the beam 
except for a small fraction passing through one of the holes by moving the AP hole to the 
section of the specimen the user wants to examine. This beam also contains electrons that 
have lost energy in inelastic scattering with no deviation in their path of travel and that 
have been reflected by various (hkl) planes. With the aperture inserted along the path of 
the undeviated beam a bright- field (BF) image is obtained. When the aperture is adjusted 
to view only one of the reflected beam from a particular (hkl) plane, then the dark-field 
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(DF) image is obtained. So the purpose of the SAED is to allow one to view the 
diffraction pattern from a particular region of the sample. The BF represents areas where 
more electrons were transmitted through and DF represents areas where less electrons are 
transmitted through. 
 
 
 
 
 
 
 
 
 
 
 
 
                            Fig. 2.8 Schematic diagram of a conventional TEM. 
 
For elastic scattering of 100 keV, average distance travelled (mean free path) 
between scattering events varies from a few nanometers to hundreds of nanometers 
depending on the size of the scatterer. For good images to be obtained, the thickness of 
the film has to be of the order of the mean free path. Thinner films exhibit too little 
scattering and thicker ones dominate in multiple scattering making the image blurred. 
Information collected from the electrons losing energy through other processes such as 
induced vibrational motion of atoms near the path of an electron creating phonons, or the 
incoming electron inducing an electron excitation in an atom leading to a transition 
within the energy levels of the atom is used in other areas of spectroscopy. 
The wavelength for incident electrons is given by: 
   
             
)(
0388.0
106.1101.92
10626.6
2 1931
34
kVV
nm
VmE
h
p
h =××××
×=== −−
−
λ                                (2.5). 
 
So for an accelerating voltage of 100 kV, the wavelength of the high energy electrons is a 
fraction of a nanometer and the spacing between the atoms is only slightly larger. So the 
atoms act as a diffraction grating to the electrons which are diffracted. 
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                                               Fig. 2.9 DF and BF diagram 
 
2.4 Results of TEM Micrographs 
TEM micrographs were done on the 15% Ni/SiO2 nanoparticles by Dr. John 
Bonevich of NIST (National Institute of Standards and Technology, Gaithersburg MD). 
TEM images provide us with the information on the size of the Ni NPs and their 
morphology. The figures below show that the Ni NPs are embedded in silica matrix, and 
their shapes are approximately spherical. The histograms depicting the size distribution of 
sizes were obtained by measuring the sizes of about 50 particles using a travelling 
microscope. These histograms were fitted to the log-normal distribution [e.g. see Fonseca 
et al, 2002] given by: 
                                               
2
2
2
)/(ln
2
1)( σπσ
oDD
e
D
Df
−=                                        (2.6). 
 
Here D is the particle diameter, Do is the mean diameter of the particle and σ is the 
standard deviation. 
 Fig. 2.10a shows the results of the TEM measurements on the 15% Ni/SiO2 
sample annealed at Ta=400o C. The log-normal distribution fit to the histogram shows the 
 13
average particle size of the particles to be 3.8 nm in Fig 2.10b. The dark spots are due to 
Ni NP embedded in the silica matrix, and the shape of the particles appears to be 
approximately spherical. Similar results for samples annealed at Ta=500o, 600o, 700o and 
800o C are given in Fig. 2.10, Fig. 2.11 and Fig. 2.12 respectively. It is evident that 
increase in the annealing temperature increases the average particle size as expected from 
Oswald ripening. In Oswald ripening, the smaller particles coalesce to produce larger 
particles due to increase in the available thermal energy. The average size of the sample 
annealed at Ta = 800o C is 23nm in Fig. 2.12. 
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Fig. 2.10 TEM of images of the 15% Ni/SiO2  annealed at Ta=400o C (a) and Ta=500o C  
               (c) respectively with the log-normal fits to the distribution shown by solid lines  
               in (b) and (d) respectively. 
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Fig. 2.11 TEM of images of the 15% Ni/SiO2  annealed at Ta=600o C (a) and Ta=700o C  
               (c) respectively with the log-normal fits shown in (b) and (d) respectively. 
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Fig. 2.12 TEM of image of the 15% Ni/SiO2  annealed at Ta=800o C is shown in (a) with  
               the log-normal fit shown in (b). 
 
 
 
 
2.5 X-ray Diffraction (XRD) 
 
X-rays are produced by using high energy electrons of energy eV where V is the 
voltage used to accelerate the electrons and bombard a target such as (Cu, Fe, Mo, Co). 
The retardation of the electrons by the anode (target) is responsible for producing 
electromagnetic radiation. At high energy, the accelerated electrons knock out electrons 
from the inner shell of the target material thus leading the higher shell electrons to fall to 
the inner shell vacant position emitting radiation. X-rays are produced at the point of 
impact and radiate in all directions. Most of the energy of these electrons is converted 
into heat upon striking the target. Thus the target must be cooled continuously in order 
for the production of x-rays without damaging the x-ray tube. This sets a limitation on the 
voltage and current applied to the x-rays produced. 
 The outcome of the x-rays produced leads to a continuous spectra. This arises 
from the fact that not all the electrons are retarded in the same way. Some of the electrons 
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are stopped on their first impact giving up all their energy, while others undergo a 
glancing impact and so they only lose their energy partially emitting x-rays. The energy E 
of the electron is related to the wavelength λ of the x-rays produced as: 
 
                                           λν
hcheVE ===                                                             (2.7a) 
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2.7b). 
ollowing Eq. 2.7b, electrons that lose their energy entirely emit x-rays with smaller 
 two lines to the atomic 
mbe
                          
F
wavelength whereas electrons which only lose their energy partially emit x-rays with 
higher wavelengths. Both these processes give a continuous spectrum. If the voltage is 
high enough above the threshold then we observe a series of sharp lines which arise from 
the electrons undergoing rearrangement in the target atom (see Fig. 2.13 for Cu target). 
The continuous spectra depend on the voltage applied to the tube whereas the series of 
sharp intense lines depend on the nature of the target material.  
 It was Moseley who described the relationship of the
nu r of the target element which came to be known as Moseley’s law:  ν1/2=K(Z-σ) 
where the square root of the frequency of either of the two lines is nearly proportional to 
the atomic number of the target element. K is a universal constant for all the elements, Z 
the atomic number and σ is another universal constant representing electron screening 
effect. Both K and σ depend on the type of the line. The Bohr Moseley formula for x-ray 
transition is given by: 
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The wavelength of CuKα1(CuKα2) 0.154056 nm (0.154439 nm) with the average taken  to 
                     
               
be 0.154185 nm taking into consideration the differences in their intensities. Figs. 2.13 
and 2.14 show the transition involved in the emission of CuK lines [Crystallography lab, 
2007 and Kuiper, 2006]. 
 
 
 
 
 
 
 
 
 
    Fig. 2.13 Intensity vs. wavelength for CuKα lines. 
 
 
 
 
 
 
 
 
 
 
 
 
 
         Fig. 2.14 Levels involved in CuK x-ray emission. 
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The XRD pattern was obtained from Rigaku diffractometer using CuKα radiation 
of wavelength 0.154185 nm. The applied voltage was 40 kV to the target and the filament 
current was 30 mA. The measurement was taken for angles 2θ varying from 5o to 100o in 
steps of 0.06o in 5 second intervals. The sample holder was made of silicon and the 
sample was loaded on the center of the holder with a drop of ethanol/acetone in order to 
keep it stuck to the plate which was then placed vertically inside the x-ray diffractometer. 
The analysis of the nickel nanoparticles embedded in silica matrix was done using 
the modified Debye Scherrer relation or the Williamson-Hall relation [Williamson et al, 
1953] to obtain the particle size D:  
                                               θηλθβ sin89.0cos +=
D
                                                (2.9) 
where β is the full width at half maximum (FWHM) in radians corrected for instrumental 
width b. θ is the diffracting angle, λ is the wavelength of the incident monochromatic 
radiation, η is the strain present in the sample.  
 The particle sizes for the Ni NPs, obtained by the plots of βcosθ vs. sinθ in Fig. 
2.15, were done for the various particles sizes and the intercept at sinθ=0 determines the 
diameter of these particles and the slopes of the graph gave the η values. The measured 
width B is corrected for the instrumental width b yielding β2=B2-b2 [Ibrahim et al, 1992]. 
The results are summarized in Table 2.1 where the average D’s measured by TEM are 
also included for comparison. There is a good agreement between D measured by TEM 
and XRD except for the largest particles where D(TEM) > D(XRD). This difference is 
most likely due to the fact that TEM measures the physical size whereas in XRD, only 
grain size is measured. This implies that the larger particles may consist of more than one 
grain if Ni. It is also evident that the strain is the largest for the smallest particle with 
D=3.8 nm. 
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Fig. 2.15 Plots of βcosθ vs. sinθ from the Williamson-Hall relation to determine  
               D and η in Eq. 2.9. 
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             Table 2.1 Summary of the particle sizes obtained from XRD and TEM.    
 
 
 
 
Annealing 
temperature 
Ta (oC) 
 
 
Particle 
diameter (nm) 
TEM 
 
Particle 
diameter (nm) 
x-ray 
 
 
η(10-3) 
 
400 
 
3.8(0.2) 
 
5(1) 
 
-11.3 
 
500 
 
11.7(0.17) 
 
10(3) 
 
4.6 
 
600 
 
 
15(0.17) 
 
13(4) 
 
1.8 
 
700 
 
21(0.12) 
 
16(6) 
 
5.9 
 
800 
 
23(0.14) 
 
20(6) 
 
3.4 
 
Bulk 
  
44(9) 
 
7.3 
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2.6 Structure Factor for Nickel 
 
In a well grounded polycrystalline material, for the crystallites following the 
Bragg’s law 2dhklsinθ=nλ, a diffraction line is observed. Structure factor is used to 
determine which (hkl) lines will be present and which will be missing. The x-ray 
diffraction patterns from the nanocomposite Ni/SiO2 shows the presence of nickel peaks 
superimposed on the SiO2 background. SiO2 is amorphous in nature and hence lacks 
crystallinity and thus does not show multiple reflection peaks from its presence. The 
broad peak near 2θ=20o in Fig. 2.5 is due to the amorphous silica. On the other hand, 
nanocrystals of Ni of sizes > 2 nm contain ordered crystal planes and shows multiple 
reflection peaks from which one can determine the structure of nickel. The structure 
factor that is responsible for the presence and intensity of the allowed Bragg lines is 
given by [e.g. see Kittel, 1996]:  
                                        ∑ ++−=
j
jjjj lzkyhxifhklS )](2exp[)( π                           (
Here fj i
2.10). 
s the atomic scattering factor of the jth atom in the unit cell with coordinates xj, yj 
              
and zj and it involves the number and distribution of atomic electrons, the wavelength and 
the angle of scattering of the radiation. Nickel has an fcc lattice and has identical atoms 
located at (000), (0,1/2,1/2), (1/2,0,1/2) and (1/2,1/2,0) giving the structure factor: 
 
 )]](exp[)](exp[)](exp[1)[()( khilhilkifhklS +−++−++−+= πππθ       (2.11). 
he form factor f is the same here since all the nickel atoms are equivalent. In Eq. 2.11, if 
 
T
all the indices are even or odd, the structure factor is 4f, and if they consist of even and 
odd numbers, then S=0 and hence no reflection is observed. The allowed (hkl) lines for 
Ni for which S is non-zero are (111), (200), (220), (311) and (222). The overall intensity 
of the diffracted beam for a diffractometer is given by [Klug et al, 1954]: 
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Here I is integrated intensity, Io is intensity of incident beam, e, m are charge and 
mass of the electron, c is velocity of light, λ is wavelength of incident radiation, r is the 
radius of the diffractometer circle, A is cross-sectional area of the incident beam, V is the 
volume of the unit cell, S is structure factor, p is the multiplicity factor of the (hkl) line, θ 
is Bragg angle, B is Debye-Waller factor, μ is the linear absorption factor of the 
specimen. 
 For a given sample and a diffractometer, the intensity of an allowed diffracted line 
depends on ⎜S⎜2, p and the Lorentz polarization (LP) factor (1+cos22θ)/(sin2θcosθ). For 
the Bragg lines of Ni, p=8, 6, 12, 24 and 6 for the (111), (200), (220), (311) and (400) 
lines respectively. Both the atomic scattering factor f and the LP factor decrease as θ 
increases. So the intensity of a given line depends on several factors and it is more 
difficult to analyze than the position and width of the lines. The Debye-Waller also 
changes with θ as shown and B increases with increase in temperature making the 
intensity of a line decrease with increase in temperature due to increasing amplitude of 
atomic oscillations. All of these factors must be taken into account to accurately 
determine B. 
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CHAPTER III 
 
Superparamagnetism: Theoretical Considerations 
 
 In order to make the discussion of the results presented in chapter 5 later easier to 
follow, here a brief introduction to the relevant theoretical concepts are outlined using 
readily available information from literature [e.g. see Cullity, 1972]. With the absence of 
any interaction among the individual magnetic moments in a material, one can obtain the 
Curie law variation of magnetization. Along with the development of the molecular field 
theory based on quantum mechanics the concept of exchange interaction was introduced 
between two electrons at two sites which is now believed to be responsible for 
magnetism. Further the band theory of magnetism used was able to explain the presence 
of magnetism in metals such as Ni. Crystalline anisotropy was introduced from the fact 
that the magnetization lies along certain crystallographic axis. Finally, the formation of 
single domain particles below a critical size which leads to superparamagnetism emerges. 
 
3.1 Introduction 
The first model to explain ferromagnetism was the hypothesis of the molecular 
field by Pierre Weiss in 1906, which further leads to the Curie Weiss law. Above the 
Curie ordering temperatures, magnetic ordering is destroyed by thermal fluctuations and 
the system becomes paramagnet and follows the Curie Weiss law. Some substances were 
found spontaneously magnetized in the absence of an applied field, however they could 
also be found in a demagnetized state. Weiss was able to answer this question with the 
explanation through domains.  The two essential postulates of Weiss were spontaneous 
magnetization and division into domains [Cullity, 1972].  
 In a ferromagnetic material, there must be a strong interaction present that tends 
to align the atomic dipoles parallel. This interaction can be considered to be equivalent to 
some internal field Hm. The Curie temperature TC = 627 K for Ni gives the magnitude of 
this internal field using the approximate relation: 
                                                       CBmB TkH ≈μ                                                       (3.1) 
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yielding for Hm ≈ 107 Oe for Ni. The Weiss model did not provide any explanation for the 
origin for such a large internal field. However it was assumed that Hm is proportional to 
the spontaneous magnetization given by: 
                                                       MNH Wm =                                                          (3.2). 
With the presence of the internal field the total field acting on the sample is given by: 
                                               MNHH wappliedeffective +=                                       (3.3). 
 
3.2 Curie-Weiss Law 
If the internal field or the molecular field due to inter-dipole interaction is non-
zero then the Curie law (M=CH/T) changes to: 
                                                 
T
MNHCM W )( +=                                               
leading to θχ −== T
C
H
M   , with WCN=θ                                                                  (3.4). 
According to Eq. 3.4, χ→∞ when T→θ, yielding the ferromagnetic ordering temperature 
TC = θ = CNW. When NW=0, θ=0 leading to the Curie Law χ=C/T. 
 
3.3 Magnetization of Non-interacting Magnetic Dipoles 
Suppose there are N paramagnetic atoms per unit volume of a sample each having  
magnetic moments distributed randomly leading to zero net moment. With the 
application of an external magnetic field H, there will be some alignment of the magnetic 
moments along the field. The magnetization of that specimen is then given by: 
                                      )(yJBNgM JBμ=                                                    (3.5) 
where μB is the bohr magneton, g is Landé factor, J is the angular momentum quantum 
number, 
kT
HJgy Bμ=  and BJ(y) is the Brillouin function given by [Morrish, 2001]: 
                                  ⎟⎠
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12)(                            (3.6). 
The condition when J→∞ (classical case), BJ(y) becomes the Langevin function: 
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At sufficiently large fields, all the dipoles will be aligned along the field yielding the 
saturation magnetization MS: 
                                                       JNgM BS μ=                                                        (3.8). 
 
3.4 Curie Law 
         When the Zeeman splitting is much smaller than the thermal energy, that is y << 1,  
y
J
JyBJ
1
3
1)( +≈  and Eq. 3.5 reduces to: 
                                                
kT
HJJNgM B
3
)1( 22 μ+=                                                 (3.9). 
This yields the Curie law variation of the magnetization for non-interacting dipoles viz.  
                                       
T
C
H
M ==χ   with
k
JJNgC B
3
)1(22 += μ . 
 
3.5 Origin of Molecular Field 
 With the development of quantum mechanics, it was Heisenberg who suggested 
the origin of the molecular field to be due to exchange interaction. For a particular pair of 
atoms, electrostatic attractive forces (electron-proton) and repulsive forces (electron-
electron) exist, but there is an exchange interaction. Consider two identical electrons a 
and b located on two neighboring sites 1 and 2. Quantum mechanics requires that total 
wavefunction of two electron system must be antisymmetric with respect to interchange 
of the electrons. The symmetric and anti-symmetric wavefunction of the two electron 
system are: 
                                             
)}2()1()2()1({
2
1
)}2()1()2()1({
2
1
abbaA
abbaS
ψψψψψ
ψψψψψ
−=
+=
                             (3.10). 
The electrostatic coulomb interaction energy for the two electron system is then given by: 
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where K is known as the Coulomb term and Jex is known as the exchange term. Jex is 
called the exchange energy since the integral involves the interchange of electrons a and 
b between site 1 and 2. This term only because of the symmetry requirement imposed by 
quantum mechanics and Pauli’s exclusion principle. 
We write the Hamiltonian for the system of two electrons as:                
                                         )41(
2
1
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→→ ⋅+−=                                        (3.15) 
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1
 
and for the singlet state S=0, for Sa=Sb=1/2 and 2
3]
4
3
4
30[2 −=−−=〉⋅〈 →→ ba SS  
                                   exexab JKJKH +=−−=〉〈 )31(2
1
. 
So the Hamiltonian Eq. 3.15 gives the energy of the triplet state being lower than that of 
the singlet state by 2Jex, for positive Jex. If Jex < 0, then the singlet state with S=0 is the 
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lower energy state yielding anti-ferromagnetism. The Hamiltonian with spin-dependent 
and spin-independent term is then given by:  
                                         baexexab SSJJKH
→→ ⋅−−= 2
2
1
                                         (3.16). 
The first two terms of Eq. 3.16 are independent of spin so they will be the same for triplet 
and singlet. We can get the spin dependent exchange term from the last part of Eq. 3.16 
given by:                                                             
                                        φcos22 jiexjiexab SSJSSJH −=⋅−=                         (3.17)    
where φ is the angle between the spins.  
 
3.6 Relation between Molecular Field and Exchange Constant 
 If there are Z nearest neighbors then we get the exchange interaction as: 
                                                 ∑
≠
→→ ⋅−=
nn
ba
baexab SSJH 2
                                                                                    (3.18). ∑
=
→→ 〉〈⋅〉〈−=〉〈
Z
b
baexab SSJH
1
2
Using the relation Hm = NWM and M = NgμBS we obtain: 
                        maBm
Z
b
baexab HSgHMSSJH 〉〈−=⋅−=〉〈⋅〉〈−=〉〈
→
=
→→ ∑ μ
1
2
                                                         〉〈= bexmB SZJHg 2μ                                        (3.19) 
                          〉〈=〉〈== bBWb
B
ex
Wm SNgNSg
ZJMNH μμ
2
 
                                                                22
2
B
ex
W Ng
ZJN μ=  
                                                        and exW JN ∝                                                   (3.20). 
Using TC=θ=CNW leads to: 
                                                       
k
JzJJT exC 3
)1(2 +=                                             (3.21). 
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According to Eq. 3.21, TC is proportional to Jex, the exchange constant between the 
nearest neighbors. Thus magnetic ordering is related to the strength of exchange coupling 
among the magnetic moments. 
 
 
 
 
3.7 Band Theory of Nickel 
 An isolated nickel atom has an electronic configuration of 3d84s2. According to 
band theory, the allowed energy states occur in bands of energy often separated by 
energy gap. In Ni, 3d and 4s bands overlap. The energy bands of Ni only fill 9.46 
electrons per atom up to the fermi level for the 3d band and 0.54 electrons per atom of the 
4s band [Kittel, 1996]. 
 
 
 
 
 
 
 
 
 
              Fig. 3.1 Band relationship of Ni above and below the Curie temperature. 
 
 
Fig. 3.1a shows that the 3d↑ and the 3d↓ levels are filled equally for Ni above the Curie 
temperature and hence the net magnetic moment is zero. Fig. 3.1b shows that for below 
the Curie temperature, ferromagnetic ordering takes place because of exchange coupling 
which causes a shift between the spin-up and spin-down states. This causes a net 
magnetic moment due to the excess population of electrons from one band over the other, 
yielding a magnetic moment μ=0.54μB/atom. 
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 3.8 Anisotropy in Bulk Nickel 
 The origin of crystalline anisotropy arises from the fact that crystals are inherently 
anisotropic and that the magnetization lies along a certain crystallographic axis. Fig. 3.2 
below shows the M vs. H plots for H applied along the [111], [110] and [100] directions 
in Ni.  From these measurements it can be seen that for H || [111] requires smaller field to 
saturate the magnetization than H parallel to [100] or [110] directions. Thus the moments 
are aligned along the [111] direction. If the sample shape lacks spherical symmetry, then 
another source is shape anisotropy hence the presence of demagnetization energy. Also 
due to the presence of spins on the surface the surface anisotropy plays an important role 
as the spins on the surface experience a different force than the spins within the material. 
For a bulk sample the surface anisotropy can be considered to be negligible as most of the 
spins are inside the material.  
 
 
 
 
 
 
 
 
 
 
 
 
 
                   Fig. 3.2 Magnetization curve for single crystal Ni [Kittel, 1996]. 
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3.9 Single Domain Particles 
Consider the case that when there is no applied field and the magnetization of the 
particle is stable and it does not change with time. Let us consider a single domain 
ellipsoidal particle which simulates a uniaxial anisotropy due to shape from the 
demagnetization factors Da and Db. The E/volume of such a particle is given by the Eq. 
3.22a below [Morrish, 2001].  
 
                                      
M 
α
b
a
                      Fig. 3.3 Ellipsoidal particle with a and b as major and minor axis. 
 
                                           ( )ba DMDME 22 )sin()cos(21 αα +=                            (3.22a) 
                                      or α222 sin)(
2
1
2
1
aba DDMDME −+=                            (3.22b) 
Here Da is the longitudinal demagnetization factor and Db is the transverse 
demagnetization factor. For a spherical particle Da=Db. This angle dependent energy for a 
particle with volume V is then: 
                                          α2sin
2
1 CVE = where                        (3.23)                           )(2 ab DDMC −=
where α is the angle between the magnetization and the easy direction and C is the 
anisotropy constant.  The direction for minimum energy is obtained for α=0 or α=π, 
where the barrier between these minimum energy directions is CV/2 (α=π/2). For the 
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magnetization to switch directions the system must be perturbed. One way the system 
will be perturbed is by the presence of thermal energy. The other is that the energy barrier 
is lowered if the volume of the particle is small. Particles whose magnetization changes 
spontaneously are said to be paramagnetic but if their moments are large than they are 
called superparamagnetic particles.  
 In order to characterize the process with some relaxation time, we consider the 
fact that the particles easy axis lies along the z-axis and we apply an external field along 
the z-axis so the magnetization is aligned along the z-axis. Upon removal of the field the 
magnetization will decay as a function of time according to: 
                                                            τ
t
eMM o
−=                                                      (3.24) 
where  1/τ is the sum of the probability per second for a single transition from +z to –z 
and from –z to +z. The frequency of measurement given by f=1/τ and is proportional to 
the Boltzmann factor kT
CV
e 2
−
 leading to: 
                                                                    
Tk
a
E
Beff o
−
=                                           (3.25). 
where Ea =1/2CV is the anisotropy barrier and fo is the attempt frequency ≃ 1010Hz, 
equal to the frequency of precession in a magnetic field (hν=gμBH). Eq. 3.25 is called the 
Néel-Arrhenius relaxation of the magnetization of a single domain particle. It is evident 
from Eq. 3.25 that as temperature T decreases, the switching frequency f decreases that is 
it takes longer for the moments to relax. When f becomes equal to fm, the frequency of 
measurement, then the moment is blocked from switching that is the moments are frozen. 
This temperature, called the blocking temperature (TB) then follows from Eq. 3.25 as: 
 
                                                       
m
o
a
B
f
f
kET
ln
/=                                                            (3.26) 
where  Ea=1/2CV=KV, K being the uniaxial anisotropy. According to Eq. 3.26, TB 
increases if the measuring frequency fm is increased. This equation is tested 
experimentally in chapter 5. 
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3.10 Variation in Blocking Temperature 
 
A. Blocking temperature and particle size 
From Eq. 3.26 we see that for a unique volume V there is a unique blocking 
temperature TB. Since the blocking temperature is proportional to the volume of the 
particle, there is a distribution of blocking temperatures if there is a distribution of 
particle sizes. If we have a narrow distribution in particle sizes then we can get the 
average blocking temperature from the peak in the M  vs. T curve for a given applied 
field. Above the temperature at which the bifurcation of the zero field cooled curve and 
the field cooled curve takes place, all the particles are unblocked and the system is in the 
superparamagnetic state.   
 
B. Variation of TB with applied field 
Theoretically it has been known that the energy barrier is lowered by the applied 
field. So the blocking temperature is also dependent on the applied field and it is known 
to shift to lower temperatures with the increase in the applied dc field. As the applied 
field increases the energy barrier decreases so that the particles get unblocked at lower 
temperatures. 
                The energy barrier ΔE follows the relation given by [Walton, 1990 and Victora, 
1989]: 
                                        
m
H
HKVE ⎥⎦
⎤⎢⎣
⎡ −=Δ
0
1                                                  (3.27) 
where Ho is the field where ΔE→0. 
Eq. 3.27 can be written in terms of the blocking temperature as: 
                                                    
m
BB H
HTHT ⎥⎦
⎤⎢⎣
⎡ −=
0
0 1)(                                              (3.28) 
where m=3/2 to 2 have been predicted  [Walton, 1990 and Victora, 1989]. 
We provide a test for this equation in chapter 5. 
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 C. Langevin function and magnetic moment per particle 
The particles whose magnetization is subject to change due to thermal agitation 
are similar to paramagnetic atoms, except that their moment is very large. This 
phenomenon is called superparamagnetism which was predicted by Néel [Morrish, 2001]. 
In order to see whether the particles are superparamagnetic, M vs. H measurements are 
done at various temperatures above TB and then fit to the langevin function given by: 
                                                         
x
xx 1)coth()( −=L                                       (3.29a) 
                                                       H
Tk
H
MM a
B
p
o χμ += )(L                               (3.29b) 
were Mo is the saturation magnetization, χa is the high field susceptibility and μP is the 
effective magnetic moment/particle.  
 
D. Magnetic hysteresis and coercivity (HC) 
               For T<TB, the magnetic moments are frozen in space and time and hence a 
nanoparticles system behaves like a ferromagnet. For the hysteresis loop measurements 
of the plots of M vs. H for T<TB the coercivity HC can be determined. Theoretically, it 
has been shown that HC should vary with temperature as [Fonseca, 2002]: 
                
                                                 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛−= 2
1
1)(
B
COC T
THTH                                           (3.30). 
so that HC→0 as T→TB. This equation is tested by experimental measurements in Ni NPs 
in chapter 5. 
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 CHAPTER IV 
 
Background Theory on Magnetic Relaxation: Theoretical 
Considerations 
 
   In this work, I have used electron magnetic resonance (EMR) as well as the 
non-resonant technique of the variation of the AC susceptibilities with change in 
frequency in the absence of a DC field. In this chapter basic theory of EMR using Bloch 
equations is presented followed by basic equations for AC susceptibilities. 
 
4.1 Bloch Equations 
              The basic understanding of the phenomena of electron magnetic resonance 
(EMR) and nuclear magnetic resonance (NMR) can be obtained through the use and 
applications of the Bloch equations for magnetic resonance. In EMR, the total magnetic 
moment of an ion is μ = - γJ where J is the total angular momentum and γ = g μB/ħ. In 
magnetic field H, this dipole moment experiences a torque leading to:  
→→ × Hμ
                                                            
→→
→
×−= H
dt
d μγμ . 
Since the total magnetization M = N μ, N being the total number of moments per unit 
volume, one gets the equation of motion: 
                                                           
→→
→
×−= HM
dt
Md γ                                                (4.1). 
In magnetic resonance: 
                                                                              (4.2) ))sin()(cos(1
∧∧∧ ++= jtitHkHH o ωω
where the rf field of frequency ω applied in the xy plane is usually much smaller than the 
static field Ho applied along the z direction i.e. H1 << Ho. Substituting for H in Eq. 4.1 
and assuming Mx, My and MZ lead to the resonance condition: 
                                                              oo Hγω =                                                          (4.3). 
Eq. 4.3 is often used to determine γ and hence the g-value of the ion. For free electrons 
g=2.0023. 
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 The Bloch equations are obtained from Eq. 4.1 by including the damping terms 
leading to [Morrish, 2001]: 
                                                   
2
)(
T
MHM
dt
dM x
x
x −×−= γ  
                                                  
2
)(
T
M
HM
dt
dM y
y
y −×−= γ  
                                                  
1
)(
T
MMHM
dt
dM oz
z
z −−×−= γ                                  (4.4). 
By substituting for H in Eqs. 4.4, one needs to solve for Mx, My, and Mz under the steady 
state condition dMz/dt = 0. The solution is facilitated by defining M± = Mx ± My and M± = 
N±e±iωt, leading to: 
 
                                  ( ))sin()cos()(
)(1 222
2
21 ttT
T
THMM o
o
Z
x ωωωωωω
γ +−−+=                 (4.5) 
                                 
21
2
1
22
2
2
2
2
2
)(1
)(1
TTHT
TMM
o
o
oz γωω
ωω
+−+
−+=                                        (4.6). 
Eq. 4.6 shows that Mz  ≠ Mo = χoHo. Here Mz is the magnetization along the z-direction, 
Mo is the saturation magnetization and χo is the static magnetic susceptibility. Note that 
Mx is time dependent and it is generated by the rf field H1eiωt. Therefore: 
                                                         tix eHM
ωχ 1Re ⋅=
                                                               ))sin())(cos((Re '''1 ttiH ωωχχ +−=
                                                                                      (4.7). )sin()cos( 1
''
1
' tHtH ωχωχ +=
Comparing Eqs. 4.5 and 4.7 and substituting for Mz leads to the final equations for the 
real (dispersion) and imaginary (absorption) parts of the AC susceptibility χ' and  χ'': 
                                                
21
2
1
222
2
2
2'
)(1
)(
TTHT
T
o
ooo
γωω
ωωχωχ +−+
−=                                   (4.8) 
                                               
21
2
1
222
2
2''
)(1 TTHT
T
o
oo
γωω
χωχ +−+=                                   (4.9) 
In the denominator the factor γ2H12T1T2 is called the saturation factor which can be made 
<< 1 by choosing H12 small provided T1 and T2 are not too large. 
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 In magnetic resonance experiments, the power P absorbed by the sample is 
measured as either the magnetic field H is varied (EMR or ESR) or the frequency ω is 
varied (NMR) through the resonance condition ωo=γHo. The power absorbed can be 
written as: 
                                            ∫ ⎟⎠⎞⎜⎝⎛ ⋅=
τ
τ 0
1 dt
dt
dMHP , ω
πτ 2=                                          (4.10). 
For Hx=H1cos(ωt), Eq. 4.10 can be written as: 
                                  ( )∫ −+= τ ωχωχωτ 0 '''21 )2sin())2cos(1(2
1 dtttHP  
                                     ''212
1 ωχH=                                                                              (
Substitu
4.11). 
ting for χ'' in Eq. 4.11 under the condition S = γ2H12T1T2 << 1 leads to: 
                                              ( )22
2
11 ωχωω Δ= oooHP                                                (4.12) 
)(2 ωωω Δ+−o
where Δω = 1/T2 is the linewidth in the frequency units. Thus the linewidth is a measure 
.2 Magnetic Resonance in Anisotropic Systems 
 along the z-axis, and Ho is applied 
                                               
of T2, the spin-spin relaxation time under the condition that S << 1 and there is no 
explicit interaction between the magnetic moments. The spin-lattice relaxation time T1 is 
often measured by increasing H1 so that the saturation factor S = 1. In all our experiments 
H1 was small enough so that S << 1. From Eq. 4.12, it is evident that P is also directly 
proportional to χo, the static susceptibility and the lineshape for P is Lorentzian with the 
linewidth ΔH = Δω/γ and the resonance field Ho = ωo/γ in EMR. 
 
 
4
 If HA is the magnetocrystalline anisotropy
along the anisotropy axis Ho = Ho
∧
k , then the total H is given by: 
                                                  
∧+ kHHH )(                                                     (4.14) = Ao
 
 )( Aoo HH += γω    
 37
or                                              A
o
o HH −⎟⎟⎠
⎞⎜⎜⎝
⎛= γ
ω
                                                    (4.15). 
According to Eq. 4.15, the resonance field Ho at a fixed frequency ωo shifts to lower 
fields by the amount equal to HA. This equation is used in the interpretation of the data on 
Ni nanoparticles. 
 Another source that shifts the resonance field from Ho is the effect of 
demagnetizing fields in non-spherical particles. Kittel has derived the equations for 
resonance fields in the presence of demagnetizing fields leading to the effective field: 
                                                                                                      (4.16) iio MNkHH −=
∧
where i = x, y, z leads to demagnetization fields of NxMx, NyMy, NzMz along the three 
axis of an ellipsoidal shaped sample. The general resonance condition in this case is 
given by [Kittel, 1996]: 
                             ( ) ( ozxoozyoo MNNHMNNH )()(2 −+−+=⎟⎟⎠
⎞⎜⎜⎝
⎛
γ
ω )                      (4.17). 
For a sphere, Nx = Ny = Nz = 4π/3 reducing Eq. 4.17 to  (ωo/γ) = Ho. 
 On the other hand, for a thin film with Ho
∧
z in the film plane, Nz = Ny = 0 and Nx 
= 4π for perpendicular to the film. Substituting these in Eq. 4.17 leads to: 
                                              )4(
2
ooo
o MHH πγ
ω +=⎟⎟⎠
⎞⎜⎜⎝
⎛                                              (
Eq. 4.18
4.18). 
 yields Ho shifted to lower fields because of demagnetizing factor. Similarly, for  
z x y
                                       
∧
zH  perpendicular to the film, N  = 4π and N  = N  = 0 yielding: o
oo
o MH πγ
ω ⎞⎛
o
o
o MH πγ
ω ⎞⎛4−=⎟⎟⎠⎜⎜⎝  or 4+⎟⎟⎠⎜⎜⎝=                          (4.19). 
Therefore the resonance field is shifted to higher fields. These consideration are used 
later to explain the shifts of Ho observed in Ni nanoparticles. 
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4.3 AC Susceptibility Theory 
 all systems that exhibit hysteresis undergo 
laxat
 In studying the dynamics of a system
re ion process to return to their thermodynamic equilibrium position. Here we will 
begin with the basic equation [Chudnovsky et al, 1998]:  
                                                            0=+⎟⎠
⎞⎜⎛ MdMτ                                               (4.20) ⎝ dt
which has been derived from τ
t
eMM o
−=  for the moments that relax to their equilibrium 
. In the preposition as a function of time sence of an oscillating field )cos( thh o ω= the 
above equation becomes: 
                                                         )cos( thM
dt
dM
oo ωχτ =+⎟⎠
⎞⎜⎝
⎛                               (4.21). 
 
                                                                             (4.22) 
 multiply by τ we obtain the foll
                                             
If  )sin()cos( ''' ththM oo ωχωχ +=
and we differentiate Eq. 4.21 and owing equation: 
)sin(2
2
2 dMMd ⎞⎛⎟⎞⎜⎛ th
dtdt oo
ωωτχττ −=⎟⎠⎜⎝+⎟⎠⎜⎝                         (4.23). 
Upon calculating the second derivative of Eq. 4.22 and substituting it along with Eq. 4.21 
                 
in Eq. 4.23 we get: 
                                 ))sin()(cos(
1 22
ttthM oo ωωωτω
χ ++=                           (4.24). 
χ' and χ'' as: 
                                              
If we compare this equation with Eq. 4.22 we obtain 
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'
τω
χχ +=
o    
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''
τω
ωτχχ +=
o                                                                                                              (4.25). 
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 For non-interacting magnetic NPs with volume V and anisotropy K, Andersson et 
l have derived χ' and  χ'' for a randomly oriented case. χ' and  χ'' defined as the in-phase a
and out-of-phase components of the AC susceptibility from considering the moment of a 
particle in the presence of a field with the particles easy axis distributed randomly. Here 
we start from the basic equation for the energy of a particle given by [Andersson et al, 
1997]: 
                                                ( ) iiiSiiii BVMnKVE r⋅−⋅−= μμ ˆˆˆ 2                                   (4.26). 
The first term in the energy comes from the anisotropy that arises from the moment not 
e easy magnetization axis. Thelying along the direction of th  second term is the Zeeman 
term that comes from the magnetic moment placed in an external magnetic field, K  
defines the anisotropy constant, iV  is the particle volume, SM  is the saturation 
magnetization and H  the applied field with zHB ˆ0μ=a ai
r
. The details of the calculation 
are described in appendix II. Described below is the summary of the derivation that 
originates from the paper by Andersson et al. y relation can be also expressed 
as: 
                                   ( )
 The energ
( )]cos)([cos2 S BMKVE αψα −+−= iiiiii K
r
                            (4.27) 
where angle i is betw al field and the Ψ  een the easy magnetization axis and the extern
angle αi between the magnetic moment and the easy magnetization axis. We proceed by 
minimizing Eq. 4.27 with respect to the angle αI and obtain the following: 
 
           ( ) ( ) ( ) ]sincoscos[sincossin2 x ( )SS MBMx == ai HKK 0μ
r
iiiiii αψαψαα −=    (4.28). 
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Field perpendicular to the easy axis of magnetization 
ase I 
 axis
C
 ( ) 0cos =iψWhen the magnetic field is perpendicular to the easy , and the moment 
lies in the direction of the easy axis ( ) ii αα =sin , ( ) 1cos =iα we get ( )ψα1 = sin2  and the 
x
energy corresponding to this angle is:  
                                              ( )]cos1[
1
ψxKVE +−= 90= for iψ                            (4.29). 
ase II 
or
 
 
C
 ( )ψπα sin
2
F 2
x−=  the energy is given by:  
                                            ( )]cos1[
2
ψxKVE −−=  for 270=iψ                            (4.30). 
 
magnetization 
hen the magnetic field is along the easy axis
Field along the easy axis of 
 ( ) 0sin =iψW , and the moment lies in the 
direction of the easy axis, we get ( )
2
x cosψπα +=S  and the energy corresponding to this 
angle is:  
( )ψsinKVxS −=                                                   E   
t of the particle m
xternal field from
                                                 (4.31). 
 
We can obtain the z-componen agnetization along the direction of the 
 ( )11 cos αψ −= SMme  where for ( )ψα sin21
                                ) (
x=  we get: 
          ( ) ⎟⎠
⎞⎜⎝
⎛ + sin2 ψψ≈
2
cos1
xMm S                                            (4.32)  
( )ψπα sin
22
x−=  and  ( )22 cos αψ −= SMm  where for we get: 
                                         ( ) ( )⎟⎠⎜⎝−≈2 Mm S           
⎞⎛ + ψψ 2sin
2
cos x                                (4.33). 
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We will now apply the Néel-A oments that lie along the saddle rrhenius relation for the m
point and have to cross the energy barrier with the same attempt frequency and align 
along the direction of the magnetic field. The relation for those particles is given by: 
                                         ( ) ( )
TBk
ESE
TBk
ESE
ee
21
0
−−−−
+
= ττ                                             (4.34). 
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where we have substituted for E1, E2and ES. In the low-x limit the above relation reduces 
to 
TBk
KV
e
2
0τ = . 
 The f o
τ
raction of m ments that lie in the m1 direction are given by 
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)( 1 −+=+  where τtetP −=)(  denotes that the magnetization has not 
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e
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magnetization then follows the relation given by: 
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2
 where the expansion for ex was used. The 
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dttie
dt
d∫∞ −=
0
)( ωχωχThe AC susceptibility is given by  where upon differentiation we 
obtain ])([
3 τδ eTktKdt
+=
The pre s from the fact that the two energy minima
net mag
2
0 τμχ tKVMd
B
S −                                                                      (4.39). 
 
sence of a delta function come  shift 
towards the direction of the applied field as soon as the field is applied. This gives rise to 
netization which leads to a non-zero contribution to the susceptibility. We can 
tegrate this relation below to yield: in
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to obtain 
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Upon comparing the above relation with  the in-phase and out-of-phase 
lities can be obtained as: 
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th Eqs. 4.25 gives:  
                                            
Eqs. 4.42 when compared wi
Tk
VM
B
S
o 3
2
0μχ =                                                                 (4.43) 
where Eqs. 4.42 becomes:   
                                            221 ω
'
τ
ωτχχ += const  +o
221
''
τω
ωτχχ +=
o                                              
 In chapter 5, these equations are used to simulate χ' and  χ'' and compare with the 
experimental results in Ni NPs. 
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CHAPTER V 
 
Experimental results from SQUID magnetometry and discussion 
5.1 SQUID Magnetometry 
 
agnetometer in the Reciprocating Sample Option 
(RSO) mode. The RSO mode mea oving it rapidly and sinusoidally 
thro the 
mple around the measurement position. When the sample moves through the coils, the 
gnetic moment is measured. This is done for a specified 
number
tion of the 
nulling
al, to create AC susceptibility sine wave with 
 
The magnetic measurements were done on a commercial superconducting
quantum interference device (SQUID) m
sures a sample by m
ugh the SQUID pickup coils. The RSO transport moves up and down oscillating 
sa
SQUID response to the ma
 of cycles till the data is fit to the raw SQUID voltage data. It is done repeatedly 
till the Magnetic Property Measurement System (MPMS) MultiVu calculates the average 
sample moment from all the fits which are then stored in the active data files. 
The other measurement using the RSO mode is the AC susceptibility which is a 
two-point measurement. In this measurement, the sample is positioned at the positively 
oriented bottom pick up coil and then the system applies an oscillating AC magnetic field 
to the sample. This AC response is monitored and the system calculates a nulling 
waveform which will cancel this response. This is sent back to the SQUID feedback 
circuit where the AC SQUID response is recorded. This iterative calcula
 waveform continues till the amplitude of the wave iteration is smaller than the 
null amplitude. Once the nulling is complete the MPMS MultiVu measures the remnant 
signal Mb which is fit to the equation Mb=A+Bt+ M'cos(ωt)+ M''sin(ωt) where A is DC 
offset, B is linear drift in field or temperature, ω is angular frequency of the AC drive 
signal and M' and M'' are proportional to in-phase and out-of-phase components that are 
still present from drive nulling procedure.  
The sample now gets positioned at the center of the two middle negatively 
oriented pickup coils. The same AC drive signal and the nulling waveform that were 
applied at the bottom pickup coils are now applied here. The nulling signal still cancels 
the AC drive signal, however the AC signal generated by the sample changes polarity and 
the component of the nulling signal that nulled the samples response at the bottom coil 
now adds constructively to the sample sign
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triple a
end of a long rod and lowered into the SQUID chamber. The measurements 
ware. The data was then corrected for the 
zero field cooled (ZFC) curves were obtained on the 
 sample was cooled 
l field. Upon reaching 2 K the 
ture was measured till 
perature being measured. 
mplitude. MPMS again measures the remnant signal MC and the data is fit to 
MC=A+Bt+M'cos(ωt)+ M''sin(ωt). The two sets of data are in the form Mb=Mf(b)+Mo 
and MC=Mf(c)+Mo where M is the actual moment of the sample, Mo is the residual signal 
and f(x) is the normalized response function of the magnetometer to an idealized dipole at 
position x. This function is determined in a separate measurement using the DC 
superconducting magnet. The components of the susceptibility can then be calculated 
from the difference between the two measurements. The importance of two point 
measurements is the elimination of the  residual part from the data [Quantum Design, 
1999]. 
 
5.2 Blocking Temperature and Particle Size 
 The measurements were done on the SQUID where the samples were weighed 
and were placed in the center of the sample holder which was a white drinking straw with 
a diamagnetic susceptibility of -2.3 × 10-8 emu. The straw with the sample was attached 
to the 
conditions were then controlled by the soft
background using the relation: 
                                                     Mmeasured = Msample + Mbackground(straw) 
so                                                 Msample = Mmeasured – Mstraw 
or                                                 Msample = Mmeasured +  2.3 × 10-8 H. 
Here H is the applied field in Oe. Finally, the data was corrected for the concentrations of 
Ni in the Ni/SiO2 sample since SiO2 is only a weak diamagnet. 
 Field cooled (FC) and 
samples on the following way. In order to obtain the ZFC curve, the
to 2 K from room temperature in the absence of an externa
field was turned on and the moment of the sample vs. tempera
room temperature. The field was kept on during this entire time and the sample was 
cooled from room temperature to 2 K with the moment vs. tem
This corresponds to the FC curve. 
Fig. 5.1 below shows the χ vs. T data for the 1, 5 and 15% Ni/SiO2 samples 
annealed at Ta=400o and 800o C in an applied filed of  H=100 Oe. Blocking temperature 
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TB is obtained from the peaks in the χ vs. T data for the zero-field cooled (ZFC) case. 
From  Fig. 5.1 it is evident that there is no definite peak in χ(ZFC) for any of the samples 
except for the 15% Ni/SiO2 at Ta = 400o C, suggesting that there is a distribution of 
blocking temperatures presumably resulting from the distribution in particles sizes. For 
these reasons, most of the remaining studies reported here were carried out on the 15% 
Ni/SiO2 samples only, annealed at temperatures between 400oC and 800o C to obtain 
different size particles as described in chapter 2. 
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ig. 5.1 χ vs. T data for 1, 5 and 15% Ni/SiO2 samples annealed at Ta= 400 and 800o C in  
           H=100 Oe. The open symbols are for the FC data and closed symbols are for the        
           ZFC data.   
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.3 Magnetic Field Dependence of the Blocking Temperature 
            In Fig. 5.2 (a, b, c, d, e) temperature dependence of χ for the five samples 
vestigated in this work with D=3.8, 11.7, 15, 21 and 23 nm are displayed for two 
B 
 investigated in more detail for the D=3.8 nm particles and published in a recent 
 particles for 
5
 
  
in
applied fields H=100 Oe and H=1000 Oe. In all cases, the peak temperature for χ(ZFC) 
curve shifts to lower temperatures as field is increased. This decrease in T with increase 
in H was
paper [Singh et al, 2008]. The plot of the data for χ vs. T for the 3.8 nm
different fields is shown in Fig. 5.3. TB measured by peaks in χ(ZFC) are plotted against  
H in Fig. 5.4. This data is fit to the theoretically expected equation [Victora, 1989, 
Walton, 1990]: 
                                               
m
BB H
HTHT ⎥⎦
⎤⎢⎣
⎡ −=
0
0 1)(                                                     (5.1)  
with predicted variations according to m=2 and m=3/2 are represented by solid lines in 
Fig. 5.4. The data fits with m=2 variation for lower H and m=3/2 variation for higher 
fields with Ho=3200 Oe and TBo=33 K. Theoretical arguments suggest m=2-r variation 
with r=0 to 0.6 depending on the angle θ between H and the anisotropy (easy) axis of the 
neither strictly 2 nor 3/2 over the whole range of H. This is reasonable since θ is likely 
                            
NP [Victora, 1989, Walton, 1990]. The result shown in Fig. 5.4 confirm this since m is 
different for different particles in a powder sample.                                                                 
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ig. 5.2 χ
           blocki
2
4
6
8
 
 
 
 
 
 
 
 
 
 
 
 
 
                           (c)                                                                                    (d) 
 
 
 
 
 
 
 
 
                                                  
                                                      (e) 
 vs. T plots for particles sizes 3.8, 11.7, 15, 21 and 23 nm showing decrease in  
ng temperature with an increase in applied field.  
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ig. 5.3 Zero field cooled curves χ vs. T for the applied field varying from H = 50 to  
           2000 Oe for the 3.8 nm nanoparticles. 
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                  Fig. 5.4 Change in TB with applied field H, with the solid lines as fits to Eq.   
                             5.1 for m=2 and m=3/2. 
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 5.4 Langevin Function and Magnetic Moment per Particle 
One method to test whether these particles are superparamagnetic involves the 
easurement of magnetization as a function of temperature above TB where the plot of 
agnetization with H/T collapses into one curve for an ideal system with a very uniform 
istribution of particle size. The modified langevin function is used to determine 
agnetic moment per particle (μP) by fitting to: 
m
m
d
m
                                       H
Tk
HMM a
B
o
p χμ += )(L                                       (5.2) 
                                  
x
xx 1)coth()( −=L                                                      (5.3) 
or equivalently by plotting (M-χaH)/Mo vs. (H/T) [Seehra et al, 2004]. Fig. 5.5 shows the 
fit done for the 15% Ni/SiO2 for temperatures above the blocking temperature with 
different sizes and the inset showing the original data of M vs. H curves. The effective 
magnet  was found to increase w
7500(1500) μB, 11000(2000) μB, 25000(5000) μB for the D=3.8, 11.7, 15, 21 and 23 nm 
NPs res
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ic moment per particle ith size; μP=3500(500) μB, 
pectively. 
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ig. 5.5 M 2 samples for  
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odified Langevin function fit (Eq. 5.2) done for the 15% Ni/SiO
3.8, 11.7, 15, 21 and 23 nm. The inset shows the M vs. H plot
mperatures above the blocking temperature.  
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 5.5 Variation of Moment per Particle (µP) with Particle Size (D) 
ticle (µP) is found to increase with increase 
f 
e should increase. The theoretical 
terpretation of the variation of moment per particle with D is given below and the 
xperimental results are tested thereafter. 
The structure of Ni is face centered cubic (FCC) with its lattice constant (a= 0.352 
 
 The effective magnetic moment per par
in particle size D. Qualitatively, as the particle size increases, it contains more number o
atoms in it and hence the magnetic moment per particl
in
e
 
nm) so the volume of the cell is given by: 
                                               323383 1036.4)1052.3( cmaVcell
−− ×=×==                    (5.4). 
The cell contains 4 atoms per unit cell so the number of atoms per unit volume is: 
                                         32223 /1017.91036.4
4. cm
V
atomsofNo
cell
×=×= −                     (5.5) 
or the volume occupied by one atom is: 
323
22 1009.11017.9
1atomonebyoccupiedvolume − cm×=              ×=                       (5.6). 
 by: The density (ρ) for Ni is given
                                          3
23
/94.8)1002.6/7.58(4 cmgmass =××==ρ             231036.4Vcell × −    (5.7). 
For a spherical NP of diameter D, the volume is given by: 
                                       333
3
3 52.0
623
44
3
cmDDDrVNP ==⎟⎠
⎞⎜⎝
⎛== πππ                     (5.8). 
The number of atoms (N) in a NP of diameter D is: 
                                             
cell
NP V
atomsofNoVN .×=                                                     (5.9) 
                                   
nce µP is given by: 
        
atomsDDN 322223 1077.41017.952.0 ×=××= . 
The magnetic moment per Ni(bulk) atom is 0.606 µB and he
 NBP ×= μμ 606.0                                                                                              (5.10).  
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Fig. 5.6 below shows n with D. The solid line is a fit to Eq.  the plot of µP variatio
5.10 with µ(Ni)=0.606 µB and µ(Ni)=0.3 µB observed in the nanoparticles of Ni, as 
set shows the experimental µP vs. D. The curves deviate from the 
derstood.  
 
 
 
 
300
discussed later. The in
experimental value for larger D. The reasons for this discrepancy are not yet un
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            Fig. 5.6 Variation in µP with D with the solid and dotted line as fits to Eq. 5.10                                   
                          with µ(Ni)=0.606 µB and µ(Ni)=0.3 µB as discussed in text.       
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5.6 Variation of Mo and χa with Temperature (T) and Particle Size (D) 
ation of χa with T and D 
 If the magnetization curve does not saturate at the high field values then the 
angevin function is modified with an additional term χaH given by Eq. 5.2. This linear 
rm presumably arises from final alignment of the any disordered spins such as the spins 
f the surface of the NP. χa was determined from the linear component of the M vs. H 
ariations at high field.  The magnitudes of χa obtained are listed in Fig. 5.7 where we do 
turates at low 
 and 23 nm as seen in Fig. 5.5 (b, c, d, e), but does not 
turate for the 3.8 nm particle size and decreases with increase in T in Fig. 5.5a. This is 
 
A. Vari
 
 
L
te
o
v
not see much variation in χa with T or D implying that the magnetization sa
fields for the sample 11.7, 15, 21
sa
likely from the larger percentages of disordered surface spins in the small D=3.8 nm 
sample. 
 
B. Variation of Mo with T 
 
 Mo values have been extrapolated from the M vs. 1/H plots for different 
temperatures above TB. That is why the variations show a decrease in the temperature 
range investigated for larger particles in Fig. 5.7.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 55
C. Variation of Mo with  D 
The data in Fig. 5.7 show that Mo increases with increase in the size of the NPs. 
or example, at 200 K, Mo increases from about 15 emu/g for D=3.8 nm to Mo=26 emu/g 
r D=23 nm. For bulk Ni, Mo=55 emu/g. These results suggest that the lower value of 
o with decrease in the size of the NPs is most likely due to disorder of the surface spins. 
 similar effect has been recently reported in Fe3O4 NPs [Pal et al, 2007] which follows 
e relation: 
 
 
F
fo
M
A
th
321)()( ⎥⎦
⎤⎢⎣
⎡ −=
D
dbulkMDM oo                                                                                      (5.11). 
here 
 
3
W Mo(D) is the saturation magnetization of particle size D with d as the thickness of 
the disordered layer and Mo(bulk) is the saturation magnetization for bulk. 
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      Fig. 5.7 χa and Mo values used to obtain the collapsed curve above the blocking  
                 temperature.     
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5.8 M vs. H plots at T=5, 200 K with Mo plotted for T=200 K extrapolated from
      high field for different D.   
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 5.7 Variation of Coercivity (HC) with Temperature (T)  
               Another test to determine whether these particles are superparamagnetic 
function of temperature which should go 
 zero above the blocking temperature [Zeng et al, 2002]]. Hysteresis measurements 
etermine this effect. The coercivity decreases tending towards zero as the blocking 
mperature is approached from below. The data is fit to the theoretical equation given by 
 
  
involves the measurement of coercivity HC as a 
to
were done for the 15% Ni/SiO2 at various temperatures starting at T=2 to 52 K to 
d
te
[Fonseca, 2002]: 
                                                   
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛−= 2
1
1)(
B
COC T
THTH                                             (5.12). 
When T→TB HC→0. This variation for the D=3.8 nm NP is shown in Fig. 5.9. The above 
equation does not fit very well with the data below 7 K and deviates away from the data 
greater than 10 K. This deviation for T>TB from Eq. 5.12 may in part be due to the 
particle size distribution of one sample. Inset shows the variation of the remnance Mr.  
                 M vs. H measurements were also done for the samples of size 11.7, 15, 21 and 
 200 K as shown in F
these samples HC is not zero above the average TB. It is most likely due to the size 
23 nm at temperatures T = 5 and ig. 5.10 (b, c, d, e) above TB. In all 
distribution of the particles so that the larger particles are still unblocked. The 
summarized results for coercivity are plotted in Fig. 5.11 for T=5 and 200 K. 
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     The line is a fit to Eq. 5.12 for TB=16 K. The solid curve through the point is for  
     visual aid. Heb is exchange bias measured for the sample cooled in H=20 kOe to  
     the measuring temperature. 
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                 Fig. 5.10 M vs. H plot at T=5 and 200 K for different particle sizes.     
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                              Fig. 5.11 Variation in HC with D. 
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5.8 Exchange Bias (Heb) 
p of M vs. H is symmetric about H=0. In 
957, Meiklejohn and Bean while measuring the hysteresis loop of ferromagnetic Co 
t orted a shifted hysteresis to 
e negative H. This shift of the center of the loop from H=0 is called exchange bias [e.g. 
 by Nogués and Schuller, 1999]. It is now accepted that this loop shift occurs 
cross the interface between a ferromagnet (FM) and an 
 
 spins start to 
               For a ferromagnet, the hysteresis loo
1
particles which have been exposed to air during syn hesis, rep
th
see review
via exchange coupling a
antiferromagnet (AFM). For the Co/CoO case, Co is a ferromagnet with TC=1338 K and 
CoO is an antiferromagnet with TN=291 K. To observe Heb, the sample needs to be 
cooled in a static field from a temperature above TN but below TC to temperature T<TN.  
              For the case of Ni, Ni is a ferromagnet with TC=627 K and bulk NiO is an 
antiferromagnet with TN=525 K. Although for nanoparticles of Ni and NiO, TC and TN 
are expected to be lowered because of reduced dimensionality of the nanoparticles. We 
checked for Heb in the 3.8 nm NPs of Ni by cooling the sample from room temperature to 
the measuring temperature (e.g. 2 K) in H=20 kOe. No loop shift could be observed (Fig. 
5.13) since the loop remains symmetrical. Measured Heb shown in Fig. 5.9 is essentially
zero. This absence of Heb confirms the absence of any NiO in our samples. 
              A qualitative explanation of Heb borrowed by literature [Nogués et al, 1999] is 
given in Fig. 5.12. In Fig. 5.12(i) with the application of a field the FM layer is aligned 
along the direction of the field for T<TC and the AFM layer is randomly oriented from 
T>TN. Upon cooling the sample in the presence of the field below T<TN AFM layer gets 
ordered with the FM/AFM interface aligned ferromagnetically assuming FM interaction 
at the interface as shown in Fig. 5.12(ii). When the field is reversed the FM
rotate but the spins at the interface of the AFM layer try to keep them ferromagnetically 
aligned by exerting a microscopic torque as it can be seen in Fig. 5.12(iii). Due to this 
effect the field required to rotate the FM spins is larger when it is in contact with the 
AFM layer until it is large enough to rotate all the spins in the FM layer Fig. 5.12(iv). 
Finally a smaller field is now required to rotate the FM spins back to their original 
position  because the interaction of the AFM spins exert a torque in the same direction as 
the field Fig. 5.12(v). 
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(a) (b) 
Sample magnetization in a FM/AFM system in applied field from
t al, 1999. 
 
 
 
 
 
 
        Fig. 5.12  Nogués  
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        Fig. 5.13 Hysteresis loops measured at T=2, 4, 7 K for the D=3.8 nm sample cooled  
                     in 20 kOe. 
-500 -400 -300 -200 -100 0 100 200 300 400 500
-9.0
-6.0
-3.0
0.0
3.0
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Field cooled @ 20kOe
 
 2K
 4K
 
 7K
   
M
 (e
m
u/
g)
H (Oe)
 65
5.9 AC Susceptibility  
            The experimental data for AC susceptibility has been presented in the section 
elow. This data has been evaluated based on the Néel-Arrhenius equation explained in 
e chapter 3. However, major results from chapter 3 are re-written below for 
onvenience:  
                                                    
  
b
th
c
 
k
VKTwhere  
fm
Equivalently the above equation can also be written as:  
                                                       
f
TT aa
o
a
B ==
ln
                         (5.13)                       
B
a
om
Tff −= lnln                                                  (5.14). 
T
If there is a presence of interparticle interaction then Eq. 5.13 is modified to Eq. 5.15                                       
                                                            o
mf
o
a
B Tf
TT +=
)ln(
                                              (5.15) 
where To represents the strength of the interparticle interaction. 
 the different par
graphs. Measurements of χ′ and χ″ were done using a commercial SQUID magnetometer 
o m = 0.1, 1,
measured value of χ′ and χ″ were normalized to 15% concentration of Ni in the Ni/SiO2 
              Fig. 5.14 (a, b, c, d, e) for ticle sizes show the AC susceptibility 
data where the blocking temperatures have been determined from the peaks in the χ′′ 
with the measuring h  = 7 Oe and at frequencies f  99, 499 and 997 Hz.  These 
(15/85) samples. 
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 It is evident that TB determined by the peak in χ'' increases with increase in fm as 
redicted by Eqs. 5.13 and 5.15. Using the measured values of TB for each fm, we plot 
th the 
 the data 
own in Fig. 5.15, magnitudes of fo are determined to be 2.83
p
lnfm vs. 1/TB following Eq. 5.14. The data fits the predicted linear behavior wi
intercept yielding lnfo and the slope yielding Ta.  Using least-squares fitting of
( )11.62.2-+ ×sh  109 Hz for the 
D=3.8 nm sample and fo=1.82 ( )0.940.62-+ ×1010 Hz, fo =1.72 ( )0.250.23-+ ×1011 Hz and fo=3.96 ( )4.622.13-+ × 
1011 Hz for the D=11.7, 15 and 21 nm samples respectively.  
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            For  is higher by an order of 
ma agnitudes of fo 
[Shim relatively 
 un =1.82×1010 Hz 
o sing the 
 
       Fig. 5.15 Plots of lnfm vs. TB-1, the solid line is a least-square fit to yield f
the two larger particles, the magnitude of fo
gnitude. It is known that the presence of IPI often leads to increased m
 et al, 2006] when data are fit to Eq. 5.13. Taking into consideration the 
certainty in fo for the smallest D=3.8 nm NPs, we have chosen fo
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-5
0
5
10
large
for the D=11.7 nm NPs as the likely magnitude for f  for this system. U
magnitude of fo=1.82x1010 Hz the data are plotted as TB against 1/ln(fo/fm) in Fig. 5.16 to 
check the validity of Eq. 5.15. The least-squares fits are then used to determine Ta and To
as Ta(K)=310(21), 954(17), 1334(14) and 1405(47) for D=3.8, 11.7, 15 and 21 nm 
respectively along with To (representing the inter-particle interaction) = 0, 0, 6.6(0.7) and 
12.5(2.5) K.  
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         Fig it to  
            
          F
agnitude since the presence of IPI often leads to increased magnitudes of fo and Ta with 
 for the 
=3.8 nm yielding fo=2.8
. 5.16 Plots of TB against 1/ln(fo/fm), the solid line is a least-square f
          yield To and Ta. 
or the two larger particles, the magnitude of fo is higher by an order of 
  
 
 
  
m
increase in the size D of the Ni NPs.  For fo, the largest estimated uncertainty is
D ( )11.62.2-+ ×109 Hz.  In an earlier publication, we reported 
o=2.6×109 Hz for this sample using an eye-ball fit of the data [Singh et al, 2008] similar 
Hz u
f
to the value of fo=1.8×109 Hz reported by [Goya et al, 2003] in a 5% Ni/SiO2 sample. 
This value is consistent with fo=1.82×1010 sed here since for fo=2.8 ( )11.62.2-+ ×109 Hz 
determined above using least-squares fitting has large enough uncertainty to 
o
10 
independent fo, the presence of measurable IPI is evident in the two larger sizes and Ta 
increases with increase in the size of D (see Fig. 5.17) of the NPs as qualitatively 
expected. Later we show that the magnitude of fo=1.8×1010 Hz determined above is 
consistent with calculations also using a theoretical expression. 
 
accommodate f =1.82×10 Hz. The important result of this analysis is that using a size 
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 representing the 
nergy bar a=K1/12 where 
1 /cm3 for bulk Ni 
s/cm3) are 178.7, 
8.8, 12.5 and 4.8 respectively for the D=3.8, 11.7, 15 and 21 nm samples. The observed 
increas
 
               
                               Fig. 5.17 Plot of Ta vs. D. 
Next, the magnitudes of Ta=KaV/k are used to determine Ka
rier assuming spherical NPs. For the cubic anisotropy of Ni, K
 is the first-order anisotropy constant with K1=⎪7.5⎪×105 ergs
 units of 105 erg
 
e
K
[Gittleman et al, 1974]. The computed values of ⎪K1⎪ (in
1
e in K1 with decreasing D (see Fig. 5.18) has been reported and discussed in other 
systems also, the source being increasing surface anisotropy with decreasing D [Bodkar 
et al, 1994, Gilmore et al, 2005, Yanes et al, 2007, Shim et al, 2008]. For the largest 
D=21 nm sample, the magnitude of K1 is close to the value for bulk Ni. 
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5.10 Theoretical Estimation of Attempt Frequency (fo) 
Next we calculate the theoretically expected magnitude of the attempt frequency 
. Based on the earlier work by Brown [Brown, 1963], a simplified expression for fo in 
ero field given by Aharoni [Aharoni, 1973] for the case of Ta>>T reduces to the 
 
fo
z
following for the case of Ni: 
         
12
Kwhere
TM
f a
S
o π                               (5.16). 
Here γo is the gyromagnetic ratio, and Ms is the saturation magnetization. For Ni with 
g=2.2, γo=2πgμB/h = 1.935x107. For T in Eq. 5.16, we use the average TB measured in the 
frequencies fm used in our exp
2 TK aao= γ 1K=
eriments since fo was determined at these temperatures and 
a>>T is still valid using the Ta values noted in
values of Ms=245, 216, 229 and 274 emu/cm3 measured at 5K for the D= 3.8, 11.7, 15 
the condition T  Fig. 5.16. We used the 
and 21 nm samples respectively. These magnitudes of Ms are only about 50% of the 
corresponding magnitude for bulk Ni likely due to disorder of spins on the surface of a 
NP. For the D=3.8 nm with Ta=310 K, Eq. 5.16 yields fo=6.0×1011 Hz. Similar 
calculations for the other samples yield the following fo values: 7.1×1010 Hz for 11.7 nm , 
4.2×1010 Hz for 15 nm and 1.3×1010 Hz for 21 nm. Except for the smallest NPs, these 
calculated magnitudes of fo using Eq. 5.16 compare quite favorably with fo =1.8×1010
B 
8], one can 
etermine the effect of interparticle interaction. Experiments have shown that Φ is very 
all (0.005-0.05) for spin glasses and Φ≥0.13 for isolated non-interacting NPs 
 Hz 
used in the analysis.    
           In summary, the variations of the magnetic relaxation parameters T and Ta with 
size of Ni NPs dispersed in silica matrix are shown to follow the predictions of Eqs. 5.13 
to 5.15 with a size independent fo and the presence of a weak IPI in the larger NPs. The 
order of magnitude of the calculated fo is in agreement with the measured fo. 
 
 
5.11 Interparticle Interaction by evaluation of the parameter Φ 
             By the evaluation of the parameter Φ = ΔTB/[TBΔlog10fm] which represents 
fractional change in TB per decade change in fm [Dormann et-al, 198
d
sm
 71
[Dormann et al, 1988]. For intermediate values (0.005<Φ<0.13), interparticle interaction 
is present with its effect decreasing with increasing Φ. Determining ΔTB for maximum 
and minimum fm in our experiments, Φ=0.16, 0.13, 0.12 and 0.12 is found respectively 
for the D=3.8, 11.7, 15 and 21 nm samples. These magnitudes of  Φ suggest the presence 
of a weak IPI in the larger D=15 nm and D=21 nm particles (possibly due to larger 
moment per particle) and absence of IPI in the two smaller particles. This is consistent 
with the analysis presented above. 
 
5.12 Theoretical Simulations of AC Susceptibility  
         Simulations have been done based on equations derived earlier in chapter 4 where 
the equations for  χ′  and χ′′ have been obtained. The simulations are based on those 
quations rewritten here for convenience: e
]                                              
)(13 2ωτ+TkK B
                                             
11[
2'χ += VKM aS                                        (5.17) 
]
)(1
[
3
2'' ωτ=
k
VK
K
M
B
aS                                            (5.18). 2ωτχ +T
e unity since the calculations have been
for comparison. Values for MS have been obtained from the extrapolation of the high 
field region of the M vs. H plots at T=5 K. Ka has been determined from the energy 
t for the fact that the experimental data 
The value of μo is taken to b  done in CGS units 
barriers obtained from the plots in Fig. 5.16.  
         Theoretical simulations based on χ′  and χ′′ have been done on all the samples with 
D=3.8, 11.7, 15 and 21 nm as shown in Fig 5.18 (a, b, c, d). The table below the figures 
summarizes the experimental and simulated values of TB. The simulated curves follow a 
similar behavior as the experimental data excep
yields broader peaks possibly arising from particle size distribution. The blocking 
temperature for the simulated curves are about 5% higher also for the value of 
fo=1.82×1010 Hz used here. Decreasing the value of fo increases the discrepancy even 
more whereas increasing fo brings it closer to the experimental values. 
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               Fig. 5.19 Simulated χ′  and χ′′
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 for sizes D=3.8, 11.7, 15 and 21 nm.   
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Table 5.1 Summary of the experimental and simulated values of TB for different  
              frequencies. 
 frequency     
     (Hz) 
     D=3.8nm 
    TB(exp.) 
    
   TB(sim.)    
     D=11.7nm 
     TB(exp.) 
 
   TB(sim.)    
  
 
  
  
         0.1          11        13          37        40 
          1          13        14          40        44 
          99          16        18      56          50   
         499           17        20         55        61 
         997          18        21          57        64 
       
      D=15nm 
.) .)    
m 
p.) .)        TB(exp
 
   TB(sim
     D=21n
     TB(ex
 
   TB(sim
         0.1          58         62          66         71 
          1       63       68       73       77           
          99       84       94          77            87   
         499           83         92         93         103 
         997          86         96          98         107 
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5.13 Relation between χ' and χ'' 
             We will now test the validity of the relation between χ' and χ'' from our results 
ith our data for the D=3.8, 11.7, 15 and 21 nm samples. To test the validity of the 
orrelation between χ'' and ∂(χ'T)/∂T in Eq. 5.19, the plots of the experimental χ'' and 
ll primary features of experimental χ'' such as the 
  
w
c
C∂(χ'T)/∂T vs. T were done. A
frequency and T dependence are evident in the plots of C∂(χ'T)/∂T, except that the peak 
magnitudes are off by a factor of about 2. This discrepancy is likely related to the 
approximations made in deriving the magnitude of C [Lundgren et-al, 1981]. 
                                                
T
f
f
T
o
m ∂
⎟⎠
⎞⎜⎝
⎛∂
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⎞
⎜⎜⎝
⎛−=
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ln
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χ
π
πχ                                                 (5.19) 
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Fig. 5.20 Plots of experimental χ'' vs
 samp
. T and computed C∂(χ'T)/∂T using χ' vs. T data of  
les.                the D=3.8, 11.7, 15 and 21 nm
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CHAPTER VI 
 
.1 Experimental Details 
 
 The electron magnetic t consisted of several major 
c  
ounter and a Varian magnet with Fieldial. 
 Varian V-58 klystron which could operate at a microwave 
g of a klystron is done through a cathode 
oes through the circulator where the function of 
 
Experimental results from electron magnetic resonance and discussion
 
6
resonance equipmen
omponents consisting of a klystron, circulator, cavity, lock-in-amplifier, frequency
c
 The klystron was a
frequency range of 8.2 to 12.4 GHz with a maximum power output of 500 mW. This was 
powered by a Hewlett Packard 716A power supply with Teltronics Model KSLP klystron 
stabilizer. The principle in the functionin
supplying electrons through thermionic emission. This beam of electrons is accelerated to 
the rf gap (anode) by a resonator voltage where the beam is subjected to an rf electric 
field which produces a velocity modulated electron beam that slows down and speeds the 
electrons in the beam. After this, the beam enters drift space where the fast electrons 
move away from the slower ones behind them and catch up to the slower ones in front of 
them. The net effect is the formation of groups of electrons which are sent back from the 
drift space with the help of negative reflector voltage. Upon adjusting the beam, rf and 
reflector voltage the groups of electrons return in phase to the rf gap in the process of 
giving up energy to the resonant cavity. 
 The generated power travels through the waveguide passing through an isolator 
which allows them to travel in one direction only and prevents any reflected wave to go 
through. Part of it is taken out and sent to the microwave frequency counter 5342A to 
measure the frequency. The power then g
the circulator is to allow the wave to enter through one arm reach the resonant cavity 
through a slide screw tuner in the second arm. Upon reaching the cavity the Power 
absorbed is modulated at a modulation frequency of 100 kHz provided by an oscillator 
204C/204D with the superimposed magnetic field. The reflected wave from the cavity 
goes out through the third arm of the circulator to reach the detector. Before reaching the 
detector the waves pass through a directional coupler whose purpose is to take out a part 
of the microwave energy without disturbing the main flow and send the reflected power 
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to the oscilloscope and to the Teltronics klystron frequency stabilizer. The stabilizer 
provides a correction voltage used to correct the klystron reflector voltage. The power 
reaches the crystal detector and the signal from the crystal detector is transmitted to a 
Princeton Applied Research Model 5204 lock-in-amplifier where it is phase detected with 
the reference 100 kHz signal. The phase detected signal yields the derivative of the power 
absorbed with respect to the applied static magnetic field. 
 The Electron Magnetic Resonance (EMR) signal was obtained by taking a small 
specimen of the sample and inserting it in a long quartz tube. The tube was then placed 
between the poles of an electromagnet inside a microwave cavity with a TE102 mode, 
where a DC field could be swept through the sample. An alternating AC field from the 
absorbed by the sample which is proportional to χ'', the out of phase 
mpo
klystron was applied perpendicular to it at frequency of 9.28 GHz. The DC field had a 
sweep from 0-10000 Oe but could be set to scan a specified range to obtain an amplified 
signal. Low temperature EMR could also be studied with temperature starting from T=5 
K to room temperature using an oxford instrument cryostat. In order to obtain low 
temperatures, an external helium transfer tube was connected to the sample chamber for 
the helium to flow through to the chamber in order to reach 5 K. Temperature variation 
could be achieved through controlling the flow of liquid helium reaching the chamber 
and a heater. This could be done by a variable switch located on the liquid helium 
transfer tube.  
 Principles of magnetic resonance were discussed in some detail in chapter 4, 
where the resonance condition is obtained when the oscillating field of angular frequency 
ω with amplitude H1 causes transitions between the Zeeman levels. This corresponds to 
the power (P) 
co nent of the AC susceptibility: 
                                                         ''212
1 ωχHP =                                                        (6.1).                      
Temperature variation of EMR studies from 5 to 300 K (see Figs. 6.4 to 6.8) were 
done for the 3.8, 11.7, 15, 21 and 23 nm particles with microwave frequency of 9.28 
GHz. In order to interpret the EMR spectra, it is assumed that the Ni NPs are sufficiently 
[Biasi et al, 1978].  Interaction with matrix can be neglected because of its diamagnetic 
separated to ignore interparticle interactions or any interaction with the silica matrix 
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character. Interactions with the other particles can be ignored assuming that the particles 
are far enough that they do not interact with each other. The only interaction that occurs 
is with the particle and the applied field. Skin depth effects due to conductivity (σ) effects 
can be regarded as negligible if the particle size is smaller that the skin depth. The skin 
depth (δ) can be obtained from the Eq. 6.2 [Poole, 1983]: 
                                               metersωμσδ
2=                                             (6.2). 
For Ni, δ=63 nm for μ(Ni)=7.54×10-4 Hm-1, σ(Ni)=1.15×107 (Ωm)-1 and (ω/2π)=9.28 
GHz. Since all NPs are smaller that 63 nm, skin depth effects are negligible for the 
samples used in our studies. 
For magnetic NPs, two sources of energy that are competing with each othe
effect 
r are 
thermal energy and magnetic anisotropy energy. Thermal energy tends to average out the 
of anisotropy energy which both broadens and shifts the line. When the thermal 
energy falls below the magnetic anisotropy energy the peak position shifts to lower fields. 
This can be explained on the basis of Eq. 6.3 given below for an effective anisotropy field 
Heff:  
                                                  effor HH −⎟⎟⎠
⎞⎜⎜⎝
⎛= γ
ω                                             (6.3). 
The effective g value can be calculated from the resonance field Hr given by the equation 
below: 
                                                               
rB H
hfg =                                                       (6.4) μ
where e microwave frequency and
magneton. The linewidth ΔH was deduced from the peak-to-peak distance between the 
 
h is the Planck’s constant, f is th  μB is the Bohr 
minimum and the maximum of the derivative of the absorption signal.  
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 6.2 Temperature and Size Dependence of Heff 
The anisotropy energy in bulk samples is given by: 
                                                   
 
 MHKE Aa αα ==                                                  (6.5) 
here α is a function that depends on the angle (θ) between the magnetization and easy 
xis, K is the bulk anisotropy constant and HA is the anisotropy field. For small particles 
istribution of all angles (θ) so the anisotropy energy becomes 
                                                                                             (6.6) 
<cosθ> where Is is the magnetic moment of the particles. Upon 
w
a
the average is taken over a d
[Biasi et al, 1978]: 
〉〈=〉〈= MHKE Aa αα SP
                                               〉〈〉〈= MKH A /                                                            (6.7) 
where <K>=K<Pn(cosθ)>, Pn is the nth order Legendre polynomial with θ as the angle 
between the magnetic moment and magnetic field and n=2 for axial and n=4 for cubic 
symmetry. <M>=Is
SP
substitution of <K> and <M> in Eq. 6.7 we get: 
                                         SA
A
A IKHwith
H
/=                               (6.8).nPH
cos
)(cos
〉〈
〉〈= θ
θ                             
SP
Substituting for <Pn(cosθ)> and <cosθ> (see appendix III) yields:  
                               1
21
)(
)coth(
3)coth(31
−
−−
−
+−=
xx
xxxHH AAxialA                               (6.9) 
for axial symmetry and 
SP
        1
4
)(
105)th( −+= xxHH CubicSPA      (6.10) 
321
)coth(
co10545)coth(101
−
−−−
−
−+−
xx
xxxx
A
=K/M where K is the 
anisotropy constant, M is the sample magnetization and μP is th
particle. The variation of HASP/HA with x is shown in the Fig. 6.1. Fig 6.2 shows a direct 
fective anisotropy vs. temperature for different particle sizes. 
Since the anisotropy of Ni is cubic, the detailed calculations are presented for the cubic 
system only. From Fig. 6.2, it is clear that HASP increases with increase in the size of the 
for cubic symmetry (see appendix III). Here x=μPH/kBT and HA
e magnetic moment per 
relation between the ef
NPs at a given temperature. Also, for a given particle size, HASP increases with decrease 
in temperature, the largest relative change occurring for the smallest particles. It is noted 
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that decrease in HASP with increasing temperature is due to averaging effects of the 
thermal energy. We will compare those predictions with the experimental results 
presented next. 
 
 
 
 
 
 
0.6
0.8
1.0
 
 
 
 
 
 
Fig. 6.1 Variation of anisotropy field with cubic and axial symmetries 
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Fig. 6.2 Variation of anisotropy field with temperature for Ni (cubic)  
              for different particle sizes.  
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6.3 General Features of the Observed EMR lines 
Comparison of the observed EMR spectra in the five different size samples of 
i/SiO2 at 5 K is shown in Fig. 6.3. The broadening (ΔH) of the lines was determined by 
king the difference between the extremes and the resonance position (Hr) was 
fficulties 
volved in obtaining the exact peak positions from the spectra due to overlapping of the 
y the peak position has been plotted.  
 
N
ta
determined by taking the mid-field between the extremes. There were some di
in
EMR lines. For line 3 which is not well resolved onl
In Fig. 6.3, the three lines are denoted as 3, 2 and 1 with increasing magnetic field 
plotted. The details of the temperature variation of the lines are presented below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                      Fig. 6.3 EMR lines for D=3.8, 11.7, 15, 21 and 23nm at T=5 K. 
The temperature variation of the observed EMR scans are plotted in Figs. 6.4 to 
.8 for particle sizes D=3.8, 11.7, 15, 21 and 23 nm respectively. In all these cases, line 2 
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is the line with the most intensity at 300 K. For this reason, this line is interpreted to 
riginate from majority of the particles with the size distribution shown in the TEM 
sted above. 
s the temperature is lowered, line 3 emerges at lower fields and line 1 at Hr≃3000 Oe. 
particles have higher anisotropy and hence higher lineshifts and linewidths fo  the 
H. This is not observed. In addition, we observe a line in undoped 
iO2 p
 
 
 
o
micrographs of Figs. 2.10, 2.11 and 2.12 in chapter 2 with the average sizes li
A
An attempt was made to resolve these lines through computer programs. However the fits 
were not entirely satisfactory and this analysis is not presented here. The origin of line 3 
is believed to be from larger particles or cluster of particles since it is shifted the most 
from the g≃2 position expected for Ni. As shown in the analysis of Fig. 6.2, the larger 
llowing
predictions of Eq. 6.3. 
 Through extensive investigations described later, the origin of line 1 is attributed 
to defects in SiO2 matrix. Since Hr and ΔH for this line do not vary with change in 
temperature, this line is not due to very small Ni particles as some authors have argued 
[Kliava et al, 1999]. If this line was from small Ni NPs, then as shown in Fig. 6.2, the 
anisotropy for this should be highly temperature dependent leading to strong temperature 
dependence of Hr and Δ
S repared similarly with identical temperature dependence of Hr, ΔH and the line 
intensity I=(ΔH)2l where l is the peak-to-peak height. These results on line 1 are 
described in detail later. 
          
 
 
 
 
 
 
 
Fig. 6.4 EMR lines for D=3.8 nm for temperatures T=5, 10, 16, 20, 31, 40, 54, 68, 83, 93,  
             107, 121, 133, 150, 170, 190, 204, 217, 240, 260, 280 and 294 K. 
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Fig. 6.5 EMR lines for D=11.7 nm for temperatures T=5, 9, 14, 32, 66, 80, 90, 114, 134,  
             150, 170, 193, 215, 240, 265 and 280 K. 
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Fig. 6.6 EMR lines for D=15 nm for temperatures T=5, 8, 14, 20, 25, 29, 35, 43, 48, 55,  
             75, 90, 105, 115, 127, 140, 155, 170, 210, 250 and 280 K. 
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Fig. 6.7 EMR lines for D=21 nm for temperatures T=5, 5, 13, 18, 28, 45, 58, 70, 85, 95,  
             110, 122, 132, 147, 170, 190, 230 and 287 K. 
          
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 6.8 EMR lines for D=23 nm for temperatures T=5, 10, 15, 20, 25, 33, 40, 53, 80, 95,  
              117, 130, 145, 160, 180, 200, 220, 235, 260 and 290 K. 
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6.4 Temperature dependence of Line 3 
 
 ince only a part of line 3 is observed, it is difficult to measure accurate Hr and 
ΔH for this line. Therefore we have used the position of the peak of line 3 as its 
ate H . The temperature dependence of this H  for line 3 is shown in Fig. 6.9. 
consistent with the predictions of Eq. 6.3 if Heff increases with decrease in temperature. 
his is deed predicted by the analysis shown in Fig. 6.2.  
S
approxim r r
e in temperature. This is For all particles sizes, the line shifts to lower fields with decreas
T in
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                 
      
                                            Fig.6.9 Peak position of line 3. 
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6.5 Temperature dependence of Line 2 
In this section, the temperature dependence of Hr, ΔH and line intensity (I) are 
dered together for each particle size. For the D=3.8 nm Ni/SiO2 sample, such plots 
re shown in Fig. 6.10. Note that both I and ΔH increase with decrease in temperature, 
aching maximum values near 100 K and then rapidly decrease with further lowering of 
e temperature. The resonance field H  decreases (or equivalently lineshift increases) 
 K. These signatures are 
ut now measured by EMR.  
1800
 
 
consi
a
re
th r
ith decrease in T, reaching a minimum around 100w
characteristics of a blocking temperature b
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
               Fig. 6.10 Temperature dependence of Hr, ΔH and I of line 2 for D=3.8 nm. 
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         Fig. 6.11 Temperature dependence of Hr, ΔH and I of line 2 for D=11.7 nm. 
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          Fig. 6.12 Temperature dependence of Hr, ΔH and I of line 2 for D=15 nm. 
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                    Fig. 6.13 Temperature dependence of Hr, ΔH and I of line 2 for D=21 nm. 
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                   Fig. 6.14 Temperature dependence of Hr, ΔH and I of line 2 for D=23 nm. 
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So TB(EMR)≃100 K is deduced from this data on D=3.8nm. Recall that TB(M)≃20 K 
as determined for this sample using low field SQUID measurements. So TB(EMR)/ 
B(M)≃5. As shown earlier in Eq. 3.26, TB is given by: 
                                                        
w
T
 
m
o
a
B
f
f
TT
ln
=                                                        (6.11)   
leading to  
                                              
)
)(
ln(
)
)(
ln(
)(
)(
EMRf
f
Mf
MT
EMRT
m
o
m
B
B =                                            (6.12). 
 
fo
Using fm(EMR)=9.28×109 Hz, fm=1 Hz for TB(M) and fo=1.82×1010 Hz determined 
earlier, we get TB(EMR)/ TB(M)≃ 35, a factor of about 7 larger than the experimental 
value of 5. It is very likely that this discrepancy is related to the severe suppression of the 
magnitude of TB(EMR) by the applied field Hr≃3000 Oe needed to observe the 
B(M) was reported earlier in F
K for H=3200 Oe was observed and reported in our recent paper [Singh et al, 2008]. 
In summary, the important new result from the EMR studies is that the 
dependence of I, H  and ΔH for the samples with D=11.7, 15, 21 and 23 nm are shown in 
B
ticle 
terac
resonance. Such a suppression of T ig. 5.4 where TB(M)≃0 
 
temperature dependence of the EMR parameters for the line from majority of the 
particles in the D=3.8 nm sample are consistent with the theoretical predictions of the 
temperature dependence of the anisotropy shown in Fig. 6.2. Analysis of the temperature 
r
Fig. 6.11, 6.12, 6.13 and 6.14 respectively. Although T (EMR) can be similarly located 
in each case, the experimental ratio of TB(EMR)/ TB(M) is even smaller as size increases. 
This is possibly due to the additional complication of the presence of interpar
in tion with increase in size deduced from the analysis of the AC susceptibility 
measurements in chapter 5. For these reasons, additional analysis on these particles is not 
presented except to note that the experimental temperature dependence of the EMR 
parameters becomes weaker with increase in size. This is consistent with the weaker 
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temperature dependence of the anisotropy with increase in particle size predicted by the 
plots of Fig. 6.2. 
 
 
6.6 Temperature dependence of Line 1 
 
 Line 1 as indicated in Fig. 6.4 appears in the EMR signals for particle sizes of 
D=3.8, 11.7 and 15 nm with a hint of the line in the larger size. A similar line is observed 
in the SiO2 sample prepared without Ni doping and annealed at T=400o and 800o C. 
Temperature varia o tion of SiO2 annealed at 400 C was studied in detail from T=5 to 300 
 (see Fig. 6.15). This data was compared with line 1 obtained from D=3.8 nm sample at 
=5 K. The intensity shows a Curie law variation of the line in undoped SiO2, and in the 
is also the same for both the samples and does 
K
T
3.8 nm sample in Fig. 6.16. The g value 
not change with temperature as indicated by Hr. However ΔH is greater for the D=3.8 nm 
sample than that for the undoped SiO2 sample.  
 
 
 
 
 
 
 
Fig. 6.15 EMR lines for undoped SiO2 for temperatures T=5, 20, 40, 
               56, 70, 83, 100, 120, 155, 195, 235, 265 and 285 K. 
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                 Fig. 6.16 Comparison of Hr, ΔH and I for SiO2 and Ni/SiO2 (Ta=400o C). 
As it can be seen from the EMR plots, the intensity of the EMR line 1 decrea
s the size of the particle increases. In fact, line 1 is extremely weak for the D=21 nm and 
=23 nm samples. Recall that to obtain the larger sizes of Ni NPs, the samples were 
nnealed at the higher temperature of 700o and 800o C for the D=21 nm and D=23 nm 
mples respectively. For the D=3.8 nm, annealing was done at 400o C. To determ
ne
 the larger sizes, an undoped SiO  sample was annealed at 800o C followed by EMR 
ses 
ine 
 1 
2
easur
o 
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whether this higher temperature annealing could explain the decreasing intensity of li
in
m ements at 285 K. As shown in Fig. 6.17, the intensity of the EMR line 1 in the 
800 C annealed sample is about two order of magnitude weaker than that of the 400o C 
annealed sample. These observations explain that the higher annealing temperature 
quenches the defect responsible for the EMR signal of line 1. No further studies on the 
nature of this EMR active defect were carried out since there is already an extensive 
literature on this matter [Devine, 1988]. It is possible that the larger ΔH of this line in the 
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Ni/SiO2 sample may be due to the inhomogeneous field produced by the doped Ni atoms 
surrounding the SiO2 defect. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        Fig. 6.17 Comparison of SiO2 (Ta=400o and 800o C) signals at room temperature. 
The EMR lines for the SiO2 at Ta=400oC and D=3.8 nm at T=5 K were fit to  the 
erivative of the Lorenzian and Gaussian lines in Fig. 6.18 and 6.19 as described by 
oole, 1983]: 
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where Hr is the
⎫⎧ ⎤⎡ ⎞⎛ −⎞⎛ − 2HHHH
 resonance field, ΔHpp is the width between maximum and minimum of 
the peak, and y ′ is half the amplitude of the maximum and minimum of the peak of the 
zian and the Gaussian. The EMR s
line shapes exactly but is in the middle of the two spectra. This deviation of the EMR 
spectra from the exact Lorenzian or Gaussian lineshape was also observed by [Deigen et 
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al, 1970] where the recorded spectra of Fe3+ in Al2O3 was found to be in between 
nzian in shape and a transformation from Loren  
observed by [Swarup, 1959] where Cr3+ concentration was changed in potassium 
      . 
      
Gaussian and Lore zian to Gaussian was
cobalticyanide and potassium aluminum alum single crystals. 
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        Fig.6.18 Gaussian and Lorenzian fits to experimental data for D=3.8 nm
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              Fig.6.19 Gaussian and Lorenzian fits to experimental data for SiO2. 
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CHAPTER VII 
 
Summary and Conclusions 
 
In this thesis, the results of a detailed study of the structural and magnetic 
roperties of Ni NPs using x-ray diffraction, SQUID magnetometry and electron 
agnetic resonance are presented. The primary results of the above studies are described 
elow. 
xidation 
to NiO were prepared success article sizes and in different 
concentrations. XRD and TEM tech ate the structure of the Ni 
i / 85%SiO2
log-nor
mparable.  
r higher fields and with Ho=3200 Oe. 
y because of the presence of 
 
p
m
b
Nanoparticles of Ni embedded in amorphous silica matrix without any o
fully with different p
niques were used to investig
 concentrations. The particle sizes as obtained by TEM using NPs with 15%N
mal fits were with D=3.8, 11.7, 15, 21 and 23 nm. These particles were nearly 
spherical in shape as characterized by TEM. XRD measurements showed that the powder 
samples were small in crystalline size and the particle size obtained from XRD and TEM 
were co
Detailed studies of the behavior of the magnetization (M) as a function of 
temperature (T) (T=2 to 300 K) and magnetic fields H upto ±65 kOe are reported to 
investigate the size dependence of these properties. Blocking temperature (TB), 
determined from the bifurcation of the zero field cooled and field cooled M vs. T plots 
was found to increase with increase in size D as expected from theory. Variation of TB 
with applied field H was investigated in detail for the D=3.8 nm sample. Following 
theory, the data was found to fit the equation TB(H)=33[1-(H/Ho)]m with m=2 for lower 
fields and m=3/2 fo
For T>TB,  the plots of M vs. H were fit to the Langevin variation expected for 
superparamagnetism to determine µP, the magnetic moment per particle. The fits yielded 
µP=3500, 7500, 11000, 17000 and 25000 µB for the sizes D=3.8, 11.7, 15, 21 and 23 nm. 
Although the increase in µP with size D was understood qualitatively because the 
presence of larger number of atoms with increasing size, a satisfactory quantitative fit 
was not obtained. Temperature variation of the coercivity HC was investigated and it was 
found to decrease as TB is approached from the lower temperature. However HC does not 
become zero at TB as expected from theory, possibl
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unbloc
=3.8, 11.7, 15, 21, and 23 nm particles. As expected, Ta increased with 
increas
perature variations of the electron magnetic resonance (EMR) spectra at 
fm=9.28
ked larger particles resulting from the size distribution. Any presence of exchange 
bias for a field cooled sample to T<TB was carefully checked for D=3.8 nm sample with 
negative results. This confirmed the absence of NiO consistent with the XRD 
measurements. 
Temperature variations of the AC susceptibility χ' and χ'' were carried using the 
SQUID magnetometer at the measuring frequencies fm=0.1, 1, 99, 499 and 997 Hz. The 
blocking temperature TB as determined from the peaks in the χ'' vs. T data were first fit to 
the Néel-Arrhenius relation fm=foexp(-Ta/TB) and then to the Vogel Fulcher relation 
fm=foexp(-Ta/(TB-To)) to determine the quantities fo(attempt frequency), Ta(effective 
anisotropy temperature) and To representing any interparticle interaction. From a careful 
analysis of the data, fo=1.82×1010 Hz was derived for this system with To=0, 0, 6.6 and 
12.5 K for the D
e in D from which the variation of the effective anisotropy constant with size was 
determined. The absence of the interpaticle interaction (represented by To) for smaller 
particles and its weak presence for larger particles was verified by calculating the 
magnitude of the quantity Φ=ΔTB/[TBΔlog10fm] for the four particle sizes. Finally, the 
theoretical relationship between χ' and χ'' given χ''=C∂(χ'T)/∂T was verified by computing 
∂(χ'T)/∂T using the experimental χ' vs. T data and comparing it with the experimental χ'' 
vs. T data. 
Additional computational studies were done by computing χ' vs. T and χ'' vs. T 
from the theoretical equations for non-interacting particles using the parameters fo, Ta and 
TB determined above and fixed size D. Although the forms of the computed χ' vs. T and 
χ'' vs. T are somewhat similar to the ones obtained experimentally, the widths of the 
experimental curves are considerably larger. This is expected since the rather wide size 
distribution of experimental particle sizes were neglected in the computations. 
Computations including size distributions were found to be difficult to do. 
 Tem
 GHz were investigated for the D=3.8, 11.7, 15, 21 and 23 nm samples. In general 
three lines were observed with strong temperature variations of their EMR parameters 
e.g. the resonance field Hr, peak to peak linewidth ΔH and the line intensity I. To 
understand the origin of these lines, theoretical variation of the anisotropy for the cubic 
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symmetry of Ni with change in temperature and particle size was investigated and 
compared with the experimental variations. Narrow line 1 with temperature independent 
Hr and ΔH and Curie law variation of its intensity was identified with the EMR active 
defects in the SiO2 matrix. The dominant line 2 whose linewidth and lineshift and line 
intensity increase with decreasing temperature as approach to TB is associated with 
majority of the Ni particles. Finally weak line 3 with larger shifts in Hr is associated with 
larger particles or cluster of Ni particles. Identification of these lines based on the 
expected temperature and size dependence of the anisotropy is considered to be an 
important contribution to EMR studies. 
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APPENDIX I 
 
Calculations for Nickel Nanoparticles embedded in Silica matrix 
In this appendix calculations for 1, 5 and 15% Ni/SiO2 are done following the 
aper by [Leite et al, 2002] in order to prepare Ni NPs embedded in SiO2 matrix. Details 
f the calculations are shown below for the 3 samples. 
 
                                               15% Ni/SiO
 
 
p
o
  2 (14.8/85.2) 
 
Nickel Nitrate: Ni(NO3)2•6H2O,  M ) = 290.83, Mass (m) = 1 gm 
 
TEO
Mass of Silica = (SiO2 /(C2H5)4SiO4)×m = ((28.09 +2(16))/208.33)×4 gm = 1.15 gm 
 
3)×1 gm = 0.20 gm 
3 = 0.06001 mol 
2264 mol 
(2.65:1) or (0.06001:0.02264) 
0.01/59.99)×11.53 gm= 7.69 gm  
olecular Weight (MW
S: (C2H5)4SiO4  (MW) = 208.33,  m = 4 gm 
 
Citric Acid: C6H8O7 (MW) = 192.13, m = 11.53 gm 
 
Ethylene Glycol: C2H6O2 (MW) = 62.07, m = 7.69 gm 
 
Mass of Nickel = (Ni / Ni(NO3)2•6H2O)×m = (58.7/290.8
 
So we have 0.20 gm of Nickel in 1.15 gm of SiO2. 
 
Total mass: (1.15+0.20)=1.35 gm 
 
%Nickel = (0.20/1.35)*100 = 14.81% 
 
%Silica = (1.15/1.35)*100 = 85.19% 
 
The final nanocomposite was (Ni/SiO2) with composition (14.81/85.19). 
 
Moles of Ni(NO3)2•6H2O = mass / molar mass = 1/290.83 = 0.00344 mol 
 
Moles of TEOS = 4/208.33 = 0.01920 mol 
 
Moles of Citric Acid = 11.53/192.1
 
Total moles = 0.00344 + 0.01920 = 0.0
 
Citric Acid to metal(Ni+Si) ratio was 
 
Ethylene Glycol : citrate solution in mass ratio (40.01:59.99) which was 
(4
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                                                  1% Ni/SiO2 (0.7/99.3) 
ickel Nitrate: Ni(NO3)2•6H2O,  Molecular Weight (MW) = 290.83, Mass (m) = 0.05 gm 
EOS: (C2H5)4SiO4  (MW) = 208.33,  m = 4.95 gm 
itric Acid: C6H8O7 (MW) = 192.13, m = 13.63 gm 
.07, m = 9.19 gm 
ass of Silica = (SiO2 /(C2H5)4SiO4)×m = ((28.09 +2(16))/208.33)×4.95 gm = 1.43 gm 
.83)×0.05 gm = 0.01 gm 
3 = 0.07094 mol 
.02393 mol 
 (2.96:1) or (0.07094:0.02393) 
as 
0.27/59.73)×13.63 gm= 9.19 gm  
 
N
 
T
 
C
 
Ethylene Glycol: C2H6O2 (MW) = 62
 
M
 
Mass of Nickel = (Ni / Ni(NO3)2•6H2O)×m = (58.7/290
 
So we have 0.01 gm of Nickel in 1.43 gm of SiO2. 
 
Total mass: (1.43+0.01)=1.44 gm 
 
%Nickel = (0.01/1.44)*100 = 0.7% 
 
%Silica = (1.43/1.44)*100 = 99.3% 
 
The final nanocomposite was (Ni/SiO2) with composition (0.7/99.3). 
 
Moles of Ni(NO3)2•6H2O = mass / molar mass = 0.05/290.83 = 0.00017 mol 
 
Moles of TEOS = 4.95/208.33 = 0.02376 mol 
 
Moles of Citric Acid = 13.63/192.1
 
Total moles = 0.00017 + 0.02376 = 0
 
Citric Acid to metal(Ni+Si) ratio was
 
Ethylene Glycol : citrate solution in mass ratio (40.27:59.73) which w
(4
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                                                5% Ni/SiO2 (3.5/96.5) 
lecular Weight (MW) = 290.83, mass (m) = 0.25 gm 
EOS: (C2H5)4SiO4  (MW) = 208.33,  m = 4.75 gm 
itric Acid: C6H8O7 (MW) = 192.13, m = 13.63 gm 
thylene Glycol: C2H6O2 (MW) = 62.07, m = 9.09 gm 
ass of Silica = (SiO2 /(C2H5)4SiO4)×m = ((28.09 +2(16))/208.33)×4.75 gm = 1.37 gm 
0.83)×0.25 gm = 0.05 gm 
3 = 0.07094 mol 
.02393 mol 
 (2.96:1) or (0.07094:0.02393) 
as 
0.01/59.99)×13.63 gm= 9.09 gm  
 
Nickel Nitrate: Ni(NO3)2•6H2O,  Mo
 
T
 
C
 
E
 
M
 
Mass of Nickel = (Ni / Ni(NO3)2•6H2O)×m = (58.7/29
 
So we have 0.05 gm of Nickel in 1.37 gm of SiO2. 
 
Total mass: (1.37+0.05)=1.42 gm 
 
%Nickel = (0.05/1.42)*100 = 3.5% 
 
%Silica = (1.37/1.42)*100 = 96.5% 
 
The final nanocomposite was (Ni/SiO2) with composition (0.7/99.3). 
 
Moles of Ni(NO3)2•6H2O = mass / molar mass = 0.05/290.83 = 0.00017 mol 
 
Moles of TEOS = 4.95/208.33 = 0.02376 mol 
 
Moles of Citric Acid = 13.63/192.1
 
Total moles = 0.00017 + 0.02376 = 0
 
Citric Acid to metal(Ni+Si) ratio was
 
Ethylene Glycol : citrate solution in mass ratio (40.01:59.99) which w
(4
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APPENDIX II 
 
Derivation for AC Susceptibility χ' and χ'' 
 
In this appendix the derivation for the ac susceptibility has been done in detail. 
he equations for the ac susceptibility have been obtained from the paper by [Andersson 
t al, 1997]. In this derivation we derive the expression for the in-phase and out-of-phase 
c susceptibility of a particle in the presence of a small field with random particle easy 
xes where we start by considering the relation for energy given by: 
                                           
 
T
e
a
a
( ) iiSiii VMnV ii BKE r⋅−⋅ μμ ˆˆˆ 2−=                                        (II.1). 
Here the first term  from the moment 
not lying along th second term is the 
eema
in the energy comes from the anisotropy that arises
e direction of the easy magnetization axis. The 
 
Z n term that comes from the magnetic moment placed in an external magnetic field. 
iμˆ  is the unit vector along the direction of the magnetic moment given by iiSi VM μμ ˆ=r , 
inˆ  is unit vector along the easy magnetization axes, K  is the anisotropy constant, iV  is 
the particle volume, SM  is the saturation magnetization and aH  is the applied field 
r
with zHB aoi ˆμ= . 
The figure below gives the direction of the magnetic moment, easy magnetization 
axis and the externally applied field with respect to one another defined by the angles iψ  
between the easy magnetization axis and the external field and the angle iα  between the 
ma
 
 
gnetic moment and the easy magnetization axis. 
 
 i
μr
inˆ
iα
iψ
 
 
 
iB
r
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We can rewrite the expression for energy as:  
                                  ( ) ( )]cos)([cos2 iiiSiii BK
MKVE αψα −+−= r                         (II.2). 
inimizing the energy with respect to the angle 
  
M iα  gives: 
                      ( ) ( ) ( )]sin)(sincos2[ iiiSiii
i
i B
K
MKV
d
dE αψααα −+−−=
r
                   (II.3) 
here in order to obtain the points of inflection that will give the energy minimum we 
alculate 
w
0=c
idα
idE  thus obtaining the expression: 
  ( ) ( ) ( ]sin)(sincos2 iiiSii BK
M αψαα −= )r                                                           (II.4). 
( )aoSiS HMBMx μ== KK
r
 to obtain: We can set 
                              ( ) ( ) ( ) ]sincoscos[sincossin2 iiiiii x αψαψαα −=                   (II.5). 
 
Magnetic field is 90o or 270o from  the easy magn
CASE I  
etization axis 
 
m the easy axis A. Magnetic field 90o fro
This can be done by setting ( ) 0cos =iψ , and considering the fact that the 
magnetic moment lies close to the easy m gnetization axis implying a ( ) ii αα =sin  and 
( ) 1cos =iα  for small iα . For the magnetic field corresponding to 90o
duces to
 from the easy axis, 
 re ( ) ( )ii x ψα sin=sin2  giving ( )ψα1 = sin2
x  . The corresponding energyEq. (II.5)
is then given by: 
( ) ( ) ]sin
2
cos                            si
2
([cos1 ⎜⎝−= KVE n
2 ⎟⎠
⎞⎜⎝
⎛ −+⎟⎠
⎞⎛ ψψψ xxx                   (II.6). 
This expression then simplifies to:     
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( )( )           ( ) ( ) ( ) ( ) ]sinsinsinsin
2
sincos
2
1
2
1[ ⎤⎣
⎡ ⎟⎞⎜⎛+⎟⎠
⎞
⎝
⎛++−= ψψψψ xxxxKVE  
2
coscos1 ⎥⎦⎢ ⎠⎝⎜ψ
             ( )( ) ( ) ( ) ( ) ( ) ]sin
2
sinsinsin
2
coscossinos
2
1
2
1[ ⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛ +++− ψψψψψc= xxxxxKV  
             ( ) ( ) ( )]
2
sincos
2
1
2
ψψ sin1[ ψ xxx ++  
           
KV +−=
                          ( )]cos1[
1
ψxKVE +−=                                               (II.7).     
o xis                           
For the magnetic field corresponding to 270o from the easy axis the angle 
 
B. Magnetic field 270  from the easy a
( )ψπα sin
22
x−= . The corresponding energy is then given by: 
                      ( ) ( ) ]sin
2
cossin
2
[cos22 ⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −−+⎟⎠
⎞⎜⎝
⎛ −−= ψπψψπ xxxKVE  
 ( )( ) ( ) ( ) ( ) ( ) ]sin
2
sinsinsin
2
sin2cos
22
[ ⎥⎦⎠⎜⎝⎟⎠
−+−−+−= πψψπ xKV coscos11 ⎤⎢⎣
⎡ ⎟⎞⎛⎞⎜⎝
⎛+ ψπψψ xxx  
( )( ) ( ) ( ) ( ) ( ) ]sin
2
sinsinsin
2
coscossin2cos
2
1
2
1[ ⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛ +−+−+− ψψψψψπ xxxxKV  =
( )( ) ( ) ( ) ( ) ( ) ]sin
2
sinsinsin
2
coscossincos
2
1
2
1[ ⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛ +−+ ψψψψψ−= xxxxx  KV
  ( ) ( ) ( )]sinsincos ψψψ
22
1
2
1[ xxx +  KV −+−=
                                      ( )]cos1[2 ψxKVE −−=                                             (II.8).    
CASE II 
agnetic field is 0o or 180o from  the easy magnetization axis 
By setting 
M
( ) 0sin =iψ , which means that the magnetic field is 0o or 180o from  the 
easy ma act that the magnetic moment lies close to 
the easy ma  implying 
gnetization axis, and considering the f
gnetization axis ( ) ii αα =sin  and ( ) 1cos =iα  for small iα . Eq. 
(II.5) reduces to ( ) ( )ixi ψα coscos2 −= from where we can obtain Sα . The next few lines 
ow the calculash tion for Sα . 
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 ( )ii x ψαπ cos                                            2 ⎠⎝sin2 −=⎟
⎞⎜⎛ −  
                                           ( )ii x ψαπ cos22 −=⎟⎠
⎞⎜⎝
⎛ −  
                                            ( )
2
cosψπα S x+=
The correspondin  by: 
 
g energy is then given
                  ( ) ( ) ]cos
22
coscos
22
[cos2 ⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ +−+⎟⎠
⎞⎜⎝
⎛ +−= ψπψψπ xxxKVES  
( )( ) ( ) ( ) ( ) ( ) ]cos
22
sinsincos
22
coscos
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎠⎜
⎜
⎝
⎛ +++ ψπψψπψ xxxcoscos
2
1
2
1[ ⎟⎟
⎞+++−= ψπ xKV
( )( ) ( ) ( ) ( ) ( ) ]cos
2
cosncos
2
sins11 ⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛ + ψψψψ sicocoscos
22
[ −−−= ψ xxxKV x  x
( ) ( ) ( )]sincos
2
cos
22
[ 11 ψψψ xxxKV ++−−=  
                                             ( )ψsinKVxE −=s                                                   (II.9).    
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The following diagrams show the possible configurations and the energy values 
alculated for the corresponding angles from 
1
E , 
2
E and 
s
Ec  relations.                                                      
   
   
KVEx
KVEx
−=−=
−==
2,22
1,21
πα
α
                                                    
KVEx
KVEx
−=+=
−=−=
2,22
1,21
πα
α
 
 
 
 
                  0,
22 1
=+= ExS πα                                                 0,22 1 =−= E
x
S
πα  
B
r
μr
1
nˆ μr nˆ
1α
090=ψ
α
2α
μr
B
r
μr
Sα
00=ψ
nˆ
B
r 0270=ψ
2α
μr
nˆ
S
0180=ψ
μrα
B
r
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We calculate the z-component of the particle magnetization along the direction of the 
external magnetic field for the angle ( )ψα sin
21
x=  denoted by m1 starting from:  
                                           ( )11 cos αψ −= SMm  
( ) ( ) ( ) ( )( )11 sinsincoscos αψαψ += SM                                                  
( ) ( )( )1sincos αψψ +≈ SM                                                  
( ) ( ) ⎟⎠
⎞⎜⎝
⎛ +≈
2
sincos 21
xMm S ψψ                                                                        (II.10).    
or the angle ( )ψπα sin
22
x−= , m2 can be obtained as: 
                                   
F
( )22 cos αψ −= SMm    
                                         ( ) ( ) ( ) ( )( )22 sinsincoscos αψαψ +=  SM
( ) ( ) ( ) ( ) ⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −+⎟⎠
⎞⎜⎝
⎛ −= ψπψψπψ sin
2
sinsinsin
2
coscos xxM S                                           
( ) ( ) ( ) ( )⎜⎜⎝ ⎟⎠⎜⎝+⎟⎠−= ψψψ sin2sinsinsin2M S                                         ⎟⎟⎠
⎞⎛ ⎞⎛⎞⎜⎝
⎛ψ coscos xx  
   ( ) ( )⎟⎠
⎞⎜⎝
⎛ +−≈ ψψ 2sin
2
cos xM S                                        
( ) ( )⎟⎠
⎞⎜⎝
⎛ +−≈ ψψ 2                                    2m sin2cos
xM S                                  (II.11).    
ation for  particles  with singNéel Arrhenius equ le attempt frequency is given by 
TBk
aE
eff o a
−=  with fo as the attempt frequency and E  as the activation energy barrier. 
We define the relaxation rate as τ=1/fo in order to obtain: 
                                                  so TBk
aE
eoττ =TBk
aE
e
o
−= ττ
11                                  (II.12).    
In order for the moments at the saddle points to cross the energy barrier with the same 
 along the direction of the magnetic field we define:          attempt frequency and to align
 109
                                                  
( ) ( )
TBk
ESE
TBk
ESE
ee oo
21 −−
+= τττ                                  (II.13).                           
oint τ would simply be TBk
E
TBk
E
ee oo
21 τττ +=In the absence of a saddle p  for particle 
moments lying in the directions corresponding to α1 and α2  and their energy barriers 
g for energies obtained and tak
          
being E1 and E2. Substitutin ing in account the low x-limit: 
 ( )( ) ( )( )
TkTk
e
⎠⎝⎠⎝
B
xKVKVx
B
xKVKVx
e
o
⎟⎞⎜⎛⎟⎞⎜⎛ −−−−−+−−−−
+
= ψψψψ
ττ
cos1sincos1sin
    
                                  TBk
KV
eo
2
τ
TBk
KV
TBk
KV
ee
o
−− +
= ττ ;  τ =                     (II.14). 
In order to calculate the fraction of moments that lie in the m1 direction we define: 
                               ( )
TBk
EEneq 12
1
−−=  so if  2
1,21 == eqnEE  
e1+
                                    ( )
TBk
xKVxKV ))cos1(()cos1(
1
ψψ +−−−−−=  
e1+
                                  ( )
TBk
KVxKVKVxKV
e
ψψ coscos
1
1
+++−−
+
=  
( )
TBk
KVx
e
ψcos2
1
1
−
+
=                                                                                    
 
           
1
cos22
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −≈
TBk
KVx ψ
⎟⎟⎠
⎞⎛ KVx ψcos1
eqn
TBk
KVx ψcos211 −+
≈ 1
TBk
KVx ψcos22
1
−
≈ ⎜⎜⎝
+≈
TBk
1
2
 
e expansion for
                                         
Where we have used th x+=1  in order to obtain:  ex
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +≈
TBk
KVx
eqn
ψcos1
2
1                                          (II.15). 
 110
τtetP −=)(  ( ) (t)Pnntn eqeq )(
2
1 −+=+ ; where The fraction of moments are given by 
denotes that the magnetization has not switched after a time t, so the expression becomes 
τ( ) tenntn eqeq −−+=+ )( 1 n is given by multiplying the fracti
2
. The magnetizatio on of 
oments that lie in the m1 times the moments in that direction plus m2 times the fraction 
of moments that lie in the other direction represented by m(t) below: 
                                
m
( ) 21 ))(1()( mtnmtntm ++ −+=            
( )
)](sin
2
)cos([)])
2
1((1[)](sin
2
)[cos(])
2
1([
2x
2
ψ
ψτψψτ MteeqneqnxMteeqneqntm SS
+
−−−+−++−−+=
))(sin
2
)cos()()
2
1(()(sin2 τψ teeqneqn
x −−−+−+
2
)cos()(sin
2
)
2
()(sin
2
)cos()
2
()cos([
2
2
.
ψψ
ψψψψτψ
x
eeqn
eqnteeqneqnM S
+
−−++−−+= 11 2τ xt−
)(2sin)1())(2sin)cos()1( ψτψψτ xtenxnten −−−−−−
2222
)cos()(2sin
2
)
2222.
ψψ
ψ
eqeqeqeqn
x
S
+++
cos()(2sin)1()(2sin)cos()1()cos([ ψτψψτψ xteeqneq
nt
eeqneqnM −−−++−−+=
])1(11 τteeqneq
n −−−−+
2222
)
2
(
22
)(( τψ teeqn −−+ 112sin))2
1(1)
2
1()([cos( ττψ eq
n
x
t
eeqneqn
t
eeqneqnM S +
−−++−−−+=
)](sin
2
)1)21(2)([cos( 2 ψτψ xteeqneqnM S +−
−−+=  
)](sin
2
)1)(12)([cos()( 2 ψτψ xteeqnMtm S +
−−−=                                            (II.16). 
Using the expression ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +≈
TBk
KVx
eqn
ψcos12 and ( )aoSiS HK
MB
K
Mx μ== r  in m(t) 
reveals:                         
                           )](2sin
2
1
)1()(2[cos
2
)( ψτψμ +−−= te
TBk
KV
K
aHMtm
So               (II.17). 
Since the easy axis can be randomly oriented we need to average over ψ.         
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APPENDIX III 
 
Derivation for Anisotropy Field 
 
 In this appendix a part of the calculation for the temperature dependence of the 
anisotropy field is followed up on from Eq. 6.8 given below leading to Eq. 6.9 and Eq. 
6.10 from chapter 6. The equations have been followed up from the paper by [Biasi et al, 
1978].    
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he energy of a sample in the presence of an external magnetic field is given by: T
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where θ is the angle between mo eld. Neglecting the discreteness 
of the allowed energy levels and c r all positions. 
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Axial symmetry (n=2): 
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Cubic symmetry (n=4): 
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Upon substituting the Eqs. (III.5), (III.8) and (III.11) in (III.1) one obtains the case for 
axial and cubic symmetry. 
 
