With a bandwidth of 19.4 Mbps, the DTV channel has the potential to be an extremely valuable broadcast resource, yet television's traditional use of distributing video programs to viewers does not sufficiently exploit this capability. In order to realize DTV's true potential, the DTV channel should be considered more generically as a network resource, and the potential services and applications explored. In this paper, we present a basic Data Broadcast application for automatically augmenting video news programs with auxiliary information, and then discuss a general architecture of creating a broadcast edge server. Like its Internet counterpart, the broadcast edge server provides an edge located storage system for efficiently delivering applications and content to DTV receivers while allowing the real-time pass-thru of Internet and Broadcast content as required.
INTRODUCTION
The transition to Digital Television [1, 2] has progressed with an optimism about the new services which will be enabled but restrained by a concern as to the true viability of these services. With a bandwidth of 19.4 Mbps, the DTV channel has the potential to be an extremely valuable broadcast resource, yet television's traditional model of distributing video programs to viewers fails to exploit this capability. In order to realize DTV's true potential and define economically viable solutions applications and business models should be designed where the DTV channel is considered to be a pure network resource. Some of these applications may require the generation or selection of data content for distribution, while others may truly offer basic services such as the efficient transport of web pages and other media over the DTV channel.
THE NATURE OF DATA BROADCASTING APPLICATIONS
As wired Internet and DTV Data Broadcasting mature and converge, content providers will face the challenge of determining how to target content and distribute their assets. Television has traditionally offered the ability to broadcast content at high bandwidth with a high quality of service to a broad audience. The wired Internet has traditionally offered interactive, point-to-point data services at lower bandwidths and a lower quality of service to primarily individual users. While the Internet is attempting to, and may, evolve to a high bandwidth, high quality of service distribution network, it is certainly a more efficient infrastructure for unicast applications when compared to a broadcast architecture such as television. Similarly, television (terrestrial and cable) is attempting to, and may, evolve to support unicast applications. It, however, is more efficiently used for broadcast type applications. Regardless of how these two networks evolve, content providers and service operators will want to distribute their content in the most effective and efficient way. The method for distribution may be static, or may need to change dynamically, according to parameters such as the size and location of the audience. We propose the creation of 
Augmenting Video News Programs
Our first example is an application for a DTV Edge Server which locates data content to augment a video news program [3] . Today, video program material is manually selected for broadcast by program directors. This is possible since a only a small number of programs are scheduled for broadcast in any 24 hour period. Data broadcast, however, will typically involve a very large number of small pieces of information. In the general case, a broadcaster will face the challenge of simultaneously scheduling and broadcasting a number of video streams in parallel with a number of data streams, where the data streams may or may not be associated with the video streams. Thus, a large number of data chunks will need to be identified and scheduled for broadcast during each 24 hour period. This should be done in a way which maximizes the usefulness of the data being broadcast. It will therefore be critical to have the ability to automatically find and select this data. For instance, it may be desirable to augment video programs with supplemental information that is of relevance to the original program.
One application is the distribution of data channels which are tightly coupled to a video program.
In this example, a data channel needs to be created for augmenting a video news program with supplemental news stories. Prior to broadcast, the information sources are "crawled" and summaries are created to facilitate quick searches of these sources. (Our system is capable of creating XML summaries on Lotus databases and web sites.) As the news program is broadcast, the server automatically generates a transcript of the audio track (using speech recognition technology), and then extracts named entities (e.g., proper names, as well as concepts) from the transcript text. Segments of video are also categorized by topic using an analysis of these names. These names and topic descriptors are then used to formulate queries, which are in turn used to search through the information sources for news stories or other items that are of relevance to the news broadcast. Once the search is completed, the information discovered is ranked and then selected for broadcast.
For example, suppose a news program segment features President Clinton speaking about the prospects for peace in the Middle East. The named entities such as President Clinton, peace and Middle East would be extracted and used to formulate queries. These queries would be used to search through news wires and databases, producing items such as Clinton's biography, recent Clinton speeches on the Middle East and timely news stories on the status of peace in the Middle East. The items discovered would be ranked and selected according to their relevance to the news segment. Once selected, the data would be reviewed for appropriateness, scheduled for broadcast and, at the appropriate time, sent to an IP encapsulator where it is segmented into MPEG-2 packets. These packets are then sent to a multiplexor where the MPEG-2 packets (of data) are multiplexed with the MPEG-2 video packets and then broadcast in a single MPEG-2 Transport Stream. These steps are illustrated in the flow chart depicted in Figure 1 . There are two clients that have been created for this data broadcast application: a client for the broadcast server to monitor the selection and transmission of data and a user client for viewing the video program and associated data. The broadcast server client allows studio personnel to view the video program as it is being broadcast as well as monitoring the transcript being generated by the speech recognizor. Separate windows show the keywords that have been extracted from the transcript, topics that have been identified and the data items that were discovered as a result of the information search.
The user client allows viewers to watch the video program and gain access to the accompanying data. Since there may be a large volume of data, the user has the option of creating a personal profile which identifies the type of information which is of interest to the user. The client station will then filter the associated data and will store / display only the information of interest to the viewer. If enabled, the client machine will also display the video program along with the titles of the news stories (information items) which were received. The user can then select a particular news story by title in order to view the full text of the story.
The PC screen in Figure 2 is an example of a client application user interface receiving a news program augmented with text-based news stories. An anchorman for the IBM news channel is reading news stories on-air. At the broadcast studio, the news program is analyzed in real-time, queries are formulated, databases are searched and other text-based news stories are selected, ranked and scheduled for broadcast. As the broadcast is received by the PC, the titles of the textbased news stories are displayed next to the video and the stories themselves are locally cached. A user can then simply select one of these titles and the entire text news story will be displayed.
In general, the information streams created can be independent channels with a particular theme, or can supplement video, data and/or audio streams with additional information. For example, a financial data channel may consist primarily of stock quotes. As the ticker is transmitted, it may be analyzed to search for large volume and/or price swings. Once a stock is identified, news wires may be searched to determine if there is any breaking news on the company. Any news story found may be selected for broadcast and multiplexed into the financial channel. Together, applications such as these will enable broadcasters to take the first steps to utilizing DTV's data broadcast capabilities. 
Adding Interactivity
Our second example illustrates the coordinated use of the wired Internet and DTV channels.
Assume an MTV program is to be broadcast, together with a catalog of CDs available for purchase, to a broad audience. It is desired that the user be able to browse the catalog, optionally access detailed information on each CD (including short audio clips from the album) and complete a transaction to purchase one or more of the CDs. This can be accomplished, to some degree, over the wired Internet, or over digital television (with the exception of the actual commerce transaction). The decision on which resource to use should be made by analyzing the cost of each transport mechanism and then routing the content to the least expensive resource. For instance, the most efficient method for distributing the video program is likely to be the terrestrial DTV channel, as would be the case for the catalog, which is desired to be transmitted to the entire audience. The detailed information on each CD, however, should most probably be distributed over the Internet, as it is assumed to be needed by only a small percentage of the audience. If, however, the server encounters many requests for the information, it may be more desirable to broadcast the detailed information to the entire audience and then filter the information at the client. Thus, it may be desirable to route the distribution of this data to the DTV channel rather than the wired Internet. This is just one example of the advantages which dynamic routing capabilities will generate. The architecture to accomplish this is further described below.
THE DTV EDGE SERVER
The issues raised in the previous section may be addressed by the effective use of a DTV Edge Server. This component is required to tackle several orthogonal issues: the decision as to what material should be delivered, where it should be stored, the schedule under which it is to be delivered and a mechanism for the delivery of the material over the two channels.
Architecture
An architecture diagram in support of this model is provided in Figure 3 and shows a client system receiving a broadcast transmission of material from a broadcast server system. The client is also connected to the Internet via a bi-directional channel. The material is delivered predictively (i.e. in anticipation of its need by one or more clients) from the DTV Edge Server in Referring again to Figure 3 , the system architecture is composed of a Broadcast Side Server and a Client Side. The Broadcast server-side is composed of the DTV Edge Server which contains data that is to be broadcast in accordance with a continuously updated schedule. The DTV Edge Server receives input from a variety of sources for example broadcast games, broadcast software, popular web pages and other information on the web. The material available to the DTV edge server may be obtained over the Internet from a variety of web sites or from Internet caching edge servers. The material to be stored is selected based on profiles as determined by the Broadcast Profiler in order to maximize some optimization function or algorithm such as station revenue. The material will typically be carouseled (i.e. repeated periodically) in the downstream channel with a frequency again based on some optimization function or algorithm (not described here). The output of the DTV Edge Server will be included in the broadcast channel (e.g. MPEG-2 Transport Multiplex) via a station device such as an Emission Multiplex. The data may be inserted opportunistically or may be synchronized with the program material in some way. The output of the emission multiplex is sent to the transmission channel, e.g. DTV transmitter, for delivery to the user. The Client Side is composed of a receiver/demodulator from which is derived the broadcast transmission stream. This is delivered to a Set Top Box (STB) or Computer, i.e., a processing device with attached local cache for material that the user has already seen and with a broadcast cache for material that is predicted to be of interest to the user. These two components may be physically combined without loss of generality.
Broadcast Profiler
The content is delivered using a "push" model by the DTV edge server based on a Broadcast Profile. The client stores a subset of this material based on a Client-side Profile. Notice that the Broadcast Profile dictates the universe of possible material that can be cached by the Client, the User Profiler defines some subset of this. The client "pulls" material by having requests processed by the local cache before the request is sent out on the lower speed (Internet) channel. The decisions regarding which material is to be saved in the broadcast cache is decided based on the User Profiler (software) component of the STB/Computer. The client is connected via a Bidirectional/back channel to the Internet thus completing the loop. This permits various levels of 
DTV Edge Server Cache Operation
In existing web based communications, a typical web request is processed according to the flow chart as depicted in Figure 4 (Left Side). From within a browser (or some other Web accessing component), the users requests a URL. The browser first checks to see if this request can be satisfied from the local cache and, if so, responds to the users request with the locally stored material. If the material is unavailable from a local cache, a request for the material is instead issued to the relevant web host using the http protocol, this request may be intercepted by a Web Edge Server Cache (e.g. Akamai server) which then checks to see if this request can be served from its local cache. Again, if the request can be serviced, the user is provided with the cached material thus speeding up the response time and reducing Internet traffic. If the request cannot be serviced by the Edge Cache the request continues to the host site which returns the relevant material. The material is then viewed by the user. This entire sequence is depicted by steps (1), (3), (4) in Figure 3 .
The sequence of steps for using the broadcast cache is similar to that above sequence as depicted in Figure 4 (Right Side). However, in the event that the URL is not located in the local cache, the next step is for the browse (or similar component) to check the broadcast cache. This cache is filled on a continuous basis with material from the broadcast channel in accordance with the users profile by the User Profiler of Figure 3 . The cache is presumed to contain material that the user is likely to view in much the same way as the local cache contains material that the user has already viewed. In the event that the material requested is located in the cache the material is provided immediately to the user greatly speeding their perceived access to the web. In the event that material is not located within this cache either, the steps corresponding to a regular web access are followed. This entire sequence is also depicted by steps (1), (2), (3), (4) in Figure 3 . Figure 4 . A typical web request in which the URL is processed as opposed to one in which a broadcast cache is also used. The benefit of this approach is that users apparent access to the web is again faster than that of the Web Edge Server model since the material has been preemptively loaded over the broadcast channel.
Using the Broadcast Edge Server for Non-Cached Events
In addition to the many benefits described above, the broadcast edge server can be used to deliver other sorts of information material. For example, the broadcast DTV edge server and associated broadcast cache has the ability to include common materials that might be relevant to many users simultaneously or near simultaneously with the differences being sent over the bi-directional link. For example, an interactive game might be used by many hundreds of users at the same time, in this situation, the broadcast channel is used to deliver the common content (e.g. background scenes etc.) to all of the users at once, while the user specific dialogues take place over the point to point link.
Performance Issues and General Applicability
It is recognized that there are tradeoffs associated with the performance of the system as it pertains to the size of the clients broadcast cache, the usage patterns of the users and the amount of data that is sent from the broadcast edge server as a function of the multiplex. In general, the larger the broadcast cache, the more material that will be available to the client without the need to go to the web. In the limit, one might argue that this would correspond to having a Web cache for each client. A more typical value would be several megabytes. Again, in general, the more closely correlated the usage pattern of many users, the more effective the approach. This is because the broadcast channel reaches many users at once and therefore is more effectively filling their caches if they have much in common. Notice, however, that each users interests will vary somewhat, so, only some fraction of the carousel material from the broadcast edge server will be applicable to any one user, e.g. the total broadcast edge server carousel might be 150MB; the users cache only 20MB of this, but a different 20MB for various users. Finally, the broadcast operator has a choice as to how much material should be put into the service multiplex. In general, the more material, the more efficient the system.
CONCLUSIONS
In this paper we have made a case to recognize the strengths and weakness of two currently competing transport media, the Internet and the Broadcast channel and have developed a system architecture that capitalizes on the strengths of both by using a Broadcast DTV Edge Server. We 
