The modulational instability of perturbed plane-wave solutions of the cubic nonlinear Schrödinger (NLS) equation is examined in the presence of three forms of dissipation. We present three families of decreasing-in-magnitude plane-wave solutions to this dissipative NLS equation. We establish that all such solutions that have no spatial dependence are linearly stable, though some perturbations may grow a finite amount. Further, we establish that all such solutions that have spatial dependence are linearly unstable if a certain form of dissipation is present.
Introduction
The (2+1)-dimensional cubic nonlinear Schrödinger (NLS) equation is given by iψ t + αψ xx + βψ yy + γ|ψ| 2 ψ = 0, (1) where α, β, and γ are real constants, ψ = ψ(x, y, t) is a complex-valued function, and the subscripts represent partial derivatives. Among many other physical situations, the NLS equation arises as an approximate model of the evolution of a nearly monochromatic wave of small amplitude in pulse propagation along optical fibers (αβ > 0) [16] , in gravity waves on deep water (αβ < 0) [3, 11] , and in Langmuir waves in a plasma (αβ > 0) [19] . As a description of a Bose-Einstein condensate, the NLS is known as the GrossPitaevskii equation (αβ > 0) [20, 14] .
The NLS equation does not contain any terms that represent dissipation. There are many generalizations of the NLS equation that contain dissipative terms including those presented in [17, 4, 21, 22, 24] . We consider the following equation which we refer to as the dissipative nonlinear Schrödinger (DissNLS) equation, iψ t + (α − ia)ψ xx + (β − ib)ψ yy + (γ + ic)|ψ| 2 ψ + idψ = 0.
Here ψ = ψ(x, y, t) is a complex-valued function, α, β, γ, a, b, c, and d are real constants with a, b, c, and d all nonnegative. Davey [10] gives a general argument for dissipative terms of the forms given in equation (2) when the NLS equation is used as a model of weakly nonlinear surface waves. Lake et al. [15] generalize the NLS equation to include dissipation in a physical system by adding the idψ term. Blennerhassett [4] derives an equation similar to equation (2) from the Navier-Stokes' equations for a free surface flow with viscous free surface boundary conditions. Segur et al. [22] add the idψ term in order to account for the effects of weak dissipation. They show strong agreement between the mathematical theory and a series of physical experiments. Our work is motivated by Bridges & Dias [5] in which equation (2) is examined from a different mathematical perspective.
Equation (2) can also be thought of as a generalization of the complex GinzburgLandau (CGL) equation [13, 2] . Note that we require d ≥ 0, while d < 0 in the most common form of the CGL equation. All quantities in equations (1) and (2) are dimensionless. We consider both the NLS and DissNLS equations with periodic boundary conditions.
where L x and L y are the periods of ψ in the x-and y-dimensions respectively. In general, the DissNLS equation does not conserve the L 2 per norm. Specifically, the L 2 per norm is nonincreasing in t and
Solutions
The NLS equation admits plane-wave solutions of the form
where ψ 0 , k, l, and ξ are real constants. The magnitude of any such solution is constant.
The DissNLS equation admits four families of plane-wave solutions of the form
where ψ 0 , k, l, and ξ are real constants, and ω r (t) and ω i (t) are real-valued functions. Substituting equation (6) into equation (2), separating into real and imaginary parts, and simplifying gives
where prime represents derivative with respect to t. This system admits four different solutions depending on the parameter values. In each of the following cases, the constants of integration were chosen so that these solutions limit to the plane-wave solutions of the NLS equation as a, b, c, d limit to zero.
• Case 1: c = 0 and ak 2 + bl 2 + d = 0 The solution of the system of equations given in equation (7) is ω r (t) = 0, (8a)
The magnitude of any of these solutions is constant in t. The NLS solutions given in equation (5) are a subset of these solutions.
• Case 2:
c > 0 and ak
The magnitude of any of these solutions decays to zero as t −1/2 . • Case 3: c = 0 and ak
The magnitude of any of these solutions decays to zero exponentially.
• Case 4:
If a > 0, then the magnitude of DissNLS solutions of the form given in equation (6) with k = 0 decays to zero faster than the magnitude of solutions with k = 0. Similarly, if b > 0, then the magnitude of DissNLS solutions of the form given in equation (6) with l = 0 decays to zero faster than the magnitude of solutions with l = 0. These differences between spatially-independent and spatially-dependent solutions are related to equation (4) and play an important role in the calculations below.
In Sections 2.1-2.3, we establish that if c and/or d is positive, then all spatiallyindependent plane-wave solutions of the DissNLS equation are linearly stable regardless of the signs of α, β, and γ. We establish that if a > 0 and b > 0, then all spatially-dependent plane-wave solutions of the DissNLS equation are linearly unstable regardless of the signs of α, β, and γ. Further, we establish that the most unstable mode is directly related to the spatially-independent plane-wave solution. We corroborate these results numerically in Section 3.
Stability analysis
The stability of plane-wave solutions of the CGL equation with d < 0 has been well studied [18, 23, 6, 2] . To our knowledge the stability of decreasingin-amplitude plane-wave solutions of the DissNLS equation of the forms given in cases 2 through 4 has not been examined in as much detail.
Case 1: c = 0 and ak
In order to study the linear stability of solutions of the form given in equation (6) with ω r (t) and ω i (t) defined in equation (8), we consider perturbed solutions of the form
where is a small real parameter and u(x, y, t) and v(x, y, t) are real-valued functions. This case is a (minor) generalization of the work by Zakharov [26] and Davey & Stewartson [11] in which the stability of plane-wave solutions of the NLS equation is examined.
Substituting equation (12) into equation (2), linearizing, and separating into real and imaginary parts leads to a pair of coupled, constant-coefficient partial differential equations (PDEs). Without loss of generality, assume
v(x, y, t) =V e ipx+iqy+Ωt + c.c.,
whereŪ ,V , and Ω are complex constants, p and q are real constants, and c.c. denotes complex conjugate.
If Ω has a positive real part, then the perturbations u and v grow exponentially in t and the unperturbed solution is said to be linearly unstable. After substituting equation (13) into the PDEs, the system simplifies to the following pair of algebraic equations
In order for this system to have a nonzero solution, Ω must be chosen to satisfy
• (Ω ± ) does not depend on k or l. ( (Ω) denotes the real part of Ω.) This establishes that the spatial dependence of the unperturbed solution plays no role in the growth rate of this instability.
• If γ = 0 or if (αβ ≥ 0 and (αγ < 0 or βγ < 0)) then the term under the square root in equation (15) is negative and thus (Ω − ) = (Ω + ) ≤ 0. Therefore all corresponding solutions are linearly stable.
• In the NLS case, for all other choices of α, β, and γ there exists a region of (p, q)-space for which Ω + has a positive real part. Therefore all corresponding solutions are linearly unstable. The maximal growth rate (i.e. the maximal real part of Ω + ) is |γ|ψ 2 0 .
• In the DissNLS case, for all other choices of α, β, and γ, there exists a region of (p, q)-space for which the term under the square root is positive. This establishes (Ω − ) < (Ω + ) with (Ω − ) < 0. There may or may not be instability depending on the parameter values. However, any instability that arises from the DissNLS equation in this case has a maximal growth rate less than or equal to |γ|ψ 2 0 .
Case 2: c > 0 and ak
In order to study the linear stability of DissNLS solutions of the form given in equation (6) with ω r (t) and ω i (t) given in equation (9), we consider perturbed solutions of the form (2), linearizing, and separating into real and imaginary parts leads to a pair of coupled PDEs that have constant coefficients in x and y. Without loss of generality, assume u(x, y, t) = U(t)e ipx+iqy + c.c.,
v(x, y, t) = V (t)e ipx+iqy + c.c., (17b) where U(t) and V (t) are complex-valued functions and p and q are real constants. After substituting equation (17) into the PDEs, the system simplifies to
where the constant matrix A and B(t) are defined by
If αp 2 + βq 2 = 0, then the solution to the system in equation (18) is
where c 1 and c 2 are complex constants. Since c > 0 in this case, neither the magnitude of U(t) nor the magnitude of V (t) increases.
If αp 2 + βq 2 = 0, then the system given in equation (18) has the following solution
, U is the confluent hypergeometric function of the second kind and L is the associated Laguerre polynomial [1] . The magnitudes of U(t) and V (t) decay to zero (while oscillating) because the arguments of U and L are purely imaginary. Therefore, since there do not exist any u or v that grow without bound, all plane-wave solutions defined by equation (9) are linearly stable.
Cases 3 and 4: c ≥ 0 and ak
In this section, we consider the stability of the case 3 and case 4 solutions simultaneously. In order to study the stability of these solutions, we consider perturbed solutions of the form given in equation (16) with ω r and ω i defined in equation (10) or (11) . Substituting the perturbed solution into the DissNLS equation and assuming that u and v are defined in equation (17) leads to
where the constant matrix A and B(t) are given by
To our knowledge, an analytic solution of the system given in equation (22) is not known. However, the large-t solution of this system behaves as the B(t) = 0 case because B(t) decays exponentially and is integrable on t ∈ [0, ∞) [8, 9] . Therefore, thee stability of the case 3 and case 4 solutions is determined by the eigenvalues of A.
The eigenvalues of A are
(24b) If either λ 1 or λ 2 has positive real part, then the magnitudes of U and V will grow exponentially in t (after a transient period during which B(t) may effect U and V ) and the underlying DissNLS solution is said to be linearly unstable. If both λ 1 and λ 2 have nonpositive real parts, then the perturbations do not grow in t (after the transient period) and then underlying DissNLS solution is said to be linearly stable. [22] .
If the underlying DissNLS solution is spatially independent (k = l = 0), then both λ 1 and λ 2 have nonpositive real parts. This establishes that all such solutions are linearly stable.
Any choice of p and q for which
leads to an eigenvalue with positive real part. This establishes that all spatiallydependent solutions in this case are linearly unstable if a and b are positive.
The maximum growth rate is given by
and is achieved if p = −k and q = −l. This establishes that the most unstable mode is the (p, q) = (−k, −l)-mode. Distributing the exponential term in equation (16) demonstrates that the most unstable mode corresponds to the (0, 0)-mode (the mode with the overall slowest decay rate). Simply put, the linear theory picks out the mode with the overall slowest rate of decay.
Summary
• • If ak 2 + bl 2 > 0, then the perturbation corresponding to any choice of (p, q) satisfying ap 2 + bq 2 < −2(akp + blq) or ap 2 + bq 2 < 2(akp + blq) will grow exponentially relative to ψ 0 after a transient period.
• If instability exists, then the most unstable mode is the (p, q) = (−k, −l)-mode and the maximum growth rate is ak 2 + bl 2 .
• If c > 0 and/or d > 0, then the magnitude of all DissNLS (both perturbed and unperturbed) solutions decays to zero in t because the decay rate due to ω r (t) is greater than the maximum growth rate of u(x, y, t) and v(x, y, t).
• All of the above results and observations are valid in the one-dimensional case (i.e. β = b = l = q = 0).
• All of the above results and observations generalize to the three-dimensional version of the DissNLS equation.
Numerical simulations
In order to corroborate the theoretical results in the previous section and to examine the effect of the transient period that arises in case 3 and 4, we numerically solved the systems given in equations (2), (18), and (22) for a wide range of parameter values. We solved the DissNLS equation numerically using a split-step pseudospectral routine [25, 12, 7] . Although all simulations produced results consistent with the theory, we only present results from a few simulations here.
Case #2 simulations
We considered the DissNLS equation with α = β = γ = 1, a = b = d = 0, c = 1 and initial condition ψ(x, y, 0) = (1 + 0.1e −2ix+5iy )e 2ix−5iy = e 2ix−5iy + 0.1.
For this initial condition, k = 2, l = −5, p = −2, q = 5, and ψ 0 = 1. The plot in Figure 1 (a) was obtained by numerically solving the system given in equation (18) . This plot demonstrates that the magnitudes of the perturbations U(t) and V (t) decrease (while oscillating) in t. 
Case #4 simulations
For this case, we considered α = β = γ = 1, a = b = c = d = 0.1 and the initial condition given in equation (27) . The perturbation in this case is the most unstable perturbation. Figure 2 (a) was obtained by solving the system in equation (22) . The plot demonstrates that ln(|U| + |V |) increases with a rate of 0.289, nearly the rate of 0.29 predicted in equation (26) . Figure 2 (b) was obtained by numerically solving the DissNLS equation. It demonstrates that the magnitudes of both modes decay to zero, but the magnitude of the (2, −5)-mode decays with a much faster rate. At approximately t = 8, the (0, 0)-mode becomes the dominant mode. Note that the transient period does not play a significant role in either simulation. Among other things, these plots corroborate the prediction that spatially-dependent solutions are unstable with respect to perturbations that satisfy equation (25) .
Next we considered the following initial condition in the DissNLS equation with the same equation parameters ψ(x, y, 0) = (1 + 0.1e 3ix+2iy )e 2ix−5iy = e 2ix−5iy + 0.1e 5ix−3iy .
For this initial condition, k = 2, l = −5, p = 3, q = 2, and ψ 0 = 1. The perturbation in this case is predicted to decay to zero. Figure 3 (a) was obtained by numerically solving the system given in equation (22) . In this case, ln(|U| + |V |) decays. Notice that the behavior of the solution during the transient period is qualitatively similar to the large-t solution behavior. Further, note that the magnitudes of the perturbations decrease exponentially. Figure 3(b) was obtained by numerically solving the DissNLS equation. In this case, the magnitudes of both modes decay to zero, but the magnitude of the (2, −5)-mode decays with a slower rate and remains the dominant mode for all t ≥ 0. This corroborates the prediction that spatiallydependent solutions are stable with respect to perturbations that do not satisfy equation (25) . Note that the (0, 0)-mode (the mode with the slowest overall rate of decay) does not play a role in this simulation because it was not seeded as part of the initial condition and its magnitude remains negligible.
Numerical Observations:
• If d > 0 or if c > 0, then the magnitude of all solutions decays to zero.
• If an initial condition of the form given in equation (27) is used, then the (0, 0)-mode eventually becomes dominant because the spatially-dependent initial condition is unstable.
• If an initial condition of the form given in equation (28) is used, then the mode corresponding to the unperturbed solution remains dominant because the perturbations do not satisfy equation (25) .
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