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Abstract-In the present paper, we study the rate of pointwise approximation by a new sequence 
of linear positive operators for functions of bounded variation. To prove the main result, we have 
used some results of probability theory. In the end, we also introduce the Bezier variant of these 
newly introduced sequences of linear positive operators. @ 2003 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Let B,[O, oo), (Y > 0 be the class of all measurable complex valued functions f satisfying the 
growth condition If(t)1 5 M(1 + t)* f or all t E [0, co) and some M > 0. The sequence of linear 
positive operators M,, applied to f (see, e.g., [l]), is defined by 
pn+l(t)f(t) cft + (1+x)-“f(O) = Jdm Wn(? W(t) & (1.1) 
where 
&k(Z)= (n+;-1)L-Ck(l+2)-n-k, EE [o,CXI), 
and 
Wn(&t) = (n - 1) ~Pn,k(+‘n,k-l(t) + (1 + x)-“a(t), 
k=l 
b(t) being the Dirac delta function. For the sake of brevity, let the auxiliary function gz be 
defined by 
1 
f(t) - f (x-1 7 0 5 t < x7 
g&) = 0, t = 2, 
f(t)-f(xC+), x<t<co. 
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For any positive integer k, the Chanturia’s modulus of variation of kth order z+(g; Y) of a 
bounded function g on a finite or infinite interval Y (Y C_ [0, m)) is defined as the upper bound 
of the set of all numbers 
k 
j=l 
over all systems of k nonoverlapping intervals (ak, bk), k = 1,2, . . , j contained in Y. If k = 0, we 
take vo(g; Y) = 0. The sequence {vk(g; Y)}rZO is called the modulus of variation of the function g 
on Y. Clearly, &(g; Y) is a nondecreasing function of Ic. For its basic properties, we refer the 
readers to [a]. 
Aniol and Pych Taberska [3] es imated the rate of convergence of the Durrmeyer type operators t 
at those points z E Int I at which one-sided limits f(&) exist. Wang and Guo [4] and Gupta 
and Pant [5] estimated the rate of convergence of modified Lupas operators and modified Szasz 
operators, respectively, for function of bounded variation. In [l], the authors have introduced an 
interesting sequence of linear positive operators and studied some direct theorems in simultaneous 
approximation of unbounded functions; this motivated us to study the behaviour of this sequence 
M,(f, x) for bounded variation functions. In the main results of this paper, we obtain the rate 
of pointwise convergence of the operators (1.1) at those points at which one-sided limits exist. 
We have used the Chanturiya’s modulus of variation in the second main theorem. In the end, we 
propose the Bezier variant of this sequence M,(f, Z) and some other sequences of linear positive 
operators. 
2. AUXILIARY RESULTS 
In this section, we give certain results, which are necessary to prove the main result. 
LEMMA 1. For all x E (0, m) and lc E N, we have 
Pn,k@) < p 
enx 
PROOF. By Theorem 2 of [6], it follows that 
Replacing the variable t by x/(1 + x) in (2.1), we get 
(2.1) 
I 
LEMMA 2. (See (11.) Let the mth-order moment be defined by 
Mn((t - xY, x) z T’,, (xl = (n - 1) 2 pn,kb) Srn p,+-l(t)(t - x)~ dt + (-~)~(l+ x)+. 
k=l 0 
Then we have 
n > 2, and Tn,2 = 
x2(2n + 6) + 2nx 
(n-2)(n-3) ’ n>3’ 
Also, there holds the recurrence relation 
(n - m - 2)Tn,m+~(x) = x(1 + z)TA,~(x) + [(22 + 1)m + 2z]Tn,m(x) 
+ 2mx(l+ x)Z,,-l(x), n>(m+2). 
Consequently, for each x E [0, oo), 
Tn,m(z) = 0 (n--[(m+1)/2]) , where [a] is the integral part of Q. 
In particular, given any number X > 2 and any x > 0, there is an integer N(X, x) > 2 such that 
T,,,(x) 5 x”(1n+ x), for all n > N(X, x). 
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LEMMA 3. If n E N, then 
(i) for 0 5 y < x, we have 
s Y Wn(x,t)dt I Xx(1 +x) 0 n(x - y)2 ; 
(ii) for x < z < 00, we have 
Jrn Wn(x, t> dt I 
Xx(1 + x) 
z n(z - x)2. 
PROOF. Clearly, 
s II y W,(x, t) dt I s (x - t)2 Wn(xc,t)dt= (xJy)2M-((t-42,x) I Xx(1 +x) -0 0 (x -Yj2 n(x - y)2. 
The proof of (ii) is similar. I 
LEMMA 4. Let {ci}gr be a sequence of independent random variables with the same geometric 
distribution 
P(ci = k) = & 
( > 
k 1 
1+2’ 
k E N, x > 0. 
Then, E(J1) = x, p2 = E(& - E(I)~ = x2 + x, and pa = El& - E&l3 5 3x(1 +x)2. 
PROOF. We have 
By direct computation, it is easily checked that 
X &A k1 1 iTi=’ RI = 5, Et: = 2x2 + x, 
Et; = 6x3 + 6x2 + x, Et; = 24x4 + 36x3 + 14x2 + x. 
Hence, 
E(& - E(l)2 = x2 + x and E(& - E&)4 = 9x4 + 18x3 + 10x2 + x. 
Using Holder’s inequality, we obtain 
p3 = El& - E&j3 5 JE(& - E<I)~E(& - E~I)~ 5 J/(x2 +x) (9x4 + 18x3 + 10x2 +x) 
I 3x(1 + x)? 
This completes the proof of the lemma. I 
REMARK 1. We may note here that our estimate of pa = El& - E&l3 5 3x(1 + x)2 is sharper 
than the corresponding estimate ps = p3 5 16x3 + 9x2 + x studied in [3, p. 1031. 
LEMMA 5. (See 171.) (Berry Esseen Theorem.) Let X1, X2, . . . , X,, be n independent and iden- 
tically distributed random variables with zero mean and a finite absolute third moment. Then 
sup I&(x) - 4(x)1 < (0.82)~3,,, 
XER 
where F, is the distribution function of (Xl + X2 + . . . + Xn)(np2)-‘, 4 is the standard normal 
distribution function, and Qn is the Liapunov ratio given by 
P3 e3,n = - $“J;; ~3 = EI&13. 
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LEMMA 6. For x E (0, oo) and n, k E IV, we have 
k-l k-l 
PROOF. First., 
(k-(n-l)r)/,/(n-l)z(l+r) 
e --t2/2 & 
(k-(n-l)z)/,/(n-l)s(l+s) k-l 
-- 
,,& (k-,,+dm J e-t=‘2 dt - ~pn-l’j(x) ’ 
Now, using Lemma 5, we get 
e -t=/2 ,& 
(k-(n-l)z)/,/(n-l)z(l+z) 
e --t’/2 & 
(k-(n-l)z)/dm 
+ & (k-nz)/da I-J 2(0.82)~3 X e-t2’2 dt ’ pi12fi + &nx(l +x)’ 
Now, using Lemma 4, we have 
LEMMA 7. For every k 2 0, x E (O,cm), we have 
(n - 1) lwp,,k(t) dt = ePn-l,j(X). 
j=O 
The proof of this lemma is obvious. 
LEMMA 8. Let x E (0, oo), h # 0, and g be a complex valued measurable function which is 
bounded on every finite subinterval of [O,oo). Put I,(h) = (x + h,x) II [O,co), if h < 0 and 
I=(h) = [x, x + h], if h > 0. Then, for every n 1 4, we have 
where Q,,(x, h) = 1 + 8nT,,,z(x)he2 and m = [fi]. 
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3. MAIN THEOREMS 
In this section, we prove the following main theorems. 
THEOREM 1. Let f E B, [0, 00) be a function of bounded variation on every finite subinterval of 
[0, oo). Then, for a fixed point z E (0, co), X > 2, and n 1 max{l + cr, N(X, x)}, we have 
+ 3x + (3X + 1)x * 
722 
c v;+$$gz) + M(2a - 1)qL(n-a) + 2MA(; x)“+1 ) 
k=l 
where Vi(g,) is the total variation of gz on [a, b]. 
PROOF. Clearly, 
Mn(f~X) - i {f (x+) + (x-)} = M,(sgnZ(t),x) { f(x+)‘i P(x-)} + M,(g,,x), (3.1) 
where 
First, we observe that 00 Mn (se, W, x)=s 2 sgn,(W&, t> dt = W,(x, t) dt - s W&c, t) dt 
= A:(x) -B,(z). 
0 
Using Lemma 7, we have 
An(x) = (n - 1) .&h,k(x) /mp,,k-l(t) dt + Srn(l + x)+6(t) dt 
k=l I I 
= f&,k(x) &-l,j(x), s(t) = 0, as 2 > 0. 
k=l j=o 
Next, using Lemma 6, we get 
-‘L(x) - &n,k(x)~p,,j( > = 2 ( ) 5 - ,( > - 5 .( ) 
k=l j=O x / /i=p” x (j=F “j x j=F” x, / (3.2) 
_ 12+13x 
Let 
s = &n,k(x) k~$‘n,j(x) 
k=l j=O 
=P%oP%l +%z(P*,o +Pn,l) +Pn,3(pn,o +p,,1 +p,,z) + ..’ 
= [Pi,0 + P~,l(P~>O +Pn,l) + P9I,z(P,,o + PTa,l + Pn,2) + . . .] - [go + pi,, + .] 
= Sl - [Pit,, + d,l + . . .] . 
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We have 
$1 = Pfi,o + PZ,l + Pi,2 + . . + P7qO[p,,l + Pn,2 + . . .l+p,,1[Pn,2+pn,3+...]+.... 
Next, 1 = (P~,o + P~,I + p91,2 i- . . .)(pn,o + p,,l + p,,2 + .). Hence, by Lemma I, we have 
Thus,S=&-(2&-1)=I-Sr. 
Combining (3.2) and (3.3), it follows that 
NOW, as A,(z) + B,(z) = Jo” Wn(z,t) dt = 1, we have 
IAn - B,(z)1 = (2A,(z) - 11 5 27s + 25 
z&qTTj 
(3.3) 
(3.4) 
Next, we estimate M,(g,, x). By Lebesgue-Stieltjes integral representation, we have 
Wn(x, t)gz(t) dt= Wn(x, h(t) dt = El + ~92 + E3r 
where II = [O,z - z/&l, 12 = [X - x/,&x + x/,/ii], and I3 = [x + x/&i, 00). Suppose 
,&(t,x) = $ W,(x, t)dt. We first estimate El. Writing y = x - x/A and using Lebesgue- 
Stieltjes integration by parts, we have 
El = /yg.&)4&(t,4) = gz (Y+) MY,x) - ~YPntt+4~t(gdtN~ 
0 
Since ]g%(y+)] 5 Vt+ (gz), it follows from Lemma 3 that 
IElI 5 V; hMy, x) + 1’ Pn@, x)4 (-T(sz)) 
0 
Xx(1 +x) 
5 v,=(qqx _ y)2 + 
Xx(1+x) y 1 
n I 
-dt C-V&>). 
0 (x - t12 
Integrating by parts the last term, we have after simple computation 
Now, replacing the variable y in the last integral by x - xl,/%, we obtain 
PII I 2X(1 +x) 7L 122 c ‘/,“--,,&W. 
k-1 
Next, we estimate E2. For t E [x - x/4,x + x/a, we have 
l9&)l = I%&) - 9dxc)I V.$$(&), 
(34 
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and therefore, 
Since S,bd&(t,z) 5 1, for (a, b) c [O,co), thus, 
Finally, we estimate Es. By setting .z = x + xl&, we have 
We define Qn(x, t) on [0,2~] as 
Qnb t) = 1 - A&, 21, O<t<2x and O,t=2x. 
Thus, 
E3 = ~“‘g,(t)dt(Q&t)) - a&h) I; W&t) dt + I,m ~z@)dt(l%(t~~)) 
(3.7) 
=E31+Esz+E33. 
By partial integration, we get 
E31 = g&-)Qn(x, z- )+lh dtMt))Qn(J:>t), 
where Qn(z, t) is the normalized form of Qn(z, t). Since Qn(z,z-) = Qn(z,z) and ]g2(.z-)] 
< Vt- (gz), we have 
IE311 = Vi- (gz)Qnh z) + 1’” 4 (Y&z)) &nb> 9 
Applying Lemma 3 and the fact that &(x, t) 5 Qn(x, t) on [O, 2x], we get 
,E311 I v:- (g&o +x) + Xx(1 +x) 2x- 1 
n(z - x)2 J ydt (V,“(gz)) 
+ f k;:-(g,)~)Vn(..:)du] * (x-t) 
< C-(gz)xz(l +z) + Xz(1 +z) 22- 
- n(t - x)2 n J * 
Thus, arguing similarly as in the estimate of El, we get 
P31l I 
k=l 
Again by Lemma 3, we get 
IE321 < 
Xx(1 + CC) 
n22 &(2x) 5 y -&“+“d(g.). 
k=l 
(3.8) 
(3.9) 
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Finally, we estimate Es3 as follows: 
Wn(x,t)[(l + t)* + (1 + %)a] czt, where n > cr. 
For 2x 5 t, we have the inequality 
(1+ t)* - (1+ z)(1 5 (2Q - 1)F(t - Z)a. 
Thus, 
lE331 5 M(2” - l)F Srn w,(t, x)(t - x)* dt + 2M(l+ z)~ 
r 
Wn(t,x)dt 
~~(2~-~)~~lu,o(l+~)~~?V~(t,~)dt. 
2x 2x 
Now, using Lemmas 2 and 3, we obtain 
jE331 5 M(2” - l)FO(n-“) + 2MX(z x)“+l. (3.10) 
Finally, collecting the estimates of (3.1), (3.4)-(3.10), we get the required result. This completes 
the proof of the theorem. 
REMARK 2. It could be shown exactly parallel to [4] that the estimate in Theorem 1 is essentially 
the best; i.e., it could not be improved asymptotically. 
In the following theorem, we estimate the rate of convergence for the operator A&, in terms of 
Chanturiya’s modulus of variation. 
THEOREM 2. Let f E B,[O, 00) be a function of bounded variation on every finite subinterval 
of [0, 00) and Jet the one-sided limits f(z*) exist at a fixed point. Then, for n 2 max{ 1 + 
a, 4, N(X, x)}, we have 
+ Q(x) c 
{ 
n-1 vi (9; 5 - ix/&i, x) + vi (gg x, 2 + ix/A) 
i3 
i=l 
+4&%;0,4 +4?l(gz;~,2~) 
m2 
where Q(x) = 1 + 8X(1 + z)/z, m = [fi], and M and Ml are positive constants. 
PROOF. Clearly, 
In order to prove the theorem, we need estimates for M,(g,, z) and M,(sgn, (t), z). By Theo- 
rem 1. we have 
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Next, we estimate M,,(g=, z) as follows: 
/ 
00 
Ml(gx,x) = wn(x, h(t) dt = Wn(x, t)gz(t) dt = RI + R2 + R3 
0 
Applying Lemma 8 (with h = -x) and Lemma 2, we have 
lR11 I Q(x) z$ (gz;x - 5,~) + &k.;o,~)} . 
i=l 
Again by Lemma 8 (with h = x) and Lemma 2, we have 
IR21 5 Q(x) F$vi (g,;z,x+ 5) + +W+)}~ 
i=l 
Finally, for n > cr and using the methods as given in Theorem 1, we get 
(1 + xp 
lR31 5 Ml (nx2)o + 
2MX(1+ x)“+r 
, nx where MI = M(2a - 1). 
Collecting the estimates of RI, R2, R3 we get the required result. 
4. BEZIER VARIANT OF THE NEW 
SEQUENCE AND SOME EXAMPLES 
Let Cj”=kp,,j(x) = J,+(x) be the Bezier basis function of p,+(x). Then for each (Y 2 1, we 
introduce the Bezier variant of the operator (1.1) as 
Wdf,x) = (n - 1) 2 9$(x) /mpn,k-l(W(t) dt + Q~&)f(O), 
k=l 0 
(4.1) 
where Q(&i(x) = J,* k(x) -P n k+l(x). we can easily verify that the operator ikf,,,a(f, x) is a linear 
positive ndperator. bbviousli M,,,(l,z) = 1 and particularly when o = 1, the operator (4.1) 
reduces to the operator (1.1). For further properties of Q$(x) and Jn,k(z), we refer the readers 
to [8]. 
EXAMPLE 1. For Lupas operators [4] 
Pn(f,X) = (n - 1) ~Pn.k(x) Irn f(t)Pn,k(t) dt, 
k=O 0 
where f E Lr[O, oo). By Lemma 1 and proceeding along the lines of [4], we give a sharp estimate 
as follows. 
THEOREM 3. Let f be a function belonging to SV;,,,,(O, co). Then, for every x E (0, oo) and n 
sufficiently large, we have 
k=l 
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where SVjoc,,(O, 00) is th e c ass of functions f defined on (0, co) with bounded variation in each 1 
finite interval and f(z) = O(Y), z -+ co. 
REMARK 3. It may be remarked that by Lemma 1, the estimate in [4], i.e., 
50 1 +x 3’2 
J;; 2 ( > 
- Jf (x’) -f @->I 
can be improved to 
4;yq If (z’) - f (x-)1. 
nx 2 
EXAMPLE 2. Motivated by the new sequence of linear positive operator (l.l), we define some 
other sequences of linear positive operators with different weight functions, as follows. 
(i) For f E Ll[O, oo), Szasz type sequence of linear positive operatori 
&(f,x) = (?I - 1) ~~~.*(~)~w~~.*-l(t)dt + e-““f(O). 
(ii) For f E Ll[O, oo), Baskakov type sequence of linear positive operators 
L(fTX) = +,k(s) jyrn q7+1(t)f (t) dt + (1 + x)-nf (O), 
where ~*,k(x) is defined in (1.1) and qn,k(t) = e-““(ns)k/k!. 
It may be remarked here that there are some technical difficulties in the analogous estimates 
for these sequences S, and L,. The main problem is in the estimation of S,,(sgn, (t), x) and 
L,(sgn,(t), x). This problem is still unresolved and it is an open problem. 
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