Abstract. We construct stochastic Galerkin approximations to the solution of a first-order system of PDEs with random coefficients. Under the standard finite-dimensional noise assumption, we transform the variational saddle point problem to a parametric deterministic one. Approximations are constructed by combining mixed finite elements on the computational domain with M -variate tensor product polynomials. We study the inf-sup stability and well-posedness of the continuous and finite-dimensional problems, the regularity of solutions with respect to the M parameters describing the random coefficients, and establish a priori error estimates for stochastic Galerkin finite element approximations.
1. Introduction. The numerical approximation of solutions to elliptic PDEs with random data is a topical research area (see, e.g., [2] , [3] , [11] , [12] , [14] , [19] , [25] ). In particular, stochastic Galerkin approximations have been extensively studied, and a priori error estimates are provided in [3] . Relatively little work has been done on saddle point problems with random data (although see [10] , [17] , and [20] ) and a priori error analysis for such problems is much less well developed.
To begin, consider the abstract problem: find q ∈ V and u ∈ W such that 
Other examples arise from mixed variational formulations of, e.g., the Stokes and Navier-Stokes equations. In the case of (1. 2) is satisfied (see [9] ) and there exists β > 0, depending only on the domain D, such that (1.4) sup
Galerkin approximations to the solution (q, u) of the saddle point problem (1.1) can be obtained by replacing V and W with finite-dimensional subspacesṼ ⊂ V and W ⊂ W that satisfy the discrete analogue of the inf-sup condition. For (1.3), we need
for which there existsβ > 0, such that
Suitable pairs of finite element spaces, defined with respect to a partition of D, include the well known Raviart-Thomas (RT) and Brezzi-Douglas-Marini (BDM) spaces. Suppose now that A −1 in (1.3) is not known at every point in the computational domain; this is common in engineering applications. To accommodate such data uncertainty we can model A −1 as a random field, i.e., as a random variable at every x ∈ D. To that end, we introduce a complete probability space (Ω, F , P), where Ω denotes the set of outcomes, F is a σ-algebra of events, and P : F → [0, 1] is a probability measure. Now, if A −1 = A −1 (x, ω), x ∈ D, ω ∈ Ω, the solution to (1.3) is a pair of random fields (q, u) = (q(x, ω), u(x, ω)) such that, P-a.e. in Ω, (1.6)
on ∂D Dir , n · q(x, ω) = 0 on ∂D Neu .
The mixed variational formulation of (1.6) is also a saddle point problem of the form (1.1). However, the bilinear form a(·, ·) contains a random coefficient, and the solution and test functions are random fields. Approximations of (1.6) are sought via stochastic collocation methods in [20] and [21] and via stochastic Galerkin methods in [18] and [17] . The emphasis in the latter works is on linear algebra and fast solvers, although a partial error analysis and discussion of inf-sup stability is provided in [17] . An interesting saddle point problem arises when solving PDEs on random domains using a fictitious domain approach, where randomness enters via the bilinear form b(·, ·) and not via a(·, ·). Stochastic Galerkin approximation of this problem is discussed in [10] . Here, we provide a full a priori error analysis for stochastic Galerkin approximations of (1.6), as has been done for second-order elliptic PDEs with random coefficients in [3] .
The paper is organized as follows. In section 2 we derive a variational formulation of (1.6), introduce appropriate solution spaces, and verify well-posedness. We then approximate the random input A −1 using a spectral expansion in M random variables. We derive a perturbed saddle point problem, prove well-posedness, and convert to a deterministic problem with M parameters. In section 3 we construct stochastic Galerkin approximations to the solution of the parametric deterministic problem, combining inf-sup stable deterministic finite element spaces on D with M -variate tensor product polynomials. Our main results appear in sections 4 and 5. In section 4, we extend the work in [3] to show that both components of the solution to the parametric saddle point problem are analytic with respect to the M parameters describing the random data. In section 5, we derive bounds for the error introduced by approximating the random data and the error in the stochastic Galerkin approximation arising from the choice of finite element and polynomial approximation spaces. We conclude our presentation in section 6 with some remarks and perspectives. The final section is a technical appendix. It contains auxiliary results needed for completeness but that disturb the flow of the discussion when included in the text.
Saddle point problem with random data.
In order to set up the mixed variational formulation of (1.6), we first provide some notation and define suitable spaces of functions on D × Ω (random fields) as well as bilinear forms.
For an integer q ≥ 1, L q P (Ω) denotes the set of real-valued random variables on the probability space (Ω, F , P) with finite qth moment. If ξ ∈ L 1 P (Ω), the expectation E[ξ] is well defined, and if the probability density function ρ ξ : R → [0, +∞) exists,
In addition, the covariance of two random variables ξ, η ∈ L 2 P (Ω) is defined as
We use boldface to denote vector-valued functions and spaces of such functions (e.g.,
As usual, the associated norms and inner products are defined componentwise. The L 2 (D) inner product and norm of scalar functions on D are denoted by ·, · and · , respectively, and we use the same notation for vectorvalued functions u ∈ L 2 (D). Standard notation is used for the differential operators ∇ = (∂/∂x 1 , . . . , ∂/∂x d ), div = ∇ ·, curl = ∇×, and the Laplace operator Δ = div ∇. Now, let X(D) be a normed vector space of real-valued scalar functions on D with norm · X . We can define the Bochner space
of second-order scalar random fields, where
Spaces of vector-valued random fields are analogously defined. In particular, we will work with the spaces
with the corresponding norms
We make the following assumptions on the input random field
is uniformly bounded away from zero, i.e., there exist positive constants C min and C max such that
We now define two bilinear forms, (2.5) and, for simplicity, assume g ≡ 0 on ∂D Dir in (1.6). Then, for a given f ∈ L 2 (D), the variational formulation of problem (1.6) reads as follows: find q ∈ V and u ∈ W such that
The well-posedness of (2.6) is established in the next lemma.
where C min , C max are as in (2.3) and β > 0 satisfies (1.4) and is also the inf-sup constant for (2.6).
The proof follows the general theory of saddle point problems in [9, Chapter II]. We skip it here as is it essentially the same as the proof of Lemma 2.3, given later. Remark 2.1. It is possible to guarantee the existence and uniqueness of the solution to problem (2.6) under a weaker assumption on A −1 . More precisely, one can assume, instead of (2.3), that P-a.e. in Ω there holds [11, 12] for a discussion of a similar assumption for primal formulations of elliptic PDEs with random data.
2.1.
A perturbed saddle point problem with random data. In order to transform the saddle point problem (2.6) into one that is amenable to solution by deterministic numerical methods, we use a spectral expansion of A −1 (x, ω) to separate out the dependence on x ∈ D and ω ∈ Ω. Several such representations are available (see [25] for a survey). Herein, we focus on the Karhunen-Loève (KL) expansion
(see [26] ), where
is a family of uncorrelated random variables with mean zero and unit variance, and
The first step in discretizing (2.6) is to approximate A −1 by truncating (2.9) after M terms:
Using the truncated coefficient A
where now the leading bilinear form in the first equation is defined by
It follows immediately from Lemma 2.1 that (2.12) is uniquely solvable if A
−1
M is uniformly bounded almost everywhere in D × Ω, i.e., if there exist positive constants
However, it is possible to bypass this requirement if
To ensure this, we need the following assumption.
Assumption 2.3. The family ξ = {ξ j } ∞ j=1 of random variables in the KL expansion (2.9) is uniformly bounded, i.e.,
Now, for KL expansions with bounded random variables, the rate at which the error
converges to zero depends on the decay rate of the eigenvalues λ j . Studies of decay rates of eigenvalues of integral operators such as the one in (2.10) and the dependence on the regularity of the kernel (here, the covariance function) date back to [31] (see also [24] , [28] , and [19] ). In general, the smoother the covariance, the faster the eigenvalues decay, and the faster the truncation error
converges to zero. In particular, [19] shows that piecewise analytic covariance kernels lead to exponential convergence (with respect to M ), whereas piecewise smooth covariance functions ensure only algebraic convergence. This result is formulated precisely in Lemma 2.2, which we quote from [19 
Hence, problem (2.12) admits a unique solution
where β > 0 satisfies (1.4) and is also the inf-sup constant for (2.12).
Parametric deterministic reformulation.
We are now going to write problem (2.12) in an equivalent parametric form. This is straightforward under the following assumption on the random variables ξ j in the KL expansion (2.9).
Assumption 2.4. The random variables ξ j : Ω → R (j = 1, 2, . . .) in (2.9) are independent, Γ j := ξ j (Ω) is a bounded interval in R, and the density function ρ j :
M (x, ω) in (2.12), we restrict the variability of A −1 to the M random variables ξ 1 , . . . , ξ M . Since q (M) and u (M) exist, and are measurable with respect to the σ-algebra generated by (ξ 1 , . . . , ξ M ), the Doob-Dynkin lemma (cf. [27] ) says that q (M) and u (M) are functions of these same M random variables. With a slight abuse of notation, we can write
By independence of the ξ j , the joint probability density of (
We can now write the parametric variational formulation equivalent to (2.12) as follows: find
) are the Bochner spaces with norms
The bilinear forms in (2.18) are now rewritten as
where a M (·, ·) contains the parameterized coefficient
In what follows, we assume M is sufficiently large that A The following lemma establishes the well-posedness of (2.18). 
where β > 0 satisfies (1.4) and is the inf-sup constant for (2.18).
Proof. In order to apply the general result for saddle point problems (see Lemma 7.1), one needs to verify the continuity of both bilinear forms (2.19)-(2.20), the coercivity of a M (·, ·) on the null-space associated with b(·, ·), and the inf-sup condition. The proof of the continuity and coercivity properties is standard (see [6, Lemma 2.3] for details). To verify the inf-sup condition, for any v ∈ W we use Lemma 7.2 to find z ∈ V such that div z = v in W and z V ≤ C D v W , where C D is a constant depending only on D. Then, the inf-sup condition follows:
with the constant β := 1/C D . Following the arguments in Lemma 7.2 for the deterministic spaces (i.e.,
, it is possible to show the deterministic inf-sup condition (1.4) is satisfied with this same choice of β.
The above conditions ensure the existence and uniqueness of a solution to problem (2.18). Inequalities (2.23) are then established by using the standard techniques for saddle point problems (see [6, Lemma 2.3] ).
3. Galerkin approximation. Our goal in this section is to construct inf-sup stable Galerkin approximations of the solution q (M) , u (M) to problem (2.18). To do this, we build finite-dimensional subspaces V hp,k ⊂ V and W hp,k ⊂ W by tensorizing standard finite element functions of x ∈ D and M -variate polynomials of y ∈ Γ. In what follows, h > 0 and p ≥ 1 will always denote discretization parameters associated with the finite element approximation on D, whereas k ∈ N M 0 will denote the discretization parameter for M -variate polynomial approximations on Γ.
Let T be a family of quasi-uniform shape-regular meshes
is either a common vertex or an entire edge/face or is empty. The parameter h refers to the maximal diameter of elements in the mesh.
We start by choosing finite-dimensional subspaces of H 0 (div, D) and L 2 (D) that are inf-sup stable for the deterministic discrete saddle point problem (i.e., so that (1.5) holds). Denote by P p (K) the set of polynomials in x of total degree ≤ p on a generic element K. We use two families of H(div, D)-conforming elements: the RT and BDM elements. (See Remark 5.1 regarding other types of mixed finite elements.) The corresponding spaces of degree p ≥ 1 on the element K are denoted as follows (see, e.g., [9, 29] ):
We use the unified notation P p (K) to refer to either the RT or the BDM space on K for p ≥ 1. Then, we set
Note that only one of the RT or BDM spaces is used in (3.1) for all simplices. Now, a compatible subspace of L 2 (D) (in the sense of (1.5); cf. [9] ) is defined as follows:
, we introduce the space of tensor product polynomials:
where
we arrive at the stochastic Galerkin FEM (sGFEM) formulation for problem (2.18): find q
For convergence and error analysis, we now restrict ourselves to two spatial dimensions i.e., we assume that D ⊂ R 2 . (See Remark 5.1 on extensions to three dimensions.)
, the discrete problem (3.4) is uniquely solvable, and the sGFEM converges quasi-optimally, i.e., Proof. Analogously to the proof of Lemma 2.3, we verify continuity of the bilinear forms (now on the discrete subspaces), coercivity of a M (·, ·) on the discrete null-space of b(·, ·), and the discrete inf-sup condition.
Continuity of the bilinear forms is established easily:
Now, we introduce the discrete null-space associated with b(·, ·): 
and the following estimate holds:
where C int > 0 is the stability constant (independent of h and p) for Π div hp (cf. property (1) in Lemma 7.3). Now, the inf-sup stability follows in a standard way:
This finishes the proof of well-posedness. Having identified the continuity, coercivity, and discrete inf-sup constants (see inequalities (3.7), (3.8), (3.10), and (3.13)), the estimates in (3.5)-(3.6) immediately follow from the abstract theory of saddle point problems (cf. [9, section II.
2.2]).
Remark 3.1.
is used for both components of the solution (see (3.3)) ensures that div V hp,k = W hp,k . Consequently, the discrete inf-sup constant (see (3.13)) for (3.4) also satisfies (1.5) when we employ
. That is,β is identical to the discrete inf-sup constant for the corresponding deterministic problem. Note also that the well-posedness proof does not depend on the choice of subspace of L 2 ρ (Γ). Polynomials of a fixed total degree can be used instead of tensor product polynomials.
Regularity of the solution.
Before deriving error estimates for the sGFEM solution, we study the regularity of the solution q (M) , u (M) to (2.18) with respect to y 1 , . . . , y M . In the analysis below, we follow the notation conventions from [3] . Note that the regularity of q (M) , u (M) with respect to x ∈ D for a fixed y ∈ Γ follows from the theory of deterministic elliptic boundary value problems (see, e.g., [13, 22] 
e. on Γ y, and hence there exists s > 0 (depending on the geometry of D and on the regularity of the right-hand side function f ) such that
The next lemma states that both components of the solution to problem (2.18) are analytic with respect to the M parameters describing the random data. To prove this result we show that for any j ∈ {1, . . . , M}, q (M) and u (M) can be represented as power series in y j . The corresponding coefficents in these series are coupled through a set of deterministic saddle point problems, which define the coefficients uniquely. Using upper bounds for the coefficients, we establish the convergence interval for each series (in fact, this is the same for both of them). Thus, the power series representation allows us to extend q (M) and u (M) analytically (as functions of y j ) to a region in the complex plane.
We will assume, without loss of generality, that Γ j = [− 
where y * 
where the coefficient pairs (q n , u n ) for n = 0, 1, . . . , are determined in a recursive way by solving the following deterministic saddle point problems:
, where
Under the assumptions of the lemma, the coefficient A
−1
M (x, y) is bounded as in (2.22). Hence, the well-posedness of both (4.3) and (4.4) is established using standard arguments (see Lemma 7.1 and the proof of Lemma 2.3). Moreover, the following estimates hold for the solution (q 0 , u 0 ) of problem (4.3) (cf. (2.23)):
where α min , α max satisfy (2.22), and β is the inf-sup constant satisfying (1.4). Similarly, for (4.4), we use Lemma 7.1 to estimate
where r y 0
.
Inequality (4.7) is recursive and yields
Combining (4.8) and (4.9) we find
Note that due to (4.6), the inequality in (4.10) is valid for n = 0 as well. Using estimates (4.5), (4.9), and (4.10) we prove the bounds for the series in (4.2) 
and using (4.3), (4.4), we have
Comparing (4.11) and (2.18), we conclude that It is the size of the analyticity domain (i.e., the region in the complex plane into which q (M) and u (M) admit analytic extensions) which determines the precise rate of exponential convergence: the larger the analyticity domain, the faster convergence. We emphasise here that in Lemma 4.1, both q (M) and u (M) are analytically extended to the same region in the complex plane. This fact yields the same convergence rates (with respect to the chosen polynomial degrees k = (k 1 , . . . , k M )) for both components of the solution (cf. Lemma 5.5).
We also note that for any j ∈ {1, . . . , M}, the coefficient A
, as a function of y j , admits a natural analytic extension to the whole complex plane:
We use this fact in 
hold provided that
The constant C > 0 in (4.12) depends on the upper bound α max in (2.22) and on the inf-sup constant β satisfying (1.4) .
Proof. Corollary 4.1 immediately follows from the proof of Lemma 4.1 (cf. (4.11) ) and from the result for a generic saddle point problem (see Lemma 7.1).
In particular, inequalities (4.12) follow from the bounds in Lemma 7.1 by observing that
Error analysis.
We are now ready to establish bounds for the errors that were introduced at each of the discretization steps in the previous sections.
First, recall that we approximated A −1 (x, ω) by a truncated KL expansion (2.11) and replaced (2.6) with the perturbed problem (2.12). In section 5.1, we derive bounds for the corresponding perturbation errors q − q (M) V and u − u
in terms of the discretization parameter M. After converting (2.12) to the equivalent deterministic problem (2.18), we then approximated
hp,k . In section 5.2 we first show that the corresponding discretisation error can be decomposed into the sum of two errors: the error due to the chosen hp-approximation on the spatial domain D, and the error due to the M -variate polynomial approximation (associated with the chosen degree vector k) on Γ. We then establish bounds for the total sGFEM error, in terms of the mesh parameter h, the scalar polynomial degree p, and the vector of polynomial degrees k.
Estimating the perturbation error.
First, we make a standard modification of Strang's lemma in order to relate perturbation errors in the data to perturbation errors in the solution.
Lemma 5.1. Let (q, u) ∈ V × W be the solution to (2.6) and let q (M) , u (M) ∈ V × W be the solution to the perturbed problem (2.12). Then,
where C min and C max (resp., α min and α max ) are the lower and upper bounds in (2.3) (resp., in (2.16)), and β is the inf-sup constant from Lemma 2.1.
Proof. Let us denote e q = q − q (M) ∈ V and e u = u − u (M) ∈ W. Then we deduce from (2.6) and (2.12) that
Hence, recalling the definitions of a(·, ·) and a M (·, ·) in (2.4) and (2.13) and using the Cauchy-Schwarz inequality and the lower bound for A
Therefore,
Combining (5.3) and the upper bound for q L 2 P (Ω,L 2 (D)) in (2.7) gives (5.1). Now, let us estimate the error e u = u − u (M) . Using the inf-sup condition for (2.6) (i.e., the inequality similar to (2.24)) we have
In order to estimate b(r, e u ) for any r ∈ V, we use, once again, the variational formulations (2.6) and (2.12) and the definitions of a(·, ·) and a M (·, ·). We have
Then, making use of the upper bound for A
−1
M (x, ω) in (2.16) and applying the Cauchy-Schwarz inequality we obtain
Combining (5.4), (5.5), and (5.3) gives
Finally, substituting the upper bound for q L 2 P (Ω,L 2 (D)) from (2.7) yields (5.2). Combining Lemmas 5.1 and 2.2, we now derive upper bounds for the perturbation error in terms of M. The convergence rate with respect to M depends on the smoothness of the covariance function of A −1 (x, ω). 
The positive constant C in (5.6) and (5.7) is independent of M but depends on C min and C max in (2.3) as well as on the inf-sup constant β in Lemma 2.1.
Estimating the stochastic Galerkin error.
Consider now the parametric variational formulation (2.18) and the sGFEM approximation (3.4). Our goal is to establish a bound for the approximation error
Here, we only consider uniformly distributed random variables ξ j in (2.11) and assume, without loss of generality, that
Our first result concerns the decomposition of the total error E hp,k . Lemma 5.2. There exists a positive constant C independent of the discretization parameters (h, p, k) but depending on the constants α min and α max in (2.22 ) and on the discrete inf-sup constantβ such that
Proof. Let us introduce the orthogonal projections
with respect to the inner products in 
kM . Hence, due to the boundedness of each projector Π 0,ρj kj in L 2 ρj (Γ j ) (j = 1, . . . , M), we estimate the second term on the righthand side of (5.10) as follows:
Here, we also used the minimizing property of each projector Π 0 kj on S kj (Γ j ). Now we combine estimates (5.10) and (5.11) for both components of the solution and use inequality (5.12) together with the corresponding bound for the scalar component of the solution. Then the desired estimate in (5.9) immediately follows due to quasi-optimal convergence of the sGFEM (see (3.5) , (3.6) ).
The errors due to hp-approximation in the spatial domain D ⊂ R 2 (see the first two terms on the right-hand side of (5.9)) can be estimated by applying Lemma 7.3 (see inequality (7.7)) and Lemma 7.4. Thus, the result below employs the available Sobolev regularity of the solution q (M) , u (M) with respect to the spatial variables and states convergence rates in terms of the discretization parameters h and p. 
. To estimate the error in the polynomial approximation used on Γ, we will exploit the analyticity of q (M) , u (M) with respect to each y j (see Lemma 4.1). Since the corresponding errors (for both components of the solution) can be decomposed as in (5.9), our arguments will be essentially in one dimension. Moreover, all arguments for q (M) carry over without essential modifications to u (M) . Thus, we present technical details only for the vector-valued component of the solution q (M) . We will prove that analyticity of q (M) with respect to the variable y j yields exponential convergence for the corresponding polynomial approximation on Γ j . To that end, we need to make the following assumption on A 
with Fourier coefficients
Hence we find
In the following lemma, we evaluate the Fourier coefficients q n,j . (1.4) , and on f such that uniformly in y * j ∈ Γ * j there holds
Proof. Let j ∈ {1, . . . , M}. For simplicity of notation we will use the variable t in place of y j ∈ Γ j = [−1, 1]. Recall first that the Legendre polynomials L n (t) can be written as
Integrating by parts n times in (5.13) and omitting the subscript j, we obtain
interpolation operator (on the master tetrahedral element T ) was introduced and analyzed in [16, section 5.3] . This operator is stable as a mapping H ε (div, T ) → H(div, T ) for any ε > 0 (note the extra regularity requirement in comparison with the operator Π div hp in two dimensions), which leads to the constant C int in (3.12) slightly depending on h and p (more precisely, C int = O h −ε p 2ε for arbitrarily small ε > 0). Furthermore, the p-interpolation error estimate for this operator in R 3 is suboptimal by an order of ε (cf. [16, Theorem 6] ). Thus, the proof of an optimal p-error bound for spatial approximations in R 3 (see Lemma 5.3 ) is an open problem. However, when the polynomial degree p is fixed (i.e., only mesh refinements are used for spatial approximations with, for example, the lowest-order RT or BDM elements), one can use the classical RT or BDM interpolation operators (see, e.g., [29, Chapter II]), which are h-stable (but in general not p-stable) and satisfy optimal interpolation error bounds in two and three dimensions. In this case the results in Lemma 3.1 and Theorem 5.2 remain valid for D ⊂ R 3 . In fact, these results remain valid for any other family of mixed finite elements (of fixed order), e.g., for BrezziDouglas-Durán-Fortin elements [7] and Brezzi-Douglas-Fortin-Marini elements [8] .
6. Concluding remarks. Interest in developing stochastic Galerkin approximation methods for PDE problems with random data has exploded over the last decade. While there exists a large body of literature on stochastic Galerkin approximation of primal formulations of steady-state diffusion problems, the case of mixed variational problems is not so well understood. This is the motivation for this article. An important point is that our analysis framework is quite general-although the emphasis in this article is on steady potential flow problems, our theoretical results are likely to be of use in many other applications.
Note that if stochastic Galerkin methods are to be competitive with traditional deterministic methodologies based on sampling techniques, then we need fast and robust linear algebra techniques to solve the large indefinite systems that arise. We will use the results of this work to address this key issue in the future. In the next lemma we establish the result on the right inverse of the div operator. Lemma 7.2. For any w ∈ W (resp., w ∈ L 2 (D) ⊗ S k (Γ)) there exists a vectorvalued function z ∈ V (resp., z ∈ H 0 (div, D) ⊗ S k (Γ)) such that z ∈ L 2 ρ (Γ; H ε (D)) (resp., z ∈ H ε (D) ⊗ S k (Γ)) for some ε > 0, div z = w, and the following inequalities hold:
The constant C D > 0 in (7.1) depends only on the domain D, whereas the constant C reg > 0 in (7.2) depends on D and on ε.
Proof. Given w ∈ W , we solve the following problem: find u ∈ L u L 2 ρ (Γ;H 1 (D)) ≤ C 1 w W with a positive constant C 1 depending only on D. Furthermore, using the regularity theory for deterministic elliptic problems in nonsmooth domains (see, e.g., [13, 22] ), we conclude that u ∈ L D) ) and estimates (7.4) and (7.5) yield the desired inequalities in (7.1) and (7.2):
with C D := 1 + C 2 1 and
This finishes the proof of the statement concerning the function w ∈ W . For the case where w ∈ L 2 (D) ⊗ S k (Γ), the corresponding result is established in a similar way: we define z := −∇u, where u ∈ H 
