Abstract-This study explores a new domain representation method for natural language processing based on an application of possibility theory. In our method, domain-specific information is extracted from natural language documents using a mathematical process based on Rieger's notion of semantic distances, and represented in the form of possibility distributions. We implement the distributions in the context of a possibilistic domain classifier, which is trained using the SchoolNet corpus.
data sparseness problem, which is prevalent in NLP. Section III then presents the mathematical development that underlies our proposed possibility distributions. In Section IV, we set out to implement a prototype domain classifier to perform preliminary tests of our method and analyze the results. The concluding remarks are summarized in Section V.
II. BACKGROUND

A. Possibility Theory
Possibility theory, first introduced by Zadeh [9] , can be seen as a middle ground between probability theory and fuzzy set theory. Although it can be difficult in some cases to draw a clear distinction between these three theories, each one represents a different concept. More precisely, the probability of an event is assigned a value between 0 and 1, depending on the likelihood of that event occurring. A probability of 0 means a certainty that the event will never occur, while a probability of 1 is a certainty that the event will occur. Fuzzy set theory, on the other hand, deals with the membership of an event in a set. A membership value of 0 means that the event does not belong at all in the set, while a membership value of 1 means that the event epitomizes the set. Finally, the possibility theory expresses the ease with which an event can occur, or belong to a set. A possibility of 0 means that an event cannot occur, while a possibility of 1 means that the event is completely allowed to occur, and values between 0 and 1 represent events that are restricted but not impossible. Some examples will help to clarify these notions.
To distinguish between possibilities and probabilities, consider the simple scenario of tossing a coin. When the coin is fair and the toss is carried out with no intention of influencing the results, the coin is as likely to land on one side as on the other. Within the framework of probability theory, the probability of the coin coming up heads on any individual toss is 0.5, and the probability of it coming up tails is 0.5. However, under similar conditions, in the context of possibility theory, we can say that the coin is completely allowed to land on heads as well as on tails. Hence, the possibility of an outcome of heads is 1, and the possibility of an outcome of tails is also 1.
It is worth noting that there is a heuristic connection between possibilities and probabilities. This connection can be expressed intuitively, with observations such as "if an event is almost impossible, it is bound to be improbable." Zadeh refers to this as the possibility/probability consistency principle [9] .
The relationship between fuzzy sets and possibility distributions can be illustrated using the notion of temperature. Consider the classic example of a temperature scale divided into three fuzzy sets, namely, "cold," "warm," and "hot." Each temperature is associated with a membership value in each set, which, in turn, represents how compatible that temperature is with that set. For example, a temperature of 15
• could have a membership of 0.8 in the "cold" set, 0.1 in the "warm" set, and 0 in the "hot" set, which means that it is very compatible with our notion of cold, not very compatible with that of warm, and not at all compatible with that of hot. Conversely, if we think in terms of a statement such as "this room is cold," then the fuzzy set "cold" works as a fuzzy restriction on the temperature of the room, and a temperature of 15
• is said to satisfy the constraint to 0.8. Alternatively, we can take this situation to mean that there is a possibility of 0.8 that the room's temperature is 15
• given the fact that the room is cold. In this situation, we can think of the value of 0.8 as representing the degree of ease with which someone would call a room with a temperature of 15
• "cold" [11] .
B. Data Sparseness Problem
The data sparseness problem, also referred to in the literature as the sparse data problem and the rare events problem, is an important challenge in NLP. This problem is encountered when researchers extrapolate the probability of observing pairs of words (or triplets, or more) in reality, based on their frequency of occurrence in a training corpus. Because the training corpus has a limited size, it contains a finite number of word pairs. Pairs that are not present have a frequency of zero. Assigning zero probabilities is erroneous, as many of the pairs are not impossible, but are very rare. Instinctively, the solution to this problem might be to augment the size of training corpus to include a representative sample of the missing pairs. However, researchers in statistical NLP have shown that all representative corpora have this problem; there are simply too many rare events [5] , [10] . The data sparseness problem becomes more severe when longer sequences of words are studied. This is because a given training corpus contains more word pairs than triplets of words. Therefore, the sample of pairs is normally more complete than the sample of triplets, and the probabilities extrapolated for the pairs will be more reliable. Likewise, the corpus will contain more triplets of words than quadruplets of words, more quadruplets than quintuplets, etc. A good presentation of the data sparseness problem, as well as of some popular statistical smoothing techniques used to compensate for it, can be found in Manning and Schütze [16] .
III. POSSIBILITY DISTRIBUTIONS
A. Subject-Verb-Object Triplets
In English, a sentence in its simplest form is composed of two parts: the subject and the predicate [1] . The subject is typically a noun phrase, while the predicate is a verb phrase that contains a verb and zero or more objects. This gives rise to the subjectverb-object sentence structure, which is fundamental in NLP. Indeed, this structure contains most of the semantic information of a sentence. However, it is worth noting that using this structure does cause us to lose some of the semantic information, such as the distinction between the agent and patient of the verb, and also makes it impossible to handle sentences that are written with a different structure. But that criticism holds true for any text representation method; by discarding some words or word order, they cause a loss of information for the sake of simplification.
In this paper, the subject-verb-object structure is represented by a triplet of keywords, which we simply refer to as the triplets. We assume that all the documents that will be used for training or testing purposes in our paper have been simplified into a collection of triplets that represent the sentences in those texts. How this has been accomplished is outside the scope of this paper. However, we can note that a number of semantic taggers currently exist, which can perform this extraction task with good accuracy. For example, one could use the Minipar parser [2] or the methods proposed by [3] or [4] .
Moreover, the individual nouns are grouped by topic into noun categories. This grouping can be accomplished by any word stem clustering algorithm, such as [20] . This is done to avoid the problem of having to handle many significant but rarely used words or word stems. Instead of having, for example, 100 nouns with a similar meaning used once each, we will have one noun category with a roughly equivalent meaning used a 100 times.
For its training stage, our method receives as input a training corpus of documents (i.e., triplets) divided in domains or topics of discourse. Some triplets are common and appear in several or all domains, while others are specialized triplets found in only a few domains or in a single domain. Some triplets have virtually the same meaning and should be lumped together, while others have very different meanings. The focus of the method presented in this paper is to extract the meaning and domain information contained in the triplets and represent this information using the possibility theory.
For most of this section, each subject-verb-object triplet is split into a subject-verb pair and an object-verb pair. This was done to avoid data sparseness: pairs of words occur far more frequently than triplets of words. This subdivision was done on the assumption that the meaning of the subject-verb pair and that of object-verb pair are discrete; although both pairs influence the meaning of the triplet, each one has its own meaning that is mostly independent of the other. To simplify the notation, we will refer to these two pairs as noun-verb pairs in the remainder of this paper, with the understanding that the algorithm always handles subject-verb pairs and object-verb pairs separately, and that in each case, the nouns are actually noun categories as created before.
B. Mathematical Foundations
1) Zipf-Mandelbrot Law:
To set off this mathematical analysis, we will make the assumption that each domain of the training corpus is made up of a very large number of triplets. Under this assumption, we know that the frequency of occurrence of the individual words in each domain will follow the Zipf-Mandelbrot law [5] , [10] . In this state, each domain will be composed, in major part, of a few often-repeated words with broad meaning, complemented by several rarely used words with a precise meaning. It has been shown [5] that when we rank the words in a discourse according to their frequency of occurrence, we obtain the following hyperbolic relationship:
This equation is known as the Zipf-Mandelbrot law, where f is the frequency of a word, r is its rank, and P , B, and ρ are the parameters of the discourse analyzed.
We can now make educated statements about the nature of the words with low-and high-frequency ranks in each domain of our training corpus. In line with the Zipf-Mandelbrot law, we know that words with the highest frequencies will be general words of broad meaning. Moreover, in this analysis, we consider domainspecific distributions. Hence, it stands to reason that important domain-specific words will also be used frequently and will be assigned a high rank. On the other hand, words with low ranks are those that appear rarely within a domain. Logically, they will be mainly composed of domain-specific words originating from other domains, and possibly of a few erroneous words resulting from errors encountered in the triplet extraction stage.
2) Correlation Coefficients: The first step of the training process of our method is to represent the meaning of each nounverb pair. This is done using a technique similar to the one proposed by Rieger [6] - [8] . The assumption behind Rieger's work, as well as ours, is that the meaning of a word can be understood by searching for its occurrences in a corpus of typical English documents and finding which words regularly co-occur in it.
To extract the occurrence regularities of pairs of words, Rieger used a modified correlation coefficient. This coefficient computes the interdependence between any two lexical items on the basis of their frequencies in the texts of the training corpus. For the purpose of this study, the relevant words are the subjects, objects, and verbs found by the triplet extraction process. The equation that we use to compute each word pair's correlation coefficient is given by
(2) where α(w i , w j ) is the correlation coefficient of the pair composed of words w i and w j , T denotes the total number of domains forming the training corpus, and w it and w j t denote the total number of occurrences of w i and w j in domain d t , respectively. The expected number of occurrences e it is defined as e it = l t H i /L, where H i is the total number of occurrences of the word w i in the training corpus, l t is the length of domain d t , or, said differently, the number of triplets representing domain d t , and L is the length of the training corpus.
One way to understand the behavior of the correlation coefficients would be to look at the difference between the frequency of a word and its expected frequency, or w it − e it . The result of this subtraction, which we will call the frequency deviation, or simply the deviation, can fall into three broad ranges of values that we will define hereafter. The first range is w it − e it ≈ 0, when w it is roughly equal to e it . This first range of deviation values can only be observed if the word in question appears almost evenly throughout all domains of the corpus, regardless of the actual topic of each specific domain. This means that this particular word is definitely not domain specific, but is most likely a word of general meaning. However, it is also possible that such a word could come from a triplet extraction error. Such error words can only occur rarely and are confined to only one domain. Consequently, w it tends to become very small, e it tends to converge toward zero, and as a result, the value of the deviation tends to be very low. The second range of deviation values that we define is w it − e it > 0, which occurs when a word appears in a domain more often than expected. For this to happen, the word cannot be distributed evenly throughout the training corpus, but must appear more often in some domains than in others. It must, therefore, be a domain-specific word. Moreover, the domain d t is 1 where the frequency of occurrence of w i is higher than average. Consequently, the word w t must be relevant to that domain. We call such words in-domain. The third and final range of deviation values that we define is w it − e it < 0. This range is characteristic of a situation that is at the opposite extreme of the previous one. In this case, w i is domain specific, but its frequency of occurrence in d t is less than average. Under these conditions, it is quite evident that the word w i does not belong in this specific domain. We call such words out-of-domain. It is important to note that these three ranges are not disjoint or clearly separated; the first one can overlap with the other two.
The next step in the analysis is to examine the range of values that the correlation coefficients can take as a function of the three ranges of frequency deviation values defined before. To simplify the analysis, we will consider the theoretical case, where each domain-specific word belongs only to one domain and there is no overlap. In that case, these three ranges of deviation values could be combined into four possible types of word pairs. The first pair we consider is composed of two general words. Referring to (2) and our earlier discussion, we can see that in this case, the correlation coefficient will be close to zero. Indeed, in this case, each of the two deviations in the numerator of the equation will have a low value, which means that the numerator itself, and hence the correlation coefficient, will be rather small. The second pair is made up of a general word and a domain-specific word. Based on our previous discussion, we know that w it − e it can take a high positive value when the domain-specific word is in-domain, and a high negative value when it is out-of-domain. However, according to (2) , this deviation will then be multiplied by the low value of the general word's deviation, resulting in a small correlation coefficient, albeit not as close to zero as in the general-word-pair case discussed earlier. The third pair under consideration is that composed of two domain-specific words belonging to the same domain. Since they will always be either in-domain or out-of-domain for the same domains, their deviations will always yield matching positive or negative numbers, and the multiplication in the numerator of (2) will therefore always be positive. This will result in a correlation coefficient that is always greater than zero. The fourth and final pair of words being considered is the one composed of two domainspecific words belonging to two different domains. When one of these words is in-domain and has a high positive deviation, the other is necessarily out-of-domain and has a high negative deviation, and so the multiplication in the numerator of (2) will be very high and negative. The numerator can also be positive, as both words can be out-of-domain together, but will seldom have a high value. The correlation coefficient obtained from this calculation will thus be less than zero.
3) Semantic Distances: Once the correlation coefficients are known, the second level of Rieger's model uses them to extract the semantic distances between pairs of words. This step transforms the observed syntactic regularities that are word cooccurrences into paradigmatic regularities that highlight similarities in meaning [6] . Rieger defined this distance as the difference between the correlation coefficients of two lexical items. The smaller this difference, the more similar the usage of the two lexical items is, and therefore, the closer their meaning must be. This distance can be measured using a Euclidian metric, which will compute the difference of correlation of a lexical item against all other lexical items. Although we could compute the distance between any pair of words, in our method, we are solely interested in the difference between noun-verb pairs. Thus, we have defined the semantic distance between noun n i and verb v j using the following equation:
where N w is the number of different words in the training corpus. The semantic distance δ(n i , v j ), which we can shorten to δ ij for convenience, can take values between 0 and 2 √ N w , with the most similar noun-verb pairs having the lowest values.
The semantic distance is a mathematical measure of the difference in meaning between two words. Indeed, as can be understood from the mathematical development in this section, two words w i and w j will have a low semantic distance if their meanings are similar, but a high semantic distance if their meanings are different. But moreover, we can use semantic distances to represent the meaning of two words relative to a third one. For example, if two pairs of words w i w j and w i w k have very different semantic distances, then it appears that w j and w k have very different meanings, with one having a meaning more similar to that of w i and the other having a meaning rather different from that of w i . On the other hand, if the two pairs have a similar semantic distance, then it appears that w j and w k have a similar meaning relative to that of w i . That understanding of semantic distances is the one we will be using when we build our possibility distributions later on.
In light of our earlier analysis of the correlation coefficients, we can study four interesting ranges of values for the semantic distance, corresponding to the four theoretical values of the correlation coefficients. The first corresponds to the distance between two domain-specific words that belong to the same domain. As explained before, the correlation between a domainspecific word and another word could be either positive or negative, depending on whether or not the latter word belongs to the same domain as the former. And since we are computing (3) using two words w i and w j that belong to the same domain, their correlations will always be either positive or negative simultaneously, and their values should therefore cancel out when they are subtracted. It follows that the semantic distance in this first scenario will be close to zero. The opposite situation arises when we compute the distance between two domain-specific words originating from different domains. In this second case, it is logical to presume that a third word belonging to the same domain as one of these two must necessarily come from a domain different from that of the other one. This means that one of the correlation values in (3) will be positive while the other will be negative and, instead of canceling out as before, they will always add up and yield a rather large semantic distance up to a maximum of 2 √ Number of words [6] - [8] . The third range of semantic distance values we can foresee is the one covering the distance between two general words. In this third case, each of the correlation coefficients in (3) will be either between a pair of general words or between a general and a domain-specific word. Given that both of these pairs have small correlation coefficients, the semantic distance will consequently be small. The fourth and final range of values occurs when we compute the semantic distance between a general word and a domain-specific word. While the correlation of the pairs that make use of the general word will remain small, the pairs that make use of the domain-specific word will take on positive or negative correlation values of different magnitudes, depending on the other word in the pair. These correlation values will partially, though not completely, cancel each other out through the subtraction operation in (3), thus resulting in a medium semantic distance figure-larger than the distance between two general words, but smaller than that between two domain-specific words of different domains.
4) Conditional Probabilities:
Apart from the earlier two concepts that we have adapted from Rieger's work, our method still requires a third statistical piece of information. It consists of the conditional probability of a domain given each noun-verb. Indeed, while the semantic similarity gives us a statistical insight into the combined meaning of a noun-verb pair, the domain-pair probability, on the other hand, provides us with a statistical relationship between the noun-verb pair and the domains of the training corpus.
The probability of domain d t , given the pair composed of noun n i and verb v j , P (d t |n i v j ) can be computed following Bayes' theorem as
where
is the prior probability of domain d t , P (n i v j ) is the normalizing constant, and P (n i v j |d t ) is the likelihood function.
In our system, we assume that the probability of a domain is not a function of its length, but that each of the T domains of the training corpus is equally probable. The normalizing constant is the probability of the pair n i v j in the entire training corpus. This will be computed as the sum of the probabilities of n i and v j in each of the domains as follows:
where n it and v j t are the number of occurrences of n i and v j in domain d t , respectively, and l t is the length of domain d t . Finally, the likelihood is the probability of the pair n i v j occurring in domain d t , which is computed using the probabilities of n i and v j , in the same manner as follows:
Like any other probability, the value of P (d t |n i v j ) will vary between 0 and 1. From (4), we can infer that it will be closer to 1 when a pair of words w i w j represents a significant portion of a domain d t , yet an insignificant portion of other domains. Such pairs are clearly composed of domain-specific words, and the more domain specific each of the two words of the pair is, the closer to 1 the probability gets. However, the probability will only reach 1 if one of the words in the pair occurs exclusively in that domain. Although such a word could be an exclusive domain-specific word, it could also be the single occurrence of a triplet extraction error. On the other hand, the probability will fall close to 0 in the opposite situation, namely, when the pair w i w j represents an insignificant portion of a domain d t but a significant portion of the other domains. In this case, although the pair is strongly domain specific, it belongs to another domain besides d t . We can further infer that the closer to 0 the probability gets, the more domain specific and out-of-domain each of the two words is. However, if the probability is exactly 0, the only inference that can be made is that one of the two words never occurs in domain d t , and of course, nothing can be inferred about the other word. Finally, it is worth mentioning that the conditional probability of a domain given a pair of general, nondomain-specific words, will lie somewhere between 0 and 1, with a perfectly evenly distributed word pair yielding a probability equal to 1/number of domains.
C. Possibility Distributions 1) Mathematical Development:
In the system we have developed, we use possibility distributions in order to represent the possibility of a domain d t given a noun-verb pair n i v j . This is implemented by using an individual possibility distribution for each domain-noun combination Π d t n i , in which the possibility of the domain is a function of the semantic distance of the pair, as illustrated in Fig. 1 . Within this framework, when given the pair n i v j , a user can look up the possibility distribution of each domain d t given n i , and obtain the value of the distribution at v j . This permits knowing the possibility of the domain d t given n i v j .
Zadeh [9] showed that a probability distribution and a possibility distribution could be equivalent. Furthermore, it has been shown previously that each domain is related to each noun-verb pair by a discrete probability value. By using these results, we can use the probability of d t given n i v j as the initial value of π n i v j (d t ), the possibility of d t given n i v j . However, transforming a set of these possibilities into a possibility distribution is not as straightforward as it seems. Indeed, these possibilities are based on an inherently limited training corpus, and therefore, the data sparseness problem dictates that they are incomplete and inaccurate [5] , [10] . Some form of data smoothing is therefore required in order to create an accurate possibility distribution.
An example can help illustrate this situation. Suppose that our system observes two noun-verb pairs, namely, "company buy" (as in "a company bought stocks") and "company purchase" (as in "a company purchased stocks"). Since the meaning of these two pairs is nearly identical, it is expected that a domain will have the same possibility given the knowledge of either one. However, if the first pair is often observed in one domain while the second pair is not, then this domain will only have a high possibility given the first pair. Such an erroneous result must be corrected.
The correction we propose is based on the fact that when two pairs n i v j and n i v k have the same semantic distance, or said differently, v j and v k are equally distant semantically from n i , it implies that v j and v k are equivalent semantically relative to n i . This does not mean that v j and v k have the same meaning and are synonymous, but it does mean that they have an equivalent meaning when used with n i .
Once again, an example can help to illustrate these notions. Consider that the pair "company buy" from our previous example will have the same semantic distance as the pair "company sell." The verbs "buy" and "sell" have opposite meanings by themselves. But when used with the noun "company," both pairs are equivalent, in that both pairs would be used in the same sentences in roughly the same manner. By contrast, the pair "company grow" will have a different semantic distance. But since it will still occur in the same kind of documents, its semantic distance will be closer to that of "company buy" than that of "company sculpt," a nonsensical pair that never occurs at all.
Since two pairs with the same semantic distance are semantically equivalent, the correction we propose in our study is to give them a single possibility value. By grouping pairs together in this manner, we hope to alleviate the impact of data sparseness. Following [11] , this is done by taking the maximum of the two values
where π n i v j ∪n i v k (dt) is the possibility of d t given either one of the pairs. This rule is in accordance with our intuition: if the possibility that an event E 1 occurs is π 1 , then the possibility that either events E 1 or E 2 occur cannot be less than π 1 . The same principle can be applied to correct the possibility associated with two pairs n i v j and n i v k with different semantic distances δ ij and δ ik , respectively. However, we must allow for the fact that the pairs have different meanings by dampening the possibility of one of the pairs as a function of the difference between δ ij and δ ik . This is accomplished by multiplying one of the possibilities by the relative difference between the pairs. In other words, the possibility of d t given the pair n i v j will be perceived at the semantic distance δ ik as π
where δ M and δ m are the maximum and minimum semantic distances observed between a noun-verb pair, respectively. Next, we can update the possibility of d t given n i v k by modifying (7) as follows:
Equation (9) updates π n i v k (d t ) by taking into account the possibility of one other pair. However, for more accuracy and completeness, all other pairs composed of n i and a verb should also be incorporated. To this end, (9) must be modified in the following way:
where N v is the number of different verbs in the training corpus. Finally, the possibility distribution Π d t n i of a combination of d t and n i is the set of possibilities of d t given n i and each of the verbs. Equation (11) computes this possibility distribution as
2) Distribution Shapes: Since the possibility distributions are constructed from the conditional probabilities and the semantic distances, it is, therefore, of importance to get a deeper understanding of the relationship between these notions. Given that the distribution of a specific domain is computed under the assumption of a specific noun and any verb, we can limit our study to three main situations, namely that where the noun is domain specific and in-domain, where the noun is domain specific but out-of-domain, and where the noun is general and not domain specific.
The first situation to be considered is that where we compute the possibility distribution of a domain given an in-domain domain-specific noun. This situation is depicted in Fig. 2(a) . In this graph as well as all the others of Fig. 2 , the verbs are sorted on the X-axis according to the semantic distance of the nounverb pair, while the conditional probability is measured on the Y -axis. As shown in Section III-B.3, the noun-verb pairs with the lowest distance will be the ones that belong to the same domain, and since the noun is in-domain, it follows that the pair is both strongly domain specific and belongs to the current domain as well. Under these conditions, and as shown in Section III-B.4, the conditional probability of the domain given the pair will have a high value. The next highest value of semantic distance will be that of pairs in which the noun is matched with a general verb. As argued in Section III-B.4, the probability of a domain given a domain-specific word and a general word will be lower than that of two domain-specific words, mentioned before. Finally, pairs where the noun is matched to a domain-specific verb from a different domain will yield the highest semantic distance and the lowest probability. These relationships trace the decreasing line shown in Fig. 2(a) .
The second situation under analysis is the inverse of the preceding one. In this case, we compute the possibility distribution of a domain given an out-of-domain domain-specific noun. Once again, the noun-verb pairs with the lowest semantic distance will be those that belong to the same domain, followed by those pairs with general verbs, and finally by the pairs that belong to different domains. However, in this instance, the lowest distance noun-verb pairs belong to a domain different from the one being plotted, and their conditional probability will be close to zero. In the same vein, the second group, namely that of noun-verb pairs that include a general verb, will exhibit a slightly higher conditional probability than that of the first group. Finally, in the case where the noun and verb belong to different domains, it is possible that the verb will belong to the domain being plotted. If this is the case, the conditional probabilities given these pairs will reach the highest values. This relationship between the semantic distance of the three groups of pairs and their condition probabilities traces a positive curve, as depicted in Fig. 2(b) . It should be mentioned that this graph is valid only if the verbs with the greatest distance from the noun are the most in-domain ones. However, if there are several domains, then other less distant verbs may be more in-domain than these. In that case, the probability will peak for some moderate value of the semantic distance, and will fall again as the verbs become increasingly distant from that peak, indicating that they belong to more and more dissimilar domains. This setup is illustrated in Fig. 2(c) .
The final situation is the one that uses a general, nondomainspecific noun. This case is notably different from the previous two. Indeed, as shown in Section III-B.3, only domain-specific noun-verb pairs can have very small or very large semantic distances, whereas pairs that include a general word will show small to medium distance values. Moreover, the conditional probability of a domain given general noun-verb pairs is rather small, while that of a domain given mixed general and domain-specific pairs will only be a little higher when the domain-specific word belongs to the domain being plotted, and lower otherwise. The resulting distribution will therefore simply consist of a central hump, much like the one illustrated in Fig. 2(d) .
It is important to note that the theoretical distributions of the graphs of Fig. 2 represent theoretical ideals. In practice, the data sparseness problem described in Section II-B and the overlap in domains mentioned in Section III-B.2 will cause the scatter diagrams to have much more irregular shapes, with the probability of consecutive noun-verb pairs fluctuating wildly between high and low values. However, these scatter diagrams are then used and smoothed to generate the possibility distributions. The relationships described before will therefore dictate the shape of the possibility distributions, as can be observed in the experimental data of Section IV. We have selected from these data two examples to illustrate these relationships. These two examples have been chosen on account of their clarity and comprehensiveness.
The first example is composed of the possibility distribution of two domains given a noun category of scientific terms and all verbs. The plot of the possibility of the sciences domain (dotted line) and that of the social studies domain (plain line) are shown in Fig. 3(a) . These two plots can be superposed as in this figure since the semantic distances composing the X-axis are not domain-dependent. This example illustrates the first two theoretical cases discussed earlier. As shown in Fig. 3(a) , the possibility of the sciences domain given pairs composed of a science noun and a similar verb is very high at first, but falls gradually as the distance between the verbs and the noun increases. By contrast, in the social studies domain, the possibility given pairs of science-related words starts very low, but increases as the verbs become more and more distant from the science noun category. It is worth noting that the science noun category selected only occurs in these two domains. In this regard, the second example selected is a lot more sophisticated. In this example, we selected an art-related noun category that occurs in not less than six different domains. For ease of presentation, the three most interesting domains of this example are illustrated in Fig. 3(b) . They are the art domain (plus line), the language art domain (plain line), and the social studies domain (dotted line). This graph also shows that, with respect to the possibility of the art domain, the art-related noun-verb pairs in the first half of the semantic distance axis dominate those of the other two domains and, indeed, those of the remaining three domains not depicted graphically here. And even though they are overtaken by the possibility of other domains in the second half of the distance axis, the art domain still has a strong showing in that region. The social studies domain, on the other hand, is unrelated to the noun category, and its possibility is therefore high only for pairs with the highest distances, namely, those pairs where the verb is the most unrelated to the art noun. To be sure, these two situations are similar to the ones examined in the previous example. However, the novelty in this example comes from the language art domain. This particular domain is somewhat related to the arts noun category, and Fig. 3(b) shows its possibility distribution peaks near the middle of the plot, where the possibility of the art domain begins to fall and where the distance between the art noun category and the verbs has a medium value. The medium value means that the verbs are not exactly art related, yet not completely different either. This last case of the language art domain illustrates the situation depicted in Fig. 2(c) .
3) Triplets: Up till now, the method developed has only focused on noun-verb pairs, yet in our study, sentences are represented using subject-verb-object triplets. The system must therefore bridge the gap between the pairs and the triplets.
Suppose that the system needs to compute the possibility of a domain d t given a subject-verb-object triplet n i v j n k after having computed the possibility of the domain given n i v j and n k v j . Given our earlier simplifying assumption of independence in Section III-A, the possibility of the triplet can be defined as a combination of the possibility of both pairs. Following [11] , this is done by taking the minimum of the two values π n i v j (d t ) and π n k v j (d t ):
where π n i v j (d t ) and π n k v j (d t ) are the possibilities of d t given the pairs n i v j and n k v j , respectively, π n i v j ∩n k v j (d t ) is the possibility of d t given both pairs, and π n i v j n k (d t ) is the possibility of d t given the triplet n i v j n k . This rule is in accordance with our intuition: if the possibility that an event E 1 occurs is π 1 , then the possibility that both events E 1 and E 2 occur cannot be more than π 1 .
Suppose, for example, that the system needs to know the possibility of the business domain given the triplet "company buy stock," and that it already knows the possibility of the business domain given the pairs "company buy" and "buy stock." Since the business domain will be very possible given both these pairs, the minimum possibility value, and thus the possibility given the triplet, will be very high. Now suppose that, instead of "buy stock," the second part of the triplet was something irrelevant, like "buy fruit." This triplet could come from a sentence giving background trivia on the company, such as "the company bought a variety of fruits for the employee picnic last year," or it could even come from an extraction error. Either way, the business domain will not be very possible given that pair. Hence, (12) will insure that the business domain will not be very possible given the triplet "company buy fruit," despite the fact that it would be possible given the first pair "company buy."
D. Qualitative Discussion
To conclude, it behooves us to briefly discuss qualitatively the behavior of our method. To fix ideas, we will use the domainspecific words w 1 and w 2 , which originate from domains d 1 and d 2 , respectively, along with the general word w G and an extraction error w E , which occurs a few times in d 1 .
Let us start by focusing on the frequency of each word in each domain. These results are fairly straightforward: the domainspecific words will occur with high frequency in their own domains but with low frequency elsewhere, while w G will occur with high frequency everywhere and w E will, by definition, occur rarely in one domain and never occur elsewhere. These results support and extend the predictions of the Zipf-Mandelbrot law, as explained in Section III-B.1. Let us turn next to the frequency deviation, as defined in Section III-B.2. As we recall, domain-specific words will have a deviation well above zero in their own domain and well below zero in other domains, while general words and error words will have a deviation around zero. These results are presented in Table I . As can be observed from that table, there is a clear distinction between the behavior of domain-specific words, that of general words and that of error words. Indeed, even at this early stage of computation, it is possible to distinguish between these three different types of words and to filter out undesirable words, such as those resulting from triplet extraction errors.
Also in the context of Section III-B.2, the next step in our method called for the use of the frequency deviations of words to compute the correlation coefficients between pairs of words. Drawing on (2), we showed that the correlation between domainspecific words belonging to the same domain will have a high positive value, while that of domain-specific words belonging to two different domains will have a high negative value. On the other hand, pairs composed of at least one general word will have a correlation close to zero; however, if the second word was domain specific, the pairs will have a slightly higher correlation value than if they were composed of two general words. Once calculated, these correlation coefficients are then used in (3) to compute the semantic distances. Section III-B.3 focuses on this aspect of the method, and reveals that pairs of domain-specific words belonging to the same domain will have a semantic distance close to zero, while those that belong to different domains will have the highest distances. In between these extremes are pairs that include a general word. In parallel with the results of the correlation analysis, pairs with a domainspecific word will have a slightly higher semantic distance than pairs of general words. Finally, in Section III-B.4, the conditional probability of each domain given the pairs is computed. Most notably, this section has established that the probability of a domain given a pair of in-domain domain-specific words will be close to 1, while its probability given domain-specific words of another domain will be close to 0. The probability given other pairs will be in between these two extremes and will vary depending on the presence of general or domain-specific words, with the probability of a domain given a pair of perfectly evenly spread general words being equal to 1/(number of domains in the training corpus). The results of the correlation, semantic distance, and conditional probability are summarized in Table II . The notation in this table adds the word w 3 , which is another domain-specific word that originates from domain d 1 , much like w 1 .
The special cases where the pairs of words include the extraction error w E are presented separately in Table III. This table TABLE II  CORRELATION AND DISTANCE OF WORD PAIRS, AND PROBABILITY OF  DOMAINS GIVEN PAIRS Tables II and III , it becomes apparent that pairs that include an error word have a mixed behavior: they have the correlation and semantic distance of general pairs, but yield the conditional probability of extremely domain-specific pairs. This is a consequence of their rareness. Their low frequency and deviation, which we observed in Table I , lead to a low correlation and distance similar to that of general pairs. Furthermore, this rareness means that they appear in only one domain, which makes them akin to very domain-specific words for the purpose of the probability computation.
To sum up, Tables I-III reveal that the semantic information representation method advocated in this research must handle four different types of words, namely, domain-specific words whether they are in-domain or out-of-domain, general words, and error words. Furthermore, the method must also handle them either singly or in pairs. It does so by computing the five metrics analyzed in this section: the frequency, the frequency variation, the correlation, the semantic distance, and the conditional probability.
Given the results presented in Tables I-III , it is possible to see that no two pairs of words have the same values for all five metrics. It is thus possible to combine these results in order to gather reliable information about the words' meaning and usage, and the nature of the documents containing them. The method developed in this study, by putting together the information obtained from the five metrics, achieves this goal in a most effective way.
IV. EXPERIMENTS AND PRELIMINARY RESULTS
The purpose of this section is to demonstrate the practicability of our method by presenting and analyzing a suitable application. We will thus create a domain classifier based on our method. In this regard, we will detail the implementation of the method step by step. The classifier will then be trained and tested using several different corpora, and the experimental results will be analyzed.
A. Canada's SchoolNet
The data used to create the training and testing corpora in this research comes from Canada's SchoolNet [12] . SchoolNet is an online digital repository of learning objects (LOs) that serves as a portal to thousands of educational websites. Learning object repositories (LORs) such as SchoolNet are growing in popularity, and are meant to become an integral part of the semantic Web [13] . However, tools to represent and navigate through an LOR, such as [14] , or to integrate together and search through several LOR, such as [15] , are still in their infancy and lack a reliable process to represent and handle the information contained within the LO. Consequently, we will focus on Canada's SchoolNet in this research in order to show that our methodology could be helpful in that regard.
Canada's SchoolNet is composed of 2371 LOs sorted in a hierarchy of 150 domains. Each LO contains several metadata fields from which information could be extracted. However, we limited our scope to the "description" field of the LO at this stage of the research. This field contains a few sentences written in plain English by ordinary SchoolNet users who wish to review or comment on the Web site represented by the LO. Following the triplet extraction, a total of 27 746 triplets, featuring 3773 different nouns divided into 375 noun categories and 767 different verbs, are gathered from this data.
B. Domain Classifier
By applying the methodology explained in Section III to the training corpus, the classifier can be trained to generate the possibility distribution of each domain for a given triplet. This training corpus is created at run-time by selecting randomly 90% of the LOs in the SchoolNet LOR. The remaining 10% will form the testing corpus.
When its training is completed, the classifier is set to classify the testing LO. The classification is done in a winner-takesall fashion. For each triplet in the LO, only the most possible domain is given a value, while the possibilities of the other domains are set at zero. The total possibility of each domain is then computed as the sum of all triplets. The following equations specify this process:
In (13), π z (d t ) is the possibility of domain d t given the triplet τ z . The triplet τ z is the zth triplet of the test document, and composed of n i v j n k . In (14) , the possibility of domain d t given the entire testing LO is defined as π(d t ), and computed as the sum of the possibility of domain d t given each of the Z triplets in the testing LO.
The possibility π(d t ) represents how easy it is for the testing LO to belong to domain d t . Once this measure has been computed for every domain, the testing LO can be classified in the domain with the highest possibility π M , which is formally defined as
The foregoing method of operation also allows the classifier to compute the confidence of its classification. This is an important feature of the classifier, as it will allow distinguishing between correct and incorrect classifications automatically. In this system, the confidence level is simply defined as the difference between the domain with highest possibility π M and the domain with the second-highest possibility π M −1 , defined in as
Using this definition, the confidence C can be computed as in (17)
When an LO is classified correctly, in the sense that the domain it is classified into is the same as the one assigned by SchoolNet, it should have a high confidence value. As shown in (16) , this indicates that there is a large difference between the confidence of the correct domain and that of the runner-up domain. On the other hand, when an LO is classified incorrectly, in the sense that the domain it is classified into is different from the one assigned by SchoolNet, its confidence value should be low. As indicated in (17) , this result implies that the confidence values of the highest and second-highest domains are very close, or nearly equal. Hence, the classifier will be able to detect and filter out its classification errors automatically, thereby improving its results.
V. CLASSIFICATION RESULTS AND DISCUSSION
We tested our classifier by training it with a random selection of documents representing 90% of the SchoolNet corpus, then classifying the remaining 10% and computing the precision and recall of the classification for each of the 16 domains. We repeated these training and testing experiments 20 times, each time using a different random division of SchoolNet for the training and testing corpora. The average precision and recall values of the classification for the 16 domains of SchoolNet over the 20 independent trial runs stand at 72% and 49%, respectively. The average confidence of LO classified correctly is 94%, while that of LO classified incorrectly is, on average, a lower 83%. This distinction in the confidence results is consistent with our earlier prediction. We also computed the receiver operating characteristic (ROC) curve of our classifier using a technique similar to the one proposed in [21] , by using our correct and incorrect classification as binary positive and negative classes, and thresholding the confidence. The curve reveals that our classifier is optimal, in the sense that it has the greatest performance gain compared to a random guess, in the "liberal" region of the graph [21] , and peaks twice within that region. The first peak occurs when the threshold is in the 83%-94% range we previously identified. A threshold in that range can, on average, correctly differentiate between the two classes. The second peak occurs when the threshold is much lower, around 37%. The set of LO below and above that threshold have exactly opposite compositions; two-thirds of the former set are low confidence incorrectly classified LO, while two-thirds of the latter set are high confidence correctly classified LO.
To put these results into perspective, we have computed the average precision and recall values of a probabilistic classifier for the same 20 trial runs. This classifier uses the probabilities computed in Section III-B.4 and the idea behind (12) to assign each triplet to its most probable domain as defined in (18) shortly, and then performs the classification following the same principles as in (13)- (15) 
Overall, the classifier exhibits a precision of 67% and a recall of 50%. These results show that the classifier based on our possibility distributions outperforms the one limited only to probabilities with respect to the precision value while equalling it in recall. This observation confirms the validity and usefulness of our method based on possibility distributions.
It appears, however, that our classifier still has room for improvement, notably in its recall score. This outcome was to be expected for two reasons. The first is our use of simplifying assumptions, such as the one that allowed us to divide the triplets into two independent pairs in Section III-A or the one that underlies our analysis in Section III-B. The second reason for the inaccuracy in the results is the data sparseness problem. Indeed, many SchoolNet domains are composed of only a few hundred triplets, and sometimes even less than that. This is an important consideration because, as is the case for many other NLP methods that are trained with examples taken from a training corpus, our possibility distributions should become more accurate when they are calculated with more triplets. With more training data, we can expect that the possibility distributions will be closer to the theoretical ideal shapes of Fig. 2 , and that the results of any tool built with them will improve.
VI. CONCLUSION
This research has dealt with the exploration and development of a new application of possibility theory. This application consists in the mathematical construction of possibility distributions as a tool to represent semantic information from natural language documents to facilitate its use in practical applications. As befits a new approach, we provided in Section III a detailed study of the mathematical foundation underlying it.
The implementation of a domain classifier based on this method in Section IV allowed us to deal with each step of the implementation process in detail, and to gather experimental results that show that the proposed method is reliable and valid. Future work will focus on integrating the complementary notion of necessity [11] into our possibility distributions. We believe this will enrich the representation and make applications, such as our classifier, more accurate.
