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Characterization of Domain of Fixed-time Stability under Control Input
Constraints
Kunal Garg Dimitra Panagou
Abstract—The concept of fixed-time stability (FxTS) has been
studied widely in the past decade as it allows system trajectories
to converge to an equilibrium point within a fixed time. For
a control system, it is not possible to guarantee fixed-time
stability from any arbitrary initial conditions in the presence of
input constraints. In this paper, we study the effect of control
input constraints on the domain of attraction of an FxTS
equilibrium point. We first present a new result on FxTS, where
we allow a positive term in the time derivative of the Lyapunov
function. We provide analytical expressions for the domain of
attraction and the settling time to the equilibrium in terms of
the coefficients of the positive and negative terms that appear
in the time derivative of the Lyapunov function. We show
that this result serves as a robustness characterization of FxTS
equilibria in the presence of additive, vanishing disturbances.
We use the new FxTS result in formulating a provably feasible
quadratic program (QP) that computes control inputs that drive
the trajectories of a class of nonlinear, control-affine systems
to a goal set, in the presence of control input constraints.
I. INTRODUCTION
In control problems where the objective is to stabilize
closed-loop trajectories to a given desired point or a set,
control Lyapunov functions (CLFs) are very commonly used
to design the control input [1], [2]. Traditionally, CLFs have
been used to design closed-form expressions for control in-
puts using Sontag’s formula [1], [3]. More recently, quadratic
programs (QPs) have gained popularity for control synthesis;
with this approach, the CLF conditions are formulated as
inequalities that are linear in the control input [4], [5],
and the control input is computed as a solution to these
parametric QPs. These methods are suitable for real-time
implementation as QPs can be solved very efficiently. In most
of the prior work on QP based contol design, the feasibility
of the resulting QP is either not guaranteed particularly in
the presence of input constraints, or requires assumptions on
existence of a CLF, which however can be difficult to find
for a general nonlinear system.
The work in [2], [4], [5] considers the design of control
laws so that reachability objectives, such as reaching a
desired location or a desired goal set, are achieved as time
goes to infinity, i.e., asymptotically or exponentially. Much
attention has been paid recently to the concepts of finite-
and fixed-time stability, where the system trajectories reach
an equilibrium point or a set in a finite or fixed time,
as opposed to asymptotically or exponentially. In [6], the
The authors would like to acknowledge the support of the Air Force
Office of Scientific Research under award number FA9550-17-1-0284.
The authors are with the Department of Aerospace Engineer-
ing, University of Michigan, Ann Arbor, MI, USA; {kgarg,
dpanagou}@umich.edu.
authors introduced the notion of finite-time stability and pre-
sented sufficient conditions for finite-time stable equilibria in
terms of Lyapunov functions. Under this notion, the time of
convergence, or settling time, to the equilibrium depends on
the initial conditions, and can grow unbounded with initial
conditions. Fixed-time stability (FxTS), introduced in [7], is
a stronger notion than FTS, where the time of convergence
is uniformly bounded for all initial conditions. Research has
also shown that there is also a correlation between faster rate
of convergence and better disturbance rejection properties
for a dynamical system [6], [7]. A lot of work has been
since done in the field of FxTS; the authors in [8], [9]
discuss necessary and sufficient conditions for FxTS; [10],
[11] present FxTS results from a sliding-mode perspective
(see also [12]–[14] for some examples of applications of
FxTS theory in control and estimation problems). Recently,
the concept of fixed-time CLF (FxT-CLF) was introduced
[15], which combines the notion of CLF and FxTS in a QP,
but without any feasibility guarantees.
The aforementioned papers study global FxTS, which
requires unbounded control authority. Since it is not possible
to guarantee FxTS from arbitrary initial conditions in the
presence of control input constraints, it is important to study
the domain of attraction from which FxTS can be guaranteed
in the presence of input bounds. To this end, in this paper we
present new Lyapunov conditions on FxTS by introducing a
(possibly positive) a linear term in the upper bound of the
derivative of the Lyapunov function. We show that FxTS can
still be guaranteed from a domain of attraction that depends
upon the relative magnitude of the positive and the negative
terms in the bound of the time derivative of the Lyapunov
function. We also compute an upper-bound on the time of
convergence to the equilibrium, which is also a function of
the relative magnitude of the positive and negative terms. We
discuss the relation between the proposed results on FxTS
and the robustness of FxTS systems under additive vanishing
disturbances. In addition, based on the results in [16], we
use the new FxTS conditions in a QP formulation, where
the control objective is to drive closed-loop trajectories to a
goal set in a given fixed time, in the presence of control input
constraints. The results of this paper extend and formalize
the results in [15] in a QP framework, such that feasibility
as well as fixed-time convergence can be simultaneously
guaranteed from a domain of attraction that is a function
of the input bounds and time of convergence. We perform
numerical experiments to relate the domain of attraction with
the required time of convergence and with the control input
bounds.
II. MATHEMATICAL PRELIMINARIES
In the rest of the paper, R denotes the set of real numbers,
and R+ denotes the set of non-negative real numbers. We use
‖ · ‖ to denote the Euclidean norm. We use ∂S to denote the
boundary of a closed set S and int(S) = S\∂S, to denote its
interior. The Lie derivative of a function V : Rn → R along
a vector field f : Rn → Rn at a point x ∈ Rn is denoted as
LfV (x) ,
∂V
∂x
f(x).
Next, we review the notion of fixed-time stability. Con-
sider the nonlinear system
x˙(t) = f(x(t)), x(0) = x0, (1)
where x ∈ Rn and f : Rn → Rn is continuous with f(0) =
0. Assume that the solution of (1) exists and is unique. The
authors in [7] presented the following result for FxTS.
Lemma 1 ([7]). Suppose there exists a positive definite,
radially unbounded function V for the system (1) such that
V˙ (x) ≤ −aV (x)p − bV (x)q, (2)
for all x 6= 0, where a, b > 0, 0 < p < 1 and q > 1. Then,
the origin of (1) is FxTS, and the time of convergence T is
uniformly bounded as
T ≤ 1
a(1− p) +
1
b(q − 1) . (3)
III. MAIN RESULTS
In this section, we present a new result on FxTS. Partic-
ularly, we introduce another term in the upper bound of V˙
in (2), and allow this term to take positive values. Consider
a positive definite, continuously differentiable function V :
R
n → R, such that its time derivative along the trajectories
of (1) satisfies
V˙ (x(t)) ≤ −α1V (x(t))γ1 − α2V (x(t))γ2 + δ1V (x(t)),
(4)
for all t ≥ 0, with α1, α2 > 0, δ1 ∈ R, γ1 = 1 + 1µ ,
γ2 = 1− 1µ for some µ > 1. Note that the form of exponents
γ1, γ2 is not new or restrictive as many authors have used this
form to compute tighter bounds on the time of convergence
(see Remark 2).
A. New FxTS result
Before presenting the first main result, we need the fol-
lowing lemma.
Lemma 2. Let V0, α1, α2 > 0, δ1 ∈ R, γ1 = 1 + 1µ and
γ2 = 1− 1µ , where µ > 1. Define
I ,
∫ 0
V0
dV
−α1V γ1 − α2V γ2 + δ1V . (5)
Then, the following holds:
(i) If 0 ≤ δ1 < 2√α1α2, we have for all V0 ≥ 0
I ≤ µ
α1k1
(pi
2
− tan−1 k2
)
, (6)
where k1 =
√
4α1α2−δ21
4α2
1
and k2 = − δ1√
4α1α2−δ21
;
(ii) If δ1 ≥ 2√α1α2 and V
1
µ
0 ≤ k
δ1−
√
δ2
1
−4α1α2
2α1
with 0 <
k < 1, we have for all V0 ≥ 0
I ≤ µ
α1(b− a)
(
log
(
b− ka
a(1 − k)
)
− log
(
b
a
))
, (7)
where a ≤ b are the roots of γ(z) , α1z2−δ1z+α2 =
0;
Lemma 2 gives upper bounds on the integral I for various
cases (which will serve as the upper-bound on the fixed time
of convergence as shown next). The proof is provided in
Appendix I. Now we are ready to present our first main
result.
Theorem 1. Let V : Rn → R be a continuously differen-
tiable, positive definite, proper function, satisfying
inf
u∈U
{LfV + LgV u} ≤ −α1V γ1 − α2V γ2 + δ1V, (8)
with α1, α2 > 0, δ1 ∈ R, γ1 = 1 + 1µ , γ2 = 1 − 1µ for
some µ > 1, along the trajectories of (1). Then, there exists
u ∈ U , and a neighborhoodD of the origin such that for all
x(0) ∈ D, the closed-trajectories of (1) reach the origin in
a fixed time T , where
D =


{
x | V (x) ≤ kµ
(
δ1−
√
δ2
1
−4α1α2
2α1
)µ}
; δ1 ≥ 2√α1α2,
R
n; δ1 < 2
√
α1α2,
,
(9)
T ≤


µ
α1(b−a)
(
log
(
b−ka
a(1−k)
)
− log ( b
a
))
; δ1 ≥ 2√α1α2,
µ
α1k1
(
pi
2
− tan−1 k2
)
; 0 ≤ δ1 < 2√α1α2,
µpi
2
√
α1α2
; δ1 ≤ 0,
,
(10)
where 0 < k < 1, a < b are the solutions of γ(s) = α1s
2 −
δ1z + α2 = 0, k1 =
√
4α1α2−δ21
4α2
1
and k2 = − δ1√
4α1α2−δ21
.
Proof. Note that for δ1 ≤ 0, one can recover the right-hand
side of (2) from (8), and the result follows from Lemma 1.
Therefore, in rest of the proof we focus on the case when
δ1 > 0. First we show that there exists D ⊆ Rn containing
the origin, such that for all x ∈ D \ {0}, one has V˙ < 0.
Consider the right-hand side of (8). Note that satisfaction of
δ1V − α1V γ1 − α2V γ2 < 0 (11)
implies V˙ < 0. In order to find the domain D, we analyze
the inequality in (11) by noting that
δ1V < α1V
γ1 + α2V
γ2 ⇐⇒ δ1 < α1V γ1−1 + α2V γ2−1
⇐⇒ δ1 < α1V
1
µ + α2V
− 1
µ
⇐⇒ δ1 < min
V≥0
α1V
1
µ + α2V
− 1
µ .
Define k , V
1
µ to rewrite α1V
1
µ + α2V
− 1
µ = α1k +
α2
k
.
The function p : R+ → R, defined as p(k) = α1k + α2k is a
strictly convex function, since d
2p
dk2
= 2α2
k3
> 0 for all k > 0.
Hence, the function p has a unique minimizer. The derivative
of p reads dp
dk
= α1 − α2k2 , which has a unique root in R+
at k = V
1
µ −
√
α2
α1
. Thus the minimum of α1V
1
µ +α2V
− 1
µ
is attained for V =
(
α2
α1
)µ
2
. Define V ∗ =
(
α2
α1
)µ
2
, and
δ = α1(V
∗)
1
µ + α2(V
∗)−
1
µ = 2
√
α1α2. Thus, for δ1 < δ =
2
√
α1α2, we have that the right-hand side of (8) is negative
for all V > 0, and hence, V˙ < 0 for all x ∈ Rn \ {0}.
Fig. 1. Qualitative variation of h(V ) = α1V
1
µ + α2V
− 1
µ with V , for
µ > 1. The function h(V ) achieves its minimum at V = V ∗, marked by
orange dashed line.
Now, for the case when δ1 ≥ 2√α1α2, we have that there
exist V1 ≤ V ∗ ≤ V2 such that δ1 = α1V
1
µ + α2V
− 1
µ for
both V = V1 and V = V2 (see Figure 1). Note that V1
and V2 are also solutions of −α1V γ1 − α2V γ2 + δ1V = 0,
given as V1 ,
δ1−
√
δ2
1
−4α1α2
2α1
and V2 ,
δ1+
√
δ2
1
−4α1α2
2α1
. It
can be easily verified that if δ1 ≥ 2√α1α2, then for all
V1 < V < V2, the expression −α1V γ1 − α2V γ2 + δ1V
evaluates to a positive value. Also, for all V < V1, we have
δ1V < α1V
γ1 + α2V
γ2 . Thus, for all x ∈ D \ {0} with
D = {x | V (x) ≤ (kV1)µ} for some 0 < k < 1, V˙ < 0, and
hence, D is forward invariant.
Next, we show fixed-time convergence of the trajectories
to the origin. Let x(0) ∈ D, so that V˙ ≤ 0 for all t ≥ 0.
Thus, from (8), we obtain
1
−α1V γ1 − α2V γ2 + δ1V
dV
dt
≥ 1,
=⇒
∫ T
0
1
−α1V γ1 − α2V γ2 + δ1V
dV
dt
dt =
∫ T
0
dt,
=⇒
∫ V (x(T ))
V (x(0))
dV
−α1V γ1 − α2V γ2 + δ1V ≥
∫ T
0
dt = T,
=⇒
∫ 0
V0
dV
−α1V γ1 − α2V γ2 + δ1V ≥ T,
where V0 = V (x(0)). Denote the left-hand side of above
inequality as I , so that we have T ≤ I . We consider the
cases when δ1 < 2
√
α1α2 and δ1 ≥ 2√α1α2 separately.
First, let δ1 < 2
√
α1α2. Using Lemma 2, we T ≤ I
(6)
≤
µ
α1k1
(
pi
2 − tan−1 k2
)
, where k1 =
√
4α1α2−δ21
4α2
1
and k2 =
−
√
δ1√
4α1α2−δ21
. Hence, if δ1 < 2
√
α1α2, we have that V˙ < 0
for all x(0) 6= 0, and V (x(t)) = 0 for all t ≥ T , where
T ≤ µ
α1k1
(
pi
2 − tan−1 k2
)
. Since V is proper, the origin is
globally FxTS.
Now, for δ1 ≥ 2√α1α2, with x(0) ∈ D = {x | V (x) ≤
(kV1)
µ}, we have that δ1V0 < α1V γ10 +α2V γ20 . Thus, using
Lemma 2, we have
T ≤ I
(7)
≤ µ
α1(b − a)
(
log
(
b− ka
a(1− k)
)
− log
(
b
a
))
,
(12)
where a, b are the roots of γ(z) , α1z
2 − δ1z + α2 = 0.
Finally, for the degenerate case of δ1 = 2
√
α1α2, we have
from Lemma 2 that T ≤ I ≤ µ√
α1α2
(
k
1−k
)
for all x ∈ D =
{x | V (x) ≤ kµ
(
α2
α1
)µ
2 }. The above bound on T for both
the cases is independent of the initial condition x(0). Thus,
for all x(0) ∈ D \ {0}, the origin is FxTS. 
Theorem 1 gives an expression for the domain of attraction
D and the time of convergence T as a function of α1, α2, δ1.
As thus, Lemma 1 and other similar results in the literature
(e.g. [17]) are special cases of Theorem 1.
Remark 1. The domain of attraction D in (9) and the time
of convergence T in (10) are functions of the ratio δ12√α1α2 .
In particular, if δ1 < 2
√
α1α2, then per (9), the domain of
attraction is the entire Rn, and for a given α1, α2, as δ1
increases, the domain of attraction shrinks.
Remark 2. For δ1 = 0, the upper bound on the time of
convergence is same as the one given in [17, Lemma 2]. Note
that for a = α1, b = α2, δ1 = 0, p = 1 − 1µ , q = 1 + 1µ , (3)
gives µ
α1
+ µ
α2
as the upper bound on the time of convergence.
It can be readily observed that µpi2
√
α1α2
< 2µ√
α1α2
≤ µ
α1
+ µ
α2
,
where the last inequality follows since α1 + α2 ≥ 2√α1α2
for α1, α2 > 0. Hence, (10) gives a tighter upper-bound on
the time of convergence as compared to (3) when δ1 = 0.
B. Robustness perspective
In comparison to Lemma 1, Theorem 1 allows a positive
term δ1V in the upper bound of the time derivative of the
Lyapunov function. This term also captures the robustness
against a class of Lipschitz continuous, or vanishing, addi-
tive disturbances in the system dynamics, as shown in the
following result. Consider the system
x˙ = f(x) + ψ(x), (13)
where f, ψ : Rn → Rn, f(0) = 0 and there exists L > 0
such that for all x ∈ Rn, ‖ψ(x)‖ ≤ L‖x‖.
Corollary 1. Let the origin for the nominal system x˙ = f(x)
be FxTS and assume that there exists a Lyapunov function
V : Rn → R satisfying the conditions of Lemma 1. Assume
that there exist k1, k2 > 0 such that V (x) ≥ k1‖x‖2 and∥∥∂V
∂x
∥∥ ≤ k2‖x‖ for all x ∈ Rn. Then, the origin of the
perturbed system (13) is FxTS.
Proof. The time derivative of V along the system trajectories
of (13) reads
V˙ =
∂V
∂x
f(x) +
∂V
∂x
ψ(x) ≤− aV p − bV q + k2L‖x‖2
≤− aV p − bV q + k2L
k1
V.
Hence, using Theorem 1, we obtain the origin of (13) is FxTS
for all x(0) ∈ D, where D is a neighborhood of the origin.
As per the conditions of Theorem 1, D ⊂ Rn or D = Rn,
depending upon the parameters a, b, k1, k2 and L. 
IV. FXTS CONTROL INPUT SYNTHESIS
A. QP formulation for FxTS
In this section, we use the Lyapunov condition (8) in
conjunction with Theorem 1 in a QP formulation to compute
a control input so that the closed-loop trajectories reach a
desired goal set within a fixed time. Consider the system:
x˙(t) = f(x(t)) + g(x(t))u(t), x(t0) = x0, (14)
where x ∈ Rn is the state vector, f : Rn → Rn and g :
R
n → Rn×m are continuous functions, and u ∈ U ⊂ Rm is
the control input where U denotes the control input constraint
set. In addition, consider a goal set, to be reached in a user-
defined fixed time T , defined as SG , {x | hG(x) ≤ 0},
where hG : R
n → R is a continuously differentiable
function. Consider the QP
min
v∈Rm,δ1∈R
1
2
zTHz + FT z (15a)
s.t. Auv ≤bu, (15b)
LfhG(x) + LghG(x)v ≤δ1hG(x)− α1max{0, hG(x)}γ1
− α2 max{0, hG(x)}γ2 , (15c)
where z ,
[
vT δ1
]T ∈ Rm+1, H ,
diag{pu1 , . . . , pum , p1} is a diagonal matrix consisting
of positive weights pui , p1 > 0, F ,
[
0
T
m q1
]
with
q1 > 0 and 0m ∈ Rm a vector consisting of zeros. The
parameters α1, α2, γ1, γ2 are fixed, and are chosen as
α1 = α2 =
µpi
2T¯
, γ1 = 1 +
1
µ
and γ2 = 1 − 1µ with µ > 1.
Constraint (15b) encodes the control input constraints
u ∈ U = {v | Auv ≤ bu}, while (15c) encodes the FxT-CLF
condition.
In [16], it is shown that the QP (15) is feasible, and
under certain conditions, the control input defined as the
solution of (15) lead to FxTS convergence of the closed-
loop trajectories. For the sake of completeness, we review
these results here. Let the solution of (15) be denoted as
z∗(·) = [v∗(·)T δ∗1(·)]T .
Lemma 3 ([16]). If the set U is non-empty, then the QP (15)
is feasible for all x /∈ SG.
Proof. Choose any v¯ ∈ U , and since U is non-empty, there
exists such v¯. For x /∈ SG, we have that hG(x) > 0 by
definition, and thus hG(x) 6= 0. Define
δ¯1 =
LfhG(x) + LghG(x)v¯ + α1hG(x)
γ1 + α2hG(x)
γ2
hG(x)
,
so that (15c) is satisfied. Thus, the couple (v¯, δ¯1) satisfies the
constraints of the QP (15) and hence, the QP (15) is feasible,
for all x /∈ SG. 
The feasibility of (15) is guaranteed because of the pres-
ence of the slack term δ1V . Note that in the absence of such
a term, (15) might be infeasible due to the presence of the
control input constraints.
Theorem 2 ([16]). The closed-loop trajectories under the
effect of the control input defined as u(·) = v∗(·) reach the
set SG within a fixed time T¯ for all x ∈ D, where:
(i) D = Rn and T¯ = T if max
x
δ∗1(x) ≤ 0;
(ii) D = Rn and T¯ ≤ sup
x
µ
α1k1(x)
(
pi
2 − tan−1 k2(x)
)
,
where k1(x) =
√
4α1α2−δ∗1 (x)2
4α2
1
and k2(x) =
− δ∗1 (x)√
4α1α2−δ∗1 (x)2
if max
x
δ∗1(x) < 2
√
α1α2;
(iii) D = {z | V (z) ≤ inf
x
(
δ1(x)−
√
δ1(x)2−4α1α2
2α1
)µ
} and
T¯ ≤ sup
x
µ
α1(b(x)−a(x) log
(
|b(x)|
|a(x)|
)
where a, b are the
solutions of γ(s, x) = α1s
2 − δ1(x)s + α2 = 0 if
max
x
δ∗1(x) > 2
√
α1α2.
Thus, if δ1 is small relative to α1, α2, then the domain of
attraction is large for fixed-time convergence, i.e., the slack
term corresponding to δ1 in QP (15) characterizes the trade-
off between the domain of attraction and time of convergence
for given control input bounds. Intuitively, for a given control
input constraint set, a larger value of T results into smaller
values of α1, α2, which would result in satisfaction of (15c)
with smaller value of δ1. Conversely, for a given T (and thus,
for a given pair α1, α2), a larger control authority would
result into satisfaction of (15c) with smaller δ1. We verify
this in the numerical simulations.
B. Numerical experiments
We consider the following system:
x˙1 = x2 + x1(x
2
1 + x
2
2 − 1) + x1u,
x˙2 = −x1 + ζ(x2)(x21 + x22 − 1) + x2u,
where x = [x1, x2]
T ∈ R2, u ∈ R, ζ(z) = (0.8 +
0.2e−100|z|) tanh(x) and SG = {x | ‖x‖ ≤ 1}. Note that
in the absence of the control input, the trajectories diverge
away from SG, i.e., the set SG is unstable for the open-loop
system. We define hG(x) = ‖x‖2 − 1. We impose control
input bounds of the form ‖u‖ ≤ umax, where umax > 0.
The initial conditions are choosen as x(0) = [3.33, 1.33]T .
We choose pu1 , pu2 = 1, µ = 2 for the numerical
simulations. First, we studied the effect of the control in-
put bound on the maximum value of δ1. We fixed T =
1, p1 = 100, q1 = 1000, and varied umax. Figure 2 plots
the maximum value of maxx δ1(x) for various values of
umax ∈ [16 , 25].1 It can be observed that δ1 decreases
as the control authority of the system increases.
1Since the open-loop system is unstable, for given set of initial conditions,
it is observed that the closed-loop trajectories diverge for umax ≤ 16.
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Fig. 2. Variation of max δ1 for various control input bounds umax.
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Fig. 3. Control input u(t) for various control input bounds umax.
Figure 3 plots the norm of the control input with time for
various values of umax. The value of umax increases from 16
to 25 from blue to red. It can be observed that in every case,
the system trajectories do utilize the maximum available
control authority in the beginning of the simulation, while
the control input decreases to zero as the system trajectories
approach the goal set.
Figure 4 plots the energy utilized by the system in terms
of the integral
∫ T
0
‖u(t)‖2dt for various values of umax. The
total energy decreases by about 8% as the maximum control
authority increases from 16 to 25. This is also evident from
Figure 5, which plots the different paths traced by the system
from various values of umax. It can be observed that as the
control authority increases, the path length decreases, which
results into the decrease in the utilized energy.
Next, we fix umax = 16, p1 = 100, q1 = 1000 and
vary the required time of convergence T between 1 and 10.
Figure 6 shows the variation of maxx δ1(x) as a function
of the convergence time T . As T increases (or equivalently,
α1, α2 decrease), the maximum value of δ1(·) decreases. This
implies that for a larger time of convergence, there is a larger
domain of attraction starting from which convergence can be
achieved in the given time.
These (numerical) relations indicate that for a required
domain of attraction D, one can choose the parameters umax
16 18 20 22 24 26
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Fig. 4. Energy
∫ T
0
‖u(t)‖2dt for various control input bounds umax.
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Fig. 5. Closed-loop trajectories for various control input bounds umax.
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Fig. 6. Variation of max δ1 for various user-defined convergence time T .
and T so that the presented QP in (15) guarantees FxTS
for any initial condition in D. Feasibility of the QP (15)
guarantees that for this choice of parameters, a control input
exists and renders the goal set FxTS within the chosen time
T . Conversely, for a given input bound and required time
of convergence, it is possible to find the largest domain of
attraction by computing the maximum value of δ1.
V. CONCLUSION
We proposed a new result on FxTS by allowing a positive
linear term to appear in the time derivative of the Lyapunov
function. We characterized the domain of attraction, as well
as the upper bound on the time of convergence for fixed-time
stability as a function of the coefficients of the positive and
the negative terms in the upper bound of the time derivative
of the Lyapunov function. We then used the new FxTS
result in a QP formulation, and showed that the feasibility
of the QP is guaranteed due to the presence of the slack
term that corresponds to the newly added linear term in our
FxTS result. For the QP based control design technique, we
numerically established relation of the maximum value of
this slack term, which characterizes domain of attraction for
fixed-time convergence, with the control input bound, and
with the required time of convergence. It is thus shown that
with an appropriate choice of required time of convergence
and control input bounds, the presented result can guarantee
FxTS from the desired domain of attraction.
In this work, we only considered the convergence re-
quirement in the presence of control input constraints. In
the future, we would like to study multi-objective problems
involving both safety and convergence requirements, and find
the relations between the largest domain of attraction for
fixed-time convergence and the largest subset of the safe
set that can be rendered forward invariant, parametrized
by the control input bounds and the time of convergence.
Future work will also include the study of the effect of non-
vanishing disturbances on fixed-time stable systems, in terms
of the domain where the system trajectories are guaranteed to
converge, and the time of convergence to this neighborhood.
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APPENDIX I
PROOF OF LEMMA 2
Proof. We have
I =
∫ 0
V0
dV
−α1V γ1 − α2V γ2 + δ1V =
∫ 0
V0
dV
V (−α1V
1
µ − α2V
−1
µ + δ1)
.
Substitute m = V
1
µ , so that dm = 1
µ
V
1
µ
−1dV , which
implies that 1
µ
dV
V
= dm
V
1
µ
= dm
m
. Using this, we obtain
that I = µ
∫ 0
V
1
µ
0
dm
(−α1m2−α2+δ1m) . Now, we consider the
three cases, namely, δ1 < 2
√
α1α2, δ1 = 2
√
α1α2 and
δ1 > 2
√
α1α2 separately.
First, consider the cases when δ1 < 2
√
α1α2. In the case,
we can re-write I as I = µ
∫ 0
V
1
µ
0
dm
−α1
(
(m− δ1
2α1
)2+
4α1α2−δ
2
1
4α2
1
) .
Evaluating the integral, we obtain
I =
µ
−α1k1 (tan
−1 k2 − tan−1 k3),
where k1 =
√
4α1α2−δ21
4α2
1
, k2 = − δ1√
4α1α2−δ21
and k3 =
2α1V
1
µ
0
−δ1√
4α1α2−δ21
. Hence, we have that
I =
µ
α1k1
(tan−1 k3 − tan−1 k2) ≤ µ
α1k1
(
pi
2
− tan−1 k2),
since tan−1(·) ≤ pi2 .
Next, we consider the case when δ1 > 2
√
α1α2. In this
case, the roots of γ(m) = 0 are real. Let a ≤ b be the such
that α1m
2−δ1m+α2 = α1(m−a)(m−b). This substitution
allows us to factorize the denominator to evaluate the integral
I . Note that since ab = α2 > 0 and a + b = δ1, we have
0 < a ≤ b. Since V
1
µ
0 ≤ k
δ1−
√
δ2
1
−4α1α2
2α1
= ka where k < 1,
we have that 1−α1V γ1−α2V γ2+δ1V < 0 for all V ≤ V0, i.e.,
the denominator δ1V −α1V γ1 +α2V γ2 does not vanish for
V ∈ [0, V0]. Thus, we obtain that
I = µ
∫ 0
V
1
µ
0
dm
(−α1m2 − α2 + δ1m) = −
µ
α1
∫ 0
V
1
µ
0
dm
(m− a)(m− b)
= − µ
α1(a− b)
(∫ 0
V
1
µ
0
dm
m− a −
∫ 0
V
1
µ
0
dm
m− b
)
.
Evaluating the integrals, we obtain
I =
−µ
α1(a− b)

log

 a
|V
1
µ
0 − a|

− log

 b
|V
1
µ
0 − b|




=
µ
α1(a− b)

log
(
b
a
)
+ log

 |V
1
µ
0 − a|
|V
1
µ
0 − b|




≤ µ
α1(b− a)
(
log
(
b− ka
a(1− k)
)
− log
(
b
a
))
,
Finally, for the case when δ1 = 2
√
α1α2, we have a = b =
−δ1
2α1
=
√
α2
α1
, and thus,
I = − µ
α1
∫ 0
V
1
µ
0
dm
(m− a)(m− b) = −
µ
α1
∫ 0
V
1
µ
0
dm
(m− a)2 .
It is easy to see that for V
1
µ
0 ≤ ka < a = δ12α1 =
√
α2
α1
,
the integral I evaluates to a finite value. Thus, for all V
1
µ
0 ≤
k
√
α2
α1
<
√
α2
α1
for 0 < k < 1, we have that
I =
µ
α1
(
− 1
a
− 1
−a+ V
1
µ
0
)
≤ µ
α1
(
− 1
a
− 1
−a+ k
√
α2
α1
)
=
µ
α1
√
α1
α2
(
− 1− 1−1 + k
)
=
µ√
α1α2
( k
1− k
)
.
This completes the proof. 
