Métodos robustos em geoestatística by Miranda, Hilário Amílcar dos Santos Ribeiro
 Universidade de Aveiro  
2009 
Departamento de Matemática 
Hilário Amílcar 
dos Santos 
Ribeiro Miranda 
 
 
MÉTODOS ROBUSTOS EM GEOESTATÍSTICA 
 
 
 
 
 
 
  
Universidade de Aveiro  
2009 
Departamento de Matemática 
Hilário Amílcar 
dos Santos 
Ribeiro Miranda 
 
 
 
MÉTODOS ROBUSTOS EM GEOESTATÍSTICA 
 
 
Dissertação apresentada à Universidade de Aveiro para cumprimento dos 
requisitos necessários à obtenção do grau de Doutor em Matemática, realizada 
sob a orientação científica da Doutora Maria Manuela Souto de Miranda,
Professora Auxiliar do Departamento de Matemática da Universidade de 
Aveiro. 
 
 
 
 
 
 
 
  
 
  
 
 
 
Dedico este trabalho aos meus pais pelo seu incansável apoio. 
 
 
 
 
  
 
 
 
 
 
 
 
o júri   
 
presidente: Doutor Eduardo Anselmo Ferreira da Silva 
Professor Catedrático da Universidade de Aveiro 
 
 
 
vogais: Doutor João António Branco 
Professor Associado do Instituto Superior Técnico da Universidade Técnica de Lisboa 
 
 
 
 
Doutora Andreia Oliveira Hall 
Professora Associada da Universidade de Aveiro 
 
 
 
 
Doutora Raquel Menezes Mota Leite 
Professora Auxiliar da Escola de Ciências da Universidade do Minho 
 
 
 
 
Doutora Maria Manuela Souto de Miranda 
Professora Auxiliar da Universidade de Aveiro (Orientadora) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
  
 
agradecimentos 
 
Antes de mais, quero deixar um agradecimento sentido à Professora Manuela 
Souto pelo excelente apoio que me deu e pela sua indispensável orientação 
durante a realização deste trabalho. 
Quero agradecer especialmente à Universidade de Aveiro pelo apoio 
financeiro e pedagógico que me disponibilizou. Também agradeço à Unidade 
de Investigação Matemática e Aplicações pelo apoio concedido. 
Deixo o meu obrigado para o Professor Ricardo Maronna e para o Professor 
Manuel Scotto pelas suas valiosas sugestões, que contribuíram para melhorar 
o teste à estacionaridade da média. 
Quero agradecer ao Dr. Jan Keizer por ter cedido o acesso a diversos
conjuntos de dados reais e por estar sempre pronto a partilhar o seu 
conhecimento aplicado da Geoestatística.  
Em relação à escrita deste trabalho, tenho que dirigir o meu obrigado ao 
Professor Paolo Vettori que esteve sempre disponível para ajudar nas dúvidas 
do LATeX. 
Ainda me resta deixar uma palavra a todos aqueles que, de alguma forma, me 
ajudaram a melhorar este trabalho, como é o caso da Professora Isabel 
Pereira ou do Professor António Caetano. 
Por fim, não posso deixar de agradecer aos meus pais, ao meu irmão e à 
Josiane por todo o apoio que me deram durante estes últimos anos. Para eles 
deixo um muito obrigado... 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
palavras-chave 
 
Geoestatística, robustez, variograma, estacionaridade da média, bootstrap, 
estimadores-MM. 
 
resumo 
 
 
O objectivo principal da presente tese consiste no desenvolvimento de 
estimadores robustos do variograma com boas propriedades de eficiência. 
O variograma é um instrumento fundamental em Geoestatística, pois modela a
estrutura de dependência do processo em estudo e influencia decisivamente a
predição de novas observações. 
Os métodos tradicionais de estimação do variograma não são robustos, ou 
seja, são sensíveis a pequenos desvios das hipóteses do modelo. Essa 
questão é importante, pois as propriedades que motivam a aplicação de tais 
métodos, podem não ser válidas nas vizinhanças do modelo assumido. 
O presente trabalho começa por conter uma revisão dos principais conceitos 
em Geoestatística e da estimação tradicional do variograma. De seguida, 
resumem-se algumas noções fundamentais sobre robustez estatística. No 
seguimento, apresenta-se um novo método de estimação do variograma que 
se designou por estimador de múltiplos variogramas. O método consiste em 
quatro etapas, nas quais prevalecem, alternadamente, os critérios de robustez 
ou de eficiência. A partir da amostra inicial, são calculadas, de forma robusta, 
algumas estimativas pontuais do variograma; com base nessas estimativas 
pontuais, são estimados os parâmetros do modelo pelo método dos mínimos 
quadrados; as duas fases anteriores são repetidas, criando um conjunto de 
múltiplas estimativas da função variograma; por fim, a estimativa final do 
variograma é definida pela mediana das estimativas obtidas anteriormente. 
Assim, é possível obter um estimador que tem boas propriedades de robustez 
e boa eficiência em processos Gaussianos. 
A investigação desenvolvida revelou que, quando se usam estimativas 
discretas na primeira fase da estimação do variograma, existem situações 
onde a identificabilidade dos parâmetros não está assegurada. Para os 
modelos de variograma mais comuns, foi possível estabelecer condições,
pouco restritivas, que garantem a unicidade de solução na estimação do 
variograma. 
A estimação do variograma supõe sempre a estacionaridade da média do 
processo. Como é importante que existam procedimentos objectivos para
avaliar tal condição, neste trabalho sugere-se um teste para validar essa 
hipótese. 
A estatística do teste é um estimador-MM, cuja distribuição é desconhecida 
nas condições de dependência assumidas. Tendo em vista a sua 
aproximação, apresenta-se uma versão do método bootstrap adequada ao 
estudo de observações dependentes de processos espaciais. 
Finalmente, o estimador de múltiplos variogramas é avaliado em termos da 
sua aplicação prática. O trabalho contém um estudo de simulação que 
confirma as propriedades estabelecidas. Em todos os casos analisados, o 
estimador de múltiplos variogramas produziu melhores resultados do que as 
alternativas usuais, tanto para a distribuição assumida, como para distribuições 
contaminadas. 
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abstract 
 
The aim of this thesis is to develop robust estimators of the variogram with a 
high efficiency under Gaussian processes. 
The variogram is a fundamental tool in Geostatistics, since it models the 
process dependence structure and it affects decisively the prediction of 
unobserved values of the spatial random process. 
The usual variogram estimators are not robust in the sense that they are 
affected by small departures from the model assumptions. That is an important
issue, since good properties of the methods may fail in the neighborhoods of 
the assumed model. 
The present work starts with a review of the main concepts on Geostatistics 
and of the traditional process used in the estimation of the variogram. Also the 
fundamentals of robust estimation are summarized in the first part of the thesis.
Afterwards, a new variogram estimation method is developed, herein called 
multiple variograms estimator. The method consists of four steps, alternating 
robustness and efficiency as main criteria. A few robust discrete estimates of 
the variogram are computed for adjusting the variogram model by least 
squares. Both procedures are repeated several times, creating multiple 
variogram estimates. The final estimate is the median of the previous 
variogram estimates. Thus, the proposal provides an estimator that has good 
robustness properties and good efficiency for Gaussian processes. 
The research revealed that when discrete estimates are used in the first stage 
of the variogram estimation, the parameters of the model may be unidentifiable. 
It was possible to establish mild conditions that assure the identifiability of the 
parameters of the most popular variogram models. 
The variogram estimation is always conducted under the assumption that the
process mean is stationary. Objective methods that can evaluate that
assumption are of extreme importance. Hence, this work recommends a 
statistical test for verifying the mean stationarity condition. The statistic that is 
used in the test is an MM-estimator, which has an unknown distribution under 
the assumed dependence structure. For approximating the distribution of the 
estimator, an adequate spatial bootstrap version is proposed which can deal
with spatial dependent observations. 
Finally, the multiple variograms estimator was evaluated from a practical point 
of view. The work includes a simulation study that confirmed the established
properties. In all the considered cases, the multiple variograms estimator 
performed better than the usual variogram estimators, either considering the 
assumed distribution or the contaminated distributions. 
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Introduc¸a˜o
A Geoestat´ıstica e´ um ramo da Estat´ıstica que se destina ao estudo da distribuic¸a˜o
espacial de grandezas que representam propriedades de recursos naturais, como por
exemplo, recursos geolo´gicos, hidrolo´gicos e ecolo´gicos. A modelac¸a˜o dos feno´menos e´
efectuada com base em processos estoca´sticos espaciais.
O que distingue um processo geoestat´ıstico dos restantes processos espaciais, como
por exemplo os processos discretos (lattice data), ou os padro˜es espaciais (spatial
patterns), e´ o facto de, nos processos geoestat´ısticos, se considerar que as localizac¸o˜es
onde se obteˆm as realizac¸o˜es do processo sa˜o fixas (na˜o aleato´rias) e ainda que o pro-
cesso tem ı´ndice espacial cont´ınuo. A suposic¸a˜o de que o processo tem ı´ndice espacial
cont´ınuo significa que, entre duas quaisquer localizac¸o˜es onde existem realizac¸o˜es do
processo, e´ sempre poss´ıvel (teoricamente) obter um conjunto infinito de outras locali-
zac¸o˜es onde o processo e´ observa´vel. Consequentemente, as localizac¸o˜es podem variar
continuamente ao longo da regia˜o que se pretende estudar. Note-se que a noc¸a˜o de
continuidade que foi referida esta´ associada a` regia˜o onde o processo e´ estudado e na˜o
ao atributo em estudo. O atributo pode ser uma varia´vel aleato´ria discreta ou cont´ınua,
conforme a natureza do problema em questa˜o.
A Geoestat´ıstica surgiu nos finais da de´cada dos anos cinquenta e veio dar resposta
a` necessidade de modelac¸a˜o de recursos geolo´gicos, como por exemplo, a caracterizac¸a˜o
da concentrac¸a˜o de metais em jazigos minerais ou o estudo da qualidade de a´guas sub-
terraˆneas. Da´ı surgiu o prefixo geo, que foi pela primeira vez utilizado por Hart (1954).
Poucos anos depois, G. Matheron deu um contributo decisivo para a orientac¸a˜o actual,
com a publicac¸a˜o de alguns artigos (Matheron (1962), Matheron (1963) e Matheron
(1971)). Inicialmente, a Geoestat´ıstica era uma disciplina h´ıbrida, que englobava um
pouco de Engenharia de Minas, de Geologia, de Matema´tica e de Estat´ıstica. A partir
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2do contributo de Matheron, a Geoestat´ıstica ganhou o reconhecimento dos geo´logos,
que encontraram nos me´todos geoestat´ısticos uma forma fa´cil de representar grafica-
mente as propriedades do solo de um terreno inteiro, a partir de uma amostra com
poucas observac¸o˜es.
Actualmente, a Geoestat´ıstica e´ utilizada pelas mais diversas cieˆncias da terra, do
ambiente e ate´ da sau´de. O interesse que os va´rios ramos da cieˆncia encontram nos
me´todos geoestat´ısticos, resulta da sua capacidade u´nica para modelar um processo
estoca´stico que se observa em localizac¸o˜es fixas e que se pretende estudar numa regia˜o
com ı´ndice espacial cont´ınuo.
Apesar da Geoestat´ıstica ser uma disciplina bem sistematizada, a investigac¸a˜o de
me´todos geoestat´ısticos continua a ser um to´pico de grande actualidade. Por um lado,
o forte desenvolvimento que se tem verificado nos meios informa´ticos tem aberto novas
oportunidades de investigac¸a˜o. Os recursos informa´ticos actuais permitem estudar e
validar procedimentos que antigamente estavam completamente fora de alcance. Por
outro lado, a evoluc¸a˜o da cieˆncia em geral, conduziu a novas aplicac¸o˜es dos me´todos
geoestat´ısticos a novas a´reas do saber e a novos desafios. Como sintoma da evoluc¸a˜o
em curso e da utilizac¸a˜o cada vez mais vasta da Geoestat´ıstica, refira-se que uma das
principais revistas cient´ıficas da a´rea, a Mathematical Geology, alterou o t´ıtulo em
Janeiro de 2008 para Mathematical Geosciences.
Em Geoestat´ıstica existem duas a´reas de trabalho fundamentais, a obtenc¸a˜o do
variograma e a krigagem. O variograma e´ o instrumento que permite caracterizar a
estrutura de dependeˆncia existente nas observac¸o˜es do processo. E´ um instrumento
muito importante, pois vai influenciar decisivamente a fase de krigagem. A designac¸a˜o
de krigagem foi introduzida por G. Matheron, em honra de D. G. Krige, para designar
um conjunto de me´todos de predic¸a˜o de futuras observac¸o˜es do processo.
O presente trabalho incide sobre a estimac¸a˜o robusta do variograma. Tradicional-
mente, o variograma e´ estimado em duas fases distintas. A primeira fase consiste em
estimar pontualmente o variograma a partir da amostra do processo. Obte´m-se as-
sim um conjunto discreto de estimativas do variograma. No entanto, como a regia˜o
em estudo tem ı´ndice espacial cont´ınuo, esse conjunto de estimativas na˜o e´ suficiente
para caracterizar a estrutura de dependeˆncia entre quaisquer varia´veis aleato´rias do
3processo. Nesse sentido, e´ necessa´rio passar a uma segunda etapa da estimac¸a˜o, que
consiste em encontrar um modelo de variograma que se aproxime o mais poss´ıvel das
estimativas pontuais obtidas na primeira fase de estimac¸a˜o.
Os me´todos tradicionais de estimac¸a˜o do variograma teˆm boas propriedades, no
entanto, na˜o sa˜o robustos – isto significa que pequenos desvios das hipo´teses assumi-
das nos modelos podem provocar grandes alterac¸o˜es nos resultados. Por isso, surge
a necessidade de investigar e desenvolver me´todos geoestat´ısticos robustos, capazes
de suportar pequenas alterac¸o˜es das hipo´teses do modelo, sem que produzam maus
resultados.
A necessidade de me´todos robustos ja´ ha´ muito que era sentida por va´rios autores
quando Box (1953) introduziu, pela primeira vez, o termo robustez. No entanto, foram
os trabalhos de Huber (1964) e de Hampel (1968) que deram um impulso decisivo a`
teoria da robustez.
Hoje em dia, e´ consensual a necessidade de recorrer a te´cnicas robustas e ha´ um es-
forc¸o considera´vel para encontrar procedimentos que constituam alternativas robustas
para a ana´lise estat´ıstica convencional, de acordo com os diversos modelos.
A importaˆncia da robustez estat´ıstica na estimac¸a˜o do variograma ja´ foi eviden-
ciada em Cressie e Hawkins (1980). Cressie e Hawkins notaram que os estimadores
tradicionais do variograma podem ser bastante afectados por pequenas alterac¸o˜es das
hipo´tese do modelo. Numa tentativa de diminuir o problema, os autores propuseram
uma modificac¸a˜o do estimador usual que, no entanto, tambe´m na˜o goza de robustez
estat´ıstica, tal como ela e´ entendida actualmente.
Apesar da preocupac¸a˜o ja´ manifestada no artigo anteriormente referido, a robus-
tez em Geoestat´ıstica tem sido relativamente pouco investigada. Uma excepc¸a˜o e´ o
trabalho desenvolvido em Genton (1998a). Nesse artigo, o autor propoˆs que o vario-
grama fosse pontualmente estimado atrave´s de um estimador robusto, apresentado por
Rousseeuw e Croux (1993) noutro contexto. De facto, este u´ltimo estimador, gene-
ralizadamente conhecido por Qn, consegue resistir bem a afastamentos das hipo´teses
do modelo, mas conduz a uma grande perda de eficieˆncia durante a segunda etapa de
estimac¸a˜o do variograma.
4Por outro lado, os principais me´todos robustos foram desenvolvidos para cena´rios
de observac¸o˜es independentes e identicamente distribu´ıdas (i.i.d.). Por isso, o seu de-
sempenho e as suas propriedades esta˜o pouco exploradas em modelos onde se pretende
assumir a dependeˆncia entre as observac¸o˜es, como e´ o caso da Geoestat´ıstica. Surge
assim a necessidade de investigar procedimentos de estimac¸a˜o do variograma que sejam
robustos, sem perder muita eficieˆncia em relac¸a˜o aos estimadores tradicionais.
Assim, o objectivo principal deste trabalho consiste no desenvolvimento de um
me´todo de estimac¸a˜o do variograma que consiga conciliar boas propriedades de robustez
com boa eficieˆncia em modelos normais.
Do estudo efectuado, resulta a proposta de um me´todo de estimac¸a˜o do variograma,
tambe´m composto por va´rias etapas, que desde ja´ se passa a descrever em linhas gerais.
O estimador resultante sera´ designado por estimador de mu´ltiplos variogramas.
Na primeira fase, estima-se pontualmente o variograma a partir da amostra do pro-
cesso, usando um me´todo robusto, altamente resistente; o nu´mero de estimativas e´
reduzido, tirando proveito de um resultado de Lahiri, Lee e Cressie (2002) que relacio-
na o nu´mero de estimativas pontuais do variograma com a eficieˆncia do me´todo dos
mı´nimos quadrados. De seguida, utiliza-se o conjunto de estimativas pontuais ante-
riormente obtidas para estimar os paraˆmetros do modelo de variograma; nesta etapa, o
crite´rio que prevalece e´ o da eficieˆncia, com recurso ao me´todo dos mı´nimos quadrados.
As duas fases anteriores conduzem a` obtenc¸a˜o de uma u´nica estimativa do variograma,
o que da´ um panorama muito incompleto do modelo. Para ale´m disso, e´ especial-
mente importante a forma do variograma junto a` origem, o que requer sensibilidade
das te´cnicas a utilizar. Por isso, considerou-se que a aplicac¸a˜o de me´todos robustos de-
via ser sustentada por uma quantidade de observac¸o˜es que facilitasse a identificac¸a˜o dos
pontos concordantes com o modelo. Assim, tendo em conta a continuidade do domı´nio,
repetem-se os procedimentos anteriores, fazendo variar os pontos onde se obteˆm as esti-
mativas pontuais do variograma. Deste modo, e´ poss´ıvel calcular mu´ltiplas estimativas
dos paraˆmetros do modelo de variograma, a partir da mesma amostra do processo.
Esta etapa da estimac¸a˜o e´ muito importante porque permite aumentar a eficieˆncia do
me´todo. Finalmente, partindo do conjunto de estimativas dos paraˆmetros encontradas
na fase anterior, determinam-se as estimativas centrais de cada paraˆmetro do modelo
5de variograma. Neste caso, as estimativas centrais sa˜o determinadas atrave´s da media-
na. Deste modo, a u´ltima fase volta a reflectir preocupac¸o˜es de robustez, uma vez que
a eficieˆncia ja´ foi assegurada anteriormente. Sa˜o estas u´ltimas estimativas que definem
a estimativa final da curva do variograma.
O trabalho foi desenvolvido assumindo algumas condic¸o˜es indispensa´veis de estacio-
naridade. No mı´nimo, e´ necessa´rio supor que os processos geoestat´ısticos sa˜o intrinseca-
mente estaciona´rios, embora alguns resultados suponham condic¸o˜es de estacionaridade
de segunda ordem. Quando a me´dia do processo existe, e´ fundamental assumir que ela
e´ constante em qualquer uma das condic¸o˜es de estacionaridade referidas. Ora, e´ usual
que esta hipo´tese seja assumida sem que existam procedimentos formais para a testar.
A aceitac¸a˜o costuma ser baseada apenas numa ana´lise preliminar de dados. Quando o
investigador suspeita que a me´dia na˜o e´ constante, recorre a transformac¸o˜es de dados
para repor a estacionaridade da me´dia e prosseguir com a ana´lise estat´ıstica. Pore´m,
este procedimento e´ sempre subjectivo, pois depende da opinia˜o do investigador. As-
sim, neste trabalho propo˜e-se um teste estat´ıstico que permite decidir se um processo
geoestat´ıstico apresenta estacionaridade da me´dia.
Para efectuar o referido teste sugere-se um me´todo de projecc¸o˜es ortogonais, que
reequaciona o teste a` estacionaridade da me´dia na forma de um problema de regressa˜o.
Como estat´ıstica do teste, optou-se por utilizar um estimador-MM, uma vez que este
tipo de estimadores consegue conciliar boas propriedades de robustez e de eficieˆncia em
modelos normais. No entanto, a distribuic¸a˜o destes estimadores na˜o e´ conhecida sob
condic¸o˜es de dependeˆncia. Sendo assim, foi necessa´rio aproximar a sua distribuic¸a˜o e,
para isso, recorreu-se a` metodologia bootstrap, especificamente adaptada.
Uma vez que existe dependeˆncia probabil´ıstica entre as observac¸o˜es do processo
geoestat´ıstico, a adaptac¸a˜o que se considerou foi inspirada no bootstrap por blocos.
O bootstrap por blocos tem sido utilizado por diversos autores, como por exemplo
Hall (1985) ou Lahiri (2003), uma vez que a introduc¸a˜o de blocos no processo de
reamostragem permite conservar a estrutura de dependeˆncia dentro de cada um dos
blocos. O que distingue o bootstrap que aqui se utiliza para aproximar a distribuic¸a˜o
da estat´ıstica do teste, dos procedimentos ja´ divulgados na literatura, e´ o facto de
se associar o bootstrap ao me´todo das projecc¸o˜es. Esta te´cnica permite aproximar a
6distribuic¸a˜o do estimador-MM e, assim, decidir objectivamente se existem motivos para
rejeitar a condic¸a˜o de estacionaridade da me´dia.
A avaliac¸a˜o do estimador de mu´ltiplos variogramas foi efectuada de va´rias formas.
Em primeiro lugar verificou-se, formalmente, que este estimador tem boas proprieda-
des. E´ um estimador consistente, robusto e tem uma distribuic¸a˜o assinto´tica normal.
Seguidamente, comparou-se o comportamento do estimador de mu´ltiplos variogramas
com o comportamento de outros estimadores que sa˜o frequentemente utilizados nas
aplicac¸o˜es. Para efectuar a comparac¸a˜o, comec¸ou por se fazer um estudo de simulac¸a˜o
detalhado, o qual revelou bons resultados. Em todos os processos contemplados, quer
com amostras sem contaminac¸a˜o, quer com amostras contaminadas, o estimador pro-
posto revelou um desempenho melhor do que o dos restantes estimadores considerados.
Por fim, ainda se estudou o comportamento do estimador com um conjunto de dados
reais, ja´ publicados na literatura. Neste caso, os resultados obtidos pelo estimador
de mu´ltiplos variogramas encontram-se pro´ximos dos resultados devolvidos pelo outro
estimador robusto utilizado.
No decorrer do estudo das propriedades do estimador de mu´ltiplos variogramas
verificou-se que, ao usar estimativas pontuais do variograma na primeira fase do pro-
cesso, os paraˆmetros do modelo podem na˜o ser identifica´veis. Esse aspecto tem sido
ignorado na literatura e e´ de grande relevaˆncia pra´tica, pois pode resultar no ca´lculo
de estimativas indeseja´veis, erradamente atribu´ıdas a dificuldades nume´ricas e compu-
tacionais. Ao estudar o problema, foi poss´ıvel estabelecer condic¸o˜es de identificabili-
dade para os modelos de variograma mais comuns nas aplicac¸o˜es, condic¸o˜es essas que
tambe´m sa˜o va´lidas quando se usa o estimador tradicional.
E´ de salientar o papel fundamental dos meios informa´ticos, sem os quais seria
invia´vel todo o trabalho de ca´lculo que foi efectuado. Os me´todos tradicionais de es-
timac¸a˜o do variograma envolvem um volume considera´vel de ca´lculos e encontram-se
dispon´ıveis em diversos programas estat´ısticos. Um desses programas e´ o programa
R, que disponibiliza a package geoR, a qual foi desenvolvida por Ribeiro Jr. e Diggle
(2001) (para mais informac¸o˜es sobre o programa R deve-se consultar R Development
Core Team (2008)). Ao longo deste trabalho utiliza-se o programa R de base e ainda
7algumas das suas packages. Para efectuar o ca´lculo das estimativas, utilizam-se co-
mandos simples que, por sua vez, recorrem a func¸o˜es ja´ programadas e devidamente
testadas. Todas as func¸o˜es, bem como o software R, sa˜o de acesso livre e, por isso,
qualquer investigador interessado os pode utilizar.
Uma vez apresentadas as ideias gerais que ira˜o ser desenvolvidas ao longo do tra-
balho, resume-se a estrutura desta dissertac¸a˜o.
No Cap´ıtulo 1 faz-se uma caracterizac¸a˜o geral dos processos geoestat´ısticos uni-
dimensionais e apresentam-se os conceitos essenciais em Geoestat´ıstica. De entre esses
conceitos, salientam-se as condic¸o˜es de estacionaridade e a definic¸a˜o de variograma.
A metodologia tradicional de estimac¸a˜o do variograma e´ apresentada ao longo do
Cap´ıtulo 2. Para ale´m de se descreverem os me´todos usuais de estimac¸a˜o, tambe´m
se referem as suas propriedades mais importantes.
O Cap´ıtulo 3 e´ dedicado a` robustez. Definem-se os conceitos ba´sicos da robustez
estat´ıstica e apresentam-se alguns estimadores de localizac¸a˜o, de escala e de regressa˜o,
os quais sa˜o actualmente recomendados devido a`s suas propriedades.
Depois de enquadrado o tema e de revistas as noc¸o˜es fundamentais, o trabalho ori-
ginal e´ descrito a partir do Cap´ıtulo 4. No Cap´ıtulo 4 faz-se uma revisa˜o das va´rias
verso˜es bootstrap existentes, quer para observac¸o˜es i.i.d., quer para observac¸o˜es de
estruturas temporais. Seguidamente, propo˜e-se um me´todo de reamostragem espacial
por blocos circulares.
Ao longo do Cap´ıtulo 5 estuda-se a estacionaridade da me´dia de um processo
geoestat´ıstico, apresentando um procedimento para testar essa hipo´tese. Tambe´m se
investigam as distribuic¸o˜es assinto´ticas do estimador de mı´nimos desvios absolutos e
dos estimadores-MM sob condic¸o˜es de dependeˆncia. O cap´ıtulo termina com uma
aplicac¸a˜o do teste a um conjunto de dados reais.
No Cap´ıtulo 6 estuda-se, detalhadamente, a estimac¸a˜o robusta do variograma.
Em primeiro lugar, reveˆem-se as principais propostas robustas de estimac¸a˜o do vario-
grama; seguidamente, apresenta-se o novo me´todo de estimac¸a˜o. Este cap´ıtulo inclui
ainda a demonstrac¸a˜o de resultados, os quais estabelecem condic¸o˜es para garantir que
8a estimac¸a˜o do variograma tenha unicidade de soluc¸a˜o. Sa˜o ainda estudadas as pro-
priedades assinto´ticas do estimador de mu´ltiplos variogramas.
No Cap´ıtulo 7 avalia-se o desempenho do estimador de mu´ltiplos variogramas em
aplicac¸o˜es, comparando-o com o dos estimadores usuais. Apresenta-se um estudo de
simulac¸a˜o e uma aplicac¸a˜o a um conjunto de dados reais.
Para finalizar, nas Concluso˜es resumem-se os resultados encontrados e identifi-
cam-se to´picos com interesse para trabalho futuro.
Cap´ıtulo 1
Processos geoestat´ısticos
unidimensionais
No presente cap´ıtulo apresentam-se va´rios conceitos essenciais em Geoestat´ıstica. A
secc¸a˜o 1.1 conte´m uma caracterizac¸a˜o geral dos processos geoestat´ısticos unidimen-
sionais. Tal como acontece com outros tipos de processos estoca´sticos, para que se
possa efectuar o estudo dos processos geoestat´ısticos, e´ necessa´rio assumir que existem
algumas condic¸o˜es de estabilidade na distribuic¸a˜o desses processos. Tais condic¸o˜es sa˜o
expressas atrave´s do conceito de estacionaridade, em relac¸a˜o ao qual se resumem as
noc¸o˜es mais relevantes na secc¸a˜o 1.2. Finalmente, a secc¸a˜o 1.3 conte´m mate´ria mais
espec´ıfica e fundamental para o desenvolvimento do trabalho, incluindo a definic¸a˜o de
variograma e as suas propriedades.
1.1 Caracterizac¸a˜o do processo
Um processo geoestat´ıstico {Z(s) : s ∈ D} e´ um processo aleato´rio em que s representa
um ponto que se desloca continuamente sobre uma regia˜o D. Esta regia˜o D, que e´ de-
signada por domı´nio do processo geoestat´ıstico, e´ definida como sendo um subconjunto
de Rd (com d ∈ N), fixo e com volume positivo. Em terminologia geoestat´ıstica, da´-se
o nome de localizac¸a˜o ao ponto s, uma vez que, nas aplicac¸o˜es, s representa o local
onde se observa a realizac¸a˜o da varia´vel aleato´ria Z(s) que e´ objecto de estudo. A
principal caracter´ıstica que distingue os processos geoestat´ısticos dos outros processos
espaciais e´ o facto da localizac¸a˜o s variar continuamente ao longo do domı´nio D ⊆ Rd.
Note-se que a noc¸a˜o de continuidade referida se encontra associada ao domı´nio e na˜o
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a` varia´vel aleato´ria Z(s). A varia´vel aleato´ria pode na˜o ser de natureza cont´ınua.
Um processo Z(s) e´ geralmente caracterizado em dimensa˜o finita, atrave´s da sua
func¸a˜o de distribuic¸a˜o de probabilidade (f.d.p.) conjunta, definida para um nu´mero
finito de localizac¸o˜es,
Fs1,s2,...,sn(z1, z2, ..., zn) = P[Z(s1) ≤ z1 ∧ Z(s2) ≤ z2 ∧ ... ∧ Z(sn) ≤ zn],
onde s1, s2, ..., sn sa˜o localizac¸o˜es do domı´nio D, z1, z2, ..., zn pertencem a R e n e´ um
nu´mero natural qualquer. Esta func¸a˜o satisfaz as condic¸o˜es de Kolmogorov:
• F mante´m-se invariante sempre que o par (si, zi), i = 1, ..., n, for sujeito a` mesma
permutac¸a˜o;
• Fs1,...,sn,sn+1...,sn+m(z1, ..., zn,+∞, ...,+∞) = Fs1,...,sn(z1, ..., zn) para qualquer nu´-
mero natural m.
Os processos geoestat´ısticos mais usuais teˆm domı´nios contidos em R2 ou em
R3, uma vez que as varia´veis aleato´rias mais estudadas se observam no plano ou
no espac¸o. Por exemplo, quando se pretende estudar a densidade populacional de
uma dada regia˜o, esta podera´ ser representada atrave´s de um processo geoestat´ıstico
Z(s) cujo domı´nio D e´ um conjunto de pares ordenados (latitude, longitude) ∈ R2.
Como exemplo de um processo com domı´nio em R3, suponha-se que se pretende ave-
riguar qual e´ a concentrac¸a˜o Z(s) de um dado metal num determinado subsolo; o
processo geoestat´ıstico podera´ ter, como domı´nio D, um conjunto de ternos ordenados
(latitude, longitude, profundidade), i.e., D ⊂ R3. E´ de salientar que, como as coordena-
das geogra´ficas dos exemplos anteriores se encontram expressas em termos de latitude
e longitude, a distaˆncia euclidiana na˜o e´ adequada para medir as distaˆncias entre as
localizac¸o˜es, principalmente quando o domı´nio que se pretende estudar e´ grande. Nes-
ses casos, recomenda-se a utilizac¸a˜o da distaˆncia geode´sica, a qual tem em conta a
curvatura do globo terrestre para medir as distaˆncias.
Como os exemplos do para´grafo anterior deixam antever, para quaisquer duas lo-
calizac¸o˜es distintas si e sj do domı´nio D, as varia´veis Z(si) e Z(sj) na˜o sa˜o, em geral,
independentes e podem mesmo na˜o ser identicamente distribu´ıdas.
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1.2 Condic¸o˜es de estacionaridade
As condic¸o˜es de estacionaridade sa˜o hipo´teses que se colocam sobre os processos aleato´-
rios para garantir que estes gozam de certas propriedades fundamentais em todo o seu
domı´nio. Estas condic¸o˜es garantem uma regularidade nas varia´veis aleato´rias, a qual e´
essencial para que se possam utilizar posteriormente me´todos da infereˆncia estat´ıstica.
Existem diferentes condic¸o˜es de estacionaridade que se passam a apresentar.
Definic¸a˜o 1.2.1. Considere-se um processo geoestat´ıstico Z(s) com domı´nio D ⊆ Rd
e com f.d.p. conjunta Fs1,s2,...,sn(z1, z2, ..., zn), onde s1, s2, ..., sn ∈ D, z1, z2, ..., zn ∈ R e
n ∈ N.
Diz-se que Z(s) apresenta estacionaridade forte, ou estrita, se para qualquer con-
junto finito de localizac¸o˜es {s1, s2, ..., sn}, para qualquer conjunto finito de nu´meros
reais {z1, z2, ..., zn} e para qualquer vector h ∈ Rd tal que si + h ∈ D (i = 1, ..., n),
Fs1,s2,...,sn(z1, z2, ..., zn) = Fs1+h,s2+h,...,sn+h(z1, z2, ..., zn), ∀n∈N.
♦
Quando um processo verifica a estacionaridade forte, ele mante´m-se invariante sem-
pre que se aplica uma translac¸a˜o a um qualquer conjunto das suas localizac¸o˜es. Deste
modo, a f.d.p. Fs1,s2,...,sn apenas depende da posic¸a˜o relativa entre as localizac¸o˜es e e´
independente do ponto do domı´nio onde essas localizac¸o˜es se encontram. Isto implica
que as varia´veis aleato´rias do processo sejam identicamente distribu´ıdas.
Tal como o pro´prio nome indica, esta condic¸a˜o de estacionaridade e´ bastante forte
para ser assumida em diversos feno´menos naturais. Por isso, utilizam-se outros concei-
tos de estacionaridade, menos restritivos.
Uma das alternativas e´ a estacionaridade de segunda ordem, tambe´m chamada
estacionaridade fraca ou em sentido lato. Quando se utiliza este conceito assume-se
que, para qualquer s ∈ D, Z(s) tem momentos de segunda ordem finitos.
Definic¸a˜o 1.2.2. Um processo geoestat´ıstico Z(s) com domı´nio D ⊆ Rd diz-se esta-
ciona´rio de segunda ordem, com estacionaridade fraca ou estaciona´rio em sentido lato,
quando verifica as seguintes condic¸o˜es:
∀s∈D E[Z(s)] = µ(s) = µ ∈ R; (1.2.1)
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∀si,sj∈D Cov[Z(si), Z(sj)] = C(si − sj). (1.2.2)
♦
A condic¸a˜o (1.2.1) garante que as varia´veis aleato´rias do processo teˆm todas a
mesma esperanc¸a µ. A propriedade do valor esperado do processo ser constante sera´
designada por estacionaridade da me´dia. Quando na˜o se verifica a estacionaridade da
me´dia, a func¸a˜o µ(s) chama-se a tendeˆncia do processo Z(s).
A segunda condic¸a˜o da Definic¸a˜o 1.2.2 garante que a covariaˆncia entre duas quais-
quer varia´veis aleato´rias do processo, depende apenas da diferenc¸a entre as suas loca-
lizac¸o˜es. A func¸a˜o C definida em (1.2.2) chama-se o covariograma do processo, ou a
func¸a˜o de covariaˆncia estaciona´ria.
Apesar da estacionaridade de segunda ordem tambe´m ser designada por estaciona-
ridade fraca, existe ainda um outro tipo de estacionaridade que impo˜e menos restric¸o˜es
ao processo. E´ a denominada estacionaridade intr´ınseca.
Definic¸a˜o 1.2.3. Um processo geoestat´ıstico Z(s) de domı´nio D ⊆ Rd apresenta
estacionaridade intr´ınseca se
∀si,sj∈D E[Z(si)− Z(sj)] = 0; (1.2.3)
∀si,sj∈D Var[Z(si)− Z(sj)] = 2γ(si − sj). (1.2.4)
♦
As varia´veis aleato´rias Z(si) − Z(sj),∀si,sj∈D, chamam-se os incrementos do pro-
cesso.
Caso Z(s) tenha esperanc¸a finita, a condic¸a˜o (1.2.3) e´ apenas uma forma diferente
de representar a estacionaridade da me´dia afirmada em (1.2.1). A diferenc¸a reside no
facto da estacionaridade da me´dia ser agora expressa em termos dos incrementos. Ao
longo deste trabalho, considera-se que o processo tem momentos de primeira e segunda
ordem finitos.
A segunda condic¸a˜o da Definic¸a˜o 1.2.3 garante que a variaˆncia da diferenc¸a en-
tre duas quaisquer varia´veis aleato´rias do processo, e´ func¸a˜o do vector definido pela
diferenc¸a entre as suas localizac¸o˜es; por outras palavras, a variaˆncia de um incremento
apenas depende do vector que separa as varia´veis aleato´rias que o definem.
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A func¸a˜o 2γ definida em (1.2.4) chama-se o variograma do processo e sera´ focada
com detalhe na secc¸a˜o seguinte. A func¸a˜o γ designa-se por semivariograma do processo.
No que diz respeito a`s relac¸o˜es existentes entre os va´rios tipos de estacionaridade,
e´ fa´cil verificar que, quando Z(s) tem variaˆncia finita, enta˜o a estacionaridade forte
implica a estacionaridade de segunda ordem.
Por outro lado, tendo em atenc¸a˜o que, para qualquer si, sj ∈ D,
Var[Z(si)− Z(sj)] = Var[Z(si)] + Var[Z(sj)]− 2Cov[Z(si), Z(sj)],
se existir o covariograma, verifica-se que
2γ(si − sj) = 2C(0)− 2C(si − sj), (1.2.5)
uma vez que Var[Z(si)] = Var[Z(sj)] = C(0).
A equac¸a˜o (1.2.5) garante que, se existir estacionaridade de segunda ordem, enta˜o
tambe´m existe o variograma, e assim tambe´m existe estacionaridade intr´ınseca. Conse-
quentemente, a estacionaridade forte implica a estacionaridade de segunda ordem que,
por sua vez, implica a estacionaridade intr´ınseca.
As implicac¸o˜es rec´ıprocas nem sempre se verificam. No entanto, se o processo geoes-
tat´ıstico for Gaussiano, ou seja, se para qualquer conjunto de localizac¸o˜es s1, ..., sn ∈ D,
(Z(s1), ..., Z(sn)) seguir uma distribuic¸a˜o conjunta normal, enta˜o a estacionaridade de
segunda ordem passa a ser equivalente a` estacionaridade forte. Isto acontece porque a
distribuic¸a˜o normal fica completamente definida pelo vector de me´dias e pela matriz de
covariaˆncias. Quanto a` equivaleˆncia entre a estacionaridade intr´ınseca e a estacionari-
dade de segunda ordem, note-se que, quando existe estacionaridade intr´ınseca (existe
o variograma) e quando existe e e´ constante a variaˆncia do processo Z(s), Var[Z(s)] =
C(0), enta˜o, por (1.2.5), tambe´m existe a quantidade 2C(0)−2γ(si−sj) = 2C(si−sj)
que define o covariograma. Logo, a existeˆncia de variaˆncia constante C(0) assegura a
equivaleˆncia entre os dois tipos de estacionaridade.
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1.3 A importaˆncia do variograma
O variograma, tal como o covariograma, e´ uma func¸a˜o fundamental em Geoestat´ıstica,
uma vez que modela a estrutura de dependeˆncia do processo. No entanto, em Geoes-
tat´ıstica, o variograma assume um papel muito mais relevante do que o covariograma.
Ao longo da presente secc¸a˜o, apresentam-se as definic¸o˜es de ambas as func¸o˜es, com-
parando as suas propriedades e realc¸ando as vantagens do variograma em relac¸a˜o ao
covariograma.
1.3.1 Definic¸o˜es e principais propriedades
Seja Z(s) um processo geoestat´ıstico que se admite ser estaciona´rio de segunda or-
dem. Como se referiu anteriormente, esta condic¸a˜o de estacionaridade garante que a
covariaˆncia entre duas realizac¸o˜es do processo depende apenas da diferenc¸a entre as
localizac¸o˜es. Comec¸a-se por apresentar a definic¸a˜o da func¸a˜o covariograma.
Definic¸a˜o 1.3.1. Para qualquer localizac¸a˜o s ∈ D e para qualquer vector h ∈ Rd tal
que s + h ∈ D, chama-se covariograma a` func¸a˜o
C: Rd −→ R
h 7−→ C(h) = Cov[Z(s), Z(s + h)].
♦
O covariograma diz-se isotro´pico quando depende do vector h apenas atrave´s da
sua norma. Assim, um covariograma isotro´pico na˜o depende da direcc¸a˜o de h. Enta˜o,
para qualquer localizac¸a˜o s, a covariaˆncia entre Z(s) e qualquer varia´vel localizada
sobre uma circunfereˆncia de raio ‖h‖ e´ constante.
Em feno´menos naturais, quanto mais pro´ximas esta˜o duas localizac¸o˜es si e sj, mais
se espera que as realizac¸o˜es Z(si) e Z(sj) sejam correlacionadas. Por isso, em grande
parte dos casos espera-se que, para uma direcc¸a˜o fixa, o valor do covariograma C(si−sj)
diminua quando ‖si − sj‖ aumenta. A Figura 1.1 mostra treˆs exemplos de covariogra-
mas isotro´picos.
Para que uma func¸a˜o C seja um covariograma, tem que satisfazer algumas proprie-
dades, tais como:
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Figura 1.1: Representac¸a˜o gra´fica de treˆs covariogramas isotro´picos.
i) ∀s∈D C(0) = Var[Z(s)];
ii) ∀h∈Rd C(h) = C(−h);
iii) o covariograma e´ definido positivo, isto e´,
∀n∈N ∀a1,...,an∈R ∀s1,...,sn∈D
n∑
i=1
n∑
j=1
aiajC(si − sj) ≥ 0. (1.3.1)
A propriedade (1.3.1) resulta do facto de
∑n
i=1
∑n
j=1 aiajC(si − sj) ser igual a
Var [
∑n
i=1 aiZ(si)] que e´ sempre na˜o negativa.
Frequentemente, para cada direcc¸a˜o fixa, existe um valor de distaˆncia a partir do
qual o covariograma e´ nulo. Como se vera´ no seguimento, esse valor vai definir a
amplitude do variograma.
Sendo C(0) finito, a func¸a˜o covariograma pode ser substitu´ıda pela func¸a˜o ρ(h) =
C(h)/C(0), que se chama o correlograma. No entanto, a informac¸a˜o traduzida pela
func¸a˜o correlograma e´ em tudo semelhante a` da func¸a˜o covariograma. Contudo, como
se vera´ a seguir, existem algumas vantagens em usar a func¸a˜o variograma em substi-
tuic¸a˜o do covariograma.
Considere-se agora a func¸a˜o variograma, que traduz a variaˆncia dos incrementos do
processo.
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Definic¸a˜o 1.3.2. Para qualquer localizac¸a˜o s ∈ D e para qualquer vector h ∈ Rd tal
que s + h ∈ D, chama-se variograma a` func¸a˜o
2γ: Rd −→ R+0
h 7−→ 2γ(h) = Var[Z(s)− Z(s + h)].
♦
Por vezes utiliza-se o semivariograma em vez do variograma, uma vez que ambas
as func¸o˜es gozam das mesmas propriedades.
Repare-se que o variograma e´ definido para qualquer processo intrinsecamente esta-
ciona´rio, enquanto que o covariograma apenas existe em processos estaciona´rios de se-
gunda ordem. Portanto, sempre que um processo tem covariograma, enta˜o ele tambe´m
tem variograma. Contudo, o rec´ıproco na˜o e´ verdadeiro. Esta e´ a grande vantagem
que o variograma tem em relac¸a˜o ao covariograma, e e´ o principal motivo que leva
a` prefereˆncia pelo variograma como instrumento fundamental no desenvolvimento da
Geoestat´ıstica.
Tal como para o covariograma, o variograma diz-se isotro´pico se depender apenas
da norma do vector h. Nesse caso, o variograma na˜o depende da direcc¸a˜o de h e, por
isso, e´ o mesmo em todas as direcc¸o˜es.
Em grande parte dos casos, o variograma e´ uma func¸a˜o crescente, pelos motivos ja´
referidos para justificar que o covariograma e´ frequentemente uma func¸a˜o decrescente.
A Figura 1.2 mostra treˆs exemplos de variogramas isotro´picos.
De seguida, apresentam-se as principais propriedades do variograma.
i) 2γ(0) = 0;
ii) ∀h∈Rd 2γ(h) = 2γ(−h);
iii) para qualquer n ∈ N,
n∑
i=1
n∑
j=1
aiaj2γ(si − sj) ≤ 0, (1.3.2)
onde a1, ..., an sa˜o tais que
∑n
i=1 ai = 0 e s1, ..., sn ∈ D.
A restric¸a˜o
∑
ai = 0 motiva a designac¸a˜o usual de que o variograma e´ condicio-
nalmente definido negativo;
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Figura 1.2: Representac¸a˜o gra´fica de treˆs variogramas isotro´picos.
iv) o variograma na˜o pode crescer a um ritmo superior a ‖h‖2, isto e´,
lim
‖h‖→∞
2γ(h)
‖h‖2 = 0.
Esta condic¸a˜o aparece designada, na literatura, por hipo´tese intr´ınseca.
Para compreender a propriedade (1.3.2), note.se que a restric¸a˜o
∑n
i=1 ai = 0 implica
que
n∑
i=1
n∑
j=1
aiaj (Z(si)− Z(sj))2 = −2
(
n∑
i=1
aiZ(si)
)2
.
Calculando as esperanc¸as em ambos os membros da equac¸a˜o anterior e tendo em conta
a estacionaridade da me´dia, obte´m-se que
n∑
i=1
n∑
j=1
aiaj2γ(si − sj) = −2Var
[
n∑
i=1
aiZ(si)
]
≤ 0.
Como se pode verificar em Schabenberger e Gotway (2005), a hipo´tese intr´ınseca
implica que, em processos estaciona´rios de segunda ordem, a segunda derivada do
covariograma calculada em zero seja um nu´mero real negativo. Este facto e´ importante
porque garante que C(0) e´ um ma´ximo da func¸a˜o covariograma.
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Se um variograma satisfizer as propriedades (i) a (iv), ele diz-se um variograma
va´lido. Qualquer func¸a˜o que seja um variograma va´lido pode ser utilizada como vario-
grama de algum processo geoestat´ıstico. Como se pode ver em Cressie (1993), se um
variograma e´ va´lido em Rd+1, enta˜o ele tambe´m e´ va´lido em Rd (d ≥ 1). No entanto,
a implicac¸a˜o rec´ıproca na˜o se verifica no caso geral.
Em geral, a` medida que a distaˆncia entre observac¸o˜es aumenta, o valor do semi-
variograma tende para um valor constante (vide Figura 1.2). A esse valor chama-se o
patamar. Tanto o patamar como a amplitude (ja´ atra´s referida) sa˜o estatisticamente
interpretados como paraˆmetros do variograma. Seguidamente, passa-se a apresentar a
definic¸a˜o e a interpretac¸a˜o dos paraˆmetros estat´ısticos do variograma.
Definic¸a˜o 1.3.3. Seja γ o semivariograma de um processo geoestat´ıstico Z(s). Cha-
ma-se patamar ao valor lim‖h‖→+∞ γ(h), caso este limite exista e seja finito.
♦
O patamar e´ uma caracter´ıstica exclusiva de variogramas de processos estaciona´rios
de segunda ordem, uma vez que em variogramas de processos apenas intrinsecamente
estaciona´rios, este paraˆmetro na˜o existe. O mesmo acontece com a amplitude.
Definic¸a˜o 1.3.4. Chama-se amplitude ou alcance do variograma 2γ(h) na direcc¸a˜o do
vector h0 ao menor valor de ‖h‖ que satisfaz a condic¸a˜o
∀ε>0 C ((1 + ε)h) = 0, (1.3.3)
onde h = kh0, k ∈ R. A amplitude sera´ denotada por φ.
♦
Quando existe amplitude na direcc¸a˜o de si − sj, todas as varia´veis aleato´rias Z(si)
e Z(sj) para as quais a norma ‖si − sj‖ e´ superior a` amplitude, sa˜o na˜o correlaciona-
das. No entanto, a amplitude nem sempre existe. Por exemplo, existem modelos de
covariogramas que so´ tomam o valor nulo assintoticamente. Nesses casos, na˜o existe
amplitude, mas pode sempre ser definida uma amplitude pra´tica do variograma: a
amplitude pra´tica (tambe´m designada por alcance efectivo) e´ a distaˆncia a partir da
qual a correlac¸a˜o que existe entre as varia´veis aleato´rias pode ser desprezada; por isso,
as varia´veis aleato´rias que esta˜o separadas por uma distaˆncia superior a` amplitude
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pra´tica, podem ser consideradas na˜o correlacionadas. Em Schabenberger e Gotway
(2005), quando um processo com C(0) < ∞ na˜o tem amplitude na direcc¸a˜o de h0,
define-se a amplitude pra´tica como sendo o menor valor de ‖h‖ tal que, para qualquer
ε positivo, |C((1 + ε)h)| ≤ 0.05× C(0).
A condic¸a˜o (1.3.3) tambe´m pode ser expressa em termos do variograma. Assim, a
amplitude pode ser definida como o menor valor de ‖h‖ que faz com que, para qualquer
ε positivo, γ((1 + ε)h) seja igual ao patamar.
Consequentemente, o patamar e a amplitude sa˜o dois conceitos que esta˜o interli-
gados. So´ pode existir amplitude quando existe patamar. Por isso, tal como para o
patamar, so´ existe amplitude em variogramas de processos estaciona´rios de segunda
ordem.
O variograma nem sempre e´ uma func¸a˜o cont´ınua. E´ mesmo frequente que o vario-
grama tenha uma descontinuidade na origem. Esta descontinuidade pode ser originada
pelo erro presente em cada medic¸a˜o, o que se traduz pela possibilidade de duas observa-
c¸o˜es, na mesma localizac¸a˜o, poderem ser bastante distintas; a descontinuidade tambe´m
pode ser originada por uma variac¸a˜o em microescala do processo que o variograma na˜o
esta´ a conseguir modelar. Surge assim um outro paraˆmetro do variograma, designado
por efeito de pepita.
Definic¸a˜o 1.3.5. Seja γ o semivariograma de um processo geoestat´ıstico Z(s). Cha-
ma-se efeito de pepita ao valor τ 2 = lim‖h‖→0 γ(h).
♦
A possibilidade de se considerar a existeˆncia do efeito de pepita e´ outra vantagem
que o variograma apresenta em relac¸a˜o ao covariograma. Se o processo Z(s) for esta-
ciona´rio de segunda ordem e o efeito de pepita na˜o for nulo, a equac¸a˜o (1.2.5) tem que
ser substitu´ıda por
∀h∈Rd\{0} γ(h) = τ 2 + C(0)− C(h). (1.3.4)
O comportamento do variograma junto da origem e´ fundamental para caracterizar a
regularidade do processo Z(s). Nesse sentido,
• se o variograma e´ cont´ınuo na origem, i.e., se τ 2 = 0, enta˜o o processo Z(s) e´
L2-cont´ınuo, ou seja, E [(Z(s + h)− Z(s))2]→ 0 a` medida que ‖h‖ → 0;
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• se o efeito de pepita e´ positivo, ou seja, se o variograma e´ descont´ınuo na origem,
o processo Z(s) na˜o e´ L2-cont´ınuo e, por isso, na vizinhanc¸a de cada ponto do
domı´nio, o processo e´ altamente irregular;
• se o variograma for constante em todo o seu domı´nio excepto na origem, enta˜o,
sempre que si 6= sj, as varia´veis aleato´rias Z(si) e Z(sj) na˜o sa˜o correlacionadas.
Quando o variograma tem efeito de pepita positivo, enta˜o o processo Z(s) pode ser
decomposto na soma de va´rios subprocessos
∀s∈D Z(s) = µ(s) +W (s) + η(s) + (s),
onde:
• µ(s) = E[Z(s)] e´ uma componente determin´ıstica, relativa a` me´dia de Z(s),
designada por variac¸a˜o em larga escala. Quando o processo Z(s) e´ estaciona´rio,
esta componente e´ constante;
• W (s) e´ um processo de me´dia nula, L2-cont´ınuo e intrinsecamente estaciona´rio.
Se o variograma deste processo tiver amplitude, ela tem que ser superior ao
min{‖si − sj‖ : 1 ≤ i < j ≤ n}. Este processo e´ designado por variac¸a˜o suave
em pequena escala;
• η(s) e´ um processo de me´dia nula, estaciona´rio de segunda ordem e independente
do processoW (s). O variograma de η(s) tem amplitude inferior ao min{‖si − sj‖ :
1 ≤ i < j ≤ n}. Este processo e´ designado por variac¸a˜o em microescala e e´ o
principal responsa´vel pela existeˆncia de efeito de pepita positivo;
• (s) representa um processo de ru´ıdo branco, isto e´, um processo de varia´veis
aleato´rias na˜o correlacionadas com me´dia nula e variaˆncia constante. E´ um pro-
cesso independente de W (s) e de η(s) que se designa por ru´ıdo ou por erro de
medic¸a˜o. O ru´ıdo tambe´m pode ser causador de efeito de pepita positivo.
O efeito de pepita e´ originado pela soma da variaˆncia da variac¸a˜o em microescala
com a variaˆncia do erro de medic¸a˜o, ou seja, τ 2 = Var[η(s)] + Var[(s)].
A Figura 1.3 apresenta um semivariograma onde sa˜o salientados os paraˆmetros
t´ıpicos dos processos estaciona´rios de segunda ordem. Pode-se visualizar a amplitude
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φ, o efeito de pepita τ 2 e o patamar τ 2 + σ2. O valor σ2 = Var[W (s)] e´ denominado
patamar parcial uma vez que e´ igual ao patamar, sempre que o efeito de pepita e´ nulo.
Figura 1.3: Ilustrac¸a˜o dos paraˆmetros t´ıpicos dos semivariogramas de processos esta-
ciona´rios de segunda ordem.
Para finalizar esta secc¸a˜o, conclui-se que o variograma apresenta vantagens signifi-
cativas em relac¸a˜o ao covariograma, nomeadamente, porque existe em mais processos
geoestat´ısticos do que o covariograma e porque tem a possibilidade de incorporar o
efeito de pepita, o qual permite que na˜o se ignorem os efeitos da variac¸a˜o em micro-
escala e do erro de medic¸a˜o. Por isso, ao longo deste trabalho vai-se estudar apenas o
variograma.
1.3.2 Modelos de variograma isotro´pico
Seguidamente, va˜o-se apresentar os modelos parame´tricos mais conhecidos de entre os
variogramas isotro´picos. Estes variogramas encontram-se agrupados por famı´lias. Cada
famı´lia e´ constitu´ıda por um conjunto de variogramas definidos pela mesma expressa˜o
alge´brica, a qual depende do paraˆmetro vectorial θ ∈ Θ, onde Θ representa o espac¸o
do paraˆmetro.
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Modelo linear:
γ(‖h‖ ;θ) =
{
0, se ‖h‖ = 0
τ 2 + θ1 ‖h‖ , se ‖h‖ > 0
,
onde θ = (τ 2, θ1) e θ1 > 0. Este modelo e´ va´lido para qualquer dimensa˜o
d ≥ 1. No entanto, ele na˜o possui patamar, o que torna imposs´ıvel a sua
utilizac¸a˜o em processos estaciona´rios de segunda ordem.
Modelo de tenda:
γ(‖h‖ ;θ) =

0, se ‖h‖ = 0
τ 2 + σ
2‖h‖
φ
, se 0 < ‖h‖ ≤ φ
τ 2 + σ2, se ‖h‖ > φ
, (1.3.5)
onde θ = (τ 2, σ2, φ) e φ > 0. Este modelo e´ va´lido apenas em R e, por isso,
e´ pouco utilizado em Geoestat´ıstica.
Modelo circular:
γ(‖h‖ ;θ) =

0, se ‖h‖ = 0
τ 2 + σ2(1− ρ(‖h‖)), se 0 < ‖h‖ ≤ φ
τ 2 + σ2, se ‖h‖ > φ
, (1.3.6)
onde ρ(‖h‖) = 2
pi
(
arccos
(
‖h‖
φ
)
− ‖h‖
φ
√
1− ‖h‖2
φ2
)
, θ = (τ 2, σ2, φ) e φ > 0.
Este modelo so´ e´ va´lido em R e em R2, pelo que na˜o pode ser utilizado em
processos de domı´nio tridimensional.
Modelo esfe´rico:
γ(‖h‖ ;θ) =

0, se ‖h‖ = 0
τ 2 + σ2
[
3‖h‖
2φ
− ‖h‖3
2φ3
]
, se 0 < ‖h‖ ≤ φ
τ 2 + σ2, se ‖h‖ > φ
, (1.3.7)
onde θ = (τ 2, σ2, φ) e φ > 0. Este modelo e´ va´lido apenas em R, R2 e R3
mas, de acordo com Soares (2000), e´ um dos modelos mais utilizados nas
aplicac¸o˜es da Geoestat´ıstica.
Modelo de Mate´rn:
γ(‖h‖ ;θ) =
 0, se ‖h‖ = 0τ 2 + σ2 [1− (‖h‖/φ)κKκ(‖h‖/φ)
2κ−1Γ(κ)
]
, se ‖h‖ > 0 ,
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onde θ = (τ 2, σ2, φ, κ) com φ > 0 e κ > 0, Kκ e´ a func¸a˜o de Bessel de ordem
κ e Γ e´ a func¸a˜o Gama. Este modelo e´ va´lido em qualquer dimensa˜o d ≥ 1.
Repare-se que, ao contra´rio do que acontecia nos treˆs modelos anteriores,
neste modelo o paraˆmetro φ deixa de representar a amplitude e passa a
representar a amplitude pra´tica. O mesmo acontece nos modelos que se
va˜o apresentar seguidamente.
Modelo exponencial:
γ(‖h‖ ;θ) =
 0, se ‖h‖ = 0τ 2 + σ2 [1− e−3 ‖h‖φ ] , se ‖h‖ > 0 , (1.3.8)
onde θ = (τ 2, σ2, φ) e φ > 0. Este modelo e´ um caso particular do modelo
de Mate´rn para κ = 0.5.
Modelo Gaussiano:
γ(‖h‖ ;θ) =

0, se ‖h‖ = 0
τ 2 + σ2
[
1− e−3
‖h‖2
φ2
]
, se ‖h‖ > 0 , (1.3.9)
onde θ = (τ 2, σ2, φ) e φ > 0. Este modelo resulta do modelo de Mate´rn
quando κ tende para +∞.
Modelo de onda:
γ(‖h‖ ;θ) =
 0 se ‖h‖ = 0τ 2 + σ2 [1− φ‖h‖ sin(‖h‖φ )] se ‖h‖ > 0 ,
onde θ = (τ 2, σ2, φ) e φ > 0. Este e´ um modelo especial uma vez que
permite correlac¸o˜es negativas entre as varia´veis aleato´rias do processo. A
correlac¸a˜o negativa tem interesse em processos com caracter´ısticas de pe-
riodicidade. E´ um modelo va´lido apenas em R, R2 e R3.
Modelo de poteˆncia:
γ(‖h‖ ;θ) =
{
0 se ‖h‖ = 0
τ 2 + θ ‖h‖λ se ‖h‖ > 0
, (1.3.10)
onde θ = (τ 2, θ, λ), θ > 0 e 0 < λ < 2. E´ um modelo que corresponde
a variogramas de processos que sa˜o intrinsecamente estaciona´rios, mas que
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na˜o sa˜o estaciona´rios de segunda ordem. Por isso, os processos que sa˜o
modelados por este variograma na˜o apresentam covariograma. Este modelo
e´ va´lido em qualquer dimensa˜o e tem como caso particular o modelo linear,
que se obte´m tomando λ = 1.
Alguns exemplos dos modelos de semivariograma apresentados anteriormente po-
dem ser visualizados na Figura 1.4.
Se o processo Z(s) for estaciona´rio de segunda ordem, e´ poss´ıvel transformar um
modelo va´lido de semivariograma num modelo va´lido de covariograma, atrave´s da
equac¸a˜o (1.3.4). Como exemplo, se um processo estaciona´rio de segunda ordem tiver
um semivariograma esfe´rico, enta˜o o seu covariograma sera´ da forma
C(‖h‖ ;θ) =
 σ2
[
1− 3‖h‖
2φ
+ ‖h‖
3
2φ3
]
, se 0 ≤ ‖h‖ < φ
0, se ‖h‖ ≥ φ
.
Em Journel e Huijbregts (1978) podem-se encontrar informac¸o˜es mais detalhadas
sobre modelos parame´tricos de variogramas.
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Figura 1.4: Ilustrac¸a˜o das curvas de semivariograma para alguns modelos isotro´picos.
Cap´ıtulo 2
Me´todos usuais na estimac¸a˜o da
estrutura de dependeˆncia
Como se viu ao longo da secc¸a˜o 1.3, se um processo geoestat´ıstico Z(s) for, pelo menos,
intrinsecamente estaciona´rio, a sua estrutura de dependeˆncia pode ser caracterizada
atrave´s do variograma. Ale´m disso, tambe´m foi realc¸ada a importaˆncia do variograma
como sendo o melhor instrumento para descrever a estrutura de dependeˆncia de um
processo geoestat´ıstico.
Assim, justifica-se que o presente cap´ıtulo seja inteiramente dedicado a` descric¸a˜o
da metodologia tradicional de estimac¸a˜o do variograma.
O processo usual de estimac¸a˜o do variograma e´ constitu´ıdo por duas etapas funda-
mentais que se podem resumir do seguinte modo:
1. a partir da amostra do processo, obte´m-se um conjunto finito de estimativas
pontuais da func¸a˜o variograma, as quais sa˜o determinadas em pontos espec´ıficos
do domı´nio da func¸a˜o. Alguns autores chamam a este conjunto de estimativas
pontuais do variograma, o variograma emp´ırico, designac¸a˜o essa que por vezes
tambe´m sera´ utilizada no seguimento;
2. na segunda etapa, utiliza-se o variograma emp´ırico para ajustar o modelo (teo´rico)
de variograma mais adequado, procedendo a` estimac¸a˜o dos paraˆmetros desse mo-
delo.
Nas secc¸o˜es 2.1 e 2.2 sera˜o tratadas cada uma das etapas do processo de estimac¸a˜o.
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2.1 Obtenc¸a˜o de estimativas pontuais do variogra-
ma
Considere-se que, a partir de uma amostra {Z(s1), ..., Z(sn)} do processo Z(s), se
pretende obter um conjunto finito de estimativas pontuais da func¸a˜o variograma. Tais
estimativas pontuais do variograma sa˜o tradicionalmente obtidas atrave´s do estimador
proposto por Matheron (1962), o qual tem expressa˜o
2γˆ(h) =
1
#N(h)
∑
(si,sj)∈N(h)
(Z(si)− Z(sj))2 , (2.1.1)
onde N(h) e´ o conjunto de pares de localizac¸o˜es cuja diferenc¸a e´ igual ao vector h, i.e.,
N(h) = {(si, sj) : si − sj = h; i, j = 1, ..., n}. (2.1.2)
Note-se que o estimador de Matheron e´ obtido pelo me´todo dos momentos, uma
vez que resulta de igualar a variaˆncia dos incrementos a` sua variaˆncia amostral.
Facilmente se verifica que o estimador 2γˆ(h) e´ centrado em processos intrinseca-
mente estaciona´rios, pois para qualquer vector h fixo,
E[2γˆ(h)] =
1
#N(h)
∑
(si,sj)∈N(h)
E
[
(Z(si)− Z(sj))2
]
=
1
#N(h)
∑
(si,sj)∈N(h)
Var[Z(si)− Z(sj)] (pela estacionaridade da me´dia)
=
1
#N(h)
∑
(si,sj)∈N(h)
2γ(si − sj)
=
1
#N(h)
∑
(si,sj)∈N(h)
2γ(h)
= 2γ(h).
Como e´ frequente que as amostras reais tenham localizac¸o˜es dispostas de uma forma
irregular, e´ comum encontrarem-se situac¸o˜es onde, para um vector h fixo, o conjunto
N(h) tem poucos elementos. Isso faz com que seja dif´ıcil obter uma estimativa pontual
precisa do variograma nesse vector h. Para contornar essa dificuldade, na pra´tica,
agrupam-se os vectores h em regio˜es de toleraˆncia. Deste modo, para estimar os pontos
do variograma, em vez de se considerar N(h), considera-se o conjunto N(T (h)), onde
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T (h) e´ um conjunto de vectores que se encontram numa regia˜o de toleraˆncia de Rd do
vector h. Expresso de outro modo,
N(T (h)) = {(si, sj) : si − sj = δh; δ ∈ ]1− ε, 1 + ε[; i, j = 1, ..., n},
para ε positivo. Repare-se que existem outras regio˜es de toleraˆncia que tambe´m podem
ser consideradas.
A Figura 2.1 representa o conjunto das estimativas pontuais de um semivariograma
isotro´pico. Neste caso, N(T (h)) depende de h apenas atrave´s de ‖h‖ e as regio˜es de
toleraˆncia foram definidas por
N(T (‖h‖)) = {(si, sj) : ‖si − sj‖ ∈ ] ‖h‖ − 0.5, ‖h‖+ 0.5[; i, j = 1, ..., n}.
Figura 2.1: Representac¸a˜o das estimativas pontuais de um semivariograma isotro´pico.
Apesar do agrupamento dos vectores em regio˜es de toleraˆncia ser quase sempre
efectuado na pra´tica, este procedimento gera alguma ambiguidade na estimac¸a˜o do
variograma. Repare-se que, para cada regia˜o de toleraˆncia considerada, se obte´m um
conjunto diferente de estimativas pontuais do variograma. Por isso, devem-se escolher
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regio˜es de toleraˆncia apropriadas uma vez que, se a toleraˆncia for pequena, corre-se o
risco das estimativas pontuais serem calculadas a partir de poucos pontos, tornando-se
assim pouco precisas; por outro lado, quanto maior for a toleraˆncia, mais grosseiro
se torna o conjunto de estimativas pontuais do variograma, uma vez que deixa de
transparecer a estrutura de dependeˆncia que existe dentro das regio˜es de toleraˆncia
consideradas. Segundo Journel e Huijbregts (1978), para que as estimativas pontuais
do variograma sejam precisas, devem ser estimadas com base em, pelo menos, 30
observac¸o˜es, ou seja, #N(T (h)) ≥ 30.
A ideia de agrupar os vectores por regio˜es de toleraˆncia abriu a porta ao estudo de
estimadores na˜o parame´tricos do variograma, os quais sa˜o obtidos atrave´s do me´todo
do nu´cleo. Nestes estimadores, todos os incrementos Z(si)− Z(sj) sa˜o utilizados para
estimar o variograma num determinado vector h. Cada incremento tem associado um
determinado peso, que e´ tanto maior quanto mais pro´ximo for o vector si−sj do vector
h. Este procedimento tambe´m e´ conhecido como o me´todo de Nadaraya-Watson. A
vantagem destes estimadores e´ que eles podem estimar o variograma em qualquer vector
h considerado. Contudo, normalmente eles na˜o sa˜o centrados, contrariamente ao esti-
mador de Matheron definido em (2.1.1). Repare-se que o estimador de Matheron com
regio˜es de toleraˆncia, tambe´m pode ser encarado como um estimador na˜o parame´trico
obtido pelo me´todo do nu´cleo – neste caso, os pesos atribu´ıdos aos incrementos so´ sa˜o
1 ou 0, consoante o incremento entra ou na˜o para determinar a estimativa.
Infelizmente, nem os estimadores na˜o parame´tricos obtidos atrave´s do me´todo do
nu´cleo, nem o estimador de Matheron, da˜o a garantia de devolver estimativas de acordo
com um variograma va´lido. De facto, o variograma tem que ser condicionalmente
definido negativo, o que nem sempre se verifica com os variogramas emp´ıricos obtidos
com estes estimadores. A soluc¸a˜o para este problema, passa por encontrar uma func¸a˜o
variograma va´lida que se aproxime o mais poss´ıvel das estimativas obtidas. Como o
estimador de Matheron e´ centrado e os estimadores obtidos pelo me´todo do nu´cleo,
geralmente, so´ sa˜o assintoticamente centrados, e´ o estimador de Matheron que mais se
utiliza para obter as estimativas pontuais do variograma.
Depois de encontradas as estimativas pontuais do variograma, entra-se na segunda
etapa de estimac¸a˜o do variograma.
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2.2 Estimac¸a˜o dos paraˆmetros de um modelo de va-
riograma
O conjunto de estimativas pontuais do variograma, cuja obtenc¸a˜o foi descrita na secc¸a˜o
anterior, na˜o e´ suficiente para traduzir a estrutura de dependeˆncia de um processo geo-
estat´ıstico, uma vez que na˜o tem domı´nio em Rd, e que nem sempre e´ condicionalmente
definido negativo. Assim, para se obter uma estimativa va´lida do variograma, e´ ne-
cessa´rio ajustar um modelo parame´trico que seja adequado a`s estimativas pontuais
encontradas.
A escolha do modelo de variograma que melhor se ajusta a` estrutura de dependeˆncia
revelada pelas observac¸o˜es do processo, na˜o e´ uma tarefa fa´cil, uma vez que o conjunto
de variogramas va´lidos e´ bastante vasto. O procedimento mais utilizado na pra´tica,
consiste em escolher, com base em conhecimentos emp´ıricos, uma famı´lia de modelos
do conjunto de todos os variogramas parame´tricos va´lidos
{2γ : 2γ(h) = 2γ(h;θ); h ∈ Rd,θ ∈ Θ}.
Actualmente existem alguns me´todos estat´ısticos que podem ajudar o investigador no
processo de selecc¸a˜o do modelo de variograma. Como exemplo, Gorsich e Genton
(2000) propuseram uma metodologia de escolha do modelo de variograma com base na
comparac¸a˜o de derivadas. Na opinia˜o desses autores, os modelos de variograma diferem
muito pouco entre si – o que difere, significativamente, e´ a derivada de cada uma das
func¸o˜es 2γ, de acordo com os modelos. Consequentemente, esses autores defendem
que o modelo de variograma que e´ mais adequado ao processo em estudo, e´ aquele
cuja derivada se aproxima mais da estimativa da derivada do modelo, a qual se obte´m
usando a estimativa na˜o parame´trica encontrada na primeira etapa de estimac¸a˜o. Por
outro lado, Maglione e Diblasi (2001) desenvolveram um teste para decidir se um
determinado modelo de variograma e´ adequado para modelar um dado processo em
estudo.
Depois de se ter escolhido uma famı´lia de variogramas, estimam-se os paraˆmetros
de modo a que a func¸a˜o variograma se aproxime o mais poss´ıvel das estimativas pontu-
ais do variograma, as quais foram obtidas na primeira etapa do processo de estimac¸a˜o.
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Por outras palavras, determina-se θˆ ∈ Θ que faz com que 2γ(h; θˆ) optimize o crite´rio
de ajustamento escolhido. Existem diversos crite´rios de ajustamento, com base nos
quais se encontram os estimadores mais utilizados, de entre os quais se salientam a
ma´xima verosimilhanc¸a e os mı´nimos quadrados. Seguidamente apresentam-se os cor-
respondentes me´todos de estimac¸a˜o.
2.2.1 Me´todo da ma´xima verosimilhanc¸a
O estimador de ma´xima verosimilhanc¸a e´ obtido, em geral, supondo a distribuic¸a˜o
normal de Z(s). Admitindo a estacionaridade da me´dia e que as observac¸o˜es sa˜o
provenientes de uma distribuic¸a˜o normal multivariada, com matriz de covariaˆncias
Σ(θ), i.e., que Z = (Z(s1), ..., Z(sn)) ∼ N(µ,Σ(θ)), enta˜o o logaritmo da func¸a˜o de
verosimilhanc¸a vem expresso por
logL(θ) = −n
2
log(2pi)− 1
2
log(det(Σ(θ))) +
1
2
(Z− µ)TΣ(θ)−1(Z− µ),
onde det(Σ(θ)) representa o determinante da matriz Σ(θ). O estimador de ma´xima
verosimilhanc¸a, θˆML, obte´m-se determinando o valor θ ∈ Θ que maximiza a func¸a˜o
logL(θ).
Repare-se que as estimativas pontuais do variograma na˜o entram no processo de
maximizac¸a˜o da func¸a˜o de verosimilhanc¸a. De facto, de acordo com este me´todo, tais
estimativas apenas contribuem para seleccionar o modelo de variograma mais adequado.
Embora os estimadores de ma´xima verosimilhanc¸a tenham boas propriedades em
geral, tambe´m teˆm algumas desvantagens. Para ale´m de ser necessa´rio pressupor o co-
nhecimento da distribuic¸a˜o do processo, verifica-se que θˆML e´ um estimador enviesado,
como se pode ver em Cressie (1993).
Por estes motivos, o me´todo da ma´xima verosimilhanc¸a e´ menos utilizado do que,
por exemplo, o me´todo dos mı´nimos quadrados e, por isso, na˜o sera´ considerado em
detalhe no desenvolvimento deste trabalho.
2.2.2 Me´todo dos mı´nimos quadrados
O me´todo de mı´nimos quadrados e´ intuitivo, esta´ muito divulgado e impo˜e hipo´teses
pouco restritivas sobre as distribuic¸o˜es das observac¸o˜es do processo. Por isso, na˜o e´ de
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admirar que seja um dos me´todos mais utilizados nas aplicac¸o˜es da Geoestat´ıstica.
Considere-se um vector constitu´ıdo pelas estimativas pontuais do variograma, 2γˆ =
(2γˆ(h1), ..., 2γˆ(hH)), para H ∈ N, e um outro vector cujas componentes sa˜o definidas
por um modelo de variograma parame´trico va´lido, 2γ(θ) = (2γ(h1;θ), ..., 2γ(hH ;θ)),
os quais foram obtidos nos mesmos pontos h1, ...,hH . O estimador de mı´nimos quadra-
dos θˆLS e´ determinado pela soluc¸a˜o θ ∈ Θ que minimiza uma expressa˜o do tipo
(2γˆ − 2γ(θ))TV−1(2γˆ − 2γ(θ)), (2.2.1)
onde V representa a matriz de covariaˆncias do estimador.
Se V for a matriz identidade de ordem H, enta˜o θˆLS corresponde ao estimador
de mı´nimos quadrados simples (denotado por OLS ); se V for uma matriz diagonal
tal que vi = Var[2γˆ(hi)], o crite´rio passa a ser designado por mı´nimos quadrados
ponderados (denotado por WLS ); finalmente, se V for uma matriz quadrada tal que
vi,j = Cov[2γˆ(hi), 2γˆ(hj)], o estimador resultante e´ referido como estimador de mı´nimos
quadrados generalizados (denotado por GLS ).
Tendo em conta as caracter´ısticas do processo, a matriz V na˜o e´ mu´ltipla da iden-
tidade. Por isso, o estimador de OLS e´ desaconselhado, uma vez que na˜o goza das
propriedades que o tornam atractivo num cena´rio de observac¸o˜es i.i.d.. Por outro lado,
na˜o e´ poss´ıvel conhecer a matriz V, pois ela depende do pro´prio variograma que se
pretende estimar.
No exemplo que se segue, particulariza-se o ca´lculo de V para o caso do estimador
de Matheron, supondo um processo Gaussiano.
Exemplo 2.2.1. Seja Z(s) um processo Gaussiano. A estacionaridade da me´dia garante
que
∀s∈D∀h∈Rd
Z(s + h)− Z(s)√
2γ(h)
∼ N(0, 1),
e, portanto, que
∀s∈D∀h∈Rd
(Z(s + h)− Z(s))2
2γ(h)
∼ χ21, (2.2.2)
onde χ21 representa a distribuic¸a˜o do Qui-quadrado com um grau de liberdade.
Para facilitar a notac¸a˜o, considere-se que hi,j = si − sj e represente-se por Ti,j =
Z(si)−Z(sj) o incremento do processo entre si e sj. Note-se, desde ja´, que por (2.2.2)
se sabe que T 2i,j tem valor esperado 2γ(hi,j) e variaˆncia 8γ
2(hi,j).
33
Calculando a variaˆncia do estimador de Matheron apresentado em (2.1.1), para um
qualquer vector hm tem-se que
Var[2γˆ(hm)] =
1
(#N(hm))2
Var
[∑
N(hm)
T 2i,j
]
= 1
(#N(hm))2
∑
i,j
∑
k,l Cov[T
2
i.j, T
2
k.l].
(2.2.3)
Contudo, e´ poss´ıvel verificar que as parcelas Cov[T 2i.j, T
2
k.l] podem ser expressas em
termos da func¸a˜o 2γ. Para tal e´ preciso ter em conta um resultado simples, o qual pode
ser encontrado, por exemplo, em Casella e Berger (2002). Esse resultado afirma que, se
X ∼ N(µX , σ2X), Y ∼ N(µY , σ2Y ),Cov[X, Y ] = σX,Y ,Var[X2] = σ2X2 e Var[Y 2] = σ2Y 2 ,
enta˜o
Cov[X2, Y 2]
σX2σY 2
=
σ2X,Y
σ2Xσ
2
Y
.
Sendo assim, tomando X = Ti,j e Y = Tk,l, facilmente se conclui que
Cov[T 2i,j , T
2
k,l] =
√
Var
[
T 2i,j
]
Var
[
T 2k,l
]
× Cov[Ti,j ,Tk,l]2Var[Ti,j ]Var[Tk,l]
=
√
8γ2(hi,j)8γ2(hk,l)Cov[Ti,j ,Tk,l]
2
2γ(hi,j)2γ(hk,l)
= 2Cov[Ti,j , Tk,l]2
= 2[Cov[Z(si), Z(sk)] + Cov[Z(sj), Z(sl)]− Cov[Z(si), Z(sl)]− Cov[Z(sj), Z(sk)]]2
= 2[γ(hi,k) + γ(hj,l)− γ(hi,l)− γ(hj,k)]2.
Isto implica que as variaˆncias e covariaˆncias do estimador de Matheron dependem
do pro´prio variograma. Enta˜o, a matriz V e´ dependente do pro´prio paraˆmetro θ que se
pretende estimar. Para ale´m disso, e como se poˆde observar, mesmo para o estimador
de Matheron num processo Gaussiano, a forma da matriz V na˜o e´ simples. Mais,
a inversa˜o de V e a minimizac¸a˜o por GLS e´, frequentemente, computacionalmente
imposs´ıvel (vide Lahiri et al. (2002)).
♦
Tendo em vista ultrapassar a dificuldade de ca´lculo da matriz V, Cressie (1993)
recomenda uma alternativa. A ideia e´ considerar que o estimador de WLS e´ um bom
compromisso entre o OLS e o GLS no que diz respeito a` eficieˆncia/facilidade de ca´lculo.
O autor sugere que os elementos da diagonal principal da matriz V sejam aproximados
por
vm = Var[2γˆ(hm)] ≈ 2[2γ(hm;θ)]
2
#N(hm)
. (2.2.4)
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Esta aproximac¸a˜o resulta de (2.2.3), assumindo que os T 2i,j teˆm entre si uma covariaˆncia
nula.
Apesar de Cressie defender o uso do WLS, Zimmerman e Zimmerman (1991) de-
senvolveram estudos emp´ıricos que indicam que o OLS e o WLS teˆm desempenhos
semelhantes, pelo que consideram desnecessa´ria a utilizac¸a˜o do WLS.
A Figura 2.2 representa um conjunto de curvas de acordo com um modelo esfe´rico,
as quais foram obtidas com as estimativas pontuais do semivariograma da Figura 2.1.
Cada curva foi determinada atrave´s de um me´todo de estimac¸a˜o diferente. A linha a
cheio representa a estimativa obtida por OLS, a curva a tracejado foi obtida utilizando
WLS, com a aproximac¸a˜o de Cressie (1993) e, finalmente, a curva a ponteado foi obtida
pelo me´todo da ma´xima verosimilhanc¸a.
Figura 2.2: Representac¸a˜o das estimativas pontuais do semivariograma obtidas atra-
ve´s do estimador de Matheron e dos semivariogramas do modelo esfe´rico estimados por
WLS, OLS e ma´xima verosimilhanc¸a.
E´ de salientar que, tal como verificaram Zimmerman e Zimmerman, as curvas o-
btidas por OLS e por WLS sa˜o bastante semelhantes, principalmente para valores
pequenos de ‖h‖.
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2.3 Propriedades assinto´ticas dos estimadores do
variograma
Depois de apresentados os estimadores tradicionais do variograma, e´ essencial falar um
pouco das suas propriedades assinto´ticas. Ao contra´rio do que acontece com outros
modelos estat´ısticos, as caracter´ısticas do domı´nio do processo geoestat´ıstico – espacial
e cont´ınuo – fazem com que a dimensa˜o da amostra possa aumentar de diferentes
formas. Assim, existem diferentes metodologias de estudo, consoante o modo como se
interpreta o aumento da dimensa˜o da amostra.
2.3.1 Metodologias de estudo
O facto dos processos geoestat´ısticos terem ı´ndice num domı´nio espacial e cont´ınuo
permite que o nu´mero de observac¸o˜es da amostra tenda para infinito de treˆs modos
distintos:
i considerando mais observac¸o˜es dentro do pro´prio domı´nio inicial, isto e´, que a
distaˆncia entre as observac¸o˜es vai diminuindo e a densidade de observac¸o˜es vai
aumentando (abordagem infill asymptotics – IA);
ii estendendo a Rd o domı´nio inicial do processo, mantendo a distaˆncia e a densidade
de observac¸o˜es inalteradas (abordagem increasing domain asymptotics – IDA);
iii considerando uma mistura entre as duas u´ltimas metodologias, isto e´, permitindo
que o domı´nio se estenda a Rd, a` medida que a densidade de observac¸o˜es vai
aumentando (abordagem mixed increasing domain asymptotics – MIDA).
A ideia fundamental da IA resume-se a considerar que o domı´nio do processo Z(s)
e´ limitado e tem fronteiras fixas. Consequentemente, a u´nica forma de obter resultados
assinto´ticos e´ aumentando o nu´mero de observac¸o˜es dentro desse mesmo domı´nio. Cres-
sie (1993) refere que este procedimento e´ muito utilizado, por exemplo, na indu´stria
mineira, uma vez que, nestes casos, o terreno/domı´nio e´ fixo e limitado, e novas obser-
vac¸o˜es que se considerem atrave´s da explorac¸a˜o da mina, so´ podem estar localizadas
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no mesmo terreno/domı´nio onde a mina esta´ localizada. Enta˜o, a densidade das obser-
vac¸o˜es vai aumentando dentro do terreno considerado e, a` medida que se va˜o supondo
novas observac¸o˜es, elas sera˜o cada vez mais pro´ximas entre si.
Para formalizar a IA no caso em que as componentes da amostra esta˜o dispostas
ao longo de grelhas regulares, considera-se um conjunto
Xd = {(δ1i1, ..., δdid) : δj > 0 ∧ ij ∈ Z}, j = 1, ..., d,
de localizac¸o˜es que esta˜o dispostas ao longo de uma grelha d-dimensional, com incre-
mentos δj na direcc¸a˜o j.
Sendo D ⊂ Rd o domı´nio de Z(s) e {hn}n∈N uma sequeˆncia decrescente de nu´meros
reais que tende para zero quando n tende para infinito, as localizac¸o˜es da n-e´sima
amostra sa˜o formalizadas por
{s1, ..., sn} = {s : s ∈ hnXd ∩D}.
A` medida que n aumenta, a grelha hnX
d torna-se cada vez mais fina e a regia˜o amos-
trada mante´m-se a mesma.
Por outro lado, a IDA segue uma abordagem ana´loga a` que usualmente se utiliza
nas se´ries temporais. Assim, a dimensa˜o da amostra aumenta a` custa do aumento da
regia˜o que e´ considerada. Ou seja, de amostra para amostra, o domı´nio em estudo
vai ficando cada vez maior, mas a distaˆncia e a densidade das observac¸o˜es manteˆm-se
inalteradas. Como refere Cressie (1993), esta metodologia assinto´tica pode ser utili-
zada, por exemplo, quando se esta´ a estudar a produc¸a˜o das a´rvores de um pomar,
mantendo o distanciamento entre a´rvores ja´ existente. Como na˜o se podem plantar
mais a´rvores entre as a´rvores que existem inicialmente no pomar, a u´nica hipo´tese de
estudar o processo consiste em acrescentar a´rvores fora do terreno/domı´nio considerado
inicialmente, seguindo o mesmo padra˜o das localizac¸o˜es ja´ existentes.
Em Lahiri et al. (2002) pode-se encontrar a formalizac¸a˜o da IDA. Para tal conside-
ra-se:
• uma regia˜o R0 que e´ um subconjunto aberto de ]− 1/2, 1/2]d contendo a origem;
• uma sucessa˜o {λn}n∈N de nu´meros reais positivos que tende para infinito quando
n tende para infinito;
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• a sucessa˜o de regio˜es Rn = λnR0, n ∈ N.
Tal como se pode ver no artigo referido, a regia˜o R0 e´ como um proto´tipo das regio˜es
Rn, as quais sa˜o obtidas ampliando λn vezes a regia˜o R0. O facto da origem pertencer
a R0, permite que a forma das sucessivas regio˜es Rn se mantenha igual a` de R0. As
localizac¸o˜es da n-e´sima amostra sa˜o dadas por
{s1, ..., sn} = {s : s ∈ Xd ∩Rn}.
Neste caso, a` medida que n aumenta, a grelha Xd na˜o se altera. A u´nica coisa que se
modifica e´ a regia˜o amostrada, a qual vai ficando cada vez maior.
Por fim, a MIDA e´ uma combinac¸a˜o das duas abordagens assinto´ticas apresentadas
anteriormente.
A formalizac¸a˜o deste procedimento e´ uma consequeˆncia imediata das formalizac¸o˜es
anteriores. Deste modo, a n-e´sima amostra e´ formada pelas localizac¸o˜es
{s1, ..., sn} = {s : s ∈ hnXd ∩Rn}.
Como se pode observar, a` medida que n aumenta, a grelha hnX
d torna-se cada vez
mais fina, enquanto a regia˜o Rn amostrada se torna cada vez maior.
Depois de apresentadas as diferentes abordagens, surge a questa˜o de qual sera´ a
melhor. A resposta depende das caracter´ısticas do processo em estudo, pelo que cabe
ao investigador determinar qual e´ a metodologia assinto´tica mais apropriada em cada
caso.
2.3.2 Consisteˆncia e distribuic¸a˜o assinto´tica dos estimadores
O procedimento tradicional de estimac¸a˜o do variograma recorre ao estimador de
Matheron (2γˆ(h1), ..., 2γˆ(hH)), que foi apresentado em (2.1.1), para obter as estimati-
vas pontuais do variograma. Como se verificou na secc¸a˜o 2.1, o estimador e´ centrado
para estimar o verdadeiro variograma 2γ(h;θ0) nos pontos de abcissa h1, ...,hH .
Para abordar a consisteˆncia do estimador de Matheron, considere-se que o pro-
cesso Z(s) e´ pelo menos intrinsecamente estaciona´rio, tem observac¸o˜es normalmente
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distribu´ıdas e que os seus incrementos, Z(s)−Z(s+h), na˜o sa˜o correlacionados. Nestas
condic¸o˜es, como se referiu na subsecc¸a˜o 2.2.2, tem-se que
Var[2γˆ(hi)] = 2
(2γ(hi;θ0))
2
#N(hi)
.
Deste modo, para qualquer uma das abordagens assinto´ticas apresentadas na subsecc¸a˜o
anterior, a` medida que a dimensa˜o da amostra aumenta, #N(hi) tende para infinito e,
consequentemente, Var[2γˆ(hi)] tende para zero. Assim, uma vez que 2γˆ(hi) e´ centrado
e que, a` medida que a dimensa˜o da amostra aumenta, Var[2γˆ(hi)] tende para zero,
o estimador de Matheron converge em probabilidade para o variograma 2γ(h;θ0) nos
vectores hi considerados.
Este procedimento para demonstrar a consisteˆncia do estimador de Matheron e´
simples, mas supo˜e que os incrementos do processo em estudo sa˜o na˜o correlacionados.
Contudo, os incrementos dos processos geoestat´ısticos sa˜o quase sempre correlaciona-
dos, o que torna esta hipo´tese bastante restritiva. Por isso, existem alternativas para
demonstrar a consisteˆncia do estimador de Matheron, as quais consideram a correlac¸a˜o
entre os incrementos.
Lahiri et al. (2002) chegam a` consisteˆncia do estimador de Matheron atrave´s da sua
distribuic¸a˜o assinto´tica. Eles mostraram que, quer por IDA, quer por MIDA, sob certas
condic¸o˜es de regularidade fracas (onde na˜o se inclui a na˜o correlac¸a˜o dos incrementos
do processo), o estimador de Matheron converge em lei para uma distribuic¸a˜o normal,
isto e´,
kn (2γˆ(h1)− 2γ(h1;θ0), ..., 2γˆ(hH)− 2γ(hH ;θ0)) L−→NH (0,Σ(θ0)) ,
onde a sequeˆncia {kn}n∈N e a matriz Σ(θ0) dependem do contexto assinto´tico que se
esta´ a utilizar. Como, em ambos os contextos assinto´ticos considerados, a sequeˆncia
{kn}n∈N tende para infinito, enta˜o o estimador de Matheron tende em probabilidade
para o variograma 2γ(h;θ0) nos vectores hi considerados.
As considerac¸o˜es anteriores dizem respeito a` primeira etapa da estimac¸a˜o. Como
se referiu na secc¸a˜o 2.2, a segunda etapa de estimac¸a˜o do variograma consiste na
estimac¸a˜o do paraˆmetro θ ∈ Θ que faz com que um determinado modelo de variograma
2γ(h;θ) se aproxime o mais poss´ıvel das estimativas pontuais do variograma, obtidas
39
na primeira etapa. A segunda fase da estimac¸a˜o de θ e´ tradicionalmente efectuada
atrave´s do me´todo de mı´nimos quadrados (ja´ apresentados na subsecc¸a˜o 2.2.2), o
qual parece depender essencialmente da estrutura da matriz V das covariaˆncias dos
erros do modelo. No entanto, surpreendentemente, a matriz V na˜o e´ muito relevante
para garantir as propriedades assinto´ticas dos estimadores de mı´nimos quadrados. Tal
como se pode ver em Lahiri et al. (2002), as propriedades assinto´ticas dos estimadores
de mı´nimos quadrados dependem, em grande parte, das propriedades do estimador
pontual do variograma utilizado na primeira etapa. Nesse artigo, os autores mostraram
que, sob condic¸o˜es de regularidade, se o estimador pontual do variograma converge para
o verdadeiro variograma (em probabilidade ou quase certamente), enta˜o o estimador
de mı´nimos quadrados tambe´m converge para os paraˆmetros do verdadeiro variograma
(em probabilidade ou quase certamente), isto e´,
2γˆ(hi)− 2γ(hi; θ0) P−→ 0 ⇒ θˆn,V − θ0 P−→ 0
e
2γˆ(hi)− 2γ(hi; θ0) q.c.−→ 0 ⇒ θˆn,V − θ0 q.c.−→ 0.
De modo ana´logo, a distribuic¸a˜o assinto´tica do estimador de mı´nimos quadrados
tambe´m depende da distribuic¸a˜o assinto´tica do estimador pontual do variograma. No
mesmo artigo e sob certas condic¸o˜es de regularidade, verifica-se que, se o estimador
pontual do variograma segue assintoticamente uma distribuic¸a˜o normal, enta˜o o esti-
mador de mı´nimos quadrados tambe´m segue a mesma distribuic¸a˜o assinto´tica.
Como consequeˆncia dos resultados dos para´grafos anteriores, dado que o estimador
de Matheron e´ consistente e que segue assintoticamente uma distribuic¸a˜o normal, enta˜o
os estimadores de mı´nimos quadrados tambe´m va˜o ser consistentes e tambe´m va˜o seguir
assintoticamente uma distribuic¸a˜o normal.
Caso se prefira estimar o variograma atrave´s do me´todo da ma´xima verosimilhanc¸a,
tambe´m existem resultados conhecidos: sob um contexto de IDA, Mardia e Marshall
(1984) mostraram que, se o processo Z(s) tiver observac¸o˜es normais, o estimador de
ma´xima verosimilhanc¸a e´ consistente e segue uma distribuic¸a˜o assinto´tica normal.
Cap´ıtulo 3
Robustez estat´ıstica
Este cap´ıtulo e´ dedicado a` apresentac¸a˜o de noc¸o˜es fundamentais em estat´ıstica robusta,
de modo a conter o material necessa´rio para o desenvolvimento de estimadores robustos
em modelos geoestat´ısticos. De seguida, a exposic¸a˜o centra-se na estimac¸a˜o robusta.
Este to´pico foi direccionado para o estudo de estimadores espec´ıficos, nomeadamente
dos estimadores-MM e do estimador Qn.
3.1 Introduc¸a˜o
Quando se utilizam modelos estat´ısticos, existe um conjunto de hipo´teses ideais que
sa˜o previamente assumidas como verdadeiras. Contudo, ha´ muitas situac¸o˜es onde a
realidade na˜o se comporta de acordo com os modelos matema´ticos, por isso, as hipo´teses
assumidas na˜o se verificam, ou apenas se verificam aproximadamente. Quando isso
acontece, os me´todos estat´ısticos podem perder significativamente as boas propriedades
que justificavam a sua utilizac¸a˜o sob as condic¸o˜es supostas.
Geralmente, existe a ideia intuitiva de que, se a realidade na˜o se afastar muito das
hipo´teses assumidas no modelo, as propriedades dos procedimentos na˜o va˜o ser muito
penalizadas. No entanto, esta ideia na˜o esta´ correcta, uma vez que esta´ provado que
pequenos afastamentos das hipo´teses, podem conduzir a maus resultados.
Uma das situac¸o˜es em que existe afastamento das hipo´teses do modelo e que ocorre
com frequeˆncia nas aplicac¸o˜es, e´ a presenc¸a de observac¸o˜es at´ıpicas na amostra. As
observac¸o˜es at´ıpicas, tambe´m designadas por outliers, sa˜o observac¸o˜es que se afastam
do padra˜o revelado pelos restantes dados, tornando-se assim observac¸o˜es discordantes.
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E´ necessa´rio ter um cuidado especial com estas observac¸o˜es, porque elas podem indicar
que o modelo na˜o foi bem escolhido, ou podem mesmo ser o resultado de algum erro
grosseiro. Por outro lado, a presenc¸a de observac¸o˜es at´ıpicas na amostra, pode fazer
com que a maior parte dos procedimentos tradicionais na˜o conduzam a resultados
deseja´veis, mas torna-se dif´ıcil decidir o que fazer com essas observac¸o˜es.
Para ale´m disso, hoje em dia, cada vez mais se exige que os me´todos estat´ısticos
sejam capazes de modelar uma grande quantidade de varia´veis aleato´rias, partindo de
um conjunto reduzido de observac¸o˜es. Nestes casos, a detecc¸a˜o de outliers torna-se
muito complicada, mesmo quando se utilizam as te´cnicas existentes para esse efeito.
Repare-se que as te´cnicas de detecc¸a˜o de outliers teˆm algumas desvantagens. Elas
dependem do modelo assumido (o qual pode na˜o se verificar); podem sofrer do chamado
masking effect, isto e´, a detecc¸a˜o de um outlier faz com que outros na˜o sejam detectados;
e podem revelar o chamado swamping effect, ou seja, a detecc¸a˜o de um outlier tende
a arrastar consigo outras observac¸o˜es. Por isso, as te´cnicas de detecc¸a˜o e posterior
rejeic¸a˜o de outliers, seguidas de um me´todo tradicional, na˜o constituem o caminho
ideal.
Surge assim a necessidade de encontrar procedimentos robustos, considerando que
um procedimento e´ robusto se possuir boas propriedades quando o modelo suposto
e´ va´lido e se, para ale´m disso, na˜o for muito sens´ıvel a pequenos afastamentos das
hipo´teses do modelo. Desta forma, um procedimento robusto deve ter boas proprieda-
des, quer no modelo que se assume verdadeiro, quer nas suas vizinhanc¸as.
3.2 Conceitos de robustez
Para concretizar a noc¸a˜o de robustez existem treˆs abordagens fundamentais (vide
Huber (1981)): a abordagem qualitativa, que se baseia na noc¸a˜o de continuidade, a
abordagem quantitativa, que se baseia no conceito de ponto de ruptura (ou breakdown
point) e a abordagem infinitesimal, baseada no conceito de func¸a˜o de influeˆncia. A
cada uma das abordagens corresponde um crite´rio de avaliac¸a˜o da robustez.
Antes de formalizar as definic¸o˜es relativas a cada uma das abordagens, introduz-
-se a noc¸a˜o de funcional estat´ıstico, que facilita muito a sistematizac¸a˜o matema´tica da
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robustez. Para simplificar a exposic¸a˜o, considere-se uma populac¸a˜o X, da qual se retira
uma amostra aleato´ria (X1, ..., Xn). Seja X o espac¸o amostral e F(X) uma famı´lia de
f.d.p. definidas sobre X.
Definic¸a˜o 3.2.1. Um funcional estat´ıstico T e´ uma aplicac¸a˜o que a cada elemento de
F(X) faz corresponder um nu´mero real, ou um vector de nu´meros reais.
♦
Quando as distribuic¸o˜es dependem de paraˆmetros, a representac¸a˜o desses paraˆme-
tros pode ser considerada atrave´s de funcionais estat´ısticos.
Como exemplo, considere-se que a varia´vel aleato´ria X segue uma f.d.p. F, a qual
depende do paraˆmetro desconhecido E[g(X)] ∈ R, onde g representa uma func¸a˜o qual-
quer (mensura´vel). Este paraˆmetro pode ser representado atrave´s do funcional
T : DT ⊂ F(X) −→ R
F 7−→ T (F ) = ∫ g(x)dF (x).
Note-se que o domı´nio do funcional T e´ constitu´ıdo por todos os elementos de F(X) para
os quais T esta´ definido e abrange f.d.p. com diferentes caracter´ısticas, correspondentes
a varia´veis cont´ınuas, discretas ou mistas. Deste modo, se F for uma f.d.p. de uma
varia´vel aleato´ria cont´ınua, enta˜o
T (F ) =
∫
g(x)dF (x) =
∫
g(x)f(x)dx,
onde f representa a func¸a˜o densidade de probabilidade de X. Caso F seja a f.d.p. de
uma varia´vel aleato´ria discreta com suporte SX , enta˜o a representac¸a˜o funcional de T
e´ da forma
T (F ) =
∫
g(x)dF (x) =
∑
x∈SX
g(x)f(x).
Assim, e´ poss´ıvel representar o paraˆmetro E[g(X)] atrave´s do funcional T (F ), para
qualquer F ∈ DT .
Em particular, se Fn denotar a func¸a˜o de distribuic¸a˜o emp´ırica da amostra aleato´ria
(X1, ..., Xn), o paraˆmetro T (F ) = E[g(X)] pode ser estimado calculando o valor do
funcional T na distribuic¸a˜o Fn ∈ F(X), ou seja,
T (Fn) =
∫
g(x)dFn(x) =
1
n
n∑
i=1
g(xi).
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O exemplo mais simples e´ o do funcional me´dia, que corresponde a tomar g como
a func¸a˜o identidade. Calculando o funcional na distribuic¸a˜o da populac¸a˜o X, tem-se
que
T (F ) =
∫
xdF (x) = µ;
efectuando o ca´lculo do mesmo funcional na distribuic¸a˜o emp´ırica, obte´m-se a me´dia
amostral, pois a func¸a˜o de distribuic¸a˜o emp´ırica atribui o peso 1/n a cada observac¸a˜o
xi. Logo,
T (Fn) =
∫
xdFn(x) =
n∑
i=1
xi × 1
n
= x.
A representac¸a˜o funcional de estimadores apresenta algumas limitac¸o˜es, dado que
nem todos os estimadores podem ser representados por um funcional. No entanto, a
grande maioria dos estimadores que sa˜o frequentemente utilizados em estat´ıstica teˆm
uma representac¸a˜o funcional. Noutros casos, existe uma representac¸a˜o funcional que
e´ assintoticamente equivalente ao estimador Tn(X1, ..., Xn), isto e´, existe um funcional
T (Fn) tal que Tn(X1, ..., Xn) 6= T (Fn), mas a diferenc¸a Tn(X1, ..., Xn) − T (Fn) → 0
quando n tende para infinito. Isso acontece com a variaˆncia amostral corrigida, que
na˜o pode ser expressa como um funcional da func¸a˜o de distribuic¸a˜o emp´ırica, mas que
e´ assintoticamente equivalente a` variaˆncia amostral (na˜o corrigida).
A grande vantagem das representac¸o˜es funcionais e´ o facto de evidenciarem que o
valor do paraˆmetro depende da distribuic¸a˜o considerada. Recorde-se que a hipo´tese
dos dados serem provenientes da distribuic¸a˜o F pode falhar e a distribuic¸a˜o verdadeira
pode ser uma func¸a˜o G ∈ F(X), situada numa vizinhanc¸a de F . Este facto poderia
alterar significativamente o valor do paraˆmetro.
Considerando a representac¸a˜o funcional dos estimadores, de seguida apresentam-se
as definic¸o˜es de robustez, de acordo com cada um dos principais conceitos.
A ideia fundamental da robustez qualitativa reside no facto de considerar que, se a
distribuic¸a˜o G se encontra pro´xima da F , enta˜o as estimativas T (Gn) e T (Fn) tambe´m
devem estar pro´ximas.
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Definic¸a˜o 3.2.2. Seja F uma f.d.p. e d(.) uma distaˆncia adequada entre func¸o˜es de
distribuic¸a˜o. O funcional T diz-se cont´ınuo em F se, para qualquer sucessa˜o de func¸o˜es
de distribuic¸a˜o {Gn}n∈N tais que d(Gn, F ) n−→ 0, se tem que |T (Gn)− T (F )| n−→ 0.
♦
Definic¸a˜o 3.2.3. Se o funcional T for cont´ınuo em F, enta˜o o estimador T (Fn) diz-se
robusto no sentido qualitativo.
♦
Se T for um funcional cont´ınuo, enta˜o T (Fn) e´ consistente. Isto acontece porque,
ao tomar Gn = Fn e, como a func¸a˜o de distribuic¸a˜o emp´ırica converge quase certa-
mente para F, enta˜o a continuidade implica que |T (Fn)− T (F )| n−→ 0, i.e., T (Fn) e´
consistente.
Para avaliar a noc¸a˜o de proximidade entre func¸o˜es de distribuic¸a˜o e´ necessa´ria uma
distaˆncia adequada. Uma das distaˆncias mais utilizadas e´ a distaˆncia de Kolmogorov,
definida por
dK(F,G) = sup
x∈R
|F (x)−G(x)|. (3.2.1)
Apesar do conceito de estimador qualitativamente robusto ser importante de um
ponto de vista teo´rico, ele na˜o e´ muito utilizado na pra´tica. O problema e´ que o
tratamento matema´tico da continuidade de funcionais e´ muito delicado, pelo que tem
sido pouco desenvolvido. Por isso, na˜o sera´ seguida essa abordagem durante o presente
trabalho.
Considere-se agora a abordagem quantitativa da robustez. Nesta abordagem, a
noc¸a˜o fundamental e´ a de ponto de ruptura, que avalia o desempenho dos estimadores
nas vizinhanc¸as da distribuic¸a˜o F ∈ F(X) considerada. Assim, chama-se vizinhanc¸a de
contaminac¸a˜o de F de raio δ ao conjunto de distribuic¸o˜es
Vδ(F ) = {G : G = (1− δ)F + δH,H ∈ F(X)},
onde δ ∈ [0, 1]. As distribuic¸o˜es de Vδ(F ) representam todas as possibilidades de
contaminac¸a˜o do modelo F por uma qualquer distribuic¸a˜o H, com probabilidade δ.
Se δ for igual a 0, V0(F ) apenas conte´m a distribuic¸a˜o F e na˜o existe a possibilidade
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de contaminac¸a˜o; se δ for igual a 1, V1(F ) coincide com F(X), a qual inclui as piores
contaminac¸o˜es poss´ıveis que o estimador pode sofrer.
E´ necessa´rio saber qual e´ o pior efeito que um elemento de Vδ(F ) pode causar no
estimador de funcional T. Deste modo, define-se
bT,F (δ) = sup
G∈Vδ(F )
|T (G)− T (F )|,
como sendo o enviesamento assinto´tico ma´ximo de T na vizinhanc¸a Vδ(F ). E´ de notar
que bT,F (1) e´ o pior valor que o enviesamento assinto´tico pode ter. O ponto de ruptura
e´ o maior valor de δ que faz com que bT,F (δ) na˜o seja o pior poss´ıvel.
Definic¸a˜o 3.2.4. Nas condic¸o˜es referidas anteriormente, chama-se ponto de ruptura
do funcional T ao valor
ε∗(T, F ) = sup{δ ∈ [0, 1] : bT,F (δ) < bT,F (1)}.
♦
O ponto de ruptura traduz a proporc¸a˜o ma´xima de contaminac¸a˜o por observac¸o˜es
at´ıpicas que um determinado estimador consegue suportar, sem devolver resultados
absurdos. Nesse sentido, interessa que um estimador tenha um ponto de ruptura na˜o
nulo; e o estimador e´ tanto mais robusto quanto maior for o seu ponto de ruptura.
Por outro lado, o maior valor que o ponto de ruptura pode tomar e´ 1/2, uma vez que
na˜o faz sentido que seja assumido um modelo, quando mais de metade das observac¸o˜es
esta˜o em desacordo com esse modelo.
A definic¸a˜o de ponto de ruptura na˜o e´ simples e, em termos pra´ticos, utiliza-se uma
sua versa˜o amostral.
Definic¸a˜o 3.2.5. O ponto de ruptura emp´ırico de um estimador Tn de um paraˆmetro
θ ∈ R, calculado numa realizac¸a˜o amostral (x1, ..., xn) e´ definido por
ε∗n(Tn) =
1
n
max
{
m : max
i1,...,im
sup
y1,...,ym
|Tn(z1, ..., zn)| <∞
}
,
onde (z1, ..., zn) corresponde a uma amostra em que m observac¸o˜es xi1 , ..., xim originais
sa˜o substitu´ıdas por m valores arbitra´rios y1, ..., ym.
♦
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Esta definic¸a˜o foi apresentada para o caso mais simples de um paraˆmetro θ ∈ Θ = R.
No entanto, ela pode ser facilmente generalizada para outros espac¸os de paraˆmetro Θ.
Apesar do ponto de ruptura emp´ırico ser determinado atrave´s de uma realizac¸a˜o
amostral, o seu valor raramente depende dessa realizac¸a˜o. Em geral, ε∗n depende apenas
do nu´mero de observac¸o˜es consideradas e na˜o depende da distribuic¸a˜o F. Quando n
tende para infinito, geralmente ε∗n tende para ε
∗(T, F ). O ponto de ruptura emp´ırico
tem vindo a ser cada vez mais utilizado, uma vez que envolve conceitos simples e que
na˜o depende da distribuic¸a˜o de probabilidades subjacente.
Por u´ltimo, resta apresentar a noc¸a˜o de robustez infinitesimal. A avaliac¸a˜o da
robustez infinitesimal e´ feita atrave´s de um dos conceitos mais importantes para a
robustez, designadamente o de func¸a˜o de influeˆncia.
Definic¸a˜o 3.2.6. Seja F uma f.d.p. pertencente ao domı´nio do funcional T e seja Fx,δ
a f.d.p. contaminada em x que tem a forma
Fx,δ = (1− δ)F + δ∆x, (3.2.2)
onde ∆x representa a func¸a˜o de distribuic¸a˜o com massa unita´ria em x. Chama-se
func¸a˜o de influeˆncia de T em F a
IF (x;T, F ) = lim
δ→0
T (Fx,δ)− T (F )
δ
,
em todo o x onde o limite existe.
♦
Note-se que a quantidade [T (Fx,δ)−T (F )]/δ representa a taxa de variac¸a˜o me´dia do
funcional T quando a distribuic¸a˜o F e´ sujeita a uma proporc¸a˜o δ de contaminac¸a˜o. Por
isso, a func¸a˜o de influeˆncia pode ser interpretada como sendo uma derivada do funcional
que define o estimador. Para que o estimador seja robusto no sentido infinitesimal, e´
necessa´rio que o funcional que o define na˜o varie muito quando a distribuic¸a˜o esta´
contaminada. Isso significa que a sua func¸a˜o de influeˆncia e´ limitada.
Definic¸a˜o 3.2.7. Seja F uma f.d.p. e T um funcional com func¸a˜o de influeˆncia
IF (x;T, F ). Chama-se sensibilidade a grandes erros a
γ∗(T ;F ) = sup
x
|IF (x;T, F )|.
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Diz-se que T e´ B-robusto em F se γ∗(T ;F ) <∞.
♦
A sensibilidade a grandes erros representa a perturbac¸a˜o ma´xima que uma conta-
minac¸a˜o infinitesimal δ pode causar no estimador definido pelo funcional T . Quanto
maior for γ∗(T ;F ), mais sens´ıvel e´ o estimador a erros grosseiros. Se a sensibilidade a
grandes erros for infinita, enta˜o o estimador de funcional T na˜o e´ robusto, de acordo
com esta abordagem.
Seguidamente, mostra-se o processo de ca´lculo da func¸a˜o de influeˆncia para a me´dia
e para a mediana.
Exemplo 3.2.1. Pretende-se determinar a func¸a˜o de influeˆncia do estimador me´dia
amostral, o qual e´ definido por
Tn = X =
1
n
n∑
i=1
Xi,
e que, como ja´ foi referido, pode ser representado a` custa do funcional µ(F ) =
∫
udF (u).
O valor do funcional na distribuic¸a˜o contaminada (3.2.2) e´ dado por
µ(Fx,δ) = µ((1− δ)F + δ∆x)
=
∫
ud((1− δ)F (u) + δ∆x(u))
= (1− δ) ∫ udF (u) + δ ∫ ud∆x(u)
= (1− δ)µ(F ) + δx
= µ(F ) + δ(x− µ(F )).
Consequentemente, vem que
IF (x;µ, F ) = lim
δ→0
µ(Fx,δ)− µ(F )
δ
= lim
δ→0
µ(F ) + δ(x− µ(F ))− µ(F )
δ
= x− µ(F ).
A Figura 3.1 apresenta o gra´fico da func¸a˜o de influeˆncia da me´dia amostral.
Concluindo, se o suporte da varia´vel aleato´ria X (que tem f.d.p. F ) for ilimitado,
enta˜o a func¸a˜o de influeˆncia da me´dia amostral e´ ilimitada. Enta˜o, a me´dia amostral
na˜o e´ um estimador robusto do ponto de vista infinitesimal.
♦
Exemplo 3.2.2. Considere-se agora que se pretende determinar a func¸a˜o de influeˆncia
do estimador mediana, para uma populac¸a˜o com f.d.p. F e func¸a˜o densidade f. Para
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Figura 3.1: Representac¸a˜o do gra´fico da func¸a˜o de influeˆncia da me´dia amostral.
simplificar a apresentac¸a˜o, supo˜e-se que F e´ cont´ınua e invert´ıvel no intervalo ]0, 1[.
Sendo assim, na˜o existe nenhuma ambiguidade quanto a` definic¸a˜o da func¸a˜o inversa
F−1, e a mediana e´ representada atrave´s do funcional
m(F ) = F−1
(
1
2
)
.
Como a distribuic¸a˜o contaminada Fx,δ pode ser escrita na forma
Fx,δ(u) =
 (1− δ)F (u) se u < x(1− δ)F (u) + δ se u ≥ x ,
calculando Fx,δ no ponto m(F ), e´ poss´ıvel concluir que, se m(F ) < x, enta˜o m(Fx,δ) >
m(F ); e que se m(F ) > x, enta˜o m(Fx,δ) < m(F ). Assim, a mediana de Fx,δ depende
da relac¸a˜o entre o ponto x e a mediana de F. De facto, se x > m(F ) enta˜o
Fx,δ(m(Fx,δ)) =
1
2
⇔ (1− δ)F (m(Fx,δ)) = 1
2
⇔ m(Fx,δ) = F−1
(
1/2
1− δ
)
(> m(F ));
caso x < m(F ) enta˜o
Fx,δ(m(Fx,δ)) =
1
2
⇔ (1−δ)F (m(Fx,δ))+δ = 1
2
⇔ m(Fx,δ) = F−1
(
1/2− δ
1− δ
)
(< m(F )).
Como a func¸a˜o de influeˆncia pode ser determinada por
IF (x;m,F ) =
∂
∂δ
m(Fx,δ)
∣∣∣∣
δ=0
,
e como
∂
∂δ
m(Fx,δ) =

−1/2−2δ
(1−δ)2
[
f
(
F−1
(
1/2−δ
1−δ
))]−1
se x < m(F )
1/2
(1−δ)2
[
f
(
F−1
(
1/2
1−δ
))]−1
se x > m(F )
,
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enta˜o, tomando δ = 0, obte´m-se
IF (x;m,F ) =
 − 12f(m(F )) se x < m(F )1
2f(m(F ))
se x > m(F )
.
A Figura 3.2 apresenta o gra´fico da func¸a˜o de influeˆncia da mediana amostral.
Figura 3.2: Representac¸a˜o do gra´fico da func¸a˜o de influeˆncia da mediana amostral.
Assim, a mediana e´ um estimador que tem func¸a˜o de influeˆncia limitada.
♦
3.3 Estimac¸a˜o robusta
A dificuldade em conciliar a robustez com a eficieˆncia em modelos normais e´ bem conhe-
cida. De facto, geralmente existe um conflito entre a robustez e a eficieˆncia – quando se
aumenta a robustez, diminui-se a eficieˆncia, e quando se aumenta a eficieˆncia, diminui-
-se a robustez. No seguimento deste cap´ıtulo, faz-se uma apresentac¸a˜o resumida de
alguns estimadores que conseguem conciliar bem a robustez com a eficieˆncia, conside-
rando distribuic¸o˜es normais. Na apresentac¸a˜o, focam-se especialmente os estimadores
que sera˜o utilizados em cap´ıtulos seguintes. Pore´m, a presente secc¸a˜o, comec¸a por
relembrar algumas noc¸o˜es fundamentais em infereˆncia estat´ıstica, de modo a que se
possam entender os princ´ıpios que presidiram ao desenvolvimento dos estimadores ro-
bustos.
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3.3.1 Questo˜es de invariaˆncia
De entre as propriedades deseja´veis num estimador, e´ importante que ele seja invariante
em relac¸a˜o a certas transformac¸o˜es de dados, de modo a assegurar que as estimativas
do paraˆmetro sa˜o modificadas de forma coerente com a transformac¸a˜o efectuada sobre
os dados originais. Num contexto formal, a invariaˆncia e´ expressa atrave´s de diversas
definic¸o˜es de equivariaˆncia, que aqui se apresentam depois de precisar as noc¸o˜es de
modelo de localizac¸a˜o e de modelo de escala.
Definic¸a˜o 3.3.1. Um modelo de localizac¸a˜o, com paraˆmetro de localizac¸a˜o µ, e´ uma
famı´lia de distribuic¸o˜es {Fµ, µ ∈ R} tal que
Fµ(x) = F (x− µ),
onde F = F0 representa uma f.d.p. univariada que define a famı´lia do modelo.
♦
Definic¸a˜o 3.3.2. Um modelo de escala, com paraˆmetro de escala σ, e´ uma famı´lia de
distribuic¸o˜es {Fσ, σ ∈ R+} tal que
Fσ(x) = F
(x
σ
)
,
onde F = F1 representa uma f.d.p. univariada que define a famı´lia do modelo.
♦
Por exemplo, no modelo de localizac¸a˜o com distribuic¸a˜o normal, o paraˆmetro de
localizac¸a˜o e´ a me´dia, que e´ uma medida de localizac¸a˜o. No modelo de escala com a
mesma distribuic¸a˜o, o paraˆmetro de escala e´ o desvio padra˜o, que e´ uma medida de
escala. Se se fizer uma translac¸a˜o ao conjunto de dados, enta˜o espera-se que a medida
de localizac¸a˜o tambe´m sofra essa mesma translac¸a˜o. Por outro lado, quando se muda
a escala do conjunto de dados, e´ de esperar que a medida de dispersa˜o tambe´m sofra
o mesmo efeito.
Associado aos modelos de localizac¸a˜o e de escala encontram-se os estimadores dos
respectivos paraˆmetros. Os estimadores do modelo de localizac¸a˜o podem ter as pro-
priedades de invariaˆncia que a seguir se definem.
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Definic¸a˜o 3.3.3. Um estimador Tn de um paraˆmetro de localizac¸a˜o diz-se equivariante
em relac¸a˜o a` localizac¸a˜o se para qualquer amostra aleato´ria (X1, ..., Xn),
Tn(X1 + k, ..., Xn + k) = Tn(X1, ..., Xn) + k, ∀k∈R,
e diz-se equivariante em relac¸a˜o a` escala se
Tn(kX1, ..., kXn) = kTn(X1, ..., Xn), ∀k∈R\{0}.
♦
As propriedades ana´logas para o modelo de escala sa˜o as seguintes:
Definic¸a˜o 3.3.4. Um estimador Sn de um paraˆmetro de escala diz-se equivariante em
relac¸a˜o a` localizac¸a˜o se para qualquer amostra aleato´ria (X1, ..., Xn),
Sn(X1 + k, ..., Xn + k) = Sn(X1, ..., Xn), ∀k∈R,
e diz-se equivariante em relac¸a˜o a` escala se
Sn(kX1, ..., kXn) = kSn(X1, ..., Xn), ∀k∈R+ .
♦
E´ deseja´vel que os estimadores de localizac¸a˜o e de escala verifiquem as respectivas
propriedades de equivariaˆncia.
Tambe´m existem modelos de localizac¸a˜o e escala em que, simultaneamente, sa˜o
consideradas as duas caracter´ısticas anteriores.
Definic¸a˜o 3.3.5. Um modelo de localizac¸a˜o e escala, com paraˆmetro de localizac¸a˜o µ
e paraˆmetro de escala σ, e´ uma famı´lia de distribuic¸o˜es {Fθ,θ ∈ Θ}, com θ = (µ, σ) ∈
Θ = R× R+, tal que
Fθ(x) = F
(
x− µ
σ
)
,
onde F = F0,1 representa uma f.d.p. univariada que define a famı´lia do modelo.
♦
A noc¸a˜o de invariaˆncia tambe´m se adapta a modelos de regressa˜o.
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Definic¸a˜o 3.3.6. Considere-se o modelo de regressa˜o linear
y = Xβ + , (3.3.1)
onde X e´ uma matriz (n × p) de observac¸o˜es dos regressores, y ∈ Rn e´ um vector de
observac¸o˜es da varia´vel resposta, β ∈ Rp e´ um vector de paraˆmetros e  ∈ Rn e´ o vector
dos erros do modelo. Seja βˆ ∈ Rp um estimador do paraˆmetro β. Enta˜o
βˆ diz-se um estimador equivariante em relac¸a˜o a` regressa˜o se
βˆ(X,y + Xλ) = βˆ(X,y) + λ, ∀λ∈Rp ;
βˆ diz-se um estimador equivariante em relac¸a˜o a` escala se
βˆ(X, ky) = kβˆ(X,y), ∀k∈R;
βˆ diz-se um estimador equivariante afim se
βˆ(AX,y) = A−1βˆ(X,y),
para qualquer matriz A na˜o singular de dimensa˜o (p× p).
♦
Note-se que, quando se transforma a varia´vel resposta y em y∗ por uma trans-
formac¸a˜o da forma
y∗ = y + Xλ,
para algum λ ∈ Rp, enta˜o o novo modelo verifica a equac¸a˜o y∗ = X(β + λ) + .
Por isso, o paraˆmetro β∗ do modelo transformado passa a ser β∗ = β + λ. Assim,
e´ deseja´vel que as estimativas se comportem coerentemente, isto e´, que quando se
transformam os dados de acordo com a transformac¸a˜o anterior, o estimador verifique
βˆ(X,y∗) = βˆ(X,y + Xλ) = βˆ(X,y) + λ. E´ poss´ıvel utilizar um racioc´ınio ana´logo
para explicar o interesse das outras duas propriedades de equivariaˆncia do modelo de
regressa˜o linear.
3.3.2 Questo˜es de robustez e de eficieˆncia
Supondo conhecidas as distribuic¸o˜es de probabilidade associadas aos modelos estat´ıs-
ticos, os paraˆmetros da distribuic¸a˜o sa˜o frequentemente estimados atrave´s do me´todo
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de ma´xima verosimilhanc¸a, devido a`s propriedades dos resultantes estimadores. No
caso da distribuic¸a˜o normal, e´ bem conhecido que os estimadores de ma´xima verosimi-
lhanc¸a da me´dia e do desvio padra˜o sa˜o, respectivamente, a me´dia amostral e o desvio
padra˜o amostral. Estes estimadores sa˜o equivariantes, sa˜o consistentes e eficientes sob
o modelo normal; no entanto, na˜o apresentam boas propriedades no que diz respeito a`
robustez. De facto, ambos os estimadores teˆm func¸a˜o de influeˆncia ilimitada e ponto de
ruptura nulo. Por isso, na˜o sa˜o robustos, e as estimativas que produzem na˜o conseguem
resistir a desvios das hipo´teses do modelo, sendo particularmente sens´ıveis a observac¸o˜es
at´ıpicas.
Por outro lado, existem estimadores que sa˜o muito robustos mas que sa˜o pobres
no que respeita a` eficieˆncia, particularmente em modelos normais. Como exemplo,
considere-se a mediana amostral no modelo de localizac¸a˜o normal. Como se mostrou
no Exemplo 3.2.2, a mediana tem func¸a˜o de influeˆncia limitada e, por isso, e´ um
estimador B-robusto; tem sensibilidade a grandes erros γ∗(m; Φ) = (pi/2)1/2 ≈ 1.253,
que e´ o menor valor em estimadores do paraˆmetro de localizac¸a˜o no modelo normal
(vide Hampel, Ronchetti, Rousseeuw e Stahel (1986)); por fim ainda tem um ponto
de ruptura igual a 1/2, o que significa que a mediana amostral devolve estimativas
razoa´veis sempre que existam menos de metade de observac¸o˜es da amostra que sejam
at´ıpicas. Contudo, a mediana amostral tem uma eficieˆncia assinto´tica em modelos
normais de 63.7%, que e´ um valor baixo. Por isso, o que se perde em termos de
eficieˆncia, na˜o e´ compensado com o que se pode vir a ganhar em termos de robustez.
Referindo tambe´m o caso do modelo de escala, considere-se o desvio absoluto me-
diano, denotado abreviadamente por MAD. Tal como a mediana no modelo de loca-
lizac¸a˜o, o MAD tem uma func¸a˜o de influeˆncia limitada e um ponto de ruptura igual
a 1/2. A sua sensibilidade a grandes erros e´ de γ∗(MAD; Φ) = 1.166, que tambe´m e´
o menor valor que se pode obter em estimadores do paraˆmetro de escala no modelo
normal (vide Hampel et al. (1986)). Pore´m, o MAD tem uma eficieˆncia assinto´tica em
modelos normais de apenas 37%. Mais uma vez, o ”custo”da robustez e´ demasiado
elevado.
Surgiu assim a necessidade de procurar estimadores robustos, mantendo a eficieˆncia
em n´ıveis aceita´veis, ao trabalhar em modelos normais. De seguida, apresentam-se
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propostas da literatura, que conseguem conciliar boas propriedades de robustez com
boa eficieˆncia em modelos normais.
3.3.3 Os estimadores-MM
Os estimadores-MM foram propostos por Yohai (1987) e, actualmente, sa˜o considera-
dos os estimadores de localizac¸a˜o que melhor conseguem conciliar a robustez com a
eficieˆncia em modelos normais. O nome MM resulta do facto dos estimadores serem
constru´ıdos com base em dois estimadores-M, um de localizac¸a˜o e outro de escala. Por
isso, e´ necessa´rio introduzir o conceito geral de estimador-M para, de seguida, precisar
a definic¸a˜o de estimador-MM.
Assim, considere-se que (X1, ..., Xn) e´ uma amostra aleato´ria da populac¸a˜o X, cuja
distribuic¸a˜o depende de um paraˆmetro de localizac¸a˜o µ desconhecido. A ideia inicial
foi definir o estimador-M pela soluc¸a˜o da equac¸a˜o
Tn = arg min
µ∈Θ
n∑
i=1
ρ(Xi;µ), (3.3.2)
para uma func¸a˜o ρ conveniente, definida em X×Θ.
Repare-se que (3.3.2) corresponde a uma generalizac¸a˜o dos estimadores de ma´xima
verosimilhanc¸a, os quais se obteˆm tomando ρ = − log f, onde f e´ a func¸a˜o densidade
de X. Foi devido a esse facto que Huber (1964) lhes deu o nome de estimadores-M.
Consequentemente, supondo as condic¸o˜es de regularidade usuais, qualquer estimador
de ma´xima verosimilhanc¸a e´ um estimador-M (mas a implicac¸a˜o rec´ıproca na˜o e´ ver-
dadeira).
Neste contexto, a func¸a˜o ρ designa-se por func¸a˜o objectivo. Em geral, a func¸a˜o
objectivo satisfaz as seguintes propriedades:
• e´ na˜o negativa, ou seja, ∀x∈R ρ(x) ≥ 0;
• ρ(0) = 0;
• e´ par, i.e., ρ(x) = ρ(−x), ∀x∈R;
• e´ na˜o decrescente para todo o x > 0;
• e´ uma func¸a˜o cont´ınua.
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No seguimento, admite-se que uma func¸a˜o objectivo goza das propriedades anteriores.
Se existir a derivada de ρ, denotada por ψ(x;µ) = (∂/∂µ)ρ(x;µ), enta˜o o estimador-M
tambe´m pode ser definido como o estimador Tn que satisfaz a equac¸a˜o
n∑
i=1
ψ(Xi;Tn) = 0. (3.3.3)
A func¸a˜o ψ que consta na equac¸a˜o anterior e´ conhecida por func¸a˜o ψ do
estimador-M e e´ de grande importaˆncia na construc¸a˜o de estimadores robustos. Efecti-
vamente, pode provar-se que a func¸a˜o de influeˆncia de um estimador-M e´ proporcional
a` sua func¸a˜o ψ. Logo, partindo de func¸o˜es ψ limitadas, e´ poss´ıvel desenvolver estima-
dores robustos por construc¸a˜o (veja-se, por exemplo, em Hampel et al. (1986)). Por
esse motivo, e porque a func¸a˜o ψ facilita a generalizac¸a˜o a estimadores multivariados,
a equac¸a˜o (3.3.3) e´ geralmente preferida para definir os estimadores-M.
No caso particular do modelo de localizac¸a˜o, as condic¸o˜es (3.3.2) e (3.3.3) podem
ser, respectivamente, substitu´ıdas por
Tn = arg min
µ∈Θ
n∑
i=1
ρ(Xi − µ)
e por
n∑
i=1
ψ(Xi − Tn) = 0.
Atrave´s da equac¸a˜o anterior, e´ imediato verificar que os estimadores-M sa˜o equi-
variantes em relac¸a˜o a` localizac¸a˜o. No entanto, o mesmo ja´ na˜o acontece para a e-
quivariaˆncia em relac¸a˜o a` escala. De facto, esta u´ltima propriedade na˜o se verifica
automaticamente para qualquer func¸a˜o ρ.
Para tornar os estimadores-M de localizac¸a˜o equivariantes em relac¸a˜o a` escala, foi
necessa´rio considerar um estimador auxiliar de escala, Sn, e definir o estimador-M de
localizac¸a˜o pela soluc¸a˜o de
Tn = arg min
µ∈Θ
n∑
i=1
ρ
(
Xi − µ
Sn
)
.
E´ fa´cil verificar que, se Sn for um estimador equivariante em relac¸a˜o a` escala, enta˜o
kTn, com k > 0, e´ soluc¸a˜o da equac¸a˜o que se obte´m substituindo os X1, ..., Xn por
kX1, ..., kXn na equac¸a˜o anterior.
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De acordo com Hampel et al. (1986), o estimador de escala Sn deve ser o mais
robusto poss´ıvel, na˜o sendo muito importante a sua eficieˆncia. Note-se que o interesse
esta´ em estimar o paraˆmetro de localizac¸a˜o µ e, neste caso, Sn e´ apenas um estimador
auxiliar.
A escolha do estimador auxiliar Sn da´ origem a diferentes classes de estimadores-
-M. Como se vera´ de seguida, a classe dos estimadores-MM e´ caracterizada por utilizar
Sn como sendo aquele que produz a menor estimativa de entre todos os estimadores-
-M de escala. Assim, para apresentar a definic¸a˜o de estimador-MM de localizac¸a˜o, e´
necessa´rio comec¸ar por definir um estimador-M de escala.
Definic¸a˜o 3.3.7. Um estimador σˆn diz-se um estimador-M de escala se satisfaz uma
equac¸a˜o da forma
1
n
n∑
i=1
ρ
(
Xi − µˆ
σˆn
)
= b, (3.3.4)
onde µˆ e´ uma estimativa obtida atrave´s de um estimador equivariante em relac¸a˜o a`
localizac¸a˜o e a` escala, e b e´ uma constante de afinac¸a˜o positiva.
♦
Repare-se que, para que a equac¸a˜o (3.3.4) tenha soluc¸a˜o, e´ necessa´rio que 0 <
b < limx→∞ ρ(x). Costuma-se tomar b = E[ρ(X)]. Geralmente assume-se que ρ e´ uma
func¸a˜o limitada e que, sem perda de generalidade, limx→∞ ρ(x) = 1. Seguidamente
assumem-se estas duas condic¸o˜es e, por isso, supo˜e-se que b ∈]0, 1[.
A menor estimativa obtida com estimadores-M de escala e´ um estimador designado
por estimador-S de escala, o qual foi proposto por Rousseeuw e Yohai (1984).
Definic¸a˜o 3.3.8. Considerem-se, para qualquer t ∈ R, os res´ıduos X1 − t, ..., Xn − t,
onde t e´ uma estimativa de localizac¸a˜o e σˆn(t) e´ a respectiva estimativa-M de escala,
que satisfaz a equac¸a˜o
1
n
n∑
i=1
ρ
(
Xi − t
σˆn(t)
)
= b, b ∈]0, 1[.
O estimador-S de escala e´ definido por
Sn = inf
t∈R
σˆn(t).
♦
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Finalmente, e´ poss´ıvel apresentar a definic¸a˜o de estimador-MM.
Definic¸a˜o 3.3.9. Tn diz-se um estimador-MM de localizac¸a˜o se
Tn = arg min
µ∈Θ
n∑
i=1
ρ1
(
Xi − µ
Sn
)
,
onde Sn e´ um estimador-S de escala, isto e´, onde Sn minimiza o estimador-M de escala
σˆn(t) implicitamente definido pela equac¸a˜o
1
n
n∑
i=1
ρ0
(
Xi − t
σˆn(t)
)
= b, b ∈]0, 1[.
♦
Note-se que, quer o ponto de ruptura, quer a eficieˆncia dos estimadores-MM, sa˜o
determinados pelas func¸o˜es objectivo (ρ0 e ρ1) e pela constante de afinac¸a˜o b. Yohai
(1987) mostrou que, para que os estimadores-MM sejam consistentes, e´ essencial que
ρ1(x) seja menor ou igual a ρ0(x), para qualquer x ∈ R.
Em geral, as func¸o˜es ρ0 e ρ1 pertencem a` famı´lia bi-square proposta por Beaton e
Tukey (1974), a qual e´ da forma
ρ(x) = min
{
1, 1− (1− x2)3} . (3.3.5)
Assim, geralmente toma-se ρ0(x) = ρ(x/c0) e ρ1(x) = ρ(x/c1). Para que a func¸a˜o
ρ1 nunca seja superior a ρ0, toma-se c1 ≥ c0. Quando a populac¸a˜o X segue uma
distribuic¸a˜o normal, utiliza-se c0 = 1.56 e b = 0.5, para garantir a consisteˆncia do
estimador-S de escala. O valor da constante c1 permite regular a eficieˆncia do estimador
– quanto maior for a constante c1, maior sera´ a eficieˆncia assinto´tica do estimador-MM.
A Tabela 3.1 foi retirada de Maronna, Martin e Yohai (2006) e representa a relac¸a˜o
entre os valores de c1 e a eficieˆncia assinto´tica do estimador-MM, supondo o modelo
de localizac¸a˜o normal.
Os estimadores-MM podem ser constru´ıdos de modo a atingir ate´ 95% de eficieˆncia
assinto´tica, quando X segue uma distribuic¸a˜o normal. Por outro lado, como se pode
ver em Maronna et al. (2006), nas condic¸o˜es anteriores, o ponto de ruptura do esti-
mador-MM e´ igual ao mı´nimo entre b e 1 − b. Por isso, quando se utiliza a constante
de afinac¸a˜o b = 0.5, garante-se que o estimador-MM tem ponto de ruptura ma´ximo.
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Eficieˆncia 80% 85% 90% 95%
c1 3.14 3.44 3.88 4.68
Tabela 3.1: Relac¸a˜o entre a constante de afinac¸a˜o c1 da func¸a˜o objectivo e a eficieˆncia
assinto´tica do estimador-MM, no modelo de localizac¸a˜o normal.
Consequentemente, os estimadores-MM conseguem devolver estimativas cred´ıveis sem-
pre que existam menos de metade de observac¸o˜es da amostra que sejam at´ıpicas. Por
outro lado, Yohai (1987) tambe´m mostrou que estes estimadores sa˜o consistentes e
que teˆm uma distribuic¸a˜o assinto´tica normal. Estas propriedades fazem com que os
estimadores-MM sejam dos estimadores de localizac¸a˜o que melhor conseguem conciliar
a robustez com a eficieˆncia em modelos normais.
Quando se fala dos estimadores-MM, na˜o se pode deixar de os considerar no con-
texto da regressa˜o, uma vez que foi a´ı que Yohai (1987) os apresentou. A definic¸a˜o e´
ana´loga a` dos estimadores-MM de localizac¸a˜o.
Definic¸a˜o 3.3.10. Considere-se o modelo de regressa˜o linear referido em (3.3.1) onde,
como e´ usual, y = [y1 ... yn]
T e X = [x1 ... xn]
T.
O estimador-MM de β ∈ Rp, que se denota por βˆMM , e´ definido como soluc¸a˜o da
equac¸a˜o vectorial
n∑
i=1
ρ′1
(
yi − xTi βˆMM
σˆn
)
xi = 0,
onde, na j-e´sima equac¸a˜o, ρ′1 representa a derivada da func¸a˜o ρ1 relativamente a` com-
ponente βj ∈ β, para j = 1, ..., p, e σˆn e´ a estimativa do estimador-S de escala, a qual
representa o valor mı´nimo de σˆn(β) que satisfaz a equac¸a˜o
1
n
n∑
i=1
ρ0
(
yi − xTi β
σˆn(β)
)
= b,
onde b e´ a constante de afinac¸a˜o.
♦
Yohai (1987) mostrou que βˆMM goza das mesmas propriedades ja´ referidas para
o estimador-MM de localizac¸a˜o. Assim, considerando as mesmas func¸o˜es objectivo e
a mesma constante de afinac¸a˜o que no modelo de localizac¸a˜o, os estimadores-MM de
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regressa˜o tambe´m conseguem possuir, simultaneamente, um ponto de ruptura igual a
1/2 e uma eficieˆncia assinto´tica de 95%, supondo a distribuic¸a˜o normal dos erros do
modelo. Por outro lado, como se pode ver em Maronna et al. (2006), os estimado-
res-MM tambe´m gozam das propriedades de equivariaˆncia apresentadas na Definic¸a˜o
3.3.6.
Repare-se que a estimativa βˆMM pode na˜o corresponder ao ponto de mı´nimo a-
bsoluto da func¸a˜o ρ1. Contudo, Yohai (1987) mostrou que, quando a func¸a˜o ρ1 nunca
e´ superior a ρ0, e quando os erros do modelo sa˜o normais, enta˜o existem mı´nimos
locais que devolvem estimativas com as mesmas boas propriedades que a estimativa
do mı´nimo absoluto de ρ1. Para que isso acontec¸a, basta que o valor do mı´nimo local
seja inferior ao valor de ρ1 no ponto β que minimiza σˆn(β). Por isso, na˜o e´ necessa´rio
encontrar exactamente o mı´nimo absoluto de ρ1. Esta propriedade e´ importante uma
vez que facilita bastante o ca´lculo dos estimadores-MM.
3.3.4 O estimador Qn
Tal como acontece com os estimadores-MM, o estimador Qn proposto por Rousseeuw
e Croux (1993) e´ um dos estimadores que melhor consegue conciliar a robustez com a
eficieˆncia mas, neste caso, em modelos de escala normais.
Considere-se uma amostra aleato´ria (X1, ..., Xn) de uma populac¸a˜o X de paraˆmetro
de escala σ desconhecido.
Definic¸a˜o 3.3.11. O estimador Qn do paraˆmetro de escala σ e´ definido por
Qn(X1, ..., Xn) = c× {|Xi −Xj| : 1 ≤ i < j ≤ n}(k), (3.3.6)
onde k =
(
[n/2]+1
2
)
, o ı´ndice (k) representa a estat´ıstica de ordem k do conjunto consi-
derado e c e´ uma constante que torna o estimador Qn consistente.
♦
Rousseeuw e Croux (1993) mostraram que, se X seguir uma distribuic¸a˜o normal,
o estimador Qn e´ consistente quando a constante c toma o valor
1√
2Φ−1(5/8) ≈ 2.2219,
onde Φ designa a f.d.p. normal standardizada.
O estimador Qn e´ apenas assintoticamente centrado. Por isso, se n for pequeno,
deve-se utilizar um factor de correcc¸a˜o do enviesamento. Croux e Rousseeuw (1992)
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apresentaram os factores de correcc¸a˜o do enviesamento do estimador Qn para valores
de n inferiores a 40.
Em Rousseeuw e Croux (1993), os autores mostram que, em modelos normais,
este estimador tem uma eficieˆncia assinto´tica de 82%, um ponto de ruptura de 1/2 e
uma func¸a˜o de influeˆncia limitada, com sensibilidade a grandes erros de γ∗(Qn; Φ) =
2.069. Para ale´m disso, os mesmos autores confirmaram que, nas condic¸o˜es assumidas
nesta subsecc¸a˜o, o estimador Qn tem uma distribuic¸a˜o assinto´tica normal. Portanto, o
estimador Qn e´ uma boa opc¸a˜o para conciliar a robustez com a eficieˆncia em modelos
normais de escala.
Cap´ıtulo 4
Adaptac¸a˜o da metodologia
bootstrap a processos
geoestat´ısticos
Neste cap´ıtulo apresenta-se a metodologia bootstrap tradicional e as suas extenso˜es
a estruturas de dependeˆncia temporais. De seguida, propo˜e-se uma metodologia de
reamostragem para estruturas espaciais. Essa metodologia foi inspirada pelo bootstrap
por blocos circulares, o qual ja´ e´ utilizado em se´ries temporais, uma vez que esta
versa˜o de bootstrap preserva caracter´ısticas de dependeˆncia. Faz-se um estudo sobre
o enviesamento da me´dia amostral de um processo geoestat´ıstico com estacionaridade
forte, para o esquema de reamostragem proposto.
4.1 O princ´ıpio da metodologia bootstrap
A metodologia bootstrap cla´ssica foi proposta por Efron (1979) num contexto de o-
bservac¸o˜es i.i.d.. Ela tem por base um processo de reamostragem computacional,
automa´tico e intensivo, que permite a resoluc¸a˜o de um grande nu´mero de problemas
de infereˆncia estat´ıstica.
Considere-se que se pretende estudar a distribuic¸a˜o de uma certa estat´ıstica, em
particular, de um estimador θˆ = T (X), onde X = (X1, ..., Xn), a partir de uma re-
alizac¸a˜o de uma amostra aleato´ria, x = (x1, ..., xn). A distribuic¸a˜o de θˆ depende da
distribuic¸a˜o da populac¸a˜o, mas em diversas situac¸o˜es na˜o se conhece a f.d.p. F da
populac¸a˜o; outras vezes, embora se conhec¸a a f.d.p. F , a distribuic¸a˜o da estat´ıstica e´
muito dif´ıcil, ou mesmo imposs´ıvel, de tratar matematicamente. Por isso, Efron (1979)
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propoˆs que se estudasse a distribuic¸a˜o de θˆ, aproximando F por uma sua estimativa
Fˆ , a qual e´ obtida atrave´s da realizac¸a˜o amostral x. A partir da populac¸a˜o com f.d.p.
Fˆ , sa˜o geradas amostras aleato´rias, encarando Fˆ como se fosse a verdadeira f.d.p. da
populac¸a˜o. Consequentemente, espera-se que a distribuic¸a˜o emp´ırica da estat´ıstica θˆ
para esse conjunto de amostras, aproxime a verdadeira distribuic¸a˜o de θˆ (de acordo
com a distribuic¸a˜o F da populac¸a˜o).
Resumidamente, a metodologia bootstrap consiste em:
• considerar que a estimativa Fˆ e´ a f.d.p. da populac¸a˜o;
• formar novas amostras aleato´rias, retirando observac¸o˜es de acordo com Fˆ ; es-
tas novas amostras sa˜o designadas por amostras bootstrap e representam-se por
X(b)∗ = (X(b)∗1 , ..., X
(b)∗
n ), sendo x(b)∗ = (x
(b)∗
1 , ..., x
(b)∗
n ) as suas realizac¸o˜es;
• para cada uma das amostras bootstrap geradas, calcular o valor da estat´ıstica,
obtendo assim B realizac¸o˜es θˆ(b)∗ = T (x(b)∗), para b = 1, ..., B, as quais sa˜o
designadas por re´plicas bootstrap.
As B re´plicas bootstrap aproximam a distribuic¸a˜o da estat´ıstica θˆ. O paralelismo entre
a metodologia usual e a metodologia bootstrap encontra-se esquematizado na Figura
4.1.
Figura 4.1: Esquema para ilustrar a reamostragem bootstrap.
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Existem dois tipos fundamentais de bootstrap, o parame´trico e o na˜o parame´trico.
Ambos se distinguem pela func¸a˜o de distribuic¸a˜o Fˆ que utilizam para aproximar a
f.d.p. F da populac¸a˜o.
Para caracterizar o bootstrap parame´trico, represente-se por F (x|θ) a f.d.p. F, evi-
denciando a sua dependeˆncia em relac¸a˜o ao valor de θ. Quando θ e´ estimado pelo
estimador de ma´xima verosimilhanc¸a, enta˜o o verdadeiro valor de θ e´ aproximado pela
estimativa θˆMV . O bootstrap parame´trico assume que Fˆ (x) = F (x|θˆMV ). Enta˜o, as
amostras bootstrap sa˜o geradas aleatoriamente a partir da distribuic¸a˜o F (x|θˆMV ).
O bootstrap na˜o parame´trico caracteriza-se por considerar que Fˆ e´ a pro´pria func¸a˜o
de distribuic¸a˜o emp´ırica da amostra x. Por isso as amostras bootstrap sa˜o retiradas
aleatoriamente e com reposic¸a˜o, directamente da amostra original.
De um ponto de vista pra´tico, a principal diferenc¸a entre os dois tipos de bootstrap
reside no facto do bootstrap parame´trico exigir que se assuma uma f.d.p. F para a
populac¸a˜o e que se conhec¸a o estimador de ma´xima verosimilhanc¸a de θ. Por isso, o
me´todo com mais adeptos e´ o bootstrap na˜o parame´trico. Ao longo deste trabalho,
seguir-se-a´ a metodologia bootstrap na˜o parame´trica.
No bootstrap na˜o parame´trico de Efron, as amostras bootstrap sa˜o obtidas por um
processo de reamostragem simples, o qual e´ efectuado seleccionando, aleatoriamente
e com reposic¸a˜o, as observac¸o˜es da amostra x. Por outras palavras, cada elemento
x
(b)∗
i de uma amostra bootstrap representa uma realizac¸a˜o da varia´vel aleato´ria Xj,
componente da amostra original (X1, ..., Xn). Este esquema de reamostragem permite
formar nn amostras bootstrap com n componentes, obtidas a partir da amostra x. Repa-
re-se que algumas das amostras bootstrap so´ diferem na ordem por que esta˜o dispostas
as suas componentes.
Para exemplificar o estudo da distribuic¸a˜o de um estimador usando o bootstrap na˜o
parame´trico, considere-se o estudo do enviesamento de um estimador θˆ, supondo esse
esquema de reamostragem.
Exemplo 4.1.1. Pretende-se estimar a esperanc¸a de um estimador θˆ de um paraˆmetro
θ usando reamostragem bootstrap. Para tal, comec¸a por se considerar a amostra x
como se fosse a populac¸a˜o. Enta˜o, de x retiram-se aleatoriamente e com reposic¸a˜o as
B amostras bootstrap x(b)∗ = (x(b)∗1 , ..., x
(b)∗
n ), para b = 1, ..., B.
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Cada amostra bootstrap da´ origem a uma re´plica bootstrap de θˆ, ou seja,
x(1)∗ = (x(1)∗1 , ..., x
(1)∗
n ) −→ θˆ(1)∗;
x(2)∗ = (x(2)∗1 , ..., x
(2)∗
n ) −→ θˆ(2)∗;
... ... ...
x(B)∗ = (x(B)∗1 , ..., x
(B)∗
n ) −→ θˆ(B)∗.
Como se vai verificar, a esperanc¸a do estimador θˆ pode ser aproximada pela me´dia
amostral das re´plicas bootstrap, ou seja,
E[θˆ] ≈ 1
B
B∑
b=1
θˆ(b)∗.
Como as amostras bootstrap sa˜o seleccionadas aleatoriamente, as varia´veis aleato´rias
correspondentes a θˆ(b)∗, b = 1, ..., B, sa˜o independentes. Por outro lado, dado que as
amostras bootstrap teˆm todas o mesmo nu´mero de observac¸o˜es e que sa˜o todas retiradas
de Fˆ , as varia´veis θˆ(b)∗, b = 1, ..., B, sa˜o identicamente distribu´ıdas. Assim, pela lei dos
grandes nu´meros, e´ poss´ıvel verificar que
1
B
B∑
b=1
θˆ(b)∗ P−→
B→∞
E∗[θˆ],
onde E∗[θˆ] representa o valor esperado do estimador θˆ na distribuic¸a˜o da amostra
observada, quando esta e´ interpretada como uma populac¸a˜o. Ou seja, se se conside-
rar todas as nn amostras bootstrap provenientes da amostra x e todas as estimativas
(θˆ(1)∗, ..., θˆ(n
n)∗) obtidas com cada uma dessas amostras, enta˜o
E∗[θˆ] =
nn∑
b=1
θˆ(b)∗P∗[θˆ = θˆ(b)∗] =
1
nn
nn∑
b=1
θˆ(b)∗.
Note-se que P∗ representa a func¸a˜o de probabilidade do estimador associada a` dis-
tribuic¸a˜o Fˆ . Por isso, para qualquer b, P∗[θˆ = θˆ(b)∗] = P[ocorrer x(b)∗] = 1/nn, para
b = 1, ..., nn.
Por outro lado, na distribuic¸a˜o da populac¸a˜o, E∗[θˆ] representa uma esperanc¸a condi-
cional, uma vez que foi calculada condicionada a` ocorreˆncia da amostra original (x1, ...,
xn). Ao considerar a amostra teo´rica (X1, ..., Xn), E
∗[θˆ] define uma me´dia amostral
de nn varia´veis aleato´rias. Logo, quando E∗[θˆ] P−→
n→∞
E[θˆ], fica garantido que a me´dia
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amostral de B re´plicas bootstrap e´ um estimador consistente de E[θˆ] e, por isso, pode
dar um valor aproximado dessa esperanc¸a.
♦
O bootstrap tambe´m pode ser utilizado para aproximar outras caracter´ısticas das
estat´ısticas. No entanto, apesar de ser uma ferramenta bastante potente, o bootstrap
na˜o pode ser directamente utilizado em estruturas com dependeˆncia temporal ou espa-
cial, uma vez que a reamostragem simples destro´i a estrutura de dependeˆncia existente
entre as varia´veis aleato´rias. Assim, va´rias propostas surgiram na literatura, com o
objectivo de adaptar o bootstrap a estruturas de dependeˆncia temporal. Um exemplo
dessas propostas e´ a metodologia bootstrap por blocos que seguidamente se vai abordar.
4.2 Bootstrap por blocos em estruturas temporais
Considere-se uma se´rie temporal com distribuic¸a˜o dependente de um paraˆmetro θ e
note-se por x = (x1, x2, ..., xn) uma amostra observada. A ideia fundamental da me-
todologia bootstrap por blocos (divulgada, por exemplo, em Davison e Hinkley (1997))
pressupo˜e a estacionaridade forte da se´rie temporal. Consiste em agrupar as componen-
tes da amostra num conjunto de k blocos {B1, B2, ..., Bk}, onde cada bloco e´ formado
por um nu´mero li de observac¸o˜es sucessivas, ou seja,
Bi = (xj, xj+1, ..., xj+li−1), para i = 1, ..., k.
A partir do conjunto de blocos {B1, B2, ..., Bk}, seleccionam-se aleatoriamente e com
reposic¸a˜o k′ blocos, os quais sa˜o justapostos para formarem a amostra bootstrap (B(1)∗1 ,
B
(1)∗
2 , ..., B
(1)∗
k′ ) de dimensa˜o n. Equivalentemente, a amostra bootstrap tambe´m pode
ser representada atrave´s das observac¸o˜es, obtendo-se x(1)∗ = (x(1)∗1 , x
(1)∗
2 , ..., x
(1)∗
n ). A
partir da amostra bootstrap calcula-se uma re´plica da estat´ıstica que se pretende estu-
dar, θˆ(1)∗ = T (x(1)∗). Repetindo este procedimento B vezes, obte´m-se o conjunto das
re´plicas bootstrap {θˆ(b)∗, b = 1, ..., B}, a partir das quais se estuda a estat´ıstica θˆ.
Considerar-se-a´ que os blocos teˆm um nu´mero fixo de observac¸o˜es l, embora, como
se veˆ no para´grafo anterior, esse nu´mero possa ser aleato´rio.
Para formar os blocos consideram-se l observac¸o˜es sucessivas, uma vez que as obser-
vac¸o˜es mais pro´ximas, sa˜o as mais correlacionadas e que, por isso, traduzem melhor a
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estrutura de dependeˆncia. Assim, a estrutura de dependeˆncia e´ preservada dentro de
cada um dos blocos, no processo de reamostragem.
A ideia anterior na˜o merece qualquer contestac¸a˜o, mas o conjunto de blocos usado
para fazer a reamostragem ja´ na˜o e´ ta˜o consensual. Assim, existem va´rias verso˜es de
bootstrap por blocos – salientam-se os blocos cont´ıguos, sugeridos por Carlstein (1992),
os blocos sobrepostos de Ku¨nsch (1989) e os blocos circulares, propostos por Politis e
Romano (1992).
O bootstrap com blocos cont´ıguos obriga a que os blocos considerados no processo de
reamostragem sejam disjuntos. Por isso, este me´todo tem o inconveniente de originar
poucos blocos para serem reamostrados. A Figura 4.2 mostra um esquema de bootstrap
por blocos cont´ıguos.
Figura 4.2: Ilustrac¸a˜o da formac¸a˜o de blocos cont´ıguos.
O bootstrap com blocos sobrepostos permite considerar mais blocos do que o
bootstrap por blocos cont´ıguos, uma vez que admite que os blocos se possam inter-
sectar. No entanto, como se pode observar na Figura 4.3, as primeiras e as u´ltimas
observac¸o˜es da amostra integram menos blocos do que as do centro. Repare-se que
cada uma das observac¸o˜es x1 e xn so´ fazem parte de um bloco, enquanto que as obser-
vac¸o˜es entre xl e xn−l+1 ja´ fazem parte de l blocos. Isto implica que as observac¸o˜es
da amostra original na˜o tenham a mesma probabilidade de ocorreˆncia nas amostras
bootstrap, pelo que o me´todo conduz frequentemente a enviesamentos.
Figura 4.3: Ilustrac¸a˜o da formac¸a˜o de blocos sobrepostos.
67
Para assegurar que todas as observac¸o˜es da amostra sejam reamostradas com a
mesma probabilidade, Politis e Romano (1992) sugeriram que os extremos da estru-
tura temporal fossem ligados de modo a formarem uma cadeia circular, tal como
se pode ver na Figura 4.4. Sendo assim, os blocos sa˜o formados a partir da ex-
Figura 4.4: Ilustrac¸a˜o da formac¸a˜o de blocos circulares.
tensa˜o (x1, x2, ..., xn, xn+1, ..., xn+l−1) da amostra original, do seguinte modo: para
cada i = 1, ..., l − 1, toma-se xn+i = xi. Obte´m-se enta˜o um conjunto de n blocos
{B1, B2, ..., Bn}, onde Bi = (xi, ..., xi+l−1), para i = 1, ..., n.
Em qualquer um dos me´todos anteriormente referidos, depois de se formarem os
blocos, seleccionam-se, aleatoriamente e com reposic¸a˜o, k′ = n
l
blocos, para obter as
amostras bootstrap x(b)? = (B
(b)?
1 , B
(b)?
2 , ..., B
(b)?
k′ ) e as correspondentes re´plicas bootstrap
θˆ(b)? = T (x(b)?), para b = 1, ..., B. A escolha de k′ = n
l
garante que as amostras bootstrap
teˆm o mesmo nu´mero de varia´veis aleato´rias do que a amostra original.
Note-se que as metodologias bootstrap por blocos apresentadas pressupo˜em que as
varia´veis aleato´rias podem trocar de posic¸a˜o nas amostras bootstrap. Para que essas
permutac¸o˜es se possam fazer sem causarem problemas, e´ essencial que a se´rie temporal
apresente estacionaridade forte.
O bootstrap de blocos circulares e´ o que tem melhores propriedades – proporciona
um nu´mero muito maior de blocos a reamostrar do que os blocos cont´ıguos e, ale´m
disso, na˜o causa o enviesamento ja´ revelado que ocorre com os blocos sobrepostos.
Assim, seguidamente, estudar-se-a´ a adaptac¸a˜o, a estruturas espaciais, da metodologia
bootstrap por blocos circulares.
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4.3 Bootstrap espacial por blocos circulares
Tal como acontece no contexto temporal, para adaptar o bootstrap a um contexto
espacial e´ vantajosa a utilizac¸a˜o de blocos. Os blocos permitem conservar a estrutura
de dependeˆncia do processo durante o me´todo de reamostragem. Hall (1985) constatou
isso mesmo, quando estudou o me´todo de reamostragem por blocos em estruturas
espaciais. Contudo, ele analisou apenas os me´todos espaciais ana´logos ao bootstrap por
blocos cont´ıguos e ao bootstrap por blocos sobrepostos (das se´ries temporais).
O procedimento de reamostragem que a seguir se sugere, segue de perto a funda-
mentac¸a˜o do bootstrap por blocos circulares das se´ries temporais, por ser aquele que
apresenta as melhores propriedades. O me´todo sera´ denotado pela sigla CMBB em
abreviatura de Circular Moving Blocks Bootstrap.
Uma vez que no espac¸o na˜o existe a relac¸a˜o de ordem natural que existe no tempo,
a construc¸a˜o dos blocos na˜o pode ser baseada na noc¸a˜o de observac¸o˜es sucessivas, mas
na de proximidade – como no espac¸o as observac¸o˜es mais correlacionadas sa˜o as que
esta˜o mais pro´ximas, para que os blocos traduzam bem a estrutura de dependeˆncia, e´
essencial que sejam constru´ıdos a` custa de observac¸o˜es pro´ximas entre si. Por outro
lado, para que as amostras bootstrap tenham a mesma disposic¸a˜o espacial da amostra
original, e´ necessa´rio que a forma e a dimensa˜o dos blocos sejam tais que permitam
pavimentar a amostra original.
Assim, considere-se um processo espacial univariado {Z(s) : s ∈ D ⊂ R2}, que
satisfaz a estacionaridade forte da Definic¸a˜o 1.2.1. Admita-se ainda que se dispo˜e
de uma amostra do processo Z(s) ao longo de uma grelha regular com ny linhas e
nx colunas, ou seja, que se tem um conjunto de observac¸o˜es {Xi,j = Z((si, sj)) : i =
1, ..., ny ∧ j = 1, ..., nx}, tal como mostra a Figura 4.5.
Em primeiro lugar, e´ necessa´rio formar o conjunto dos blocos donde se faz a rea-
mostragem. Fazendo uma analogia com o procedimento em estruturas temporais, os
blocos sa˜o constru´ıdos a partir de uma extensa˜o da amostra original, com ny + ly − 1
linhas e nx+ lx−1 colunas. A amostra ampliada pode ser constru´ıda do seguinte modo:
para i = 1, ..., ny e j = 1, ..., nx, as observac¸o˜es xi,j da amostra ampliada coincidem
com a amostra original; se i = ny + 1, ..., ny + ly − 1, ou se j = nx + 1, ..., nx + lx − 1,
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Figura 4.5: Observac¸a˜o Xi,j do processo espacial, o qual foi amostrado ao longo de
uma grelha regular.
as observac¸o˜es xi,j sa˜o iguais a xi mod(ny),j mod(nx) da amostra original, onde a mod(b)
representa o resto da divisa˜o inteira de a por b. A Figura 4.6 procura ilustrar a amostra
original e a ampliada. Note-se que, considerar a extensa˜o da amostra equivale a trans-
formar o plano das observac¸o˜es da amostra original num torus e, por isso, os blocos
sera˜o formados sobre esse torus.
Figura 4.6: Extensa˜o da amostra – indicac¸a˜o da mostra original, a cheio, e dos blocos
B1,2, Bny ,1 e Bny ,nx , a tracejado.
Uma vez que se consideram observac¸o˜es em grelha, para que os blocos pavimentem
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a amostra original e contenham observac¸o˜es pro´ximas entre si, devem ser de forma
rectangular, contendo ly linhas e lx colunas, com ny divis´ıvel por ly e nx divis´ıvel por lx.
Deste modo, forma-se um conjunto de blocos que conte´m todos os blocos que se podem
formar com ly linhas e lx colunas, a partir da amostra ampliada. Sera´ desse conjunto
de blocos que se faz a reamostragem. Por outras palavras, faz-se a reamostragem a
partir do conjunto de blocos {B1,1, B1,2, ..., Bny ,nx} (que conte´m ny × nx blocos), onde
cada bloco e´ da forma
Bp,q = {xi,j : i = p, ..., p+ ly − 1 ∧ j = q, ..., q + lx − 1}, (4.3.1)
para p = 1, ..., ny e q = 1, ..., nx.
Para facilitar, identifica-se cada bloco pelo ı´ndice da observac¸a˜o do canto superior
esquerdo, a qual esta´ evidenciada na Figura 4.6. Este procedimento na˜o implica a
perda de generalidade, uma vez que existe uma bijecc¸a˜o entre o conjunto dos ı´ndices
de localizac¸a˜o das observac¸o˜es e o conjunto dos blocos.
Para construir a primeira amostra bootstrap x(1)∗ = (B(1)∗1,1 , B
(1)∗
1,2 , ..., B
(1)∗
ky ,kx
), reti-
ram-se ky × kx blocos, aleatoriamente e com reposic¸a˜o, do conjunto {B1,1, ..., Bny ,nx}.
Como se mostra na Figura 4.7, as amostras bootstrap sa˜o constitu´ıdas por uma grelha
de ky linhas e kx colunas de blocos justapostos.
Figura 4.7: A amostra bootstrap representada em termos dos blocos reamostrados.
Para que as amostras bootstrap tenham a mesma configurac¸a˜o da amostra original,
e´ necessa´rio que tenham ny linhas e nx colunas de observac¸o˜es. Isso acontece quando
ky =
ny
ly
e kx =
nx
lx
, o que define o nu´mero de blocos a reamostrar.
Uma vez conclu´ıda a formac¸a˜o dos blocos e tal como no bootstrap cla´ssico, para cada
amostra bootstrap gerada, calcula-se a correspondente re´plica bootstrap θˆ(b)∗ = T (x(b)∗),
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com b = 1, ..., B. Obte´m-se, enta˜o, o conjunto das re´plicas bootstrap {θˆ(1)∗, ..., θˆ(B)∗}, a
partir do qual se faz o posterior estudo da estat´ıstica de interesse.
4.3.1 Estudo do enviesamento da me´dia amostral
Para concretizar o esquema de reamostragem proposto e o seu interesse, considere-se
a estimac¸a˜o de E[Z(s)] = µ atrave´s da me´dia amostral
X =
ny∑
i=1
nx∑
j=1
Xi,j,
onde Xi,j, para i = 1, ..., ny e j = 1, ..., nx, sa˜o as observac¸o˜es do processo Z(s) (vide
Figura 4.5). Quando se considera um processo geoestat´ıstico com estacionaridade forte
(vide Definic¸a˜o 1.2.1), sabe-se que X e´ centrada para estimar µ. Interessa agora
verificar se a me´dia amostral obtida com o bootstrap espacial proposto, notada por
X
∗
, goza de propriedades ideˆnticas. Os resultados que se seguem asseguram que X
∗
converge em probabilidade para o valor observado x.
Para o verificar, considere-se o estimador do enviesamento da me´dia amostral, de-
finido por
βˆB =
1
B
B∑
b=1
X
(b)∗ − x,
onde X
(b)∗
e x representam, respectivamente, a me´dia amostral da b-e´sima amostra
bootstrap e o valor da me´dia amostral na amostra real. As varia´veis X
(b)∗
, b = 1, ..., B,
sa˜o i.i.d., com esperanc¸a e variaˆncia finita. Logo, pela lei dos grandes nu´meros, pode-se
concluir que
1
B
B∑
b=1
X
(b)∗ P−→
B→∞
E∗[X
∗
],
onde E∗[X
∗
] denota a esperanc¸a da me´dia amostral na distribuic¸a˜o Fˆ .
Resta agora averiguar qual e´ o valor de E∗[X
∗
]. Para tal, para qualquer p = 1, ..., ny
e q = 1, ..., nx, denote-se por S
∗
p,q a soma de todas as varia´veis aleato´rias contidas no
bloco B∗p,q, onde B
∗
p,q representa um bloco reamostrado da forma (4.3.1); assim,
S∗p,q =
p+ly−1∑
i=p
q+lx−1∑
j=q
X∗i,j.
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E´ poss´ıvel escrever E∗[X
∗
] como func¸a˜o dos S∗p,q, obtendo-se
E∗[X
∗
] =
1
nxny
[
E∗[S∗1,1] + E
∗[S∗1,lx+1] + ...+ E
∗[S∗ny−ly+1,nx−lx+1]
]
. (4.3.2)
Para calcular cada uma das parcelas em (4.3.2) note-se que, para p′ e q′ fixos (com
p′ = 1, ly + 1, 2ly + 1, ..., ny − ly + 1 e q′ = 1, lx + 1, 2lx + 1, ..., nx − lx + 1) se tem que
E∗[S∗p′,q′ ] =
∑
sp,q∈S
sp,qP[S
∗
p′,q′ = sp,q],
onde S e´ o conjunto das somas que se obteˆm quando, em cada um dos blocos que
podem ser reamostrados, se somam todos os xi,j, ou seja,
S =
{
sp,q : sp,q =
p+ly−1∑
i=p
q+lx−1∑
j=q
xi,j, p = 1, ..., ny ∧ q = 1, ..., nx
}
.
Como os blocos sa˜o seleccionados aleatoriamente e com reposic¸a˜o, todos os elementos
do suporte teˆm a mesma probabilidade 1
nxny
de ocorrer. Assim,
E∗[S∗p′,q′ ] =
1
nxny
ny∑
p=1
nx∑
q=1
sp,q =
1
nxny
ny∑
p=1
nx∑
q=1
p+ly−1∑
i=p
q+lx−1∑
j=q
xi,j.
Ao serem considerados todos os blocos, cada xi,j vai ocorrer lxly vezes, logo
E∗[S∗p′,q′ ] =
1
nxny
ny∑
i=1
nx∑
j=1
lxlyxi,j = lxlyx.
Enta˜o, substituindo cada E∗[S∗p′,q′ ] pelo seu valor na equac¸a˜o (4.3.2) e tendo em
conta que existem kxky parcelas, vem que
E∗[X
∗
] =
1
nxny
[kxky × lxlyx] = x.
Daqui resulta que, 1
B
∑B
b=1X
(b)∗ P−→
B→∞
x. Dado que o valor x foi observado e, portanto,
na˜o depende do nu´mero de re´plicas B, conclui-se que
βˆB =
1
B
B∑
b=1
X
(b)∗ − x P−→
B→∞
0.
Portanto, com o esquema de reamostragem proposto, a` medida que o nu´mero de
re´plicas aumenta, o estimador bootstrap do enviesamento da me´dia amostral tende em
probabilidade para o valor correcto, i.e, tende em probabilidade para zero.
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4.3.2 Exemplo de simulac¸a˜o
Para ilustrar o comportamento da metodologia bootstrap proposta, apresenta-se um
estudo de simulac¸a˜o, elaborado com o programa R, usando a package geoR que permite
trabalhar com os processos geoestat´ısticos. Com a func¸a˜o grf, que simula processos
geoestat´ısticos, geraram-se processos espaciais Gaussianos de variograma isotro´pico.
Utilizou-se a configurac¸a˜o de base da func¸a˜o grf e introduziram-se os seguintes paraˆ-
metros: me´dia do processo nula; variograma esfe´rico (vide ponto (1.3.7)) de amplitude
φ = 5, patamar σ2 = 2 e efeito de pepita τ 2 nulo.
Consideraram-se amostras constitu´ıdas por observac¸o˜es dispostas ao longo de gre-
lhas quadrangulares de 12, 18, 24 e 30 observac¸o˜es de lado. Para cada grelha amostral,
observaram-se 500 processos gerados nas condic¸o˜es referidas. Usando cada uma das
amostras geradas e fixando a dimensa˜o do bloco, utilizou-se o CMBB, primeiro com 200
re´plicas e depois com 1000 re´plicas bootstrap. De seguida, foram considerados blocos
de diferentes dimenso˜es. Em cada caso, estimou-se o enviesamento da me´dia amostral
com o CMBB.
Apenas se apresenta detalhadamente os resultados obtidos com a grelha amostral
de 24 observac¸o˜es de lado, uma vez que os restantes casos conduziram a ideˆnticas
concluso˜es. Para estudar o efeito da dimensa˜o do bloco em relac¸a˜o a` dimensa˜o da
amostra e a` amplitude do processo, foram considerados blocos quadrangulares de 2, 3,
4, 6, 8 e 12 observac¸o˜es de lado.
Na Figura 4.8 apresentam-se os diagramas de extremos e quartis das estimativas
CMBB obtidas para o enviesamento da me´dia amostral, considerando os blocos de
diferentes dimenso˜es e para cada um dos nu´meros de re´plicas estudados. As rectas
horizontais a tracejado representam o limite em probabilidade do enviesamento que,
como se viu na subsecc¸a˜o 4.3.1, e´ zero.
Observando a Figura 4.8, verifica-se que a mediana das estimativas e´ muito pro´xima
de zero e que, quando o nu´mero de re´plicas aumenta, a dispersa˜o das estimativas
diminui.
Em cada um dos casos estudados (200 e 1000 re´plicas bootstrap), calculou-se ainda
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Figura 4.8: Diagramas de extremos e quartis das estimativas CMBB do enviesamento
da me´dia amostral, para uma grelha amostral com 24 observac¸o˜es de lado.
os erros quadra´ticos me´dios emp´ıricos relativos aos 500 processos, atrave´s de
EQME(βˆB) =
1
500
500∑
i=1
[vˆi − v]2,
onde vˆi, i = 1, ..., 500, designa a i-e´sima estimativa bootstrap do enviesamento da
me´dia amostral e v = 0 e´ o valor teo´rico do enviesamento. Os respectivos resulta-
dos encontram-se na Tabela 4.1.
lx = ly B = 200 B = 1000
2 0.46× 10−4 0.10× 10−4
3 0.86× 10−4 0.16× 10−4
4 1.04× 10−4 0.21× 10−4
6 1.57× 10−4 0.27× 10−4
8 1.71× 10−4 0.31× 10−4
12 1.28× 10−4 0.30× 10−4
Tabela 4.1: Erros quadra´ticos me´dios emp´ıricos do estimador CMBB do enviesamento
da me´dia amostral, para a grelha com 24 observac¸o˜es de lado, variando o comprimento
do lado dos blocos.
Observando a tabela verifica-se que, em geral, os erros quadra´ticos me´dios emp´ıricos
tendem a aumentar com o comprimento do lado do bloco, mas que sa˜o sempre extre-
mamente reduzidos. Ale´m disso, pode-se ainda confirmar que as estimativas do envie-
samento da me´dia amostral melhoram quando se aumenta de 200 para 1000 re´plicas.
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Este exemplo confirma que, nas situac¸o˜es consideradas, a metodologia CMBB da´
bons resultados.
Cap´ıtulo 5
Estudo da estacionaridade da me´dia
do processo
Desde que exista a me´dia de um processo geoestat´ıstico, ao admitir que ele e´ esta-
ciona´rio, fica impl´ıcita a condic¸a˜o de que o processo tem me´dia constante. Em geral, a
estacionaridade da me´dia e´ assumida como verdadeira; no entanto, na˜o sa˜o conhecidos
me´todos objectivos que permitam testar essa hipo´tese. Esse facto deve-se, sobretudo,
a dois tipos de dificuldades: por um lado, ao facto de, em cada localizac¸a˜o, existir
apenas uma realizac¸a˜o de uma u´nica varia´vel aleato´ria, o que dificulta a construc¸a˜o de
testes para o valor me´dio; por outro lado, as condic¸o˜es de dependeˆncia das varia´veis
observa´veis tornam desconhecidas as distribuic¸o˜es das estat´ısticas usuais.
Neste cap´ıtulo propo˜e-se um teste estat´ıstico para confirmar a estacionaridade da
me´dia. O teste recorre a um me´todo de projecc¸o˜es e e´ desenvolvido num contexto de
regressa˜o com erros dependentes. Procurou-se usar um estimador robusto dos coefici-
entes de regressa˜o como estat´ıstica do teste, aproximando a sua distribuic¸a˜o atrave´s
de um me´todo bootstrap que na˜o exige condic¸o˜es de estacionaridade forte. Assim, ao
contra´rio do me´todo focado no cap´ıtulo anterior, a versa˜o que aqui se apresenta e´
aplica´vel a processos estaciona´rios de segunda ordem.
Sendo assim, comec¸a-se por estudar a distribuic¸a˜o assinto´tica do estimador de
mı´nimos desvios absolutos (LAD) e dos estimadores-MM, num modelo de regressa˜o
linear onde os erros apresentam uma estrutura de dependeˆncia espec´ıfica. Nas restan-
tes secc¸o˜es do cap´ıtulo faz-se a apresentac¸a˜o detalhada da proposta do teste. Embora
o teste possa ser desenvolvido com qualquer uma das duas estat´ısticas, quando o pro-
cesso tem variaˆncia constante, recomenda-se a utilizac¸a˜o dos estimadores-MM, devido
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a`s suas boas propriedades.
5.1 Distribuic¸a˜o assinto´tica do LAD sob observa-
c¸o˜es m-dependentes
Considere-se o modelo definido por
Zi = β0 +
p∑
k=1
βkx
k
i + i, i = 1, ..., n,
tal que
E[Zi|xi] = β0 +
p∑
k=1
βkx
k
i , p ∈ N, (5.1.1)
onde (β0, ..., βp) sa˜o paraˆmetros desconhecidos, xi sa˜o as varia´veis explicativas (valores
fixos), Zi sa˜o varia´veis aleato´rias cont´ınuas e i sa˜o os erros do modelo, os quais teˆm
me´dia nula e variaˆncia constante (i = 1, ..., n). O que distingue este modelo do modelo
tradicional de regressa˜o linear e´ o facto dos erros i serem dependentes. Neste estudo,
supor-se-a´ que os erros apresentam uma forma determinada de dependeˆncia, em parti-
cular, que sa˜o m-dependentes. Este conceito, que se passa a apresentar, foi utilizado,
por exemplo, por Christofides e Mavrikiou (2003) considerando a norma euclidiana.
Definic¸a˜o 5.1.1. Seja X(s), s ∈ D, um processo geoestat´ıstico e m ∈ R+0 uma cons-
tante. O processo X(s) diz-se m-dependente se, para quaisquer si e sj do domı´nio
D,
‖si − sj‖ > m⇒ Cov[X(si), X(sj)] = 0,
onde ‖.‖ denota uma norma.
♦
Considere-se o caso particular do modelo (5.1.1) com erros m-dependentes, o que
significa que, sempre que ‖xi − xj‖ > m enta˜o Cov[i, j] = 0. Neste caso, ‖.‖ representa
a norma euclidiana. O facto dos erros serem m-dependentes implica, imediatamente,
que as observac¸o˜es Zi tambe´m o sejam.
Quando os erros do modelo teˆm distribuic¸a˜o sime´trica, a mediana e a me´dia coin-
cidem, o que permite testar o valor da me´dia construindo um teste para o valor da
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mediana. De acordo com esta via, o modelo de regressa˜o quant´ılica e´ especialmente
interessante, uma vez que na˜o impo˜e a homoscedasticidade. Note-se que um processo
Z(s) com estacionaridade de segunda ordem tem variaˆncia constante; mas se Z(s) for
apenas intrinsecamente estaciona´rio, essa condic¸a˜o na˜o esta´ assegurada.
O modelo de regressa˜o quant´ılica foi sugerido por Koenker e Basset (1978). A sua
principal vantagem em relac¸a˜o ao modelo de regressa˜o tradicional, reside no facto da
regressa˜o quant´ılica permitir estudar a distribuic¸a˜o condicional em diferentes quantis,
ao contra´rio da regressa˜o tradicional que apenas considera a me´dia condicional.
Dadas as observac¸o˜es (xi, Zi), para i = 1, ..., n, onde xi e´ o vector das varia´veis
explicativas, o modelo linear de regressa˜o quant´ılica caracteriza-se por
Zi = x
T
i βθ + θ,i,
onde os pares observados verificam a equac¸a˜o quant´ılica
Qθ(Zi|xi) = xTi βθ,
para θ ∈]0, 1[ fixo. As varia´veis θ,i sa˜o os erros aleato´rios do modelo, Qθ(Zi|xi) denota
o quantil de ordem θ da distribuic¸a˜o condicional Zi|xi e βθ ∈ Rp+1 e´ o vector dos
paraˆmetros desconhecidos que se pretende estimar.
O estimador de regressa˜o quant´ılica de βθ e´ implicitamente definido pela equac¸a˜o
βˆRQ = arg min
βθ
1
n
n∑
i=1
θ,i(θ − I]−∞,0[(θ,i)), (5.1.2)
onde IA representa a func¸a˜o indicatriz do intervalo A. Os estimadores βˆRQ sa˜o robustos
no sentido infinitesimal, uma vez que teˆm func¸a˜o de influeˆncia limitada. Para ale´m
disso, teˆm um ponto de ruptura positivo que depende do quantil θ. Repare-se ainda que
estes estimadores pertencem a` famı´lia dos estimadores-M ja´ mencionados na subsecc¸a˜o
3.3.3.
Admitindo que as observac¸o˜es Zi teˆm distribuic¸o˜es sime´tricas, enta˜o elas teˆm a
mediana igual a` me´dia. Consequentemente, para formalizar o modelo de regressa˜o
quant´ılica com Q0.5(i|xi) = Mediana(i|xi) = 0, a equac¸a˜o (5.1.1) e´ substitu´ıda por
uma equac¸a˜o da forma
E[Zi|xi] = Mediana[Zi|xi] = β0 +
p∑
k=1
βkx
k
i . (5.1.3)
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Assim, tomando θ = 50% em (5.1.2), obte´m-se o estimador de mı´nimos desvios absolu-
tos (Least Absolute Deviation estimator, abreviado por LAD). O estimador LAD para
o modelo (5.1.3) e´ definido por
βˆLAD = arg min
β
1
n
n∑
i=1
∣∣∣∣∣Zi − β0 −
p∑
k=1
βkx
k
i
∣∣∣∣∣ . (5.1.4)
Nesta secc¸a˜o pretende-se conhecer a distribuic¸a˜o assinto´tica do LAD, supondo que os
erros do modelo sa˜o m-dependentes.
A distribuic¸a˜o assinto´tica do estimador LAD e´ bem conhecida num contexto de
observac¸o˜es i.i.d.. Nesse caso, Koenker e Basset (1978) mostraram que, sob condic¸o˜es
de regularidade, o LAD tem distribuic¸a˜o assinto´tica normal. Contudo, a distribuic¸a˜o
assinto´tica na˜o e´ conhecida no caso geral de erros dependentes. Existem alguns resul-
tados para formas espec´ıficas de dependeˆncia, tais como modelos ARMA e ARCH (ver,
por exemplo, em Koenker (2005)). Tambe´m existem alguns resultados em condic¸o˜es
de dependeˆncia que sa˜o baseados na metodologia bootstrap. Neste campo salienta-se o
trabalho de Fitzenberger (1997). Fitzenberger estudou a distribuic¸a˜o do estimador de
mı´nimos quadrados e dos estimadores de regressa˜o quant´ılica, e provou que todos eles
possuem distribuic¸a˜o assinto´tica normal, considerando que os erros do modelo verifi-
cam condic¸o˜es de dependeˆncia forte (strong mixing conditions). Essas condic¸o˜es, tal
como o pro´prio nome indica, permitem que a dependeˆncia entre as varia´veis aleato´rias,
possa ser mais forte do que nas condic¸o˜es de m-dependeˆncia (vide Bradley (2005)).
Sendo assim, os processos com erros m-dependentes constituem um subconjunto dos
processos que verificam condic¸o˜es de dependeˆncia forte, por isso, gozam de proprieda-
des caracter´ısticas da u´ltima famı´lia referida. O facto da m-dependeˆncia implicar a
dependeˆncia forte vai ser utilizado na demonstrac¸a˜o da Proposic¸a˜o 5.1.1, para en-
contrar a distribuic¸a˜o assinto´tica do LAD em modelos com erros m-dependentes. O
resultado e´ va´lido sob condic¸o˜es ideˆnticas a`s que foram assumidas em Fitzenberger
(1997) para a dependeˆncia forte.
Proposic¸a˜o 5.1.1. Sejam {(x1, Z1), (x2, Z2), ..., (xn, Zn)} observac¸o˜es do modelo de
regressa˜o linear (5.1.3), onde xi sa˜o os regressores fixos do modelo e Zi sa˜o varia´veis
aleato´rias cont´ınuas, sime´tricas em-dependentes (i = 1, ..., n). Considere-se o estimador
da regressa˜o quant´ılica com θ = 50%, definido em (5.1.4), e denote-se por βˆLAD =
80
(βˆ0, βˆ1, ..., βˆp) o estimador LAD de β = (β0, β1, ..., βp). Seja Dn a matriz diagonal
definida por
Dn = diag
(
1,
1
n
n∑
i=1
x2i ,
1
n
n∑
i=1
(x2i )
2, ...,
1
n
n∑
i=1
(xpi )
2
)
,
e d1 e d2 duas constantes tais que
C.1 max
1≤i≤n
xTi D
−1
n xi < d1, onde xi sa˜o os vectores coluna [1 xi ... x
p
i ]
T ;
C.2 a matriz d2XΣX
T− nDn e´ definida positiva para qualquer n ∈ N, no sentido em
que todos os seus valores pro´prios sa˜o positivos; onde X e´ a matriz [x1 ... xn],
Σ representa a matriz de covariaˆncias do processo {sgn(i)} e sgn representa a
func¸a˜o sinal usual.
Considere-se ainda que a matriz n−1D−1/2n Cn e´ uniformemente definida positiva, onde
Cn e´ igual a
∑n
i=1 fi(0)xix
T
i e fi e´ a func¸a˜o densidade de i.
Se se verificarem as condic¸o˜es referidas anteriormente, enta˜o
βˆLAD
P−→β,
onde P significa convergeˆncia em probabilidade, e
βˆLAD
L−→Np+1 (β,Vn) ,
onde L representa a convergeˆncia em lei e Np+1 designa a distribuic¸a˜o normal multi-
variada de dimensa˜o p+ 1 que, neste caso, tem matriz de covariaˆncias Vn que e´ igual
a C−1n XΣX
TC−1n .
Demonstrac¸a˜o: Em Bradley (2005) e´ poss´ıvel verificar que, se um conjunto de
varia´veis aleato´rias e´ m-dependente, enta˜o esse conjunto verifica as condic¸o˜es de de-
pendeˆncia forte. Assim, dado que as observac¸o˜es {Z1, Z2, ..., Zn} sa˜o m-dependentes,
enta˜o elas apresentam condic¸o˜es de dependeˆncia forte e, consequentemente, os erros
i, i = 1, ..., n, do modelo de regressa˜o tambe´m.
Por outro lado, dado que as varia´veis aleato´rias do processo Z(s) teˆm distribuic¸a˜o
sime´trica, enta˜o os erros i do modelo de regressa˜o tambe´m teˆm distribuic¸a˜o sime´trica.
Assim
E[i] = Mediana[i] = 0.
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Isto implica que
E[sgn(i)] =
∫ 0
−∞
−fi(u) du+
∫ ∞
0
fi(u) du = 0
para todo o i = 1, ..., n.
Uma vez que, por hipo´tese,
• se verificam as condic¸o˜es C.1 e C.2;
• a matriz n−1D−1/2n Cn e´ uniformemente definida positiva,
e que
• os erros do modelo verificam as condic¸o˜es de dependeˆncia forte;
• E[sgn(i)] = 0 para qualquer i = 1, ..., n,
enta˜o o Teorema C.2 de Fitzenberger (1997) permite concluir o resultado pretendido.

Note-se que a forma da matriz de covariaˆncias Vn da proposic¸a˜o anterior e´ conhe-
cida, mas as func¸o˜es densidade fi dos erros do modelo, bem como a matriz Σ, na˜o.
Por isso, e´ imposs´ıvel estimar a matriz Vn pelos me´todos tradicionais de infereˆncia.
Torna-se enta˜o necessa´rio recorrer a` metodologia bootstrap para aproximar a estrutura
de covariaˆncias do estimador LAD. Este tema voltara´ a ser abordado com mais detalhe
na subsecc¸a˜o 5.3.2.
5.2 Distribuic¸a˜o assinto´tica dos estimadores-MM
sob observac¸o˜es m-dependentes
Considere-se o modelo de regressa˜o linear apresentado em (5.1.1). Pela Definic¸a˜o
3.3.10, o estimador-MM de β, que se vai denotar por βˆMM , e´ o conjunto de todas as
soluc¸o˜es do estimador-M de equac¸a˜o
n∑
i=1
ρ′1
(
Zi − xTi βˆMM
σˆn
)
xi = 0,
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onde ρ′1 representa a derivada da func¸a˜o ρ1 e σˆn e´ a estimativa do estimador-S de escala,
a qual e´ o valor mı´nimo de σˆn(β) (com β a variar em Rp+1) que satisfaz a equac¸a˜o
1
n
n∑
i=1
ρ0
(
Zi − xTi β
σˆn(β)
)
= b,
onde b e´ a constante de afinac¸a˜o.
Quando os regressores sa˜o fixos e os erros do modelo sa˜o i.i.d., Salibian-Barrera
(2006) mostrou que os estimadores-MM sa˜o fortemente consistentes para β e que teˆm
uma distribuic¸a˜o assinto´tica normal. Contudo, a distribuic¸a˜o assinto´tica destes esti-
madores e´ desconhecida em situac¸o˜es onde existe uma estrutura de dependeˆncia nos
erros do modelo. Por isso, nesta secc¸a˜o apresenta-se uma metodologia que permite
estudar a distribuic¸a˜o assinto´tica dos estimadores-MM, quando os erros do modelo sa˜o
m-dependentes (vide Definic¸a˜o 5.1.1).
A abordagem que aqui vai ser feita assume um modelo mais geral do que o modelo
apresentado em (5.1.1). Neste caso estuda-se um processo espacial Z(s) m-dependente,
com domı´nio contido em R2, cuja amostra {Z(s1), Z(s2), ..., Z(sn)} se encontra disposta
ao longo de uma grelha regular do plano, tal como mostra a Figura 5.1. Assume-se
Figura 5.1: Representac¸a˜o das observac¸o˜es do processo Z(s), as quais esta˜o dispostas
ao longo de uma grelha regular.
ainda que o processo Z(s) pode ser representado atrave´s do modelo de regressa˜o linear
Z(si) =
p∑
j=0
βjfj(si) + δ(si), i = 1, ..., n, p ∈ N,
com E[Z(s)|s] = ∑pj=0 βjfj(s), onde δ(si) sa˜o os erros do modelo, que se supo˜e serem
m-dependentes, e fj sa˜o func¸o˜es que so´ dependem da localizac¸a˜o s.
83
Determinar a distribuic¸a˜o assinto´tica dos estimadores-MM de β = (β0, ..., βp) na˜o
e´ uma tarefa fa´cil, por causa da estrutura de dependeˆncia presente nos erros do mo-
delo. Contudo, a distribuic¸a˜o assinto´tica dos estimadores-MM, pode ser aproximada
atrave´s de uma forma espec´ıfica de reamostragem por bootstrap espacial. Note-se que
as metodologias bootstrap apresentadas no Cap´ıtulo 4 na˜o sa˜o adequadas a` resoluc¸a˜o
deste problema – como esses me´todos permitem a troca da posic¸a˜o relativa dos blocos
durante o processo de reamostragem, a relac¸a˜o que existe entre a varia´vel dependente
e os regressores do modelo e´ destru´ıda quando se permutam as observac¸o˜es. Conse-
quentemente, e´ necessa´rio considerar uma versa˜o bootstrap que na˜o altere a posic¸a˜o
relativa entre os blocos, durante o processo de reamostragem. Por isso, no seguimento,
utiliza-se um procedimento de reamostragem que e´ semelhante ao proposto por Lahiri
(2003). Nos pro´ximos para´grafos, descreve-se o me´todo bootstrap utilizado.
Tal como acontece com os procedimentos bootstrap para observac¸o˜es dependentes
no tempo, a metodologia bootstrap espacial que a seguir se considera, utiliza blocos
para aproximar a distribuic¸a˜o assinto´tica dos estimadores-MM. Os blocos preservam
no seu interior a estrutura de dependeˆncia do modelo. Neste caso, para que a estrutura
de m-dependeˆncia dos erros do modelo seja reflectida dentro de cada um dos blocos,
estes devem ser formados por observac¸o˜es pro´ximas entre si. De prefereˆncia, devem
ser formados por observac¸o˜es, cujas localizac¸o˜es estejam separadas por uma distaˆncia
euclidiana inferior a m, visto que m e´ a distaˆncia a partir da qual as observac¸o˜es se
podem considerar na˜o correlacionadas.
Atrave´s da Definic¸a˜o 5.1.1 (com a norma euclidiana) e´ poss´ıvel concluir que,
dado um ponto sj ∈ D, o conjunto de localizac¸o˜es s tais que as observac¸o˜es Z(sj)
e Z(s) podem ser correlacionadas, e´ definido pelo interior de uma circunfereˆncia de
centro em sj e de raio m. Enta˜o, poder-se-ia concluir que os blocos ideais teriam
a forma circular. No entanto, os blocos de forma circular na˜o se ajustam bem a`
disposic¸a˜o das localizac¸o˜es. Como as localizac¸o˜es esta˜o dispostas ao longo de uma
grelha regular do plano, os blocos de forma circular va˜o desprezar as localizac¸o˜es que se
encontram nos cantos da grelha e na˜o va˜o reamostrar essas observac¸o˜es. Por isso, va˜o-
-se considerar blocos de forma quadrangular, para ser poss´ıvel pavimentar a grelha da
amostra original. Portanto, para formar os blocos, propo˜e-se que a distaˆncia euclidiana
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seja substitu´ıda por outra distaˆncia d′ tal que
∀si,sj∈D d′(si, sj) = max
k=1,2
|si,k − sj,k|. (5.2.1)
Como consequeˆncia, os blocos passam a ser conjuntos da forma
bj = {(si, Z(si)) : d′(si, sj) ≤ L, 0 < L ≤ m},
que conteˆm as observac¸o˜es cujas localizac¸o˜es esta˜o no interior de quadrados centrados
em sj, j = 1, ..., n, e de lado C = 2L, tal como mostra a Figura 5.2.
Figura 5.2: Ilustrac¸a˜o dos blocos bootstrap formados usando a distaˆncia em (5.2.1) –
cada localizac¸a˜o sj traz consigo os pontos situados numa vizinhanc¸a de raio L.
Ao contra´rio do que acontece com a versa˜o bootstrap CMBB que foi proposta na
secc¸a˜o 4.3, nesta secc¸a˜o admite-se que a localizac¸a˜o dos blocos reamostrados na˜o se
altera na amostra bootstrap. A reamostragem e´ conseguida obtendo blocos que podem
estar sobrepostos. Isto permite que a posic¸a˜o relativa entre as observac¸o˜es se mantenha
nas amostras bootstrap e, por isso, a relac¸a˜o que existe entre a varia´vel dependente e
os regressores do modelo, e´ preservada.
Supor-se-a´ que todos os blocos conteˆm o mesmo nu´mero de observac¸o˜es, designado
por no. O nu´mero de blocos a reamostrar, nb, deve ser tal que, em cada amostra
bootstrap, se tenham tantas observac¸o˜es como na amostra original, isto e´, as amostras
bootstrap devem ter n observac¸o˜es. Portanto, o ideal seria reamostrar-se nb blocos,
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onde n = nb × no. No entanto, existem situac¸o˜es onde n na˜o e´ um mu´ltiplo de no,
por isso, quando tal acontece, determina-se nb como sendo o menor nu´mero inteiro que
satisfaz a condic¸a˜o nb × no ≥ n. Desse modo, fica assegurado que em cada amostra
bootstrap existem, pelo menos, tantas observac¸o˜es quantas as que existem na amostra
original.
Este me´todo de reamostragem vai ser designado por SFBB (do Ingleˆs Spatial Fixed
Blocks Bootstrap) e pode ser resumido no seguinte algoritmo.
Algoritmo para o SFBB :
1. Escolhe-se, ao acaso, uma das localizac¸o˜es contidas no conjunto {s1, s2, ..., sn} da
grelha da amostra original e denomina-se essa localizac¸a˜o por s∗j .
2. Com a localizac¸a˜o s∗j forma-se o bloco b
∗
j = {(si, Z(si)) : d′(si, s∗j) ≤ L, 0 < L ≤
m}, onde d′(si, sj) = maxk=1,2 |si,k − sj,k|.
3. Para fixar o nu´mero de observac¸o˜es por bloco, consideram-se apenas blocos com
no = maxj=1,...,nb{#b∗j} observac¸o˜es. Caso a observac¸a˜o seleccionada deˆ ori-
gem a um bloco com menos observac¸o˜es do que no, ignora-se essa observac¸a˜o
e selecciona-se outra, ao acaso.
4. Consideram-se sucessivos blocos b∗j , ate´ se obter a amostra bootstrap (b
∗
1, ..., b
∗
nb
).
O nu´mero total de blocos nb e´ o menor inteiro que satisfaz a condic¸a˜o nb×no ≥ n.
5. A partir da amostra bootstrap obte´m-se uma re´plica bootstrap βˆ
∗(b)
k do estimador-
-MM βˆk, para k = 0, ..., p.
6. Repetem-se os passos anteriores B vezes obtendo-se um conjunto de re´plicas
bootstrap
(
βˆ
∗(1)
k , ..., βˆ
∗(B)
k
)
do estimador-MM de βk, para k = 0, ..., p.
O conjunto das re´plicas bootstrap
(
βˆ
∗(1)
k , ..., βˆ
∗(B)
k
)
que se obte´m atrave´s deste pro-
cedimento permite aproximar a distribuic¸a˜o dos estimadores-MM de βk, para cada
k = 0, ..., p, nas condic¸o˜es assumidas de erros m-dependentes.
Para ilustrar esta metodologia, seguidamente apresenta-se um exemplo de simula-
c¸a˜o, no qual se aproxima a distribuic¸a˜o assinto´tica dos estimadores-MM, num contexto
de processos geoestat´ısticos.
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Exemplo 5.2.1. Com a package geoR do programa R, geraram-se observac¸o˜es do pro-
cesso geoestat´ıstico
Z(s1, s2) = β0 + β1s1 + β2s2 + δ(s1, s2), s = (s1, s2) ∈ D ⊂ R2,
onde os erros δ(s1, s2) do modelo foram gerados por um processo Gaussiano de me´dia
nula e de amplitude m igual a 5 unidades. Portanto, o processo Z(s) e´ m-dependente
com m = 5. Simularam-se amostras do processo ao longo de grelhas regulares do
plano e, para averiguar como varia a distribuic¸a˜o dos estimadores-MM a` medida que
a dimensa˜o da grelha aumenta, geraram-se amostras em grelhas de 10 × 10, 20 × 20,
30×30, 40×40, 50×50 e 60×60 localizac¸o˜es. Deste modo, analisou-se o comportamento
assinto´tico do estimador de acordo com a metodologia IDA (vide subsecc¸a˜o 2.3.1).
Para cada dimensa˜o da grelha geraram-se 100 amostras do processo Z(s).
Para aproximar a distribuic¸a˜o dos estimadores-MM dos coeficientes (βˆ0, βˆ1 e βˆ2),
utilizou-se o me´todo SFBB em cada uma das amostras geradas. Para que o bloco
fosse representativo da dependeˆncia entre observac¸o˜es, consideraram-se blocos de lado
igual a` distaˆncia m a partir da qual deixa de existir correlac¸a˜o. Assim, como se pode
ver pela Figura 5.2, para um valor de m igual a 5 unidades, tomou-se L = 2.5. As
estimativas obtidas com os estimadores-MM foram calculadas atrave´s da package roblm
do programa R, com as opc¸o˜es predefinidas.
Uma ana´lise preliminar dos resultados, sugeriu que a distribuic¸a˜o das re´plicas
bootstrap obtidas fosse aproximada pela distribuic¸a˜o normal. Essa constatac¸a˜o fez com
que se efectuasse um teste de ajustamento a` distribuic¸a˜o normal das re´plicas bootstrap.
Ou seja, com cada uma das amostras geradas e para cada k fixo, testou-se
H0 :
(
βˆ
∗(1)
k , ..., βˆ
∗(B)
k
)
proveˆm de uma distribuic¸a˜o normal univariada;
vs
H1 :
(
βˆ
∗(1)
k , ..., βˆ
∗(B)
k
)
na˜o proveˆm de uma distribuic¸a˜o normal univariada.
Em cada um dos testes efectuados, comec¸ou por se considerar a dimensa˜o da amostra
de 100 re´plicas bootstrap, ou seja, B = 100. Mesmo com este nu´mero de re´plicas
relativamente baixo, os resultados, que sa˜o apresentados na Tabela 5.1, foram bastante
satisfato´rios. Tendo em conta a dimensa˜o da amostra, utilizou-se o teste de ajustamento
de Lilliefors.
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As concluso˜es foram tomadas tendo em conta a distribuic¸a˜o emp´ırica dos valores-p
devolvidos pelos testes. Note-se que a hipo´tese da distribuic¸a˜o normal na˜o e´ rejeitada
para valores-p superiores ao n´ıvel de significaˆncia do teste.
A Figura 5.3 mostra os diagramas de extremos e quartis das distribuic¸o˜es emp´ıricas
dos valores-p obtidos, para as grelhas de dimensa˜o 10 × 10, 30 × 30 e 50 × 50. Os
resultados esta˜o apresentados, para cada estimador-MM βˆ0, βˆ1 e βˆ2, em func¸a˜o do lado
da grelha. Na figura e´ poss´ıvel observar que a grande maioria dos valores-p obtidos,
aponta para a na˜o rejeic¸a˜o da distribuic¸a˜o normal. Como era de esperar, a` medida que
a dimensa˜o da grelha aumenta, o nu´mero de valores-p pequenos vai diminuindo, isto
e´, a percentagem de rejeic¸o˜es da normalidade diminui.
Figura 5.3: Diagramas de extremos e quartis das distribuic¸o˜es emp´ıricas dos valores-
-p obtidos atrave´s dos testes de Lilliefors, para as grelhas de dimensa˜o 10× 10, 30× 30
e 50× 50.
Na Tabela 5.1 esta´ representada a percentagem de testes de Lilliefors que na˜o
rejeitaram a hipo´tese nula, para um n´ıvel de significaˆncia α = 5%. Enquanto que na
Figura 5.3 apenas se reproduzem os resultados relativos a treˆs dimenso˜es de grelha, na
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Tabela 5.1 sa˜o apresentados todos os casos considerados.
10× 10 20× 20 30× 30 40× 40 50× 50 60× 60
βˆ0 69 % 74 % 87 % 97 % 92 % 96 %
βˆ1 80 % 82 % 88 % 94 % 95 % 95 %
βˆ2 83 % 85 % 95 % 93 % 91 % 96 %
Tabela 5.1: Percentagem de testes de Lilliefors que na˜o rejeitaram a hipo´tese da dis-
tribuic¸a˜o normal das re´plicas bootstrap, para um n´ıvel de significaˆncia de α = 5%.
Da ana´lise da Tabela 5.1 observa-se que, a` medida que a dimensa˜o da grelha au-
menta, o nu´mero de rejeic¸o˜es da distribuic¸a˜o normal vai diminuindo, tal como ja´ se
podia concluir pela Figura 5.3.
Chama-se a` atenc¸a˜o para o facto de se demonstrar que, a` medida que a dimensa˜o
da grelha aumenta, os valores da Tabela 5.1 deverem convergir para a probabilidade
desses mesmos valores-p serem superiores ao n´ıvel de significaˆncia α. De facto, inter-
pretando o valor-p de um teste como uma varia´vel aleato´ria, sabe-se que ela segue uma
distribuic¸a˜o uniforme no intervalo ]0, 1[, supondo que se verifica a hipo´tese nula do
referido teste. Assim, os valores da Tabela 5.1 devem convergir para a probabilidade
de uma varia´vel aleato´ria com distribuic¸a˜o uniforme em ]0, 1[ ser superior a α = 5%,
isto e´, os valores devem convergir para 1− α = 95%. Efectivamente, os resultados da
Tabela 5.1 parecem confirmar as expectativas, uma vez que se aproximam rapidamente
dos 95%, em qualquer uma das linhas da tabela.
Outro pormenor que e´ de realc¸ar e´ que, para cada estimador fixo, os diagramas
de extremos e quartis dos valores-p (Figura 5.3) tornam-se cada vez mais sime´tricos a`
medida que a dimensa˜o da grelha aumenta; os quartis tambe´m se aproximam cada vez
mais do seu valor teo´rico na distribuic¸a˜o uniforme em ]0, 1[.
Como conclusa˜o, na˜o existem motivos para rejeitar a hipo´tese nula, aceitando-se
que a distribuic¸a˜o assinto´tica dos estimadores-MM, sob IDA, pode ser aproximada por
uma distribuic¸a˜o normal.
♦
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5.3 Um teste a` estacionaridade da me´dia
A estacionaridade da me´dia, como o pro´prio nome indica, e´ a propriedade que garante
que a me´dia de um processo Z(s) e´ constante em todo o seu domı´nio D ⊂ Rd, i.e.,
∀s∈D E[Z(s)] = µ ∈ R.
Como se pode ver na secc¸a˜o 1.2, sempre que as varia´veis aleato´rias do processo teˆm
momentos de primeira ordem, qualquer um dos tipos de estacionaridade que sa˜o geral-
mente considerados em Geoestat´ıstica assumem que esta propriedade se verifica. No
entanto, e´ fa´cil encontrar processos geoestat´ısticos onde a estacionaridade da me´dia e´
questiona´vel. Por exemplo, quando se observa a temperatura dos pa´ıses da Europa,
e´ claro que a` medida que se avanc¸a para norte, o valor que se espera obter nas tem-
peraturas registadas vai diminuindo. Por isso, e´ abusivo considerar que a me´dia das
temperaturas registadas e´ constante em toda a Europa.
O facto de se ignorar a falta de estacionaridade da me´dia constitui um problema
para a modelac¸a˜o geoestat´ıstica, pois se a me´dia de um processo na˜o for constante,
todos os procedimentos usuais de estimac¸a˜o perdem as suas boas propriedades.
Para confirmar a afirmac¸a˜o anterior, considere-se um processo Z(s) = µ(s) + δ(s),
onde µ(s) e´ uma func¸a˜o determin´ıstica na˜o constante (a chamada tendeˆncia), que
varia com a localizac¸a˜o s ∈ D ⊂ Rd, e δ(s) e´ um qualquer processo estaciona´rio de
segunda ordem com me´dia nula. Suponha-se que a falta de estacionaridade da me´dia
presente no processo Z(s) e´ ignorada e que se passa directamente a` estimac¸a˜o pontual
do variograma atrave´s do estimador de Matheron definido em (2.1.1). Deste modo,
para cada vector h ∈ Rd onde foi estimado o variograma, tem-se que
E[2γˆ(h)] =
1
#N(h)
∑
(si,sj)∈N(h)
E
[
(Z(si)− Z(sj))2
]
=
1
#N(h)
∑
(si,sj)∈N(h)
{
Var[Z(si)− Z(sj)] + E[Z(si)− Z(sj)]2
}
= 2γ(h) +
1
#N(h)
∑
(si,sj)∈N(h)
[µ(si)− µ(sj)]2.
Isto quer dizer que o estimador usual do variograma deixou de ser centrado, tendo um
enviesamento de 1
#N(h)
∑
(si,sj)∈N(h)[µ(si) − µ(sj)]2. Este enviesamento vai afectar a
estimac¸a˜o do variograma e, consequentemente, todos os procedimentos subsequentes.
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Sendo assim, torna-se imprescind´ıvel detectar as situac¸o˜es onde a estacionaridade
da me´dia na˜o se verifica de modo significativo, para que se possam adoptar procedi-
mentos adequados. Por exemplo, quando se detecta que um dado processo na˜o tem
a me´dia constante, existem me´todos conhecidos para remover a tendeˆncia, tornando
a me´dia constante em todo o domı´nio. Com isto obte´m-se um processo estaciona´rio,
onde e´ poss´ıvel utilizar os me´todos de infereˆncia tradicionais. No final da ana´lise es-
tat´ıstica, volta-se a adicionar a tendeˆncia, para se regressar ao processo original. Um
dos principais me´todos que tem por base esta ideia e´ designado por median polish. A
sua descric¸a˜o detalhada pode-se encontrar, por exemplo, em Cressie (1993).
No entanto, a decisa˜o de considerar que existe (ou na˜o) tendeˆncia e´ tomada com base
em crite´rios subjectivos. Cressie (1993) propoˆs algumas te´cnicas de ana´lise preliminar
de dados, que podem ajudar a detectar a auseˆncia da estacionaridade da me´dia, em
processos onde o domı´nio e´ um subconjunto do plano R2. Essa proposta aplica-se a
observac¸o˜es dispostas ao longo de grelhas regulares, e consiste em analisar as me´dias
e as medianas das linhas e/ou das colunas de observac¸o˜es do processo. Assim, caso
se pretenda fazer a analise da me´dia do processo na direcc¸a˜o das linhas, calcula-se
a me´dia e a mediana amostrais das observac¸o˜es de cada coluna. Depois averigua-se
como estas variam de coluna para coluna, ou seja, na direcc¸a˜o das linhas. Isto permite
detectar alguma tendeˆncia ao longo das linhas. Pode-se utilizar o mesmo racioc´ınio
para averiguar se existe alguma tendeˆncia na direcc¸a˜o das colunas.
Segundo Cressie (1993), o facto das observac¸o˜es na˜o estarem dispostas ao longo de
uma grelha regular na˜o e´ impeditivo de se fazer esta ana´lise. Para tal, basta aproximar
as localizac¸o˜es por pontos de uma grelha regular, considerando que cada localizac¸a˜o
pertence a` linha e a` coluna que lhe esta˜o mais pro´ximas.
Este tipo de ana´lise permite ficar com uma ideia de como varia a me´dia de um pro-
cesso de domı´nio bidimensional na direcc¸a˜o das suas linhas e/ou colunas. No entanto,
a decisa˜o continua a ser subjectiva, uma vez que depende da opinia˜o de quem esta´ a
fazer a ana´lise. Por outro lado, o principal objectivo de Cressie quando sugere este
me´todo, e´ o de detectar a presenc¸a de observac¸o˜es at´ıpicas na amostra, tendo em conta
a eventual diferenc¸a entre a me´dia e a mediana amostrais. A ana´lise na˜o e´ aproveitada
para efectuar um teste estat´ıstico a` estacionaridade da me´dia.
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Tendo em conta a importaˆncia da existeˆncia de um teste que permita confirmar a
estacionaridade da me´dia, de seguida desenvolve-se uma proposta que tem por base
um me´todo de projecc¸o˜es. Esse me´todo e´ semelhante ao atra´s referido como sugesta˜o
de Cressie para detectar observac¸o˜es at´ıpicas; vai ser u´til para reformular a questa˜o da
estacionaridade da me´dia.
5.3.1 A metodologia do teste
Considere-se um processo univariado Z(s) com domı´nio D ⊂ Rd. Para facilitar a a-
presentac¸a˜o, vai-se considerar que o domı´nio D e´ um subconjunto do plano R2. No
entanto, este teste pode ser generalizado a outras dimenso˜es, nomeadamente a R3.
Ao longo do teste sera´ utilizada a noc¸a˜o de m-dependeˆncia, a qual e´ expressa
em termos da covariaˆncia. Por esse motivo, suponha-se ainda que a estrutura de
dependeˆncia de Z(s) e´ traduzida por um covariograma isotro´pico
C(h) = Cov[Z(s + h), Z(s)], ∀s∈D, ∀h∈R2 tal que s + h ∈ D.
Como foi referido na subsecc¸a˜o 1.3.1, uma vez que Z(s) tem covariograma, enta˜o ele
apresenta, no mı´nimo, uma amplitude pra´tica m ∈ [0,+∞[; por outro lado, ao assumir
que o covariograma e´ isotro´pico, m e´ constante em todas as direcc¸o˜es. Portanto, se
duas varia´veis aleato´rias do processo Z(s) esta˜o separadas por uma distaˆncia superior
a m, elas sa˜o consideradas na˜o correlacionadas, isto e´, o processo Z(s) e´ considerado
m-dependente (vide Definic¸a˜o 5.1.1).
Dado um processo Z(s) que verifica as hipo´teses referidas anteriormente, apresen-
ta-se um teste para confirmar se a me´dia de Z(s) e´ constante em todo o domı´nio D (ou
seja, se a estacionaridade da me´dia se verifica), contra a hipo´tese alternativa de que
existe uma tendeˆncia polinomial em Z(s). Note-se que, como qualquer func¸a˜o cont´ınua
pode ser aproximada por uma func¸a˜o polinomial, apenas se consideram tendeˆncias do
tipo polinomial na hipo´tese alternativa. Formalmente, o que se pretende e´ efectuar o
seguinte teste de hipo´teses
H0 : ∀si,sj∈D E[Z(si)] = E[Z(sj)] = µ ∈ R;
vs
H1 : ∀s∈D E[Z(s)] = g(s), onde g e´ uma func¸a˜o polinomial na˜o constante.
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Para efectuar o teste considera-se uma amostra {Z(s1), Z(s2), ..., Z(sn)} do pro-
cesso Z(s), cujas localizac¸o˜es esta˜o dispostas ao longo de uma grelha regular do plano,
tal como mostra a Figura 5.1. O teste e´ efectuado com o aux´ılio de um me´todo de
projecc¸o˜es, o qual transforma as observac¸o˜es {Z(s1), Z(s2), ..., Z(sn)} da amostra em
pares ordenados {(x1, Z1), ..., (xn, Zn)}. Ao tomar projecc¸o˜es, o teste e´ enquadrado
num problema de regressa˜o, o que permite utilizar estimadores robustos. Em particu-
lar, permite a utilizac¸a˜o do LAD e dos estimadores-MM, os quais foram estudados nas
secc¸o˜es 5.1 e 5.2.
5.3.2 O me´todo das projecc¸o˜es
Na presente subsecc¸a˜o sugere-se a utilizac¸a˜o de um procedimento baseado em pro-
jecc¸o˜es ortogonais, de modo a transformar as localizac¸o˜es das observac¸o˜es da amostra,
que sa˜o multidimensionais, em nu´meros reais. A ideia fundamental deste me´todo reside
no facto de que, se existir uma tendeˆncia polinomial em Z(s), enta˜o existe pelo menos
uma recta l onde, para qualquer localizac¸a˜o s ∈ l, a func¸a˜o
g: l ⊂ R2 −→ R
s 7−→ g(s) = E[Z(s)]
e´ uma func¸a˜o polinomial na˜o constante. Assim, para averiguar se existe uma tendeˆncia
polinomial num dado processo Z(s) (a partir de uma amostra {Z(s1), Z(s2), ..., Z(sn)}),
poder-se-ia testar, para todas as rectas definidas pelas localizac¸o˜es {s1, s2, ..., sn} da
amostra, se a func¸a˜o g e´, ou na˜o, uma func¸a˜o polinomial na˜o constante. No entanto,
este procedimento na˜o seria adequado, uma vez que o nu´mero de rectas definidas pelas
localizac¸o˜es da amostra pode ser bastante grande e, para ale´m disso, cada uma dessas
rectas, geralmente, conte´m um nu´mero muito pequeno de localizac¸o˜es/observac¸o˜es, o
que torna praticamente imposs´ıvel a realizac¸a˜o de qualquer teste.
Uma maneira de ultrapassar esta dificuldade consiste em agrupar todas as rectas
que teˆm a mesma direcc¸a˜o, numa u´nica recta, a` custa de projecc¸o˜es ortogonais. Este
procedimento evita uma ana´lise separada de cada uma das rectas e permite juntar um
nu´mero elevado de observac¸o˜es por cada direcc¸a˜o, por forma a que seja poss´ıvel efectuar
um teste em cada uma das direcc¸o˜es consideradas. A ideia e´ semelhante a` de Cressie
(1993) que foi apresentada na secc¸a˜o 5.3. No entanto, Cressie apenas considerou
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projecc¸o˜es ortogonais na direcc¸a˜o das linhas/colunas da grelha das localizac¸o˜es. Na
metodologia que aqui se propo˜e, considera-se um conjunto de direcc¸o˜es com interesse e
faz-se uma projecc¸a˜o ortogonal em cada uma dessas direcc¸o˜es. As projecc¸o˜es ortogonais
va˜o permitir que se fac¸a o teste a` estacionaridade da me´dia, em cada uma das direcc¸o˜es
pretendidas.
Para facilitar a apresentac¸a˜o do me´todo das projecc¸o˜es, e´ necessa´rio introduzir
alguma notac¸a˜o. Assim, considere-se a direcc¸a˜o do vector unita´rio ~e = h0/ ‖h0‖ ,
e denote-se por l~e uma recta representativa de todas as rectas com a direcc¸a˜o de
h0. Sejam x1, ..., xn os pontos obtidos atrave´s da projecc¸a˜o ortogonal das localizac¸o˜es
s1, ..., sn sobre a recta l~e e denotem-se por Zi as varia´veis aleato´rias Z(si), para i =
1, ..., n.
A Figura 5.4 ilustra o me´todo das projecc¸o˜es ao longo da direcc¸a˜o do vector ~e. Do
lado esquerdo da figura, e´ poss´ıvel visualizar a localizac¸a˜o si e a sua correspondente
projecc¸a˜o ortogonal xi sobre a recta l~e. Do lado direito da mesma figura, e´ poss´ıvel
ver como as projecc¸o˜es ortogonais das observac¸o˜es, da˜o origem a uma nova amostra,
na qual se pode definir o modelo de regressa˜o das observac¸o˜es Zi sobre as projecc¸o˜es
xi das localizac¸o˜es (i = 1, ..., n). A representac¸a˜o gra´fica das projecc¸o˜es num diagrama
de dispersa˜o tambe´m tem a vantagem de, numa ana´lise preliminar, sugerir formas
espec´ıficas para E[Z(s)].
Figura 5.4: Ilustrac¸a˜o do me´todo das projecc¸o˜es. Com as projecc¸o˜es ortogonais das
localizac¸o˜es da amostra original sobre a recta l~e, forma-se uma nova amostra onde se
pode definir um modelo de regressa˜o.
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O conjunto dos pares ordenados {(x1, Z1), ..., (xn, Zn)} da nova amostra permite
testar se a func¸a˜o g~e : R → R, que e´ definida por g~e(x) = E[Z(x)|x], e´ ou na˜o uma
func¸a˜o polinomial constante. Para cada direcc¸a˜o fixa do vector ~e, e´ poss´ıvel efectuar
esse teste recorrendo a um modelo de regressa˜o linear, onde
g~e(x) = E[Z(x)|x] = β0 +
p∑
k=1
βkx
k, p ∈ N, (5.3.1)
com Zi = β0 +
p∑
k=1
βkx
k
i + i e E[i|xi] = 0, para i = 1, ..., n.
O teste e´ efectuado testando o valor dos coeficientes do modelo de regressa˜o, isto e´,
H0 : ∀k∈{1,...,p} βk = 0 vs H1 : ∃k∈{1,...,p} βk 6= 0. (5.3.2)
Se, em alguma das direcc¸o˜es consideradas, existirem motivos para rejeitar a hipo´tese
nula, enta˜o e´ porque a func¸a˜o g~e(x) na˜o e´ constante ao longo dessa direcc¸a˜o. Isto
significa que existem pelo menos dois pontos si e sj pertencentes ao domı´nio D, tais
que E[Z(si)] 6= E[Z(sj)], o que leva a concluir que o processo Z(s) na˜o apresenta
estacionaridade da me´dia. Se, por outro lado, a hipo´tese nula na˜o for rejeitada em
qualquer uma das direcc¸o˜es consideradas, poder-se-a´ aceitar que o processo Z(s) apre-
senta estacionaridade da me´dia. E´ de salientar que na˜o interessa testar o paraˆmetro
β0, uma vez que este na˜o contribui para a existeˆncia (ou na˜o) de tendeˆncia.
Como se supo˜e que as localizac¸o˜es da amostra do processo Z(s) sa˜o fixas, enta˜o
as suas projecc¸o˜es ortogonais xi tambe´m o sa˜o. Como o processo Z(s) e´ considerado
m-dependente, enta˜o as observac¸o˜es Zi e, consequentemente, os erros i do modelo
de regressa˜o, tambe´m o va˜o ser (i = 1, ..., n). Portanto, o me´todo das projecc¸o˜es
transforma o teste da estacionaridade da me´dia, num conjunto de testes efectuados em
modelos de regressa˜o linear, com regressores fixos e erros m-dependentes. Sendo assim,
o modelo de regressa˜o linear caracterizado por (5.3.1) e´ ideˆntico ao do ponto (5.1.1),
que foi considerado nas secc¸o˜es 5.1 e 5.2. Por isso, os estimadores apresentados nessas
duas secc¸o˜es, podem ser utilizados para efectuar o teste (5.3.2).
Contudo, tal como se referiu anteriormente, as matrizes de covariaˆncias, quer dos
estimadores-MM, quer do estimador LAD, sa˜o dif´ıceis de estimar atrave´s da metodolo-
gia tradicional, dada a estrutura de dependeˆncia revelada pelos erros do modelo. Deste
modo, seguidamente apresenta-se uma metodologia bootstrap, baseada no me´todo das
95
projecc¸o˜es, que permite aproximar a matriz de covariaˆncias de βˆLAD e de βˆMM . Como
a metodologia e´ a mesma para ambos os estimadores, a partir de agora, βˆ vai repre-
sentar, quer βˆLAD, quer βˆMM .
A metodologia bootstrap que se utiliza para aproximar a matriz de covariaˆncias
de βˆ e´ a SFBB apresentada na secc¸a˜o 5.2 para aproximar a distribuic¸a˜o assinto´tica
dos estimadores-MM, sob condic¸o˜es de m-dependeˆncia. No entanto, para recorrer a`s
projecc¸o˜es, existe uma etapa interme´dia na sua aplicac¸a˜o (em relac¸a˜o ao que foi descrito
anteriormente). Logo, todos os argumentos que sa˜o va´lidos para justificar a utilizac¸a˜o
da metodologia bootstrap SFBB da secc¸a˜o 5.2 va˜o permanecer va´lidos para esta secc¸a˜o.
Assim, os blocos bootstrap continuam a ser formados com as observac¸o˜es do pro-
cesso original Z(s), uma vez que sa˜o essas observac¸o˜es que revelam a estrutura de
dependeˆncia original. Depois de formar um bloco de observac¸o˜es do processo original
atrave´s da distaˆncia d′ definida em (5.2.1), tal como foi explicado na secc¸a˜o 5.2, utili-
za-se o me´todo das projecc¸o˜es para transformar esse bloco, num outro bloco formado
por observac¸o˜es do modelo de regressa˜o linear, tal como mostra a Figura 5.5.
Figura 5.5: Esquema da construc¸a˜o dos blocos bootstrap.
Resumindo, depois de seleccionar aleatoriamente a observac¸a˜o s∗j e de formar o
bloco sobre a amostra original do processo Z(s), utiliza-se o me´todo das projecc¸o˜es
para obter o bloco associado, o qual e´ formado pelas observac¸o˜es (xi, Zi), onde xi e´ a
projecc¸a˜o ortogonal de si sobre a recta l~e e Zi e´ igual a` correspondente varia´vel aleato´ria
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Z(si) da amostra de Z(s). Cada bloco e´ enta˜o formado por
b∗j = {(xi, Z(si)) : d′(s?j , si) ≤ L}. (5.3.3)
A metodologia bootstrap que se utiliza para aproximar a matriz de covariaˆncias Vn
do estimador βˆ, pode ser sumariada nos seguintes passos:
1. Escolhe-se, ao acaso, uma das localizac¸o˜es {s1, s2, ..., sn} da grelha da amostra
original de Z(s) e denomina-se essa localizac¸a˜o de s∗j .
2. Com a localizac¸a˜o s∗j forma-se o bloco b
∗
j = {(xi, Z(si)) : d′(s∗j , si) ≤ L, 0 < L ≤
m}, onde d′(si, sj) = maxk=1,2 |si,k − sj,k|.
3. Para fixar o nu´mero de observac¸o˜es por bloco, consideram-se apenas blocos com
no = maxj=1,...,nb{#b∗j} observac¸o˜es. Caso a observac¸a˜o seleccionada deˆ ori-
gem a um bloco com menos observac¸o˜es do que no, ignora-se essa observac¸a˜o
e selecciona-se outra.
4. Consideram-se blocos b∗j sucessivos ate´ se obter a amostra bootstrap (b
∗
1, ..., b
∗
nb
). O
nu´mero total de blocos nb e´ o menor inteiro que satisfaz a condic¸a˜o nb × no ≥ n.
5. A partir da amostra bootstrap obte´m-se uma re´plica bootstrap βˆ
∗(b)
k do estimador
βˆk, para k = 1, ..., p.
6. Repetem-se os passos anteriores B vezes obtendo-se um conjunto de re´plicas
bootstrap
(
βˆ
∗(1)
k , ..., βˆ
∗(B)
k
)
do estimador de βk, para k = 1, ..., p.
Como se referiu, em relac¸a˜o a` secc¸a˜o 5.2, apenas foi alterado o passo nu´mero 2,
por forma a incorporar o me´todo das projecc¸o˜es.
Com as re´plicas bootstrap
(
βˆ
∗(1)
k , ..., βˆ
∗(B)
k
)
, e´ poss´ıvel obter uma estimativa da
matriz de covariaˆncias do estimador βˆ,Vn. Deste modo, para qualquer k = 1, ..., p e
l = 1, ..., p, o elemento da k-e´sima linha e da l-e´sima coluna de Vn e´ dado por
V̂n[k, l] = Ĉov[βˆk, βˆl] =
1
B
B∑
j=1
(βˆ
?(j)
k − βˆk)(βˆ?(j)l − βˆl). (5.3.4)
No caso particular de k ser igual a l, isto e´, na diagonal principal da matriz V̂n, en-
contram-se as estimativas da variaˆncia dos estimadores βˆk, as quais va˜o ser denotadas
por sˆ2
βˆk
.
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Deste modo, ficam reunidas as condic¸o˜es para que seja poss´ıvel aplicar os resultados
estabelecidos nas secc¸o˜es 5.1 e 5.2, sobre a distribuic¸a˜o assinto´tica do LAD e dos
estimadores-MM. Enta˜o, o teste (5.3.2) pode ser efectuado recorrendo ao facto de
βˆ
L−→Np(β, V̂n). (5.3.5)
Note-se que, deste modo, a questa˜o de testar a estacionaridade da me´dia e´ recolo-
cada no contexto de testes parame´tricos em populac¸o˜es normais, o que facilita a sua
aplicac¸a˜o/divulgac¸a˜o.
5.3.3 Algoritmo do teste
O teste a` estacionaridade da me´dia efectua-se quando, numa ana´lise preliminar de
dados, se suspeitar da existeˆncia de tendeˆncia no processo Z(s). Quando isto acontece,
deve-se encontrar a direcc¸a˜o, ou as direcc¸o˜es, onde essa tendeˆncia e´ mais pronunciada e
efectuar o teste (5.3.2) ao longo dessas direcc¸o˜es. A regia˜o cr´ıtica do teste vai depender,
quer do grau p (p ≥ 1) do polino´mio colocado na hipo´tese alternativa, quer do nu´mero
de direcc¸o˜es N ∈ N onde se pretende efectuar o teste. Sendo assim, nesta secc¸a˜o
apresentam-se, sucessivamente, as regio˜es cr´ıticas do teste a` estacionaridade da me´dia,
para diferentes valores de N e de p.
A primeira situac¸a˜o estudada e´ a mais simples e corresponde ao caso em que ha´ a
suspeita de uma tendeˆncia linear (p = 1) numa u´nica direcc¸a˜o – pretende-se efectuar
o teste (5.3.2) apenas numa direcc¸a˜o, ou seja, para p = N = 1.
Neste caso, faz-se um teste do tipo
H0 : β1 = 0 vs H1 : β1 6= 0,
na direcc¸a˜o escolhida.
Assumindo a distribuic¸a˜o assinto´tica normal do estimador βˆ1, a regia˜o cr´ıtica do
teste, a um n´ıvel de significaˆncia α (0 < α < 1), e´ formada pelas amostras que da˜o
origem a grandes valores absolutos de βˆ1, mais precisamente,
RC1,1 =
{
(z(s1), ..., z(sn)) :
∣∣∣∣∣ βˆ1sˆβˆ1
∣∣∣∣∣ > q1−α/2
}
, (5.3.6)
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onde sˆβˆ1 e´ a estimativa bootstrap do desvio padra˜o de βˆ1 determinada por (5.3.4) e
q1−α/2 e´ o quantil 1− α/2 da distribuic¸a˜o normal standardizada.
Considere-se agora que se pretende averiguar se existe uma tendeˆncia linear (p = 1)
em mais do que uma direcc¸a˜o, isto e´, que se pretende efectuar o teste (5.3.2) para p = 1
e N > 1 finito.
Nesta situac¸a˜o, e´ necessa´rio verificar se existe tendeˆncia linear em todas as N di-
recc¸o˜es consideradas. Por isso e´ preciso testar
H0,i : β1,i = 0 vs H1,i : β1,i 6= 0,
em cada direcc¸a˜o i = 1, ..., N . Tendo em conta que ha´ interesse em testar simultanea-
mente as N hipo´teses garantindo o n´ıvel de significaˆncia α, ha´ a necessidade de utilizar
o me´todo de reunia˜o-intersecc¸a˜o, o qual se passa a descrever.
No teste que se esta´ a considerar, apenas se aceita que o processo Z(s) tem esta-
cionaridade da me´dia quando todas as hipo´teses H0,i na˜o sa˜o rejeitadas ou, por outras
palavras, so´ se rejeita a hipo´tese nula quando pelo menos uma das H0,i e´ rejeitada.
Portanto, a hipo´tese nula do teste para todas as direcc¸o˜es e´ a conjunc¸a˜o das hipo´teses
nulas de cada uma das direcc¸o˜es consideradas. Assim, o teste e´ explicitado como
H0 :
N∧
i=1
(β1,i = 0) vs H1 :
N∨
i=1
(β1,i 6= 0).
Logo, a regia˜o cr´ıtica do teste e´ formada por todas as observac¸o˜es que fazem com que
pelo menos um dos βˆ1,i tenha um valor absoluto elevado, ou seja, por
RC1,N =
{
(z(s1), ..., z(sn)) :
∣∣∣∣∣ βˆ1,1sˆβˆ1,1
∣∣∣∣∣ > q1,N ∨ ... ∨
∣∣∣∣∣ βˆ1,Nsˆβˆ1,N
∣∣∣∣∣ > q1,N
}
. (5.3.7)
Assumindo que as N direcc¸o˜es sa˜o escolhidas a priori de uma forma indepen-
dente, enta˜o as estat´ısticas βˆ1,1
sˆβˆ1,1
, ...,
βˆ1,N
sˆβˆ1,N
tambe´m podem ser consideradas independen-
tes. Consequentemente, os quantis q1,N sa˜o iguais para todas as N direcc¸o˜es e a regia˜o
cr´ıtica RC1,N pode ser reescrita na forma
RC1,N =
{
(z(s1), ..., z(sn)) : max
i=1,...,N
∣∣∣∣∣ βˆ1,isˆβˆ1,i
∣∣∣∣∣ > q1,N
}
.
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Por outro lado, quando se verifica a hipo´tese nula, cada
βˆ1,i
sˆβˆ1,i
, i = 1, ..., N, segue uma
distribuic¸a˜o assinto´tica normal standardizada. Enta˜o, o valor de q1,N e´ obtido atrave´s
do quantil 1− α da varia´vel aleato´ria max
i=1,...,N
∣∣∣∣∣ βˆ1,isˆβˆ1,i
∣∣∣∣∣ , a qual tem f.d.p. dada por
F (x) =
{
0 if x < 0
(2Φ(x)− 1)N if x ≥ 0
,
onde, como e´ usual, Φ(x) representa a f.d.p. normal standardizada.
Por fim, resta analisar o caso geral, correspondente a` suspeita de uma tendeˆncia
polinomial de grau p > 1 em N direcc¸o˜es.
Neste caso, o teste e´ explicitado atrave´s de
H0 :
p∧
k=1
N∧
i=1
(βk,i = 0) vs H1 :
p∨
k=1
N∨
i=1
(βk,i 6= 0).
Para determinar a regia˜o cr´ıtica do teste note-se que, para um i fixo (i = 1, ..., N),
as distribuic¸o˜es de βˆ1,i, βˆ2,i, ..., βˆp,i sa˜o geralmente dependentes, dado que sa˜o os estima-
dores dos coeficientes do modelo de regressa˜o. Para ale´m disso, a matriz de covariaˆncias
de βˆi = (βˆ1,i, βˆ2,i, ..., βˆp,i), geralmente e´ diferente de direcc¸a˜o para direcc¸a˜o.
Para ultrapassar estes problemas, considere-se o vector pN -dimensional βˆpN que e´
constitu´ıdo por todos os vectores p-dimensionais βˆi de todas as N direcc¸o˜es, ou seja,
βˆpN = vec(βˆ1, ..., βˆN).
Sob a hipo´tese nula, o vector βˆpN tem uma distribuic¸a˜o assinto´tica normal multivariada,
com vector me´dio nulo e matriz de covariaˆncias V̂. A matriz de covariaˆncias V̂ e´ uma
matriz diagonal por blocos. Os blocos que se encontram na diagonal principal sa˜o as
matrizes V̂n,i denotadas por V̂n em (5.3.4).
Os quantis da regia˜o cr´ıtica do teste sa˜o determinados tendo em conta que
V̂
− 1
2 βˆpN
L−→NpN(0, IpN),
onde IpN representa a matriz identidade de ordem pN.
Neste caso, tambe´m se pode efectuar um teste para cada βk,i, separadamente (k =
1, ..., p e i = 1, ..., N). Quando se opta por essa via, e´ necessa´rio fazer uma correcc¸a˜o ao
n´ıvel de significaˆncia de cada teste, de acordo com o n´ıvel de significaˆncia pretendido
para o teste global. Para tal, pode-se utilizar, por exemplo, a correcc¸a˜o de Bonferroni.
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5.3.4 Exemplo de aplicac¸a˜o a um conjunto de dados reais
Nesta secc¸a˜o ilustra-se a aplicac¸a˜o do teste a` estacionaridade da me´dia, proposto na
secc¸a˜o anterior, num contexto de observac¸o˜es reais. Os dados foram recolhidos num
montado de Portel (Alto Alentejo, Portugal), durante o projecto europeu MEDAFOR
(ENV4-CT97-0686), cujos resultados esta˜o publicados em Shakesby, Coelho, Schna-
bel, Keizer, Clarke, Contador, Walsh, Ferreira e Doerr (2002). Um dos objectivos do
projecto era o estudo da humidade volume´trica do solo. Sendo assim, o processo Z(s)
que a seguir se analisa, representa a percentagem de humidade do solo presente na
localizac¸a˜o s ∈ D ⊂ R2. Na Figura 5.6 pode-se visualizar a amostra recolhida, a qual
e´ constitu´ıda por 180 observac¸o˜es, dispostas ao longo de uma grelha regular do plano,
de 20 linhas e 9 colunas. Quer as linhas, quer as colunas da grelha, encontram-se sepa-
radas por uma distaˆncia de 5 metros. Isto significa que as localizac¸o˜es esta˜o dispostas
nos ve´rtices de quadrados com 5 metros de lado.
Figura 5.6: Representac¸a˜o da amostra do processo de concentrac¸o˜es de humidade do
solo.
A Figura 5.6 mostra que, na direcc¸a˜o do vector ~i = (1, 0) (direcc¸a˜o do eixo Ox),
parece na˜o haver motivos para colocar em causa a estacionaridade da me´dia. Contudo,
isto na˜o e´ ta˜o o´bvio na direcc¸a˜o de ~j = (0, 1) (direcc¸a˜o do eixo Oy). Esta u´ltima
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direcc¸a˜o, leva mesmo a pensar que existe uma tendeˆncia linear em Z(s). Consequen-
temente, decidiu-se efectuar um teste a` estacionaridade da me´dia do processo Z(s),
tendo em conta as duas direcc¸o˜es principais de ~i e de ~j que sa˜o definidas pela grelha
das localizac¸o˜es. Na hipo´tese alternativa supo˜e-se que existe uma tendeˆncia do tipo
linear, traduzida por uma recta de regressa˜o, logo p = 1. Portanto, a regia˜o cr´ıtica do
teste sera´ da forma (5.3.7), com N = 2.
Para efectuar o teste, estimou-se o coeficiente de regressa˜o β1, ou seja, o declive,
em ambas as direcc¸o˜es, quer usando o LAD, quer usando um estimador-MM.
Na direcc¸a˜o de ~i obteve-se βˆLAD = −0.076 e βˆMM = −0.072. Na direcc¸a˜o de ~j
obteve-se βˆLAD = −0.098 e βˆMM = −0.081.
As estimativas foram obtidas atrave´s do software R. Utilizou-se a package quantreg
para determinar βˆLAD e a package roblm para determinar βˆMM . Ambas as packages
foram utilizadas com as opc¸o˜es existentes por defeito.
Na Figura 5.7 podem-se visualizar as projecc¸o˜es ortogonais em ambas as direcc¸o˜es
consideradas e as correspondentes rectas de regressa˜o, obtidas atrave´s do estimador
LAD (linha a tracejado) e do estimador-MM (linha a cheio). As estimativas LAD e
Figura 5.7: Diagramas de dispersa˜o das projecc¸o˜es na direcc¸a˜o do vector ~i = (1, 0) (a`
esquerda) e na direcc¸a˜o do vector ~j = (0, 1) (a` direita). As rectas a tracejado foram
obtidas com o estimador LAD e as rectas a cheio com o estimador-MM.
as estimativas MM encontram-se bastante pro´ximas, e ambas parecem indicar que na˜o
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existe estacionaridade da me´dia em Z(s). Resta agora determinar os desvios padra˜o
dos estimadores, para se poder tirar a conclusa˜o do teste.
Para estimar sˆβˆ1,~i
e sˆβˆ1,~j
e´ preciso utilizar a metodologia bootstrap SFBB. Como no
projecto MEDAFOR a amplitude de Z(s) foi estimada em 5.3 metros, considerou-se que
Z(s) e´ um processo m-dependente, com m = 5.3. Deste modo, para preservar a estru-
tura de dependeˆncia dentro de cada um dos blocos bootstrap em (5.3.3), considerou-se
que os blocos seriam formados com L = m = 5.3. Com o estimador bootstrap obteve-se,
para o estimador LAD, sˆβˆ1,~i
= 0.067 e sˆβˆ1,~j
= 0.039, e para o estimador-MM obteve-se
sˆβˆ1,~i
= 0.059 e sˆβˆ1,~j
= 0.023.
O ponto cr´ıtico da regia˜o cr´ıtica (5.3.7) para o n´ıvel de significaˆncia α = 5% e´
aproximadamente igual a q1,2 = 2.24. Consequentemente verifica-se que, na direcc¸a˜o
de ~j, e para o estimador LAD,∣∣∣∣∣ βˆLADsˆβˆ1,~j
∣∣∣∣∣ =
∣∣∣∣−0.0980.039
∣∣∣∣ ≈ 2.5 > 2.24.
Por outro lado, na direcc¸a˜o de ~j, e para o estimador-MM tem-se que∣∣∣∣∣ βˆMMsˆβˆ1,~j
∣∣∣∣∣ =
∣∣∣∣−0.0810.023
∣∣∣∣ ≈ 3.5 > 2.24.
Apresentando ainda o mesmo resultado em termos do valor-p, com o estimador LAD
obteve-se um valor-p de 2.5%, e com o estimador-MM obteve-se um valor-p de aproxi-
madamente 0%.
Portanto, quer com o estimador LAD, quer com o estimador-MM conclui-se que,
com base na amostra recolhida e com o n´ıvel de significaˆncia 5%, encontram-se motivos
para rejeitar a hipo´tese nula, ou seja, fazendo o teste com qualquer um dos estimadores,
e´ de rejeitar a hipo´tese de estacionaridade da me´dia de Z(s), aceitando-se que o processo
Z(s) possui uma tendeˆncia. Recomenda-se assim a utilizac¸a˜o de um me´todo de remoc¸a˜o
da tendeˆncia, tal como a median polish sugerida em Cressie (1993).
Ainda recorrendo ao mesmo conjunto de observac¸o˜es, tambe´m e´ poss´ıvel efectuar
o teste a` estacionaridade da me´dia, utilizando apenas a direcc¸a˜o suspeita de ~j. Neste
caso, o procedimento e´ semelhante, mas a regia˜o cr´ıtica do teste vai ser da forma
(5.3.6). Assim, com o estimador LAD obte´m-se um valor-p do teste igual a 1.2%. Por
outro lado, com o estimador-MM obte´m-se um valor-p de aproximadamente 0%. Deste
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modo, para o n´ıvel de significaˆncia de 5%, as concluso˜es do teste anterior manteˆm-se
para ambos os estimadores, isto e´, quer com o estimador LAD, quer com o estima-
dor-MM, com base na amostra recolhida, rejeita-se a existeˆncia de estacionaridade da
me´dia em Z(s).
Cap´ıtulo 6
Estimac¸a˜o robusta do variograma
Neste cap´ıtulo faz-se um estudo detalhado da estimac¸a˜o do variograma, tendo em vista
a obtenc¸a˜o de um estimador que consiga ser robusto e que, simultaneamente, consiga
ter boa eficieˆncia em modelos normais.
Em primeiro lugar, comec¸a por se fazer notar a falta de robustez do procedimento
tradicional na estimac¸a˜o do variograma. De seguida, apresentam-se algumas propostas
robustas de estimac¸a˜o do variograma, ja´ publicadas na literatura sobre o assunto.
Contudo, essas propostas podem ser melhoradas em termos de eficieˆncia, como se vera´
ao longo do presente cap´ıtulo.
Sendo assim, desenvolve-se uma metodologia baseada em mu´ltiplos variogramas
obtidos com a mesma amostra, que permite aumentar a eficieˆncia dos estimadores
robustos do variograma. O estimador proposto, que se vai designar por estimador de
mu´ltiplos variogramas, e´ estudado em relac¸a˜o a`s suas propriedades. O trabalho efectua-
do permitiu detectar situac¸o˜es, onde a identificabilidade dos paraˆmetros do variograma
na˜o esta´ assegurada. Assim, estabelecem-se condic¸o˜es que garantem a unicidade de
soluc¸a˜o do estimador de mu´ltiplos variogramas. Essas condic¸o˜es permanecem va´lidas,
quando se estima o variograma pelo processo tradicional.
6.1 Estimac¸a˜o robusta e etapas de estimac¸a˜o do va-
riograma
A grande maioria dos procedimentos usuais em infereˆncia estat´ıstica tem boas pro-
priedades no que diz respeito a` consisteˆncia e a` eficieˆncia em modelos normais, mas
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o mesmo na˜o se verifica em relac¸a˜o a` robustez. Em Geoestat´ıstica, esta constatac¸a˜o
prevalece. De facto, o procedimento usual de estimac¸a˜o do variograma tem boas pro-
priedades (vide Cap´ıtulo 2) mas na˜o e´ um procedimento robusto.
Analisando a metodologia usual desse ponto de vista, e´ necessa´rio considerar, se-
paradamente, cada uma das etapas da estimac¸a˜o, concretamente:
• a obtenc¸a˜o das estimativas pontuais do variograma, atrave´s do estimador de
Matheron, na primeira etapa;
• a estimac¸a˜o dos paraˆmetros do modelo de variograma, por mı´nimos quadrados,
na segunda etapa.
Considere-se a primeira etapa da estimac¸a˜o. Como se pode ver no ponto (2.1.1), o
estimador de Matheron e´ constru´ıdo a partir de me´dias dos quadrados dos incrementos
do processo. O facto das me´dias amostrais na˜o serem robustas faz com que o estima-
dor de Matheron tambe´m na˜o seja robusto. Por isso, tal como a me´dia amostral, o
estimador pontual do variograma que e´ mais utilizado, tem ponto de ruptura nulo e
func¸a˜o de influeˆncia ilimitada (como e´ realc¸ado em Schabenberger e Gotway (2005)).
Como o ponto de ruptura do estimador de Matheron e´ nulo, basta existir uma
observac¸a˜o at´ıpica na amostra do processo Z(s), para que as estimativas do variograma
sejam afectadas. Pore´m, as consequeˆncias da estimac¸a˜o na˜o robusta do variograma
podem ser ainda mais graves do que quando se estima de forma na˜o robusta outro
tipo de paraˆmetros. Como exemplo, refira-se que o efeito de um u´nico erro grosseiro
na amostra e´ ampliado no ca´lculo dos incrementos, uma vez que cada observac¸a˜o
contribui para o ca´lculo de diversos incrementos do processo. De facto, uma observac¸a˜o
at´ıpica numa amostra de n elementos entra no ca´lculo de n − 1 incrementos; enta˜o
essa observac¸a˜o at´ıpica vai dar origem a n − 1 incrementos at´ıpicos. Deste modo,
se o processo considerado tiver variograma isotro´pico, uma observac¸a˜o at´ıpica numa
amostra de n observac¸o˜es, da´ origem a n−1 incrementos at´ıpicos num total de n(n−1)/2
incrementos, os quais sa˜o utilizados para estimar o variograma. Assim, para uma
observac¸a˜o at´ıpica, obte´m-se uma proporc¸a˜o de 2 incrementos at´ıpicos por cada n
incrementos que sa˜o utilizados na estimac¸a˜o pontual do variograma. Logo, e´ necessa´rio
ter em atenc¸a˜o, que as observac¸o˜es at´ıpicas se replicam no ca´lculo dos incrementos,
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tendo um efeito maior do que a` partida era de esperar.
Na Figura 6.1 procura-se ilustrar o efeito que a ampliac¸a˜o das observac¸o˜es at´ıpicas
(provocado pelo ca´lculo dos incrementos) tem sobre o estimador de Matheron. Esta
figura foi constru´ıda com a mesma amostra que foi utilizada para obter as estimativas
pontuais do semivariograma da Figura 2.1, substituindo apenas uma das observac¸o˜es.
Em particular, substituiu-se uma observac¸a˜o da amostra do processo (que foi seleccio-
Figura 6.1: Estimativas pontuais do semivariograma calculadas com a mesma amostra
usada na Figura 2.1, apo´s a substituic¸a˜o de uma u´nica observac¸a˜o.
nada aleatoriamente), por outra igual a cinquenta vezes o ma´ximo da amostra.
Como se veˆ na Figura 6.1, a observac¸a˜o discordante alterou completamente todas
as estimativas pontuais do semivariograma. A alterac¸a˜o foi ta˜o forte que deixa de se
notar o padra˜o de dependeˆncia evidenciado na Figura 2.1. Uma ana´lise preliminar
baseada na Figura 6.1, possivelmente, conduziria o analista a supor que as observac¸o˜es
do processo tinham uma estrutura de dependeˆncia completamente diferente da que as
gerou, ou que poderia nem haver interesse na estimac¸a˜o do variograma.
Os procedimentos que se utilizam tradicionalmente na segunda etapa da estimac¸a˜o
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do variograma tambe´m na˜o sa˜o robustos. De facto, os estimadores de mı´nimos qua-
drados (simples ou com a ponderac¸a˜o sugerida em Cressie (1993)) teˆm func¸a˜o de in-
flueˆncia ilimitada e ponto de ruptura nulo (vide Hampel et al. (1986)). Portanto, se as
estimativas pontuais do variograma estiverem contaminadas, o estimador de mı´nimos
quadrados tambe´m vai reflectir essa contaminac¸a˜o nas estimativas dos paraˆmetros do
modelo.
Contudo, na˜o adianta usar um estimador robusto na segunda etapa da estimac¸a˜o,
sem acautelar a estimac¸a˜o robusta na primeira etapa; quando o efeito ampliador das
observac¸o˜es at´ıpicas resulta na ma´ estimac¸a˜o pontual do variograma, mesmo que seja
usado um estimador robusto na segunda etapa, na˜o sera´ poss´ıvel que ele capte a es-
trutura de dependeˆncia da amostra original. Portanto, o ponto de ruptura de todo
o procedimento passa a ser nulo, uma vez que apenas uma observac¸a˜o at´ıpica conse-
gue destruir o resultado final da estimac¸a˜o do variograma. Por exemplo, na ilustrac¸a˜o
considerada na Figura 6.1, um estimador robusto iria produzir estimativas baseadas
apenas nos pontos a´ı representados graficamente, os quais ja´ na˜o revelam a estrutura
de dependeˆncia da amostra original.
Em face do que se acabou de referir, e´ de concluir que, quando se pretende um
estimador robusto do variograma, e´ imprescind´ıvel que se utilize estimac¸a˜o robusta
logo na primeira etapa de estimac¸a˜o.
Admitindo que e´ usado um estimador robusto na primeira fase da estimac¸a˜o, enta˜o,
pelo pro´prio conceito de robustez, as estimativas pontuais na˜o devera˜o ter sido muito
afectadas por algum afastamento em relac¸a˜o a`s hipo´teses assumidas no modelo. Deste
modo, e´ poss´ıvel abordar a segunda etapa de estimac¸a˜o do variograma, ou seja, a
estimac¸a˜o dos paraˆmetros do modelo de variograma, como se todas as hipo´teses inicial-
mente assumidas, se verificassem aproximadamente. Concluindo, e´ poss´ıvel utilizar um
procedimento na˜o robusto na segunda etapa de estimac¸a˜o, sem prejudicar a robustez
do me´todo no seu todo. Procedendo desse modo, a robustez do estimador que se usa
na primeira etapa, vai definir as caracter´ısticas de robustez do processo no seu todo.
Apesar disso, a estimac¸a˜o dos paraˆmetros do modelo de variograma (segunda etapa)
tambe´m pode ser feita atrave´s de um me´todo robusto. De facto, podem-se utilizar,
simultaneamente, me´todos robustos na primeira e na segunda etapas de estimac¸a˜o do
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variograma. Contudo, em modelos normais, quanto mais robusto for um estimador,
menos eficiente ele se torna. Isto significa que, quando se utiliza um estimador robusto
na primeira etapa da estimac¸a˜o, a utilizac¸a˜o de um estimador robusto na segunda etapa,
leva a` perda de eficieˆncia do estimador global; e geralmente na˜o traz grande vantagem
do ponto de vista da robustez. Consequentemente, na maior parte dos processos, o
aumento da robustez do me´todo da segunda etapa, na˜o compensa a perda de eficieˆncia
do estimador global.
Concluindo: para obter um estimador do variograma simultaneamente robusto e
com eficieˆncia elevada, e´ de considerar um estimador pontual do variograma robusto,
para resistir bem a` quebra das hipo´teses do modelo, e um me´todo de estimac¸a˜o dos
paraˆmetros do modelo de variograma o mais eficiente poss´ıvel, pois a robustez na
segunda etapa na˜o e´ muito relevante.
Posto isto, seguidamente apresentam-se alguns estimadores pontuais do variograma
que sa˜o robustos e que teˆm muito relevo na literatura.
6.2 Alguns estimadores pontuais robustos
Uma das primeiras propostas para tornar robusto o estimador pontual do variograma
surgiu em Cressie e Hawkins (1980). A ideia consistiu em remover o quadrado dos
incrementos presente no estimador de Matheron (vide ponto (2.1.1)), uma vez que este
aumenta, significativamente, o impacto negativo que os incrementos at´ıpicos provocam
no estimador.
Se o processo Z(s) for Gaussiano, enta˜o
Z(si)− Z(sj)√
2γ(si − sj)
∼ N(0, 1);
donde, elevando ao quadrado, se obte´m que
(Z(si)− Z(sj))2
2γ(si − sj) ∼ χ
2
1. (6.2.1)
Os autores verificaram que a raiz quarta de (Z(si)− Z(sj))2, i.e. |Z(si)− Z(sj)|
1
2 ,
e´ uma varia´vel aleato´ria com distribuic¸a˜o aproximadamente normal, de me´dia
E[|Z(si)− Z(sj)|
1
2 ] ≈ Γ(0.75)
2
√
pi
× γ(si − sj)1/4,
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onde Γ(x) representa a func¸a˜o Gama tradicional. Como consequeˆncia, tambe´m verifi-
caram que o valor esperado de 1
#N(h)
∑
(si,sj)∈N(h)
|Z(si)− Z(sj)|
1
2
4 ,
(onde N(h) e´ o conjunto definido em (2.1.2)), e´ aproximadamente igual a
2γ(h)×
(
0.457 +
0.494
#N(h)
+
0.045
(#N(h))2
)
.
Deste resultado obte´m-se um estimador do variograma emp´ırico de expressa˜o
2γ¯(h) =
(
1
#N(h)
∑
(si,sj)∈N(h) |Z(si)− Z(sj)|
1
2
)4
0.457 + 0.494
#N(h)
+ 0.045
(#N(h))2
.
Contudo, observando a expressa˜o anterior, e´ poss´ıvel verificar que o termo
0.045/(#N(h))2 afecta muito pouco as estimativas, principalmente quando #N(h)
e´ elevado. Por isso, Cressie e Hawkins (1980) decidiram definir o estimador
2γˆCH(h) =
(
1
#N(h)
∑
(si,sj)∈N(h) |Z(si)− Z(sj)|
1
2
)4
0.457 + 0.494
#N(h)
. (6.2.2)
Este estimador apresenta algumas boas propriedades:
• e´ aproximadamente centrado em processos Gaussianos;
• os termos |Z(si)− Z(sj)|
1
2 sa˜o menos correlacionados do que os termos (Z(si)−
Z(sj))
2 do estimador de Matheron (vide Hawkins (1981)).
A u´ltima propriedade traz vantagens quando se efectuam ca´lculos, para os quais e´
necessa´rio assumir a independeˆncia dos incrementos (embora se saiba que ela na˜o e-
xiste). Situac¸o˜es como essa ocorrem, por exemplo, na segunda fase de estimac¸a˜o do
variograma, ao utilizar o estimador de mı´nimos quadrados ponderados, em substituic¸a˜o
do estimador de mı´nimos quadrados generalizados.
Para ale´m disso, o estimador de Cressie e Hawkins atenua o efeito de incrementos
contaminados. De facto, os incrementos extremos sa˜o atenuados pelas ra´ızes quadradas,
o que na˜o acontece com o estimador de Matheron. Como consequeˆncia, os incrementos
at´ıpicos teˆm um impacto substancialmente maior sobre o estimador de Matheron do
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que sobre o estimador de Cressie e Hawkins. Este facto levou Cressie e Hawkins (1980)
a apelidarem o seu estimador de robusto. No entanto, de facto, o estimador na˜o e´
robusto, dado que tem func¸a˜o de influeˆncia ilimitada e ponto de ruptura nulo (vide
Genton (1998a)).
Assim, de acordo com os crite´rios de robustez actualmente reconhecidos e referidos
no Cap´ıtulo 3, nem o estimador de Matheron, nem o estimador de Cressie e Hawkins,
sa˜o robustos.
Por outro lado, o estimador de Cressie e Hawkins na˜o e´ muito eficiente – Genton
(1998a) refere que a eficieˆncia do estimador de Cressie e Hawkins sob modelos normais
e´ de apenas 69.3%.
Uma maneira de melhorar a robustez dos estimadores acima referidos, consiste em
substituir as me´dias que entram nas suas definic¸o˜es, pelas correspondentes medianas.
Uma vez que, sob as hipo´teses usuais e tendo em atenc¸a˜o (6.2.1),
(Z(si)− Z(sj))2 ∼ χ21 × 2γ(si − sj),
enta˜o o quantil amostral de ordem θ de (Z(si)− Z(sj))2 estima F−1χ21 (θ)× 2γ(si − sj),
onde F−1
χ21
(θ) representa o quantil de ordem θ da distribuic¸a˜o do qui-quadrado com um
grau de liberdade. Daqui se obte´m um estimador pontual do variograma definido por
2γˆQ(h) = Qθ
{
(Z(si)− Z(sj))2 : (si, sj) ∈ N(h)
}
/F−1
χ21
(θ),
onde N(h) e´ o conjunto definido em (2.1.2) e Qθ{.} denota o quantil emp´ırico de ordem
θ. No caso particular de θ = 1/2, obte´m-se o estimador baseado na mediana
2γˆQ(h) = Mediana
{
(Z(si)− Z(sj))2 : (si, sj) ∈ N(h)
}
/0.4549, (6.2.3)
o qual resulta do estimador de Matheron, substituindo a me´dia aritme´tica pela media-
na.
Fazendo o mesmo racioc´ınio no estimador de Cressie e Hawkins e substituindo a
me´dia pela mediana, obte´m-se
2γ¯(h) =
[
Mediana
{
|Z(si)− Z(sj)|1/2 : (si, sj) ∈ N(h)
}]4
/0.4549.
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No entanto, tal como refere Cressie (1993), este estimador e´ equivalente ao (6.2.3). Na
realidade, como a func¸a˜o f(x) = x1/4 e´ mono´tona crescente para todo o x > 0, se o
nu´mero de observac¸o˜es for elevado, tem-se que
Mediana
{
(Z(si)− Z(sj))2
} ≈ [Mediana{|Z(si)− Z(sj)|1/2}]4 .
O estimador pontual do variograma 2γˆQ apresentado em 6.2.3 que e´ baseado na
mediana, e´ centrado, tem func¸a˜o de influeˆncia limitada e tem um ponto de ruptura de
50% na distribuic¸a˜o dos incrementos (ma´ximo ponto de ruptura). Apesar de revelar
boas propriedades no que diz respeito a` robustez, este estimador tem como desvan-
tagem, uma baixa eficieˆncia, uma vez que a mediana amostral tem uma eficieˆncia de
apenas 63,7% em modelos normais.
Uma vez que os estimadores ate´ agora referidos, ou na˜o sa˜o robustos, ou teˆm baixa
eficieˆncia em modelos normais, Genton (1998a) sugeriu um estimador pontual do va-
riograma robusto e com eficieˆncia elevada. A ideia fundamental consistiu em estimar
directamente a variaˆncia dos incrementos, utilizando um estimador de escala robusto
e com boa eficieˆncia em modelos normais. Assim, Genton utilizou o estimador Qn de
escala, proposto por Rousseeuw e Croux (1993), o qual foi apresentado na subsecc¸a˜o
3.3.4.
Quando se aplica o estimador Qn ao conjunto de incrementos separados por um
vector h, i.e. N(h), esta´-se a estimar de forma robusta o desvio padra˜o dos incrementos,
ou seja, esta´-se a estimar a raiz quadrada do variograma em h. Assim, considere-se
que
X1 = Z(s1)− Z(s1 + h);
X2 = Z(s2)− Z(s2 + h);
...
X#N(h) = Z(s#N(h))− Z(s#N(h) + h).
De acordo com a definic¸a˜o do estimador Qn apresentada em (3.3.6), este estimador
toma a forma
Q#N(h) = c× {|Z(si)− Z(si + h)− (Z(sj)− Z(sj + h))| : i < j}(k),
onde k =
(
[#N(h)/2]+1
2
)
e c = 2.2191.
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Portanto, para estimar o variograma, ou seja, a variaˆncia dos incrementos, basta
considerar o estimador
2γˆG(h) = Q
2
#N(h). (6.2.4)
O estimador (6.2.4) e´ designado por estimador Qn de Genton.
O estimador Qn de Genton, contrariamente aos que foram abordados anteriormente,
apresenta um enviesamento positivo em amostras com poucas observac¸o˜es, ou seja,
quando #N(h) e´ pequeno. Por isso, se #N(h) for pequeno, deve-se utilizar um factor
de correcc¸a˜o do enviesamento. Croux e Rousseeuw (1992) apresentaram os factores de
correcc¸a˜o do enviesamento do estimador 2γˆG(h) para #N(h) < 40.
Tal como refere Genton (1998a), este estimador do variograma e´ consistente, tem
uma eficieˆncia assinto´tica em modelos normais de 82%, um ponto de ruptura de 50%
na distribuic¸a˜o dos incrementos e uma func¸a˜o de influeˆncia limitada, com γ∗(Qn; Φ) =
2.069 na distribuic¸a˜o normal standardizada. Repare-se que o ponto de ruptura apre-
sentado, refere-se ao nu´mero de incrementos at´ıpicos, e na˜o ao nu´mero de observac¸o˜es
at´ıpicas do processo que podem existir na amostra original. Em Genton (2001) e´ apre-
sentado um estudo de simulac¸a˜o, que indica que 2γˆG(h) resiste ate´ cerca de 30% de
observac¸o˜es at´ıpicas na amostra do processo Z(s).
As propriedades enunciadas, fazem com que o estimador Qn de Genton seja o esti-
mador pontual do variograma que melhor consegue conciliar a robustez com a eficieˆncia
em modelos normais.
6.3 Uma populac¸a˜o de variogramas emp´ıricos
O conjunto de estimativas pontuais do variograma, que e´ obtido atrave´s da amostra
do processo Z(s), designa-se frequentemente por variograma emp´ırico. No seguimento,
utilizar-se-a´ essa designac¸a˜o, quando o conjunto de estimativas pontuais do variograma
for encarado como um instrumento de ana´lise preliminar de dados.
Nesta secc¸a˜o, apresenta-se um me´todo de ana´lise preliminar de dados, que per-
mite fazer conjecturas sobre o variograma teo´rico que melhor modela um determinado
conjunto de dados. Como foi visto no Cap´ıtulo 2, o variograma emp´ırico e´ uma
ferramenta crucial nessa escolha do modelo de variograma. Tambe´m e´ a partir do
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variograma emp´ırico que, posteriormente, se estimam os paraˆmetros desconhecidos do
modelo de variograma escolhido.
Teoricamente, o variograma emp´ırico e´ encarado como sendo u´nico, ou seja, cada
amostra concreta do processo Z(s) da´ origem a apenas um variograma emp´ırico. Mas
isto so´ acontece, quando cada ponto do variograma emp´ırico e´ determinado exacta-
mente pelas localizac¸o˜es que esta˜o separadas pelo vector h ∈ Rd. Contudo, na grande
maioria das aplicac¸o˜es, o variograma emp´ırico na˜o se obte´m exactamente deste modo,
dado que e´ frequente encontrarem-se vectores que separam poucos pares de localizac¸o˜es.
Consequentemente, o variograma emp´ırico e´ determinado a` custa de regio˜es de to-
leraˆncia dos vectores h. Isto significa que, um ponto de um variograma emp´ırico e´
determinado por todos os pares de localizac¸o˜es que esta˜o separadas por vectores que,
de algum modo, esta˜o pro´ximos de h. Por exemplo, em processos de variograma
isotro´pico, a proximidade e´ medida em termos de ‖h‖ , como foi referido na secc¸a˜o 2.1.
A ideia que preside a` utilizac¸a˜o de regio˜es de toleraˆncia, resume-se a ter em conta
que, se o vector si − sj esta´ pro´ximo do vector s′i − s′j, enta˜o os valores do variograma
nesses vectores, tambe´m devem ser pro´ximos entre si, i.e., 2γ(si − sj) ≈ 2γ(s′i − s′j).
Assim, e´ adequado e conveniente agrupar os vectores pro´ximos, para obter um dado
ponto do variograma emp´ırico.
Uma das situac¸o˜es em que se torna imprescind´ıvel a utilizac¸a˜o de regio˜es de toleraˆn-
cia, ocorre quando as localizac¸o˜es da amostra esta˜o dispostas de uma forma irregular.
Nesse caso, e´ bastante frequente encontrarem-se vectores que separam apenas um par
de localizac¸o˜es, ou seja, existe apenas um par (si, sj) tal que si − sj = h. Por isso, o
variograma emp´ırico deve ser determinado atrave´s de regio˜es de toleraˆncia.
Apesar das regio˜es de toleraˆncia serem amplamente utilizadas na pra´tica, elas ge-
ram alguma ambiguidade no variograma emp´ırico. Mais precisamente, cada regia˜o de
toleraˆncia considerada, da´ origem a um variograma emp´ırico diferente. A Figura 6.2
representa esta ambiguidade. Nela podem-se observar quatro variogramas emp´ıricos,
que foram obtidos a partir da mesma amostra de um processo de variograma isotro´pico.
Todos os variogramas emp´ıricos foram determinados pela expressa˜o (2.1.1). A u´nica
diferenc¸a de representac¸a˜o para representac¸a˜o, reside nas regio˜es de toleraˆncia consi-
deradas. E´ poss´ıvel verificar que, apesar dos quatro variogramas emp´ıricos exibirem
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Figura 6.2: Quatro variogramas emp´ıricos obtidos a partir da mesma amostra de um
processo Z(s) de variograma isotro´pico, variando apenas as regio˜es de toleraˆncia.
sensivelmente o mesmo tipo de padra˜o, existe uma variabilidade diferente em cada um
deles – compare-se, por exemplo, o do canto superior esquerdo com o do canto inferior
direito da figura.
Surge assim a motivac¸a˜o para considerar um conjunto de variogramas emp´ıricos
que se podem obter a partir de uma amostra fixa, em vez de ter em conta apenas um
variograma emp´ırico.
Considere-se assim o conjunto Ω de todos os variogramas emp´ıricos distintos, que
podem ser obtidos a partir de uma amostra {Z(s1), ..., Z(sn)} do processo Z(s), vari-
ando apenas as regio˜es de toleraˆncia consideradas. O conjunto Ω pode ser encarado
como uma populac¸a˜o de variogramas emp´ıricos da amostra {Z(s1), ..., Z(sn)}.
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Tal como foi referido na secc¸a˜o 2.1, ao construir as regio˜es de toleraˆncia, ha´ que ter
em atenc¸a˜o alguns aspectos – as regio˜es na˜o devem ser muito pequenas, para evitar que
incluam poucos incrementos do processo; tambe´m na˜o devem ser muito grandes, pois
perde-se informac¸a˜o sobre a estrutura de dependeˆncia presente dentro de cada regia˜o,
tornando o variograma emp´ırico mais grosseiro.
O processo usual de escolha do modelo de variograma, e´ baseado apenas num
u´nico variograma emp´ırico de Ω. Mas, e´ poss´ıvel considerar uma amostra aleato´ria
(2γˆ1, ..., 2γˆB) de variogramas emp´ıricos da populac¸a˜o Ω e, a partir dessa amostra, fa-
zer conjecturas sobre o modelo de variograma adequado. Note-se que, no passado,
esta abordagem teria sido invia´vel devido a dificuldades computacionais. No entanto,
o desenvolvimento dos meios informa´ticos, criou condic¸o˜es para que, actualmente, se
explore esta via com grande facilidade.
A Figura 6.3 ilustra a sugesta˜o anteriormente apresentada. Nela pode-se visualizar
o gra´fico obtido representando, simultaneamente, cinquenta variogramas emp´ıricos, cal-
culados a partir da mesma amostra que foi utilizada para construir a Figura 6.2. Como
se pode verificar, ha´ vantagem em considerar uma amostra de variogramas emp´ıricos,
pois evidencia melhor a estrutura de dependeˆncia existente e facilita a posterior selecc¸a˜o
do modelo de variograma.
Se o estimador usado para obter as estimativas pontuais do variograma for centrado,
tal como e´ o estimador de Matheron, todos os variogramas emp´ıricos pertencentes a`
populac¸a˜o Ω teˆm valor esperado aproximadamente igual ao variograma do processo
Z(s), isto e´,
∀2γˆ∈Ω ∀h∈D2γˆ E[2γˆ(h)] ≈ 2γ(h),
onde D2γˆ representa o conjunto dos vectores onde 2γˆ foi determinado. Repare-se
que, todos os variogramas emp´ıricos da amostra aleato´ria (2γˆ1, ..., 2γˆB) sa˜o apenas
aproximadamente centrados, uma vez que as regio˜es de toleraˆncia podem introduzir
algum enviesamento nas estimativas pontuais.
O me´todo de reamostrar mu´ltiplos variogramas emp´ıricos a partir de uma u´nica
amostra, tambe´m e´ u´til para obter uma aproximac¸a˜o inicial para os paraˆmetros do
modelo de variograma em questa˜o. Para tal, deve-se utilizar um estimador robusto,
por motivos ja´ analisados na secc¸a˜o 6.1. Assim, na construc¸a˜o de cada variograma
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Figura 6.3: Cinquenta variogramas emp´ıricos obtidos atrave´s de (2.1.1), a partir da
mesma amostra da Figura 6.2.
emp´ırico, recomenda-se, por exemplo, a utilizac¸a˜o do estimador Qn de Genton. As
estimativas pontuais obtidas, revelam uma aproximac¸a˜o inicial resistente, que e´ u´til
para estimar os paraˆmetros do modelo de variograma.
Como se referiu, a obtenc¸a˜o de mu´ltiplos variogramas emp´ıricos facilita a escolha
do modelo e a obtenc¸a˜o de estimativas iniciais para os paraˆmetros desse modelo. No
entanto, por razo˜es que se explicam no seguimento, esse conjunto de variogramas pon-
tuais, na˜o deve ser utilizado como ponto de partida para a segunda etapa da estimac¸a˜o.
De facto, caso se considerasse o conjunto formado por todos os pontos, obtidos
com todos os diferentes variogramas emp´ıricos, ficar-se-ia com uma nuvem de pontos,
a qual era constitu´ıda por observac¸o˜es com uma estrutura de dependeˆncia demasiado
complexa – por um lado, os variogramas emp´ıricos sa˜o independentes entre si; mas
por outro lado, cada variograma e´ constitu´ıdo por observac¸o˜es correlacionadas. Desse
modo, numa u´nica representac¸a˜o, passariam a figurar observac¸o˜es correlacionadas e
na˜o correlacionadas, sem distinc¸a˜o. Assim, na˜o haveria garantias de que os me´todos a
usar na segunda fase de estimac¸a˜o, gozassem de boas propriedades.
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Pelos motivos expostos, o me´todo apresentado na presente secc¸a˜o, na˜o tem como
objectivo a estimac¸a˜o dos paraˆmetros do modelo de variograma. A sua utilidade reve-
la-se numa fase inicial de ana´lise preliminar de dados, quando se pretende investigar
qual o modelo de variograma que e´ mais adequado, ou quando se pretende encontrar
uma aproximac¸a˜o inicial para os seus paraˆmetros.
6.4 O estimador de mu´ltiplos variogramas
Nesta secc¸a˜o, apresenta-se um me´todo de estimac¸a˜o do variograma que consegue con-
ciliar boas propriedades de robustez com boa eficieˆncia em modelos normais. A me-
todologia, que sera´ designada por estimador de mu´ltiplos variogramas, desenvolve-se
em quatro etapas distintas. A primeira e a segunda etapas sa˜o semelhantes a`s etapas
de estimac¸a˜o tradicional do variograma, isto e´, consistem na estimac¸a˜o pontual do va-
riograma (mas usando um me´todo robusto), seguida da estimac¸a˜o dos paraˆmetros do
modelo. Na terceira etapa, fazem-se variar os pontos onde o variograma e´ estimado,
repetindo as etapas anteriores em cada caso; assim, obte´m-se um conjunto de estima-
tivas dos paraˆmetros do modelo de variograma (obtidas de forma robusta). Por fim,
a u´ltima etapa consiste em determinar a estimativa final do variograma, com base no
conjunto de estimativas do variograma ja´ dispon´ıveis. O nome ”estimador de mu´ltiplos
variogramas”e´ motivado pela terceira etapa do processo.
6.4.1 Metodologia
Tendo em conta os argumentos apresentados na secc¸a˜o 6.1, para que o resultado fi-
nal da estimac¸a˜o do variograma seja robusto, deve-se utilizar um estimador robusto
logo na primeira etapa de estimac¸a˜o do variograma, quando se determina o conjunto
das estimativas pontuais, qualquer que seja o me´todo a utilizar na segunda etapa de
estimac¸a˜o. Sendo assim, para que o estimador global do variograma tenha boas pro-
priedades, quer no que toca a` robustez, quer no que diz respeito a` eficieˆncia em modelos
normais, deve-se considerar um estimador pontual do variograma que seja simultanea-
mente robusto e com boa eficieˆncia e, na segunda fase, um estimador dos paraˆmetros
do modelo de variograma que seja o mais eficiente poss´ıvel.
118
O estimador pontual do variograma que melhor consegue conciliar boas proprieda-
des de robustez com boa eficieˆncia em modelos normais e´ o estimador Qn de Genton,
como ja´ foi referido na secc¸a˜o 6.2. Sendo assim, considera-se que este e´ o estimador
mais indicado para proceder a` estimac¸a˜o pontual do variograma (primeira etapa de
estimac¸a˜o).
Por outro lado, em Lahiri et al. (2002) foi demonstrado que o me´todo dos mı´nimos
quadrados generalizados (GLS ) e´ o me´todo mais eficiente para a estimac¸a˜o dos pa-
raˆmetros do modelo de variograma, assumindo a dependeˆncia entre observac¸o˜es de
um processo Gaussiano. No entanto, em termos pra´ticos, o GLS e´ bastante dif´ıcil de
implementar, mesmo quando se utiliza o estimador de Matheron na primeira etapa
da estimac¸a˜o. As dificuldades surgem, porque a matriz de covariaˆncias do estimador
pontual do variograma depende do pro´prio variograma que se esta´ a estimar, e porque
a forma dessa matriz e´ muito complicada, mesmo quando os modelos sa˜o normais. Isto
torna imposs´ıvel a utilizac¸a˜o dos GLS, principalmente quando as estimativas pontuais
do variograma sa˜o obtidas atrave´s de um estimador robusto. Genton (1998b) refere que
a matriz de covariaˆncias do estimador Qn e´ imposs´ıvel de determinar analiticamente,
mesmo quando as observac¸o˜es do processo sa˜o independentes. O me´todo dos mu´ltiplos
variogramas vai permitir contornar a dificuldade de utilizac¸a˜o dos GLS.
Uma das ideias fundamentais que estiveram na base da proposta do estimador de
mu´ltiplos variogramas foi sugerida pelo artigo de Lahiri et al. (2002). Nesse artigo,
os autores mostram que, sob certas condic¸o˜es de regularidade, o estimador GLS tem
a mesma eficieˆncia assinto´tica do que o estimador de mı´nimos quadrados pondera-
dos (WLS ), ou do que o estimador de mı´nimos quadrados usuais (OLS ), desde que
a estimac¸a˜o seja efectuada utilizando um nu´mero de estimativas pontuais igual ao
nu´mero de paraˆmetros que se pretendem estimar no modelo de variograma. Por isso,
desde que se tenha um estimador consistente do variograma na primeira etapa de es-
timac¸a˜o, calculado num nu´mero de pontos igual ao nu´mero de paraˆmetros do modelo
de variograma, enta˜o, a` medida que o nu´mero de observac¸o˜es da amostra aumenta,
a utilizac¸a˜o do OLS, do WLS ou do GLS, na segunda etapa, conduz a`s mesmas pro-
priedades assinto´ticas do estimador global, uma vez que aqueles estimadores sa˜o todos
assintoticamente eficientes.
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Contudo, para que o estimador global do variograma tenha boas propriedades, na˜o
basta considerar um nu´mero de estimativas pontuais (obtidas com um estimador ro-
busto) igual ao nu´mero de paraˆmetros desconhecidos do modelo e, de seguida, estimar
os paraˆmetros do modelo por OLS. E´ preciso ter em conta que, quando se utiliza
este me´todo sem as devidas precauc¸o˜es, podem-se obter resultados muito pouco preci-
sos. Repare-se que o nu´mero de paraˆmetros desconhecidos do modelo de variograma
e´ bastante pequeno, normalmente na ordem dos treˆs paraˆmetros. Consequentemente,
como o nu´mero de estimativas pontuais do variograma tem que ser igual ao nu´mero de
paraˆmetros a estimar, va˜o existir muito poucas observac¸o˜es para estimar os paraˆmetros
do modelo de variograma.
Uma das consequeˆncias imediatas da existeˆncia de poucas estimativas pontuais do
variograma e´ a poss´ıvel falta de identificabilidade dos paraˆmetros do modelo. Isto quer
dizer que, se as estimativas pontuais do variograma na˜o satisfizerem algumas condic¸o˜es
de regularidade, a soluc¸a˜o de mı´nimos quadrados pode na˜o ser u´nica. Por isso, e´
fundamental estabelecer condic¸o˜es sobre as estimativas pontuais do variograma, para
que a soluc¸a˜o de mı´nimos quadrados seja u´nica. Este tema vai ser desenvolvido na
subsecc¸a˜o 6.4.2.
A poss´ıvel existeˆncia de soluc¸o˜es mu´ltiplas no me´todo dos mı´nimos quadrados,
na˜o e´ o u´nico problema que pode ocorrer. De facto, no procedimento tradicional de
estimac¸a˜o, e´ usual considerarem-se mais observac¸o˜es do que paraˆmetros. Ao conside-
rar tantas estimativas pontuais do variograma quanto os paraˆmetros, isso implica um
aumento significativo da variabilidade dos estimadores de mı´nimos quadrados, princi-
palmente quando a amostra do processo em estudo e´ pequena. Para ale´m disso, quando
ha´ poucas estimativas pontuais do variograma, as estimativas de mı´nimos quadrados
dependem muito dos vectores h onde se estimou pontualmente o variograma. A Figura
6.4 ilustra esta situac¸a˜o, num processo de variograma isotro´pico. Pode-se verificar que
as curvas estimadas dependem muito das normas de h, para as quais se obtiveram as
estimativas pontuais do variograma.
Uma maneira de reduzir a variabilidade do estimador de mı´nimos quadrados sem
aumentar o nu´mero de estimativas pontuais, consiste em arranjar um processo que
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Figura 6.4: Diferentes estimativas do modelo de variograma em func¸a˜o da localizac¸a˜o
das estimativas pontuais.
disponibilize diversas estimativas dos paraˆmetros e, de entre elas, obter a estimativa
final do variograma. E´ essa a ideia que se utiliza no desenvolvimento do me´todo dos
mu´ltiplos variogramas.
Assim, na primeira etapa do me´todo, estima-se pontualmente o variograma atrave´s
do estimador Qn de Genton. O nu´mero de estimativas pontuais do variograma deve
ser igual ao nu´mero de paraˆmetros do modelo de variograma que se pretende estimar.
Os vectores onde se estima o variograma pontualmente devem ser escolhidos por forma
a na˜o causarem problemas de identificabilidade (vide subsecc¸a˜o 6.4.2).
Na segunda etapa, estimam-se os paraˆmetros do modelo de variograma atrave´s do
estimador OLS que, no contexto do para´grafo anterior, e´ assintoticamente eficiente.
Na terceira etapa do procedimento de mu´ltiplos variogramas, constro´i-se um con-
junto de estimativas dos paraˆmetros do modelo, estimadas a partir da mesma amostra,
mas variando os locais onde se obteˆm as estimativas pontuais do variograma. Note-se
que o conjunto de estimativas dos paraˆmetros pode ser encarado como um conjunto de
estimativas do variograma.
Por fim, na quarta etapa, partindo do conjunto das estimativas dos paraˆmetros do
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modelo de variograma, usam-se medidas centrais dessas estimativas (neste caso com o
recurso a` mediana amostral), para definir a estimativa final do variograma.
Para concretizar as quatro fases do procedimento da estimac¸a˜o por mu´ltiplos va-
riogramas, considere-se o caso particular de um processo de variograma isotro´pico com
os treˆs paraˆmetros usuais desconhecidos, nomeadamente, a amplitude, o patamar e o
efeito de pepita.
Para que o me´todo de OLS seja assintoticamente eficiente, na primeira etapa de
estimac¸a˜o do variograma interessa obter treˆs estimativas pontuais. Por outro lado,
para que o me´todo de OLS na˜o tenha soluc¸o˜es mu´ltiplas, as estimativas pontuais do
variograma devem satisfazer algumas condic¸o˜es de regularidade (a ver detalhadamente
na subsecc¸a˜o 6.4.2). As estimativas pontuais do variograma sa˜o determinadas atrave´s
do estimador Qn de Genton, que e´ robusto e que tem boa eficieˆncia em modelos nor-
mais. Na segunda etapa, estimam-se os paraˆmetros do modelo de variograma atrave´s
do me´todo de OLS. Nestas condic¸o˜es, o me´todo de OLS e´ assintoticamente eficiente.
Na terceira etapa, repetem-se as etapas anteriores variando os vectores onde se obteˆm
as estimativas pontuais do variograma. Assim, obte´m-se um conjunto de estimativas
{θˆ1, ..., θˆB} dos paraˆmetros do modelo de variograma, ou seja, obte´m-se um conjunto de
variogramas estimados a partir da mesma amostra de Z(s). Para concluir, determina-se
o variograma central do conjunto que foi obtido. Esse variograma central, que e´ enca-
rado como a estimativa final do variograma, e´ obtido pelas medianas das estimativas
dos paraˆmetros, {θˆ1, ..., θˆB}.
Na subsecc¸a˜o 6.4.3 e´ apresentado um algoritmo de ca´lculo das estimativas.
6.4.2 O problema das soluc¸o˜es mu´ltiplas
Ao longo da presente subsecc¸a˜o utiliza-se o semivariograma em vez do variograma,
dado que o primeiro e´ vantajoso ao n´ıvel da apresentac¸a˜o de alguns resultados. No
entanto, os resultados permanecem va´lidos para o variograma. Em todos os casos
estudados, consideram-se apenas modelos de semivariograma isotro´picos, para facilitar
a apresentac¸a˜o. Pore´m, e´ poss´ıvel utilizar os mesmos resultados em semivariogramas
anisotro´picos, fazendo a ana´lise para cada direcc¸a˜o fixa considerada.
Como se referiu na subsecc¸a˜o anterior, a estimac¸a˜o dos paraˆmetros do modelo de
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semivariograma a partir de poucas estimativas pontuais, pode resultar em problemas
de identificabilidade e, consequentemente, na existeˆncia de soluc¸o˜es mu´ltiplas ao deter-
minar as estimativas pelo me´todo dos mı´nimos quadrados usuais. A Figura 6.5 ilustra
a facilidade com que as soluc¸o˜es mu´ltiplas podem ocorrer, caso na˜o se tomem as devi-
das precauc¸o˜es. Todos os semivariogramas representados sa˜o soluc¸o˜es de OLS, obtidas
com as mesmas estimativas pontuais do semivariograma.
Figura 6.5: Semivariograma pontual constitu´ıdo por treˆs estimativas e mu´ltiplas
soluc¸o˜es obtidas por OLS.
A situac¸a˜o retratada na Figura 6.5 na˜o e´ um caso raro e mostra bem como a presenc¸a
de soluc¸o˜es mu´ltiplas pode levar a maus resultados. Sendo assim, quando existem
poucas estimativas pontuais do semivariograma, e´ fundamental estabelecer condic¸o˜es
que garantam a unicidade de soluc¸a˜o, na estimac¸a˜o dos paraˆmetros do modelo de
semivariograma. Para ale´m disso, os problemas de multiplicidade de soluc¸a˜o, tambe´m
se colocam no caso geral em que existe um nu´mero maior de estimativas pontuais. O
estudo que se passa a apresentar foi desenvolvido para o caso limite de treˆs estimativas
pontuais do semivariograma, uma vez que sa˜o essas as condic¸o˜es utilizadas no estimador
de mu´ltiplos variogramas. No entanto, os resultados encontrados sa˜o aplica´veis ao
estimador tradicional, com semivariograma emp´ırico constitu´ıdo por mais do que treˆs
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estimativas pontuais.
O problema das soluc¸o˜es mu´ltiplas sera´ abordado em treˆs situac¸o˜es distintas –
em primeiro lugar, estudam-se os processos geoestat´ısticos estaciona´rios de segunda
ordem que teˆm amplitude (vide subsecc¸a˜o 1.3.1); depois, consideram-se os processos
geoestat´ısticos estaciona´rios de segunda ordem que na˜o teˆm amplitude e que, por isso,
so´ teˆm amplitude pra´tica; por u´ltimo, investigam-se os processos geoestat´ısticos que
sa˜o apenas intrinsecamente estaciona´rios e que, portanto, na˜o teˆm amplitude nem
amplitude pra´tica.
Assim, considere-se um processo estaciona´rio de segunda ordem com amplitude.
Uma vez que existe amplitude, a partir desse valor, o semivariograma e´ uma func¸a˜o
constante que assume um valor igual ao patamar. Para processos com as caracter´ısticas
referidas, os teoremas 6.4.1 e 6.4.2 que se apresentam seguidamente, estabelecem
condic¸o˜es de existeˆncia de soluc¸o˜es mu´ltiplas na estimac¸a˜o da amplitude, do efeito de
pepita e do patamar.
Teorema 6.4.1. Seja Z(s) um processo geoestat´ıstico estaciona´rio de segunda ordem
com semivariograma γ0(h), pertencente a uma famı´lia F de semivariogramas isotro´picos
que sa˜o cont´ınuos em R+, tal que
F = {γ(‖h‖ ; τ 2, σ2, φ) : h ∈ Rd ∧ τ ∈ R+0 ∧ σ, φ ∈ R+}
= {γ(h; τ 2, σ2, φ) : h, τ ∈ R+0 ∧ σ, φ ∈ R+},
onde τ 2, τ 2 + σ2 e φ representam, respectivamente, o efeito de pepita, o patamar e a
amplitude dos semivariogramas. Sejam τ 20 , σ
2
0 e φ0 os valores dos paraˆmetros de γ0(h),
isto e´, γ0(h) = γ(h; τ
2
0 , σ
2
0, φ0), e h1, h2 e h3 quaisquer treˆs nu´meros reais positivos
distintos.
Se existe, no ma´ximo, um hi (i = 1, 2, 3) para o qual hi < φ0, enta˜o existe mais
do que um semivariograma de F que passa pelos pontos (h1, γ0(h1)), (h2, γ0(h2)) e
(h3, γ0(h3)).
Demonstrac¸a˜o: Como todos os semivariogramas de F sa˜o semivariogramas de pro-
cessos estaciona´rios de segunda ordem, enta˜o qualquer processo com semivariograma
γ(h; τ 2, σ2, φ) ∈ F possui um covariograma C(h;σ2, φ), o qual na˜o depende de τ 2. Em
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consequeˆncia da equac¸a˜o (1.3.4), tem-se que
∀h∈R+ γ(h; τ 2, σ2, φ) = τ 2 + σ2 − C(h;σ2, φ).
Mas, se γ(h; τ 2, σ2, φ) pertence a F, enta˜o ele e´ cont´ınuo em R+ e tem amplitude
φ ∈ R+. Por definic¸a˜o de amplitude, para h ≥ φ, tem-se que γ(h; τ 2, σ2, φ) = τ 2 + σ2.
Deste modo, qualquer γ(h; τ 2, σ2, φ) ∈ F pode representar-se na forma
γ(h; τ 2, σ2, φ) =

0 se h = 0
τ 2 + σ2 − C(h;σ2, φ) se 0 < h < φ
τ 2 + σ2 se h ≥ φ
. (6.4.1)
Em particular, o semivariograma γ0(h) pertence a F e pode ser escrito na forma
(6.4.1), para os valores dos paraˆmetros τ 20 , σ
2
0 e φ0 que o definem.
Considerem-se agora h1, h2, h3 ∈ R+ distintos, tais que existe, no ma´ximo, um i,
para o qual hi < φ0 (i = 1, 2, 3). Note-se que esta hipo´tese inclui dois casos: ou nenhum
dos nu´meros hi e´ menor do que φ0, ou existe apenas um deles menor do que φ0. Os
dois casos sa˜o tratados separadamente.
Caso 1 (φ0 ≤ h1 < h2 < h3):
Como nenhum dos hi e´ inferior a` amplitude φ0, enta˜o, nesses pontos, o semivario-
grama γ0(hi) (i = 1, 2, 3) e´ determinado atrave´s do terceiro ramo de (6.4.1). Deste
modo, γ0(h1) = γ0(h2) = γ0(h3) = τ
2
0 + σ
2
0, ou seja, o semivariograma do processo
passa pelos pontos (h1, τ
2
0 + σ
2
0), (h2, τ
2
0 + σ
2
0) e (h3, τ
2
0 + σ
2
0).
Seja F1 o subconjunto de F constitu´ıdo pelos semivariogramas com amplitude menor
ou igual do que h1, isto e´,
F1 = {γ(h; τ 2, σ2, φ) : h, τ ∈ R+0 ∧ σ ∈ R+ ∧ φ ≤ h1}.
Qualquer elemento de F1 calculado no ponto hi e´ obtido pelo terceiro ramo de (6.4.1)
e assim, γ(hi; τ
2, σ2, φ) = τ 2 + σ2, para todo o i = 1, 2, 3.
Os semivariogramas de F1 passam pelos pontos (h1, γ0(h1)), (h2, γ0(h2)) e (h3, γ0(h3)),
se e so´ se sa˜o soluc¸a˜o do sistema de equac¸o˜es
γ(h1; τ
2, σ2, φ) = γ0(h1)
γ(h2; τ
2, σ2, φ) = γ0(h2)
γ(h3; τ
2, σ2, φ) = γ0(h3)
⇔

τ 2 + σ2 = τ 20 + σ
2
0
τ 2 + σ2 = τ 20 + σ
2
0
τ 2 + σ2 = τ 20 + σ
2
0
⇔ τ 2 + σ2 = τ 20 + σ20.
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O sistema anterior resulta apenas numa equac¸a˜o com duas inco´gnitas, o τ 2 e o σ2.
Portanto, o sistema e´ poss´ıvel e indeterminado. Assim, existe mais do que um semi-
variograma de F1 que passa pelos pontos (h1, γ0(h1)), (h2, γ0(h2)) e (h3, γ0(h3)). Como
F1 ⊂ F, enta˜o tambe´m existe mais do que um semivariograma de F que passa pelos
pontos (hi, γ0(hi)), para i = 1, 2, 3. Mais precisamente, todos os semivariogramas de F
que verificam as condic¸o˜es φ ≤ h1 e τ 2 +σ2 = τ 20 +σ20, passam pelos pontos pretendidos.
Fica assim verificado o teorema para o primeiro caso considerado.
Caso 2 (h1 < φ0 ≤ h2 < h3):
Como h1 < φ0, enta˜o γ0(h1) e´ determinado atrave´s do segundo ramo de (6.4.1).
Logo γ0(h1) = τ
2
0 + σ
2
0 −C(h1;σ20, φ0). Por outro lado, como h2 e h3 na˜o sa˜o inferiores
a φ0, enta˜o, em qualquer um deles, γ0(hi) e´ determinado atrave´s do terceiro ramo de
(6.4.1). Assim γ0(h2) = γ0(h3) = τ
2
0 + σ
2
0. Deste modo, o semivariograma γ0(h) passa
pelos pontos (h1, τ
2
0 + σ
2
0 − C(h1;σ20, φ0)), (h2, τ 20 + σ20) e (h3, τ 20 + σ20).
Considere-se agora o subconjunto da famı´lia F definido por
F2 = {γ(h; τ 2, σ2, φ) : h, τ ∈ R+0 ∧ σ ∈ R+ ∧ h1 < φ ≤ h2}.
Como h1 e´ inferior a φ, enta˜o, qualquer elemento de F2 calculado no ponto h1,
vem determinado atrave´s do segundo ramo de (6.4.1) e, assim, γ(h1; τ
2, σ2, φ) = τ 2 +
σ2 − C(h1;σ2, φ). Por outro lado, como h2 e h3 na˜o sa˜o inferiores a φ, γ(hi; τ 2, σ2, φ)
e´ determinado atrave´s do terceiro ramo de (6.4.1), para i = 2, 3. Ou seja, γ(h2) =
γ(h3) = τ
2 + σ2.
Os semivariogramas γ(h; τ 2, σ2, φ) ∈ F2 passam pelos pontos (h1, γ0(h1)), (h2, γ0(h2))
e (h3, γ0(h3)), se e so´ se sa˜o soluc¸a˜o do sistema de equac¸o˜es
γ(h1; τ
2, σ2, φ) = γ0(h1)
γ(h2; τ
2, σ2, φ) = γ0(h2)
γ(h3; τ
2, σ2, φ) = γ0(h3)
⇔

τ 2 + σ2 − C(h1;σ2, φ) = τ 20 + σ20 − C(h1;σ20, φ0)
τ 2 + σ2 = τ 20 + σ
2
0
τ 2 + σ2 = τ 20 + σ
2
0
⇔
{
C(h1;σ
2, φ) = C(h1;σ
2
0, φ0)
τ 2 + σ2 = τ 20 + σ
2
0
.
O sistema anterior resulta em duas equac¸o˜es a treˆs inco´gnitas (τ 2, σ2 e φ). Portanto, o
sistema e´ poss´ıvel e indeterminado e existe mais do que um semivariograma de F2 que
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passa pelos pontos (h1, γ0(h1)), (h2, γ0(h2)) e (h3, γ0(h3)). Como F2 ⊂ F, isso implica
que existe mais do que um semivariograma de F que passa pelos pontos (hi, γ0(hi)),
para i = 1, 2, 3. Mais precisamente, todos os semivariogramas de F que verificam as
condic¸o˜es h1 < φ ≤ h2, C(h1;σ20, φ0) = C(h1;σ2, φ) e τ 2 + σ2 = τ 20 + σ20, passam
pelos pontos pretendidos. Fica assim demonstrado o teorema para o segundo caso
considerado.

Teorema 6.4.2. Sejam (hi, γˆ(hi)), para i = 1, 2, 3, as estimativas pontuais do semiva-
riograma, obtidas a partir de um estimador consistente. Nas condic¸o˜es do Teorema
6.4.1, e para uma dimensa˜o amostral suficientemente grande, existe mais do que um
elemento de F que e´ soluc¸a˜o do problema de mı´nimos quadrados (OLS ).
Demonstrac¸a˜o: Seja γ(h; τˆ 2, σˆ2, φˆ) uma soluc¸a˜o de mı´nimos quadrados obtida atrave´s
das treˆs estimativas pontuais do semivariograma (hi, γˆ(hi)), i = 1, 2, 3. Deste modo,
(τˆ 2, σˆ2, φˆ) ∈ arg min
τ2,σ2,φ
3∑
i=1
(
γ(hi; τ
2, σ2, φ)− γˆ(hi)
)2
,
onde γ(h; τ 2, σ2, φ) ∈ F e γˆ(hi) e´ o estimador pontual do semivariograma determinado
em hi, o qual e´ consistente para estimar γ0(hi).
Como γˆ(hi) e´ consistente, tem-se que
γˆ(hi)
P−→ γ0(hi),
para i = 1, 2, 3,, onde P significa convergeˆncia em probabilidade. Como a dimensa˜o da
amostra e´ suficientemente grande, qualquer soluc¸a˜o de mı´nimos quadrados se aproxima
do verdadeiro semivariograma nos pontos hi, isto e´, verifica-se que γ(hi; τˆ
2, σˆ2, φˆ) ≈
γˆ(hi) ≈ γ0(hi) (i = 1, 2, 3).
Como consequeˆncia, existe uma curva de semivariograma que esta´ pro´xima de γ0(h),
para qualquer h ∈ R+0 , e que e´ soluc¸a˜o de mı´nimos quadrados. Denote-se essa curva
por γ1(h) = γ(h; τ
2
1 , σ
2
1, φ1). Como γ1(h) ≈ γ0(h), para qualquer h, os paraˆmetros
que definem cada uma das curvas γ0 e γ1, teˆm valores semelhantes, e a consisteˆncia do
estimador garante que, a` medida que a dimensa˜o da amostra aumenta, os valores desses
paraˆmetros sera˜o cada vez mais pro´ximos. Logo, por um lado, tem-se que φ0 ≈ φ1; por
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outro lado, dada a relac¸a˜o entre os hi e φ0, tem-se que existe no ma´ximo um hi < φ1,
para i = 1, 2, 3.
Portanto, a curva de semivariograma γ1(h), que e´ uma soluc¸a˜o de mı´nimos qua-
drados, verifica as condic¸o˜es impostas a γ0(h) no teorema anterior. Sendo assim, esse
teorema garante que existe mais do que um semivariograma de F que passa pelos pontos
(hi, γ1(hi)), para i = 1, 2, 3, os quais tambe´m sa˜o soluc¸o˜es de mı´nimos quadrados.

Note-se que o Teorema 6.4.2 so´ e´ va´lido quando o estimador pontual do semi-
variograma e´ consistente. Por isso, o resultado e´ aplica´vel em amostras de grande
dimensa˜o. Se a amostra for de pequena dimensa˜o, a consisteˆncia do estimador ja´ na˜o
garante que existe um variograma estimado pro´ximo do verdadeiro variograma. No
entanto, as concluso˜es do teorema ainda sa˜o aplica´veis, caso exista uma soluc¸a˜o de
mı´nimos quadrados pro´xima do verdadeiro variograma, reunindo as condic¸o˜es que, em
grandes amostras, sa˜o asseguradas pela consisteˆncia do estimador usado na primeira
etapa de estimac¸a˜o. Enta˜o, qualquer que seja a dimensa˜o da amostra, conclui-se que,
para estimar um semivariograma γ0(h) com amplitude, na˜o devem existir menos do
que dois pontos hi, para i = 1, 2, 3, inferiores a` amplitude φ0 do semivariograma real.
O corola´rio seguinte particulariza a aplicac¸a˜o do Teorema 6.4.2 para alguns mo-
delos de semivariograma espec´ıficos.
Corola´rio 6.4.3. Considerem-se as famı´lias de semivariogramas de modelos de tenda,
circular e esfe´rico caracterizadas pelas expresso˜es (1.3.5) – (1.3.7). Nas condic¸o˜es do
Teorema 6.4.2, o me´todo de mı´nimos quadrados (OLS ) aplicado a`s estimativas pon-
tuais do semivariograma (hi, γˆ(hi)), para i = 1, 2, 3, tem mais do que uma soluc¸a˜o.
Demonstrac¸a˜o: Decorre imediatamente do Teorema 6.4.2, pelo facto das famı´lias
de semivariogramas consideradas terem amplitude φ ∈ R+.

Como exemplo do resultado anterior, considere-se um processo geoestat´ıstico com
modelo de semivariograma esfe´rico isotro´pico, com os treˆs paraˆmetros (amplitude, efeito
de pepita e patamar) desconhecidos. Tal como refere Soares (2000), o modelo esfe´rico
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e´ um dos modelos que e´ mais utilizado em Geoestat´ıstica. Considere-se ainda um esti-
mador pontual do semivariograma que seja consistente, como por exemplo, o estimador
Qn de Genton. Como existem treˆs paraˆmetros a estimar, enta˜o o me´todo dos mu´ltiplos
variogramas supo˜e que se utilizem, exactamente, treˆs estimativas pontuais do semiva-
riograma. Supondo um modelo esfe´rico, o Corola´rio 6.4.3 assegura a existeˆncia de
soluc¸o˜es mu´ltiplas quando existe, no ma´ximo, uma estimativa pontual do semivariogra-
ma com norma do vector h inferior a` amplitude do processo considerado. A Figura 6.6
ilustra os dois casos de soluc¸o˜es mu´ltiplas no modelo esfe´rico – na figura da esquerda,
as soluc¸o˜es mu´ltiplas resultam do facto de existir apenas uma estimativa pontual com
norma de h inferior a` amplitude; a` direita, as soluc¸o˜es mu´ltiplas resultam do facto de
na˜o existir nenhuma estimativa pontual com norma de h inferior a` amplitude. Todas
as curvas da figura passam pelas treˆs estimativas pontuais do semivariograma, logo sa˜o
soluc¸o˜es do me´todo de OLS. Sendo assim, em ambos os casos representados, quer a
amplitude, quer o efeito de pepita, teˆm mais do que uma soluc¸a˜o.
Figura 6.6: Ilustrac¸a˜o de dois casos t´ıpicos onde existem soluc¸o˜es mu´ltiplas na es-
timac¸a˜o dos paraˆmetros do modelo de semivariograma esfe´rico.
No contexto de processos estaciona´rios de segunda ordem com amplitude, resta
investigar se existem condic¸o˜es que assegurem que o me´todo dos mı´nimos quadrados
usuais tenha soluc¸a˜o u´nica. De facto, os teoremas seguintes mostram que e´ poss´ıvel
129
estabelecer tais condic¸o˜es, em func¸a˜o da posic¸a˜o relativa entre as estimativas pontuais
do semivariograma e a amplitude.
Teorema 6.4.4. Seja Z(s) um processo geoestat´ıstico estaciona´rio de segunda ordem,
cujo semivariograma γ0(h) pertence a` famı´lia F definida no enunciado do Teorema
6.4.1. Considere-se que γ0(h; τ
2, σ2, φ) = γ(h; τ 20 , σ
2
0, φ0). Seja C(h;σ
2, φ) a func¸a˜o
covariograma correspondente ao elemento γ(h; τ 2, σ2, φ) de F, e h1, h2 e h3, quaisquer
treˆs nu´meros reais positivos, tais que h1 < h2 < φ0 ≤ h3. Se existe apenas um par
(σ2, φ) para o qual
C(hi;σ
2, φ) = C(hi;σ
2
0, φ0), quando i = 1, 2, (6.4.2)
enta˜o existe um e um so´ semivariograma pertencente a F, que passa pelos pontos
(h1, γ0(h1)), (h2, γ0(h2)) e (h3, γ0(h3)), i.e., existe apenas um valor de τ
2 para o qual
γ(h; τ 2, σ2, φ) passa por todos os pontos (hi, γ0(hi)), para i = 1, 2, 3.
Demonstrac¸a˜o: Pretende-se verificar que, dadas as condic¸o˜es do teorema, o sistema
γ(h1; τ
2, σ2, φ) = γ0(h1)
γ(h2; τ
2, σ2, φ) = γ0(h2)
γ(h3; τ
2, σ2, φ) = γ0(h3)
e´ poss´ıvel e determinado.
Como o processo Z(s) e´ estaciona´rio de segunda ordem, para qualquer γ(h; τ 2, σ2, φ)
∈ F, tem-se que
∀τ∈R+0 ∀h,σ,φ∈R+ γ(h; τ
2, σ2, φ) = τ 2 + σ2 − C(h;σ2, φ).
Enta˜o, o semivariograma γ(h; τ 2, σ2, φ), que depende de treˆs paraˆmetros, pode ser
escrito a` custa do covariograma C(h;σ2, φ), que depende apenas de σ2 e de φ.
Como qualquer semivariograma γ(h; τ 2, σ2, φ) ∈ F tem amplitude φ ∈ R+, enta˜o
γ(h; τ 2, σ2, φ) pode ser escrito na forma (6.4.1). Em particular, γ0(h) tambe´m e´ deter-
minado por (6.4.1), para os valores τ 20 , σ
2
0 e φ0 que o definem.
Considerem-se agora quaisquer treˆs nu´meros reais h1, h2 e h3, distintos, tais que
h1 < h2 < φ0 ≤ h3. Por hipo´tese, o sistema de equac¸o˜es (6.4.2) tem soluc¸a˜o u´nica, o
que implica que essa soluc¸a˜o seja (σ2, φ) = (σ20, φ0).
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Como h3 ≥ φ0, enta˜o o semivariograma γ0 em h3 coincide com o patamar, ou seja,
γ0(h3) = τ
2
0 + σ
2
0. Por outro lado, como pelo sistema (6.4.2) se sabe que φ = φ0, enta˜o
h3 ≥ φ. Logo (6.4.1) implica que γ(h3) = τ 2 + σ2.
Assim, o sistema anterior e´ equivalente a
τ 2 + σ2 − C(h1;σ2, φ)) = τ 20 + σ20 − C(h1;σ20, φ0))
τ 2 + σ2 − C(h2;σ2, φ)) = τ 20 + σ20 − C(h2;σ20, φ0))
τ 2 + σ2 = τ 20 + σ
2
0
,
que se simplifica em 
C(h1;σ
2, φ)) = C(h1;σ
2
0, φ0))
C(h2;σ
2, φ)) = C(h2;σ
2
0, φ0))
τ 2 + σ2 = τ 20 + σ
2
0
;
mas, como o sistema formado pelas duas equac¸o˜es (6.4.2) e´ poss´ıvel e determinado,
enta˜o este u´ltimo sistema tem soluc¸a˜o u´nica determinada por
φ = φ0
σ2 = σ20
τ 2 = τ 20
.
Portanto, existe um e um so´ semivariograma pertencente a F que passa pelos pontos
(h1, γ0(h1)), (h2, γ0(h2)) e (h3, γ0(h3)), coincidente com o verdadeiro semivariograma,
γ0(h).

O teorema que se segue e´ ideˆntico ao Teorema 6.4.2 – a diferenc¸a entre ambos
reside no facto de, no Teorema 6.4.2, serem estabelecidas condic¸o˜es suficientes para a
existeˆncia de mu´ltiplas soluc¸o˜es de OLS, enquanto que o Teorema 6.4.5 vai enunciar
condic¸o˜es suficientes para a unicidade de soluc¸a˜o. Note-se que na˜o existe complemen-
taridade entre os dois resultados, pois em nenhum dos casos se apresentam condic¸o˜es
necessa´rias e suficientes.
Teorema 6.4.5. Sejam (hi, γˆ(hi)), para i = 1, 2, 3, as estimativas pontuais do semiva-
riograma, obtidas a partir de um estimador consistente. Nas condic¸o˜es do Teorema
6.4.4, e para uma dimensa˜o amostral suficientemente grande, existe um e um so´ ele-
mento de F que e´ soluc¸a˜o do problema de mı´nimos quadrados (OLS ).
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Demonstrac¸a˜o: Seja γ(h; τˆ 2, σˆ2, φˆ) uma soluc¸a˜o de mı´nimos quadrados obtida atrave´s
das treˆs estimativas pontuais do semivariograma (hi, γˆ(hi)), para i = 1, 2, 3.
Como γˆ(hi) e´ consistente, fazendo um racioc´ınio ana´logo ao da demonstrac¸a˜o do
Teorema 6.4.2, e´ poss´ıvel concluir que, quando a dimensa˜o da amostra e´ suficien-
temente grande, todas as soluc¸o˜es de mı´nimos quadrados verificam γ(hi; τˆ
2, σˆ2, φˆ) ≈
γˆ(hi) ≈ γ0(hi), para i = 1, 2, 3. Assim, quando n tende para infinito, qualquer soluc¸a˜o
de mı´nimos quadrados e´ uma curva que passa pelos pontos γ0(hi) (i = 1, 2, 3). Em par-
ticular, existe uma curva γ1(h) = γ(h; τ
2
1 , σ
2
1, φ1) que e´ soluc¸a˜o de mı´nimos quadrados
e que satisfaz γ1(h) ≈ γ0(h), para todo o h.
Consequentemente, os paraˆmetros que definem cada uma das curvas γ0(h) e γ1(h),
teˆm valores semelhantes e, mais uma vez, a consisteˆncia do estimador garante que, a`
medida que a dimensa˜o da amostra aumenta, os valores dos paraˆmetros de cada curva
sera˜o cada vez mais pro´ximos. Logo, por um lado, tem-se que φ0 ≈ φ1; por outro lado,
dada a relac¸a˜o entre os hi e φ0, tem-se que h1 < h2 < φ1 ≤ h3.
Portanto, γ1(h) verifica as condic¸o˜es impostas a γ0(h) no Teorema 6.4.4. Logo,
esse teorema garante que γ1(h) e´ o u´nico semivariograma de F que passa pelos pontos
(hi, γ1(hi)), para i = 1, 2, 3, o qual e´ a u´nica soluc¸a˜o de mı´nimos quadrados.

Os treˆs corola´rios seguintes apresentam a aplicac¸a˜o do resultado obtido no Teorema
6.4.5, particularizando o modelo de semivariograma aos modelos de tenda, circular e
esfe´rico.
Corola´rio 6.4.6. Seja Z(s) um processo com semivariograma isotro´pico γ0(h) =
γ(h; τ 20 , σ
2
0, φ0) definido pelo modelo de tenda, e sejam (hi, γˆ(hi)), para i = 1, 2, 3, as
estimativas pontuais do semivariograma, obtidas atrave´s de um estimador consistente.
Se h1, h2 e h3 forem quaisquer treˆs nu´meros reais positivos, tais que h1 < h2 < φ0 ≤ h3,
enta˜o o problema de mı´nimos quadrados (OLS ) tem uma u´nica soluc¸a˜o na famı´lia dos
modelos de tenda.
Demonstrac¸a˜o: Seja γ(h; τ 2, σ2, φ) um semivariograma pertencente a` famı´lia dos se-
mivariogramas de modelo de tenda, explicitada pela expressa˜o (1.3.5). Devido a` relac¸a˜o
entre semivariograma e covariograma, γ0(h) e γ(h; τ
2, σ2, φ) teˆm func¸a˜o covariograma
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da forma
C(h;σ2, φ) =
{
σ2 − σ2h
φ
se 0 ≤ h < φ
0 se h ≥ φ
.
Pretende-se determinar o conjunto de soluc¸o˜es do sistema (6.4.2) quando C(h;σ2, φ)
e´ da forma anterior. Uma vez que a func¸a˜o covariograma e´ definida por ramos, para
explicitar a forma de C(h;σ2, φ) no sistema, e´ necessa´rio considerar diferentes casos,
consoante a localizac¸a˜o de φ relativamente a h1 e h2.
Quando φ ≤ h1 ou quando h1 < φ ≤ h2, o sistema resulta num absurdo – de facto,
sempre que φ ≤ h2, o covariograma C(h2;σ2, φ) e´ nulo, pela definic¸a˜o de amplitude.
Assim, a segunda equac¸a˜o do sistema (6.4.2), resulta em
C(h2;σ
2, φ) = C(h2;σ
2
0, φ0)⇔ 0 = C(h2;σ20, φ0).
Como, no modelo de tenda, o covariograma e´ nulo se e so´ se e´ calculado para valores
superiores a` amplitude, a u´ltima equac¸a˜o e´ verdadeira se e so´ se h2 ≥ φ0. Mas, h2 ≥ φ0
e´ um absurdo, porque contradiz as hipo´teses do teorema. Portanto, o sistema (6.4.2)
so´ pode ter soluc¸a˜o, quando φ > h2. Nesse caso, o sistema (6.4.2) resulta em{
C(h1;σ
2, φ) = C(h1;σ
2
0, φ0)
C(h2;σ
2, φ) = C(h2;σ
2
0, φ0)
⇔
{
σ2 − σ2h1
φ
= σ20 − σ
2
0h1
φ0
σ2 − σ2h2
φ
= σ20 − σ
2
0h2
φ0
.
Trata-se de um sistema com duas equac¸o˜es e duas inco´gnitas, cuja soluc¸a˜o, u´nica, e´{
σ2 = σ20
φ = φ0
.
Portanto, para semivariogramas pertencentes ao modelo de tenda, o sistema (6.4.2) e´
poss´ıvel e determinado. Assim, uma vez que as condic¸o˜es do Teorema 6.4.5 esta˜o
satisfeitas, o me´todo de mı´nimos quadrados usuais tem soluc¸a˜o u´nica.

Corola´rio 6.4.7. Seja Z(s) um processo com semivariograma isotro´pico γ0(h) =
γ(h; τ 20 , σ
2
0, φ0) definido pelo modelo esfe´rico, e sejam (hi, γˆ(hi)), para i = 1, 2, 3, as
estimativas pontuais do semivariograma, obtidas atrave´s de um estimador consistente.
Se h1, h2 e h3 forem quaisquer treˆs nu´meros reais positivos, tais que h1 < h2 < φ0 ≤ h3,
enta˜o o problema de mı´nimos quadrados (OLS ) tem uma u´nica soluc¸a˜o na famı´lia dos
modelos esfe´ricos.
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Demonstrac¸a˜o: Seja γ(h; τ 2, σ2, φ) um semivariograma pertencente a` famı´lia dos se-
mivariogramas de modelo esfe´rico, explicitada pela expressa˜o (1.3.7). Devido a` relac¸a˜o
entre semivariograma e covariograma, γ0(h) e γ(h; τ
2, σ2, φ) teˆm func¸a˜o covariograma
da forma
C(h;σ2, φ) =
 σ2
(
1− 3h
2φ
+ h
3
2φ3
)
se 0 ≤ h < φ
0 se h ≥ φ
.
Pretende-se determinar o conjunto de soluc¸o˜es do sistema (6.4.2) quando C(h;σ2, φ)
e´ da forma anterior. Deste modo, se φ ≤ h2, enta˜o (6.4.2) resulta num absurdo, pelas
razo˜es explicadas na demonstrac¸a˜o do corola´rio anterior.
Considere-se enta˜o que φ > h2. Resolvendo (6.4.2) em ordem a`s inco´gnitas σ
2 e φ,
obte´m-se que{
C(h1;σ
2, φ) = C(h1;σ
2
0, φ0)
C(h2;σ
2, φ) = C(h2;σ
2
0, φ0)
⇔
 σ
2
(
1− 3h1
2φ
+
h31
2φ3
)
= σ20
(
1− 3h1
2φ0
+
h31
2φ30
)
σ2
(
1− 3h2
2φ
+
h32
2φ3
)
= σ20
(
1− 3h2
2φ0
+
h32
2φ30
) .
O sistema anterior e´ equivalente a
σ2 = σ20
1− 3h1
2φ0
+
h31
2φ30
1− 3h1
2φ
+
h31
2φ3
2φ3−3h2φ2+h32
2φ3−3h1φ2+h31 =
2φ30−3h2φ20+h32
2φ30−3h1φ20+h31
,
no entanto, a verificac¸a˜o da unicidade de soluc¸a˜o na˜o e´ imediata. Para resolver a
segunda equac¸a˜o do sistema, e´ necessa´rio confirmar a injectividade da func¸a˜o que
define cada um dos membros da equac¸a˜o. Considere-se a func¸a˜o auxiliar
f : Df =]h2,+∞[ −→ R
φ 7−→ f(φ) = 2φ3−3h2φ2+h32
2φ3−3h1φ2+h31
.
Repare-se que o domı´nio de f na˜o e´ o conjunto dos nu´meros reais uma vez que, como
se viu, φ > h2. Se f for uma func¸a˜o injectiva, enta˜o f(φ) = f(φ0) ⇔ φ = φ0 e (6.4.2)
fica resolvido.
O polino´mio que consta no denominador de f tem zeros em φ = h1 e em φ = −h12 .
Como, por hipo´tese, 0 < h1 < h2, enta˜o esses zeros na˜o pertencem ao domı´nio da
func¸a˜o, isto e´, o polino´mio no denominador na˜o se anula em Df . Assim, a func¸a˜o f e´
cont´ınua e diferencia´vel, pois e´ o quociente de dois polino´mios cujo denominador na˜o
se anula no domı´nio.
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A demonstrac¸a˜o prossegue verificando que f e´ uma func¸a˜o mono´tona. Para tal,
confirmar-se-a´ que a derivada de f na˜o se anula em Df .
A derivada de f e´ a func¸a˜o
f ′(φ) =
df(φ)
dφ
=
6φ ((φ− h2)(2φ3 − 3h1φ2 + h31)− (φ− h1)(2φ3 − 3h2φ2 + h32))
(2φ3 − 3h1φ2 + h31)2
,
cujos zeros sa˜o dados por
f ′(φ) = 0 ⇔ 6φ ((φ− h2)(2φ3 − 3h1φ2 + h31)− (φ− h1)(2φ3 − 3h2φ2 + h32)) = 0
⇔ φ = 0 ∨ (h2 − h1)φ3 + (h31 − h32)φ+ h32h1 − h2h31 = 0
⇔ φ = 0 ∨ φ = h1 ∨ φ = h2 ∨ φ = −h
2
2−h21
h2−h1 .
Como nenhum dos zeros da func¸a˜o derivada pertence ao domı´nio de f, uma vez que
−h22−h21
h2−h1 , 0 e h1 sa˜o inferiores a h2 e, por definic¸a˜o, h2 na˜o pertence a Df , pode concluir-se
que f e´ estritamente mono´tona. Assim, ela e´ uma func¸a˜o injectiva e, por isso,
σ2 = σ20
1− 3h1
2φ0
+
h31
2φ30
1− 3h1
2φ
+
h31
2φ3
2φ3−3h2φ2+h32
2φ3−3h1φ2+h31 =
2φ30−3h2φ20+h32
2φ30−3h1φ20+h31
⇔
{
σ2 = σ20
φ = φ0
.
Portanto, para semivariogramas pertencentes ao modelo esfe´rico, o sistema (6.4.2) e´
poss´ıvel e determinado. Assim, uma vez que as condic¸o˜es do Teorema 6.4.5 esta˜o
satisfeitas, o me´todo de mı´nimos quadrados usuais tem soluc¸a˜o u´nica.

O corola´rio seguinte apresenta a particularizac¸a˜o do Teorema 6.4.5 para o modelo
circular. A demonstrac¸a˜o segue a mesma orientac¸a˜o da demonstrac¸a˜o do corola´rio
anterior; no entanto, e´ tecnicamente mais trabalhosa porque a prova da injectividade
da func¸a˜o auxiliar na˜o e´ trivial.
Corola´rio 6.4.8. Seja Z(s) um processo com semivariograma isotro´pico γ0(h) =
γ(h; τ 20 , σ
2
0, φ0) definido pelo modelo circular, e sejam (hi, γˆ(hi)), para i = 1, 2, 3, as
estimativas pontuais do semivariograma, obtidas atrave´s de um estimador consistente.
Se h1, h2 e h3 forem quaisquer treˆs nu´meros reais positivos, tais que h1 < h2 < φ0 ≤ h3,
enta˜o o problema de mı´nimos quadrados (OLS ) tem uma u´nica soluc¸a˜o na famı´lia dos
modelos circulares.
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Demonstrac¸a˜o: Seja γ(h; τ 2, σ2, φ) um semivariograma pertencente a` famı´lia dos se-
mivariogramas de modelo circular, explicitada pela expressa˜o (1.3.6). Devido a` relac¸a˜o
entre semivariograma e covariograma, γ0(h) e γ(h; τ
2, σ2, φ) teˆm func¸a˜o covariograma
da forma
C(h;σ2, φ) =
 2σ
2
pi
(
arccos
(
h
φ
)
− h
φ
√
1− h2
φ2
)
se 0 ≤ h < φ
0 se h ≥ φ
.
Pretende-se determinar o conjunto de soluc¸o˜es do sistema (6.4.2) quando C(h;σ2, φ)
e´ da forma anterior. Deste modo, se φ ≤ h2, enta˜o (6.4.2) resulta num absurdo, pelas
mesmas razo˜es explicadas no Corola´rio 6.4.6.
Considere-se enta˜o que φ > h2. A resoluc¸a˜o do sistema (6.4.2), neste caso, corres-
ponde a resolver o sistema
2σ2
pi
(
arccos
(
h1
φ
)
− h1
φ
√
1− h21
φ2
)
=
2σ20
pi
(
arccos
(
h1
φ0
)
− h1
φ0
√
1− h21
φ20
)
2σ2
pi
(
arccos
(
h2
φ
)
− h2
φ
√
1− h22
φ2
)
=
2σ20
pi
(
arccos
(
h2
φ0
)
− h2
φ0
√
1− h22
φ20
)
em ordem a`s inco´gnitas σ2 e φ. O u´ltimo sistema, pode reescrever-se na forma
σ2 = σ20
arccos
(
h1
φ0
)
−h1
φ0
√
1−h
2
1
φ20
arccos(h1φ )−
h1
φ
√
1−h
2
1
φ2
arccos(h2φ )−
h2
φ
√
1−h
2
2
φ2
arccos(h1φ )−
h1
φ
√
1−h
2
1
φ2
=
arccos
(
h2
φ0
)
−h2
φ0
√
1−h
2
2
φ20
arccos
(
h1
φ0
)
−h1
φ0
√
1−h
2
1
φ20
.
Passar-se-a´ a fazer o estudo da func¸a˜o definida pela segunda equac¸a˜o. Assim, seja
f : Df =]h2,+∞[ −→ R
φ 7−→ f(φ) = arccos(
h2
φ )−
h2
φ
√
1−h
2
2
φ2
arccos(h1φ )−
h1
φ
√
1−h
2
1
φ2
.
O objectivo e´ verificar que f e´ uma func¸a˜o injectiva pois, desse modo, f(φ) = f(φ0)⇔
φ = φ0 e (6.4.2) ficara´ resolvido.
Tal como na demonstrac¸a˜o do corola´rio anterior, note-se que Df 6= R+0 .
Para confirmar a continuidade e a diferenciabilidade de f , verificar-se-a´ que o de-
nominador de f na˜o tem zeros em Df .
Para simplificar os ca´lculos, e´ conveniente fazer a mudanc¸a de varia´vel
136
ψ1: ]h2,+∞[ −→ ]0, pi2 [
φ 7−→ x = ψ1(φ) = arccos(h1/φ)
.
A func¸a˜o ψ1 e´ bijectiva e tem inversa ψ
−1
1 (x) =
h1
cos(x)
. Assim,
arccos
(
h1
φ
)
− h1
φ
√
1− h21
φ2
= 0 ⇔ x− cos(x)√1− cos2(x) = 0
⇔ x− cos(x)
√
sin2(x) = 0
Uma vez que 0 < h1/φ < 1, enta˜o x ∈]0, pi2 [ e, assim, sin(x) > 0. Deste modo, a
equac¸a˜o anterior resulta em x − cos(x) sin(x) = g1(x) = 0. Esta equac¸a˜o tem soluc¸a˜o
x = 0 e, dado que g′1(x) = 2 sin
2(x) > 0 em x ∈]0, pi
2
[, enta˜o x = 0 e´ uma soluc¸a˜o u´nica.
No entanto, por definic¸a˜o da transformac¸a˜o ψ1, x e´ necessariamente na˜o nulo; logo a
equac¸a˜o anterior e´ imposs´ıvel e o denominador de f na˜o se anula em ]h2,+∞[. Sendo
assim, f e´ uma func¸a˜o cont´ınua e diferencia´vel no seu domı´nio.
A derivada de f e´ a func¸a˜o
f ′(φ) =
2h2
√
1− h22
φ2
arccos
(
h1
φ
)
− 2h1
√
1− h21
φ2
arccos
(
h2
φ
)
φ2
(
arccos
(
h1
φ
)
− h1
φ
√
1− h21
φ2
)2 ,
a qual se anula quando
arccos
(
h1
φ
)
h1
√
1− h21
φ2
=
arccos
(
h2
φ
)
h2
√
1− h22
φ2
. (6.4.3)
Para resolver a equac¸a˜o (6.4.3) e´ necessa´rio recorrer ao estudo de uma nova func¸a˜o
auxiliar. Seja
g2: ]0, φ[ −→ R
h 7−→ g2(h) = arccos(
h
φ)
h
√
1−h2
φ2
.
Se g2 for injectiva, enta˜o (6.4.3) implica que h1 = h2. Como por hipo´tese h1 6= h2, a
equac¸a˜o (6.4.3) sera´ imposs´ıvel.
Assim, os passos seguintes da demonstrac¸a˜o teˆm como objectivo principal a veri-
ficac¸a˜o de que g2 e´ injectiva, de modo a garantir que f
′ na˜o tem zeros em Df .
Para tal, considere-se a derivada de g2,
g′2(h) =
−h
φ
− 1−2
h2
φ2√
1−h2
φ2
arccos
(
h
φ
)
h2
(
1− h2
φ2
) ,
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que se anula se e so´ se
− h
φ
− 1− 2
h2
φ2√
1− h2
φ2
arccos
(
h
φ
)
= 0. (6.4.4)
Para resolver a equac¸a˜o anterior, considere-se a mudanc¸a de varia´vel
ψ2: ]0, φ[ −→ ]0, pi2 [
h 7−→ x = ψ2(h) = arccos(h/φ)
.
ψ2 e´ uma func¸a˜o bijectiva e tem inversa ψ
−1
2 (x) = φ cos(x). Assim, a equac¸a˜o anterior
e´ equivalente a
− cos(x)− 1− 2 cos
2(x)√
1− cos2(x)x = 0⇔ − cos(x)−
sin2(x)− cos2(x)√
sin2(x)
x = 0.
Como x ∈]0, pi
2
[, enta˜o sin(x) > 0 e
− cos(x)− sin2(x)−cos2(x)√
sin2(x)
x = 0 ⇔ − cos(x) sin(x) + cos(2x)x = 0
⇔ 2x cos(2x) = sin(2x).
Admitindo que x e´ diferente de pi/4 (de modo a que cos(2x) 6= 0), a equac¸a˜o anterior
e´ equivalente a tan(2x) = 2x. Note-se que na˜o ha´ perda de generalidade ao supor que
x 6= pi/4, uma vez que esse valor na˜o e´ uma soluc¸a˜o da equac¸a˜o.
Por outro lado, a func¸a˜o tan(2x) − 2x e´ uma func¸a˜o crescente em ] − pi
2
, pi
2
[ que so´
se anula em x = 0. Mas, por definic¸a˜o de ψ2, x e´ na˜o nulo, pelo que a equac¸a˜o anterior
e´ imposs´ıvel. Consequentemente, a equac¸a˜o (6.4.4) tambe´m e´ imposs´ıvel, o que vai
garantir que a equac¸a˜o (6.4.3) tambe´m o seja, isto e´, que f ′ na˜o tem zeros.
Deste modo, mostrou-se que f e´ injectiva e que o sistema (6.4.2) resulta em
σ2 = σ20
arccos
(
h1
φ0
)
−h1
φ0
√
1−h
2
1
φ20
arccos(h1φ )−
h1
φ
√
1−h
2
1
φ2
arccos(h2φ )−
h2
φ
√
1−h
2
2
φ2
arccos(h1φ )−
h1
φ
√
1−h
2
1
φ2
=
arccos
(
h2
φ0
)
−h2
φ0
√
1−h
2
2
φ20
arccos
(
h1
φ0
)
−h1
φ0
√
1−h
2
1
φ20
⇔
{
σ = σ0
φ = φ0
.
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Portanto, para semivariogramas pertencentes ao modelo circular, o sistema (6.4.2)
e´ poss´ıvel e determinado. As condic¸o˜es do Teorema 6.4.5 esta˜o satisfeitas e o me´todo
de mı´nimos quadrados usuais tem soluc¸a˜o u´nica.

Note-se que, nos resultados anteriores, foi sempre suposto que φ0 ≤ h3, o que se
traduz pela existeˆncia de uma estimativa pontual do semivariograma, determinada
num valor de ‖h‖ superior ou igual ao valor da amplitude. Esta condic¸a˜o pode ser
relaxada para alguns modelos espec´ıficos de semivariograma, de acordo com os quais,
o me´todo dos mı´nimos quadrados tem unicidade de soluc¸a˜o em condic¸o˜es menos res-
tritivas, nomeadamente, quando todas as estimativas pontuais teˆm abcissas inferiores
a` amplitude. Contudo, neste trabalho na˜o se vai seguir essa abordagem.
Concluindo: para qualquer modelo com amplitude, e´ de considerar duas estimativas
pontuais do semivariograma com ‖h‖ inferior a` amplitude do processo, e outra com
‖h‖ igual ou superior.
Os resultados anteriores foram demonstrados apenas para semivariogramas com
amplitude, ou seja, apenas para semivariogramas que se tornam func¸o˜es constantes,
iguais ao patamar, a partir de um determinado vector h de norma finita. No entanto,
ha´ um conjunto de semivariogramas pertencentes a processos estaciona´rios de segunda
ordem, que so´ atingem o patamar assintoticamente. Os exemplos mais conhecidos
deste tipo de semivariogramas sa˜o o modelo exponencial e o modelo Gaussiano, os
quais foram apresentados, respectivamente, em (1.3.8) e em (1.3.9). Estes modelos na˜o
teˆm amplitude, mas teˆm amplitude pra´tica, tal como se referiu na subsecc¸a˜o 1.3.1.
Relembra-se que a amplitude pra´tica e´ a distaˆncia a partir da qual as observac¸o˜es do
processo podem ser consideradas na˜o correlacionadas; a partir da amplitude pra´tica, o
semivariograma passa a assumir valores muito pro´ximos do patamar. No entanto, os
teoremas anteriores na˜o podem ser aplicados directamente a estes casos.
Quando um semivariograma isotro´pico tem apenas amplitude pra´tica, e´ poss´ıvel
que exista um e um so´ semivariograma que passe por treˆs pontos espec´ıficos. Nesse
caso, esse semivariograma coincide com o verdadeiro γ0(h). Formalizando a questa˜o
nos moldes do estudo que se vem a efectuar, esta situac¸a˜o corresponde aos casos em que
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o sistema γ(hi; τ
2, σ2, φ) = γ0(hi), para i = 1, 2, 3, e´ um sistema poss´ıvel e determinado
nas varia´veis τ 2, σ2 e φ, para quaisquer h1, h2, h3 ∈ R+. O teorema seguinte prova que
tal acontece no modelo exponencial.
Teorema 6.4.9. Seja Z(s) um processo geoestat´ıstico com semivariograma isotro´pico
γ0(h) = γ(h; τ
2
0 , σ
2
0, φ0), pertencente a` famı´lia F definida pelo modelo exponencial em
(1.3.8), e sejam h1, h2 e h3 quaisquer treˆs nu´meros reais positivos distintos. Enta˜o,
existe apenas um semivariograma de F que passa pelos pontos (h1, γ0(h1)), (h2, γ0(h2))
e (h3, γ0(h3)), que e´ o pro´prio γ0(h).
Demonstrac¸a˜o: Sejam γ0(h) e γ(h; τ
2, σ2, φ) elementos da famı´lia F, e h1, h2, h3 ∈ R+
tais que h1 < h2 < h3. O semivariograma γ(h; τ
2, σ2, φ) passa pelos pontos (hi, γ0(hi)),
i = 1, 2, 3, se e so´ se γ(hi; τ
2, σ2, φ) = γ0(hi), para i = 1, 2, 3.
Atendendo a` forma de γ(h; τ 2, σ2, φ), os paraˆmetros τ 3, σ2 e φ sa˜o as inco´gnitas do
sistema

τ 2 + σ2
(
1− e−3h1φ
)
= τ 20 + σ
2
0
[
1− e−3
h1
φ0
]
τ 2 + σ2
(
1− e−3h2φ
)
= τ 20 + σ
2
0
[
1− e−3
h2
φ0
]
τ 2 + σ2
(
1− e−3h3φ
)
= τ 20 + σ
2
0
[
1− e−3
h3
φ0
] .
Subtraindo, membro a membro, a primeira equac¸a˜o, a` segunda equac¸a˜o e a` terceira
equac¸a˜o, respectivamente, o sistema anterior reescreve-se na forma

τ 2 + σ2
(
1− e−3h1φ
)
= τ 20 + σ
2
0
[
1− e−3
h1
φ0
]
σ2
(
e−3
h2
φ − e−3h1φ
)
= σ20
(
e
−3h2
φ0 − e−3
h1
φ0
)
σ2
(
e−3
h3
φ − e−3h1φ
)
= σ20
(
e
−3h3
φ0 − e−3
h1
φ0
) .
Por substituic¸a˜o, obte´m-se que

τ 2 = τ 20 + σ
2
0
[
1− e−3
h1
φ0
]
− σ2
(
1− e−3h1φ
)
σ2 = σ20
e
−3h2
φ0 −e−3
h1
φ0
e
−3h2
φ −e−3
h1
φ
e
−3h3
φ −e−3
h1
φ
e
−3h2
φ −e−3
h1
φ
= e
−3h3
φ0 −e−3
h1
φ0
e
−3h2
φ0 −e−3
h1
φ0
,
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que e´ equivalente a
τ 2 = τ 20 + σ
2
0
[
1− e−3
h1
φ0
]
− σ2
(
1− e−3h1φ
)
σ2 = σ20
e
−3h2
φ0 −e−3
h1
φ0
e
−3h2
φ −e−3
h1
φ(
e
−3
φ
)h3−h1
−1(
e
−3
φ
)h2−h1
−1
=
(
e
−3
φ0
)h3−h1
−1(
e
−3
φ0
)h2−h1
−1
.
Assim, utilizando te´cnicas ideˆnticas a`s das demonstrac¸o˜es dos corola´rios 6.4.7 e
6.4.8, passa-se a apresentar o estudo das soluc¸o˜es da terceira equac¸a˜o do sistema.
Efectuando a mudanc¸a de varia´vel
ψ: ]0,+∞[ −→ ]0, 1[
φ 7−→ x = ψ(φ) = e−3φ
,
verifica-se que a terceira equac¸a˜o do sistema anterior resulta em
xh3−h1 − 1
xh2−h1 − 1 =
xh3−h10 − 1
xh2−h10 − 1
, (6.4.5)
pois ψ e´ uma func¸a˜o bijectiva e tem inversa ψ−1(x) = −3
ln(x)
.
Para resolver (6.4.5), considere-se a func¸a˜o
f : Df =]0, 1[ −→ R
x 7−→ f(x) = xh3−h1−1
xh2−h1−1
.
Se f for injectiva, a equac¸a˜o (6.4.5) fica automaticamente resolvida, o que se passara´
a comprovar.
O denominador de f e´ um polino´mio que na˜o se anula em Df porque, como h2 > h1,
enta˜o 0 < xh2−h1 < 1. Sendo assim, f e´ uma func¸a˜o cont´ınua e diferencia´vel, com
derivada
f ′(x) =
(h3 − h1)xh3−h1−1(xh2−h1 − 1)− (h2 − h1)xh2−h1−1(xh3−h1 − 1)
(xh2−h1 − 1)2 .
Por reorganizac¸a˜o dos termos no numerador, e´ poss´ıvel verificar que
f ′(x) = 0⇔ (h3 − h2)xh3−h1 − (h3 − h1)xh3−h2 + h2 − h1 = 0. (6.4.6)
Seja g(x) = (h3 − h2)xh3−h1 − (h3 − h1)xh3−h2 + h2 − h1, quando x ∈ Df . Ora,
g(0) = h2−h1, que, por hipo´tese, e´ um nu´mero positivo, e g(1) = 0. Interessa verificar
que g e´ estritamente decrescente em Df .
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A func¸a˜o g tem derivada
g′(x) = (h3 − h2)(h3 − h1)xh3−h1−1 − (h3 − h1)(h3 − h2)xh3−h2−1,
a qual se anula se e so´ se
xh3−h2−1
(
xh2−h1 − 1) = 0.
Como x ∈]0, 1[, enta˜o a equac¸a˜o anterior e´ imposs´ıvel e g′ na˜o tem zeros em Df , ou
seja, g e´ uma func¸a˜o estritamente decrescente em Df .
Por outro lado, como g(1) = 0, para todo o x ∈]0, 1[, pode-se concluir que g(x) 6= 0.
Logo, a equac¸a˜o (6.4.6) e´ imposs´ıvel e, por isso, f ′ na˜o se anula em Df . Assim f e´ uma
func¸a˜o injectiva e a equac¸a˜o (6.4.5) tem como u´nica soluc¸a˜o x = x0 ⇔ e
−3
φ = e
−3
φ0 .
Como a func¸a˜o exponencial e´ injectiva, e
−3
φ = e
−3
φ0 ⇔ φ = φ0 e o sistema inicial
resulta em 
γ(h1; τ
2, σ2, φ) = γ0(h1)
γ(h2; τ
2, σ2, φ) = γ0(h2)
γ(h3; τ
2, σ2, φ) = γ0(h3)
⇔

τ 2 = τ 20
σ2 = σ20
φ = φ0
.
Portanto, o u´nico semivariograma de F que passa pelos pontos (hi, γ0(hi)), para i =
1, 2, 3, e´ o pro´prio γ0(h).

Corola´rio 6.4.10. Sejam (hi, γˆ(hi)), para i = 1, 2, 3, as estimativas pontuais do semi-
variograma, obtidas a partir de um estimador consistente. Nas condic¸o˜es do Teorema
6.4.9, e para uma dimensa˜o amostral suficientemente grande, o problema de mı´nimos
quadrados (OLS ) tem uma u´nica soluc¸a˜o, com modelo de semivariograma exponencial.
Demonstrac¸a˜o: Decorre do Teorema 6.4.9, utilizando uma demonstrac¸a˜o ana´loga
a` do Teorema 6.4.5.

Os resultados anteriores garantem que, teoricamente, o modelo exponencial tem
uma u´nica soluc¸a˜o de mı´nimos quadrados, quando se utilizam quaisquer treˆs estimati-
vas pontuais do semivariograma para estimar os paraˆmetros do modelo. No entanto,
na pra´tica, existem problemas nume´ricos que fazem com que na˜o se possa utilizar
esta propriedade. De facto, como a partir da amplitude pra´tica, o semivariograma e´
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muito pro´ximo do patamar, se h for significativamente superior a` amplitude pra´tica
verifica-se, frequentemente, que os me´todos computacionais/nume´ricos na˜o sa˜o capazes
de distinguir entre a aproximac¸a˜o ao patamar γ0(h) e o pro´prio patamar τ
2
0 + σ
2
0. Por
isso, mesmo que, teoricamente, exista apenas um semivariograma γ0(h) que passa por
treˆs pontos espec´ıficos, em termos pra´ticos, a situac¸a˜o e´ semelhante a` verificada nos
modelos de semivariograma com amplitude. Portanto, se existir no ma´ximo um dos hi,
com i = 1, 2, 3, menor do que a amplitude pra´tica de γ0(h), e´ prova´vel que o me´todo
dos mı´nimos quadrados usuais tambe´m devolva soluc¸o˜es mu´ltiplas.
A Figura 6.7 exemplifica a situac¸a˜o que se acabou de referir. Nela pode-se vi-
sualizar um conjunto de semivariogramas distintos de modelo exponencial que, na
pra´tica, sa˜o todos soluc¸o˜es de mı´nimos quadrados usuais. Utilizando o software R
com a package geoR, todos os semivariogramas da figura passam pelas treˆs estimativas
pontuais do semivariograma consideradas. Este conjunto de soluc¸o˜es ocorre, pelo facto
de existir apenas uma estimativa pontual com abcissa inferior a` amplitude pra´tica do
semivariograma verdadeiro de Z(s). Ale´m disso, as outras duas estimativas pontuais
esta˜o muito pro´ximas do patamar, o que leva o software a considera´-las iguais ao
patamar.
Figura 6.7: Ilustrac¸a˜o da existeˆncia de soluc¸o˜es mu´ltiplas, na estimac¸a˜o dos paraˆmetros
de um modelo de semivariograma exponencial, pelo me´todo dos mı´nimos quadrados
usuais.
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Do conjunto de resultados ate´ agora demonstrados, pode-se concluir que, se Z(s)
for um processo estaciona´rio de segunda ordem, em termos pra´ticos devem ser sem-
pre consideradas duas estimativas pontuais com norma de h inferior a` amplitude do
processo Z(s) (ou a` amplitude pra´tica, se for o caso) e outra com norma de h supe-
rior. Procedendo dessa forma, evitam-se as soluc¸o˜es mu´ltiplas no me´todo de mı´nimos
quadrados.
Portanto, e´ necessa´rio conhecer inicialmente uma boa aproximac¸a˜o da amplitude
do processo (ou da amplitude pra´tica), para que se possa estimar pontualmente o
semivariograma nos vectores adequados. A estimativa inicial da amplitude (ou da
amplitude pra´tica), deve ser obtida por um me´todo robusto.
Apesar dos resultados obtidos ate´ agora se revelarem bastante u´teis em processos
estaciona´rios de segunda ordem, eles na˜o se podem aplicar em processos apenas in-
trinsecamente estaciona´rios. De facto, os processos que sa˜o apenas intrinsecamente
estaciona´rios, nem sequer teˆm um paraˆmetro ana´logo a` amplitude (ou a` amplitude
pra´tica) e, por isso, os resultados obtidos deixam de fazer qualquer sentido nesses
modelos. Contudo, os processos que sa˜o apenas intrinsecamente estaciona´rios teˆm a
vantagem de possuir semivariogramas ilimitados. Essa propriedade facilita a existeˆncia
de soluc¸a˜o u´nica.
Seguidamente, considerar-se-a´ o modelo de poteˆncia, que e´ um dos modelos mais
utilizados em processos apenas intrinsecamente estaciona´rios.
Teorema 6.4.11. Seja Z(s) um processo geoestat´ıstico com semivariograma isotro´pico
γ0(h) = γ(h; τ
2
0 , θ0, λ0), pertencente a` famı´lia F definida pelo modelo de poteˆncia em
(1.3.10), e sejam h1, h2 e h3 quaisquer treˆs nu´meros reais positivos distintos. Enta˜o,
existe apenas um semivariograma de F que passa pelos pontos (h1, γ0(h1)), (h2, γ0(h2))
e (h3, γ0(h3)), que e´ o pro´prio γ0(h).
Demonstrac¸a˜o: Sejam γ0(h) e γ(h; τ
2, θ, λ) elementos da famı´lia F, e h1, h2, h3 ∈ R+
tais que h1 < h2 < h3. O semivariograma γ(h; τ
2, θ, λ) passa pelos pontos (hi, γ0(hi)),
i = 1, 2, 3, se e so´ se γ(hi; τ
2, θ, λ) = γ0(hi), para i = 1, 2, 3.
Atendendo a` forma de γ(h; τ 2, θ, λ), os paraˆmetros τ 2, θ e λ sa˜o as inco´gnitas do
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sistema 
τ 2 + θhλ1 = τ
2
0 + θ0h
λ0
1
τ 2 + θhλ2 = τ
2
0 + θ0h
λ0
2
τ 2 + θhλ3 = τ
2
0 + θ0h
λ0
3
.
Subtraindo, membro a membro, a primeira equac¸a˜o, a` segunda equac¸a˜o e a` terceira
equac¸a˜o, respectivamente, o sistema anterior reescreve-se na forma
τ 2 = τ 20 + θ0h
λ0
1 − θhλ1
θ
(
hλ2 − hλ1
)
= θ0
(
hλ02 − hλ01
)
θ
(
hλ3 − hλ1
)
= θ0
(
hλ03 − hλ01
) .
Por substituic¸a˜o, obte´m-se que
τ 2 = τ 20 + θ0h
λ0
1 − θhλ1
θ = θ0
h
λ0
2 −h
λ0
1
hλ2−hλ1
hλ3−hλ1
hλ2−hλ1
=
h
λ0
3 −h
λ0
1
h
λ0
2 −h
λ0
1
,
o que e´ equivalente ao sistema
τ 2 = τ 20 + θ0h
λ0
1 − θhλ1
θ = θ0
h
λ0
2 −h
λ0
1
hλ2−hλ1
(eλ)
lnh3−(eλ)lnh1
(eλ)
lnh2−(eλ)lnh1
=
(eλ0)
lnh3−(eλ0)lnh1
(eλ0)
lnh2−(eλ0)lnh1
.
Assim, utilizando te´cnicas ideˆnticas a`s do Teorema 6.4.9, passa-se a apresentar o
estudo das soluc¸o˜es da terceira equac¸a˜o do sistema.
Efectuando a mudanc¸a de varia´vel
ψ: ]0, 2[ −→ ]1, e2[
λ 7−→ x = ψ(λ) = eλ
,
verifica-se que a terceira equac¸a˜o do sistema anterior resulta em
xlnh3−lnh1 − 1
xlnh2−lnh1 − 1 =
xlnh3−lnh10 − 1
xlnh2−lnh10 − 1
, (6.4.7)
pois ψ e´ uma func¸a˜o bijectiva e tem inversa ψ−1(x) = ln(x).
Para resolver (6.4.7), considere-se a func¸a˜o auxiliar
f : Df =]1, e
2[ −→ R
x 7−→ f(x) = xlnh3−lnh1−1
xlnh2−lnh1−1
.
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Se f for injectiva, a equac¸a˜o (6.4.7) fica automaticamente resolvida, como se passara´
a comprovar.
O denominador de f e´ um polino´mio que na˜o se anula em Df porque, como h2 >
h1, enta˜o 1 < x
lnh2−lnh1 . Sendo assim, f e´ uma func¸a˜o cont´ınua e diferencia´vel, com
derivada f ′(x) =
(lnh3 − lnh1)xlnh3−lnh1−1(xlnh2−lnh1 − 1)− (lnh2 − lnh1)xlnh2−lnh1−1(xlnh3−lnh1 − 1)
(xlnh2−lnh1 − 1)2 ,
que se anula quando
(lnh3 − lnh2)xlnh3−lnh1 − (lnh3 − lnh1)xlnh3−lnh2 + lnh2 − lnh1 = 0. (6.4.8)
Para resolver a equac¸a˜o anterior, seja
g(x) = (lnh3 − lnh2)xlnh3−lnh1 − (lnh3 − lnh1)xlnh3−lnh2 + lnh2 − lnh1
quando x ∈ Df . Ora, g(1) = 0 e g e´ uma func¸a˜o cont´ınua e diferencia´vel com derivada
g′(x) = (lnh3−lnh2)(lnh3−lnh1)xlnh3−lnh1−1−(lnh3−lnh1)(lnh3−lnh2)xlnh3−lnh2−1,
a qual se anula se e so´ se
xlnh3−lnh2−1
(
xlnh2−lnh1 − 1) = 0.
Como x ∈]1, e2[, enta˜o a equac¸a˜o anterior e´ imposs´ıvel e g′ na˜o tem zeros em Df .
Assim, g e´ uma func¸a˜o estritamente mono´tona em Df e, como g(1) = 0, enta˜o, para
todo o x ∈]1, e2[, g(x) 6= 0. A equac¸a˜o (6.4.8) e´ imposs´ıvel e, por isso, f ′ na˜o se anula
em Df . Deste modo, f e´ uma func¸a˜o injectiva e a equac¸a˜o (6.4.7) tem como u´nica
soluc¸a˜o x = x0 ⇔ eλ = eλ0 ⇔ λ = λ0. Logo, o sistema inicial resulta em
γ(h1; τ
2, θ, λ) = γ0(h1)
γ(h2; τ
2, θ, λ) = γ0(h2)
γ(h3; τ
2, θ, λ) = γ0(h3)
⇔

τ 2 = τ 20
θ = θ0
λ = λ0
.
Portanto, o u´nico semivariograma de F que passa pelos pontos (hi, γ0(hi)), para i =
1, 2, 3, e´ o pro´prio γ0(h).

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Corola´rio 6.4.12. Sejam (hi, γˆ(hi)), para i = 1, 2, 3, as estimativas pontuais do semi-
variograma, obtidas atrave´s de um estimador consistente. Nas condic¸o˜es do Teorema
6.4.11, e para uma dimensa˜o amostral suficientemente grande, o problema de mı´nimos
quadrados (OLS ) tem uma u´nica soluc¸a˜o, com modelo de semivariograma de poteˆncia.
Demonstrac¸a˜o: Decorre do Teorema 6.4.11, utilizando uma demonstrac¸a˜o ana´loga
a` do Teorema 6.4.5.

Os resultados anteriores mostram que, teoricamente, o modelo de poteˆncia tem
uma u´nica soluc¸a˜o de mı´nimos quadrados, quando se utilizam quaisquer treˆs estimati-
vas pontuais do semivariograma, independentemente da sua localizac¸a˜o em relac¸a˜o aos
paraˆmetros do modelo. Os semivariogramas do modelo de poteˆncia na˜o teˆm patamar
e na˜o sa˜o limitados superiormente. Consequentemente, os problemas computacionais
que se verificaram, por exemplo, no modelo exponencial, na˜o existem no modelo de
poteˆncia. Portanto, quer teoricamente, quer na pra´tica, o me´todo dos mı´nimos qua-
drados usuais tem apenas uma soluc¸a˜o na famı´lia dos modelos de poteˆncia.
O resultado do estudo efectuado sobre as condic¸o˜es que garantem a identificabilida-
de dos paraˆmetros do modelo de semivariograma e, consequentemente, a unicidade de
soluc¸a˜o pelo me´todo dos mı´nimos quadrados, sera´ incorporado no processo de estimac¸a˜o
dos mu´ltiplos variogramas, a descrever sumariamente no algoritmo que se apresenta na
subsecc¸a˜o seguinte.
6.4.3 Algoritmo para o ca´lculo de estimativas
Considere-se um processo estaciona´rio de segunda ordem, com variograma isotro´pico
pertencente a uma das famı´lias consideradas no presente cap´ıtulo. Seja q o nu´mero de
paraˆmetros do modelo (q = 2, 3). O ca´lculo das estimativas de acordo com o estimador
de mu´ltiplos variogramas resume-se nos passos seguintes.
Algoritmo:
1. Determina-se uma aproximac¸a˜o inicial da amplitude do processo, φˆini, atrave´s
de um procedimento robusto (por exemplo, usando o estimador Qn de Genton
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associado ao me´todo de OLS ).
2. Atrave´s do estimador Qn de Genton, calculam-se q−1 estimativas pontuais do va-
riograma com abcissas inferiores a φˆini e uma estimativa com abcissa na˜o inferior
a esse valor.
3. Pelo me´todo dos mı´nimos quadrados (OLS ), estimam-se os paraˆmetros do mode-
lo 2γ(‖h‖ ,θ), utilizando as estimativas pontuais encontradas no passo anterior.
Deste modo, obte´m-se o vector de estimativas dos paraˆmetros θˆb = (θˆb,1, ..., θˆb,q).
4. Variando as abcissas onde se estima pontualmente o variograma, repetem-se os
passos 2. e 3., B vezes, para obter B estimativas, (θˆ1, ..., θˆB), dos paraˆmetros do
modelo.
5. A estimativa final do variograma e´ dada por 2γ(‖h‖ , θ˜), onde
θ˜ =
(
Mediana{θˆ1,1, ..., θˆB,1}, ...,Mediana{θˆ1,q, ..., θˆB,q}
)
.
Se o processo considerado for apenas intrinsecamente estaciona´rio, o ponto 1. do
algoritmo na˜o tem sentido, uma vez que na˜o existe amplitude. Consequentemente,
nesses casos, o algoritmo reduz-se aos passos seguintes, e as estimativas pontuais podem
ser determinadas em qualquer vector h pretendido.
Por outro lado, quando o processo na˜o tem um semivariograma isotro´pico, o proce-
dimento anterior deve ser utilizado em cada uma das direcc¸o˜es onde se deseja estimar
o semivariograma.
6.4.4 Propriedades assinto´ticas
Nesta subsecc¸a˜o estudam-se as propriedades assinto´ticas do estimador de mu´ltiplos
variogramas. Para tal, e´ necessa´rio considerar, separadamente, cada etapa do me´todo,
isto e´, e´ preciso estudar a estimac¸a˜o pontual do variograma (que e´ feita atrave´s do esti-
mador Qn de Genton), a estimac¸a˜o repetida dos paraˆmetros do modelo de variograma
(que e´ feita por OLS ) e, por fim, a estimac¸a˜o da mediana do conjunto de estimativas
dos paraˆmetros.
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Comece-se, enta˜o, por apresentar as propriedades assinto´ticas do estimador Qn
de Genton, o qual foi definido em (6.2.4). Antes de mais, e´ necessa´rio recordar as
propriedades assinto´ticas do estimador Qn, inicialmente proposto por Rousseeuw e
Croux (1993) no contexto de estimac¸a˜o de escala. A proposic¸a˜o que se apresenta de
seguida, decorre de resultados publicados no artigo referido, assumindo as condic¸o˜es
de regularidade necessa´rias. Ainda no mesmo artigo, pode ser encontrada a func¸a˜o de
influeˆncia do estimador Qn.
Proposic¸a˜o 6.4.13. Seja (X1, ..., Xn) uma amostra aleato´ria de uma populac¸a˜o com
f.d.p. F e func¸a˜o densidade de probabilidade f . Considere-se o estimador σˆ =
Qn(X1, ..., Xn) de σ =
√
Var[Xi], apresentado em (3.3.6), e duas varia´veis aleato´rias
X e Y, i.i.d. com f.d.p. F . Seja c a constante que torna o estimador Qn consistente
(vide ponto (3.3.6)). Se fX−Y (1/c) > 0 enta˜o
√
n
(
σˆ2 − σ2) L−→N (0, 4σ2Var[Q,F ]) ,
onde L representa convergeˆncia em lei, Var[Q,F ] = ∫ IF (x;Q,F )2dF (x) e IF (x;Q,F )
e´ a func¸a˜o de influeˆncia do estimador Qn.
Demonstrac¸a˜o: Com base em resultados de Serfling (1984), Rousseeuw e Croux con-
clu´ıram que o estimador σˆ converge em lei para uma distribuic¸a˜o normal, nomeada-
mente,
√
n (σˆ − σ) L−→N (0,Var[Q,F ]) .
Para concluir a convergeˆncia em lei do estimador da variaˆncia, basta aplicar o
Me´todo Delta ao desenvolvimento da func¸a˜o g(σ) = σ2, o qual garante que
√
n
(
σˆ2 − σ2) L−→N (0, (g′(σ))2Var[Q,F ]) ,
para func¸o˜es g com derivada finita diferente de zero.
Como (g′(σ))2 = 4σ2 > 0, decorre de imediato o resultado que se pretende demons-
trar.

O resultado da proposic¸a˜o anterior permite tirar concluso˜es acerca da consisteˆncia
do estimador Qn.
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Corola´rio 6.4.14. Nas condic¸o˜es da Proposic¸a˜o 6.4.13, Q2n(X1, ..., Xn) e´ um esti-
mador consistente de σ2, isto e´,
Q2n(X1, ..., Xn)
P−→ σ2,
onde P representa convergeˆncia em probabilidade.
Demonstrac¸a˜o: Sabe-se que, se {kn}n∈N e´ uma sucessa˜o de constantes que tende para
infinito e kn(Tn − θ) L−→F, onde Tn e´ um estimador de θ e F e´ uma f.d.p. cont´ınua,
enta˜o Tn
P−→ θ.
Tomando Tn = Q
2
n(X1, ..., Xn), θ = σ
2 e kn =
√
n, conclui-se o resultado pretendido.

Os resultados anteriores foram demonstrados num contexto geral, na˜o espacial. Em
processos espaciais, e´ necessa´rio especificar qual e´ o contexto assinto´tico em que se tra-
balha (IA, IDA ou MIDA, de acordo com a subsecc¸a˜o 2.3.1). Dependendo do contexto,
o estimador pode gozar de diferentes propriedades. Para estudar as propriedades de Qn
na primeira fase do estimador de mu´ltiplos variogramas, considerar-se-a˜o os cena´rios
IDA e MIDA.
No seguimento sera´ suposta uma hipo´tese adicional sobre a regia˜o inicial R0 refe-
rida na subsecc¸a˜o 2.3.1, de modo a excluir formas ano´malas do domı´nio do processo.
Recorre-se a` notac¸a˜o usual de O(.) e de o(.), segundo a qual, un = O(vn) significa que
un/vn e´ uma sucessa˜o limitada, e que un = o(vn) significa que un/vn −→
n→∞
0.
C.1 Para qualquer sequeˆncia de nu´meros reais positivos {tn}n∈N, com tn −→
n→∞
0, o
nu´mero de conjuntos da forma (i+]0, 1]d)tn (com i = (i1, ..., id) ∈ Zd) que inter-
sectam R0 e o seu complementar, e´ O(t
d−1
n ) quando n→∞.
A hipo´tese, que se verifica em todos os processos com interesse pra´tico, tambe´m foi
assumida por Lahiri et al. (2002) e, de acordo com os autores, garante que o nu´mero de
incrementos separados por um dado vector fixo e o nu´mero de observac¸o˜es da amostra,
tendem para infinito com a mesma velocidade de convergeˆncia. Assim, quando n→∞,
e para qualquer h ∈ Xd,
#Nn(h) = n(1 + o(1)).
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Este resultado vai ser utilizado na demonstrac¸a˜o do pro´ximo teorema.
Teorema 6.4.15. Seja Z(s) um processo geoestat´ıstico com variograma 2γ(h,θ0) =
2γ0(h) e {Z(s1), ..., Z(sn)} uma sua amostra. Para um qualquer vector h ∈ Xd fixo,
seja 2γˆG(h) o estimador Qn de Genton apresentado em (6.2.4). Considere-se que os
incrementos Ii = {Z(si) − Z(si + h) : i = 1, ...,#N(h)} sa˜o independentes, que a
func¸a˜o densidade fIi−Ij(1/c) > 0 e que C.1 se verifica. Enta˜o, sobre condic¸o˜es de IDA
ou de MIDA verifica-se que
• √n (2γˆG(h)− 2γ0(h)) L−→N (0, 8γ0(h)Var[Q,F ]) ;
• 2γˆG(h) P−→ 2γ0(h).
Demonstrac¸a˜o: Como fIi−Ij(1/c) > 0 e os incrementos sa˜o independentes, pode-se
aplicar directamente o Proposic¸a˜o 6.4.13 aos incrementos {Ii : i = 1, ...,#Nn(h)},
para concluir que√
#Nn(h) (2γˆG(h)− 2γ0(h)) L−→N (0, 8γ0(h)Var[Q,F ]) . (6.4.9)
Por outro lado, decorre da hipo´tese C.1 que #Nn(h) = n(1+o(1)), quando n→∞,
em qualquer um dos contextos assinto´ticos considerados. Isto garante que
lim
n→∞
#Nn(h)
n
= 1,
isto e´, que #Nn(h) = O(n). Tendo em conta este resultado e a expressa˜o (6.4.9) pode-se
concluir que
√
n (2γˆG(h)− 2γ0(h)) L−→N (0, 8γ0(h)Var[Q,F ]) .
Aplicando agora o Corola´rio 6.4.14 obte´m-se que
2γˆG(h)
P−→ 2γ0(h),
e fica assim demonstrado o teorema.

Antes de prosseguir, analisam-se as hipo´teses colocadas no Teorema 6.4.15. A
hipo´tese que garante que fIi−Ij(1/c) > 0 na˜o e´ muito restritiva. De facto, se o pro-
cesso Z(s) for Gaussiano, essa hipo´tese verifica-se sempre. No entanto, a hipo´tese
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dos incrementos serem independentes, e´ demasiado forte. Realmente, os processos
geoestat´ısticos na˜o verificam esta condic¸a˜o. Apesar disso, este teorema constitui um
resultado que se verifica aproximadamente em situac¸o˜es de fraca dependeˆncia dos in-
crementos. Genton (1998b) utilizou uma te´cnica semelhante a esta, para aproximar
a matriz de covariaˆncias do estimador Qn, em situac¸o˜es onde existe estrutura de de-
pendeˆncia. O autor supoˆs que as observac¸o˜es do processo sa˜o independentes para poder
aproximar a situac¸a˜o onde existe dependeˆncia. Foi nas mesmas condic¸o˜es que o autor
concluiu a consisteˆncia do estimador Qn. Assim, prossegue-se o estudo das proprieda-
des do estimador de mu´ltiplos variogramas, utilizando o Teorema 6.4.15 como um
resultado aproximado, tendo em atenc¸a˜o que seria deseja´vel a demonstrac¸a˜o de um
resultado ideˆntico com hipo´teses menos restritivas.
Corola´rio 6.4.16. Seja (2γˆG(h1), ..., 2γˆG(hH)) o estimador Qn de Genton considerado
nos vectores hi, i = 1, ..., H. Se para qualquer hi, se verificarem as condic¸o˜es do teorema
anterior, enta˜o
(2γˆG(h1), ..., 2γˆG(hH))
P−→(2γ0(h1), ..., 2γ0(hH)).
Demonstrac¸a˜o: E´ imediata utilizando a definic¸a˜o de convergeˆncia em probabilidade
multidimensional.

De modo ideˆntico, a distribuic¸a˜o assinto´tica normal multivariada do estimador e´
um corola´rio do Teorema 6.4.15.
Corola´rio 6.4.17. Seja (2γˆG(h1), ..., 2γˆG(hH)) o estimador Qn de Genton considera-
do nos vectores hi, i = 1, ..., H. Se para qualquer hi, se verificarem as condic¸o˜es do
Teorema 6.4.15, enta˜o
√
n (2γˆG(h1)− 2γ(h1,θ0), ..., 2γˆG(hH)− 2γ(hH ,θ0)) L−→N (0,Σ) ,
onde Σ e´ uma matriz diagonal tal que
Σ = diag{8γ(h1,θ0)Var[Q,F ], ..., 8γ(hH ,θ0)Var[Q,F ]}.
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Demonstrac¸a˜o: E´ consequeˆncia directa do Teorema 6.4.15 e da independeˆncia dos
2γˆG(hi), para i = 1, ...H.

Concluindo, sob certas condic¸o˜es de regularidade e num contexto de IDA ou de
MIDA, o estimador usado na primeira fase da estimac¸a˜o pelo me´todo dos mu´ltiplos
variogramas e´ consistente e tem uma distribuic¸a˜o assinto´tica normal.
De seguida, apresentam-se os resultados assinto´ticas relativos a` segunda fase, ou
seja, ao estimador de mı´nimos quadrados usuais. Os resultados de Lahiri et al. (2002)
sa˜o directamente aplica´veis supondo as condic¸o˜es C.2, C.3 e C.4 seguintes.
C.2 Para qualquer ε > 0, existe um δ > 0 tal que
inf
{
H∑
i=1
(2γ(hi,θ1)− 2γ(hi,θ2))2 : ‖θ1 − θ2‖ ≥ ε
}
> δ;
C.3 para qualquer vector h ∈ Rd fixo, sup{γ(h,θ) : θ ∈ Θ} <∞;
C.4 γ(h,θ) tem derivadas parciais de ordem s(≥ 0) em ordem a θ.
A condic¸a˜o C.2 serve para garantir a identificabilidade dos paraˆmetros do modelo de
variograma. A identificabilidade, que ja´ foi abordada na subsecc¸a˜o 6.4.2, permite que,
para qualquer θ1 6= θ2, os variogramas 2γ(h,θ1) e 2γ(h,θ2) na˜o sejam iguais em todos
os hi, para i = 1, ..., H. Por outras palavras, os variogramas 2γ(h,θ1) e 2γ(h,θ2) teˆm
que possuir valores diferentes em, pelo menos, um dos vectores hi, i = 1, ..., H, para
que na˜o existam soluc¸o˜es mu´ltiplas por OLS. A condic¸a˜o C.3 verifica-se sem causar
grandes restric¸o˜es, pois basta que o espac¸o de paraˆmetros seja compacto – uma vez
que o variograma e´ uma func¸a˜o cont´ınua em θ ∈ Θ, sendo Θ compacto, enta˜o a func¸a˜o e´
limitada. Finalmente a condic¸a˜o C.4 pode ser verificada directamente em cada modelo
de variograma utilizado.
Para demonstrar a consisteˆncia do estimador de mı´nimos quadrados, apenas e´ ne-
cessa´ria a continuidade de 2γ(h,θ) em θ. Isso consegue-se fazendo s = 0 na condic¸a˜o
C.4. Para determinar a distribuic¸a˜o assinto´tica do estimador de mı´nimos quadrados,
e´ necessa´ria a diferenciabilidade de 2γ(h,θ), que se obte´m tomando s = 1 em C.4.
Comece-se enta˜o pela consisteˆncia do estimador de mı´nimos quadrados.
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Teorema 6.4.18. Seja 2γˆ(hi), i = 1, ..., H, um estimador pontual do variograma e θˆn
o estimador usual de mı´nimos quadrados. Assumam-se as condic¸o˜es C.2, C.3 e C.4
com s = 0. Se, para qualquer i = 1, ..., H, 2γˆ(hi)
P−→ 2γ(hi,θ0), enta˜o θˆn P−→θ0.
Demonstrac¸a˜o: Em Lahiri et al. (2002).

A partir do Teorema 6.4.18 e´ imediato o seguinte resultado:
Corola´rio 6.4.19. Nas condic¸o˜es dos teoremas 6.4.15 e 6.4.18, o estimador de mı´-
nimos quadrados, θˆn, aplicado a`s estimativas pontuais do variograma, obtidas atrave´s
do estimador Qn de Genton, e´ consistente, isto e´, θˆn
P−→θ0.
Demonstrac¸a˜o: Resulta imediatamente da aplicac¸a˜o do Teorema 6.4.18 atendendo
a que, nas condic¸o˜es do Teorema 6.4.15, o estimador Qn de Genton e´ consistente
(vide Corola´rio 6.4.16).

A distribuic¸a˜o assinto´tica do estimador de mı´nimos quadrados, tambe´m foi esta-
belecida em Lahiri et al. (2002). Esse resultado utiliza vectores de derivadas parciais.
Assim, e´ necessa´rio considerar os vectores gj(θ) das derivadas parciais de γ(h1,θ), ...,
γ(hH ,θ) em ordem aos paraˆmetros θj ∈ θ, ou seja, gj(θ0) = ((∂/∂θj)γ(h1,θ0), ...,
(∂/∂θj)γ(hH ,θ0)), 1 ≤ j ≤ q. Ale´m disso, agrupam-se os vectores das derivadas parciais
numa matriz de dimensa˜o H × q definida por Γ(θ0) = [−2g1(θ0) ... − 2gq(θ0)]. Assim,
e´ poss´ıvel estabelecer o seguinte resultado:
Teorema 6.4.20. Seja 2γˆ(hi), i = 1, ..., H, um estimador pontual do variograma e
θˆn o estimador usual de mı´nimos quadrados. Assuma-se que as condic¸o˜es C.2, C.3
e C.4 se verificam com s = 1 e que existe uma sucessa˜o de constantes {an}n∈N, com
an −→
n→∞
+∞,, tal que
an (2γˆ(h1)− 2γ(h1,θ0), ..., 2γˆ(hH)− 2γ(hH ,θ0)) L−→NH (0,Σ(θ0)) ,
onde Σ(θ0) e´ uma matriz na˜o singular. Se a matriz Γ(θ0) tiver caracter´ıstica q, enta˜o
an(θˆn − θ0) L−→Nq (0,ΣΓ(θ0)) ,
onde ΣΓ(θ0) = (Γ(θ0)
TΓ(θ0))
−1Γ(θ0)TΣ(θ0)Γ(θ0)(Γ(θ0)TΓ(θ0))−1.
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Demonstrac¸a˜o: Em Lahiri et al. (2002).

O resultado anterior, garante a distribuic¸a˜o assinto´tica do estimador de mı´nimos
quadrados, que e´ utilizado na segunda fase do me´todo dos mu´ltiplos variogramas.
Repare-se que, para o estimador de mu´ltiplos variogramas, como o nu´mero de estima-
tivas pontuais do variograma e´ igual ao nu´mero de paraˆmetros a estimar, tem-se que
H = q e, portanto, Γ(θ0) e´ uma matriz quadrada. Admitindo que Γ(θ0) e´ na˜o singular,
e´ poss´ıvel simplificar a matriz ΣΓ(θ0), obtendo-se que
ΣΓ(θ0) = Γ(θ0)
−1Σ(θ0)(Γ(θ0)T)−1.
Corola´rio 6.4.21. Nas condic¸o˜es dos teoremas 6.4.15 e 6.4.20, o estimador de mı´ni-
mos quadrados θˆn aplicado a`s estimativas pontuais obtidas atrave´s do estimador Qn de
Genton, nos pontos h1, ...,hH (com H = q), segue uma distribuic¸a˜o assinto´tica normal,
isto e´,
√
n(θˆn − θ0) L−→Nq (0,ΣΓ(θ0)) ,
onde ΣΓ(θ0) = Γ(θ0)
−1Σ(θ0)(Γ(θ0)T)−1 e
Σ(θ0) = diag{8γ(h1,θ0)Var[Q,F ], ..., 8γ(hH ,θ0)Var[Q,F ]}.
Demonstrac¸a˜o: Resulta, imediatamente, da aplicac¸a˜o do Teorema 6.4.20 aten-
dendo a que, nas condic¸o˜es do Teorema 6.4.15, o estimador Qn de Genton tem uma
distribuic¸a˜o assinto´tica normal (vide Corola´rio 6.4.17).

Resumindo, as propriedades do estimador de mu´ltiplos variogramas relativas a` se-
gunda etapa da estimac¸a˜o, dependem basicamente das propriedades dos estimadores
utilizados na primeira etapa. Assim, como o estimador Qn de Genton e´ consistente e
assintoticamente normal, enta˜o o estimador de mı´nimos quadrados tambe´m o vai ser.
A terceira etapa do me´todo consiste em repetir as duas etapas anteriores, produ-
zindo um conjunto de curvas que constituem estimativas consistentes do variograma.
Essas curvas sa˜o obtidas de forma independente uma vez que, na estimac¸a˜o de cada
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curva, os vectores onde se obteˆm as estimativas pontuais do variograma sa˜o seleccio-
nados de forma independente. Resta enta˜o averiguar as propriedades da u´ltima etapa
do me´todo dos mu´ltiplos variogramas.
A u´ltima etapa do estimador de mu´ltiplos variogramas consiste em determinar a
mediana das B estimativas de mı´nimos quadrados, as quais foram obtidas na terceira
etapa da estimac¸a˜o. Isto e´, repetindo-se a primeira e a segunda etapas B vezes para
diferentes hi, i = 1, ..., H, obte´m-se um conjunto de estimativas de mı´nimos quadrados
(θˆ1, ..., θˆB). A estimativa final do me´todo dos mu´ltiplos variogramas e´ dada por
θ˜B =
(
Mediana{θˆ1,1, ..., θˆB,1}, ...,Mediana{θˆ1,q, ..., θˆB,q}
)
.
Como se mostrou no Corola´rio 6.4.21, quando a dimensa˜o da amostra aumenta,
cada θˆb = (θˆb,1, ..., θˆb,q), para b = 1, ..., B, converge para uma distribuic¸a˜o assinto´tica
normal com vector de me´dia θ0. Contudo, os θˆb na˜o teˆm a mesma matriz de co-
variaˆncias. Considere-se enta˜o que n e´ suficientemente grande, para que seja poss´ıvel
utilizar a aproximac¸a˜o a` distribuic¸a˜o normal. Neste contexto pretende-se averiguar
como se comporta θ˜B a` medida que B aumenta.
Note-se que a consisteˆncia e a distribuic¸a˜o assinto´tica normal da mediana sa˜o bem
conhecidas quando as observac¸o˜es sa˜o i.i.d.. Por isso, os resultados que se seguem,
correspondem a uma generalizac¸a˜o desses casos.
Teorema 6.4.22. Sejam θˆb =
(
θˆb,1, ..., θˆb,q
)
, b = 1, ..., B, vectores aleato´rios inde-
pendentes e considere-se θ˜B =
(
Mediana{θˆ1,1, ..., θˆB,1}, ...,Mediana{θˆ1,q, ..., θˆB,q}
)
. Se,
para qualquer b = 1, ..., B, θˆb ∼ Nq(θ0,Σb), enta˜o
θ˜B
P−→
B→∞
θ0.
Demonstrac¸a˜o: Para cada i = 1, ..., q, fixo, seja
F¯B,i =
1
B
B∑
b=1
Fb,i,
onde Fb,i e´ a f.d.p. de θˆb,i. Como θˆb ∼ Nq(θ0,Σb), enta˜o θˆb,i ∼ N(θ0,i, σ2b,i) e, a simetria
da distribuic¸a˜o garante que
F¯B,i(θ0,i) =
1
B
B∑
b=1
Fb,i(θ0,i) =
1
2
.
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Por outro lado, dado que qualquer Fb,i e´ uma func¸a˜o estritamente crescente, enta˜o
F¯B,i tambe´m o e´. Por isso, para qualquer ε > 0, verifica-se que 1/2 < F¯B,i(θ0,i + ε) < 1
e que 0 < F¯B,i(θ0,i − ε) < 1/2. Consequentemente,
√
B
(
F¯B,i(θ0,i + ε)− 1
2
)
−→
B
∞
e
√
B
(
1
2
− F¯B,i(θ0,i − ε)
)
−→
B
∞.
Estas duas u´ltimas condic¸o˜es, juntamente com o facto dos θˆb serem independentes,
para b = 1, ..., B, permitem que se utilize um resultado de Mizera e Wellner (1998) (ver
Teorema 1 do artigo) para concluir que
Mediana{θˆ1,i, ..., θˆB,i} P−→
B
θ0,i. (6.4.10)
Como a consisteˆncia em (6.4.10) se verifica para qualquer i = 1, ..., q, enta˜o θ˜B
tende em probabilidade para θ0 quando B →∞.

O resultado anterior garante a consisteˆncia da u´ltima etapa do estimador de mu´l-
tiplos variogramas. Portanto, o estimador de mu´ltiplos variogramas e´ consistente.
Finalmente, falta concluir um resultado sobre a distribuic¸a˜o assinto´tica do estima-
dor de mu´ltiplos variogramas.
Teorema 6.4.23. Considere-se que se verificam as condic¸o˜es do Teorema 6.4.22
e que limB→∞ 1B
∑B
b=1 fb,i(θ0,i) existe e pertence a R+, onde fb,i representa a func¸a˜o
densidade de probabilidade de θˆb,i, para todo o i = 1, ..., q. Enta˜o
√
B
(
Mediana{θˆ1,i, ..., θˆB,i} − θ0,i
) L−→
B
N
0,(2 lim
B→∞
1
B
B∑
b=1
fb,i(θ0,i)
)−2 .
Demonstrac¸a˜o: Para i = 1, ..., q fixo, considerem-se as varia´veis aleato´rias θˆ1,i, ..., θˆB,i,
que, por hipo´tese, sa˜o independentes e seguem uma distribuic¸a˜o normal, com me´dia
θ0,i e variaˆncia σ
2
b,i. A demonstrac¸a˜o e´ desenvolvida tendo em conta um resultado de
Koenker (2005), nomeadamente, utilizando o Teorema 4.1 do referido livro. Esse teo-
rema assegura a distribuic¸a˜o assinto´tica normal do estimador dos coeficientes do mo-
delo de regressa˜o quant´ılica com erros heterosceda´sticos, para um quantil τ gene´rico
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(0 < τ < 1). Na presente demonstrac¸a˜o, particulariza-se o resultado para τ = 0.5, to-
mando xb,i = 1, para b = 1, ..., B. Assim, para qualquer componente fixa i do paraˆmetro
θ, obte´m-se o modelo
θˆb,i = θ0,i + b,i,
onde b,i sa˜o os erros do modelo e Q0.5(θˆb,i|xb,i) = θ0,i, para qualquer b = 1, ..., B.
Se o modelo anterior estiver nas condic¸o˜es do Teorema 4.1 de Koenker (2005), enta˜o
esse resultado permite provar o presente teorema. Assim, a demonstrac¸a˜o prossegue
comprovando que as condic¸o˜es necessa´rias a` aplicac¸a˜o do Teorema 4.1 de Koenker
(2005) se verificam.
A Condic¸a˜o A1 de Koenker (2005) verifica-se, uma vez que as vara´veis aleato´rias
θˆb,i seguem uma distribuic¸a˜o normal, a qual e´ absolutamente cont´ınua e satisfaz 0 <
fb,i(θ0,i) <∞.
A Condic¸a˜o A2 de Koenker (2005) tambe´m se verifica uma vez que:
1. lim
B→∞
1
B
B∑
b=1
xb,ix
T
b,i = [1], que e´ uma matriz definida positiva;
2. lim
B→∞
1
B
B∑
b=1
fb,i(θ0,i)xb,ix
T
b,i =
[
lim
B→∞
1
B
B∑
b=1
fb,i(θ0,i)
]
, que tambe´m e´ uma matriz
definida positiva dado que, por hipo´tese, lim
B→∞
1
B
B∑
b=1
fb,i(θ0,i) > 0;
3. por fim max
b=1,...,B
‖xb,i‖√
B
=
1√
B
−→
B→∞
0.
Dado que todas as condic¸o˜es do Teorema 4.1 de Koenker (2005) se verificam, fica
conclu´ıda a demonstrac¸a˜o.

O resultado anterior mostra que, quando o nu´mero de observac¸o˜es da amostra (n)
e o nu´mero de variogramas considerados (B) sa˜o suficientemente grandes, enta˜o o
estimador de mu´ltiplos variogramas segue uma distribuic¸a˜o normal.
Resumindo, o estimador de mu´ltiplos variogramas que se propoˆs e´ consistente e
tem uma distribuic¸a˜o assinto´tica normal. E´ tambe´m um estimador robusto, porque e´
composto por um estimador robusto na primeira etapa – logo o estimador de mu´ltiplos
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variogramas possui uma func¸a˜o de influeˆncia limitada e um ponto de ruptura positivo.
Por outro lado, o estimador de mu´ltiplos variogramas proposto tem boa eficieˆncia
em modelos normais – repare-se que o estimador Qn tem boa eficieˆncia para estimar
pontualmente o variograma em modelos normais e que, nas condic¸o˜es aqui consideradas,
o estimador de mı´nimos quadrados e´ eficiente.
Concluindo, o estimador de mu´ltiplos variogramas concilia boas propriedades de
robustez com boa eficieˆncia em modelos normais.
Cap´ıtulo 7
Exemplos de aplicac¸a˜o do
estimador de mu´ltiplos variogramas
O presente cap´ıtulo e´ dedicado a` aplicac¸a˜o do estimador de mu´ltiplos variogramas que
foi proposto e estudado no cap´ıtulo anterior.
Assim, em primeiro lugar, apresenta-se um estudo de simulac¸a˜o, no qual se con-
fronta o estimador de mu´ltiplos variogramas com os me´todos mais divulgados de es-
timac¸a˜o do variograma. O desempenho dos estimadores e´ avaliado considerando amos-
tras de processos geoestat´ısticos geradas com diferentes modelos de variograma. Para
cada modelo, estudam-se diversos graus de contaminac¸a˜o da amostra.
Na segunda parte do cap´ıtulo, analisa-se a aplicac¸a˜o do estimador de mu´ltiplos
variogramas a um conjunto de dados reais.
7.1 Estudo de simulac¸a˜o
Para efectuar um estudo comparativo do desempenho do estimador de mu´ltiplos va-
riogramas, consideraram-se outros estimadores do variograma, inseridos em programas
informa´ticos especificamente vocacionados para as aplicac¸o˜es da Geoestat´ıstica. Assim,
comparou-se o estimador de mu´ltiplos variogramas com as seguintes alternativas:
• estimador tradicional – consiste na utilizac¸a˜o do estimador de Matheron para es-
timar pontualmente o variograma, associado ao estimador de mı´nimos quadrados
ponderados (WLS ) para estimar os paraˆmetros do modelo de variograma. No
me´todo de WLS utilizam-se os pesos de Cressie (1993) que foram apresentados
em (2.2.4);
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• estimador Qn em associac¸a˜o com WLS – o estimador de Matheron e´ substitu´ıdo
pelo estimador Qn para estimar pontualmente o variograma; de seguida utiliza-se
o WLS, com os pesos propostos por Cressie (1993), para estimar os paraˆmetros
do modelo de variograma.
O estudo comparativo foi organizado do seguinte modo: para diferentes modelos
de variograma, simularam-se amostras de processos geoestat´ısticos Gaussianos, quer
sem contaminac¸a˜o, quer com diversos graus de contaminac¸a˜o. Em cada caso, foram
contempladas amostras de diferentes dimenso˜es. O crite´rio de comparac¸a˜o foi o do erro
quadra´tico me´dio.
Em particular, os modelos de variograma utilizados nas simulac¸o˜es foram os referi-
dos em Genton (1998b). Assim, as amostras foram geradas de acordo com treˆs modelos
de variograma: o modelo esfe´rico, o modelo exponencial e o modelo de poteˆncia, os
quais sa˜o caracterizados, respectivamente, pelas expresso˜es (1.3.7), (1.3.8) e (1.3.10).
O modelo esfe´rico e o modelo exponencial correspondem a processos estaciona´rios de
segunda ordem e sa˜o dos modelos de variograma mais utilizados nas aplicac¸o˜es da Geo-
estat´ıstica (vide Schabenberger e Gotway (2005)). Apesar de na˜o ser ta˜o utilizado na
pra´tica, o modelo de poteˆncia e´ o modelo de variograma mais divulgado de entre os
que pertencem a processos apenas intrinsecamente estaciona´rios.
Do ponto de vista da existeˆncia de paraˆmetros, e´ de relembrar que o modelo esfe´rico
pertence ao conjunto dos variogramas que teˆm amplitude, enquanto que o modelo ex-
ponencial na˜o tem amplitude, mas tem amplitude pra´tica; o modelo de poteˆncia na˜o
possui amplitude, nem amplitude pra´tica. Por isso, esses treˆs modelos sa˜o bons repre-
sentantes dos diferentes variogramas que se utilizam usualmente em Geoestat´ıstica.
De acordo com o estudo de simulac¸a˜o publicado em Genton (1998b), geraram-se
amostras com localizac¸o˜es dispostas aleatoriamente num segmento de recta com com-
primento de 200 unidades. Note-se que, ao supor processos isotro´picos, o variograma
do processo na˜o depende da direcc¸a˜o considerada. Por isso, na˜o ha´ perda de generali-
dade ao efectuar o estudo do variograma atrave´s da simulac¸a˜o de pontos situados sobre
uma recta.
Para gerar amostras de acordo com o modelo de variograma esfe´rico ou com o
modelo exponencial, usou-se o seguinte conjunto de valores de paraˆmetros:
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• φ = 15 (amplitude ou amplitude pra´tica);
• τ 2 = 1 (efeito de pepita);
• τ 2 + σ2 = 3 (patamar).
Quando as amostras foram simuladas de acordo com o modelo de poteˆncia apresentado
em (1.3.10), considerou-se
• λ = 0.5;
• τ 2 = 0 (efeito de pepita);
• θ = 2.
Para observar o comportamento dos diferentes estimadores em relac¸a˜o ao aumento
da dimensa˜o da amostra, fez-se o mesmo estudo em amostras com 50 observac¸o˜es e em
amostras com 200 observac¸o˜es.
Com o objectivo de avaliar a robustez do estimador de mu´ltiplos variogramas, foram
tambe´m mantidas as condic¸o˜es de contaminac¸a˜o estudadas por Genton. Deste modo,
em cada amostra gerada, substitu´ıram-se ε% de observac¸o˜es por observac¸o˜es indepen-
dentes provenientes de uma distribuic¸a˜o N(0, σ2). A contaminac¸a˜o da amostra varia
consoante as escolhas de ε e de σ. Neste estudo consideraram-se os seguintes casos:
A.1 Amostra sem contaminac¸a˜o;
A.2 Amostra com contaminac¸a˜o de 10% e σ = 5;
A.3 Amostra com contaminac¸a˜o de 20% e σ = 5;
A.4 Amostra com contaminac¸a˜o de 30% e σ = 5;
A.5 Amostra com contaminac¸a˜o de 10% e σ = 10;
A.6 Amostra com contaminac¸a˜o de 10% e σ = 20.
As contaminac¸o˜es A.2, A.3 e A.4, permitem averiguar como se comportam os estimado-
res quando o nu´mero de observac¸o˜es contaminadas aumenta. Nesse caso a distribuic¸a˜o
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das observac¸o˜es contaminadas e´ sempre igual. As contaminac¸o˜es A.2, A.5 e A.6 per-
mitem observar o comportamento dos estimadores, quando a variaˆncia da varia´vel
aleato´ria que gerou as observac¸o˜es contaminadas aumenta e o nu´mero de observac¸o˜es
contaminadas permanece constante.
Simularam-se 1000 amostras de cada tipo de contaminac¸a˜o, para cada modelo de va-
riograma considerado, quer para n = 50, quer para n = 200. Em cada caso, estimaram-
-se os variogramas atrave´s dos estimadores considerados, utilizando as regras pra´ticas
recomendadas em Journel e Huijbregts (1978), isto e´, utilizando apenas pares de obser-
vac¸o˜es que esta˜o separadas por uma distaˆncia inferior a metade da distaˆncia ma´xima
entre localizac¸o˜es e considerando apenas as estimativas pontuais do variograma que
foram obtidas com pelo menos 30 incrementos.
O estimador de mu´ltiplos variogramas foi determinado com 250 repetic¸o˜es do pro-
cesso iterativo, i.e., a terceira etapa da estimac¸a˜o consistiu na obtenc¸a˜o de B = 250
estimativas do variograma, a partir das quais se obteve a estimativa final.
Em cada situac¸a˜o amostral, calculou-se o erro quadra´tico me´dio emp´ırico de cada
estimador, isto e´,
EQME(θ¯∗i ) =
1
1000
1000∑
j=1
(
θ¯
∗(j)
i − θi
)2
, i = 1, 2, 3,
onde θ¯
∗(j)
i e´ a estimativa do i-e´simo paraˆmetro do variograma, obtida na j-e´sima amos-
tra, e θi e´ o valor do i-e´simo paraˆmetro usado na simulac¸a˜o do modelo de variograma.
Os ca´lculos necessa´rios ao estudo de simulac¸a˜o foram efectuados com o programa
R. Para ale´m da base do programa, utilizaram-se duas packages espec´ıficas – a package
geoR, que serviu para simular as amostras e para trabalhar com as func¸o˜es e estima-
dores tradicionais em Geoestat´ıstica; e a package robustbase, que permitiu obter as
estimativas pelo estimador Qn. Os resultados obtidos sa˜o apresentados nas tabelas que
se seguem (Tabela 7.1 a` Tabela 7.6).
Analisando os resultados obtidos, verifica-se que o estimador de mu´ltiplos vario-
gramas se comportou bastante melhor que os restantes estimadores considerados, uma
vez que os seus erros quadra´ticos me´dios emp´ıricos sa˜o quase sempre inferiores aos
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Modelo esfe´rico com φ = 15, τ 2 = 1 e σ2 = 2 (n = 50).
Contaminac¸a˜o Me´todo EQME(φˆ) EQME(τˆ 2) EQME(τˆ 2 + σˆ2)
A.1 Math. WLS 402.615 0.318 1.375
Qn WLS 376.581 0.380 1.717
Mult. variog. 141.389 0.253 1.113
A.2 Math. WLS 476.080 7.590 12.667
Qn WLS 415.593 1.732 6.355
Mult. variog. 166.621 1.489 5.549
A.3 Math. WLS 428.559 24.019 31.948
Qn WLS 387.574 6.060 16.966
Mult. variog. 214.242 6.124 17.098
A.4 Math. WLS 352.776 52.121 66.025
Qn WLS 413.158 19.210 40.767
Mult. variog. 231.812 19.287 41.931
A.5 Math. WLS 467.990 98.230 216.365
Qn WLS 478.496 2.885 19.395
Mult. variog. 222.453 2.527 14.027
A.6 Math. WLS 407.576 1522.922 3773.975
Qn WLS 526.673 3.956 35.813
Mult. variog. 238.036 3.721 24.565
Tabela 7.1: Erros quadra´ticos me´dios emp´ıricos dos estimadores dos paraˆmetros do
modelo esfe´rico, para amostras de dimensa˜o 50. Os estimadores considerados foram
o estimador de Matheron com mı´nimos quadrados ponderados (Math. WLS ), o esti-
mador Qn com mı´nimos quadrados ponderados (Qn WLS ) e o estimador de mu´ltiplos
variogramas (Mult. variog.).
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Modelo esfe´rico com φ = 15, τ 2 = 1 e σ2 = 2 (n = 200).
Contaminac¸a˜o Me´todo EQME(φˆ) EQME(τˆ 2) EQME(τˆ 2 + σˆ2)
A.1 Math. WLS 289.850 0.103 0.539
Qn WLS 369.682 0.117 0.663
Mult. variog. 40.021 0.043 0.462
A.2 Math. WLS 395.172 7.104 6.506
Qn WLS 284.331 0.714 2.619
Mult. variog. 34.998 0.574 2.206
A.3 Math. WLS 459.959 26.146 22.218
Qn WLS 207.917 4.168 9.085
Mult. variog. 56.484 3.903 8.844
A.4 Math. WLS 457.074 56.074 47.923
Qn WLS 264.367 14.796 23.327
Mult. variog. 95.673 14.560 24.859
A.5 Math. WLS 529.829 98.081 109.556
Qn WLS 238.009 1.421 7.410
Mult. variog. 43.019 1.150 6.411
A.6 Math. WLS 266.372 783.580 1883.447
Qn WLS 312.207 2.069 15.237
Mult. variog. 68.785 1.694 13.087
Tabela 7.2: Erros quadra´ticos me´dios emp´ıricos dos estimadores dos paraˆmetros do
modelo esfe´rico, para amostras de dimensa˜o 200. Os estimadores considerados foram
o estimador de Matheron com mı´nimos quadrados ponderados (Math. WLS ), o esti-
mador Qn com mı´nimos quadrados ponderados (Qn WLS ) e o estimador de mu´ltiplos
variogramas (Mult. variog.).
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Modelo exponencial com φ = 15, τ 2 = 1 e σ2 = 2 (n = 50).
Contaminac¸a˜o Me´todo EQME(φˆ) EQME(τˆ 2) EQME(τˆ 2 + σˆ2)
A.1 Math. WLS 262.530 0.703 1.413
Qn WLS 308.059 0.707 1.981
Mult. variog. 229.484 0.606 1.708
A.2 Math. WLS 265.100 6.542 12.771
Qn WLS 268.897 2.150 7.206
Mult. variog. 156.347 1.771 7.538
A.3 Math. WLS 379.720 20.554 37.345
Qn WLS 366.607 5.983 19.684
Mult. variog. 119.687 5.435 22.088
A.4 Math. WLS 238.865 34.716 67.712
Qn WLS 315.745 15.054 44.619
Mult. variog. 188.709 13.666 47.211
A.5 Math. WLS 266.978 60.517 216.529
Qn WLS 292.258 3.135 19.928
Mult. variog. 217.932 2.562 17.234
A.6 Math. WLS 474.325 1634.102 4190.424
Qn WLS 275.142 4.583 42.758
Mult. variog. 175.427 3.505 28.391
Tabela 7.3: Erros quadra´ticos me´dios emp´ıricos dos estimadores dos paraˆmetros do mo-
delo exponencial, para amostras de dimensa˜o 50. Os estimadores considerados foram
o estimador de Matheron com mı´nimos quadrados ponderados (Math. WLS ), o esti-
mador Qn com mı´nimos quadrados ponderados (Qn WLS ) e o estimador de mu´ltiplos
variogramas (Mult. variog.).
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Modelo exponencial com φ = 15, τ 2 = 1 e σ2 = 2 (n = 200).
Contaminac¸a˜o Me´todo EQME(φˆ) EQME(τˆ 2) EQME(τˆ 2 + σˆ2)
A.1 Math. WLS 119.994 0.440 0.421
Qn WLS 120.974 0.465 0.489
Mult. variog. 12.459 0.268 0.332
A.2 Math. WLS 372.786 5.733 6.897
Qn WLS 186.597 0.952 2.773
Mult. variog. 40.670 0.668 2.456
A.3 Math. WLS 372.444 18.030 22.778
Qn WLS 174.527 3.576 9.285
Mult. variog. 57.973 3.317 10.925
A.4 Math. WLS 261.862 35.840 46.995
Qn WLS 238.163 11.204 23.999
Mult. variog. 56.102 11.404 33.688
A.5 Math. WLS 308.278 60.192 108.701
Qn WLS 169.519 1.655 7.892
Mult. variog. 18.632 1.225 7.345
A.6 Math. WLS 165.507 867.612 1941.534
Qn WLS 155.750 2.179 14.351
Mult. variog. 30.530 1.602 13.270
Tabela 7.4: Erros quadra´ticos me´dios emp´ıricos dos estimadores dos paraˆmetros do
modelo exponencial, para amostras de dimensa˜o 200. Os estimadores considerados
foram o estimador de Matheron com mı´nimos quadrados ponderados (Math. WLS ),
o estimador Qn com mı´nimos quadrados ponderados (Qn WLS ) e o estimador de
mu´ltiplos variogramas (Mult. variog.).
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Modelo de poteˆncia com λ = 0.5; τ 2 = 0 e θ = 2 (n = 50).
Contaminac¸a˜o Me´todo EQME(λˆ) EQME(τˆ 2) EQME(θˆ)
A.1 Math. WLS 0.179 2.023 3.321
Qn WLS 0.155 1.930 4.300
Mult. variog. 0.142 0.692 1.791
A.2 Math. WLS 0.256 32.349 14.467
Qn WLS 0.140 5.754 7.175
Mult. variog. 0.114 2.283 4.110
A.3 Math. WLS 0.294 70.779 37.819
Qn WLS 0.158 17.903 20.317
Mult. variog. 0.102 4.880 14.710
A.4 Math. WLS 0.326 95.819 72.934
Qn WLS 0.210 45.964 45.535
Mult. variog. 0.113 7.877 40.920
A.5 Math. WLS 0.230 89.821 96.212
Qn WLS 0.142 6.840 13.233
Mult. variog. 0.122 2.815 7.102
A.6 Math. WLS 0.315 516.942 1255.600
Qn WLS 0.190 11.687 22.464
Mult. variog. 0.132 4.043 10.993
Tabela 7.5: Erros quadra´ticos me´dios emp´ıricos dos estimadores dos paraˆmetros do
modelo de poteˆncia, para amostras de dimensa˜o 50. Os estimadores considerados
foram o estimador de Matheron com mı´nimos quadrados ponderados (Math. WLS ),
o estimador Qn com mı´nimos quadrados ponderados (Qn WLS ) e o estimador de
mu´ltiplos variogramas (Mult. variog.).
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Modelo de poteˆncia com λ = 0.5; τ 2 = 0 e θ = 2 (n = 200).
Contaminac¸a˜o Me´todo EQME(λˆ) EQME(τˆ 2) EQME(θˆ)
A.1 Math. WLS 0.149 2.020 1.803
Qn WLS 0.123 1.564 1.727
Mult. variog. 0.110 0.761 1.298
A.2 Math. WLS 0.210 26.772 10.925
Qn WLS 0.091 3.664 4.189
Mult. variog. 0.070 1.571 2.795
A.3 Math. WLS 0.262 74.173 29.839
Qn WLS 0.104 10.686 14.206
Mult. variog. 0.064 2.824 10.487
A.4 Math. WLS 0.278 121.081 57.475
Qn WLS 0.127 26.118 39.212
Mult. variog. 0.078 4.542 33.827
A.5 Math. WLS 0.267 112.022 63.227
Qn WLS 0.086 4.263 7.737
Mult. variog. 0.061 1.512 5.083
A.6 Math. WLS 0.301 584.321 773.772
Qn WLS 0.093 5.461 10.472
Mult. variog. 0.070 2.312 6.930
Tabela 7.6: Erros quadra´ticos me´dios emp´ıricos dos estimadores dos paraˆmetros do
modelo de poteˆncia, para amostras de dimensa˜o 200. Os estimadores considerados
foram o estimador de Matheron com mı´nimos quadrados ponderados (Math. WLS ),
o estimador Qn com mı´nimos quadrados ponderados (Qn WLS ) e o estimador de
mu´ltiplos variogramas (Mult. variog.).
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dos outros estimadores. E´ de salientar que os resultados encontrados com o estima-
dor de mu´ltiplos variogramas sa˜o melhores do que os do estimador tradicional, mesmo
em amostras que na˜o teˆm contaminac¸a˜o. Em amostras contaminadas, o estimador
de mu´ltiplos variogramas continua a ter um desempenho bastante bom, quase sempre
melhor do que o do outro estimador robusto considerado.
Quando se analisa apenas os resultados dos modelos de variograma de processos
estaciona´rios de segunda ordem, e´ de salientar que o estimador de mu´ltiplos variogra-
mas provoca uma melhoria significativa na estimac¸a˜o da amplitude. Tal como Genton
(1998b) mostrou, a amplitude e´ o paraˆmetro mais importante dos dois processos es-
taciona´rios de segunda ordem que aqui foram considerados, uma vez que e´ o u´nico
paraˆmetro que tem impacto nos pesos da Krigagem tradicional. O efeito de pepita e o
patamar apenas influenciam a variaˆncia da krigagem. Sendo assim, de seguida faz-se
uma ana´lise detalhada da estimac¸a˜o da amplitude.
A Figura 7.1 mostra como variam os erros quadra´ticos me´dios emp´ıricos dos estima-
dores da amplitude, em func¸a˜o da percentagem de observac¸o˜es contaminadas na amos-
tra. Nesse caso, as observac¸o˜es contaminadas foram geradas com varia´veis aleato´rias
i.i.d., com distribuic¸a˜o normal com me´dia zero e desvio padra˜o igual a 5.
Repare-se que, em qualquer uma das situac¸o˜es, o erro quadra´tico me´dio emp´ırico
do estimador de mu´ltiplos variogramas e´ sempre inferior aos dos outros estimadores.
Portanto, no que diz respeito a` estimac¸a˜o da amplitude, o estimador de mu´ltiplos
variogramas tem uma vantagem n´ıtida em relac¸a˜o aos outros estimadores considerados.
Analisando agora apenas os outros estimadores e tal como era de esperar, o estimador
de Matheron comporta-se melhor para amostras sem contaminac¸a˜o, enquanto que o
estimador robusto se revela melhor quando aumenta a percentagem de observac¸o˜es
contaminadas na amostra.
Para completar a ana´lise do desempenho do estimador de mu´ltiplos variogramas
no que respeita a` robustez/contaminac¸a˜o da amostra, tem interesse analisar o compor-
tamento do estimador a` medida que se aumenta o desvio padra˜o da distribuic¸a˜o que
gera as observac¸o˜es contaminadas. Na Figura 7.2 apresentam-se os valores dos erros
quadra´ticos me´dios emp´ıricos dos estimadores da amplitude, para diferentes valores do
desvio padra˜o. Neste caso, a percentagem de observac¸o˜es contaminadas foi de 10%,
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para qualquer um dos valores do desvio padra˜o considerados.
Verificou-se que os erros quadra´ticos me´dios emp´ıricos do estimador de mu´ltiplos
variogramas sa˜o muito menores do que os dos restantes estimadores, para todos os
valores de desvio padra˜o analisados. Portanto, o estimador de mu´ltiplos variogramas
comporta-se bastante bem quando o desvio padra˜o das observac¸o˜es contaminadas au-
menta.
Na Figura 7.2 pode ainda observar-se que, no modelo esfe´rico, o estimador de
Matheron tem um erro quadra´tico me´dio emp´ırico menor do que o do estimador Qn
com WLS, quando o desvio padra˜o das observac¸o˜es contaminadas e´ igual a 20. Neste
caso, esperar-se-ia um comportamento melhor do estimador robusto. Uma justificac¸a˜o
poss´ıvel para este facto, resulta do desvio padra˜o das observac¸o˜es contaminadas ser
muito elevado, o que faz com que as estimativas do variograma devolvidas pelo estima-
dor de Matheron, sejam muito afectadas. De facto, a forte variabilidade introduzida
pela contaminac¸a˜o faz com que o estimador de Matheron na˜o ”detecte”a estrutura de
dependeˆncia do processo – as estimativas encontradas parecem resultar de varia´veis
na˜o correlacionadas. Como a amplitude indica o valor a partir do qual as observac¸o˜es
sa˜o na˜o correlacionadas, o estimador devolve estimativas da amplitude muito pro´ximas
de zero. Assim, a variaˆncia do estimador de Matheron diminui de tal forma, que faz
com que o erro quadra´tico me´dio emp´ırico diminua consideravelmente.
No entanto, nas condic¸o˜es do para´grafo anterior e apesar do estimador de Matheron
apresentar menor erro quadra´tico me´dio emp´ırico do que o estimador Qn com WLS, e´
de realc¸ar que o primeiro e´ globalmente pior estimador do que este u´ltimo, uma vez que
ignora a estrutura de dependeˆncia. Esta afirmac¸a˜o vem ilustrada na Figura 7.3. Os
processos que da˜o origem a`s estimativas representadas nessa figura, foram gerados com
amplitude φ = 15, valor esse que se pretendia estimar. Mas, observando os diagramas
de extremos e quartis da distribuic¸a˜o emp´ırica das estimativas da amplitude para cada
estimador, torna-se evidente que so´ os estimadores robustos resistiram a` contaminac¸a˜o
introduzida.
Na Figura 7.3 tambe´m se pode observar que, em todos os estimadores considerados,
as estimativas da amplitude parecem ser provenientes de uma distribuic¸a˜o assime´trica.
Este facto tambe´m se verificou nas amostras sem contaminac¸a˜o e nas estimativas dos
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Figura 7.1: Erros quadra´ticos me´dios emp´ıricos dos estimadores da amplitude em
func¸a˜o da percentagem de observac¸o˜es contaminadas na amostra.
Figura 7.2: Erros quadra´ticos me´dios emp´ıricos dos estimadores da amplitude em
func¸a˜o do desvio padra˜o das observac¸o˜es contaminadas da amostra.
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Figura 7.3: Diagramas de extremos e quartis das estimativas da amplitude, para amos-
tras com 10% de observac¸o˜es contaminadas, geradas a partir de uma distribuic¸a˜o
N(0, 202). A linha a tracejado representa o valor da amplitude usado na simulac¸a˜o.
outros paraˆmetros. Por isso, a distribuic¸a˜o dos estimadores para esta dimensa˜o amos-
tral (n = 200), ainda na˜o deve ser aproximada pela distribuic¸a˜o normal. De facto, a
convergeˆncia em lei para a distribuic¸a˜o normal, que foi demonstrada no cap´ıtulo an-
terior para o estimador de mu´ltiplos variogramas, e´ muito lenta, pelo que e´ necessa´ria
uma dimensa˜o amostral bastante grande para que seja poss´ıvel utiliza´-la. Esta cons-
tatac¸a˜o tambe´m e´ va´lida para o estimador de Matheron com WLS. Lahiri et al. (2002)
mostraram que o estimador de Matheron com WLS tambe´m converge em lei para a dis-
tribuic¸a˜o normal. Pore´m, a Figura 7.3 e o estudo de simulac¸a˜o efectuado, revelam que
a convergeˆncia desse estimador para a distribuic¸a˜o normal tambe´m e´ bastante lenta.
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Os comenta´rios anteriores referem-se a simulac¸o˜es de processos estaciona´rios de se-
gunda ordem. Considere-se agora a ana´lise de processos intrinsecamente estaciona´rios,
atrave´s da simulac¸a˜o de processos com variograma pertencente ao modelo de poteˆncia.
Neste caso, o paraˆmetro mais importante e´ o expoente λ, uma vez que e´ este que de-
termina a forma do variograma. Repare-se que, se λ < 1, a curva do variograma tem
a concavidade voltada para baixo; se λ > 1, a curva do variograma tem a concavidade
voltada para cima; por fim, se λ = 1, obte´m-se o modelo de variograma linear.
A Figura 7.4 mostra como variam os erros quadra´ticos me´dios emp´ıricos dos estima-
dores de λ, quer em func¸a˜o da percentagem de contaminac¸a˜o presente na amostra, quer
em func¸a˜o do desvio padra˜o das observac¸o˜es contaminadas. Quando varia a percenta-
gem de observac¸o˜es contaminadas, elas sa˜o sempre provenientes de uma distribuic¸a˜o
normal com me´dia 0 e desvio padra˜o igual a 5. Quando varia o desvio padra˜o das
observac¸o˜es contaminadas, a amostra conte´m sempre 10% de contaminac¸a˜o.
Figura 7.4: Erros quadra´ticos me´dios emp´ıricos dos estimadores de λ do modelo de
poteˆncia. A` esquerda esta˜o expressos em func¸a˜o da percentagem de observac¸o˜es con-
taminadas e a` direita em func¸a˜o do desvio padra˜o dessas observac¸o˜es.
Como se pode observar, o estimador de mu´ltiplos variogramas tem o erro quadra´tico
me´dio emp´ırico menor do que os restantes, em todas as situac¸o˜es consideradas. Sendo
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assim, o estimador de mu´ltiplos variogramas e´ aquele que devolve as melhores estima-
tivas de λ. Neste caso, o estimador Qn com WLS tambe´m revela um bom comporta-
mento. No entanto, o erro quadra´tico me´dio emp´ırico do estimador Qn com WLS de
λ, nunca chega a ser menor do que o do estimador de mu´ltiplos variogramas.
A ana´lise do estudo efectuado, incidiu sobre os paraˆmetros mais importantes de cada
modelo de variograma considerado e permitiu concluir que, nos casos considerados,
o estimador de mu´ltiplos variogramas tem boas propriedades. Na˜o se apresenta uma
ana´lise ideˆntica em relac¸a˜o aos restantes paraˆmetros, pelo facto do estudo de simulac¸a˜o
ter conduzido a`s mesmas concluso˜es, o que se confirma pelos valores apresentados desde
a Tabela 7.1 ate´ a` Tabela 7.6.
Concluindo, de um modo geral, o estimador de mu´ltiplos variogramas produz me-
lhores estimativas do que os restantes estimadores considerados. Em particular, e
apesar de ser robusto, o estimador de mu´ltiplos variogramas revelou-se melhor do que
as alternativas, mesmo em amostras onde na˜o existe contaminac¸a˜o.
Assim, os resultados obtidos neste estudo de simulac¸a˜o salientam o bom desempe-
nho do estimador de mu´ltiplos variogramas e confirmam as propriedades estudadas no
cap´ıtulo anterior.
7.2 Ana´lise de um conjunto de dados reais
Nesta secc¸a˜o analisa-se um conjunto de dados reais atrave´s dos me´todos de estimac¸a˜o
do variograma considerados na secc¸a˜o anterior. Os dados utilizados sa˜o de acesso livre
e fazem parte da package geoR do software R. Assim, para aceder a este conjunto de
dados, basta aceder a` package geoR que os conte´m sob o nome soil.
Como o pro´prio nome indica, os dados soil representam um conjunto de carac-
ter´ısticas qu´ımicas, medidas na superf´ıcie do solo. O conjunto conte´m observac¸o˜es
recolhidas em 250 localizac¸o˜es, dispostas ao longo de uma grelha regular de 10 × 25
pontos e, em cada localizac¸a˜o considerada, mediram-se as caracter´ısticas qu´ımicas que
se pretendiam avaliar. Mais informac¸a˜o sobre este conjunto de dados pode ser encon-
trada em Bassoi (1994).
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De entre as diversas varia´veis registadas neste conjunto de dados, focou-se o estudo
da distribuic¸a˜o da quantidade de pota´ssio presente no solo. Assim, em cada localizac¸a˜o
s ∈ D, a observac¸a˜o Z(s) representa a quantidade de pota´ssio a´ı encontrada. A escolha
da varia´vel foi motivada pelo facto de existirem potenciais observac¸o˜es at´ıpicas na
amostra.
Nas Figuras 7.5 e 7.6 observam-se duas representac¸o˜es gra´ficas da amostra da quan-
tidade de pota´ssio presente no solo.
A Figura 7.5 e´ uma ilustrac¸a˜o da amostra, onde se representam os valores da quan-
tidade de pota´ssio relativos a cada localizac¸a˜o amostrada, como se o terreno fosse visto
de cima. Quanto maior e mais escuro for o c´ırculo representado, maior e´ a quantidade
de pota´ssio presente na localizac¸a˜o. Analisando a figura, e´ poss´ıvel visualizar duas
localizac¸o˜es onde a quantidade de pota´ssio e´ muito elevada – a observac¸a˜o que se en-
contra na linha 3 e na coluna 13 e´ a que se torna mais evidente, uma vez que contrasta
bastante com os valores observados nas localizac¸o˜es vizinhas; a segunda observac¸a˜o
mais relevante, que corresponde a` linha 7 e coluna 20, ja´ na˜o apresenta uma diferenc¸a
ta˜o acentuada em relac¸a˜o a`s observac¸o˜es vizinhas. Outro aspecto que vale a pena
notar, diz respeito ao topo esquerdo da figura. Repare-se que existe a´ı um conjunto
de observac¸o˜es onde a quantidade de pota´ssio e´ pequena, quando comparada com as
restantes observac¸o˜es da amostra.
Os comenta´rios referidos no para´grafo anterior, confirmam-se na ana´lise da Figura
7.6, onde a amostra e´ representada num gra´fico tridimensional. Os dois picos bastante
pronunciados correspondem a`s duas observac¸o˜es ja´ identificadas, enquanto o vale a`
esquerda corresponde a`s observac¸o˜es onde a quantidade de pota´ssio e´ pequena. Todas
estas observac¸o˜es que foram salientadas sa˜o potenciais observac¸o˜es at´ıpicas e, por isso,
sugerem que seja utilizado um estimador robusto para estimar o variograma.
Como foi salientado no Cap´ıtulo 5, ao analisar um processo geoestat´ıstico deve-se
comec¸ar por verificar se na˜o existem motivos para rejeitar a hipo´tese de estacionaridade
da me´dia. Para tal observe-se a Figura 7.7, onde se podem visualizar as projecc¸o˜es
ortogonais das observac¸o˜es da amostra, ao longo das direcc¸o˜es definidas pela grelha das
localizac¸o˜es, i.e., ao longo da direcc¸a˜o do vector ~i = (1, 0) e do vector ~j = (0, 1). O-
bservando a figura, parecem na˜o existir motivos significativos para rejeitar a existeˆncia
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Figura 7.5: Representac¸a˜o da amostra da quantidade de pota´ssio. Quanto maior e
mais escuro for o c´ırculo, maior e´ a quantidade de pota´ssio presente nessa localizac¸a˜o.
Figura 7.6: Representac¸a˜o tridimensional da amostra da quantidade de pota´ssio pre-
sente no solo.
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de estacionaridade da me´dia, uma vez que se nota uma tendeˆncia, mas na˜o muito
pronunciada. No entanto, decidiu-se efectuar um teste a` estacionaridade da me´dia, de
acordo com a secc¸a˜o 5.3.
Neste caso, testou-se a existeˆncia de estacionaridade da me´dia contra a hipo´tese
alternativa mais simples – a da existeˆncia de uma tendeˆncia linear – traduzida por
uma recta de regressa˜o.
O teste foi efectuado ao longo das duas direcc¸o˜es dos vectores ~i e ~j. Deste modo,
estimou-se o declive das rectas de regressa˜o em ambas as direcc¸o˜es, usando o esti-
mador LAD e um estimador-MM. Na direcc¸a˜o de ~i, i.e., ao longo das linhas da
grelha, obtiveram-se βˆLAD = 0.004 e βˆMM = 0.005. Na direcc¸a˜o de ~j obtiveram-se
βˆLAD = −0.008 e βˆMM = −0.009. As estimativas foram calculadas atrave´s do software
R. Utilizou-se a package quantreg para determinar βˆLAD e a package robustbase para
determinar βˆMM . Ambas as packages foram usadas com as opc¸o˜es existentes por de-
feito. Ainda na Figura 7.7, pode-se observar as rectas de regressa˜o estimadas com o
estimador LAD (linha a tracejado) e com o estimador-MM (linha a cheio).
Figura 7.7: Observac¸o˜es da quantidade de pota´ssio em func¸a˜o das colunas (a` esquerda)
e das linhas (a` direita) e rectas de regressa˜o estimadas pelo LAD (linha a tracejado) e
por um estimador-MM (linha a cheio).
A Figura 7.7 mostra a semelhanc¸a entre as duas rectas estimadas, em cada um dos
casos. Tambe´m e´ poss´ıvel observar claramente as duas observac¸o˜es discordantes que ja´
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tinham sido detectadas anteriormente.
Para prosseguir com o teste a` estacionaridade da me´dia, e´ necessa´rio estimar o
desvio padra˜o do LAD e do estimador-MM nas direcc¸o˜es de~i e ~j, respectivamente, sˆβˆ~i
e sˆβˆ~j
.
Para tal, utilizou-se a metodologia bootstrap SFBB apresentada na subsecc¸a˜o 5.3.2.
Como, numa ana´lise preliminar dos dados, a amplitude de Z(s) foi estimada em valores
pro´ximos das 5 unidades, considerou-se que Z(s) e´ um processo m-dependente, com
m = 5. Deste modo, para preservar a estrutura de dependeˆncia dentro de cada um
dos blocos bootstrap a reamostrar, os blocos foram formados com L = m/2 = 2.5
(vide expressa˜o (5.3.3)). Repare-se que, neste caso, como so´ existem 10 linhas, na˜o e´
razoa´vel considerar L = m = 5, tal como foi feito na subsecc¸a˜o 5.3.4, e formar blocos
de 10 × 10 observac¸o˜es, pois quando se procede desse modo, obteˆm-se poucos blocos
para reamostrar.
Atrave´s da metodologia bootstrap, obtiveram-se estimativas iguais para o desvio
padra˜o de ambos os estimadores, LAD e estimador-MM, para qualquer uma das di-
recc¸o˜es ~i e ~j, em particular, sˆβˆ~i
≈ 0.003 e sˆβˆ~j ≈ 0.010.
Efectuando o teste a um n´ıvel de significaˆncia α = 5%, o ponto cr´ıtico da regia˜o
explicitada em (5.3.7) e´ aproximadamente igual a q1,2 = 2.24. Consequentemente, para
o estimador LAD, verificou-se que o valor observado da estat´ıstica do teste na˜o pertence
a` regia˜o cr´ıtica, pois,∣∣∣∣∣ βˆLADsˆβˆ~i
∣∣∣∣∣ =
∣∣∣∣0.0040.003
∣∣∣∣ ≈ 1.33 < 2.24 ∧
∣∣∣∣∣ βˆLADsˆβˆ~j
∣∣∣∣∣ =
∣∣∣∣−0.0080.010
∣∣∣∣ ≈ 0.8 < 2.24.
Obteve-se a mesma conclusa˜o para o estimador-MM, uma vez que∣∣∣∣∣ βˆMMsˆβˆ~i
∣∣∣∣∣ =
∣∣∣∣0.0050.003
∣∣∣∣ ≈ 1.67 < 2.24 ∧
∣∣∣∣∣ βˆMMsˆβˆ~j
∣∣∣∣∣ =
∣∣∣∣−0.0090.010
∣∣∣∣ ≈ 0.9 < 2.24.
Portanto, quer com o estimador LAD, quer com o estimador-MM conclui-se que, com
base na amostra recolhida e com o n´ıvel de significaˆncia de 5%, na˜o houve motivos
significativos para rejeitar a hipo´tese nula. Assim, assumiu-se que o processo Z(s) tem
estacionaridade da me´dia.
Passando a` estimac¸a˜o do variograma, em primeiro lugar e´ necessa´rio escolher o
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modelo de variograma que e´ mais adequado a este processo. Uma ana´lise preliminar
permitiu assumir que o variograma deste processo e´ isotro´pico.
A Figura 7.8 mostra um conjunto de estimativas pontuais do semivariograma, que
foram obtidas atrave´s do estimador Qn de Genton (1998a). As estimativas pontuais
Figura 7.8: Estimativas pontuais do semivariograma obtidas atrave´s do estimador Qn.
do semivariograma sugerem que se opte por um modelo de variograma com amplitude
e patamar. De entre os modelos com esses paraˆmetros, a representac¸a˜o gra´fica aponta
para a escolha de um modelo de tenda. No entanto, o modelo de tenda so´ e´ va´lido em
processos de domı´nio contido em R. Como na˜o e´ o caso, o modelo de tenda na˜o pode
ser aqui utilizado.
Desse modo, seguidamente considera-se a modelac¸a˜o por um modelo circular e
por um modelo esfe´rico. Considerando que o variograma do processo em estudo e´
isotro´pico e que pertence a` famı´lia de variogramas de modelo circular, estimaram-
-se os paraˆmetros do variograma atrave´s dos me´todos utilizados na secc¸a˜o anterior.
Admitindo um modelo esfe´rico, procedeu-se do mesmo modo. As Figuras 7.9 e 7.10
representam, respectivamente, as estimativas do semivariograma com modelo circular
e as estimativas do semivariograma com modelo esfe´rico, obtidos com os diferentes
me´todos de estimac¸a˜o.
Nas figuras pode-se ver que as estimativas obtidas pelo estimador de Matheron
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Modelo circular
Figura 7.9: Estimativas do semivariograma com modelo circular, obtidas com os se-
guintes me´todos de estimac¸a˜o: estimador de Matheron com WLS (linha a picotado),
estimador Qn com WLS (linha a tracejado) e estimador de mu´ltiplos variogramas (linha
a cheio).
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Modelo esfe´rico
Figura 7.10: Estimativas do semivariograma com modelo esfe´rico, obtidas com os se-
guintes me´todos de estimac¸a˜o: estimador de Matheron com WLS (linha a picotado),
estimador Qn com WLS (linha a tracejado) e estimador de mu´ltiplos variogramas (linha
a cheio).
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com WLS se afastam das encontradas com os restantes estimadores. Este facto podera´
dever-se a` existeˆncia das observac¸o˜es at´ıpicas. Quanto aos dois estimadores robustos,
eles parecem comportar-se de forma semelhante.
As estimativas obtidas encontram-se nas tabelas 7.7 e 7.8, respectivamente, para o
modelo circular e para o modelo esfe´rico.
Modelo circular
Paraˆmetro Math. WLS Qn WLS Mult. Variog.
φ 3,9405 4,7183 4,7183
τ 2 0,0010 0,0027 0.0008
τ 2 + σ2 0,0142 0,0122 0,0121
Tabela 7.7: Estimativas dos paraˆmetros do modelo de variograma circular, obtidas
pelos seguintes me´todos: estimador de Matheron com WLS, estimador Qn com WLS
e estimador de mu´ltiplos variogramas.
Modelo esfe´rico
Paraˆmetro Math. WLS Qn WLS Mult. Variog.
φ 6,8779 5,8954 5,2756
τ 2 0,0047 0,0032 0
τ 2 + σ2 0,0148 0,0124 0,0121
Tabela 7.8: Estimativas dos paraˆmetros do modelo de variograma esfe´rico, obtidas
pelos seguintes me´todos: estimador de Matheron com WLS, estimador Qn com WLS
e estimador de mu´ltiplos variogramas.
Uma vez que se trata de dados reais, os valores dos paraˆmetros dos modelos sa˜o
desconhecidos, pelo que e´ imposs´ıvel efectuar uma ana´lise semelhante a` da secc¸a˜o an-
terior. Assim, resta verificar se as estimativas encontradas pelo estimador de mu´ltiplos
variogramas sa˜o coerentes com a alternativa obtida pelo outro estimador robusto. Efec-
tivamente, na˜o ha´ grande diferenc¸a entre as estimativas da amplitude e do patamar
produzidas pelos dois estimadores robustos. Por outro lado, em relac¸a˜o a` estimac¸a˜o
do efeito de pepita, verificou-se que o estimador de mu´ltiplos variogramas apresenta
estimativas menores do que as obtidas usando o estimador Qn com WLS, em qualquer
um dos modelos considerados.
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Para concluir este cap´ıtulo, e´ de salientar que o estimador de mu´ltiplos variogra-
mas foi de encontro a`s expectativas, confirmando, na pra´tica, as boas propriedades de
robustez e de eficieˆncia em modelos normais, as quais eram o objectivo principal do
presente trabalho.
Concluso˜es
Neste trabalho descreve-se o estudo que foi efectuado sobre estimac¸a˜o robusta do vario-
grama. Procurou-se um me´todo de estimac¸a˜o com boas propriedades de robustez mas
que, simultaneamente, possu´ısse boa eficieˆncia em processos geoestat´ısticos Gaussianos
univariados e que, para ale´m disso, fosse simples de utilizar em aplicac¸o˜es a dados
reais. Como resultado da investigac¸a˜o conduzida, recomenda-se um novo me´todo, que
se designou por estimador de mu´ltiplos variogramas.
Em termos gerais, a tese consiste em treˆs partes: a primeira parte consiste num
conjunto de noc¸o˜es e resultados fundamentais para o desenvolvimento do novo esti-
mador; a segunda parte conte´m essencialmente propostas e resultados originais; e a
terceira parte exemplifica o ca´lculo das estimativas de mu´ltiplos variogramas.
Como a modelac¸a˜o por processos geoestat´ısticos assume a hipo´tese da estacionari-
dade da me´dia do processo, e´ importante poder validar esta hipo´tese. Neste trabalho
propoˆs-se um teste estat´ıstico para confirmar a estacionaridade da me´dia. O teste foi
constru´ıdo recorrendo a estimadores-MM, os quais foram propostos por Yohai (1987).
Para efectuar o referido teste, foi necessa´rio aproximar a distribuic¸a˜o da estat´ıstica
do teste atrave´s de metodologias de reamostragem. Assim, adaptou-se a metodologia
bootstrap a processos espaciais com a devida precauc¸a˜o, de modo a preservar a de-
pendeˆncia existente entre as observac¸o˜es originais. De acordo com o esquema de re-
amostragem sugerido, verificou-se que, sob condic¸o˜es de regularidade, a estat´ıstica de
teste que foi utilizada possui uma distribuic¸a˜o assinto´tica normal, o que facilita a
aplicac¸a˜o do teste por parte dos utilizadores da Geoestat´ıstica.
Admitindo a existeˆncia de estacionaridade da me´dia, prosseguiu-se com a estimac¸a˜o
do variograma. Na proposta apresentada neste trabalho, sugere-se que o processo de
estimac¸a˜o do variograma consista em mais fases do que as duas etapas de estimac¸a˜o que
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sa˜o tradicionais. Assim, na primeira etapa recomenda-se a utilizac¸a˜o de um estimador
robusto, altamente resistente, para obter as estimativas pontuais do variograma – por
exemplo, pode-se utilizar o estimador Qn como foi proposto em Genton (1998a). Na
segunda fase utilizam-se as estimativas pontuais obtidas, para estimar os paraˆmetros
desconhecidos do modelo de variograma. Para tal, usa-se um me´todo que assegura boas
propriedades de eficieˆncia, recorrendo ao facto de, sob certas condic¸o˜es, o me´todo dos
mı´nimos quadrados simples poder ser ta˜o eficiente como o me´todo dos mı´nimos quadra-
dos generalizados. Tais condic¸o˜es admitem que o nu´mero de estimativas pontuais do
variograma seja igual ao nu´mero de paraˆmetros desconhecidos do modelo. E´, por isso,
da maior importaˆncia, que se utilize um estimador robusto na primeira etapa da es-
timac¸a˜o. Seguidamente, melhora-se a eficieˆncia global do me´todo, tirando partido dos
meios informa´ticos actualmente dispon´ıveis – concretamente, repetem-se as duas fases
anteriores, sucessivamente, variando os pontos onde sa˜o calculadas (de forma robusta)
as estimativas pontuais do variograma. Deste modo, gera-se um conjunto de mu´ltiplos
variogramas, produzidos a partir de uma u´nica amostra observada. Por fim, na quarta
etapa, obte´m-se a estimativa final do variograma atrave´s de uma medida de tendeˆncia
central das estimativas que pertencem ao conjunto de mu´ltiplos variogramas. Nesta
u´ltima etapa tambe´m se propoˆs a utilizac¸a˜o de um estimador bastante robusto, como
e´ o caso da mediana, para obter as estimativas centrais dos paraˆmetros do modelo.
A estimac¸a˜o dos paraˆmetros do modelo pressupo˜e a sua identificabilidade. Contudo,
demonstrou-se que, ao usar estimativas pontuais na primeira fase da estimac¸a˜o, a
identificabilidade nem sempre esta´ assegurada. Foi poss´ıvel estabelecer condic¸o˜es que
contornam o problema, garantindo a existeˆncia de uma soluc¸a˜o u´nica no processo
de optimizac¸a˜o que conduz ao ca´lculo das estimativas. Os resultados demonstrados
tambe´m sa˜o va´lidos quando se usam processos tradicionais de estimac¸a˜o.
Como os estimadores do variograma sa˜o definidos implicitamente, e´ necessa´rio que
as estimativas sejam determinadas atrave´s de procedimentos computacionais. Assim, o
presente trabalho incluiu uma componente computacional relevante. Houve o cuidado
de utilizar software dispon´ıvel e de livre acesso, como e´ o caso do programa R e das
suas packages, para que os procedimentos propostos estejam devidamente testados e
possam ser facilmente utilizados por todos os interessados.
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As concluso˜es alcanc¸adas ao longo da investigac¸a˜o foram claramente satisfato´rias.
Por um lado, quando se aplicou o novo me´todo a um conjunto de dados reais ja´ pu-
blicados na literatura, os resultados obtidos foram pro´ximos dos encontrados por ou-
tros procedimentos robustos. Por outro lado, em estudos de simulac¸a˜o, concluiu-se
que o me´todo recomendado neste trabalho, conduziu a melhores resultados do que os
restantes procedimentos considerados, quer em situac¸o˜es com contaminac¸a˜o, quer em
situac¸o˜es sem contaminac¸a˜o.
Note-se que a obtenc¸a˜o de estimativas pelo me´todo de mu´ltiplos variogramas, exige
um esforc¸o computacional maior do que pelos me´todos tradicionais. No entanto, e´ de
realc¸ar que os custos computacionais adicionais na˜o sa˜o relevantes face a`s vantagens
evidenciadas pelo estimador que se propoˆs. Para isso, contribuem a evoluc¸a˜o das capa-
cidades informa´ticas e a facilidade de acesso a te´cnicas da estat´ıstica computacional.
O trabalho deixa em aberto uma se´rie de questo˜es que podera˜o ser objecto de futuras
pesquisas. A t´ıtulo de exemplo, sera´ interessante estudar, futuramente, a utilizac¸a˜o
dos estimadores-MM na primeira fase de estimac¸a˜o do variograma, em substituic¸a˜o do
estimador Qn de Genton (1998a) – essa substituic¸a˜o podera´ vir a aumentar a eficieˆncia
do me´todo de mu´ltiplos variogramas. Por outro lado, o estudo dos pro´prios estimado-
res-MM continua a ser um to´pico de grande actualidade. Finalmente, na sequeˆncia da
estimac¸a˜o do variograma, segue-se frequentemente o processo de krigagem. Certamente
que sera´ da maior utilidade investigar me´todos robustos de krigagem, num complemento
do estudo ate´ agora efectuado.
Para finalizar, espera-se que este trabalho possa vir a ser um contributo para o
avanc¸o e a divulgac¸a˜o dos me´todos robustos, e em particular, da sua aplicac¸a˜o a` Geo-
estat´ıstica.
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