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I. INTRODUCTION 
Let R be an arbitrary set, T the closed interval [to, tr] of the real axis, E, 
the euclidean n-space, V an open set in E,, A a closed set in V, and B a closed 
set in A x A. We assume given a vector function g(~, t, p) = (gr(x, t, p), .*a, 
gn(x, t, p)) in E,, defined for (x, t, p) E V x T x R. 
Let G(x, t) = {g I g = g(x, t, P) f or some p E R}, (x, t) E V x T, and let 
F(x, t) be the convex closure of G(x, t). 
We define an original admissible curve as any absolutely continuous vector 
function x(t) such that 
$“‘l :-: i!(t) = g(x(t), t, p(t)) a.e. in T 
or, equivalently, 
and 
s(t) E G(x(t), t) a.e. in T 
(4tch 40 E B 
(1.1 Orig) 
(1.2) 
x(t) E A, tET (1.3) 
A relaxed admissible curve is similarly defined except that relation (1.1 Orig) 
is replaced by 
w E Q(t), t> a.e. in T. (1.1 Relaxed) 
An original (resp. relaxed) minimizing curve is one which minimizes, 
among all original (resp. relaxed) admissible curves, the value xl(t,). 
* Partly supported by Contract AF04(647)-305. 
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In a preceeding paper [I] we had investigated conditions insuring that a 
relaxed minimizing curve exists and can be uniformly approximated by 
solutions of Eq. (1.1). We now propose to study1 necessary conditions for an 
absolutely continuous curve x(t) to be a relaxed minimizing curve. We shall 
limit ourselves here to the case when there exists a relaxed minimizing curve 
x(t) such that x(t) E Int A,2 t E T. This is the case, for example, when 
conditions of Theorem 3.3 of [I] are satisfied for a set D contained in the 
interior of A. 
Our main results are contained in Theorems 6.1 and 6.2. Relation (6.1.2) of 
Theorem 6.1 is a generalization of the classical Weierstrass E-condition (and 
of analogous conditions of Young [2], McShane [3], and Pontryagin et al. [5]) 
and relation (6.1.3) of the same theorem is a generalization of transversality 
conditions. These relations, combined with the differential equations (6.1.1.2) 
and (6.1.1.3) and with relation (6.1.4), yield a boundary value problem which 
must have a solution if the conditions of Theorem 6.2 are satisfied. If that 
is the case, a relaxed minimizing curve exists and is a solution of the boundary 
value problem just mentioned. 
The slightly more general problems, in which t,, and t, are permitted to 
vary, or in which d(t,) must be further minimized with respect to certain 
parameters appearing in g(x, t, p), are discussed in Section VII. 
II. ASSUMPTIONS AND DEFINITIONS 
We first restate a definition which was introduced in [l]. 
DEFINITION 2.1. A vector function .f(x, t, u) in En, where o belongs to 
some arbitrary set S and (x, t) E V x T, is a proper representation of F(x, t) if 
(2.1.1) F(x, t) = {f 1 f =f(x, t, u) for some u E S}, (x, t) E I’ x T. 
(2.1.2) For every absolutely continuous curve x(t) satisfying relation 
(1.1 Relaxed) there exists a function u(t) E S, t E T, such that 
k(t) = f(x(t), t, u(t)> a.e. in T 
andf(x, t, U(T)) is, for all x E I’ and almost all t E T, a (Lebesgue) measurable 
function of 7, 7 E T. 
(2.1.3) There exists a set T’, T’ C T, 1 T’ 1 = t, - tg,3 and constants M 
and K such that 
1 For references to prior work in this general area, see [I]. 
a Int A = interior of A. 
3 Two vertical bars will represent the Lebesgue measure of a subset of T, the eucli- 
dean length of a vector or the absolute value of a real number. 
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(2.1.3.1) fi(x, t, CT) and afi(x, t, u)/@, ;, j = 1, *a*, n, exist and are con- 
tinuous functions of (x, t) for all (x, t, u) E V x T’ x S. 
(2.1.3.2) if@, t, U) I < M, (x, t, u) E v X T X 5’. 
(2.1.3.3) / afi(x, t, u)/axj j I K, (x, t, u) E v X T’ X s, ;,j = 1, ***, n. 
Properties of g(x, t, p) which insure the existence of a proper representation 
of F(.x, t) were discussed in [l]. 
We shall also find it convenient to introduce 
DEFINITION 2.2. Let y E H C En and y E C C En. We shall say that “the 
set C adheres to H at y” if there exists, over some open set containing C, a 
continuous vector function $(x) with continuous first order partial derivatives 
which maps C into H, maps y into itself and such that 
aV(r)= 1, i=j 
axj 0, i#i, i,j = 1, *a*, n. 
We at first consider (in Sections III through V) the relaxed minimum 
problem in which condition (1.2) can be replaced by 
&I E All 
Xi@,) = 0, i = 2, *-, I, (2.3) 
where A, C A, A, is closed and 1 < r < n. The more general case (when B 
is an arbitrary closed set in A x A) will be taken up again in Section VI. 
III. A CONVEX SET OF VARIATIONS 
We now introduce a convex set W which bears strong similarities to a 
construction of McShane [4]. 
Let X(Z) be a relaxed minimizing curve contained in the interior of A and 
letf(x, t, u) be a proper representation of F(x, t). Let Ai be a bounded convex 
set which adheres to A, at x(tJ and let #B(X) be the corresponding differen- 
tiable mapping of Ai into A,,. Let, finally, m be any non-negative integer, 
4 an arbitrary point in Ai, uk, K = 1, **a, m, arbitrary points in S and Tk(t), 
t E T, R = 1, . . . . m, arbitrary measurable functions such that 
2 rlk(t) I 1, Tk(t) 2 0, t E T, k = 1, *.*, m. (3.0.1) 
k=l 
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We now consider an absolutely continuous vector function u(t) in E, 
satisfying the equations 
G(t) =f,(#, t, o(t)) * u(t) + 2 71k@) {f@(t), 4Ok> -f@(t), t, 4))) 
k=l 
a.e. in T (3.0.2) 
u(b) = 5‘ - x(&J). 
The notationf, will henceforth be used to designate the matrix (afilM), 
i, j = 1, *se, n. 
Properties (2.1.2) and (2.1.3) of the proper representationf(x, t, o) and the 
boundedness of A; imply that the coefficients and initial conditions of the 
linear system (3.0.2) are uniformly bounded and the coefficients of the system 
are measurable functions of t. It follows [6] that the vector function u(t) 
exists, is unique, and is bounded by a constant which can be easily seen to 
depend on K, M, t, - t, and Ah only. 
Let U be the set of all curves u(t), t E T, corresponding to permissible 
choices of m, uk, t, and vk(t) (Ah being fixed, however). It is clear that the 
set U is convex and bounded.4 Let r be the positive integer referred to in (2.3), 
let E, be the euclidean r-space and let 
w = {w E #q 1 wi = ui(t,), i = 1, . . . . r for some u(t) E U). 
Clearly W is bounded and convex and it contains the origin o of E,. We now 
prove 
LEMMA 3.1. There exists a nonvanishing vector h in E,. such that h1 2 0 
and X * w 2 0 for all w E W. 
PROOF. Assume, by way of contradiction, that no such A exists. Then, 
since W is bounded and convex and contains o = (0, ***, 0), we can easily 
show that there exists a point w in the interior of W such that w1 < 0, wi = 0, 
i = 2, a-., r. There exist, therefore, r linearly independent vectors wi, a**, w,. 
in Wand r constants ci, *.*, c, such that 
$cj=l, cj>O, j=l;**,r 
j=l 
2 CjWj = w = (WI, 0, ***, 0), where w1 < 0. 
j=l 
(3.1.1) 
4 The norm of u(t) being here the uniform norm, i.e. Max I u(t) I. 
tET 
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By the definition of W, for every j, 1 <j < r, there exists a permissible 
choice of m, qk(t), ok and [ (which we shall designate by mj, am, oj,k and 
tj) and a corresponding z+(t) E U such that 
w; = ui(tl), i = 1, **a, r. (3.1.2) 
Let now 6 = (P, *se, ST) be a point in some neighborhood A of o in E,. 
Let y = y(t, S) be an absolutely continuous vector function which is the 
solution of the system 
a.e. in T 
(3.1.3) 
Y(b 6) = e&) + 2 wj - &J))> 
i=l 
where +(x) is the maping of Ai into A,. 
The differential equations of system (3.1.3) have right hand sides which, 
by (2.1.1), (2.1.2), (2.1.3) and (3.0.1), 
(3.1.4.1) For every t E T, are continuous functions of (y, S) in V x A with 
continuous first order partial derivatives. 
(3.1.4.2) For each (y, 6) E V x A are measurable functions of t over T. 
(3.1.4.3) Are uniformly bounded, as well as their partial derivatives with 
respect toyi, i = 1, **a, n, and Si, j = 1, **a, r, for all (y, t, 6) E V x T x A. 
Furthermore, the right hand sides of the initial conditions of system 
(3.1.3) are continuous functions of 6 with continuous first order partial 
derivatives. Finally, for 6 = o, the system (3.1.3) is satisfied by x(t) = y(t, 0). 
It follows [7] that there exists a neighborhood 0” of o in E, such that yi(t, 6) 
and Syi(t, 6)/&P’, i = 1, -a, n; j = 1, *a*, r, exist and are continuous functions 
of S over T x 0” and we have 
y(t, 6) E Int A, (t, 6) E T x 0” (3.1.5) 
Furthermore [7], letting 
and wj(t) = Uj(t, O), j = 1, *se, I  
we have 
dj(t) =.fz(x(t), t, u(t)> * wj(t> +3 7j,k(t)[f(X(t)3 t3 ui,k) -fCxCt)? t,u(t))l 
k=l 
a.e. in T, j = 1, --, Y (3.1.6) 
“j&l) = M44l,> * (6, - aI)) = 6 - 4tcJ, j = 1, *-, Y. 
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Comparing system (3.1.6) with system (3.0.2) we conclude that 
vj(t) = uj(t), hence z#tl) = w$ ;,j = 1, ..., r. 
We now consider the system of I equations 
yyt,, sl, ***, 6’) = yyt,, 0, .**, 0) - a = xl(t,) - a 
yyt1, 61, **a, P) = 0, k = 2, .‘., r, (3.1.7) 
where 01 2 0 and S1, ---, 6’ are the unknowns. 
System (3.1.7) has, for (y. = 0, the solution S1 = *-a = ST = 0. 
As we have just observed, its left hand sides are continuous and have 
continuous first order partial derivatives in some neighborhood d of o in E,. 
The Jacobian of the system, at 6 = o, is the matrix (e):(Q) = (w:), k, j = 1, 
e-e, Y. Since the vectors wj, j = 1, **a, r, are linearly independent, this matrix 
is nonsingular. Thus, by the implicit function theorem [8], system (3.1.7) has, 
for sufficiently small 01, a solution S(a) = (#(a!), *+a, P(U)) which is continuous 
and continuously differentiable. We may, therefore, differentiate system 
(3.1.7) with respect to 01 at 01 = 0, finding 
r ayyt1, 0) dSj(0) 24 
i=l 
- =$ 7flj 7 = - A’ 
k dSj(0) 
asj dor j=l , 
i 1 : . . . . r (3.1.8) 
, * 
This system has a nonsingular matrix. It follows, comparing (3.1.8) with 
(3.1.1), that 
dSj(0) ---g>o, 
dcx 
j = 1, ***, r. 
Thus P(a) > 0,j = 1, a-., r, for all sufficiently small positive (Y. 
This essentially brings the argument to a close. The vector functions 
y(t, S(U)), for sufficiently small positive 01, satisfy system (3.1.3), hence 
j(t, S(4) E F(y(t, W), t) a.e. in I 
(observing that @(a) :> 0, j = 1, -*-, Y). As previously observed 
y(t, S(a)) E Int -4, t E T. 
Furthermore, since x(t,) E Ai, Ej E Ai and A; is convex, we have 
x(to) + 2 si(a) (tj - x(t0)) E 4, 
j=l 
hence, by (3.1.3) and the definition of 4(x), 
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Finally, by (3.1.7), 
YYL Y4) = 0, i = 2, ***, r. 
Thus y(t, S(N)) is, for sufficiently small positive 01, a relaxed admissible 
curve. We have, by (3.1.7), 
YV,, q4 = XV,) - 01 < XV,), 
contradicting the assumption that x(t) is a relaxed minimizing curve. Thus 
the assumption that there exists no vector h satisfying the lemma leads to a 
contradiction. 
IV. WEIERSTRASS AND SUPPORT CONDITIONS 
We can now derive necessary conditions for minimum which generalize 
the Weierstrass E-condition and transversality conditions. 
THEOREM 4.1. Let A, be a closed set, A, C A, and let 
l3 = A, x {x E E, 1 xi = 0, i = 2, -a+, r}, 
where 1 5 r 2 n. Let x(t) be a relaxed minimizing curve and assume that 
x(t) E Int A, t E T. 
Let f(x, t, u) be a proper representation of F(x, t) and let u(t) have properties as 
described in 2.1.2 relative to x(t). 
Then, for every bounded convex set Ai which adheres to A,, at x(tJ, there 
exists an absolutely continuous vector function z(t) in E,, such that 
I 44 1 # 0, t E T. 
k.(t) =f(x(t), t, g(t)), a.e. in T. 
i.(t) = -,&(t), t, a(t)) * z(t), a.e. in T. 
(where f,’ is the transpose of the matrix fz). 
(4.1.2) Weiwstrass E-condition 
(4.1.1.1) 
(4.1.1.2) 
(4.1.1.3) 
h(t) = 4t) *f(x(t), t, u(t)) = IJp/(t) *f(x(t), t, 0) a.e. in T. 
(4.1.3) Support (tranmersality) condition. 
The vector z(t,,) is an inward normal to a supporting hyperplane of Ai at 
x(t,), i.e., 
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and, furthermore, 
Xl(h) 2 0 
zi(t,) = 0, i = Y + 1, . ..) n. 
(4.1.3.2) 
PROOF. Let X = Al, -a-, A’) be the nonvanishing vector with the properties 
stated in Lemma 3.1. Let z(t) be an absolutely continuous vector function 
which satisfies system (4.1.1.3) and the “initial” conditions 
&(t,) = hi, i = 1, *a*, r
Xi@,) = 0, i = Y + 1, a**, n. 
(4.1.4) 
By a previously mentioned existence theorem [6], such a vector function 
z(t) exists and is unique as a consequence of (2.1.2) and (2.1.3). Since system 
(4.1.1.3) is linear in x and 1 A 1 # 0, hence 1 z(tJ 1 f 0, it follows that 
I 44 I # 0, t E T. 
Thus relations (4.1.1.1), (4.1.1.3) and (4.1.3.2) are satisfied. Relation 
(4.1.1.2) is contained in (2.1.2). It remains, therefore, to prove relations 
(4.1.2) and (4.1.3.1). 
PROOF OF (4.1.2). Let m = 1, I = q(t), ui = u, [i = x(t,) in (3.0.2). 
Then, from (3.0.2) and (4.1.1.3), we derive 
2:(t) *u(t) + z(t) * zi(t) = $ {z(t) * u(t)} 
= 7(t) z(t) * {.f(+), t, 0) -.f(+), t, u(t)> a.e. in T; 
hence, since both sides are clearly integrable over T and since ~(t,,) = o = 
(0, -*a, 0), we have 
Now, by the definition of W, (ul(ti), *.a, u+“(Q) E W, hence, by Lemma 3.1 
and by (4.1.4), 
z(tl) * u(tJ = 2 XW(t,) 2 0. 
i=l 
Thus, for any measurable v(t), 0 5 q(t) I 1, and any u E S, the right 
hand side of (4.1.5) is nonnegative. 
Consider now k(t, u) = z(t) *f(x(t), t, u) for an arbitrary u E S. Since 
x(t) and z(t) are continuous, it follows from (2.1.3) that there exists a set T’, 
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T’ C T, 1 T’ 1 = t, - t,, such that, for every u E S, K(t, u) is bounded and 
continuous at every t E T’. Thus 
1 s t+h lim - h-oh t h(8, u) d0 = k(t, u), t E T’. 
Furthermore, since h(t) = x(t) -f(x(t), t, u(t)) is measurable and bounded 
[as a consequence of (2.1.2) and (2.1.3)], we have 
I t+h h(B) dB = h(t) a.e. in T, say for f E TI. (4.1.7) t 
Let now, in (4.1.5), ~(6) be the characteristic function of the interval 
[t, t + h], where t E T’ n TX. Then, for every u E S and h > 0, we have 
s 
tih 
(44 4 - 40)) do 2 0, 
t 
hence, by (4.1.6) and (4.1.7), 
44 4 2 4th tE T’n TI. 
Since 1 T’ 1 = 1 TI 1 = t, - to, the Weierstrass E-condition (4.1.2) follows 
directly. 
PROOF OF (4.1.3.1). Let m = 1, Tl(t) E 0 in (3.0.2). Then, from (3.0.2) 
and (4.1.1.3), we derive 
qq * u(t) + x(t) * L(t) = $ (z(t) * u(t)} = 0 a.e. in T. 
Since x(t) * u(t) is absolutely continuous, it follows that 
hence, by Lemma 3.1 and (4.1.4), 
for every 5 E Ai, which is equivalent to relation (4.1.3.1). 
This completes the proof of the theorem. 
In the special case when r = 1, that is, when x(tJ is unrestricted, the result 
is slightly sharper. 
THEOREM 4.2. Let the assumptions of Theorem 4.1 be satis$ed and let 
I = 1 (that is, B = A, x E,,). Then there exists an absolutely continuous 
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vector function x(t) in E, such that relations (4.1.1.1) through (4.1.3.2) are 
satisfied except that relation (4.1.3.1) is replaced by 
where At is the union of all bounded convex sets which adhere to A, at x(t,). 
PROOF. Let Ah be an arbitrary bounded convex set which adheres to 
A, at x(tJ. Let x(t) be defined as in Theorem 4.1. We have r = 1, hence 
xl(tl) 2 0, xi(tl) = 0, i = 2, .-., n. Since 1 x(tl) 1 # 0, we have xl(t,) > 0. 
Now x(t) is the solution of the linear system (4.1.1.3) hence replacing 
xl(t,) by 1 will only change x(t) by a constant positive factor and will not 
affect the validity of statements (4.1.1.1) through (4.1.3.2). Thus x(t) can be 
assumed the same for every set Ai, hence (4.2.1) is a consequence of (4.1.3.1). 
V. ADDITIONAL NECESSARY CONDITIONS 
The Weierstrass E-condition (4.1.2) can often be combined with the 
differential equations (4.1.1.2) and (4.1.1.3) to yield a system of 2n differential 
equations with 2n unknown functions x1, **+, xn, 9, a**, P. This can be done 
in that region of the (x, t, .z)-space in which z * f(x, t, u) has a unique mini- 
mum with respect to u for a given (x, t, x). When this is not the case, additional 
information is provided by 
THEOREM 5.1. Let the assumptions of Theorem 4.1 be satisfied and let x(t) 
be defined as in that theorem. Assume, furthermore, that there exists a 
finite or denumerable collection of disjoint open intervals IT in T such that 
;*zy=t1- t, andfi(x, t, u), afi(x, t, u)/~xJ’ andfj(x, t, U) = afi(x, t, u)/at, 
*a*, n; j = 1, ---, n, exist and are, for each a E S, continuous and bounded 
by a ionstant K over V x T,, where T1 = U, I,. Then there exist constants c,, 
r = 1, 2, a-, such that 
l(t) = x(t) *f(x(t), t, u(t)) + st’f,(x(@, 0, u(O)) * x(e) d0 = c, 
t 
a.e. in I,, r = 1, 2, me* (5.1.1) 
and for almost all t in T,, 
44 = x(t) * [f,(x(t), t, a’) - ft(x(t), t, o(t)) 
-tf&(t), t, 4 *f@(t), t, u(t)) -fr(x(t), t, u(t)) *f(x(t), t, a’)] = 0 (5.1.2) 
for all u’ E S(t), where 
S(t) = (0 E s I 44 *f(x(t), 4 4 = z(t) *f(x(t), t, u(t))} 
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PROOF. Let 
a(4 0) = z(t) Y@(t), t, u) t- j"' z(e) *f,(.v(Q 8, u(e)) * de. t 
Since fi(x, t, O) has, for each a E S, continuous first order partial derivatives 
in I/ x T, and since x(t) and x(t) are differentiable and satisfy relations 
(4.1.1.2) and (4.1.1.3), it follows, for any fixed o E S, that 
Fi $ {Z(t + h, u) - qt, u)} = q 
= *(t> *f@(t), t, 0) + z(t) *{f&(t), 4 4 *.f(x(t), 4 o(t)) 
+ft(w, 4 4 -f&(t), 4 4t))) 
= x(t) * {fz(x(t), 4 0)*f(x(t), t, u(t)) -f&(t), 4 o(t)) *fca t, 4 
+ j&(t), t, 4 -f&w7 4 u(t))) =44 4 a.e. in T. (5.1.3) 
In particular, setting a = u(t) for any fixed t at which (5.1.3) holds, we get 
where 
pJj ; P(t + h, u(t)) - qt, 4t))l = 0, t E T2, 
T2 c T and 1 T, 1 = t, - t,. 
(5.1.4) 
Furthermore, x(t) and z(t) are bounded (since they are continuous over the 
compact set T) and fi(x, t, U) and their first order partial derivatives with 
respect to xi and t, i, j = 1, *a., 71, are uniformly bounded over V x 1, for 
each r. It follows thus easily, taking into account (4.1.1.2) and (4.1.1.3), that 
there exists a constant N such that 
) + [Z(t + h, u(t)) - Z(t, u(t))] / < N, t EIr, t + h E1r, r = 1,2, **a 
(5.1.5) 
We have, for t E T, T E T 
By (5.1.4), we have 
ljz J&7 4 = 0, 7 E T2 (5.1.7) 
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and, by (5.1.5), 
( Jz(t, T) 1 5 N, t E I,, 7 E I,, Y = 1, 2, *** (5.1.8) 
Finally, by the Weierstrass E-condition (4.1.2), 
<o, t>r 
J& 4 - 2 0, t < r, t E T3y r E T,, 
where T, C T,, 1 T, 1 = t, - t,. 
Thus, by (51.6) and (5.1.9), we have 
hence, by (5.1.7), 
lim z(t) - z(T) = 0 
t+r t-5- ’ 
T E T,. 
t E T, 
(5.1.9) 
(5.1.10) 
Since T3 is dense in T, it follows from (5.1.8) that Z(t) can by uniquely 
extended from T, n IT to I, as an absolutely continuous function for r = 1, 
2, *-a, hence it follows from (5.1 .lO) that 
Z(t) = constant = c,, t E T, n I,, Y = 1, 2, .a*. (5.1.11) 
This proves relation (5.1.1). 
Let now r be any positive integer, let t E T3 n I, and let u’ E S(t). Then, by 
(5.1.11) and by the E-condition (4.1.2), 
(5.1.12) 
On the other hand, by (5.1.3), the limit, as 7 -+ t, of (T - t)-l [Z(T, a’) - 
Z(t, a’)] exists and equals w(t, a’) a.e. in T. It follows thus from (5.1.12) that 
w(t, 0’) = 0 a.e. in Ir. 
Relation (5.1.2) now follows directly. 
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VI. MORE GENERAL BOUNDARY CONDITIONS 
We now return to the case when B is an arbitrary closed set in A x A. As 
before, we assume that the relaxed minimizing curve x(t), t E T, is entirely 
contained in the interior of A. It satisfies the general “boundary” condition 
(1.2), i.e., 
(x(cJ, x(b)) E B. 
Let j = (f,JJ) E .&, x En x & and, similarly let G? = (x, P, a), etc. Let 
f(x, t, u) = 0 = (0, *-*, O), AX, t, 0) =f(x, 4 a), n(t) = x(tJ, 
Z(t) = x(t) - x(tJ, t E T, f(K 6 0) = (f(? 4 a), f;(x, 4 u), f(x, 4 a)>, 
2(t) = (x(t), qt>, Z(t)), P@, t) = {f(?, t, a), ( u E S}, 
(x, t) E V x T, ib{+~A}. 
We can easily verify that conditions (1 .I Relaxed) and (1.2) are equivalent to 
and 
x(t) E J%(t), t> a.e. in T, (6.0.1) 
x”(t,) do = {x” 1 (x,2) E B, 2 = x - a> (6.0.2) 
n(tJ = 0 = (0, -a*, 0) (6.0.3) 
and that 
.C( t) E Int A, t E T. (6.0.4) 
Furthermore, fl(J, t) is nonempty, compact, and convex and f(.X, t) is a 
proper representation of P(.C, t) if f(x, t) is a proper representation of F(x, t). 
Thus, with a slight reordering of the components of 4,j: etc., we may apply 
Theorems 4.1 and 5.1 to the relaxed problem defined by p(E, t), A0 and a. 
Let B’ be any bounded convex set which adheres to B at (X(S), x(Q). Then 
we can easily verify that the set Ah = {& 1 (5, f) E B’, E = 5 - f} is 
bounded and convex and adheres to A,, at d(t,,). Thus, by Theorem 4.1, 
there exists an absolutely continuous vector function l(t) = (I;(t), l(t), if(t)), 
1 l(t) 1 # 0, and a function u(t) (satisfying relation (2.1.2) with j(.C, t, u) 
replacingf(x, t, u) and S(t) replacing x(t)) such that: 
2.(t) =f(Q), t, u(t)) a.e. in T (6.0.5) 
m = -mw t, 4)) * (5(t) + %(t>> a.e. in T (6.0.6) 
[(t) = l(t) = 0, a.e. in T (6.0.7) 
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(5(t) +5(t)> *f(x(t), , o(t)) = zig {f(t) + 5Wl *fMt), t 4 (6.0.8) 
g&J * x(t,) + 5(&J * qtcJ + l(b) * qt,) = fy$ {5(b) * E + 5(4J * t + Rt,) * 51 
0 (6.0.9) 
P(t1) 2 0; 4%) = 0, i = 2, *.a, n; [(t,) = o. (6.0.10) 
Let z(t) = I(t) + 6( > t , t E T. Then it follows easily from relations (6.0.3) 
and (6.0.5) through (6.0.10) that 
5(t) = 0, tET 
i(b) = Rt1) 
and that 1 z(t,) 1 and / <l(t,) 1 cannot vanish simultaneously. 
Thus, for any [E &, we have 
5(b) * 4 + lYto) * t t %kJ * F = cxt,) + 5(to)l * 5 - %(td * 4 
= x(4)) * E - Z(Q * 4 + P(t,)P 
and, since a(&) = x(t,), relation (6.0.9) can be rewritten as 
4tLJ * x(4J) - 4t1) * x(t1) + Wl) xYt1) 
= Min 
(E,E) E B’ 
{4t,) * t - z(t1) * f + sct,,i?>. (6.0.11) 
In particular, if 1 x(t) 1 = 0, then l;l(t,) > 0 and 
Finally, iff(x, t, 0) satisfies the assumptions of Theorem 5.1, we can easily 
verify that relations (5.1.1) and (5.1.2) continue to hold. 
We may summarize these results in 
THEOREM 6.1. Let x(t) be a relaxed minimizing curve and assume that 
x(t) E Int A, t E T. 
Let f(x, t, u) be a proper representation of F(x, t) and let u(t) have the pro- 
perties described in (2.1.2) relative to x(t). Then, for every bounded convex set B’ 
which adheres to B at (x(t,,), x(Q), either 
xl(t,) = Min .$’ 
CC& E B’ 
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or there exists an absolutely continuous vector function z(t) such that 
I z(t) I # 0, t E T (6.1.1.1) 
*(t) =f(x(t), t, o(t)) a.e. in T (6.1.1.2) 
2(t) = -f&(t), t, u(t)) * z(t) a.e. in T (6.1.1.3) 
(6.1.2) Weierstrass E-condition 
h(t) = z(t) *f(x(t), t, u(t)) = ,-MJ z(t) *f@(t), t, CT) a.e. in T. 
(6.1.3) Support (transversality) condition 
(1. d(t,) + z(t,) . x(t,) - s(tl) - x(tl) = M’ (5 ef:B’51 - 5’ + 443) * 5 - &) * 8 
for some f1 > 0. 
(6.1.4) If, furthermore, there exists a finite or denumerable collection of 
open intervals I,., r = 1, 2, -a*, such that 1, C T, r = 1, 2, *-, [ Tl 1 = t, - to, 
where Tl = ~~1,. and, for each u E S, fl(~, t, a), f$(x, t, u), i, j = 1, .-a, n, 
exist, are continuous, and bounded by a constant K over V x T,, then there 
exist constants cr, r = 1, 2, a-, such that 
Z(t) = z(t) *f@(t), t, a(t)> + ~t1ft(4Q, 0, ~(0)) . ~(0) de = c, 
t 
r = 1,2, **a 
and, for almost all t in T, 
a.e. in I, 
(6.1.5.1) 
w(t, u’) = z(t) * {f,@(t), t, a’) -ft(x(t), 4 u(t)) 
+f&(t), t, a’) *f@(t), t, o(t)) -f&(t), t, o(t)) *f@(t), t, 41 = 0 (6.1.5.2) 
for all u’ E S(t), where 
S(t) = (0 E s / z(t) .f@(t), 4 0) = z(t) .f(x(t), t, u(t))). 
Combining this theorem with Theorems 2,2, 3.3, and 4.1 of [l], we derive 
THEOREM 6.2. Assume that: 
(6.2.1) R can be defked as a compact Hausdorfl space in such a manner 
that g(x, t, p) is a continuous function of p over R for each (x, t) E V x T. 
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(6.2.2.) There exist a constant K and a finite or denumerable collection of 
open intervals I, C T, r = I, 2, ‘.* such that 
(6.2.2.1) j 1;c I, 1 = t, - to 
(6.2.2.2) gi(x, t, p), a&x, t, p)/axj, a&(x, t, p)/at, i, j = I, a**, n, exist, are 
bounded in absolute value by K, and are continuous functions of (x, t) uniformly 
in p for all (x, t) E V X I,, r = 1, 2, a**. 
(6.2.3) There exists a compact set D C Int A and a relaxed admissible curve 
y(t) such that.for every relaxed admissible curve E(t) the relation 
P(t1) < YW 
implies t(t) E D, t E T. Then 
(6.2.4) there exists a relaxed minimizing curve x(t), 
(6.2.5) x(t) is the uniform limit of absolutely continuous vector functions 
y&), N = 1, 2, **-, which satisfy the differential equations (l.l), 
(6.2.6) F(x, t), (x, t) E V x T, has a proper representakon f(x, t, a), u E S 
(the Young representation), where S is the class of probability measures defined 
over Bore1 sets of R and 
and 
f(x, t, 4 = s g(x, t, P) 46) 
(6.2.7) x(t) satis$es the necessary conditions described in Theorem 6.1. 
VII. OTHER RELAXED PROBLEMS 
Certain variational problems which may at first appear more general than 
those so far considered can be easily reduced to the form described in Section I. 
One class of such problems arises when the differential equations (1.1) are 
replaced by 
4t) = g(x(t), t, P, Y) a.e. in T, (7.1) 
where y = (~1, .-a , ys) E E, is a vector parameter independent of t which is 
restricted to some set Y C E, and with respect to which xl(t,) must be further 
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minimized. These equations can be represented in the form (1.1) by letting 
y Z (y’, . . . . y”) = (p+l, . . . . xn+q, P = (x, y) = (xl, -*-, xn+s), 
gi(% 4 P) = RYX, 4 l-3 Y), j = 1, .*a, n, 
gn+yx”, t, p) = 0, j = 1, *a*, s, 
that is, by considering the parametersyl, *.a ,y” as the initial values of depend- 
ent variables with zero derivatives. 
Another class of problems is defined as in Section I except that t, and t, 
are parameters restricted by a relation of the form 
(t,, tl) E 2 C T x T, (7.2) 
where 2 is some given closed set. Choosing a new independent variable 7 
defined by 
t = t, + 7(t, - to) 
permits one to replace equations (1.1) with 
a.e. in 0 2 7 I 1 (7.3) 
where ~(t, + T(tl - t,)) = f(T) and t, and t, are parameters restricted by 
relation (7.2). System (7.3) is clearly a special case of (7.1). 
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