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We introduce a nonlinear generalized tensorial Maxwell-type constitutive equation to describe shear-thinning
glass-forming fluids, motivated by a recent microscopic approach to the nonlinear rheology of colloidal sus-
pensions. The model captures a nonvanishing dynamical yield stress at the glass transition and incorporates
normal-stress differences. A modified lattice-Boltzmann (LB) simulation scheme is presented that includes
non-Newtonian contributions to the stress tensor and deals with flow-induced pressure differences. We test
this scheme in pressure-driven 2D Poiseuille flow of the nonlinear generalized Maxwell fluid. In the steady
state, comparison with an analytical solution shows good agreement. The transient dynamics after startup
and cessation of the pressure gradient are studied; the simulation reproduces a finite stopping time for the
cessation flow of the yield-stress fluid in agreement with previous analytical estimates.
PACS numbers: 64.70.Q- 83.10.Gr 83.60.Fg 47.11.-y
I. INTRODUCTION
Flow problems invovling complex fluids are ubiqui-
tuous in nature and industry1,2. They often probe
the nonlinar-response regime, as for example in shear-
thinning fluids, where the effective viscosity decreases
rapidly with increasing shear rate and hence depends
sensitively on the flow geometry. Since such flows are
no longer described by the standard Newtonian linear-
response behavior where shear stress and shear rate are
linearly related, they are termed non-Newtonian.
Ultimately, one would like to understand the micro-
scopic mechanisms of non-Newtonian fluids and how
these determine the macroscopic flow properties. This is
a formidable task, usually approached in two steps: one
first tries to construct a constitutive equation that acts
as a closure relation to the governing Navier-Stokes (or
generally, continuum mechanics) equations at the meso-
scopic level. In a second step, these classical field-theory
equations are solved, usually numerically. Most com-
monly, constitutive equations are ad-hoc assumptions
guided by experimental data3. One of the few excep-
tions is the (linear) rheology of polymer melts, based on
the seminal work of Doi and Edwards4.
In the case of dense glass-forming fluids, shear thinning
prevails as the dominant nonlinear mechanisms for not
too strong strain rates. Progress towards deriving con-
stitutive equations starting from the microscopic equa-
tions of motion has been possible because the slow relax-
ation of density fluctuations proceeds by generic mech-
anisms where the precise details of the microscopic in-
teractions, beyond excluded-volume entropic forces, are
less important. Specifically for colloidal suspensions,
starting from the many-body advection-diffusion equa-
tion, an integration-through-transients (ITT) formalism
combined with mode-coupling theory (MCT)5–7 has been
successful. This approach is in particular aimed at de-
scribing the interplay between slow dynamics close to the
glass transition and externally imposed flow. In princi-
ple, this route yields a constitutive equation that is fully
determined by the microscopic interactions of the sys-
tem. However, to date, it is still not possible to treat this
even numerically. Even schematically simplified ITT-
MCT models8 are difficult to solve beyond the steady
state9.
To make some progress, a simplified model has been
proposed that incorporates some of the essential ideas
and findings of ITT-MCT. Starting from the Maxwell
model of linear visco-elastic fluids, one incorporates the
acceleration of the slow structural-relaxation dynamics
by shear10,11. This nonlinear generalized Maxwell (nlM)
model has been used in systems under homogeneous sim-
ple shear to discuss, e.g., qualitative features of the flow
curves close to the glass transition12 or aspects of creep-
ing flow13 and large-amplitude oscillatory shear14. Be-
low we present the extension of this model to arbitrary
incompressible flow and incorporate it into the low-Mach-
number Navier-Stokes equations to address the pressure-
driven Poiseuille flow through channels.
Idealized glass formers are yield-stress fluids, i.e., at
the glass transition they are characterized by a nonvan-
ishing stress even in the limit of small strain rates. The
signature of a yield stress in Poiseuille flow is the appear-
ance of a non-parabolic velocity profile that is almost flat
in the center of the channel, causing the fluid to move as
a “plug” in this inner region where the applied force is
not able to overcome the yield stress. This has been
confirmed in direct molecular-dynamics simulations of a
glass-forming fluid15. We confirm below that the sim-
ple nlM model captures this pheonomenology and allows
for an analytical solution in steady state. The transient
evolution from equilibrium to steady state after applica-
tion of the driving pressure, and the relaxation back to
the quiescent state are studied by numerically solving the
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2corresponding Navier-Stokes equations. A particular fea-
ture of the glass forming fluid that is captured naturally
by the nlM model is the appearance of large normal-stress
differences that cause the central plug to be subject to
an additional pressure. In channels with constant cross-
section this does not influence the laminar flow profiles,
but flow-induced pressure changes may play a decisive
role in understanding shear-localization phenomena that
are characteristic of many amorphous materials16.
One mesoscopic method to solve the Navier-Stokes
equations for small velocities is the Lattice Boltzmann
(LB) simulation17,18. This method has become increas-
ingly popular over the last decades, because of its concep-
tual simplicity and because it is well suited for parallel
computing. On a suitably chosen spatial lattice, one in-
troduces local densities corresponding to discrete velocity
vectors. The LB simulation evolves these densities by a
sequence of streaming and collision steps. The collision
operator relaxes the local distribution towards an equilib-
rium form, suitably chosen to ensure that in the contin-
uum limit one recovers the Navier-Stokes equations for
a Newtonian fluid. The simplest form, the Bhatnagar-
Gross-Krook (BGK) collision operator, involves just one
relaxation time τLB. This is then directly related to the
Newtonian shear viscosity.
A simple way of extending the LB method to deal
with non-Newtonian fluids, pioneered by Aharonov and
Rothman19, is to adjust the BGK relaxation time τLB(γ˙)
locally depending on a (scalar) measure of the local shear
rate γ˙. However, this adjusts just one scalar property, re-
taining the Newtonian-fluid-like relation between shear
and bulk viscosities and neglecting tensorial aspects of
the constitutive equation. One should then rather speak
of a generalized Newtonian fluid with a locally varying
effective viscosity ηeff(γ˙). Nevertheless, the steady-state
results have been shown to be rather accurate in simple
flow geometries, whenever analytical results are available
for comparison20,21. In recent years, a number of stud-
ies have employed variants of this generalized-Newtonian
LB, addressing also more complicated geometries and
the flow through porous media, see e.g. Refs. 22–28, or
the extension to an implicit scheme regarding the cal-
culation of the collision rate29. (A recent more compre-
hensive overview of a growing body of work is found in
Ref. 30.) The generalization to an LB scheme on un-
structured grids proposed by Succi and coworkers also
uses this description of a generalized Newtonian fluid31.
The temporal evolution of the local relaxation time can
be implemented by a finite-difference scheme in order to
capture time-dependent thixotropic rheology, leading to
a class of hybrid-LB algorithms32,33.
To incorporate truly non-Newtonian fluids into LB, ad-
dressing their tensorial character, one can adjust the LB
equilibrium distribution function in a stuiable manner.
Such algorithms are closely related to so-called lattice
kinetic schemes34–36. One may also exploit that the gra-
dient of the non-Newtonian stresses appears equivalently
to an external force density in the Navier-Stokes equa-
tions. The dynamics of the non-Newtonian forces is then
traced either by a modified LB scheme at the cost of in-
troducing an enlarged set of lattice-node densities37–39,
or through suitable finite-difference solvers in hybrid-LB
schemes40–42.
In this paper, we present a modified LB scheme that
allows to naturally incorporate non-Newtonian stresses,
including flow-induced pressure and normal-stress differ-
ences relevant close to the glass transition. While our
scheme can be extended to a hybrid-LB method, we fo-
cus here on a constitutive equation that is local in time
for simplicity. The method is outlined in Sec. II. We then
describe the constitutive equation based on the nonlinear
generalized Maxwell model in Sec. III, together with some
analytical results used to check the accuracy of the sim-
ulation. We then present the results for pressure-driven
2D channel flow in Sec. IV.
II. LATTICE BOLTZMANN SIMULATIONS
A. Method for Non-Newtonian Fluids
We consider a fluid of local mass density ρ(~r, t) and ve-
locity ~u(~r, t), whose evolution is described by the Navier-
Stokes equations for the momentum density ~(~r, t) =
ρ(~r, t)~u(~r, t),
∂tρ+ ~∂ · ~ = 0 , (1)
∂tjα + ∂β(ρuαuβ) = −∂αp0 + ∂βΣαβ + f exα . (2)
Greek indices denote the Cartesian components of the
fields, and summation over repeated indices is implied.
In the momentum flux, there appears the Eulerian ad-
vection term ρ~u~u, possibly an externally imposed body-
force density ~f ex, and a surface term encoded in the stress
tensor Π = p01−Σ. The thermodynamic pressure p0 is
assumed to depend on the conserved quantities only; it
is given by an equation of state. Non-uniform flow gives
rise to stress terms that depend on the velocity gradi-
ents, Σ = −δp1 + Σ¯; these are split into an isotropic
“nonequilibrium pressure” δp = −(1/d) tr Σ, where d is
the spatial dimension, and a traceless deviatoric part Σ¯.
(We use an overbar to denote the traceless part of any
tensor.) These quantities need to be supplied by a rheo-
logical constitutive equation.
Newtonian fluids obey the simplest admissible linear
constitutive equation, ΣN = ηD¯ + ηb1 trκ, where D =
κ + κT , and an overbar denotes the traceless part of a
tensor. καβ = ∂βuα is the velocity-gradient tensor. In
the following, it will be useful to separate a Newtonian
contribution from the overall stress tensor, identifying
the non-Newtonian stresses, Σ = ΣN + ΣnN.
For incompressible flow, ~∂ · ~u = 0, and the equation
of state can be reduced to its first-order density varia-
tion, p0(ρ) ≈ p0(ρ0) + c2s(ρ − ρ0), where ρ0 is some ref-
erence density, and cs is the speed of sound. The lattice
Boltzmann simulation approximates the Navier-Stokes
3equations for incompressible flow at low Mach numbers,
Ma ∼ u/cs  1, by allowing for weak compressibility.
In treating non-Newtonian fluids, care has to be taken
since the nonequilibrium pressure may be nonzero even
in incompressible flow. Due to the equation of state, this
translates to a flow-induced density variation that is not
present for Newtonian incompressible fluids. The method
outlined below is designed to take care of this additional
density variation.
Consider a uniform spatial grid with lattice spacing δx.
The LB scheme evolves a set of lattice density distribu-
tions ni by a discrete collision-and-streaming update,
ni(~r + ~ciδt, t+ δt) = n
∗
i (~r, t)
= ni(~r, t) + ∆i[n(~r, t)] + Fi , (3)
where δt is the time step of the simulation and the ~ci are
a set of discrete velocities, suitably chosen to ensure the
desired continuum limit. The n∗i are referred to as the
post-collision distributions. ∆i is the collision operator
(specified later), constructed to relax the lattice densities
to a suitably chosen equilibrium distribution that restores
the Newtonian-fluid case in the continuum limit. Fi is a
driving term and can be constructed to account for the
external body-force density, although this is a nontrivial
matter43,44. We will also use it to include non-Newtonian
stresses.
To clarify the choice of Fi, we briefly repeat the main
points of the Chapman-Enskog expansion describing the
continuum limit of the LB scheme, following the presen-
tation by Du¨nweg and Ladd18. Introducing a small pa-
rameter ε (the Knudsen number), we set ~˜r = ε~r, t˜ = εt,
and tˆ = ε2t. We assume an expansion of the distribu-
tion functions ni = n
(0)
i + εn
(1)
i + · · · , and equivalently
for ∆i and Fi. The LB update can then be discussed on
the two time scales of momentum convection and diffu-
sion. To zeroth order in ε, we get ∆
(0)
i = F
(0)
i = 0; the
n
(0)
i are collision invariants and thus identified with the
equilibrium distribution neqi . It should be a function of
ρ and ~ only, in order to avoid spurious invariants of the
algorithm.
From the first two orders of Eq. (3), one gets
~ci · ~∂r˜n(0)i + ∂t˜n(0)i = (1/δt)∆(1)i + (1/δt)F (1)i , (4a)
1
2
[
(~ci · ~∂r˜) + ∂t˜
] (
n
(1)∗
i + n
(1)
i
)
+ ∂tˆn
(0)
i
= (1/δt)(∆
(2)
i + F
(2)
i ) .
(4b)
Recall now that ~∂ = ε~∂r˜ and ∂t = ε∂t˜ + ε
2∂tˆ. Sum-
ming over all directions, i.e., taking the zeroth velocity-
moment of Eqs. (4), these equations can be combined
to give ∂t
∑
i(n
∗
i + ni)/2 +
~∂ · ∑i ~ci(n∗i + ni)/2 =
(ε/δt)
∑
i(∆
(1)
i + F
(1)
i ) + O(ε
2). The continuity equa-
tion for the density, Eq. (1), is recovered if the term on
the right-hand side vanishes identically (which is the case
in standard LB schemes), or can be written as a time-
derivative. In order to account for non-Newtonian pres-
sure changes, we adopt the second choice. Specifically,
set (ε/δt)
∑
i(∆
(1)
i + F
(1)
i ) = (ε/δt)(δρ(t)− δρ(t− δt)) =
∂tδρ + O(ε), where δρ = − tr ΣnN/(c2sd) is the flow-
induced density change. We then define the hydrody-
namic density and current as
ρ(~r, t) =
∑
i
neqi =
∑
i
n∗i (~r, t) + ni(~r, t)
2
− δρ(~r, t) ,
(5a)
~(~r, t) =
∑
i
~cin
eq
i =
∑
i
~ci
n∗i (~r, t) + ni(~r, t)
2
. (5b)
This definition of the density reduces to the standard LB
expression
∑
i ni in the case of traceless non-Newtonian
stresses. As we shall see below, our definition of the
momentum current agrees with the standard one used
in LB simulations with external force densities45, and it
reduces to
∑
i ~cini in the case of vanishing external force.
Taking the first velocity-moment of Eqs. (4) results in
∂tjα + ∂βpi
eq
αβ +
1
2
∂β
(
pineq∗αβ + pi
neq
αβ
)
= f exα (6)
where we have introduced the second moment of the dis-
tribution functions, piαβ =
∑
i ciαciβni and set n
neq =
εn(1) + O(ε2). We have also set f exα =
∑
i ciα(∆i +
Fi)/(δt), which will be identified with the external body-
force density. Equation (6) shall recover the Navier-
Stokes equation, Eq. (2). Since both the equilibrium
pressure p0 and the Eulerian stresses are given by ρ and ~u
alone, they should be connected to the equilibrium con-
tribution in Eq. (6),
pieqαβ = p0δαβ + ρuαuβ . (7)
Taking Eqs. (5) and (7) together, a second-order accu-
rate expression for the LB equilibrium distribution is
neqi (ρ, ~u) = a
ciρ
(
1 +
~u · ~ci
c2s
+
(ciαciβ − c2sδαβ)uiαuiβ
2c4s
)
(8)
if the set of ~ci obeys the symmetries of a cubic lattice and
at least three different magnitudes ci are chosen. The
weight coefficients aci depend only on these magnitudes
and obey
∑
i a
ci = 1. For our 2D calculations, the sim-
plest set of velocities involves nine vectors, termed the
D2Q9 model: ~c0 = (0, 0), ~c1...4/c = (±1, 0), (0,±1), and
~c5...8/c = (±1,±1), with weights a0 = 4/9, a1 = 1/9, and
a
√
2 = 1/36. Here, c = (δx)/(δt) is the lattice-velocity
unit. The speed of sound on the LB lattice is given by
cs = c/
√
3, and the equation of state is the linearized ex-
pression for small density variations, p0 = ρc
2
s, where a
constant pressure may be omitted in incompressible flow.
The nonequilibrium part of the piαβ must recover the
viscous stresses. By comparison of Eqs. (2) and (6),
Σαβ = (pi
neq∗
αβ + pi
neq
αβ )/2. Making use of the equilibrium
distribution function, the second moment of Eq. (4a),
∂t˜pi
(0)
αβ + ∂γ˜φ
(0)
αβγ = (1/δt)
(
pi
(1)∗
αβ − pi(1)αβ
)
, (9)
4can be explicitly calculated. Here, φαβγ is the third mo-
ment of the LB distribution function. From the con-
servation laws and the LB equation of state, it fol-
lows φ
(0)
αβγ = ρc
2
s(uαδβγ + uβδαγ + uγδαβ) and ∂t˜pi
(0)
αβ =
−c2s(δαβ∂γ˜jγ +uβ∂α˜ρ+uα∂β˜ρ) + (uβf ex(1)α +uαf ex(1)β ) +
(c2sδαβ − uαuβ)(∂t˜δρ), where we have neglected terms of
O(Ma3). Taking these results together we arrive at
pineq∗αβ − pineqαβ = (δt)ρc2s(∂αuβ + ∂βuα)
+ (δt)(uαf
ex
β + uβf
ex
α )
+ (c2sδαβ − uαuβ)(δt)(∂tδρ) . (10)
The approximations involved in deriving this equation
imply that the LB method provides an approximation of
the deviatoric stress tensor that is second order in the
lattice parameters, although this can be spoiled by the
boundary conditions46,47.
To proceed further, assume a collision operator of the
form ∆i = Lijnneqj . We specifically employ the single-
relaxation-time BGK model, Lij = −δij/τLB, so that
pineq∗αβ − pineqαβ = −(1/τLB)pineqαβ + Fαβ , where Fαβ =∑
i ciαciβFi is the second velocity-moment of the LB
forcing term. Combining this with Eq. (10) to evalu-
ate pineq∗αβ + pi
neq
αβ = (1 − 2τLB)(pineq∗αβ − pineqαβ ) + 2τLBFαβ ,
we can by comparison of Eqs. (2) and (6) identify the
viscous stresses: from the first term in Eq. (10), we get
the Newtonian stresses, and Fαβ is still at our disposal to
incorporate non-Newtonian stresses. However, Eq. (10)
contains spurious terms involving ~f ex and δρ. To cancel
them, Fαβ must contain matching terms, leaving us with
Fαβ =
(
1− 12τLB
)
(δt)(uαf
ex
β + uβf
ex
α )
+
(
1− 12τLB
)
(δt)(c2sδαβ − uαuβ)(∂tδρ)−
1
τLB
Σ¯nNαβ
(11)
The Newtonian viscosity is given as usual for the BGK
collision model18,
ηN = (δt)ρc2s(τLB − 1/2) . (12)
Equation (11) is a condition on the second moments
of the LB forcing term. From our definitions of f exα
and ∂tδρ, we get further conditions on the first and ze-
roth velocity-moments of Fi, viz.
∑
i ciαFi = (δt)f
ex
α (1−
1/(2τLB)) and
∑
i Fi = (δt)(∂tδρ)(1 − 1/(2τLB)). This
allows to construct Fi with second-order accuracy,
Fi = a
ci
{ −1
2c4sτLB
Σ¯nNαβ(ciαciβ − c2sδαβ)
+
(
1− 1
2τLB
)[
(δt)(∂tδρ) +
f exα ciα
c2s
+
ciαciβ − c2sδαβ
2c4s
×(
− (δt)(∂tδρ)uαuβ + (uβf exα + uαf exβ )
)]}
(13)
In the case where there is no external body force and
no flow-induced pressure, only the first line in this ex-
pression remains, providing a simple way to incorpo-
rate non-Newtonian deviatoric stresses in the LB algo-
rithm. As a cross-check, imagine a LB simulation with
τLB set up according to some Newtonian viscosity η;
and set ΣnNαβ = ∆η(∂αuβ + ∂βuα) to be of Newtonian
form again. Reconstructing nneqi up to second order
through its known first moments, direct inspection re-
veals ∆i +Fi = −(1/τ ′LB)nneqi , where τ ′LB corresponds to
Eq. (12) with η 7→ η + ∆η.
Treating δρ ∝ −δpnN explicitly is a way to incorporate
the advection of flow-induced pressure in the scheme. For
the simulations of channel flow driven by a body force,
our choice of normal-stress advection,
∂tδρ(t) = − 1
c2sdδt
(
ΣnNγγ (t)− ΣnNγγ (t− δt)
)
, (14)
allows the fluid to build up a pressure gradient countering
the normal stresses acting on the plug. If we did not take
care of the non-Newtonian pressure contributions in this
way, the effect of normal stresses would be lost in a local
change of the bulk viscosity of the fluid.
B. Boundary Conditions
To maintain a constant pressure gradient along a chan-
nel of length L, we employ generalized periodic boundary
counditions (GPBC) proposed by Kim and Pitsch48. One
exploits the simple equation of state of the LB scheme
and identifies the average density of the outgoing lat-
tice populations at the low-pressure end of the channel
with that of the incoming ones at the high-pressure end,
suitably scaled. Specifically, denote by p± the inlet and
outlet pressures, and by ρ¯in/out the average values of the
lattice densities at the inlet and outlet columns, averaged
over the transverse spatial directions. One then sets
n∗i (ρ,~)|in = neqi (c−2s p+ + ρout− ρ¯out,~) +nneq∗i |out (15)
for each inlet node and direction ~ci connecting to the
correspoding outlet node, and vice versa. The construc-
tion copies over any density fluctuations in the transverse
directions, only adusting the average densities.
Keeping the inlet and outlet pressures fixed negates
the effect of implementing the non-Newtonian pressure
δρ c2s. Therefore, when using GPBC, it proves sufficient
to construct a body-force term with vanishing zeroth and
first moment, keeping the first line only of Eq. (13). Note
that because the Fi take the traceless stress tensor, still a
non-trivial pressure gradient in transversal flow direction
emerges. In steady flows, this is easy to see, as Eq. (14)
vanishes and both, the full and the shortened body-force
terms, share the same long time limit. For the cases we
consider below, the two methods (GPBC without density
correction, or body force with correction) yield identical
results up to a reinterpretation of the LB density.
5The GPBC for pressure gradients can be extended to
sudden pressure jumps. In the case of switch-on, we pre-
initialize the LB densities with a linear gradient to min-
imize lattice oscillations due to an unphysical LB shock
wave.
The simulated channel is bounded by hard walls in
the transverse direction(s). For their treatment, we em-
ploy simple bounce-back boundary conditions17. In some
cases, we also compare with velocity-driven planar Cou-
ette flow, where the boundary condition at the moving
wall was implemented following Zou and He49.
C. Numerical Details
In the following calculations, we adjust τLB ≈ 0.9,
which is close to the optimum reducing the error in the
shear stress of a Newtonian fluid46,50. We use a grid of
200 × 20 lattice nodes for θ ≤ 100. Higher θ require to
resolve larger viscosities and viscosity differences, so that
we increase the resolution to 400×20 nodes for θ = 1000.
The scheme was implemented in the open-source lattice
Boltzmann code Palabos51.
To evaluate the constitutive equation, we will typi-
cally need to evaluate the velocity-gradient tensor κ(t) =
(~∂~u(t))T . It has in general to be evaluated using a finite-
difference scheme on the LB lattice. In case the con-
stitutive equation can fully be specified in terms of the
symmetric velocity gradients, D(t) = κ(t) + κT (t), one
can make use of Eq. (10) and evaluate D(t) directly from
the nonequilibrium distributions on a single lattice node.
This method of evaluating the symmetric velocity gra-
dients is second-order accurate21, while a simple finite-
difference scheme is only accurate to first order20. How-
ever, since pineqαβ contains Sαβ(γ˙) again, the determina-
tion of D from Eq. (10) turns into an implicit equation
that would generally have to be solved by iteration. Fur-
thermore, we will consider a constitutive equation that
does not depend on D(t) only. We therefore use second-
order accurate three-point finite differences to evaluate
the shear-rate tensor.
Let us briefly discuss the relation to previous ap-
proaches in modeling non-Newtonian fluids with LB. The
most common approach is to adapt τLB(γ˙) according to
Eq. (12), where the Newtonian viscosity is replaced with
a given ηeff(γ˙), and to set Fi = 0. The fluid then remains
locally Newtonian. As a consequence, tensorial aspects
such as the normal stress differences are not taken into
account in this class of generalized Newtonian fluids. Fur-
thermore, the LB method becomes unstable if τLB drops
to 1/2, and it works best if the relaxation parameter
is chosen within some bounds close to unity. Constitu-
tive equations that lead to strong deviations from these
bounds are potentially problematic in this approach.
Other methods, close relatives of lattice kinetic
schemes, modify the LB-equilibrium distribution func-
tion neqi . In its second moment, a non-Newtonian stress
contribution is included. In the steady state, we did not
find significant differences to our scheme, which we be-
lieve to be easier to justify in the non-steady case. There
are applications of LB to complex fluids where the route
using a forcing term Fi is empirically found to be more
robust compared to the modification of the distribution
function38.
A number of schemes exploit the equivalence of ~∂ ·Σ
with an external force density in Eq. (2). This seems to
be particularly useful if the scheme to solve the consti-
tutive equation entails evaluation of the stress gradients.
For the present case, we found the approach outlined
above to be somewhat simpler, and we do not expect
significant differences.
III. NONLINEAR MAXWELL MODEL
A. Constitutive Equations
To arrive at a constitutive equation for the flow, we
start from a generalized Green-Kubo relation for the
nonlinear-response shear stress that has been worked out
in the ITT formalism. We assume some general time-
dependent incompressible flow, described by the velocity-
gradient tensor κ(t) = (~∂~u)T ; incompressibility implies
trκ = 0. We also neglect the advection of stress gradi-
ents. If the flow is switched on at t = 0 in an equilibrated
quiescent system,
Σ(t) =
∫ t
0
[−∂t′B(t, t′)]G(t, t′, [κ]) dt′ , (16)
where B(t, t′) = E(t, t′)ET (t, t′) is the Finger tensor,
given by the deformation tensor E(t, t′) that describes
the transformation of a material vector ~r′ at an earlier
time t′ to a vector ~r at some later time t. The deformation
tensor obeys ∂tE(t, t
′) = κ(t)E(t, t′) and ∂t′E(t, t′) =
−E(t, t′)κ(t′), with initial condition E(t, t) = 1.
The function G(t, t′, [κ]) is a generalized dynamical
shear modulus, given microscopically as a stress-stress
autocorrelation function. It will in general depend on
two time arguments t and t′ separately, while in steady
state this dependence reduces to one on t− t′ only. The
third argument indicates a dependence on the full flow
history at all previous times t′ ≤ t. In linear response,
this dependence can be neglected, but it is essential to
describe non-Newtonian fluids. The principle of material
objectivity suggests that the flow history enters the dy-
namical shear modulus only through the invariants of the
Finger tensor (as in the schematic model of Ref. 8), or
through invariants of the symmetrized shear-rate tensor
D (the simplified case considered below).
In quiescent dense liquids, G(t, t′) typically decays on a
slow structural relaxation time scale τ much larger than
the microscopic time scale τ0. Since τ  τ0, visco-
elastic effects arise in a large intermediate time win-
dow. We consider flows of some characteristic rate γ˙,
where the dressed Pe´clet number Pe = γ˙τ  1, but the
6bare Pe0 = γ˙τ0  1. It is then convenient to model
the short-time contributions to the viscosity as quasi-
instantaneous, setting
Σ(t) = σ(t) + η∞D(t) . (17)
Formally, this is achieved by assuming G(t, t′) =
Gmicr(t, t
′) + Gstruc(t, t′) to consist of a slowly relax-
ing structural part Gstruc(t, t
′) obeying Gstruc(t, t) =
G∞, and a short-time contribution Gmicr(t, t′) ≈ (G0 −
G∞) Θ(− (t− t′)) modeled by a Heaviside function. In-
serting into Eq. (16) and taking the limit  → 0, we
can identify (G0 − G∞) = η∞ =: G∞τ0 as the short-
time Newtonian viscosity. In rheological terms, G0 cor-
responds to the high-frequency shear modulus probed at
(t − t′)  τ0, while G∞ is the low-frequency Maxwell
plateau modulus. Note that σ in Eq. (17) is not neces-
sarily traceless.
From the time derivative of Eq. (16), one obtains
σ˙(t)− κ(t) · σ(t)− σ(t) · κT (t) = D(t)G∞
+
∫ t
0
[−∂t′B(t, t′)] ∂tG(t, t′, [κ]) dt′ , (18)
where we have dropped the subscript on Gstruc for con-
venience. The terms on the left-hand side are the upper-
convected derivative of the stress tensor.
Assume now steady-state flow for a class of generalized
Maxwell models, where ∂tG(t, t
′, [κ]) = (−1/τM [κ])G(t−
t′, [κ]) with a relaxation time that is allowed to depend
on the deformation rate. The integral on the r.h.s. of the
above equation then yields −σ/τM , and using σ˙ = 0 we
arrive at the formal steady-state solution
σss =
∑
n≥1
G∞τnMd
n (19a)
where we have defined symmetric matrices
dn :=
n∑
m=0
(
n
m
)
κm · κT n−m (19b)
obeying d0 = 1, d1 = D, and κdn + dnκT = dn+1.
Note that for flows with constant geometry, dn =
∂nt B(t, t
′)|t′=t. In general, it is nontrivial to ensure that
the infinite sum (19a) converges. For simple shear flow,
καβ = γ˙δαxδβy, we have κ · κ = 0, so that d2 = 2κ · κT
and all terms for n > 2 vanish. The model then contains
a shear stress, σxy = G∞γ˙τM , and a first normal-stress
difference N1 = σxx − σyy = 2G∞γ˙2τ2M . The two quan-
tities obey a simple scaling, G∞N1/σ2xy = 2. Since the
other diagonal elements of the stress tensor vanish, we
also have δp = −(1/d)σxx = −(2/d)G∞γ˙2τ2M (where d
denotes the spatial dimension).
Equation (19a) with constant τM ≡ τ defines the
upper-convected Maxwell model (UCM)2. In simple
shear, for γ˙τ  1 one obtains a low-shear Newtonian
viscosity η = G∞τ . For some choices of κ, Eq. (19a)
diverges in the UCM: in planar extensional flow, we
have κxx = −κyy = ˙ and all other καβ = 0. Equa-
tion (19a) then yields σxx = 2G∞˙τ/(1−2˙τ), valid only
for ˙τ < 1/2. This is a well-known deficiency of the UCM
which will be cured in the nonlinear model we discuss be-
low.
In shear-thinning fluids, the structural relaxation time
τ interferes with the time scale set by the external per-
turbation, 1/γ˙. Correlation functions such as G(t) un-
der strong shear hence decay on a time scale that is the
equlibrium relaxation time τ as long as shear is weak
(Pe  1), but shear induced if Pe  1. In an ad-hoc
way, this can be modeled by letting
τ−1M = τ
−1 + II 1/2D /γc . (20)
Here, the second invariant of the symmetric velocity-
gradient tensor appears, IID = (1/2) trD
2 in incom-
pressible flow. It represents the square of an instanta-
neous shear rate: in simple shear, IID = γ˙
2, while in
planar extensional flow, IID = (2˙)
2. The coefficient γc
models a typical strain amplitude relevant for the shear-
induced breaking of nearest-neighbor cages. We typically
set γc = 0.1 in numerical calculations and require γc  1.
The nonlinear generalized Maxwell model defined by
Eq. (20) captures the qualitative effects of shear-induced
acceleration of structural dynamics close to the glass
transition. Its steady-state simple-shear properties have
been discussed earlier10–12. In the tensorial generaliza-
tion presented here, it remedies the deficiency of the orig-
inal, linear-response UCM: choosing γc small enough, the
infinite sum Eq. (19a) can be forced to converge for any
given flow-rate tensor.
The nonlinear generalized Maxwell model incorporates
a dynamic yield stress if τ → ∞: let us introduce
κ(t) = K(t)κ0 where the flow rate K(t) can be cho-
sen positive without loss of generality. We assume here
that the geometry of the flow does not change over time.
Then, IID = K(t)
2IID0 and the constitutive equation
Eq. (19a) for τ →∞ gives Σ = σy + η∞D with
σy =
∑
n≥1
G∞
(
γc
II
1/2
D0
)n n∑
m=0
(
n
m
)
κm0 κ
T
0
n−m
. (21)
Our constitutive equation can hence be classified as that
of a Bingham fluid in the limit τ →∞.
Beyond the steady state, one cannot expect Eq. (18)
to reduce to a differential equation. While one could
consider ∂tG(t, t
′) = (−1/τM (t))G(t, t′) together with
Eq. (20) as a time-dependent generalization of the model,
this would imply that the dynamical shear modulus de-
pends on the flow only through an accumulated strain∫ t
t′ II
1/2
D (s) ds. In cases like large-amplitude oscillatory
shear (LAOS), this does not appear to be plausible, since
it implies that memory effects can “come back” after a
cycle of strong shear. It can be argued that in dense
liquids under strong flow, the instantaneous rate II
1/2
D
7itself should control a decay rate. In a class of constitu-
tive equations known as fluidity models52–54, one essen-
tially imposes τM (t) to obey another differential equa-
tion. Another possibility is to consider a flow dependence
of τM that is not instantaneous in the time t, but influ-
enced by earlier times t′13,14. This results in an integral
generalized-Maxwell models that no longer allows the re-
duction of Eq. (16) to a differential constitutive equation.
Such integral constitutive equations can be treated
with the algorithm outlined above55, at the cost of much
higher computational power. In the present paper, we
will restrict ourselves to the generalized Maxwell model
defined by Eqs. (19) and (20), where κ and hence τM
are replaced by their time-dependent, instantaneous val-
ues. This instantaneous nonlinear Maxwell (inlM) model
amounts to focussing on the physics of a yield-stress fluid,
and neglects effects of visco-elasticity.
B. Channel Flow
The stationary laminar velocity profile in a pressure
driven 2D channel flow of a non-Newtonian fluid de-
scribed by the nonlinear Maxwell model introduced above
can be calculated analytically. This solution will serve as
a useful reference case to check the LB scheme. Consider
a channel of width 2H (taken in the y-direction) and a
pressure drop ∆p per unit length (x-direction). We intro-
duce dimensionless quantities by s = t/τ0 and d = y/H;
the streaming velocity of interest then is v = uxτ0/h.
We assume spatial homogeneity along the flow direction.
In incompressible flow, uy then has to vanish identically,
and the Navier-Stokes equation combined with the inlM
model reduces to
Re∂sv = ℘H + ∂d
[(
1 +
θ
1 + θ|∂dv|/γc
)
∂dv
]
(22)
with ℘ = ∆p/G∞. Re = ρH2/(η∞τ0) is the (worst-
case) Reynolds number of the problem. The parameter
θ = τ/τ0 quantifies the relative enhancement of the low-
shear viscosity over the Newtonian high-shear one; θ = 0
corresponds to a Newtonian fluid. As the glass transition
is approached, θ →∞.
We further assume no-slip boundary conditions im-
posed at d = ±1. Symmetry dictates ∂dv = 0 for d = 0,
and we anticipate that the velocity gradient does not
change sign in either half of the channel. Under these
conditions, the flow in the upper half of the channel, in
steady state, is given by a quadratic equation for ∂dv,
0 = ℘Hd+ (1 + θ − ℘Hd θ/γc)∂dv − (θ/γc)(∂dv)2 (23)
which is solved by
∂dv(d) = −℘Hd
2
+
γc(1 + θ)
2θ
−
√(
℘Hd
2
− γc(1 + θ)
2θ
)2
+
℘Hdγc
θ
. (24)
To obtain the dimensionless velocity v(d), this expression
is to be intregrated on d ∈ [0, 1] and shifted so that v(1) =
0 is obeyed.
For small θ, the above expression reduces to ∂dv(d) =
−℘Hd(1 − θ) + O(θ2), so that the Newtonian parabolic
velocity profile expected in Poiseuille flow is recovered.
Newtonian profiles are in general expected (for finite θ)
if the pressure is small, ∂dv(d) = −℘Hd/(1 + θ) +O(℘2),
or large enough to probe the Newtonian high-shear vis-
cosity, ∂dv(d) = −℘Hd + γc + O(1/℘) ∼ −℘Hd as
℘ γc/(Hd).
For θ → ∞, a singular boundary layer emerges in
Eq. (22), so that one has to distinguish an inner (center-
channel) and outer solution in Eq. (24). For d >
γc/(℘H), we get ∂dv = −℘Hd + γc + O(1/θ), a shifted
parabolic profile. For d < γc/(℘H), a “plug” solution
∂dv = O(1/θ) appears. Specifically,
∂dv(d) ∼
{
−℘Hd+ γc d > dc = γc/(℘H)
℘Hdγc/(pHd− γc)/θ d < dc .
(25)
The expansion in 1/θ is nonanalytic for d = dc, where
the two solutions merge. In particular, we do not find a
solution for θ = ∞, since the model then predicts γ˙ = 0
and a constant shear stress inside the plug, in violation
of the Navier-Stokes equation σxy = −∆pHd. The plug
boundary is, in line with physical expectation, simply
given by the point where this stress matches the yield
stress under shear, σxy(dc) = G∞γc = (σy)xy.
According to Eq. (19a), the above steady-state solu-
tion implies a normal-stress difference N1 = σxx − σyy =
2G∞(∂yux)2τ2M , and a nonequilibrium stress contribu-
tion δp = N1/2. The solution with uy ≡ 0 is indeed
consistent with the Navier-Stokes equations. In the limit
θ →∞, there results for the normal stress difference
σxx − σyy ∼
{
2G∞γ2c d > dc
2G∞(℘Hd)2 d < dc
. (26)
If the pressure gradient drops below a certain yield value,
∆p < ∆pc = 2G∞γc/(2H), no flow is found across the
entire width of the channel.
The emergence of a yield stress has an interesting con-
sequence for the temporal evolution of the flow profile
after the driving pressure is removed (or switched to one
below the yield value). While a Newtonian fluid’s veloc-
ity will decay exponentially in time, the one of a yield-
stress fluid will drop to zero at a finite stopping time56,57.
IV. RESULTS
Our constitutive equation becomes Newtonian for both
low and high shear rates: there holds Σ ∼ η∞D for ‖D‖
large enough, since in this limit σ approaches σy which
remains bounded. For small ‖D‖ on the other hand, we
can set τM ∼ τ , and obtain Σ = (η + η∞)D.
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FIG. 1. Shear viscosity η = σxy/γ˙ (filled symbols; left
axis) and normal stress coefficient N1 = (σxx−σyy)/γ˙2 (open
symbols; right axis) as a function of local shear rate γ˙. Lines
are analytical results from the nonlinear Maxwell model for
different quiescent relaxation times τ = θτ0, in units of the
microscopic relaxation time τ0; symbols are LB simulation
results.
Applying our LB scheme, we have to fix τLB, and con-
sequently all lattice units, to match a given Newtonian
viscosity. Based on the physical picture, it is tempt-
ing to choose the high-shear viscosity η∞, and hence
to identify ΣnN ≡ σ. However, we found the accuracy
of the LB simulation to be greatly enhanced by choos-
ing τLB to match the larger low-shear viscosity of the
Maxwell model, identifying ΣnN = G∞(τM − τ)D +∑
n≥2 2G∞τ
n
Md
n. The fact that this contribution be-
comes negative does not affect the stability of the scheme
as long as the physical viscosity is guaranteed to be pos-
itive.
Here and in the following we choose a pressure differ-
ence ∆p = G∞/2H, i.e., a pressure drop comparable to
the elastic modulus of the fluid. This choice is appropri-
ate for soft matter flow and brings out most clearly the
non-Newtonian plug-flow effects.
A. Stationary Profiles
The steady state properties of the constitutive equa-
tion are illustrated in Fig. 1. We show the rate-dependent
shear viscosity η(γ˙) = σxy/γ˙, and the normal stress co-
efficient N1 = (σxx − σyy)/γ˙2, as a function of the local
shear rate γ˙ = κxy in the fully developped channel flow.
We will see below that indeed the steady-state solution
is to a very good approximation given by ux(y) as the
only non-vanishing velocity component, and hence κxy
as the only non-zero velocity gradient. Since our con-
stitutive equation is local and does not involve gradient
terms, the results shown in Fig. 1 are identical to those
obtained in a simple planar shear setup, where a homo-
geneous shear rate γ˙ is controlled. This has been checked
separately.
The nonlinear Maxwell model describes an increase in
both shear viscosity and normal stress coefficient due to
slow structural relaxation, parametrized by the large re-
laxation time τ . The shear viscosity for γ˙ → 0 becomes
that of a Newtonian fluid (independent on shear rate),
and grows as a function of τ . Upon increasing shear rate,
as γ˙τ ≈ γc, shear thinning sets in, because τM is no longer
controlled by τ , but by 1/γ˙. As a result, η(γ˙) ∼ 1/γ˙, i.e.,
the model contains the (trivial) shear-thinning exponent
−1. At large γ˙, the Maxwell contribution to η becomes
negligible, and a Newtonian fluid obeying η = η∞ results.
This regime is not fully resolved in our channel flow simu-
lations, but is easily accessible to the LB scheme in simple
shear.
At low shear rates, the fluid is not truly Newtonian,
since large normal stress coefficients arise even in incom-
pressible flow. These scale as τ2 in the limit γ˙ → 0. In
the shear-thinning regime, the normal stress coefficient
obeys N1 ∼ 1/γ˙2 as expected by symmetry – recall that
upon reversing the flow direction, the diagonal elements
of σ do not change sign.
As shown in Fig. 1, our LB scheme (results shown as
symbols) is able to trace the analytical solution of the
nonlinear Maxwell model (lines) over at least six orders
of magnitude in the shear rate, and three orders of mag-
nitude in viscosity variation. (Implying more than six
orders of magnitude change in the normal-stress coeffi-
cient.) Only at the largest value of τ considered, θ = 103,
some deviations can be seen. We expect that a better lat-
tice resolution will improve these results.
The qualitative features of the flowcurves shown in
Fig. 1 are in agreement with many shear-thinning flu-
ids close to a glass transition for small bare Pe´clet num-
bers, Pe0 = γ˙τ0  1. They are also in qualitative
agreement with calculations based on a schematic MCT
model8. At high Pe0, one usually finds still non-vanishing
normal-stress differences, together with an increasing
non-equilibrium pressure contribution δp58. This is not
captured in our model, since we assume a purely Newto-
nian high-shear viscosity. Augmenting the model to dis-
play another Maxwell-type relaxation on the time scale
τ0 would be closer to experimental and MD simulation
results. In the following, we focus on small shear rates,
so that this difference is not relevant here.
We now turn to the velocity profiles of the planar chan-
nel flow. Figure 2 compares the velocity profiles obtained
by our LB simulation to the analytic solution for the
strictly incompressible case, Eq. (24), for various θ. For
θ → 0, the familiar parabolic Pouisseuille flow profile of
a Newtonian fluid is recovered (LB results not shown).
As θ increases, the center velocities decrease, while the
velocity gradients flatten. As θ → ∞, a “plug” of un-
sheared liquid develops in the center of the channel. For
θ ≤ 103, the LB results (symbols in Fig. 2) are in good
agreement with the analytic prediction. The largest de-
viations are seen in the plug for large θ, as shown in the
inset of the figure. Even for θ = 103, the relative devia-
tion in the velocity profile is less than 1%. This remaining
90
0.02
0.04
0.06
0.08
0.1
0.12
-1 -0.5 0 0.5 1
u
τ
0
2
H
y/H
u
τ
0
2
H
0.079
0.08
0.081
-0.2 0 0.2
θ = 100
θ = 101
θ = 102
θ = 103
Newton
glass
FIG. 2. Steady-state velocity profile in a 2D channel flow
driven by a constant pressure gradient ∆p/(2H) = G∞, for
the nonlinear generalized Maxwell model, for different θ =
τ/τ0. Symbols are LB results, solid lines are the analytical
solutions obtained from Eq. (24). A dashed line (see inset)
shows the solution for θ →∞, the dotted line is the parabolic
profile for a Newtonian fluid, θ = 0.
error is largely governed by the LB grid resolution. This
is similar to LB simulations where a “scalar” constitutive
equation is employed, either in terms of an extra forcing
term Fi, or through a local adaption of τLB as discussed
in the introduction. Using both these schemes for com-
parison, we found similar errors as the ones shown in
Fig. 2.
The half-width w of the plug follows from Eq. (25),
w = 2G∞γc/(∆pH) = 0.2, and already θ = 102 is very
close to the theoretical θ →∞ solution (shown in Fig. 2
as a dotted line). One can view finite 1/θ as a regulariza-
tion parameter as it is often employed in numerical calcu-
lations involving Bingham or other yield-stress fluids59.
In fact, the case θ → ∞ is an idealization that is not
achieved in reality, as even in the glass, some residual
relaxation processes persist.
The emergence of a plug region is even more clearly
seen in the velocity gradients. Figure 3 shows the ele-
ments of the velocity-gradient tensor κ for the pressure-
driven channel flow discussed in connection with Fig. 2,
for θ = 10 and θ = 100. The only element that is nu-
merically different from zero is κxy, as expected from
the incompressibility condition. With our choice of grid
parameters, the largest error occurs near the channel in-
let/outlet boundaries, where κxx = O(5×10−8). Symbols
in Fig. 3 show LB simulation results; they agree very well
with the analytical prediction, Eq. (24), shown as solid
lines. Furthermore, even for the moderate θ, the asymp-
totic result for θ → ∞, Eq. (25), already describes the
velocity gradients surprisingly well (dashed lines).
Figure 4 shows the elements of the stress tensor corre-
sponding to Fig. 2 with θ = 10 and θ = 100. As shown in
the inset, the shear stress σxy obeys the expected linear
behavior dictated by the Navier-Stokes equation. This is
the only element of the stress tensor that is nonzero for
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FIG. 3. Velocity gradient tensor κ from LB simulations of
the tensorial generalized Maxwell model, in pressure-driven
2D channel flow. The dashed lines show the prediction of
the asymptotes Eq. (25), the solid lines the analytic result
Eq. (24).
the “scalar” constitutive equation incorporated in non-
Newtonian LB schemes that adjust τLB through itera-
tion.
The normal-stress difference N1 = σxx − σyy =
2G∞γ˙2τM (γ˙)2 contained in the nonlinear Maxwell model
can be evaluated easily from Eq. (24). As demonstrated
in Fig. 4, the LB simulation results (circles) are in ex-
cellent agreement with this prediction (shown as a solid
line) for the values of θ we investigated. From Eq. (26),
we obtain for θ → ∞ a constant normal stress differ-
ence outside the plug, and a parabolic dependence inside.
This is shown in the figure as a dashed line. Already
for θ = 100, the normal stress coefficient closely follows
this asymptotic prediction. In Fig. 4, we also show the
individual elements of the deviatoric stress tensor, σ¯xx
and σ¯yy, obtained by the LB algorithm. They reconfirm
the analytical calculation and highlight the fact that the
modified LB algorithm absorbs the isotropic part of the
non-Newtonian stresses as an additional pressure.
To elucidate this point, we show in the bottom panel
of Fig. 4 the overall pressure as a functon of the cross-
channel position y, for various cuts at constant x-position
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FIG. 4. Stress tensor elements σαβ for pressure-driven chan-
nel flow with θ = 10 (open symbols) and θ = 100 (filled sym-
bols). Upper panel: Diamonds (triangles) show σxx (σyy),
while inverted triangles are the normal stress difference from
the LB simulation. Lines are the analytical calculation from
the Maxwell model, assuming incompressible flow. The inset
shows the expected linear behavior of σxy. Lower panek: Cir-
cles show different cuts along the channel of the flow-induced
pressure when using generalized periodic boundary conditions
including a pressure step along the channel. The center-
channel position is marked with crosses. If flow is instead
driven by a body force, the pressure becomes translation-
invariant along the channel (squares).
along the channel. The inclusion of pressure effects in
the nearly-incompressible LB solution is not without sub-
tlety, and we show two possible approaches: cyan sym-
bols in Fig. 4 correspond to simulations with generalized
periodic boundary conditions incorporating a fixed pres-
sure difference. Magenta symbols are results obtained
with a body force driving the fluid flow; in this case, the
overall pressure is translational-invariant along the chan-
nel. For all other quantities discussed here, the two meth-
ods give results that are numerically indistinguishable;
however, for the case of a body force driving the flow,
additional care has to be taken to account for the non-
Newtonian pressure within LB. The generalized bound-
ary conditions directly control the average pressure and
are hence easier to implement in this case55.
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FIG. 5. Evolution of the mid-channel velocity after applica-
tion of a pressure gradient (startup), for different θ. Tensorial
Maxwell model, LB results. In the inset, the velocities are
scaled by the steady state value.
The appearance of a positive N1 causes the fluid to
be driven towards the plug, since in the sheared region,
forces act perpendicular to the flow direction towards the
center and towards the confining walls. The latter forces
are balanced by the no-flux boundary conditions. As a
result, the pressure inside the plug region increases rela-
tive to the one outside.
B. Transient Dynamics
We next consider the transient dynamics when going
over from the quiescent state to a flowing steady state,
and vice versa, by applying or removing the pressure dif-
ference instantaneously.
Figure 5 shows the evolution of the mid-channel veloc-
ity profiles after startup of 2D channel flow. In the New-
tonian case, an explicit analytical solution is available60;
it essentially shows an exponential increase towards the
steady-state value. Even for the non-Newtonian case
θ > 0, no qualitative change is seen. The switch-on so-
lutions are dominated by equating the time-derivative
of the velocity with the constant pressure-drop term in
Eq. (22), so that the nonlinear contributions from the
stress tensor are small. As shown in the inset of Fig. 5,
the startup results can almost be scaled on top of each
other simply by dividing through the steady-state value.
Figure 6 shows the cessation of pressure-driven channel
flow when the applied pressure difference is suddenly re-
moved. Here, the terms that balance in the Navier-Stokes
equation are the time derivative and the stress-tensor
derivative, so that nonlinear contributions to the latter
are much more prominent. For the Newtonian case, start-
up and cessation evolution are symmetric in the sense
that the corresponding results in Figs. 5 and 6 can be
collapsed by a simple linear transformation60. While for
any finite θ, the ultimate flow decay is again Newtonian,
for large θ the cessation profiles indicate the stopping-
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flow, inlM model with θ = 102. Small horizontal lines mark
the points where the velocity deviates by 1% from the maxi-
mum velocity, as an indicator of the plug width.
time phenomenon quoted above. As evident from Fig. 6,
and consistent with Fig. 2, already θ = 100 is represen-
tative of the yield-stress fluid case θ =∞ in this respect.
The LB algorithm is accurate enough to resolve the
finite-time singularity within reasonable bounds. We es-
timate a stopping time of t ≈ 0.016τ0. This appears to
be in good agreement with the upper bound estimated by
Huilgol56. Previously, the accuracy of this upper bound
was checked in FEM simulations59,61. Our results indi-
cate that the LB algorithm provides similar accuracy for
non-Newtonian flows.
Note that the appearance of a finite stopping time is
a consequence of the instantaneous nonlinear Maxwell
model, or other instantaneous yield-stress constitutive
equations, since it is derived from a variational inequal-
ity that is local in space and time. Incorporation of vis-
coelastic effects in the full nonlinear generalized Maxwell
model will render the cessation flow phenomenology more
complex.
To complete the picture, Figure 7 shows the temporal
evolution of the plug-flow profile after application and
after removal of the driving pressure gradient. In startup
flow (left panel), the plug-flow profile develops from an
initially flat velocity profile, with a central plug whose
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
u
τ
0 L
y/H
t
0 0.2 0.4 0.6 0.8 1
y/H
t
FIG. 8. Velocity profiles of a simple shear flow stopped at
t = 0, for various times t > 0. Lines are the result of the LB
simulation with the generalized Maxwell model for θ = 102,
with initial wall velocity u0 = 10
−2L/τ0.
width gradually decreases until it reaches the steady-
state width discussed above. The decay of the velocity
profiles after removal of the pressure difference qualita-
tively follows the inverse sequence of steps.
The asymmetry between startup and cessation of flow
induced by the non-Newtonian behavior of the fluid is
even more clearly seen in the case of planar Couette flow,
where one wall is driven by a fixed velocity that is in-
stantaneously switched on and off. In Fig. 8 we show
the resulting build-up and cessation of velocity profiles
for this case. Note that in comparison to the pressure-
driven channel, we take the Couette-flow channel to be
of width H = L; this accounts for the mirror symmetry
present in the former, but absent in the latter case.
The startup curves shown in Fig. 8 (left panel) are
qualitatively identical to those of a Newtonian fluid. Note
that in the stationary case, no plug flow develops, since
in homogeneous Couette flow the boundary conditions
impose a constant shear rate everywhere. On the other
hand, the cessation curves (right panel) again develop an
intermediate plug, starting from the previously moving
wall. They reconfirm qualitatively the results for a differ-
ent yield-stress fluid model evaluated within finite-elment
simulations59.
V. CONCLUSIONS
We propose a tensorial constitutive equation based on
the ideas essential to nonlinear colloidal rheology, gen-
eralizing a previous model intended to capture certain
qualitative features of a microscopically justified ITT-
MCT schematic model proposed in Ref. 8. This non-
linear generalization of the Maxwell model in particular
captures the shear-thinning and yield-stress behavior of
glass forming fluids. It is material objective, i.e., its ten-
sorial structure is compatible with the general laws of
continuum mechanics and coordinate-frame transforma-
tions. The model is simple enough to allow for analytical
solutions in certain cases, in particular pressure-driven
Poiseuille flow through a planar channel.
We have developed a modified lattice-Boltzmann simu-
lation scheme to address the flow of non-Newtonian fluids
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including the proper tensorial structure of their consti-
tutive equations. In particular, care has been taken to
inclue non-Newtonian flow-induced pressure differences
that arise through normal-stress differences. These pres-
sure differences cause the pressure to rise in the plug at
the center of the channel. This pressure variation cou-
ples, at the LB level, to a density variation (not unlike
the hydrodynamic interaction effect discussed by Nott
and Brady62). Here it has to be noted that the nonlinear
Maxwell model we study exhibits rather large normal-
stress differences, exaggerating this effect. This may ex-
plain why in MD simulations of plug flow of glass-forming
fluids15 find only a minor cross-channel variation in den-
sity.
At present we restrict ourselves to a confirmation of
the analytical result in planar flow, where these normal
stresses do not couple back to the flow field. But our
method is easily applied to cases where flow-density cou-
plings become important and may give rise to nontrivial
shear localization16. While the Maxwell relaxation time
τ has been kept constant above, it should, by its mi-
croscopic physical motivation, sensitively depend on the
local density. We leave this extension for further studies.
The modified LB simulation scheme proposed here is
found to give accurate results in the steady-state flow
for the shear-thinning model involving a spread in relax-
ation times as large as a factor 103. Larger differences
could probably be handled, but at the cost of much finer
grid resolutions and hence computing time. The study
of startup flow and cessation of flow demonstrate that
also beyond the steady state, the proposed modification
of the LB algorithm gives accurate results. In particu-
lar, it is capable of reproducing the finite stopping-time
singularity that is typical of yield-stress fluids. Here, the
finite relaxation time τ introduced in the Maxwell model
serves as a natural regularization parameter.
Other numerical schemes frequently used to simu-
late non-Newtonian fluid flows include finite-element and
finite-volume modeling, either coupled with constitutive-
equation solvers (see, e.g., Refs. 63–65), or for the sim-
pler generalized-Newtonian fluids66. Also within these
schemes, the inclusion of non-trivial constitutive equa-
tions poses subtleties. The LB method is a viable alter-
native that is computationally efficient.
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