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Abstract
Our Bayesian approach to Mendelian Randomization uses multiple instru-
ments to assess the putative causal effect of an exposure on an outcome.
The approach is robust to violations of the (untestable) Exclusion Restric-
tion condition, and hence it does not require instruments to be independent
of the outcome conditional on the exposure and on the confounders of the
exposure-outcome relationship. The Bayesian approach offers a rigorous
handling of the uncertainty (e.g. about the estimated instrument-exposure
associations), freedom from asymptotic approximations of the null distri-
bution and the possibility to elaborate the model in any direction of sci-
entific relevance. We illustrate the last feature with the aid of a study of
the metabolic mediators of the disease-inducing effects of obesity, where
we elaborate the model to investigate whether the causal effect of interest
interacts with a covariate. The proposed model contains a vector of uniden-
tifiable parameters, β, whose jth element represents the pleiotropic (i.e.,
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not mediated by the exposure) component of the association of instrument j
with the outcome. We deal with the incomplete identifiability by assuming
that the pleiotropic effect of some instruments is null, or nearly so, formally
by imposing on β Carvalho’s horseshoe shrinkage prior, in such a way that
different components of β are subjected to different degrees of shrinking,
adaptively and in accord with the compatibility of each individual instru-
ment with the hypothesis of no pleiotropy. This prior requires a minimal
input from the user. We present the results of a simulation study into the
performance of the proposed method under different types of pleiotropy and
sample sizes. Comparisons with the performance of the weighted median
estimator are made. Choice of the prior and inference via Markov chain
Monte Carlo are discussed.
1 Introduction
Mendelian randomization (MR) is a method for testing and estimating the causal
effect of an exposure, X , on an outcome, Y in situations where the relationship
between these two variables is confounded, based on information from the geno-
typing of variants associated with the exposure [3] [8] [9]. The method assumes
that the genotypes are the result of a randomised experiment performed by Nature
during meiosis, and therefore their effect on the outcome is likely to mimick the
effect we would obtain through an intervention on the exposure. Standard MR
theory requires the instruments to be (i) associated with the exposure, (ii) inde-
pendent of the outcome conditional on the exposure and on the confounders of the
exposure-outcome relationship, and (iii) independent of those confounders. Many
authors, e.g. Jones, Didelez and colleagues [13] [14] [18] call (ii) the Exclusion
Restriction condition.
Current, state-of-the-art, MR methods combine the strengths of multiple instru-
mental variants, Z = (Z1, . . . , ZJ), and are robust to violations of the Exclusion
Restriction condition (ii). Examples include the Egger regression and the median
estimator method [2] [4] [5], both of which work from the estimated coefficient,
βY Zj , of the regression of Y on each Zj , and the estimated coefficient, βXZj , of
the regression of X on each Zj . The Egger regression method interprets a linear
relationship between the {βY Zj} and the {βXZj} as evidence that an exogenous
change in X will cause a corresponding proportional change in Y , and allows
any proportion of the J instruments to violate the Exclusion Restriction condition
[1], whereas the median estimator assumes that only a minority of the instruments
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violate that condition.
One limitation of the median and Egger estimators is that they both treat the esti-
mated coefficient of the regression of X on each instrument as fixed, despite the
considerable uncertainty that may surround it. This confronts the user with a prob-
lematic trade-off between using all the available data information and excluding
the weakly associated variants.
This paper presents a Bayesian approach to MR that uses multiple instruments and
relaxes the Exclusion Restriction condition. Not only does this approach over-
come the above mentioned limitations; it also offers the typical advantages of
Bayesian analysis, including a rigorous handling of the uncertainty, the freedom
from asymptotic approximations of the null distribution and the possibility of a
straightforward elaboration of the model in any direction of scientific relevance.
We illustrate the last feature in Section 5, with the aid of a study of the metabolic
mediators of the disease-inducing effects of obesity, where we elaborate the model
to investigate whether the causal effect of obesity on certain mediators interacts
with sex.
We start our journey in Section 2 by specifying the causal assumptions behind
the method. An additional assumption is introduced in Section 3.1. The model
proposed in Section 3 contains a vector of unidentifiable parameters, β, whose
jth element represents the pleiotropic (i.e., not mediated by the exposure) com-
ponent of the association of instrument j with the outcome. In the same Section
we show that the incomplete identifiability can be dealt with by assuming that the
pleiotropic effect of some instruments is null, or nearly so. We do this by impos-
ing on β the horseshoe shrinkage prior proposed by Carvalho and colleagues [7],
under which different components of β will be subjected to different degrees of
shrinkage, inferred from the data. The horseshoe prior requires a minimal input
from the user. This and other prior specifications are discussed in Section 3.2.
In Section 4 we perform a simulation experiment to assess the performance of the
method in the presence of different types of pleiotropy and with different sample
sizes, and to compare it with that of the weighted median estimator. The inference
is performed by sampling the model posterior distribution via the Hamiltonian dy-
namics Markov chain Monte Carlo techniques [22] [24] incorporated in the pro-
gram Stan [25] [26]. Sensible initial values for the chains are obtained from es-
timates of the posterior means obtained via variational inference techniques [27].
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This work restricts attention to the case where X and Y are continuous. The
discrete case is under investigation.
X
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Figure 1: Graphical representation of the assumptions at the basis of the proposed
method.
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Figure 2: The three instruments in example (a) satisfy Condition 2, whereas instrument
Z3 in example (b) violates it.
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2 Causal Assumptions
Let the symbol Z, with Z ≡ (Z1, . . . , ZJ), represent a set of instruments, and U
the set of (generally unknown) common causal influences ofX and Y . Let the no-
tation A⊥⊥B | C hereafter stand for ”A independent of B given C” [10]. Within
our method, Z qualifies as a set of instruments for assessing the putative causal
effect of X on Y if there exists a (possibly empty) set of observed variables W
such that, conditional onW , each instrument Zj satisfies the following conditions:
Condition 1 (relevance) the instrument is associated (not necessarily in a causal
way) with the exposure: Zj 6⊥⊥X .
Condition 2 (confounder independence) the instrument is independent of the
confounders U : Zj ⊥⊥U .
We say that the variables in Z unconditionally qualify as instruments within our
method if the above conditions hold withW empty. Conditioning onW will here-
after be taken as implicit in the notation. Condition 2 is untestable, as it involves
the unknown quantityU . Our method is robust to violations of the (untestable) Ex-
clusion Restriction condition, Y ⊥⊥Z | (X,U), insofar as Z ⊥⊥U remains valid.
In particular, the instruments are allowed to influence Y through pathways inde-
pendent of U and X . This is an important generalisation, if one considers how
difficult it is to corroborate the Exclusion Restriction condition, whether on the
basis of empirical evidence or biological knowledge.
A general situation where the set of instrumentsZ unconditionally satisfies Condi-
tion 2 is depicted by the conditional independence graph of Figure 1 where, for the
time being, the reader is asked to ignore node FX . One can use the d-separation
rule [15], or moralisation [21], to check that this graph violates the Exclusion Re-
striction condition, due to the presence of a Z → Y arrow, but this condition is
not required by our method. Hence, if the assumptions in Figure 1 hold and Z is
associated withX , then Z unconditionally qualifies as an instrument for assessing
the causal effect ofX on Y through our method. While the example of Figure 2(a)
is a special case of Figure 1, Figure 2(b) contains an instrument (Z3) that violates
Confounder Independence, which is not compatible with our method.
The node FX in Figure 1 represents an example of regime indicator [11] [12], and
tells us whether the value of X is set by a hypothetical exogenous intervention or
5
instead it arises from passive observation. Embodied in the graph is the relation-
ship FX ⊥⊥ (U,Z), stating that an intervention onX will not affect Z or U – a sen-
sible assumption if we accept that genetic variants cannot be causally affected by
changes inX . Also expressed in the graph is the assumption Y ⊥⊥FX | (X,Z, U),
stating that, conditional on Z and U , the distribution of Y given X does not de-
pend on whether the value of X has been generated by passive observation or
intervention. This implies that the X → Y arrow in the graph, and the coeffi-
cient of X in a regression of Y on (X,Z, U), can be interpreted causally. By
contrast, the method does not necessarily require the association between Z and
X (represented in the graph by the Z → X arrow) to be causal.
3 The Model
3.1 The Likelihood
Assume each sample individual is characterized by a complete set of observed
values for X, Y and Z ≡ (Z1, . . . , ZJ). According to the graph in Figure 1, the
conditional distribution P (X, Y, U | Z), factorizes as :
P (X, Y, U | Z) = P (U) P (X | Z,U) P (Y | X,Z, U). (1)
If we write N(a, b) for the normal distribution with mean a and variance b, our
assumed model has form
P (U) = N(0, 1), (2)
P (X | Z,U) = N(ωX + αZT + δXU, σ2X), (3)
P (Y | X,Z, U) = N(ωY + θX + βZT + δYU, σ2Y ), (4)
or, equivalently,
P (X | Z) = ωX + αZT + A, (5)
P (Y | X,Z) = ωY + θX + βZT +B. (6)
with A ∼ N(0, δ2X + σ2X) B ∼ N(0, δ2Y + σ2Y ) and cov(A,B) = δXδY . We
exclude a possible effect of (X,Z, U) on the variance of Y . Equations (5–6)
contain the 2J + 6 parameters (ωX , ωY , τ 2X ≡ δ2X + σ2X , τ 2Y ≡ δ2Y + σ2Y , λ ≡
δXδY , θ, α, β), which we shall refer to as the structural parametrization. Of in-
ferential interest among these is parameter θ of Equation (4), which can be in-
terpreted in terms of change in Y due to an intervention on X . Not all of the
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2J + 6 structural parameters are identified from the likelihood, for the following
reason. The conditional expectation E(X | Z) = ωX + αZT and the condi-
tional variance var(X | Z) = τ 2X provide J + 2 conditions that make structural
parameters ωX , α, τX identifiable from the likelihood. The conditional expecta-
tion E(Y | X,Z) = ω′Y + θ′X + β ′ZT provides additional J + 2 conditions:
ω
′
Y = ωY − ωX λτX , θ
′
= θ + λ
τX
and β ′ = β − α λ
τX
. A further condition is pro-
vided by the conditional variance var(Y | X,Z) =
(
1−
(
λ
τY τX
)2)
(τ 2Y ), for a
total of 2J + 5 conditions – insufficient to estimate the full set of 2J + 6 struc-
tural parameters. The information contained in the data identifies the structural
parameters ωX , α, τX , but fails to identify the remaining structural parameters,
(ωY , τY , λ, θ, β), including the parameter of inferential interest, θ. Full parame-
ter identifiability is achieved in the unlikely, and therefore uninteresting, situation
where the values of the J components of β are supplied by external knowledge.
We tackle the problem from a Bayesian point of view, by designing a prior distri-
bution that makes the posterior distribution proper. Let the symbol D denote the
data. Then it is helpful to express the posterior in the following product form:
pi ≡ P (ω, τ, λ, θ, α, β | D)
= P (ωX , α, τX | D) P (ωY , θ, τY , λ | β, ωX , α, τX , D) P (β | ωX , α, τX , D)
Because β belongs to the unidentifiable subset of the model parameters, we have
P (β | ωX , α, τX , D) = P (β | ωX , α, τX), which leads to
pi = P (ωX , α, τX | D) P (ωY , θ, τY , λ | β, ωX , α, τX , D) P (β | ωX , α, τX) (7)
The data allow us to learn about parameters ωX , α, τX (first term of the above
product) and, conditional on β, ωX , α, τX , they allow us to learn about the re-
maining parameters in the model (second term of the product), but they provide
no information about β and, in particular, about the possible dependence between
β and α. This is not a fatal flaw if we provide β with a suitable, scientifically
plausible, prior. One option consists of assuming β = 0. Reasons why we repute
this an untenable assumption have been previously discussed. Another option is to
impose inequalities based on the assumption that, say, the direct component of the
effect of Zj on Y is smaller in magnitude than the (indirect) effect mediated byX .
In this paper we adopt a different approach, that requires us to introduce a further
condition that is sometimes referred to as the Instrument Strength Independent of
Direct Effect (INSIDE) condition.
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Condition 3 (INSIDE) The genetic associations with the exposure are indepen-
dent of the direct effects of the genetic variants on the outcome: βj ⊥⊥αj , for
j = 1, . . . , J
Under Condition 3, we shape the conditional prior P (β | ωX , α, τX) = P (β) to
express our prior belief that some of its components are zero. This is discussed in
the next section.
3.2 The Prior
We shall now discuss the prior specifications for the parameters of model (2–4).
Of special interest is the prior we impose on the vector β. It is often assumed
in the MR literature that all the components of β are zero. We replace this with
the more realistic assumption that some of the components of this vector are zero,
and incorporate this in our model by imposing on β the horseshoe shrinkage prior
proposed by Carvalho [7]. With this prior, the components of β will be shrunk to-
wards zero, but to different degrees inferred from the data: large components will
be only moderately shrunk, while small components will be heavily shrunk to-
wards zero. The prior mechanism may be informally described as follows. Those
instruments whose effects on Y are irreconcilable with a no-pleiotropy model will
have large corresponding β parameters. Our prior will leave these parameters rel-
atively unshrunk, so that those instruments will have little impact on the estimated
θ. By contrast, those instruments that are compatible with a no-pleiotropy model
and a low-variance outcome error probability will have their corresponding β pa-
rameters heavily shrunk towards 0, so that the estimate of theta will predominantly
depend on the information provided by these non-pleiotropic instruments.
We apply Carvalho’s horseshoe prior to β by writing:
p(βj | φj) = N(0, φ2j), (8)
p(φj | γ) = Cauchy+(0, γ), (9)
p(γ) = Cauchy+(0, 1), (10)
for j = 1, . . . , J , where Cauchy+(0, a) denotes the half-Cauchy distribution on
the positive reals with scale parameter a. Crucially, in the above prior, each βj
is mixed over its own unknown φj . The parameters φjs control the local degrees
of shrinking, and are all independently drawn from a half-Cauchy prior with a
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common, unknown global scale parameter γ, which controls the global degree of
shrinking. By virtue of (8), small values of φj cause βj to shrink towards zero,
whereas large values will prevent the estimate of βj from shrinking. Importantly,
the horseshoe prior is free from user-chosen hyperparameters.
The shrinkage for instrument j is measured by parameter κj = 1/(1 + φ2j), called
the shrinkage weight, with κj = 0 (resp., κj = 1) indicating absence of (resp.,
near-total) shrinking. The shrinkage weights κj are inferred from the data. Equa-
tions (8– 10), with γ = 1, yield a horseshoe-shaped Beta(.5, .5) prior for κj ,
peaking at κj = 0 and κj = 1. The ability of our model to discriminate between
pleiotropic and non-pleiotropic instruments corresponds to the tendency of pa-
rameter κj to be, on average, lower for the non-pleiotropic than for the pleiotropic
instruments. In Section 4 we assess separation by a simulation experiment.
We are now going to discuss the prior specifications for the remaining model pa-
rameters. In our analyses, we have taken parameters ωX and ωY to follow a priori
independent uniform distributions. However, since these parameters are related to
the global means of two observed variables, one may be able to shape informa-
tive priors for ωX and ωY on the basis of external information. In our analyses
we took each αj , for j = 1, . . . , J , to be independently drawn from a normal
N(µα, σ
2
α) population prior, with hyperparameters µα and σα subject to uniform
priors. However, under our Z ⊥⊥U assumption one will often be able to shape an
informative prior for the α parameters (for example a prior that imposes on these
parameters specific signs) on the basis of external (Z,X) data. Parameters σX
and σY are only partially identifiable. We assigned these two parameters uniform
positive prior distributions, which did not cause mixing problems in our Markov
chain Monte Carlo exploration of the model posterior distribution. We completed
our prior specifications by taking the parameters ηX , ηY and θ to follow uniform
independent priors.
There are situations where some instruments can be safely assumed to exert no
pleiotropic effect. These instruments can be used to gather prior information about
the value of τX . By combining this information with the constraint τ 2X = η
2
X+σ
2
X ,
one may attempt to derive inequalities involving ηX and σX and use them to shape
an informative joint prior for these two parameters.
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Figure 3: We have selected at random one of the datasets generated in the simulation
experiment of Section 4, and compared the distribution of the shrinkage parameter κj
over the set of the non-pleiotropic instruments (box on the left) with that over the set of
pleiotropic instruments (box on the right). As expected, the components of β associated
with the pleiotropic instruments have values of κj close to zero, which indicates that they
tend to be left unshrunk, whereas the components of β associated with the non-pleiotropic
instruments have values of κj closer to 1, which indicates that they are heavily shrunk.
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4 Simulation Experiment
A simulation experiment was set up to comparatively assess the performance
of the proposed method and of the weighted median estimator (WME) [6] [2].
Throughout the experiment, we set the number of instruments, J , to be equal to
20, with the instrumental variables representing ”allele doses” (0, 1, 2), and we
took the effect of each instrument on both X and Y to be linear in the allele
dose. We imposed a pleiotropic effect on half of the instruments, the remain-
ing instruments being treated as pleiotropic. We considered six simulation sce-
narios differing by type of pleiotropy (balanced, positive or negative) and sam-
ple size (100, 520). For each scenario, we simulated 1000 replicate datasets
by setting θ = 0 – the null hypothesis –, and further 1000 datasets by setting
θ = 0.35 – the alternative hypothesis. Each new simulation started with the
generation of a configuration of values of Z1, . . . , Z20 for each hypothetical in-
dividual, these values being drawn from J independent trinomial distributions
that mimicked the joint distribution of real SNP loci. Conditional on such val-
ues, the simulation proceeded with the generation of a configuration of values
of (X, Y, U) for each hypothetical individual, on the basis of Equations (2–4)
with δX ∼ N(−.05, .0025), δY ∼ N(−.1, .0025), ωY ∼ N(−3.7, .04), ωX =
3.3, σY = 0.1, σX = 0.1 and αj ∼ N(.034, .0031), βj ∼ N(.012ξ, .0025) , for
j = 1, . . . , 10, where ξ indicates balanced (ξ = 0), negative (ξ = −1) and positive
(ξ = 1) pleiotropy, and βj = 0 , for j = 11, . . . , 20.
Each simulated dataset was analyzed by using both the WME and the proposed
method. In the latter case, inference was based on Markov chain Monte Carlo
(MCMC) samples from the posterior distribution defined by Equations (2–4) jointly
with the prior specifications of Section 3.2. These samples were generated by us-
ing the Hamiltonian dynamics MCMC techniques [22] [24] offered by the pro-
gram Stan [26][25]. Initial values for the Markov chains were generated auto-
matically in STAN based on approximate posterior mean estimates obtained via
variational inference techniques [27]. No Markov chain mixing problems were
encountered. The WME analysis of each dataset produced a point estimate and
a corresponding 95 percent confidence interval for θ. Analysis by our method
produced a posterior mean and a 95 percent Bayesian credible interval for θ.
The two methods were comparatively assessed in terms of (i) coverage under the
null, (ii) coverage under the alternative, (iii) power, (iv) bias under the null and
(v) bias under the alternative. The estimated coverage under the null (resp., alter-
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native) was the proportion of simulations performed under the null (resp., alter-
native) where the credible/confidence interval for θ contained the value 0 (resp.,
0.35). Power was estimated as the proportion of simulations under the alternative
hypothesis where the credible/confidence interval for θ was contained by the pos-
itive real axis. Bias was estimated as the average signed difference between the
point estimate for θ and the corresponding true value of the parameter. A sum-
mary of the simulation results is given in Table 1. The proposed method appears
to outperform the WME in terms of coverage under the null, especially in the
presence of a larger sample size. It appears superior also in terms of coverage
under the alternative, when the sample is small. The two methods appear to offer
roughly the same power. As expected, in both methods, power appears to depends
on sample size. The differences in bias between the two methods are minimal.
Under the proposed method, coverage under the null appears to be slightly more
robust to positive pleiotropy than with the WME, when the sample is small.
In Figure 3 we have selected at random one of the datasets generated in this sim-
ulation experiment, and compared the distribution of the shrinkage parameter κj
over the set of the non-pleiotropic instruments (box on the left) with that over the
set of pleiotropic instruments (box on the right). As expected, the components
of β associated with the pleiotropic instruments have values of κj close to zero,
which indicates that they tend to be left unshrunk, whereas the components of
β associated with the non-pleiotropic instruments have values of κj closer to 1,
which indicates that they are heavily shrunk.
5 Sex-Dependent Causal Effect of BodyMass on Pheny-
lalanine
A high body mass is associated with an increased risk of several chronic diseases.
A better understanding of the underlying biology requires that we identify the
metabolic mediators of this deleterious effect [23]. Within this perspective, Ho et
al [16] have analyzed data from 2383 Framingham offspring cohort participants,
and tested the association between the body mass index (BMI) and more than of
two hundred cardiometabolic traits and metabolites. As many as sixty metabolites
were found to be significantly (P< 0.00023) associated with BMI. The next step is
now to assess whether these associations are causal. We advocate a MR approach
to the problem, where BMI acts as exposure and the individual metabolites, in
turn, act as responses. SNPs associated with BMI are used as instruments to
12
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1 0 520 .92 .9 .89 .001 .025 .79 .79 .875 -.002 .007
2 − 520 .89 .9 .86 -.028 .008 .77 .80 .85 -.043 -.009
3 + 520 .90 .86 .89 .029 -.017 .79 .77 .91 .038 .015
4 0 100 .90 .92 .57 .004 .3 .88 .93 .53 .03 .055
5 − 100 .92 .91 .54 -.32 -.024 .89 .92 .55 .009 -.02
6 + 100 .89 .92 .57 .029 .06 .81 .84 .65 .07 .06
Table 1: Results of a comparative assessment of the proposed and of the median estima-
tor methods for causal effect estimation. Table rows correspond to six different simula-
tion scenarios characterized by the presence of balanced (0), positive (+) or negative (−)
pleiotropy and by the sample size (520 vs 100). Throughout the simulation, the number
of instruments was kept equal to 20. Method performance was separately assessed under
each of the 6 scenarios on the basis of 2000 simulated datasets, in terms of coverage under
the null and under the alternative, power and bias. See main text for further details.
assess whether BMI is a causal influence on the metabolite of interest.
The idea can be effectively implemented by using our proposed method. To illus-
trate this, we shall now apply our method to the assessment of the putative causal
effect of BMI on one of the metabolites highlighted by the Framingham study:
the aromatic amino acid phenylalanine. This analysis we have carried out on the
basis of data from 520 unrelated individuals, aged 25–74 years, sampled from
a population-based Finnish cohort – the Dietary, Lifestyle and Genetic determi-
nants of Obesity and Metabolic Syndrome (DILGOM) study[17]. The DILGOM
data contain information about the individuals’ serum metabonomes, combined
with the genome-wide profiles of genetic and transcriptional variation from blood
13
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Figure 4: Structure of the illustrative problem.
leukocytes of the same individuals. The data also contain individual-level mea-
sures of BMI, age and sex.
The first step of our analysis consisted of selecting a subset of 98 DILGOM-
genotyped SNPs, based on a p ≤ 1 × 10−5 significance threshold for the SNP’s
association with BMI (more precisely, for the Wald test statistic for the regression
of BMI on the SNP), and on a maximum between-SNP linkage disequilibrium
score of ≤ 0.05. We let the genotypes of the 98 selected SNPs act as instruments
in our analysis, (Z1, . . . , Z98), to be treated as continuous variables, with values
(0, 1, 2) corresponding to the number of minor alleles found at the SNP. We let
the variable BMI act as exposure, X , and the concentration of phenylalanine,
expressed on a log scale, act as outcome, Y . We incorporate in the analysis the
variable sex, denoted asW , taking value 0 for female and 1 for male. The resulting
problem structure is depicted in Figure 4.
The model specification (2-4) was modified to acknowledge the possible interac-
tion between the effects of sex (W ) and BMI (X) on phenylalanine concentra-
tion (Y ). Such an elaboration was motivated by evidence [20] that sex and BMI
interact in their effects on coronary artery disease and other clinical outcomes.
The elaboration was straightforwardly implemented, as is often the case within
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Figure 5: Marginal posterior densities for parameters θ and ψY XW of Equations (11),
based on the DILGOM data of Section 5
a Bayesian approach that keeps model specification and inference calculations
independent of each other. All we had to do was to modify Equations (2-4) into:
P (U) = N(0, 1),
P (X | Z,U) = N(ωX + αZT + ψXWW + δXU, σ2X), (11)
P (Y | X,Z, U) = N(ωY + θ(X + ψY XWW ) + βZT + ψYWW + δYU, σ2Y ),
where the BMI × SEX interaction is represented by parameter ψY XW , so that
the causal effect of BMI on log-concentration of phenylalanine is represented by
θ in the female stratum, and by θ′ ≡ θ + ψY XW in the males.
We completed the model by specifying the priors as described in Section 3.2. We
sampled the model posterior distribution by running 10000 iterations of a (Hamil-
tonian dynamics) Markov chain. The last 5000 samples were used to approximate
the posterior marginal distributions and to obtain posterior means and credible
intervals for the parameters of interest. Figure 5 shows the obtained marginal pos-
terior distributions for parameters θ and ψY XW of Equations (11). The parameter
θ
′ was included in the model as a derived quantity, so as to obtain samples from its
marginal posterior distribution and to estimate its posterior mean and credible in-
terval. The estimates for the parameters of interest are reported in Table 1. The 95
percent credible interval for ψY XW is contained by the positive real axis, which
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Figure 6: In this plot, the black dots correspond to the instrumental SNPs in the analysis
of Section 5, the horizontal coordinates to the SNP’s coefficient in the exposure regression
(least-squares regression of BMI on that SNP), and their vertical coordinates to the SNP’s
coefficient in the response regression. The 95 percent credible intervals for the coefficients
are represented as dashed segments.
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represents strong evidence of an interaction between the causal effects of BMI
and sex on the concentration of phenylalanine. The causal effect of BMI on the
log-concentration of phenylalanine was estimated to be 0.34 (95 percent credible
interval 0.21 to 0.47) in the females, and 0.2 (95 percent credible interval 0.098 to
0.3) in the males.
It would have been possible to examine the interaction by running separate analy-
ses within the male and female strata, although and the cost of a loss of statistical
power. Figure 6 provides visual evidence of the causal effect of the BMI on pheny-
lalanine. In this figure, each instrumental SNP appears as a black dot with the x
and y coordinates corresponding to the coefficients of the SNP in the exposure
and outcome regressions, respectively, and the corresponding 95% confidence in-
tervals are represented by dashed segments. The emerging linear relationship can
be interpreted to suggest that hypothetical perturbations of X would result in cor-
responding, proportional, perturbations in Y .
By repeating the analysis on a large set of metabolites, we may aim to a classifica-
tion of obesity based on the values of the molecular mediators that are responsible
for its deleterious effects, for purposes of personalised medicine and drug target
discovery.
Posterior Standard
Parameter Mean Deviation 95 Percent Credible Interval
θ 0.34 0.068 (0.21,0.47)
ψY XW -0.14 0.072 (-0.28,-0.0062)
θ
′ 0.2 0.051 (0.098,0.3)
Table 2: Point and interval estimates for some parameters of model (11), based on the
DILGOM dataset of Section 5. The causal effect of BMI on the log-concentration of
phenylalanine is represented by parameter θ in the female stratum, and by θ
′ ≡ θ+ψY XW
in the males.
6 Discussion
Kang and colleagues [19] use the term ”invalid” (resp., ”valid”) to denote an in-
strument that violates (resp., obeys) the Exclusion Restriction condition. They
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propose a LASSO-type procedure to identify the valid instruments from within a
set of candidate instrumental variables. The idea, further elaborated by Windmei-
jer and colleagues [28], is to obtain a sparse estimate of the vector representing
the pleiotropic effects by imposing on it an l1 penalty. The null elements of the es-
timated vector should then correspond to the valid instruments. In our framework,
we may construct a Bayesian analogue of Windmeijer’s approach by replacing
the horseshoe prior on β with a double-exponential prior. But this will make a big
difference to the posterior means when β is sparse. This is because our (horse-
shoe) prior presents superior tail robustness to the large signals introduced in the
β vector by the pleiotropic effects, and possesses the ability to shrink the compo-
nents of β near zero much more forcefully than those far from zero, thanks to the
combined local and global shrinking. Our work differs from Windmeijer’s also
from the point of view of the method justification, which in the present paper is
based on Dawid’s decision-theoretic causal inference framework [12], rather than
on the notion of potential outcome.
A number of method issues await investigation. Of foremost importance is to
consider the method behaviour in the presence of collinearity of the instruments
in the outcome regression. Our prior on β should supply enough tail probability to
produce a posterior distribution which preserves the pattern of correlation between
the components of β.
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