It is known on the one hand that a Sturmian sequence can be generated geometrically by the intersections of a straight line with the unit grid in the plane, and on the other hand that fixed points of invertible substitutions are Sturmian. We give a new characterization of invertible substitutions, which allows to determine the straight line which generates the fixed point of a given invertible substitution.
Introduction
Invertible substitutions over a two-letter alphabet have been studied for a long time and many results on them have been obtained. Wen and Wen [29] showed that the monoid of invertible substitutions can be generated by three elements, Ei and Ito [8] gave a geometric interpretation of invertibility for a substitution. Some other properties, such as singular word properties [27, 28] , local isomorphism properties [29] , trace maps [23] . . . , were studied. Invertible substitutions have many applications to other fields, such as the study of atomic surface and tiling theory [2] . . . . Sturmian sequences are binary sequences which are not ultimately periodic and of minimal factor complexity. This means that they have exactly n + 1 factors of length n for each n ≥ 0. These sequences can be generated by the intersections of a straight line with a grid in the plane. To be more specific, consider in the x y-plane the straight line D with equation y = αx + β, where α is an irrational number. Let L be the collection of lines the equation of which is of the form x = n or y = n, where n is any positive integer. By coding the successive intersections of D with elements of L (a letter "a" for an intersection with a horizontal line, "b" otherwise), one gets one sequence (two, when D comes across one lattice point, which can occur only once, due to the irrationality of α). These so generated sequences are Sturmian and any Sturmian sequence can be so generated.
Sturmian sequences have a long history, admit several equivalent definitions, and are known under different names. They have been extensively studied by many authors from different viewpoints (e.g. combinatorial properties [5] , isomorphism properties [14, 25, 26] , and [10, 11, 13, 19] ). Sturmian sequences also appear in ergodic theory, in computer science and in modelling quasicrystals. For a survey, we refer to [1, 3, 4, 6, 18] .
There is a tight relationship between invertible substitutions and Sturmian sequences. It is known that an invertible substitution maps balanced sequences to balanced sequences (a sequence on the alphabet {a, b} is said to be balanced if the numbers of a's in any two of its factors of the same length differ by at most 1). Thus fixed points of invertible substitutions are Sturmian sequences (except for two exceptional cases whose fixed points are ultimately periodic, see the first paragraph in the last section). A well-known result of [7] determines whether a Sturmian sequence is invariant under some non-trivial morphism. Yasutomi [31] generalized the result, proving in particular whether a Sturmian sequence can be transformed by morphisms in all its suffixes, and Parvaix [22] gave the sufficient and necessary condition for a Sturmian bisequence which can be fixed by a non-trivial morphism. There are still other papers on this topic, such as [16, 17, 21] , and all of them study the problem: which kind of Sturmian sequences can be fixed by invertible substitutions.
Then another basic problem is the following: given a fixed point of an invertible substitution, which is the corresponding line y = αx +β? It is easy to determine the slope α; in fact it is just the ratio of the frequency of the letter "b" to the one of the letter "a", but it is not so easy to determine the intercept β. Here, we give a new characterization of invertible substitutions, and this allows to study further their properties. We give a formula for the intercept of an invertible substitution sequence. Unfortunately, this formula involves a limit which is almost impossible to determine. To solve this problem, we study carefully the relation between the intercepts of the substitutions in a same conjugation class. From this relation, we can work out the exact value of the intercept of the invertible substitution sequence. This paper is organized as follows: in the rest of this section, we introduce the terminology and notations. Section 2 gives the new characterization of invertible substitutions and the derivation of some properties is given. Sturmian sequences are introduced in Section 3, some proofs, always new, are given for the reader's convenience even if the results are known. In the last section, we determine the line y = αx + β for any invertible substitution sequence. Now we introduce the terminology and notations. The reader is referred to [4, 9, 12, 24] for more knowledge of the symbolic dynamical system. Let S = {a, b} be a two letter alphabet. Let S * andS stand respectively for the free monoid and the free group generated by S. The empty word ε is their neutral element. Let S ω be the set of sequences (or infinite words), indexed by N, on S.
If w ∈ S * is a word, |w| denotes its length and |w| a (resp. |w| b ) the number of times the letter a (resp. b) appears in it. Let L(w) stand for the vector (|w| a , |w| b ).
A word v is a factor of a word w, and then we write v ≺ w, if there exists u and u ∈ S * , such that w = uvu . We say that v is a prefix (resp. a suffix) of a word w, and then we write v w (resp. v w), if there exist u ∈ S * such that w = vu (resp. w = uv). The notions of prefix and factor extend in a natural way to infinite words.
Let w = x 1 x 2 . . . x n ∈ S * . The reversed word w of w is defined to be w = x n . . . x 2 x 1 . A word w is called a palindrome if w = w.
A morphism τ : S * → S * is called a substitution of S * . We denote by
A substitution is said to be primitive if its matrix is. A sequence ξ is called a fixed point of
1 . When w = uv, with u ∈ S * and v ∈ S * , it will be convenient to write u = wv −1 and v = u −1 w.
Let w ∈ S * or w −1 ∈ S * , we denote by ι w the inner isomorphism u → wuw −1 , u ∈ S * . If there exists a w such that φ = ι w τ , we say that φ is conjugate to τ and write φ ∼ τ .
Two sequences ξ 1 and ξ 2 ∈ S ω are said to be locally isomorphic, and then we write ξ 1 ξ 2 , if for any factor w of ξ 1 , w or w is a factor of ξ 2 and vice versa.
If a primitive substitution has two fixed points, these fixed points are easily seen to be locally isomorphic.
We have the following lemma [28] . 
We denote by Aut(S) the group of automorphisms ofS. It is known ( [20, 23] ) that Aut(S) is generated by the following three special automorphisms
If a substitution τ is also in Aut(S), it is called an invertible substitution. The set of invertible substitutions is denoted by IS(S * ). This set can be characterized by the following result [29] . 
Invertible substitutions
In this section, we give a new characterization of invertible substitutions and deduce from it some new properties. If
The case of τ n = ρ can be proved in the same way.
(2) Sufficiency Let us assume that there exist words u and v such that τ (ab) = uabv, τ (ba) = ubav, or τ (ab) = ubav, τ (ba) = uabv, and we show that τ is invertible by induction on |u| + |v|.
If |u| + |v| = 0, then u = v = ε and τ = (a, b) or (b, a). And the case |u| + |v| = 1 can be checked directly.
Assume the result holds when u and v satisfy |u| + |v| < n. We need to show that it also holds when |u| + |v| = n. 
Remark 2.2. (1) Compare with the Ei-Ito Theorem: τ is invertible if and only if
there exists a word u ∈ S * such that either τ (aba
To a certain degree, these two theorems are equivalent, but the most important thing is that the pair of words (u, v) contains all the information on the substitution τ but its determinant (see 2). In the following, we study the properties of the pair of words (u, v) associated with the invertible substitution τ . In the rest of this section τ (resp. τ ) always represents an invertible substitution, u and v (resp. u and v ) are the words associated with τ (resp. τ ) according to Proposition 2.1. M (resp. M ) stands for the matrix of τ (resp. τ ).
Of course the word u (resp. v) is the longest common prefix (resp. suffix) τ (ab) and τ (ba). Here is another characterization of u and v.
Proposition 2.3. The word u (resp. v) is the longest common prefix (resp. suffix) of the sequence (τ (a)) ∞ and (τ (b)) ∞ . In other terms, there are integers m, n and words x, y with different first letters (resp. words x , y with different last letters) such that
Proof. We only prove this proposition for word u and we can deal in a similar way for v.
Without loss of generality, we suppose that
the longest common prefix of τ (ab) and τ (ba), it results that u is the longest common prefix of τ (a) and τ (b).
If
|τ (a)| ≤ |u|, then from the fact u is the longest common prefix of τ (ab) and τ (ba) we know that τ (a) τ (b).
Write τ (b) = τ (a) n w where n is a positive integer and w is a word such that τ (a) is not a prefix of w. Since τ is invertible, one has w = ε. 2 , thus as the longest common prefix of τ (ab) and τ (ba), u is also the longest common prefix of (τ (a)) n+2 and (τ (b)) 2 .
(ii) If w is not a prefix of τ (a), then, from Eq. ( * ), we know that u is the longest common prefix of (τ (a)) n+1 and τ (b).
Corollary 2.4. We have
(1) for any word w ∈ S * such that |τ (w)| ≥ |u|, we have u τ (w);
Proof. We only prove 1. Proof. From the conditions of the proposition, we have
Without loss of generality, we assume that
. Therefore there exist a word x and two non-negative integers m, n such that w = x m and τ (b)τ (a) = x n . Hence τ (ba) = x m+n . From here we know that (m + n) | det M. Since τ is invertible, det M = ±1, thus m + n = 1. And it forces m = 0 and w = ε. Then τ (a) = τ (a) and the proposition follows. Theorem 2.6. The following three are equivalent:
Proof. The equivalence between (1) and (2) is due to Wen and Wen [29] .
(
1) ⇒ (3) is trivial. Now we show (3) ⇒ (1).
Without loss of generality, we can assume that there exists a word w ∈ S * such that v = v w and wu = u . Put φ = ι w τ , and by Proposition 2.5, we have φ = τ , thus τ ∼ τ .
Theorem 2.7. The word vu is a palindrome.
First, we need the following lemma. (2) It is easy to see that, for any w, σ (w) = a −1 σ (w)a; if moreover w is a palindrome, then
For aρ(w), the situation is similar.
Proof of the Theorem. If τ = (a, b), then u = v = ε and the theorem follows. Suppose that the result holds for substitution τ , and without loss of generality, let us suppose
and σ (vu)a is a palindrome by the lemma.
• ρ • τ : in this case, aρ(vu) is a palindrome. Definition 2.9. Let τ be a substitution, define the mirror substitution of τ , denoted by τ , to be (τ (a), τ (b)).
From Proposition 2.1, we have immediately

Theorem 2.10. Let τ be a substitution, then τ is invertible if and only if τ is invertible.
Proof. If τ (ab) = uabv and τ (ba) = ubav, then τ (ab) = vabu and τ (ba) = vbau and vice versa.
Remark 2.11. In fact, we have
By Theorems 2.6 and 2.7, we have Theorem 2.12. Let τ be invertible, then τ ∼ τ .
We would like to point out that the converse of this theorem does not hold: just consider the substitution (aa, bb). Lemma 2.13. For any substitutions τ 1 and τ 2 ,
Proof.
Corollary 2.14.
where τ i = π, ρ and σ if τ i = π, σ and ρ respectively; that is to say τ is obtained by exchanging the σ and ρ in the expression of τ .
Sturmian sequences
We only give a brief account on Sturmian sequences. Indeed, for more details, the reader is referred to [1, 3, 6, 10, 13] . We have the following proposition [1] .
Proposition 3.2. A sequence is Sturmian if and only if it is balanced and not ultimately periodic.
From the definition, we know that for a Sturmian sequence, for any n ∈ N, there exists a unique factor w (resp. w ) of length n such that both aw and bw are factors of this sequence (resp. both w a and w b are factors of this sequence). These words w (resp. w ) are called left special words (resp. right special words).
A special Sturmian sequence is a Sturmian sequence of which all prefixes are left special words.
In the Introduction, we gave a geometric definition of Sturmian sequences. Let us elaborate on this.
Consider a straight line y = αx + β, for some irrational α > 0 and β ∈ [−α, 1]. Consider the intersections of this line with the following grid:
Then we get a sequence of intersection points along the line and we symbolize these points as follows: if the point is the intersection of y = αx + β and a vertical line, that is, its y-coordinate is an integer, then we give it the symbol "a", and if it is in a horizontal line, symbol "b" is assigned. If the point is a vertex of the lattice, then we should view it as two points, one is the intersection of y = αx + β with the horizontal line, and the other is the intersection with the vertical line, so we will give the symbol "ab" (if we think the line y = αx + β intersects with the vertical line first) or "ba" (of course, we can also think y = αx + β intersects with the horizontal line first). Since α is irrational, this situation happens once at most. Finally, we get a sequence over the alphabet S = {a, b}, this sequence is called a cutting sequence. It is not very difficult to show that the notions of cutting sequences and Sturmian sequences are equivalent. Sturmian sequences generated by parallel lines have the same factors. A Sturmian sequence is special if and only if it is generated by a line y = αx, that is, a line coming across the origin.
The following proposition gives the intercepts of some sequences: Proof. Compare the intersection of the line y = αx − α with the grid and the intersection of y = αx with the grid, we find the only difference is that the former has the extra point (1, 0) in front. Since the line y = 0 is not in the grid, we only view this point the intersection of y = αx − α with the vertical line x = 1 and we symbolize it "a", that is to say the line y = αx − α generated aξ . The other two cases are similar (see Fig. 1 ). 
Proof.
We only need to compare the intersections of the corresponding lines with the grid in the figure. Fix the slope α. Given a factor w of the Sturmian sequence which is generated by y = αx (in fact w will be a factor of any y = αx + β), we have that the set {β ∈ [−α, 1] : w is a prefix of the Sturmian sequence αx + β} is a compact sub-interval, which will be denoted by a < b: Given two sequences ξ 1 and ξ 2 , we say that ξ 1 is lexicographically less than ξ 2 , and then write ξ 1 < ξ 2 or ξ 2 > ξ 1 , if there exists a word w ∈ S * such that wa is a prefix of ξ 1 and wb is a prefix of ξ 2 . Proof. We will show the theorem in the following worst condition: the lattice point (if any) in the line y = αx + β 1 is symbolized as "ba" but the lattice point in y = αx + β 2 is symbolized as "ab".
Since α is irrational, there are lattice points between two lines. Suppose A is such a point with the minimal x-coordinate, than we can see that there exists w such that wa is the prefix of ξ 1 and wb is the prefix of ξ 2 (see Fig. 2 ).
Fixed points of invertible substitutions and associated Sturmian sequences
It is well known that any fixed point of an invertible substitution is Sturmian (except for the following substitutions: (ab n , b) which fixes ab ∞ , and (a, ba n ), which fixes ba ∞ ; these substitutions are not primitive and their fixed points are ultimately periodic). Then a straight line is associated with an invertible substitution which generates the fixed point. In this section, we will determine the corresponding straight line for the invertible substitution.
Hereafter, we always assume that τ is an invertible substitution with fixed point ξ and matrix M. The fixed point ξ is generated by the line y = αx + β. The special sequence which is locally isomorphic to ξ will be denoted by η, it is generated by the line y = αx.
The slope α
It is known that α is just the ratio of the frequency of the letter b to the one of letter a in ξ . In other words, (1, α) t is an eigenvector of M.
By Proposition 2.1, any invertible substitution is a product of π, σ and ρ, then it can also be written as a product of π, σ • π and ρ • π. Let us introduce a new symbol θ (n) (n is an integer) to denote any substitution of the form
where m i , n i are non-negative integers and (m i + n i ) = n.
The following theorem gives the continued fraction expansion of α. For details on continued fractions, the reader is referred to [15] .
Proposition 4.1. Let τ be of the form θ (n
where C is a constant, and the last equality holds since
Since (1, α) t is an eigenvector of the matrix M,
and this gives our desired result.
Intercept β
In this subsection, we will determine the intercept of the line and for simplification, we need Two basic assumptions: Assumption 1. det M = +1, otherwise we will consider the substitution τ 2 which has the same fixed point ξ .
This condition guarantees that every conjugate substitution of τ will have at least a fixed point. In this case, bb will not be a factor of ξ . We know that there are words u and v such that τ (ab) = uabv, τ (ba) = ubav, and vu is a palindrome.
Then for any n, there exist u n and v n such that τ n (ab) = u n abv n and τ n (ba) = u n bav n .
Proposition 4.2.
Proof. Induction on n:
Theorem 4.3. For any n, u n−1 (resp. v n−1 ) is a prefix as well as a suffix of u n (resp. v n ).
Proof. u n−1 is a suffix of u n by Proposition 4.2. By Corollary 2.4, u n−1 is a prefix of τ n (ab) (take w = τ (ab)), but u n is also a prefix of τ n (ab) and |u n | ≥ |u n−1 |, thus u n−1 is a prefix of u n .
Recall that η is the special Sturmian sequence which is locally isomorphic to ξ ; it is generated by the line y = αx.
Theorem 4.4.
We have:
Proof.
(1) If v = ε, then, since both τ n (ab) and τ n (ba) are factors of ξ , the words v n are left special words of ξ . Since |v n | → ∞, one has lim v n = η.
If u = ε, then the words u n are right special words of ξ , thus the words u n are left special words and lim u n = η; (2) By Corollary 2.4, u n is a prefix of both τ m (a) and τ m (b) provided m is large enough, thus u n is a prefix of ξ and lim u n = ξ ; (3) Easy.
Before calculating the intercept for the general substitution sequence, we study some special cases: Proposition 4.5. The following are equivalent:
Proof. The equivalence of (1), (3) and (4) is known, see [18, 28] for example. From (1), one can easily get (2) .
Suppose v = ε, by Theorem 2.7, u is a palindrome, then by Theorem 4.4 one has ξ = lim u n = lim u n = η. Proposition 4.6. The following are equivalent:
The following theorem can be found in [30] , but our proof is simpler. 
Now, we turn to deal with the general case.
To state the theorem on the intercept of invertible sequences, we need the following notations. Let I = [c, 1 + c) or (c, 1 + c] be an interval of length 1, we will define a new limit of any real number sequences x n with respect to the interval I , denoted lim * I x n , as follows: If the (ordinary) limit y := lim n→∞ exp(2πi x n ) exists (thus y has modulus 1), then we say that the limit lim * I x n exists and equals the unique number x in I with y = exp(2πi x). About this new limit, we have the following properties: Proposition 4.8. Let I 1 and I 2 be any two intervals of length 1, x n be any real sequences, then
the above equality should be explained as: if one of the limits exists then the other also exists and the equality holds. In this case, a is the first letter of ξ , and since that u = ε, β = 1 − α, so we have
Since that u n is a prefix of ξ for any n and |u n | → ∞, so {β} = ∩I u n .
Let β n ∈ [−α, 1 − α) and β n = −(|u n | a + 1)α(mod1), then the line y = αx + β n will generate the sequence u n abη or u n baη (see Fig. 3 ), then β n ∈ I u n , and we get Let us remark that in the above theorem, Case 1 can be viewed as a special case of Case 3.
In the following, we will study further the properties of β, in fact, we will consider the relation between the β's in a conjugation class of substitutions.
Given an invertible substitution τ satisfying the two basic assumptions, then by Theorem 2.7, a palindrome P = vu is associated with this substitution. From Theorem 2.6, this palindrome will determine a class of invertible substitutions, in fact, that is exactly the class of all the substitutions which are conjugate to τ .
Assume that |P| = p and P = w 1 w 2 · · · w p . Then there are p + 1 substitutions in the conjugation class, and let us order them as follows:
· · · ; 
Proof. Suppose that the word pair (u i n , v i n ) is associated with τ n i , then by Theorem 4.10, we have always that
where I denotes the unit matrix and t denotes the transpose.
this is the desired result.
Moreover we have: Proof. There are three cases. Case 1. u = a. In this case, u = ε and ζ = abη or ζ = baη with η the corresponding special sequence. Since abη is the maximal sequence among the sequences with prefix a and baη is the minimal sequence among the sequences with prefix b, and ξ has prefix a, we have ξ < ζ ≤ bξ.
Case 2. aa u. Since ζ has prefix a, ζ < bξ . There are words x, y such that
Moreover since τ is invertible, x will contain the letter b and we can write x = a k bw with k integer and w word. Then ξ has a prefix a k+2 and ζ has a prefix a k+1 b, thus ξ < ζ. Proof. This is from the definition of ∆ k , Theorem 4.12 and the fact β 0 = 0. This is what we need.
By the theorem above, we can solve ∆(a) and ∆(b) (recall that the matrix M − I is non-singular), thus we can get all the intercepts of the substitutions in the class. Proof. This is because τ i = τ p−i and P is a palindrome. 
