We study electron and positron pair production from the vacuum by a strong slow electric field superimposed by a weak fast electric field as a perturbation (the dynamically assisted Schwinger mechanism). We argue that the Schwinger mechanism becomes spin-dependent if the perturbation has a transverse component with respect to the strong electric field. We analytically/numerically compute the difference between the production number of spin up and down particles. We find that the spin-imbalance is strongly suppressed by an exponential of the critical field strength if the frequency of the perturbation is small, while it is only weakly suppressed by powers of the critical field strength if the frequency is large enough. We also find that the spin-imbalance exhibits nontrivial oscillating behaviors in terms of the frequency of the perturbation, the azimuthal angle, and the transverse momentum of produced particles.
I. INTRODUCTION
The spontaneous electron and positron pair production from the vacuum in the presence of classical electric field (the Schwinger mechanism) is one of the most remarkable predictions of quantum electrodynamics (QED) [1] [2] [3] . Intuitively, the physical origin of the Schwinger mechanism is essentially the same as the electrical breakdown of semi-conductors (or the Landau-Zener transition [4] [5] [6] [7] ). That is, the energy band of electrons is tilted by the electric field, so that electrons filling the Dirac sea can tunnel into the positive energy band leaving holes in the Dirac sea (i.e., positrons). The tunneling rate should be suppressed exponentially by the tunneling length, i.e., the gap energy ∼ 2m. Therefore, one expects that the Schwinger mechanism can be manifest only when the typical energy scale of the electric field becomes larger than the gap energy. Indeed, the production number for a constant and homogeneous electric field was explicitly computed by Schwinger in his seminal work in 1951 [3] as
where n (−/+) is for electrons/positrons. This formula implies that one has to prepare an extremely strong electric field of the order of eE cr ≡ m 2 ∼ 10 28 W/cm 2 to test the Schwinger mechanism in laboratory experiments. Unfortunately, it seems to be impossible to achieve this within current experimental technologies. Indeed, HER-CULES is the present strongest laser, whose strength is eE ∼ 10 22 W/cm 2 [8] . There are many intense laser facilities planned around the world (e.g. ELI [9] , HiPER [10]), which are expected to reach eE ∼ 10 24 W/cm 2 but are still weaker than the critical field strength E cr by several orders of magnitude. * h_taya@fudan.edu.cn Recently, there has been an increasing interest in how to enhance the production number of the Schwinger mechanism. One of the most reasonable ideas is to superimpose a weak fast electromagnetic field onto the original electric field (the dynamically assisted Schwinger mechanism) [11] [12] [13] [14] [15] . This idea can be understood as an analog of the Franz-Keldysh effect in semi-conductor physics [16] [17] [18] [19] [20] . An intuitive explanation of the idea is the following: Firstly, the weak fast field perturbatively interacts with electrons in the Dirac sea to kick them up into the gap. Then, the tunneling length for the Schwinger mechanism is reduced by the kick, so that the critical field strength E cr is effectively reduced as the frequency of the weak fast field is increased. Notice that the perturbative kick is the essence for the dynamically assisted Schwinger mechanism. This point was clarified in Refs. [20] [21] [22] by explicitly employing a perturbation theory in terms of the weak field in the Furry picture [20] [21] [22] [23] [24] [25] . In particular, it was shown that the production process is dominated by the perturbative kick for a weak field with frequency above the gap energy. In that limit, the production number becomes proportional to powers of eE/m 2 , which is free from the strong exponential suppression.
In this paper, we discuss a novel effect due to the superposition of a weak fast electric field in the Schwinger mechanism. Namely, we show that the Schwinger mechanism becomes spin-dependent if the superimposed electric field is transverse with respect to the original strong electric field. Notice that the original Schwinger mechanism (1) is clearly spin-independent because the quantum tunneling is insensitive to spin. The superimposition of an additional transverse electric field is essential for the spin-dependence. Intuitively, this is because a particle with transverse momentum feels a magnetic field in the longitudinal direction in its rest frame if the superimposed electric field in the observer frame has transverse component with respect to the momentum direction. Therefore, the mass gap is effectively reduced/enhanced through the spin-magnetic coupling depending on the charge and the momentum direction, which results in the spin-dependent Schwinger mechanism. Note that a sim-ilar spin-dependent particle production mechanism from the vacuum was recently studied in Ref. [26] , in which the electron-positron pair production by a rotating electric field in the multi-photon production regime was considered.
This paper is organized as follows: In Sec. II, we analytically study the aforementioned spin-dependent Schwinger mechanism with superposition of a weak fast field based on a perturbation theory in the Furry picture [20] [21] [22] [23] [24] [25] . In Sec. III, we numerically solve the Dirac equation to discuss the spin-dependent Schwinger mechanism without relying on any approximations. The numerical results are compared with the analytical formula obtained in Sec. II, and we find an excellent agreement between them. Section IV is devoted to summary and discussion. Details of the analytical calculations in Sec. II are presented in Appendix A.
II. ANALYTICAL DISCUSSION BASED ON PERTURBATION THEORY IN THE FURRY PICTURE
In this section, we analytically show that the Schwinger mechanism becomes spin-dependent if one superimposes a weak electric field: We first explain our physical setup in Sec. II A. Nextly, in Sec. II B, we derive a formula for the momentum distribution of electrons and positrons produced by the Schwinger mechanism with a weak fast field by employing a perturbation theory in the Furry picture [20] [21] [22] [23] [24] [25] . By using this formula, we compute the difference between the production number of spin up and down particles in Sec. II C. We show that the difference becomes non-vanishing if the weak field is transverse, and discuss its qualitative features.
A. Setup
We consider QED in the presence of external classical field A µ , whose Lagrangian is given by
In this work, we assume that the external field is purely electric and homogeneous in space. We also adopt the temporal gauge A 0 = 0, so that A µ depends only on time A µ (x) = A µ (x 0 ) in the following. We consider a situation in which A µ can be separated into two parts, i.e., strong slow fieldĀ µ and weak fast perturbation on top of it A µ as
We also assume that the strong fieldĀ µ is sufficiently slow, so that it can be approximated by a constant electric field asĀ
where eĒ > 0 and we defined the x 3 -axis by the direction of the strong electric field. Furthermore, we in this work focus on the simplest perturbation, i.e., a monochromatic electric wave with frequency Ω > 0,
where φ is an arbitrary phase factor. It is straightforward to generalize the following discussions to other types of perturbations. Note that the electric field strength E for this perturabtion reads |E| ∼ |a|Ω, so that the Keldysh parameter [27] [28] [29] [30] is given by γ K ≡ mΩ/|E| = m/|a|. This implies that the effect of the perturbation remains "perturbative" and the perturbation theory in the Furry picture becomes valid if |a| m is satisfied. Otherwise |a| m, higher order corrections due to multiple scatterings with the perturbation contribute to the production process non-perturbatively, which is difficult to discuss within the perturbation theory in the Furry picture 1 . We also note that the dynamically assisted Schwinger mechanism with a similar but different weak field configuration (i.e., on-shell dynamical photon) A µ ∝ sin(Ω(t−n·x)+φ) with n being a unit vector |n| = 1 was previously discussed, for example, in Refs. [13] [14] [15] with semi-classical method and Ref. [31] with a perturbative approach within WKB approximation.
B. Spin-dependent momentum distribution
We analytically compute the momentum distribution of electrons n (−) and positrons n (+) produced from the vacuum in the presence of the external field A µ (3). To this end, we employ a perturbation theory in the Furry picture [20] [21] [22] [23] [24] [25] , in which the interaction with the strong fieldĀ µ is treated non-perturbatively and that with the weak perturbation A µ is treated perturbatively.
In the lowest order in the perturbation A µ , the (canonical) momentum distribution per spin s, n
s /dp 3 , is already given in Ref. [20] .
where the thick line represents the electron propagator fully dressed by the strong fieldĀ µ as
Because of the dressed propagator, the positive/negative frequency mode functions defined at the asymptotic times |x 0 | → ∞, ± ψ as p,s (as = in and out for x 0 → −∞ and +∞, respectively), are also dressed by the strong fieldĀ µ . Namely, ± ψ as p,s is defined as a solution of the Dirac equation under the strong fieldĀ µ ,
with boundary conditions
(i.e., plane wave at the asymptotic times x 0 → ±∞) and normalization
We note that, in the presence of the strong fieldĀ µ , one has to take care of the distinction between the inand out-state mode functions ± ψ in/out p,s
. This is because the non-perturbative interaction due toĀ µ mixes up the positive and negative frequency modes (i.e., particle and anti-particle modes) during the time-evolution, and thus ± ψ in/out p,s are no longer the same.
One can carry out the integrations in Eq. (6) for the present field configuration (i.e., constant electric field (4) superimposed by a monochromatic wave (5)). Note that this calculation can be done exactly without any use of approximations such as the WKB method (e.g. [21, 22, 31] ). We put the detailed calculations in Appendix A. We find
where σ ≡ +1 (−1) for spin up s =↑ (down s =↓) with respect to the x 3 -axis and 1F1 (a; b; z)
We emphasize here that the momentum distribution (11) explicitly depends on spin s (the second term in the curly brackets). That is, the Schwinger mechanism becomes spin-dependent if one superimposes weak perturbations on top of a strong field. Notice that the Schwinger mechanism without perturbations or the purely perturbative particle production from the monochromatic wave alone 2 is insensitive to spin; only when there exist both, the spin-dependent term appears. To see this explicitly, let us consider some limits of the momentum distribution (11) . In the absence of the perturbation (e → 0 with eĒ = 0), only the first term in Eq. (6) survives and the momentum distribution (11) can be simplified as
This is nothing but the Schwinger formula for a constant electric field (1) [3] , and the production is independent of spin s. On the other hand, in the absence of the strong field (Ē → 0), the particle production process becomes purely perturbative and the perturbation theory in the Furry picture is trivially reduced to the standard perturbation theory without strong fields [30, 32] . In this limit, only the second term in Eq. (6) survives and the momentum distribution (11) becomes
where ω p ≡ m 2 + p 2 is the on-shell energy and T is the whole time interval. Again, the production is independent of spin s. Therefore, we conclude that the spin-dependence arises because of the mutual assistance between the strong field and the weak perturbation. The spin-dependent term is proportional to e x 3 ·(p×a), i.e., the spin-dependence appears only if the emission direction of the particle has a component perpendicular to both the strong and weak electric fields. Intuitively, this is because that a particle with transverse momentum effectively feels a magnetic field in the longitudinal direction in its rest frame if there is an electric field in the transverse direction in the observer frame.
C. Spin-imbalance
We quantify the spin-imbalance by the difference between the production number of spin up and down particles as
From the momentum distribution (11), the spinimbalance ∆n
The first term in the curly brackets appears because of the interference between the two diagrams in Eq. (6), and the second term comes solely from the second diagram.
The φ-dependence of the spin-imbalance ∆n
always appears with the factor ∓Ωp 3 /eĒ. Intuitively, the particle production becomes the most efficient at the instant when the longitudinal kinetic momentum P 3 = p 3 ± eĒx 0 (+, − for an electron and a positron, respectively) is vanishing, at which the energy cost of the production becomes the smallest [20, 33] . Therefore, the value of the weak field at x 0 = ∓p 3 /eĒ becomes important, at which the phase of the weak field (5) reads φ ∓ Ωp 3 /eĒ.
The spin-imbalance ∆n
On the other hand, for large Ω √ eĒ, m 2 + p 2 ⊥ , the magnitude of ∆n
becomes constant but it oscillates rapidly in Ω as
where the phase factor ϕ = ϕ(Ω) determines the frequency of the oscillation as
The oscillation in Ω is a reminiscent of the Franz-Keldysh oscillation, which originates from oscillating distribution of electrons in the Dirac sea due to quantum reflection by the band gap [20] . Note that ∆n
for large Ω is no longer suppressed exponentially by |eĒ| −1 because the second term in the curly brackets in Eq. (18) is exponentially large so that it cancels with the suppression factor. This is because the perturbative effect dominates the production for large Ω.
As the two terms in Eq. (18) have distinct θ pdependence, the θ p -dependence of the spin-imbalance ∆n
is determined by which term is dominant. Namely, ∆n
) if the first (second) term dominates the production: For supercritical field strength eĒ m 2 + p 2 ⊥ , the dimensionless quantity a ⊥ p ⊥ /Ē (i.e., the strength of the effective magnetic field ∝ p×a divided by the original electric field strengthĒ) determines the relative size between the two terms. Thus, the first and the second term becomes dominant for a ⊥ p ⊥ /Ē 1 and a ⊥ p ⊥ /Ē 1, respectively. On the other hand, for subcritical field strength eĒ m 2 + p 2 ⊥ , a ⊥ p ⊥ /Ē determines the relative size only when the frequency Ω is small. When Ω becomes large, the exponential factor becomes important. Thus, the second term dominates the spin-imbalance provided that a ⊥ p ⊥ /Ē is not exponentially small. Note that the first term vanishes if one integrates ∆n (∓) p over the longitudinal momentum p 3 as dp 3 ∆n
where we used dp 3 = eĒT [33] . Thus, the θ pdependence of the spin-imbalance in the transverse distribution dp 3 (n
p,↓ ) is independent of the parameters and is always proportional to sin (2(θ p − θ a )).
It is evident from Eq. (16) that the spin-imbalance vanishes after θ p -integration. That is, the total number of spin up and down particles is the same as
This is a natural result since the vacuum is unpolarized.
III. NUMERICAL EVALUATION OF THE SPIN-IMBALANCE
In this section, we numerically study the spindependent Schwinger mechanism by directly solving the Dirac equation on a computer without any approximations: In Sec. III A, we first explain how to compute the spin-imbalance from a solution of the Dirac equation by using the Bogoliubov transformation technique. In Sec. III B, we present our numerical results, and discuss the spin-imbalance quantitatively. We also show that the numerical results are in an excellent agreement with the analytical formula derived in Sec. II.
A. Formalism: the Bogoliubov transformation
We explain how to compute the spin-imbalance ∆n (∓) p,s on a computer without relying on any approximations. Our formulation is based on the Bogoliubov transformation technique [34] including spin-dependence [35, 36] .
We first introduce a gauge field configuration defined
where τ > 0 and A µ is the original gauge field configuration (3) 3 . Notice thatȂ
so that the production number by the original field A µ can be obtained from that byȂ µ with sufficiently long τ . AsȂ µ becomes a pure gauge (i.e., non-interacting witĥ ψ) at x 0 < −τ and x 0 > τ , one can safely expand the field operatorψ by a plane wave and canonically quantizê ψ to define creation/annihilation operators at x 0 < −τ and x 0 > τ as
where, as before, p is (canonical) momentum, s =↑, ↓ is spin, and ω p = m 2 + p 2 is the on-shell energy. We also introducedȂ ≡ (Ȃ 1 ,Ȃ 2 ,Ȃ 3 ), P ≡ p − eȂ, and u p,s , v p,s represent the Dirac spinors such that
with γ ≡ (γ 1 , γ 2 , γ 3 ) and normalization
The creation/annihilation operators satisfy the following 3 In general, one may defineȂµ asȂµ(x 0 ) ≡ Aµ(x 0 )f (x 0 ) with f being a support that has a smooth behavior at the boundary |x 0 | = τ . In this paper, we consider the simplest support f = 0 for |x 0 | > τ and 1 for |x 0 | < τ . This is because the boundary effects in the production number can be neglected in the limit of τ → ∞, and the final formulas (37a) and (37b) are insensitive to the choice of f . 4 Only when the gauge field becomes a pure gauge, one can define creation/annihilation operators in a well-defined manner. In other words, one cannot uniquely define creation/annihilation operators in the presence of non-vanishing electromagnetic field because the interaction betweenψ and the field mixes up particle and anti-particle modes. For such a case, one has to make an additional assumption (e.g. adiabatic particle picture [37] ) to define the operators.
anti-commutation relations
(others) = 0.
An important point here is that the creation/annihilation operators at x 0 = +τ and those at x 0 = −τ are inequivalent because of the interaction with the electromagnetic fieldȂ µ during the timeevolution −τ < x 0 < τ . The inequivalence can be expressed in terms of a Bogoliubov transformation. To see this, we first expand the field operatorψ in terms of the creation/annihilation operators at x 0 < −τ aŝ
The time-evolution of the mode functions U, V is determined by the Dirac equation
The initial condition for the mode functions U, V is fixed by the first line of Eq. (24) as
Note that because of this initial condition, the mode functions U, V satisfy the same normalization condition for u, v as
Now, we are ready to expressâ 
Notice that the matrix elements is not diagonal in the spin space / ∝ δ ss if the external fieldȂ affects the spin state during the time-evolution. Now, we can evaluate the spin-dependent production number of electrons and positrons n (∓) produced from the vacuum under the external field A µ based on Eq. (32) . To this end, we first define a vacuum state at
Then, one can directly evaluate the vacuum expectation value of the number operator at x 0 > τ (i.e, the production number underȂ µ ) as
where the use is made of δ 3 (p = 0) = V /(2π) 3 . Therefore, as noted at Eq. (23), the production number n (∓) by A µ can be obtained by taking τ → ∞ limit ofn (∓) as
From Eq. (36), we arrive at a formula for the spinimbalance ∆n
Notice that the formula is exact since we used no approximations in its derivation, and can be evaluated on a computer just by solving the Dirac equation (29) .
B. Numerical results
We present some numerical results based on the formalism explained in Sec. III B, and discuss the spindependent Schwinger mechanism quantitatively. We also show that the analytical formula (16) reproduces the numerical results very well.
Note that we present the results for electrons only. With explicit numerical calculation, we find that positron's distribution can be obtained from electron's one just by flipping the sign of the momentum p. This is consistent with the analytical formula (16) , and with physical intuition that electrons and positrons are created as a pair, whose total momentum is zero. Figure 1 shows the spin-imbalance ∆n
Ω-dependence
as a function of the azimuthal angle θ p and the frequency Ω. In addition, its comparison with the analytical formula (16) is displayed in Fig. 2 , which clearly shows that Eq. (16) is in an excellent agreement with the numerical results. Here, we considered the following parameter set as a demonstration: eĒ/m 2 = 0.5, a ⊥ /m = 0.01, a 3 /m = 0, p ⊥ /m = 1, p 3 /m = 0, φ = 1. Also, we took mτ = 100. We carefully checked that this τ is sufficiently large and the results are insensitive to its values. The numerical accuracy of the results is carefully checked by the normalization condition of U, V (31) . Note that we checked that the results are insensitive to the magnitude of the longitudinal perturbation a 3 as expected from the analytical formula (16) . We also checked that results with nonzero p 3 is reproduced very well by shifting the phase φ as φ → φ − Ωp 3 /eĒ as Eq. (16) suggests.
The figures show that the spin-imbalance is an oscillating function of θ p and Ω, but its oscillating behavior becomes quite different depending on the size of the frequency Ω:
For small frequency Ω m 2 + p 2 ⊥ , √ eĒ, the spinimbalance is just a monotonic function of Ω as |∆n
. This is because the production numbers, n
and n (−) p,↓ , are enhanced by the dynamically assisted Schwinger mechanism, so that their absolute difference |∆n (−) p | also increases. The azimuthal angle distribution is determined by the strength of the effective magnetic field ea ⊥ p ⊥ /eĒ (see Eq. (17)). For the present parameter choice, ea ⊥ p ⊥ /eĒ = 0.02 1, so that ∆n
holds, but the spinimbalance is suppressed strongly by the exponential fac-
√ eĒ, the spinimbalance oscillates in Ω. The oscillation becomes stronger with increasing Ω, which is a reminiscent of the Franz-Keldysh oscillation [20] . The frequency of the oscillation is reproduced very well by the phase factor ϕ ∝ Ω 2 + O(Ω 0 ) (see Eq. (19)). Notice that the θ pdependence is changed from ∆n θ a ) ). This occurs for subcritical field strength eĒ m 2 + p 2 ⊥ because the interference term (i.e., the first term) in Eq. (18) becomes exponentially suppressed compared to the perturbative term (i.e., the second term). For supercritical field strength eĒ m 2 + p 2 ⊥ , the spin-imbalance shows up the same θ p -dependence as the low-frequency case ∆n (−) p ∝ sin(θ p − θ a ) because the interference term is free from the exponential suppression and the same dimensionless quantity ea ⊥ p ⊥ /eĒ determines the angular dependence. For small Ω √ eĒ, m 2 + p 2 ⊥ , the spin-imbalance is suppressed exponentially as ∆n (17)). Therefore, the spin-imbalance can be manifest only for small values of p ⊥ √ eĒ. The θ p -dependence is determined by the strength of the effective magnetic field ea ⊥ p ⊥ /eĒ (see Eq. (17)). Thus, θ p -dependence of the spin-imbalance changes by increasing p ⊥ from ∆n (2(θ p − θ a ) ), but the latter is not manifest in Fig. 3 because of the exponential suppression.
For large Ω √ eĒ, m 2 + p 2 ⊥ , the spin-imbalance is not suppressed exponentially until p ⊥ Ω, √ eĒ and shows up an oscillating behavior at large p ⊥ . The spinimbalance is free from the exponential suppression because the perturbative term (i.e., the second term) in Eq. (18) dominates the production. The dominance of the perturbative term implies that the θ p -dependence is always ∆n
The frequency of the oscillation is, roughly, independent of p ⊥ because the phase factor ϕ is dominated by Ω 2 (see Eq. (19)). This is intuitively because the direction of the effective magnetic field is independent of values of p ⊥ .
IV. SUMMARY AND DISCUSSION
We discussed electron and positron pair production from the vacuum (the Schwinger mechanism) in the presence of a strong slow electric field superimposed by a weak monochromatic electric wave as a perturbation. We argued, both analytically and numerically, that the Schwinger mechanism becomes spin-dependent if the perturbation is transverse with respect to the strong electric field. In Sec. II, we derived an analytical formula for the spin-imbalance based on a perturbation theory in the Furry picture. In Sec. III, we solved the Dirac equation numerically to evaluate the spin-imbalance exactly. We found an excellent agreement between the numerical results and the analytical formula, and showed that the spin-imbalance (i) is strongly suppressed by an exponential of the critical field strength if the frequency of the perturbation is small, while it is suppressed only weakly by powers of the critical field strength if the frequency is large enough; and (ii) exhibits non-trivial oscillating behaviors in terms of the frequency, the azimuthal angle, and the transverse momentum of produced particles.
Let us briefly discuss the implications of our results to laser experiments. Within the current laser technologies, it is difficult to create not only a very strong electric field but also a very high frequency field exceeding the electron mass scale [38] . Thus, Eq. (17) is appropriate for the current lasers, and the spin-imbalance would be suppressed exponentially by the critical field strength. It, unfortunately, implies that it is still difficult within the current laser technologies to observe the spin-imbalance. However, it is possible to optimize the field configuration so as to maximize the production number [39] [40] [41] . In fact, our spin-dependent Schwinger mechanism is not limited to the monochromatic perturbation, but occurs as long as the perturbation has transverse electric field, which is not a strong constraint for the optimization procedure. It is, therefore, important and interesting for the current laser experiments to explore the optimization problem of the spin-imbalance. On the other hand, if a high frequency laser is realized in the future, the spin-imbalance is suppressed only weakly by powers of the critical field strength (see Eq. (18)), so that it should be testable in experiments. In particular, the non-trivial oscillating patterns in terms of the frequency of the perturbation, and the azimuthal angle and the transverse momentum of produced particles should serve as a fingerprint of our spin-dependent Schwinger mechanism.
Finally, we note that laser experiments are not the only place for strong fields to appear. Strong fields naturally appear in many physical systems under extreme conditions (e.g. neutron stars, heavy-ion collisions, early Universe). For example, just after a collision of heavy ions at RHIC and LHC, there appears very strong (chromo-)electromagnetic field (sometimes called "glamsa"), which is as strong as O(1 GeV) [42] [43] [44] [45] [46] . On top of the glasma, there also exist energetic jets, whose momentum scale is O(1 ∼ 100 GeV), coming from initial hard collisions. It is widely recognized that the Schwinger mechanism due to the glasma plays an essential role in the formation of quark-gluon plasma in heavy-ion collisions [34, 36, 42, 43, [47] [48] [49] , but interaction effects due to the presence of jets have not been understood well. Our results suggest that the interaction effects leave significant impacts on the Schwinger mechanism, and may induce longitudinal spin polarization of quarks. This might contribute to the longitudinal spin-polarization observed in heavy-ion collision experiments [51, 52] . Another example is the asymmetric heavy-ion collisions, e.g., Cu + Au collisions, in which strong electric field can be generated with strength much larger than the critical field strength [53, 54] . This strong electric field points from the Au nucleus to Cu nucleus and thus if it is perturbed by charged jets it will emit electron and positron pairs with spin-imbalance in the out-of-plane direction, which may be detected by measuring the spin polarization (along the impact-parameter direction) of electron and positron moving in the direction perpendicular to the reaction plane. We will examine these possibilities in future.
the scalar functions A
with D ν (z) being the parabolic cylinder function and
Γ s are two eigenvectors of γ 0 γ 3 with eigenvalue +1, and s =↑, ↓ specifies spin direction with respect to the x 3 -axis. In the Dirac representation, Γ s can be expressed as 
Noting that the parabolic cylinder function D ν has the following integral expression [50] D ν (±e iπ/4 ξ) = e 1 + e × iπe +iφ e −i 
