Abstract. We study the generalised Bunce-Deddens algebras and their Toeplitz extensions constructed by Kribs and Solel from a directed graph and a sequence ω of positive integers. We describe both of these C * -algebras in terms of universal properties, and prove uniqueness theorems for them; if ω determines an infinite supernatural number, then no aperiodicity hypothesis is needed in our uniqueness theorem for the generalised Bunce-Deddens algebra. We calculate the KMS states for the gauge action in the Toeplitz algebra when the underlying graph is finite. We deduce that the generalised Bunce-Deddens algebra is simple if and only if it supports exactly one KMS state, and this is equivalent to the terms in the sequence ω all being coprime with the period of the underlying graph.
Introduction
Every Cuntz-Krieger algebra O A carries a gauge action of T which lifts to an action α of R. Enomoto, Fujii and Watatani [6] proved that when A is irreducible, (O A , α) has a unique KMS state, which occurs at inverse temperature equal to the logarithm ln ρ(A) of the spectral radius of A. Exel and Laca [8] extended this result to Cuntz-Krieger algebras of infinite matrices and also described the KMS states of their Toeplitz extensions. More recently, an Huef, Laca, Raeburn and Sims extended these results to the graph algebras of finite graphs [12] and C * -algebras associated to higher-rank graphs [13] . In each case, the Toeplitz extension has many more KMS states than the Cuntz-Krieger algebra, and encodes more information about the underlying object.
In [15] , Kribs and Solel studied C * -algebras generated by periodic weighted-shift operators on the path spaces of directed graphs. They showed that the C * -algebra generated by all such operators can be realised as a direct limit of graph algebras. Specifically, given n > 0, they construct a graph E(n) with vertex set E <n , the space of paths in E of length at most n − 1, and they exhibited inclusions T C * (E(n)) ֒→ T C * (E(mn)). Upon restriction to the canonical abelian subalgebra in T C * (E(mn)), these inclusions are compatible with a natural surjection E <mn → E <n , so lim − → T C * (E(n)) has an abelian subalgebra isomorphic to C 0 (lim ← − E <n ). This construction has recently been used to calculate the nuclear dimension of graph algebras and Kirchberg algebras [21, 22] .
Here we study the structure of the Kribs-Solel algebras and their Toeplitz extensions, and calculate the KMS states of the associated dynamics. We start in Section 3 by giving a universal description of the Kribs-Solel algebra C * (E, ω) of a directed graph E corresponding to a sequence ω = (n k ) C * (E) and a copy of C 0 (lim ← − E <n k ). We give an analogous description of the Toeplitz extensions T (E, ω). One of the relations that we impose on the generators looks like a covariance condition, giving C * (E, ω) and T (E, ω) the flavour of a crossed product of C 0 (lim ← − E <n k ) by E. Our approach clarifies substantially the structure of these algebras, and in particular yields an easy proof that C * (E, ω) and T (E, ω) depend only on E and the supernatural number determined by ω (see Proposition 3.11) .
In Section 4 we prove uniqueness theorems for C * (E, ω) and T (E, ω). The uniqueness theorem for T (E, ω) (Proposition 4.1) is analogous to that for the Toeplitz extension of a graph algebra. Interestingly, however, our Cuntz-Krieger uniqueness theorem (Theorem 4.2) for C * (E, ω) requires no aperiodicity hypothesis. This emphasises Kribs and Solel's view of these algebras as generalised Bunce-Deddens algebras. This leads to a very satisfactory characterisation of simplicity for C * (E, ω) for finite, strongly connected graphs E: in Section 5, we prove that if E is finite and strongly connected, then C * (E, ω) is simple if and only if the supernatural number determined by ω is coprime to the period of the graph E (in the sense of Perron-Frobenius theory).
In Section 6, we study the KMS states for the gauge-dynamics on T (E, ω), paying attention to those which factor through C * (E, ω). Our analysis follows the broad lines of [8, 18] , but the inverse-limit structure of the spectrum of the diagonal in T (E, ω) introduces some interesting wrinkles. We reinterpret the KMS condition for states on T (E, ω) as a subinvariance condition for an operator on the space of signed Borel measures on lim ← − E <n k (Theorem 6.10). To construct KMS states on the Toeplitz algebra of a graph E, one makes use of the path-space representation on ℓ 2 (E * ). It is not a priori clear how to construct a corresponding representation of T (E, ω) from the Kribs-Solel approach, but our universal description of T (E, ω) suggests a solution. We use this representation to construct KMS β states for all β > ln ρ(A E ) (Proposition 6.13), and show that there is an affine isomorphism between the KMS β simplex of T (E, ω) and the simplex of probability measures on lim ← − E <n k (Corollary 6.15). Finally, we investigate when C * (E, ω) admits a unique KMS state. We focus on strongly connected finite graphs E, since these are the ones for which C * (E) admits a unique KMS state [6, 12] . Surprisingly, a stronger hypothesis is needed in our setting. Following the approach of [14] , assuming that E is strongly connected, we describe a formula which always determines a KMS ln ρ(A E ) state φ of C * (E, ω). (Since a KMS state of C * (E, ω) restricts to a KMS state of the embedded copy of C * (E), the results of [6] show that there cannot be any KMS states for C * (E, ω) at any other temperatures.) We then prove that φ is the only KMS state if and only if ω is coprime with the period of E, and hence if and only if C * (E) is simple; we further show that this is equivalent to φ being a factor state. In particular, if E is primitive, then C * (E, ω) is simple and admits a unique KMS state for every ω (Theorem 6.1).
Background

Directed graphs and their C
* -algebras. We use the convention for graph C * -algebras appearing in Raeburn's book [20] . So if E = (E 0 , E 1 , r, s) is a directed graph, then a path in E is a word µ = e 1 . . . e n in E 1 such that s(e i ) = r(e i+1 ) for all i, and we write r(µ) = r(e 1 ), s(µ) = s(e n ), and |µ| = n. As usual, we denote E n := {µ ∈ E * : |µ| = n}; we also write E <n := {µ ∈ E * : |µ| < n}. We borrow the convention from the higher-rank graph literature in which we write, for example vE * for {µ ∈ E * : r(µ) = v}, and vE 1 w for {e ∈ E 1 : r(e) = v and s(e) = w}. The adjacency matrix of E is then the E 0 × E 0 integer matrix with A E (v, w) = |vE 1 w|. We say that E is row-finite if vE 1 is finite for all v ∈ E 0 , and that E has no sources if each vE 1 is nonempty. If E is row-finite and has no sources, then a Toeplitz-Cuntz-Krieger E-family in a C * -algebra A is a pair (s, p), where s = {s e : e ∈ E 1 } ⊆ A is a collection of partial isometries and {p v : v ∈ E 0 } ⊆ A is a set of mutually orthogonal projections such that s * e s e = p s(e) for all e ∈ E 1 , and p v ≥ e∈vE 1 s e s * e for all v ∈ E 0 . If equality holds in the second relation (for all v), then (s, p) is a Cuntz-Krieger family.
The Toeplitz algebra T C * (E) is the universal C * -algebra generated by a ToeplitzCuntz-Krieger family ( [9] ) and the graph algebra C * (E) is the universal C * -algebra generated by a Cuntz-Krieger family [20, Proposition 1.21] .
Kribs and Solel describe their generalised Bunce-Deddens algebras as direct limits of graph C * -algebras obtained from the following construction [15, Theorem 4.2] . Let E = (E 0 , E 1 , r, s) be a row-finite directed graph with no sources, and fix n ∈ N\{0}. Define
is a row-finite directed graph with no sources. It is helpful to establish the following notation: for µ ∈ E * , we will write [µ] n for the unique element of E <n such that µ = [µ] n µ ′ for some µ ′ with |µ ′ | ∈ nN; we think of [µ] n as the residue of µ modulo n.
It is easy to check that there is a bijection from {(µ, ν) :
. We frequently use this bijection to identify E(n) * with {(µ, ν) : µ ∈ E * , ν ∈ s(µ)E <n }, and we then have s n (µ, ν) = ν, and r n (µ, ν) = [µν] n . This implies, in particular, that the lengths of the paths r n (µ, ν) and s n (µ, ν) in E <n differ by |µ| modulo n. Thus, for v, w ∈ E 0 ⊆ E <n , we have (2.1) vE(n) * w = ∅ if and only if vE jn w = ∅ for some j ∈ N.
The KMS condition.
We use the definition of KMS states given in [2, Definition 5.3.1]. Let (A, R, α) be a C * -dynamical system. An element a ∈ A is analytic for α if t → α t (a) extends to an entire function z → α z (a) on C (note that the α z will typically not be homomorphisms). Let A α denote the collection of analytic elements of A. A state φ of A is said to be a KMS state at inverse temperature β ∈ R \ {0} if
By continuity, it suffices to verify this KMS condition on any set of analytic elements spanning a dense subspace of A. Proposition 5.3.3 of [2] says that if φ is KMS β for α, then φ is α-invariant. If β = 0, then the KMS condition above reduces to requiring that φ is a trace, and we then impose α-invariance as an additional requirement.
2.3. The Perron-Frobenius theorem. Let X be a finite set. A matrix A ∈ M X (C) is irreducible if, for all x, y ∈ X, there exists n ∈ N such that A n (x, y) = 0. We say that a matrix is nonnegative if all of its entries are nonnegative.
Let A be an irreducible nonnegative matrix. The Perron-Frobenius theorem (see, for example, [23, Theorem 1.5] ) says that the spectral radius ρ(A) is an eigenvalue of A with a positive eigenvector, and that ρ(A) is a simple root of the characteristic polynomial of A. We call the unique positive eigenvector with eigenvalue ρ(A) and unit 1-norm the unimodular Perron-Frobenius eigenvector of A.
2.4.
The space of finite signed Borel measures. If M is a σ-algebra of subsets of a set X, then a real-valued function m defined on M is said to be a finite signed measure if m(∅) = 0 and m is completely additive.
Suppose that X is a compact Hausdorff space. We denote by M(X) the space of all finite signed Borel measures on X, by M + (X) the subset of M(X) consisting of positive Borel measures, and by M + 1 (X) the subset of M + (X) consisting of probability measures on X.
Let m ∈ M(X). By the Hahn decomposition theorem [1, Theorem 8.2] there are sets P, N ⊆ X such that X = P ∪ N and P ∩ N = ∅, and such that m(E ∩ P ) ≥ 0 and m(E ∩ N) < 0 for all Borel E ⊆ X.
Let m + and m − be given by m
The space M(X) of finite signed measures becomes a real Banach space under the norm m = m + (X) + m − (X).
The Kribs-Solel algebras and their Toeplitz extensions
We introduce a new presentation of Kribs and Solel's C * -algebras T C * (E(n)) and C * (E(n)). We describe T C * (E(n)) as the universal algebra generated by a ToeplitzCuntz-Krieger E-family together with a family of mutually orthogonal projections indexed by paths µ ∈ E <n . We describe C * (E(n)) as universal for these generators together with the additional relation forcing the generating Toeplitz-Cuntz-Krieger family to be a Cuntz-Krieger family. We then show that the direct limits lim − → T C * (E(n)) and lim − → C * (E(n)) studied in [15] can also be viewed as a sort of crossed product of a projectivelimit space lim ← − E <n , and give a related description of C * (E(n)).
Definition 3.1. Let E be a row-finite directed graph with no sources, and fix n ∈ N\{0}. A Toeplitz n-representation of E in a C * -algebra is a triple (T, Q, Θ) where (T, Q) is a Toeplitz-Cuntz-Krieger E-family in A, and Θ = {Θ µ : µ ∈ E <n } is a collection of mutually orthogonal projections such that Q v = µ∈vE <n Θ µ for all v ∈ E 0 , and
We show that the universal C * -algebra generated by a Toeplitz n-representation of E coincides with Kribs and Solel's T C * (E(n)) and that the universal C * -algebra generated by a Cuntz-Krieger n-representation coincides with C * (E(n)). Before we can do this, we need to understand the structure of a C * -algebra generated by a Toeplitz n-representation of E. We will need the following notation: given a directed graph E, and given n > 0 and µ ∈ E * , we write τ n (µ) for the unique element of E <n such that µ = µ ′ τ n (µ) with |µ ′ | ∈ nN; that is, |τ n (µ)| ≡ µ (mod n), and µ = µ ′ τ n (µ).
Lemma 3.2. Let E be a row-finite directed graph with no sources, and take n > 0. Let (T, Q, Θ) be a Toeplitz n-representation of E, and fix µ ∈ E * and α ∈ E <n . * µ 1
. Then |µ ′′ | ∈ nN, so we calculate, using part (1) at the fourth equality,
Otherwise, we repeat the first |µ ′′ | steps of the calculation (3.1) to obtain
Finally, if µ = αµ ′ and α = µα ′ , then we can write µ = λeµ ′ and α = λf α ′ for distinct e, f ∈ E 1 . Using the first case in part (2), we obtain
λ , which is zero by the displayed relation in Definition 3.1.
We now introduce the C * -algebra T (E, n).
Theorem 3.3. Let E be a row-finite directed graph with no sources, and fix n > 0. There exists a C * -algebra T (E, n) generated by an n-representation (t n , q n , θ n ) that is universal in the sense that given any other n-representation (T, Q, Θ) in a C * -algebra B, there is a homomorphism π T,Q,Θ : T (E, n) → B such that π T,Q,Θ (t n,e ) = T e , π T,Q,Θ (q n,v ) = Q v and π T,Q,Θ (θ n,µ ) = Θ µ for all e ∈ E 1 , all v ∈ E 0 and all µ ∈ E <n .
We do not present a proof of Theorem 3. Lemma 3.4. Let E be a row-finite directed graph with no sources, take n > 0 and suppose that (T, Q, Θ) is a Toeplitz n-representation of E. For α, β, γ, δ ∈ E * and µ, ν ∈ E <n ,
Proof. We consider the case where |β| ≥ |γ|; the case where |γ| > |β| will then follow by taking adjoints. By [20, Corollary 1.14(b)], we have
Suppose that β = γβ ′ . By Lemma 3.2(2) we have
or β ′ = νρ with |ρ| ∈ nN and µ = s(β)
or β ′ = νρ and τ n (ρ)µ ∈ E n , 0 otherwise.
Since τ n (ρ)µ ∈ E n if and only if |ρµ| ∈ nN, the result follows.
We define C * (E, n) to be the quotient of T (E, n) by the ideal generated by the projections q n,v − e∈vE 1 t n,e t * n,e : v ∈ E 0 . By construction, C * (E, n) is universal for CuntzKrieger n-representations. We denote the universal Cuntz-Krieger n-representation by (s n , p n , ε n ).
Lemma 3.5. Let E be a row-finite directed graph with no sources. For each integer n > 0, there is an isomorphism π n :
This isomorphism π n descends to an isomorphismπ n :
Proof. We show that T (E, n) has the universal property of T C * (E(n)). It is straightforward to check that the elements t (e,µ) := s n,e θ n,µ and q µ := θ n,µ form a ToeplitzCuntz-Krieger E(n)-family that generates T (E, n). Let {T (e,µ) , Q µ } be a Toeplitz-CuntzKrieger E(n) family in a C * -algebra A. Routine calculations show that putting s e := (e,µ)∈E(n) 1 T (e,µ) , p v := µ∈vE <n Q µ , and ζ µ := Q µ determines a Toeplitz n-representation (s, p, ζ) of E in A. So there is a homomorphism π from T (E, n) to A such that π(θ n,µ ) = ζ µ , π(q n,v ) = p v and π(t n,e ) = s e . In particular, π(t (e,µ) ) = T (e,µ) , and π(q µ ) = Q µ . Hence T (E, n) has the same universal property as T C * (E(n)), and so the two are isomorphic. For the final statement, observe that for each v ∈ E 0 , we have
Thus {T (e,µ) , Q µ } is a Cuntz-Krieger E(n) family if and only if (s, p) is a Cuntz-Krieger E-family.
Next, we describe the homomorphisms T C * (E(n)) ֒→ T C * (E(mn)) and C * (E(n)) ֒→ C * (E(mn)) of Kribs-Solel in terms of the isomorphisms of Lemma 3.5.
Proposition 3.6. Let E be a row-finite directed graph with no sources. Take integers m, n ≥ 1. There is an injective homomorphism i n,mn : T (E, n) → T (E, mn) such that i n,mn (t n,e ) = t mn,e , i n,mn (q n,v ) = q mn,v , and i n,mn (θ n,µ ) =
Moreover i n,mn descends to an injection of C * (E, n) into C * (E, mn).
Proof. For e ∈ E 1 , v ∈ E 0 and µ ∈ E <n , define T e := t mn,e , Q v := q mn,v and Θ µ = ν∈E <mn ,[ν]n=µ θ mn,ν . Straightforward calculations show that (T, Q, Θ) is a Toeplitz nrepresentation of E, so the universal property of T (E, n) gives a homomorphism i n,mn satisfying the desired formulas. Let π n : T (E, n) → T C * (E(n)) and π mn : T (E, mn) → T C * (E(mn)) be as in Lemma 3.5. For µ ∈ E(n) 0 , we have
Theorem 4.1 of [9] implies that each term on the right hand side of the preceding displayed equation is nonzero, and then also that π mn • i n,mn • π −1 n is injective. Hence i n,mn is also injective.
For the final statement, observe that i n,mn clearly preserves the Cuntz-Krieger relation, so it descends to a homomorphismĩ n,mn :
, a routine application of the gauge-invariant uniqueness theorem [3, Theorem 2.1] shows thatĩ n,mn is injective.
Using the homomorphisms of the preceding proposition, we can form the direct limits lim − → T (E, n k ) and lim − → C * (E, n k ). We write i n k ,n l : T (E, n k ) → T (E, n l ) for the connecting homomorphism with k < l, and we write i n k ,∞ : T (E, n k ) → lim − → T (E, n k ) for the canonical inclusion. We will also use these same symbols to denote the corresponding maps in the direct system associated to the C * (E, n k ). Fix a directed graph E. For m, n ∈ N\{0} such that m | n, we define p n,m :
For a sequence (n k ) ∞ k=1 as above and a directed graph E, given k ∈ N and µ ∈ E <n k , we write Z(µ, k) for the cylinder set {(ν i )
Observe that the Z(µ, k) are the canonical basis of compact open sets for the projective limit space regarded as a subspace of the infinite product
Definition 3.7. Let E be a row-finite directed graph with no sources, and suppose that ω = (n k ) ∞ k=1 is a sequence of nonzero natural numbers such that n k | n k+1 for all k. A Toeplitz ω-representation of E is a triple (T, Q, ψ) consisting of a Toeplitz-Cuntz-Krieger E-family in a C * -algebra B, and a homomorphism ψ :
0 , and
for all e ∈ E 1 , k ∈ N and µ ∈ E <n k . If the pair (T, Q) is a Cuntz-Krieger family, then we call (T, Q, ψ) a Cuntz-Krieger ω-representation, or just an ω-representation of E.
We show that the universal C * -algebra generated by an ω-representation coincides with Kribs and Solel's algebra lim − → C * (E(n k )). We first need a multiplication formula analogous to that of Lemma 3.4. To lighten notation a bit, given a homomorphism
we will write ψ (µ,k) for the image ψ(χ Z(µ,k) ) of the characteristic function of the cylinder set of (µ, k), which is a projection in B.
Lemma 3.8. Let E be a row-finite directed graph with no sources, and let ω = (n k ) ∞ k=1 be a sequence of nonzero natural numbers such that n k | n k+1 for all k. Let (T, Q, ψ) be a Toeplitz ω-representation of E. For α, β, γ, δ ∈ E * , k ≥ 1 and µ, ν ∈ E <n k , we have
Proof. The first statement follows from the observation that each (T, Q, ψ (·,k) ) is a Toeplitz n k -representation, and Lemma 3.4. For the second statement, first observe that the set on the right-hand side contains each
. It is clearly closed under adjoints. So it suffices to show that it is closed under multiplication. To see this, we consider a product
Suppose that k ≥ l (the case where k < l will follow by taking adjoints). Then Z(ν, l) = λ∈E <n k ,[λ]n l =ν Z(λ, k), and so we have
and this belongs to span{T α ψ (µ,k) T *
Theorem 3.9. Let E be a row-finite directed graph with no sources, and let ω = (n k ) ∞ k=1 be a sequence of nonzero natural numbers such that n k | n k+1 for all k. There is a Toeplitz
for all e ∈ E 1 , all v ∈ E 0 , and all k ∈ N and µ ∈ E <n k . This Toeplitz ω-representation is universal in the sense that if (T, Q, ψ) is a Toeplitz ω-representation of E in a C * -algebra B, then there is a homomorphism ϕ T,Q,ψ : lim
Proof. We assume without loss of generality that n 1 = 1. The collection (t n 1 , q n 1 ) is a Toeplitz-Cuntz-Krieger E-family and since i n 1 ,∞ is a homomorphism, it follows that t e := i n 1 ,∞ (t n 1 ,e ) and
and similarly ϕ n k+1
The universal property of lim − → T (E, n k ) now gives a homomorphism ϕ T,Q,ψ making the diagram
commute, and this homomorphism has the desired properties.
Given E and ω as in Theorem 3.9, we write T (E, ω) for the universal C * -algebra generated by a Toeplitz ω-representation of E. Since the universal C * -algebra for a given set of generators and relations is unique up to canonical isomorphism, we can and will identify T (E, ω) with lim − → T (E(n k )) via the homomorphism of Theorem 3.9. The following theorem follows from the same argument as Theorem 3.9.
Theorem 3.10. Let E be a row-finite directed graph with no sources, and let ω = (n k )
be a sequence of nonzero natural numbers such that n k | n k+1 for all k. There is an
for all e ∈ E 1 , all v ∈ E 0 , and all k ∈ N and µ ∈ E <n k . This ω-representation is universal in the sense that if (S, P, ψ) is an ω-representation of E in a C * -algebra B, then there is a homomorphism ϕ S,P,ψ : lim
We write C * (E, ω) for the universal C * -algebra generated by an ω-representation of E, and we identify it with lim − → C * (E(n)) via the homomorphism of the preceding theorem. Kribs and Solel call lim − → C * (E, n k ) a generalised Bunce-Deddens algebra. Since the Bunce-Deddens algebra B ω is completely determined by the supernatural number ω, we expect C * (E, ω) to depend only on E and the supernatural number associated to ω. We give an elementary proof that this is the case using the presentation given in Theorem 3.10. For this, recall that for sequences ω = (n k ) ∞ k=1 with n k | n k+1 for all k, and
Proposition 3.11. Let E be a row-finite directed graph with no sources. Let ω = (n k )
and ω ′ = (m j ) ∞ j=1 be sequences of nonzero natural numbers such that n k | n k+1 for all k and m j | m j+1 for all j. If ω | ω ′ , then there is an injective homomorphism ϕ ω,ω ′ :
Moreover, ϕ ω,ω ′ descends to a homomorphismφ ω,ω ′ :
Hence the universal property of lim − → T (E, n k ) gives a homomorphism ϕ that satisfies (3.3). The relation i m ′ ,m ′′ • i m,m ′ = i m,m ′′ ensures that this does not depend on the choice of the sequence j(k).
That ϕ descends to a homomorphismφ : lim
follows from essentially the argument of the preceding paragraph, where we use the universal property of lim
By the preceding paragraph there is a homomorphism γ :
for all j, and this γ descends toγ :
, so the two are isomorphisms.
Finally, we haveφ
, and likewise forγ •φ.
Uniqueness theorems
In this section we prove uniqueness theorems for T (E, ω) and C * (E, ω). Interestingly, the dynamics of E acting on lim ← − E <n k is free enough that no gauge-invariance hypothesis or aperiodicity hypothesis are needed in the uniqueness theorem for C * (E, ω) provided that n k → ∞.
We remark that one could obtain these results using Katsura's uniqueness theorems for C * -algebras associated to topological graphs together with Kribs and Solel's realisation of C * (E, ω) as a topological-graph C * -algebra [15, Theorem 6.3] . But this would require burrowing into the proofs of their results for the details of the isomorphism of [15, Theorem 6.3] . And in any case, we think that the direct argument gives complementary insight. We will use our uniqueness theorems in Section 5 to improve upon Kribs and Solel's simplicity results [15, Section 9] .
Our first uniqueness theorem is for T (E, ω), and follows relatively easily from Fowler and Raeburn's uniqueness theorem [9, Theorem 4.1] for Toeplitz algebras of Hilbert bimodules.
Proposition 4.1. Let E be a row-finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Let (T, Q, ψ) be an ω-representation of E in a C * -algebra A. Then the induced homomorphism π T,Q,ψ : T (E, ω) → A is injective if and only if
Theorem 4.1 of [9] shows that ϕ T,Q,ψ
is injective for each k, the result follows.
We now state our main uniqueness result, which characterises the injective homomorphisms of C * (E, ω).
Theorem 4.2. Let E be a row-finite directed graph with no sources, and take a sequence
To prove Theorem 3.2, we need a series of preliminary results. We first show that there is a gauge action γ for C * (E, ω). We then consider the fixed-point algebra
and show that ϕ S,P,ψ is isometric on C * (E, ω) γ .
Proposition 4.3. Let E be a row-finite directed graph with no sources, and take a sequence
z for all k and all z. It then follows from the universal property of the direct limit that γ n k determine the desired action γ.
Using the action of Proposition 4.3 we obtain a faithful conditional expectation Φ :
Lemma 4.4. Let E be a row-finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. With the notation just discussed, we have
for all µ, ν ∈ E * and f ∈ C 0 (lim ← − E <n k ), and
Proof. For (4.2), we calculate
as required. The inclusions ⊇ in (4.3) is immediate from the definition of γ. For the reverse inclusion, observe that since Φ is continuous and linear, the final statement of Lemma 3.8 gives
So the containment ⊆ in (4.3) follows from (4.2).
We now show that C * (E, ω) γ is an AF algebra. We will use this to characterise the homomorphisms of C * (E, ω) that are injective on C * (E, ω) γ . Given a countable set X, we write K X for the unique C * -algebra generated by nonzero elements {θ x,y : x, y ∈ X} such that θ * x,y = θ y,x and θ x,y θ w,z = δ y,w θ x,z . This K X is canonically isomorphic to K(ℓ 2 (X)), so is AF.
Lemma 4.5. Let E be a row-finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. For k ≥ 1 and p ≥ 0, define
and for α ∈ E <n , let
, and F k,p ⊆ F l,q whenever k ≤ l and p ≤ q.
Proof. To obtain the desired isomorphism F k,p (α) ∼ = K E * r(α) , it suffices to show that the elements Θ µ,ν := s µ ρ (α,k) s * ν where µ, ν ∈ E * r(α) satisfy Θ * µ,ν = Θ ν,µ , and Θ µ,ν Θ η,ζ = δ ν,η Θ µ,ζ . The first relation is trivial, and the second follows immediately from the CuntzKrieger relations s * ν s η = δ ν,η p s(ν) and that p s(ν) = p r(α) ≥ ρ (α,k) . For distinct α, β ∈ E <k and spanning elements
For the last assertion, fix k ≤ l and p ≤ q, and take a spanning element s µ ρ (α,k) s * ν ∈ F k,p . Using the Cuntz-Krieger relation and Lemma 3.8 we have
, and so
It follows from the preceding Lemma that C * (E, ω) γ is AF-we have presented an explicit decomposition as an increasing union over the directed set N × N of direct sums of algebras of compact operators. In particular, we obtain the desired characterisation of the homomorphisms that are injective in this subalgebra of C * (E, ω).
Lemma 4.6. Let E be a row-finite directed graph with no sources, and take a sequence
is simple, it follows that ϕ S,P,ψ is injective on each F p,k (α). It is therefore also injective, and hence isometric, on each
. It follows that ϕ S,P,ψ is isometric on p,k F p,k , which is dense in C * (E, ω), giving the result.
Proof of Theorem 4.2. We first show that it suffices to prove that (4.4) ϕ S,P,ψ (Φ(a)) ≤ ϕ S,P,ψ (a) for all a ∈ C * (E, ω).
For if so, then the following standard argument (see, for example, [5, 16] amongst many others) completes the proof:
=⇒ a * a = 0 because Φ is a faithful expectation =⇒ a = 0, so ϕ S,P,ψ is injective. So we must establish (4.4). By continuity, it suffices to prove it for a finite linear
. Following an argument that goes back to [5] , we aim to find a projection Q such that (4.5)
Qϕ S,P,ψ (Φ(a))Q = ϕ S,P,ψ (Φ(a)) , and (4.6)
Putting N := max{|µ i |, |ν i | : i ≤ m}, we can combine Lemma 3.2(2) with the CuntzKrieger relation to rewrite each
So we may further assume without loss of generality that there exists p ∈ N such that each |µ i | = p and each |ν i | ≤ 2p. Since the n k → ∞, we can choose k ≥ max i k i such that n k > 2p, and we can then rewrite each
Let I := {i ≤ m : |ν i | = p and α i = β}, and let G := {µ i , ν i : i ∈ I}. Put
We claim that Q is a projection satisfying (4.5) and (4.6). For (4.5), fix i ≤ m such that |ν i | = p. Using Lemma 3.2(1) at the third step, and that S β S * β ≥ ψ (β,k) at the final step, we calculate:
To establish (4.6), take i ≤ m such that i ∈ I, so that either |ν i | = p or α i = β, and calculate
We must show that this is zero. This is automatic if α i = β, so we suppose that α i = β, and hence |ν i | = p. Using Lemma 3.2, we see that
and |ζ| ≡ |β| + p (mod n k ), and we deduce that QS µ i ψ (α i ,k) S * ν i Q = 0. This establishes that Q satisfies (4.6).
We can now finish off:
and so ϕ S,P,ψ is injective as claimed.
Simplicity
In [15, Section 9], Kribs and Solel provide a sufficient condition for lim − → C * (E, ω) to be simple. In this section, we consider finite strongly connected graphs, and we employ Perron-Frobenius theory to improve upon Kribs and Solel's result to obtain a necessary and sufficient condition for simplicity of C * (E, ω) provided that the terms n k in ω diverge to infinity. Of course, if the n k do not go to infinity, then they are eventually constant, say n k = N for large k, and then C * (E, ω) ∼ = C * (E(N)), and so simplicity of C * (E, ω) is characterised by the results of [3, Proposition 5.1].
For the results in this section and the next, we need to recall some facts from PerronFrobenius theory for finite strongly connected graphs. Recall (for example from [17, Section 6] with k = 1) that the period P E of a strongly connected directed graph E is given by P E = gcd{|µ| : µ ∈ E * , r(µ) = s(µ)}. The group P E Z is then equal to the subgroup generated by {|µ| : µ ∈ vE * v} for any vertex v of E, and so is equal to {|µ| − |ν| : µ, ν ∈ vE * v} for any v.
Proposition 5.1. Suppose E is a strongly connected finite graph with no sources and take n ∈ N. The graph E(n) is strongly connected if and only if gcd(P E , n) = 1.
Before proving this proposition, we introduce an equivalence relation on E 0 that we use to study the connected components of E(n).
Lemma 5.2. Let E be a strongly connected finite graph with no sources, and take n ∈ N. There is a map C n :
There is an equivalence relation ∼ n on E 0 such that v ∼ n w if and only if C n (v, w) = 0.
Proof. Fix v, w ∈ E 0 and µ, ν ∈ vE * w. Since E is strongly connected, there is a path λ ∈ wE * v, and then µλ, νλ ∈ vE * v. Hence |µ| − |ν| = |µλ| − |νλ| ∈ P E Z ⊆ gcd(P E , n)Z. So there is a well-defined function C n : {(v, w) ∈ E 0 ×E 0 : vE * w = ∅} → Z/ gcd(P E , n)Z such that C n (r(λ), s(λ)) = |λ| + gcd(P E , n)Z for all λ. Since E is strongly connected, the domain of C n is all of E 0 × E 0 as claimed.
Define a relation ∼ n on E 0 by v ∼ n w if C n (v, w) = 0. We show that ∼ n is an equivalence relation. We clearly have C n (v, v) = 0 for all v, so ∼ n is reflexive. To see that it is symmetric, suppose that C n (v, w) = 0. Then there exists λ ∈ vE * w with |λ| ∈ gcd(P E , n)Z. Since E is strongly connected, there exists µ ∈ wE * v, and then λµ ∈ vE * v. Hence |λµ| ∈ P E Z. Now |µ| = |λµ| − |λ| ∈ P E Z ⊆ gcd(P E , n)Z, and so C n (w, v) = 0 as well. Finally, for transitivity, suppose that C n (u, v) = 0 and C n (v, w) = 0. Then there exist µ ∈ uE * v and ν ∈ vE * w with |µ|, |ν| ∈ gcd(P E , n)Z. So µν ∈ uE * w satisfies |µν| = |µ| + |ν| ∈ gcd(P E , n)Z, and hence C n (u, w) = 0 too.
Recall that for λ = λ 1 . . . λ l ∈ E * and µ ∈ E <n with s(λ) = r(µ), we write (λ, µ) for the corresponding path (
We write ≈ E for the smallest equivalence relation on E 0 such that r(e) ≈ E s(e) for all e ∈ E 1 . We call the equivalence classes of ≈ E the connected components of E.
Lemma 5.3. Let E be a strongly connected finite directed graph with no sources and let P E be the period of E. For n ∈ N, the connected components of E(n) are the sets E(n)
Proof. We must show that for µ, ν ∈ E(n) 0 , we have s(µ) ∼ n s(ν) if and only if µ ≈ E(n) ν. To to this, first observe that for any µ ∈ E(n) 0 , we have (µ, s(µ)) ∈ µE(n) * s(µ), and so µ ≈ E(n) ν if and only if s(µ) ≈ E(n) s(ν). So it suffices to show that for v, w ∈ E 0 , we have v ∼ n w if and only if v ≈ E(n) w.
First suppose that v ∼ n w. Fix λ ∈ vE * w. Since v ∼ n w, we have |λ| + gcd(P E , n)Z = C n (v, w) = 0, so |λ| ∈ gcd(P E , n)Z. Choose k such that kP E ≡ gcd(P E , n) (mod n). Since E is strongly connected, we have P E Z = {|µ| − |ν| : µ, ν ∈ wE * w}. So there are cycles µ, ν ∈ wE * w such that |µ| − |ν| = P E . In particular, |µν n−1 | = |µ| − |ν| + |ν n | = P E + n|ν| ≡ P E (mod n). Hence β := (µν n−1 ) k ∈ wE * w satisfies |β| ≡ kP E (mod n) ≡ gcd(P E , n) (mod n). Choose q ∈ N such that qn ≥ |λ|. Since |λ| is divisible by n, the number l := qn−|λ| gcd(P E ,n)
is an integer. Now |λβ l | ∈ vE jn w for some j. So (2.1) shows that v ≈ E(n) w as required.
For the reverse direction, suppose that v, w ∈ E 0 satisfy v ≈ E(n) w, say (λ, w) ∈ vE(n) * w. By (2.1) we have λ ∈ vE jn w for some j. In particular, C(v, w) = |λ| + gcd(P E , n)Z = 0 + gcd(P E , n)Z and so v ∼ n w.
Proof of Proposition 5.1. First suppose that gcd(P E , n) = 1. Then [10, Theorem 13.5.9] shows that A n E is irreducible. For each µ ∈ E <n there exist v, w ∈ E 0 such that vE(n) * µ = ∅ and µE(n) * w = ∅. So it suffices to show that each vE(n) * w = ∅. Since A n E is irreducible, we have vE jn w = ∅ for some j, and then vE(n) * w = ∅ by (2.1). Now suppose that gcd(P E , n) = 1. Then the relation ∼ n of Lemma 5.2 has at least two equivalence classes, and Lemma 5.3 implies that E(n) has at least two connected components, so it is certainly not strongly connected.
Given a sequence ω = (n k ) ∞ k=1 of natural numbers with n k | n k+1 for all k, and given p ∈ N, the sequence gcd(p, n k ) is nondecreasing and bounded above by p, so it is eventually constant. We write gcd(p, ω) for its limit.
Lemma 5.4. Let E be a strongly connected finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Fix k such that gcd(P E , n k ) = gcd(P E , ω). For each equivalence class Λ ∈ E 0 /∼ n k , let
Then the Q k,Λ are nonzero mutually orthogonal projections, and
The images P k,Λ of the Q k,Λ in the quotient C * (E, ω) are also nonzero.
Proof. For l such that gcd(P E , n l ) = gcd(P E , ω) and for Λ ∈ E 0 /∼ n l , we put
The Θ l,Λ are mutually orthogonal by Lemma 5.3, and nonzero because the generators of T (E, n l ) ∼ = T C * (E(n l )) are all nonzero. Fix l such that gcd(P E , n l ) = gcd(P E , ω). We first claim that for α ∈ E <n l and µ, ν ∈ E * r(α), we have
, s(α)) = 0, and so s(r n l (µ, α)) ∈ Λ. Similarly, s(r n l (ν, α)) ∈ Λ. Recall the isomorphism π n l of Lemma 3.5. Let (t, q) be the universal Toeplitz-Cuntz-Krieger family in T C * (E(n l )). We have
(ν,α) ) = t n l ,µ θ n l ,α t * n l ,ν , and since the Θ n l ,Λ are mutually orthogonal, the claim follows.
We now show that each i n l ,n l+1 (Θ l,Λ ) = Θ l+1,λ . We calculate:
The preceding two paragraphs show that every element of the spanning family for T (E, ω) described in the final statement of Lemma 3.8 belongs to Q k,Λ T (E, ω)Q k,Λ for some Λ, giving the desired direct-sum decomposition. To see that the images P k,Λ of the Q k,Λ in C * (E, ω) are nonzero, just observe that for each Λ, and any v ∈ Λ, we have
, which is nonzero since all the generators of C * (E(n k )) are nonzero. Since the inclusions C * (E, n k ) → C * (E, n k+1 ) in the direct-limit decomposition of C * (E, ω) are injective, the result follows.
Corollary 5.5. Let E be a strongly connected finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Suppose that n k → ∞ as k → ∞. Then C * (E, ω) is simple if and only if gcd(P E , ω) = 1.
Proof. First suppose that C * (E, ω) is simple. Fix k with gcd(P E , n k ) = gcd(P E , ω). Lemma 5.4 shows that C * (E, ω), being a quotient of T (E, ω) is a direct sum C * (E, ω) = Λ∈E 0 /∼n k P k,Λ C * (E, ω)P k,Λ and that each summand is nonzero. Since C * (E, ω) is simple, there can be only one summand, and so v ∼ n k w for all v, w. Lemma 5.2 shows that ∼ n k has gcd(P E , n k ) equivalence classes, and we deduce that gcd(P E , ω) = gcd(P E , n k ) = 1. Now suppose that gcd(P E , ω) = 1. Suppose that κ : C * (E, ω) → B is a nonzero homomorphism, and fix k ∈ N. Since µ∈E <n k ρ (µ,k) = 1 C * (E,ω) we have κ(ρ (µ,k) ) = 0 for some k. Choose ν ∈ E <n k . Proposition 5.1 implies that E(n k ) is strongly connected, so there exists (λ, µ) ∈ νE(n k ) * µ. Using the isomorphismπ n k : C * (E, n k ) ∼ = C * (E(n k )), we see that ,(λ,µ) ) belongs to the ideal generated by p n l ,ν . Since κ(ρ (µ,k) ) = 0, it follows that each κ(ρ (ν,k) ) = 0. So κ is injective by Theorem 4.2.
KMS states
In this section we study the KMS states for the gauge action on T (E, ω). Throughout this section, if X is a compact topological space, then M + 1 (X) denotes the Choquet simplex of Borel probability measures on X.
Recall that a directed graph E is primitive if there exists n such that vE n w = ∅ for all v, w ∈ E 0 , and if E is primitive, then P E = 1. We write A E for the adjacency matrix A E (v, w) = |vE 1 w| of E, and ρ(A E ) for its spectral radius. The following theorem, whose proof will occupy most of the section, is our cleanest statement about KMS states; but see also Theorem 6.16 and Proposition 6.17.
Theorem 6.1. Let E be a finite primitive directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Let α : R → Aut T (E, ω) be given by α t = γ e it . For β > ln ρ(A E ) there is an affine isomorphism (described in Corollary 6.15) of M
There is a unique KMS ln ρ(A E ) -state of T (E, ω) (described in equation (6.10)), and this is the only KMS state that factors through C * (E, ω).
Given the results of [12] , it may seem strange that we require primitivity rather than strong connectedness in Theorem 6.1. In fact, we can do a little better than primitivity (see Theorem 6.16) , but the same result shows that strong connectedness does not suffice to obtain a unique KMS state on C * (E, ω).
6.1.
A transformation on finite signed Borel measures. Let E be a finite directed graph with no sources, and ω = (n k ) ∞ k=1 a sequence of positive integers such that n k | n k+1 for all k. We consider the Banach space M(lim ← − E <n k ) of finite signed measures on the spectrum lim ← − E <n k of the commutative subalgebra of C * (E, ω) described in Section 3. We show that the vertex adjacency matrices A E(n k ) induce a bounded linear transformation
We use Perron-Frobenius theory to show that A ω = ρ(A E ), and that it always admits a positive eigenmeasure. We provide a condition under which this eigenmeasure is unique up to scalar multiples.
For
is linear and the (M(E <n k ), p * n k+1 ,n k ) form a projective sequence of Banach spaces, giving a Fréchet space lim
We can also form the Banach space M(lim ← − E <n k ). The following lemma describes an injective (but typically not surjective) linear map from the latter into the former; the result must be standard, but it is also easy enough to give a quick proof. Lemma 6.2. Let E be a finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. There is a continuous injective linear map
is linear, and we have
for all k. So the universal property of lim
k for all k, and inductively define m k ∈ M(E <n k ) by
does not belong to the range of ι ω . In what follows, if m ∈ M(lim ← − E <n k ), we will frequently write m n k for ι ω (m) k ∈ M(E <n k ). We also regard the adjacency matrix A E(n k ) as a linear transformation of the finite-dimensional vector space
Lemma 6.4. Let E be a finite directed graph with no sources, and take a sequence ω = (n k )
Proof. We write {δ µ,k : µ ∈ E <n k } for the basis of Dirac measures on E <n k . We have
Now (6.1) follows from linearity.
To prove (6.2), first consider µ ∈ E <n k−1 \ E 0 . We have
Now consider µ = v ∈ E 0 . We have
Proposition 6.5. Let E be a finite directed graph with no sources, and take a sequence
By Lemma 6.4, we have p * n k ,n k−1
For calculations later, we will want to understand the transformation A ω in terms of the measures of cylinder sets. Lemma 6.6. Let E be a finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. For m ∈ M(lim ← − E <n k ), k ∈ N and µ ∈ E <n k , the transformation A ω of Proposition 6.5 satisfies
, the result follows from Lemma 6.4.
We now show that A ω admits a positive eigenmeasure and also that the norm of A ω , as an operator on the Banach space M(lim ← − E <n k ) is ρ(A E ). Recall that the unimodular Perron-Frobenius eigenvector of an irreducible nonnegative matrix A is its unique positive eigenvector with unit 1-norm.
Proposition 6.7. Let E be a finite strongly connected directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Let x E be the unimodular Perron-Frobenius eigenvector of A E . The transformation A ω of Proposition 6.5 admits a positive eigenmeasure m such that
for all µ ∈ E <n k , and the corresponding eigenvalue is ρ(A E ), and is equal to the operator norm of A ω as a transformation of
Now [4, Theorem 2.2] implies that there is a positive measure m on lim ← − E <n k satisfying (6.3) .
To see that m is an eigenmeasure for A ω with eigenvalue ρ(A E ), observe that for
and for v ∈ E 0 , we have
So m is an eigenmeasure for A ω with corresponding eigenvalue ρ(A E ). It follows immediately that A ω ≥ ρ(A E ). For the reverse inequality, take m ∈ M(lim ← − E <n k ) and consider its Jordan decomposition m = m + − m − . Since A ω is linear, we have 
We now show that if E is strongly connected and gcd(P E , ω) = 1, then the measure m of the preceding proposition is the only positive probability measure that is an eigenmeasure for the transformation A ω .
Lemma 6.8. Let E be a finite strongly connected directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Suppose that gcd(P E , ω) = 1. Then every gcd(P E , n k ) = 1. Let m be the measure of Proposition 6.7. Then
<n k is the unimodular Perron-Frobenius eigenvector of A n k , and (2) the measure m is, up to scalar multiples, the only positive eigenmeasure for A ω .
Proof. Since each n k | n k+1 for all k, the sequence gcd(P E , n k ) is increasing. Since its limit is 1, its terms are all equal to 1.
(1) The matrix A n l is irreducible by Proposition 5.1. Hence A n k m n k = ρ(A E )m n k implies that ρ(A E ) = ρ(A E(n k ) ) by the backward implication in the last assertion of [23, Theorem 1.6] . Now [23, Theorem 1.
Lemma 6.9. Let E be a finite strongly connected directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Suppose that gcd(P E , ω) = 1. Suppose that s > 0 and m ∈ M + (lim
Proof. Since A ω m ≤ sm, we have A E m 1 ≤ sm 1 , and since A E is irreducible, the subinvariance theorem [23, Theorem 1.6] implies that s ≥ ρ(A E ).
Suppose that s = ρ(A E ). Each A n k is irreducible by Proposition 5.1, so the forward implication of the last assertion of [23, Theorem 1.6] 
Now suppose that A ω m = sm. Then part (2) of Lemma 6.8 gives s = ρ(A E ).
6.2. Characterising KMS states. We characterise the KMS β -states for the gauge action on T (E, ω) in terms of their values at spanning elements t µ π (α,k) t * ν . We describe a subinvariance condition on the measure m φ on lim ← − E <n k induced by a KMS state φ. We also show that a KMS state factors through C * (E, ω) if and only if this subinvariance condition is invariance. Our approach follows the general program of [18] , but is by now quite streamlined. Theorem 6.10. Let E be a finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Let α : R → Aut T (E, ω) be given by α t = γ e it . Let β ∈ R.
(1) A state φ of T (E, ω) is a KMS β state for α if and only if
for all k ∈ N, all τ ∈ E <n k and all µ, ν ∈ E * r(τ ). (2) Suppose that φ is a KMS β state for (T (E, ω), α), and let m φ be the measure on
Then m φ is a probability measure and satisfies the subinvariance relation
Proof.
(1) Suppose that φ is KMS. Then φ is α-invariant-by [2, Proposition 5.33] if β = 0, or by definition if β = 0-and so also γ-invariant, and then
which is zero if |µ| = |ν|. If |µ| = |ν|, then the KMS condition gives ,k) ). Now suppose that φ satisfies (6.4) . Then the argument of [12, Proposition 2.1(a)] shows that φ is KMS.
(2) We have m φ ≥ 0 because φ is a state. To see that m φ is a probability measure, just observe that φ restricts to a state of π(C 0 (lim ← − E <n )), and so m φ is a probability measure by the Riesz representation theorem. To see that it satisfies the subinvariance condition, we calculate:
by Lemma 6.6. Hence each Since each term in the last sum is nonnegative, φ q v − e∈vE 1 t e t * 0 = 0 for each v if and only if φ q r(µ) − e∈r(µ)E 1 t e t * e π (µ,k) = 0 for all µ ∈ E <n k . By (6.5) we have
and the result follows.
6.3. Constructing KMS states at large inverse temperatures. In this section, for each measure m satisfying the subinvariance relation of Theorem 6.10(2) we construct a KMS state of T (E, ω) that induces m. We also show that positive subinvariant measures m are in bijection with positive Borel probability measures on lim
. It is not hard to check using a sequential argument that x → (r n i (λ,
So for a finite graph E and each λ ∈ E * , there is a map
Proposition 6.11. Let E be a row-finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. There is a representation ς :
and such that for µ ∈ E <n k , we have ς(
Proof. We aim to invoke the universal property of T (E, ω). It is routine to check that the formulas given for ς(t e ) and ς(q v ) define a Toeplitz-Cuntz-Krieger E-family
. Likewise, for each k, the formula given for the ς(π (µ,k) ) determines mutually orthogonal projections indexed by µ ∈ E <n k and satisfying ς(π (µ,k) ) = ν∈E <n k+1 ,[ν]n k =µ ς(π (ν,k+1) ), so they determine a homomorphismς :
. We show that (T, Q,ς) is a Toeplitz ω-representation of E. Take e ∈ E 1 and µ ∈ E <n k and suppose that µ = eµ
e . Now let v = r(e), and observe that
Again, if λ = eλ ′ , then both expressions are zero, so we suppose that λ = eλ ′ . We have α λ (χ Z(v,k) )(x) = 1 if and only if r(λ) = v and |λx i | ∈ E n i N for large i. Also,
Finally, suppose that µ = eµ ′ and µ = r(e). We immediately see that T * eς (µ,k) = 0 if µ ∈ E 0 \ r(e). If µ ∈ E 0 , then µ 1 = e, so thatς (µ,k) is the projection onto a subspace of span{h λ,x : (λx i ) 1 = µ 1 for large i}, which is orthogonal to the projection T e T * e onto span{h λ,x : λ 1 = e}.
We have now established that (T, Q,ς) is an ω-representation, and so the universal property of T (E, ω) gives the desired homomorphism ς.
The following technical result will help in our construction of KMS states.
Lemma 6.12. Let E be a strongly connected finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Take β > ln ρ(A E ). The series
Proof. Proposition 6.7 gives A ω = ρ(A E ). Since β > ln ρ(A E ), we have e −β A ω < 1, and so
Now take τ ∈ E <n k . Using Lemma 6.6 at the second equality, we calculate
We can now construct a KMS state for each measure that satisfies the subinvariance relation in Theorem 6.10(2). Proposition 6.13. Let E be a strongly connected finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Take β > ln ρ(A E ). Suppose that m ∈ M This φ m is positive because f a * a is positive-valued. We check that φ m is a state. We use Lemma 6.12 at the penultimate equality to calculate
which is (6.6). Putting µ = r(τ ) gives φ m (π (τ,k) ) = m(Z(τ, k)), and so φ m also satisfies (6.4), and is therefore KMS by Theorem 6.10(1).
Theorem 6.14. Let E be a strongly connected finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Let α : R → Aut(T (E, ω)) be given by α t = γ e it . Take β > ln ρ(A E ).
(1) Take ε ∈ M + (lim ← − E <n k ). For each x ∈ lim ← − E <n k , the series µ∈E * r(x) e −β|µ| converges; we write y(x) for its limit. We have (1 − e −β A ω ) −1 ε ∈ M (2) Suppose that ε ∈ M + (lim ← − E <n k ) satisfies lim ← − E <n k y(x) dε(x) = 1, and define m := (1 − e −β A ω ) −1 ε. There is a KMS β state φ ε of (T (E, ω), α) such that (6.9) φ ε (t µ π (τ,k) t * ν ) = δ µ,ν e −β|µ| m(Z(τ, k)). Now Proposition 6.13 gives a KMS β state φ ε satisfying (6.9). (3) We claim that every KMS β state φ has the form φ ε . Fix a KMS β state φ, and let m φ be the measure such that m φ (Z(µ, k)) = φ(π (µ,k) ). By part (2), m φ is a subinvariant probability measure. Let ε := (1−e −β A ω ) −1 m φ . Then m φ = (1−e −β A ω )ε by construction, and comparing (6.9) with (6.4) shows that φ = φ ε .
The formula (6.9) also shows that the map F : ε → φ ε is injective and weak * -continuous from Ω β to the state space of T (E, ω). We have just seen that it is surjective onto the KMS β simplex, which is compact since C * (E, ω) is unital. Hence F is a homeomorphism of Ω β onto the KMS β simplex. The formula (6.7) shows that F is affine, and the formula for the inverse follows from our proof of surjectivity in the preceding paragraph.
Corollary 6.15. Let E be a strongly connected finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Let α : R → Aut(T (E, ω)) be given by α t = γ e it . Take β > ln ρ(A E ). Let y be as in part (1) of Theorem 6.14. The map m → φ y −1 m is an affine isomorphism of M + 1 (lim ← − E <n k ) onto the KMS β -simplex of (T (E, ω), α).
Proof. Since y takes strictly positive values and is bounded, the map m → y −1 m is an affine isomorphism of M + 1 (lim ← − E <n k ) onto Ω β , so the result follows from Theorem 6.14(3).
6.4. KMS states at the critical temperature. We show that there is a unique KMS state at the critical temperature ln ρ(A E ) under the additional hypothesis that E is strongly connected and that gcd(P E , ω) = 1. Parts (2) and (3) of the following result complete the description of KMS states on T (E, ω) when E is strongly connected and gcd(P E , ω) = 1.
Theorem 6.16. Let E be a strongly connected finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k. Suppose that gcd(P E , ω) = 1. Let α : R → Aut(T (E, ω)) be given by α t = γ e it . Let x E be the unimodular Perron-Frobenius eigenvector of A E .
(1) There is a unique KMS ln ρ(A E ) state φ for (T (E, ω), α). This state satisfies (6.10) φ(t µ π (τ,k) t * ν ) = δ µ,ν ρ(A E ) −|µ|−|τ | x E s(τ ) , and factors through a KMS ln ρ(A E ) state φ of (C * (E, ω), α).
(2) The state φ is the only KMS state of (C * (E, ω), α). (3) If β < ln ρ(A E ), then (T (E, ω), α) has no KMS β -states.
Proof. (1) We first prove the existence of a KMS ln ρ(A E ) state, using the following standard argument. Choose a decreasing sequence β i → ln ρ(A E ). For each i, Corollary 6.15 shows that there is a KMS β i state φ i of (T (E, ω), α). Since the state-space of T (E, ω) is compact, we can pass to a subsequence of the φ i that converges weak * to φ, say. Continuity ensures that φ satisfies the KMS ln ρ(A E ) condition.
To establish uniqueness, suppose that ψ is a KMS ln ρ(A E ) state. Then Theorem 6.10(2) gives A ω m ψ ≤ ρ(A E )m ψ . The forward implication in the last assertion of Lemma 6.9 gives A ω m ψ = ρ(A E )m ψ . Now Lemma 6.8 (2) shows that m ψ satisfies (6.3). Hence ψ satisfies (6.10).
(2) Suppose that ψ is a KMS β state of (C * (E, ω), α). Let q : T (E, ω) → C * (E, ω) be the quotient map. Theorem 6.10(3) implies that A ω m ψ•q = e β m ψ•q . So the backward implication in the final assertion of Lemma 6.9 implies that e β = ρ(A E ). Now the uniqueness in part (1) implies that ψ • q = φ = φ • q, and so ψ = φ.
(3) Suppose that φ is a KMS β state of (T (E, ω), α). Then Theorem 6.10(2) implies that A ω m φ ≤ e β m φ , and then Lemma 6.9 gives e β ≥ ρ(A E ) and hence β ≥ ln ρ(A E ).
The following Proposition makes it clear why we must impose the hypothesis that gcd(P E , ω) = 1 to obtain the uniqueness statements in Theorem 6.16. Proposition 6.17. Let E be a strongly connected finite directed graph with no sources, and take a sequence ω = (n k ) ∞ k=1 of nonzero positive integers such that n k | n k+1 for all k and n k → ∞. Suppose that gcd(P E , ω) = 1. Let α : R → Aut(T (E, ω)) be given by α t = γ e it . The following are equivalent (1) gcd(P E , ω) = 1; (2) C * (E, ω) is simple; (3) the state (6.10) factors through the unique KMS state for (C * (E, ω), α); and (4) the state (6.10) is a factor state.
Proof. Corollary 5.5 gives (1) ⇐⇒ (2), and Theorem 6.16 gives (1) =⇒ (3). To establish (3) =⇒ (4), suppose that φ factors through the unique KMS state of (C * (E, ω), α). Then it is an extreme point of the KMS simplex and hence a factor state by [2, Theorem 5.3.30(3)].
For (4) =⇒ (1) let φ be the state given by (6.10) and suppose that φ is a factor state for T C * (E, ω). Since the image of the GNS representation of φ coincides with that of φ, it follows that φ is also a factor state. Recall the equivalence relation ∼ n 1 of Lemma 5.2 and the projections Q k,Λ of Lemma 5.4. Since gcd(P E , ω) = 1, we have gcd(P E , n 1 ) = 1. We have φ(π (µ,k) ) = 1 n k ρ(A E )
−|µ| x E s(µ) = 0 for all µ because the Perron-Frobenius eigenvector has strictly positive entries. So each φ(Q k,Λ ) = 0. So the GNS representation π φ is also nonzero on the Q k,Λ . Lemma 5.4 implies that the Q k,Λ are central in T (E, ω), and so the π φ (Q k,Λ ) are mutually orthogonal central projections in π φ (T (E, ω)) ′′ . Since φ is a factor state, it follows that there is only one equivalence class Λ for ∼ n 1 , and so (P E , ω) = 1.
