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Summary
This thesis consists of two topics: metamodel-based global optimization algorithms
of black-box problems and global sensitivity analysis on generalized Nash equilibriums.
Metamodels have been widely used in optimizing many complex design problems
from natural science and engineering. In this thesis, we first propose a new adaptive
framework for metamodel-based global optimization of computationally intensive black-
box problems. A new switching criterion between global search and local search is pro-
posed based on their potential performance. Numerical results demonstrate that algo-
rithms based on this framework well balance global search and local search, resulting
in better performance over existing benchmark methods. Next, we focus on developing
global optimization algorithms using radial basis function (RBF) metamodels. By ex-
ploiting the structure of RBF models, we develop several techniques to greatly improve
the efficiency and the robustness of RBF models in global optimization. They include
a rank-one update method to construct RBF models, a closed-form leave-one-out cross
validation error of RBF models to be used for model selection, and a new flexible and
efficient prediction error estimate of RBF models. In addition, we propose a novel sam-
pling criterion called the weighted improvement, which can balance between global
search and local search with a tunable parameter. Incorporating all these results into
the proposed framework yields the new adaptive radial basis function method, WIRBF.
Extensive numerical experiments demonstrate that the algorithm outperforms several
benchmark algorithms. Lastly, we investigate an extension of RBF interpolation models
to the problem of stochastic simulations with heteroscedastic noise, named the regular-
ized RBF model. Our mathematical analysis on the proposed model unveils connections
with the stochastic kriging model from a novel perspective.
The second topic concerns global sensitivity analysis on generalized Nash equilibrium
for an economic network of interlinked oligopolistic markets, where firms compete by
selling a homogeneous product. The generalized Nash equilibrium problem (GNEP),
originating from economic science, has been widely used in various fields. GNEP allows
each player’s decision set dependent on other players’ decisions, which endows GNEP
more descriptive power to model competitions among self-interested players. We prove
the existence and uniqueness of the market equilibrium. Under a set of general economic
xi
assumptions, we develop a search algorithm to perform global sensitive analysis on the
equilibrium with respect to certain parameters, which can be useful for firms and market
authorities in their decision-making. The significance of this result is that it represents
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This chapter introduces the global optimization of black-box problems via metamodels.
Section 1.1 introduces the current research on global optimization of black-box prob-
lems and highlights the present research gap. Section 1.2 reviews the development of
metamodels for stochastic simulations and the gaps of the current research. Section 1.3
defines the research objectives and Section 1.4 concludes this chapter by outlining the
rest of this thesis.
1.1 Metamodel-based Optimization
Advances in computational power have stimulated wide applications of computer simu-
lation models in scientific and engineering fields to study characteristics and behaviors
of real-world systems. Experimenting on simulation models can be significantly efficient
since the construction of real-world systems can involve nontrivial investments in time
and resource. For example, the first weather forecast created in 1950 is attributed to the
advent of computer simulation models (Charney et al., 1950). In the oil and gas industry,
numerical reservoir simulations are used to simulate fluid flow through hydrocarbon-
rich, subsurface reservoir rock, attached wells and surface facilities, helping reservoir
engineers to make better decisions about well location and production to minimizing
operating costs (Peaceman, 2000). Computer simulation models also gain popularity in
financial engineering to price financial products (Glasserman, 2004), computer aided
design in automotive and aerospace industries (Sobieszczanski-Sobieski and Haftka,
1997).
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Simulation models provide insights into complex systems and can assist users in
designing better systems. This naturally motivates the use of numerical optimization
algorithms to find a set of system parameter values that yields optimal performance. For
many complex systems involving nonconvexity, a global solution can provide much more
information than a locally best solution (Neumaier, 2004). Therefore, this part of the
thesis is concerned with solving the following continuous global optimization problem,
min
x
f (x), subject to x ∈ X ⊆ Rd ,
where f : X → Y ⊆ R is the deterministic objective function assumed to be lower-
bounded and continuous, and X is a compact feasible region defined by box constraints.
These conditions ensure that f (x) can attain its global minimum value within X . As
the complexity of simulation models soars, even evaluating simulation models become
a heavy burden. The objective function f typically has no closed form and can only be
evaluated through an expensive black-box simulation procedure. Our goal is to develop
adaptive algorithms using approximation models of a simulator f to efficiently identify
its global minimizer.
The aforementioned properties of f impede the use of gradient-based methods since
numerical computations of derivative information about f are either computationally
prohibitive or unreliable. The absence of derivative information naturally motivates
the applications of derivative-free optimization methods (Kolda et al., 2003; Conn et al.,
2009). One of the earliest derivative-free approaches is the Nelder-Mead simplex method
(Nelder and Mead, 1965) that uses the simplex structure of evaluated points to search
for a new solution. Another class of methods includes direct search methods that rely
on a set of directions defined by positive spanning bases. This class of methods includes
pattern search algorithms (Torczon, 1997) and its extension, the Mesh Adaptive Direct
Search (MADS) algorithm (Audet and Dennis, 2006). However, since they only depend
on the function values without fully exploiting the inherent smoothness of the objective
function, their convergence to the optimal point can be slow (Conn et al., 1997). Many
metaheuristic algorithms exists in the literature and apply master strategies to guide
the process of searching for optimal points. The strategies can be classified into single
solution versus population-based searches. Single solution metaheuristics include the
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well-known simulated annealing (Kirkpatrick et al., 1983) and variable neighborhood
search (Hansen and Mladenovic´, 2001). The population-based algorithms deal with a
set (i.e., a population) of solutions instead of a single solution. This category includes
particle swarm optimization (KENNEDY, 1995) and genetic algorithms (Holland, 1975).
However, metaheuristics can consume many computational budget before reaching the
optimal solution. By combining a metaheuristic with other methods from machine learn-
ing, we can improve the search process by incorporating additional information.
Facing with such problems, many researchers resort to metamodels to boost algo-
rithm efficiency and further reduce computational costs. Metamodels are simple and
effective approximations of expensive black-box problems with acceptable fidelity and
are capable of capturing global properties with limited system inputs and outputs. Exam-
ples of popular metamodels include polynomial response surface models (Myers et al.,
2009), kriging models (Sacks et al., 1989), Radial Basis Function (RBF) models (Bishop,
2006), and artificial neural networks (Haykin, 1994). To differentiate from stochastic
models discussed in Section 1.2, we mean interpolation models when referring to kriging
and RBF models. Two major metamodels for stochastic simulations are referred to as
stochastic kriging (SK) (Ankenman et al., 2010) and regularized RBF (R-RBF) models.
Many metamodel-based optimization algorithms have been developed in recent years.
The well-studied trust-region methods iteratively update quadratic interpolation models
over trust regions and eventually converge to a critical point. This class of algorithms
includes the unconstrained optimization by quadratic approximation (UOBYQA) from
Powell (2002) and the algorithms in Conn et al. (1997) and Alexandrov et al. (1998).
Another approach combines derivative-free optimization methods such as pattern search
with metamodels (Booker et al., 1999), where the minimizer of the metamodel is often
used. Neglecting possible prediction errors of a metamodel may mislead the metamodel-
based algorithm and waste computational budgets. This thesis, therefore, focuses on
global optimization algorithms using kriging and RBF models whose prediction error
estimate is either heuristically or directly available.
1.1.1 Optimization Algorithms using Kriging Interpolation
Kriging models have been widely used in metamodel-based global optimization because
of the adaptiveness to unknown functions and the availability of an error estimate as-
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sociated with the expected value provided by kriging at unknown points. There have
been attempts to select promising candidate sample points based on these benefits.
Kushner (1964) first put forward the concept of Probability of Improvement (PI) for one-
dimensional problems. Later Stuckman (1988); Zˇilinskas (1992); Mockus (1994) gen-
eralized this concept to higher dimensions, forming the so-called P-algorithm. Efficient
Global Optimization (EGO), an extension to P-algorithm, is one of the most well-known
methods for metamodel-based global optimization developed by Jones et al. (1998).
EGO defines a statistical function called Expected Improvement (EI) as a sampling crite-
rion to sequentially select the next promising sample point (a candidate point). The EI
considers both the amount of improvement and the probability of achieving this amount
of improvement. EGO determines the candidate point by maximizing the EI function.
Jones (2001) provided in-depth reviews on sampling strategies with kriging models.
However, since the construction of kriging models and identifying the maximum of the
EI function are global optimization problems themselves, the overhead introduced by
EGO can be significant, especially when the number of evaluated points is large. This
statement is supported by numerical experiments with EGO implemented in the TOMLAB
optimization environment.
1.1.2 Optimization Algorithms using RBF Interpolation
Historically, RBF models are invented for exact interpolation of evaluated points (Pow-
ell, 1987). They are meshfree methods, meaning that evaluated points are no longer
constrained to a mesh and can be irregular, non-uniformly distributed. One major ad-
vantage is that the parameters of RBF models can be efficiently estimated by simply
solving a system of linear equations. This can be tackled by many efficient algorithms
such as Gauss-Jordan elimination and singular value decomposition. Moreover, RBF only
depends on the radial (typically Euclidean) distance between sample points. Therefore,
RBF models have been a primary tool to tackle scattered data approximation problems
(Hardy, 1971; Powell, 1992; Wendland, 2005) especially in the high-dimensional space.
Their applications range from surface reconstruction (Carr et al., 2001) for sculptures and
archeological artifacts to solving numerically partial differential equations (Fasshauer,
1999).
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Fast and robust parameter estimation of RBF models has attracted much attention
from the optimization community. The literature has two main branches. One is ex-
emplified by the RBF method by Gutmann (2001). Given a target value, this method
determines a candidate point by minimizing the bumpiness measure. In other words,
we are most confident that the true function value of this candidate point equals to the
target value. This method turns out to be closely related to the P-algorithm (Kushner,
1964). Improved strategies of specifying the target value is investigated by Bjo¨rkman and
Holmstro¨m (2000). Regis and Shoemaker (2007a) improved the method of Gutmann
(2001) by introducing controlled local search.
The other branch of literature focuses on better utilizations of RBF model prediction.
The prediction uncertainty is indirectly represented by the distance to the nearest eval-
uated point. The balance between exploration (maximizing the prediction uncertainty)
and exploitation (minimizing the predictive value) is achieved by applying different
weighting schemes on these two pieces of information. Regis and Shoemaker (2007b)
and Regis (2011) proposed a scheme of linearly weighting the normalized predictive
value and the distance measure, while Jakobsson et al. (2010) considered the aggregated
uncertainty over the whole feasible region instead of pointwise uncertainty. The distance
measure used by the second branch of methods, however, only provides a relative and
crude estimate for the prediction error. We believe that a better prediction error estimate
for RBF models will improve the efficiency of global optimization methods using RBF
models. A limited amount of work has been done on prediction error estimates for RBF
models. Wu and Schaback (1993) and Schaback (1995) theoretically analyzed a predic-
tion error estimate that depends on a parameter related to the unknown f. No methods
have yet been proposed to apply such error estimate to metamodel-based optimization
algorithms.
The aforementioned methods construct RBF models with a prespecified basis function.
An adaptive choice of basis function is preferable for black-box problems. In addition, a
more accurate prediction error estimate of RBF models can accelerate the convergence
of RBF-based optimization algorithms to the global optimal solution. In the middle of
global optimization procedures, RBF metamodels are constantly updated with newly-
evaluated points. Also, evaluated points gradually form clusters around local optimal
points. Although the interpolation matrix of an RBF metamodel is guaranteed to be
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invertible in theory, its condition number increases significantly as evaluated points
clustered around the optimal solution. It is inefficient and error-prone to invert the
whole interpolation matrix each time. We propose several enhancements tailored for
global optimization via RBF models to improve its efficiency and robustness. Attributed to
its computational efficiency for certain models, leave-one-out cross validation (LOOCV)
is a common technique for model selection and parameter estimation. Rippa (1999)
presented an analytical expression for LOOCV error of RBF interpolations models only
with positive definite (PD) basis functions, including Gaussian and inverse multiquadrics.
A wider class of basis functions known as conditionally positive definite (CPD) basis
functions is available in the literature. The corresponding RBF model is augmented with
polynomials to accommodate such more general basis functions. In this case, a new form
of LOOCV error for augmented RBF models needs to be discovered.
Any local optimization algorithm can be extended to a global algorithm by means of
a multistart procedure, initiating the local optimization algorithm with multiple starting
points. However, in the context of black-box optimization, the traditional multistart is
inefficient since the new starting points and future iterations are independent of sample
points evaluated before the restart. These previously-evaluated could have been utilized
to guide the selection of new starting points and promising points. To improve the ef-
ficiency, our proposed framework applies a modified multistart procedure, where new
starting points are generated to be distant from evaluated points guided by metamodel
prediction so that new promising regions can be explored. One side effect of incorpo-
rating evaluated points is that they might distract subsequent sample points toward
explored local optimal points. The proposed framework employs several strategies to
alleviate this side effect.
1.2 Metamodels for Stochastic Simulation
In practice, simulation models often involve random factors, and their outputs are de-
viated from the true objective function values. In computer simulation models, random
noise can emerge from numerical rounding errors or changes in parameters presenting
environmental fluctuations. The simulation noise (or random error) can be categorized
into two types: homoscedastic and heteroscedastic noise (or errors). Regardless of the
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statistical distribution of the noise, the first type considers the random noise with the
same finite variance throughout the feasible region, whereas the second type, an exten-
sion of homoscedastic case, allows variabilities in the noise variance at different locations.
This thesis considers the problem of stochastic simulations with heteroscedastic noise
because of its practicability. In case of stochastic simulations with both types of noise,
interpolation models generally tend to overfit the data, typically exhibiting strong os-
cillations, since no discrimination is placed between the true function value and the
noise. It is challenging to optimize metamodels with such erratic behaviors and prone
for optimization algorithms to converge to a local optimum.
The most straightforward solution to fitting noisy observations is the linear regression
method attributed to its simple implementation and intuitive interpretation. Assuming a
linear parametric model for f, and Normally Independently, and Identically distributed
(NIID) noise, it identifies a set of parameters with minimum norm using the least squares
method (Neter, 1996). Linear models are often extended with basis expansions to handle
nonlinear relationships while still maintaining linearity in the parameters. Moreover, the
technique of generalized least squares is proposed to handle heteroscedastic noise where
the ordinary least squares performs poorly.
In the machine learning field, regularization has been an effective way of address-
ing overfitting in learning the true function from noisy observations. The regularization
framework casts the learning process as an optimization problem over a hypothesis space
of functions that the objective function f presumably belongs to. The goal is to find the op-
timal model from the hypothesis space by minimizing a regularized loss function formed
by a conventional loss function and a regularizer on model complexity. Different models
can fit into this framework with appropriate choices of loss and regularizer functions as
well as the hypothesis space. The idea of regularization has been independently invented
in different fields. For example, Tikhonov regularization (Tikhonov and Arsenin, 1977)
is the most commonly used method of regularization of ill-posed problems. In statistics,
shrinkage methods (Hastie et al., 2008) generalized ordinary least-squares methods by
considering a penalized residual sum of squares, where the regularizer penalizes large
values of model parameters. Examples of shrinkage methods include ridge regression
(Hoerl and Kennard, 1970) that considers an Euclidean norm regularizer on the model
parameters and the lasso (Tibshirani, 1996) with a Manhattan norm regularizer.
8
Rather than specifying parametric models with model parameters estimated via reg-
ularization, contemporary nonparametric regression methods (Girosi et al., 1995; Evge-
niou et al., 2000) often consider a more flexible hypothesis space called Reproducing
Kernel Hilbert Space (RKHS) generated by PD kernels. The RKHS is a function space
where the true function presumably belongs. Intuitively, an element (function) in a func-
tion space can be interpreted as an infinite-dimensional vector. The RKHS function norm
a natural candidate for the regularizer on model complexity. The learning process now
reduces to finding the optimal function from a RKHS by minimizing the regularized loss.
The advantage of introducing RKHS is that under certain conditions, the optimal solution
(the metamodel) is represented as a linear combination of a finite number of kernel func-
tions, regardless of the dimension of the RKHS (RKHS is essentially infinite-dimensional).
Kimeldorf and Wahba (1971) formalized this statement in the well-known representer
theorem.
Kernel methods have found ample applications in machine learning, ranging from
image processing to forecasting (Hofmann et al., 2008). Among various kernels, the
radial basis function, a special kernel depending only on the distance between inputs, is
widely used in constructing metamodels. As discussed in Section 1.1.2, their robustness
and efficiency is appealing for designing metamodel-based optimization algorithms. We
extend RBF interpolation models for stochastic simulations with heteroscedastic noise
using the regularization theory, which results in regularized RBF (R-RBF) models. In
statistics, researchers strive for developing accurate regression models for a given set of
evaluated points, whereas the main goal in metamodel-based optimization is to sequen-
tially identify new promising points based on the metamodel. Prediction error estimate
of metamodels can be of great help. Generally, the prediction error is estimated in terms
of pointwise MSE, equivalently, the sum of variance and squared bias.
The literature lacks a practical error estimate for RBF model predictions when sample
points are obtained from stochastic simulations. Clearly, both the heuristic error estimate
relying on the distance measure and the theoretical error estimate by Wendland (2005)
are no longer applicable, as they do not account for any type of random noise. Mean-
while, despite that the bootstrap approach (Efron and Tibshirani, 1993) can be used to
construct pointwise confidence intervals for any metamodels, this method may introduce
significant amount of overhead while being incorporated in optimization algorithms.
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Most work on RBF neural networks (Haykin, 1994; Poggio and Girosi, 1990) often con-
siders homoscedastic noise without characterizing the RBF metamodel’s prediction error.
The main reason is that their models are derived using the deterministic approach, that
is, minimizing a regularized loss function. The predictive distribution provides more
useful information than only the predictive value. The minimization of the regularized
loss can be interpreted as maximum a posteriori (MAP) estimation (See Bishop (2006,
Chapter 5)). A posterior distribution on the weights is obtained via Bayesian analysis.
However, the variance of posterior distribution decreases with the noise variance. This
means that model bias becomes significant for small noise variance or even the noise-free
case. The model bias is introduced when placing a prior on a set of a finite number of
parameters, which means that f is of the parametric form with uncertain parameters.
This model bias can mislead metamodel-based optimization algorithms so that they are
no longer guaranteed to converge to the global optimal point. The prediction error esti-
mate in existing kernel regression methods (Takezawa, 2005) involves the bias term that
typically requires some information on the true function. Although the model bias tends
to decrease as the number of sample points decreases, with a limited computational
budget, many asymptotic results for regression models are not realistic in the context of
metamodel-based optimization.
A different approach from the regularization is taken by Gaussian process regres-
sion (GPR) (Rasmussen and Williams, 2006). It assumes that f is one realization of a
Gaussian process, that is, GPR places a prior on f using Gaussian process instead of a
parametric model and a finite number of model parameters. The same model is derived
in the simulation community. Ankenman et al. (2010) provided a solution to model-
ing noisy observations contaminated with heteroscedastic noise, resulting in SK models.
More importantly, a SK model is the best linear unbiased prediction (BLUP). With the
RKHS duality Parzen et al. (1961), in this thesis, we unveil the underlying connections
with R-RBF and SK models. Moreover, numerical experiments suggest that constructing
SK models for high-dimensional evaluated points is time-consuming and unreliable due
to the numerical global optimization in maximum likelihood estimation of model param-
eters. Thus, a more robust and efficient model is desired even by sacrificing a certain
degree of flexibilities represented by model parameters.
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Most kernel methods for noisy observations use positive definite kernels, whereas
their generalizations, conditionally positive definite (CPD) kernels, are rarely considered
because of additional technical details. CPD kernels cover most kernels in the litera-
ture with PD kernels as a special case. Some CPD kernels are globally supported and
parameter-free. This property can improve the robustness of the resulted metamodels.
Steinke and Scho¨lkopf (2008) provided some interpretations on regularization using
CPD kernels from the Bayesian viewpoint, where they transform the non-positive def-
inite kernel matrix generated by CPD kernels into a positive semi-definite covariance
matrix using projection matrix. As a result, their analysis deals with a singular prior
distribution on the true function, creating many obstacles in the analysis. More impor-
tantly, it remains unverified whether the Bayes’ theorem still works with such singular
distribution. Moreover, no further analysis on the model prediction and error estimate is
provided. As a result, to accommodate a wider class of kernels, we need to incorporate
regularization RBF models using CPD basis functions under the same framework.
Due to the computational shortcuts for some regression models, leave-one-out cross-
validation (LOOCV) has been widely applied as the model selection strategy in the
literature. A variant of LOOCV known as generalized cross-validation (GCV) by (Golub
et al., 1979) is often used in choosing regularization parameters. GCV assigns different
weights to different evaluated points to achieve certain invariance properties. However,
GCV only works when the metamodel is in the form of MSn (xˇ) =
∑n
i=1 αiφi(xˇ), where
the basis expansion φi(xˇ) only depends on the input vector xˇ. Many kernel methods
including R-RBF models assume a linear combination of kernel function values centered
at evaluated points, that is, MSn (xˇ) =
∑n
i=1 αiK(xˇ,xi), where {x1, . . . ,xn} is a set of
evaluated points. The difference in the model representation requires us to derive a new
closed-form LOOCV error for R-RBF models, which is then used to estimate parameters
such as regularization and basis function parameters.
1.3 Research Objectives
As highlighted in the last section, the research gaps in the field of metamodel-based
global optimization can be summarized as follows,
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• The existing framework for metamodel-based global optimization is not well bal-
anced between exploration and exploitation. Also, the traditional multistart proce-
dure is not efficient for global optimization of black-box problems, since it discards
useful information obtained from previously-evaluated points.
• There exists limited work on practical prediction error estimate for RBF interpola-
tion models. The existing one either requires some explicit knowledge about the
true function or only provides a relative and crude estimate. Moreover, RBF mod-
els are not well tailored for the purpose of optimization, such as efficient model
updating scheme, model selection, and parameter estimation.
• There are limited studies on constructing R-RBF models for stochastic simulation
with heteroscedastic noise. More importantly, no mathematically rigorous analysis
is conducted on the prediction error of R-RBF models in the stochastic simulation
environment. The literature lacks efficient model selection procedures for RBF
models using CPD basis functions in both deterministic and stochastic cases.
In light of these research gaps, this thesis aims at developing more efficient and
robust metamodel-based global optimization algorithms to solve black-box problems.
More specifically, the objectives of this thesis are to:
• Develop a novel general framework for combining global and local methods in
black-box optimization and achieve a better balance between exploration and
exploitation.
• Propose a robust way of updating RBF models with new sample points and efficient
approaches of selecting appropriate RBF models for particular problems. Develop
an computationally efficient error estimate for RBF models with rigorous analysis.
• Develop RBF approximation models for more general stochastic simulations with
heteroscedastic noise and derive their prediction error estimate, where both PD
and CPD basis functions are considered in the model constructions.
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1.4 Outline of Part One
Part one of this thesis consists of six chapters. The remainder of the thesis is organized
as follows.
Chapter 2 reviews relevant literature. In the first section, we introduce the elements
of statistical learning theory that lay the foundations for many modern metamodeling
techniques. Then kriging and RBF interpolation models are briefly introduced. The
following section reviews metamodels suitable for noisy observations. This section is
followed by reviews of several popular space-filling designs considered in this thesis.
Finally, we summarize the current research on optimization via metamodels.
In Chapter 3, we propose a new framework for global optimization of computationally
expensive black-box problems. It consists of two main procedures. The first procedure
constructs a global metamodel to approximate the underlying expensive function and
explores an unvisited area to search for a global solution; the other identifies a promising
local region and conducts a local search to ensure local optimality. To improve the global
metamodel, we propose a new method of generating sample points for a wider class
of metamodels, such as kriging and Radial Basis Function models. We also develop a
new criterion for switching between the global and local search procedures, a key factor
affecting practical performance. Under a set of mild regularity conditions, the algorithm is
proved to converge to the global optimum. Finally, numerical experiments are conducted
on a wide variety of test problems from the literature to demonstrate the competitiveness
of our method.
Chapter 4 introduces a new adaptive radial basis function method for the global op-
timization of deterministic black-box problems subject to box constraints. The proposed
method applies rank-one update to build RBF models efficiently and derives a closed-
form LOOCV error of RBF models, allowing an adaptive choice of radial basis functions.
We propose a local LOOCV error to measure the prediction accuracy of a global meta-
model in a local region, which tends to increase when clustered points are sampled. In
addition, we develop an estimated error bound for RBF models, which shares several
desired properties with the variance of kriging. This new error estimate motivates us
to design a novel sampling criterion called the weighted improvement (WI) function,
capable of balancing between global search and local search with a tunable parameter.
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We present rigorous proofs of the convergence of the algorithm to the global minimizer
of the objective function. Computational results on 45 popular test problems indicate
that the proposed algorithm outperforms several benchmark algorithms.
Based on the regularization theory, Chapter 5 extends RBF interpolation models
for stochastic simulations with heteroscedastic noise, introducing the regularized RBF
models (R-RBF). We develop the metamodels from two aspects. From the first aspect,
we minimize the regularized loss over a RKHS so that the optimal solution becomes the
desired metamodel. From the second aspect, we apply the RKHS duality to represent a
RKHS with a stochastic process. The stochastic process enables us to derive not only the
metamodel prediction, but also the associated mean squared error. Other than PD basis
functions that are commonly used in the literature, we also consider constructing R-RBF
models using CPD basis functions and demonstrate their connections with R-RBF models
using PD basis functions. The RKHS duality allows us to present connections between
stochastic kriging and R-RBF models from a different perspective. Owing to the similar
structure between R-RBF models and RBF interpolation models, we can also derive a
closed-form LOOCV error of R-RBF models, minimization of which provides an efficient
estimation of the regularization parameter. Finally, numerical examples are presented
to illustrate the performance of R-RBF models and clarify its differences with stochastic
kriging.
Chapter 6 concludes the first part of the thesis with a summary of contributions on




This chapter introduces metamodel-based global optimization. Section 2.1 describes the
statistical learning theory underlying many popular metamodels. We then briefly review
two popular interpolation models, spatial correlation models and radial basis function
models in Section 2.2. In Section 2.3, we review metamodels designed for modeling
noisy observations. A number of space-filling experimental designs are discussed in the
subsequent Section 2.4. Finally, Section 2.5 reviews contemporary metamodel-based
algorithms for global optimization of black-box problems.
2.1 Statistical Learning Theory
Statistical learning theory is a framework for machine learning that focuses on finding
a predictive function based on a limited number of evaluated points (Vapnik, 1999). It
has been successfully applied in many fields such as spam detection, natural language
processing, and bioinformatics.
Let us consider an input space X and output space Y. Statistical learning theory
assumes an unknown probability distribution p over the product space X ×Y, and treats
the training data Sn as n i.i.d pairs of samples (xi, yi) from this probability distribution
p : X × Y → R, denoted by Sn = {Xn ,yn} = {(xi, yi)}ni=1. As visualized in Figure 2.1,
the goal is to develop a metamodel MSn : X → Y with the training data Sn such
that MSn (xˇ) can best predict the output yˇ of any xˇ ∈ X . In practice, the outputs are
usually distorted by uncontrollable random factors, such as measurement errors and










y = f (x, ε(x)) ∈ yn
Prediction
yˇ = MSn(xˇ)
Figure 2.1: A model of statistical learning.
commonly adpoted,
yˇ = f (xˇ) + ε(xˇ),
assuming that for any input xˇ, the departure of the output yˇ can be characterized by a
normal random variable ε(xˇ) ∼ N (0, σ2ε (xˇ)). The noise variance is determined by a con-
tinuously differentiable variance function σε : X → R. In practice, the variance function
is unknown and needs to be estimated from evaluated points. As reviewed in Section 1.2,
we can classify the noise ε(·) into two types: homoscedastic and heteroscedastic noise.
The homoscedastic noise assumes a globally constant noise variance function σ2ε (·), and
is commonly-used in linear regression, while the second case prevails in real-world appli-
cations where the noise variance function σ2ε (·) is nonconstant across the feasible region
(Kleijnen, 2008).
To determineMSn , one needs a function spaceH where we hypothesize thatMSn may
belong and a loss function V(yˇ,MSn (xˇ)) that measures the loss between the prediction
MSn (xˇ) and the actual output yˇ. In theory, the best metamodel MSn ∈ H should be
chosen by minimizing the expected risk,
MSn = argming∈H R(g) :=
∫
X×Y
V(y,g(x)) p(x, y) d x d y
In practice, it is difficult to directly compute the expected risk due to the unknown distri-
bution p. Even if such distribution is known, evaluating the multidimensional integration
is a challenging task. However, we can measure the empirical risk Rn(g) of a possible
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The empirical risk minimization inductive principle (Vapnik, 1999) states that a learning
algorithm should select the metamodel MSn ∈ H by minimizing the empirical risk,
MSn = argming∈HRn(g). (2.2)
This result has its root in some classical methods. By using the quadratic loss function,
(2.2) forms the least-square methods, while by using the negative log-likelihood as a loss
function, (2.2) is equivalent to the maximum likelihood method in statistics.
Direct optimization on (2.1) over an unrestricted function space H does not yield
satisfactory results. Any function g passing through the training data Sn minimizes (2.1)
with the optimal empirical risk being zero. Such function usually overfits the underlying
relationship and generally has poor predictive performance at unknown points. One way
to overcome overfitting is to restrict the hypothesis function space H to a smaller but
flexible set of functions. Such restrictions can be encoded in two ways: parametric and
nonparametric.
Parametric regression methods assume that the structure of the unknown function
f is known except for a finite number of unknown model parameters. For example, the
linear regression method explicitly considers a parametric model,
H = {g : g(x) = αTx, for any α ∈ Rd ,x ∈ X},
where the parameters α are determined by the ordinary least-squares method. In some
cases, parametric models have definite advantages: the predictor usually has nice effi-
ciency properties. For example, the ordinary least squares estimator is the best linear
unbiased estimator according to the Gauss-Markov theorem. However, these models are
often criticized by their poor performance when the true function does not possess the
parametric presentation.
Instead of specifying a parametric model, nonparametric regression methods offer
great flexibility in the possible form of f and typically assume f belongs to some infinite
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dimensional collection H of functions. The metamodel is determined by the information
derived from the training data. A penalty function J(·) is often incorporated in the




Rn(g) = Rn(g) + λnJ(g),
where λn > 0 is the single regularization parameter controlling the trade-off between
model fidelity and model complexity, and J(g) tends to be large when g is complex. As
an example, the one-dimensional cubic smooth spline considers the second derivative of




Another popular way of imposing restrictions is to considerH as a reproducing kernel
Hilbert space of functions, and the penalty is given in terms of the norm defined in H.
Briefly,H is an infinite dimensional collection of functions formed by linear combinations
of positive semi-definite kernels. The details are presented in Section 4.3.1. Then MSn is
determined by minimizing the regularized empirical risk over H,
min
g∈H
Rn(g) = Rn(g) + λnJ(‖g‖2H). (2.3)
The Representer Theorem by Kimeldorf and Wahba (1971) states that the optimal solu-
tion to (2.3) is represented by a finite dimensional expansion in terms of the training
data, regardless of the infinite dimension of H. We will observe that many kernel regres-
sion methods, such as kriging and radial basis function models discussed in this thesis,
can be interpreted as the optimal solution to (2.3).
2.2 Metamodels for Deterministic Simulations
2.2.1 Spatial Correlation Models
Spatial correlation metamodel, also known as the kriging metamodel, originates from
geostatistics (Cressie, 1993). It was first applied in geostatistics by Krige (1951) to predict
the amount of gold at mining locations, and was later introduced to the simulation
community by Sacks et al. (1989). Another similar regression model called Gaussian
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process regression has been extensively studied and successfully applied in the field of
machine learning (Rasmussen and Williams, 2006).
In spatial correlation models, evaluated sample points and their function values are
interpreted as a realization of a random process Y (x). Any collection of function values
yn = {yi = f (xi)}ni=1 of sample points Xn = {xi}ni=1 and the unknown function value of
interest yˇ = f (xˇ) are considered to be one realization of a (n + 1)−dimensional random
vector (Y (x1), · · · , Y (xn), Y (xˇ)) that follows a joint distribution. For the computational
convenience, such distribution often belongs to the conjugate family of distributions, for
example, the multivariate Gaussian distribution. This assumption relates the unknown
function value with sampled function values and allows us to predict yˇ by exploiting
the statistical dependence. Considering that Xn and xˇ are arbitrary, this assumption is
equivalent to defining probability distributions on the function f (x) using a Gaussian
process {Y (x),x ∈ X}.
As discussed in Section 2.1, a smooth metamodel is preferred for modeling an un-
known function in practice. One assumption made by kriging is that yi and yj tend to be
similar if xi and xj are close to each other. The degree of such closeness is statistically
measured by the correlation between Y (xi) and Y (xj). Many forms of correlation func-
tions are available, such as linear, cubic and spline. The Gaussian correlation function is
the most widely used for its modeling power of smooth response surfaces,





θl |xil − xjl|2
)
,
where xi = (xi1, . . . , xid), xj = (xj1, . . . , xjd), and the parameters θl ≥ 0 for all l =
1, · · · , d.





for the unobserved f (xˇ) at xˇ. Here the weight vector α = {αi}ni=1 depends on Xn ,
yn and the correlation structure Corr [·, ·], and is chosen in a way that MSn (xˇ) the best
linear unbiased predictor (BLUP). The utilization of the random process also allows us to
characterize its prediction uncertainty with MSE (or equivalently variance for unbiased
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predictors). Figure 2.2 illustrates a kriging model and 95% confidence interval of its





















Figure 2.2: Kriging metamodel and the 95% confidence interval of its prediction.
prediction. As can be seen, the prediction uncertainty is zero at any evaluated points
and increases as the unknown point becomes distant. Many algorithms on generating
promising sample points have been derived based on the distribution of the prediction,
such as expected improvement and probability of improvement (Jones, 2001). However,
the additional computational effort required to estimate the parameters α and {θl}dl=1
becomes significant as n increases. More details are discussed in Chapter 3.
2.2.2 Radial Basis Function Models
The standard RBF interpolation method is first developed by Hardy (1971) using multi-
quadrics to interpolate scattered multivariate data. It approximates the unknown func-
tion with a linear combination of radially symmetric functions.
Definition 2.1. A standard RBF model interpolating n distinct evaluated points Sn =




αiψ (‖x− xi‖) ,
where the weight column vector α = {αi}ni=1 is determined by the interpolation condi-
tions MSn (xi) = yi for all i = 1, . . . , n.
Many choices of the basis function ψ are available: multiquadrics, thin plate splines,
cubic splines, Gaussian, and inverse multiquadrics. Figure 2.3 illustrates an RBF inter-
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polation model. Deeper discussions on the RBF model will be provided in Chapter 4.


















Figure 2.3: RBF interpolation model with Gaussian basis function
One of the greatest advantages of RBF models lies in its applicability in almost any
dimension since few restrictions are generally imposed on the locations of sample points,
compared with polynomial interpolation and splines. In this recent decade, RBF models
have been widely applied in various fields. Attributed to RBF models’ high accuracy
and efficient model construction, they are often used in 3D reconstruction in computer
graphics (Carr et al., 2001). Since few conditions are imposed on the geometry formed by
the sample points, RBF models are considered as mesh-free methods. Therefore, they are
preferred to identifying the numerical solution of partial differential solutions (Fasshauer,
2007).
2.3 Metamodels for Stochastic Simulations
As discussed in Section 2.1, in practice evaluated function values might be contaminated
by uncontrollable random noise. In this case, interpolation models may overfit the data.
Thus, it is worthwhile to investigate applications of RBF models for stochastic simulations
with heteroscedastic noise. Many regression models have been proposed to recover the
true objective function from noisy observations by using different hypothesis spaces.
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2.3.1 Linear Regression Models
Linear regression models are undoubtedly the most prevalent class of models among
all statistical models due to their simplicity and crucial insights for understanding other
regression models. Given a set of evaluated points Sn = {(xi, yi)}ni=1 = {Xn ,yn}, linear
regression models assume a linear relationship between inputs xi and outputs yi modeled
through unobserved random variables ε(xi) (typically normally distributed). The model
usually takes the form
yi = x
T
i α + ε(xi), for all i = 1, . . . , n, (2.4)
where the errors ε = {ε(xi)}ni=1 are usually assumed to be independent and identically
distributed. In matrix notation, (2.4) becomes
yn = Xnα + ε.
The vector α of regression parameters is estimated using the least-squares method, give-
ing rise to the best linear model in terms of minimum sum of squared errors. Generally
speaking, an estimate of α is given by
α̂ = (XTnXn)
−1XTnyn .
2.3.2 Generalized Least Squares Linear Regression
In cases of heteroscedastic noise or correlated noise, the ordinary least squares method
can be statistically inefficient. A natural generalization of linear regression is made by
assuming var(ε) = Σε, where Σε is a positive definite matrix. If Σε = σ2ε In×n , it reduces
to the linear regression. Another generalization appears in the parameter estimation,
where the optimal weight vector α is required to minimize the squared Mahalanobis
length of the residuals:








In the special case when Σε = σ2ε In×n , α̂ becomes the ordinary least squared solution.
2.3.3 Nonparametric Regression
Parametric regression methods often heavily rely on the parametric relationship being
fulfilled. A predetermined parametric model might differ significantly from the model
that generates the data, giving rise to poor generalization performance. In contrast,
nonparametric regression methods with fewer and weaker assumptions on f offer a
more flexible approach to recover unknown relationships.
A large portion of studies on nonparametric regression models is devoted to kernel
methods. Their common goal is to estimate f with a smooth regression model. Watson
(1964) and Nadaraya (1964) considered a kernel-weighted average of evaluated function
values to estimate the true function f. The choice of the bandwidth parameter has great
impact on the smoothness of the regression model. This phenomenon is also observed
in many other compactly-supported kernels. Spline models were originally proposed for
one-dimensional interpolation and regression problems, and later generalized to mul-
tidimensional cases. The regularizer in these methods is called the roughness penalty
that is typically measured by the derivative of the regression model up to certain orders
(Wahba, 1990; Green and Silverman, 1993). It is challenging to compute derivatives for
high dimensional functions. As discussed in Section 1.2, the RKHS norm can be used
as a regularizer on the model complexity and can be efficiently computed for arbitrary
dimensions (See Section 4.3.1). Many regression models have been developed by apply-
ing regularization in the RKHS; see Wahba (1990), Girosi et al. (1995) and Evgeniou
et al. (2000). Steinke and Scho¨lkopf (2008) presented a regularization framework for
using CPD kernels. The weights of the corresponding metamodel involves pseudoinverse
of matrices, which complicates the computations and analysis. Moreover, no confidence
intervals are provided in this case.
One common way of constructing confidence intervals for any regression models
is via the bootstrap. Ha¨rdle and Bowman (1988) and Hardle and Marron (1991) con-
structed pointwise bootstrap confidence intervals for a kernel model. Wahba (1983)
presented Bayesian confidence intervals for a smoothing spline under the assumption
of homoscedastic noise. However, a major problem to their confidence intervals is that
they shrink to zero as the noise variance decreases to zero. Intuitively, the confidence
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interval should work effectively for any noise variance. The performance of their confi-
dence intervals deteriorates as the noise variance decreases and yields 100% confidence
on the prediction in the noise-free case. The main reason is that their Bayesian analysis
places a prior on the finite number of parameters in the spline model. Thus, the resulting
model becomes a parametric model, and the model bias is missing in their model. The
correct way of doing this is placing the prior on the function or equivalently assuming
a stochastic process that generates f, which is similar to GPR. Confidence intervals for
R-RBF models and more generally, kernel methods with PD and CPD kernels still need
further investigations.
2.4 Space-filling Design of Experiments
In order to collect the maximum amount of information for the unknown function f,
space-filling design of experiments (DOEs) attempt to distribute a finite number n of
sample points over the feasible region X as uniformly as possible. Since space-filling
DOEs usually only require the geometry of X and the sample size n, they are mainly
incorporated in the initial stage of metamodel-based optimization algorithms.
2.4.1 Uniform Monte Carlo Sampling
Uniform Monte Carlo sampling is rather intuitive and easy to implement. It determines
the samples of size n over the sample space [0, 1]d by simply generating n uniform
random variables in [0, 1]d ,
XMCSn = {xi : xij ∼ U(0, 1), for all i = 1, . . . , n, j = 1, . . . , d} .
However, generally, a large number of sample points are required to ensure even cov-
erage of the sample space. Two alternatives have been proposed to tackle this problem
and achieve a faster order of convergence, e.g., Latin Hypercube Sampling and Low-
discrepancy sequences.
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2.4.2 Latin Hypercube Sampling
As one alternative to uniform sampling, Latin Hypercube Sampling (LHS) first described
by McKay et al. (1979) guarantees that the sample points are marginally distributed
evenly along each dimension.
The Latin hypercube samples of size n over the feasible region [0, 1]d are defined as
XLHSn =
{
xi : xij =
piij − 1 + uij
n
, for all i = 1, . . . , n, j = 1, . . . , d
}
,
where piij is the ith element of the jth random permutation of {1, . . . , n} and uij for all
i, j are independent random variables uniformly distributed over [0, 1].
To understand this definition, we consider that each dimension of [0, 1]d is divided
into n equal intervals of width 1/n, which results in nd cells. Then LHS randomly picks n
cells to ensure marginal uniformity by means of the n random permutations of {1, . . . , n}.
Indeed, by using piij , each marginal cell is only selected once for point xi. Finally, LHS
picks a random vector in each selected cell by adding the uniform random variable uij
distributed over [0, 1/n].
Although LHS ensures uniformity on each dimension, it does not guarantee the uni-
formity on projections of higher dimensions. Post-processing procedures have been pro-
posed to improve the LHS, one of which uses randomized orthogonal arrays (see e.g.,
Owen (1992) and Tang (1993)). The most popular variant of LHS in the design of com-
puter experiments is called maximin-LHS that maximizes the minimum distance between
each pair of points (Johnson et al., 1990).
2.4.3 Low-discrepancy Sequences
Low-discrepancy sequences are commonly used as a replacement of uniformly distributed
random numbers in numerical integrations and optimization. Distinguished from LHS
and its variants, low-discrepancy sequences are constructed deterministically. Fang et al.
(2000) defined the Lp discrepancy Lp(XLDn ) of a design X
LD
n from the sample space X as







I{xi≤x}, with xi ∈ XLDn ,
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where I{·} is the indicator function with all inequalities understood componentwise. Then






∣∣∣F̂n(x)− F (x)∣∣∣p d x]1/p ,
where F (x) is the uniform distribution function on X . Finally, low-discrepancy sequences
are chosen to be points that minimize the Lp discrepancy function.
2.5 Current Research in Optimization via Metamodels
2.5.1 Response Surface Methodology
Response Surface Methodology first introduced by Box and Draper (1987) is a collection
of statistical and mathematical techniques useful for developing, improving, and optimiz-
ing processes (Myers et al., 2009). Its main idea is to sequentially estimate the location
of the optimal point with response surfaces and indicate points that provide additional
information to improve the approximation of the target function.
Polynomial models of a lower degree are usually preferable in the response surface
methodology because of their simplicity and efficiency in computing the optimal point.
They include the first-degree polynomial model




and the second-order polynomial model,














where {xi}di=1 forms the ith sample point xi ∈ Rd , and the coefficients β are usually
estimated using the ordinary least-square method. However, polynomial models cannot
provide an accurate global approximation due to their sensitive to outliers. A single
outlier can adversely affect the estimate of β. Also, due to the high correlation between
xi and x2i , the coefficient matrix may be highly ill-conditioned while estimating β using
the ordinary least-square method.
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2.5.2 Trust-Region Methods
Celis et al. (1985) first proposed trust-region methods, also known as restricted step
methods. Since then, they have been well studied for solving nonlinear programming
problems (Nocedal and Wright, 2006). Trust-region methods iteratively update approxi-
mate models over a trust region and eventually converge to a critical point (Conn et al.,
1987). This class of algorithms includes algorithms in Conn et al. (1997) and Alexan-
drov et al. (1998), and the unconstrained optimization by UOBYQA (Powell, 2002) and
NEWUOA (Powell, 2006).
The traditional trust-region methods tend to use quadratic models to approximate
the true function,




where sk is the next step to be taken and ∇xMk(xk) is the gradient of the model at xk
and the matrix Hk is often a symmetric approximation of ∇xxMk(xk). In general, such a
quadratic model Mk(xk + sk) approximates well only in the neighborhood of xk where
the model can be trusted,
B(xk,∆k) = {x ∈ X : ‖x− xk‖ ≤ ∆k},
where ∆k is the trust region radius.




Trust-region methods update the radius ∆k based on the ratio between the actual im-
provement in the objective function and the expected improvement indicated by the
approximate model,
ρk =




This ratio is used as the criteria for shrinking and expanding the trust-region radius ∆k.
A large value of ρk suggests that the model approximates the true function well in the
trust region. Thus, it expands ∆k in the next iteration; otherwise it contracts ∆k.
Besides second-order polynomial models, trust-region methods can accommodate
other metamodels. For example, Gano et al. (2006) proposed to use the trust-region ratio
to manage kriging models in variable fidelity optimization. Wild et al. (2008) developed
a trust-region method using radial basis function models that can interpolate nonlinear
functions with fewer number of sample points compared with polynomial interpolation
models.
2.5.3 Direct Search Methods
Direct search methods are a class of methods that determine the next iterate solely by
evaluating a finite number of sample points instead of utilizing metamodels or implicitly
estimating the derivative information of the objective function (Conn et al., 2009). Thus
they are suitable for solving black-box problems. A classic example of this class is the
Nelder-Mead simplex method developed by Nelder and Mead (1965), which uses the
simplex structure of sample points to search for a new solution. However, the simplex
method can fail to converge to stationary points because of geometry deterioration or
lack of sufficient decrease (McKinnon, 1998). Many modifications have been proposed
to resolve these issues. Kelley (1999) used the simplex gradient in a sufficient decrease
condition and claimed that the convergence to stationary points is guaranteed if the
condition is satisfied for all iterations. Another convergent variant by Price et al. (2002)
monitors the quality of the simplex and the sufficient decrease.
Some other methods rely on a positive spanning set of search directions in Rd , mean-
ing that any vector in Rd can be expressed as a nonnegative linear combinations of these
search directions. Kolda et al. (2003) named this particular class of direct search methods
as Generating Set Search (GSS). It covers many prior methods such as the surrogate man-
agement framework (Booker et al., 1999), the pattern search method Torczon (1997),
and the generalized pattern search method (Audet and Dennis Jr, 2002). Although direct
search methods are robust and provably convergent, they still require a large number of
function evaluations to converge to a stationary point.
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GSS consists of two main steps: search step and poll step. The search step is optional
and not crucial for the convergence of the method but necessary for good empirical
performance. At each iteration k, GSS starts with a current point xk and a current step
size ∆k and a positive spanning set D in Rd . The goal is to find the next iterate xk+1
satisfying f (xk+1) < f (xk). To proceed with this goal, GSS first evaluates a finite number
of sample points in the search step if required. The poll step is performed only when
the search step fails to find a better point. The poll step sequentially evaluates points in
{x ∈ X : x = xk + ∆kd,d ∈ D}. If GSS identifies a better point, then it moves to the
new point by setting xk+1 = xk and updates the step size ∆k+1 = ϑe∆k with ϑe ≥ 1;
otherwise GSS stays at xk and also updates the step size ∆k+1 = ϑs∆k with 0 < ϑs < 1.
The Mesh Adaptive Direct Search algorithm (MADS) by Audet and Dennis (2006)
extends GSS by considering an asymptotically set of directions instead of a prespecified
positive spanning set D. Furthermore, MADS incorporates a kriging model in the search
step to accelerate the convergence. Vaz and Vicente (2007) used a particle swarm method
to identify promising points in the search step. Audet et al. (2008a) followed a similar
idea that it incorporates the Variable Neighborhood Search metaheuristic Hansen and
Mladenovic´ (2001) to conduct extensive explorations and move out of inferior local
optimal points.
2.5.4 Kriging-based Optimization Algorithms
As pointed out by Jones (2001), the three class of algorithms discussed above are use-
ful at best for local optimization since they does not consider the potential error in the
metamodel prediction. As an extension to these methods, kriging-based optimization
algorithms are oriented towards efficiently utilizing the kriging prediction and the un-
certainty associated with it.
Provided with evaluated points Sn = {Xn ,yn}, kriging models the true function
value f (xˇ) at an unknown point xˇ as a random variable Y (xˇ) following a normal distri-
bution with its mean being the unbiased prediction MSn (xˇ) and variance being σ
2
Sn (xˇ).
Kushner (1964) first put forward the concept of Probability of Improvement (PI) for
one-dimensional problems, where given a target value, the improvement at an unknown
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point xˇ is characterized by a random variable,
I(xˇ) =

τ − Y (xˇ), if Y (xˇ) < τ,
0, otherwise.
Later Stuckman (1988); Mockus (1994); Zˇilinskas (1992) generalized this concept to
higher dimensions, forming the so-called P-algorithm. This method selects a new candi-
date point with maximum probability of improving the solution relative to a target value
τ,






The performance of P-algorithm, however, is very sensitive to the target value. Jones
(2001) proposed a heuristic way of specifying multiple targets in P-algorithm to mitigate
effects of an inappropriate target. Further details are available in Watson and Barnes
(1995) and Sasena et al. (2002). Another way to address this issue relies on a statistical
function called Expected Improvement (EI) proposed by Jones et al. (1998). As its name
suggests, EI considers not only the probability of introducing improvement but also the
amount of improvement. It statistically measures the expected amount of improvement
if a given point is to be evaluated,
E[I(xˇ)] = E
[
max(τ −MSn (xˇ), 0)
]











where I(xˇ) denotes the improvement at xˇ and the target value τ is used set to be the cur-
rent best function value τ = mini=1,...,n yi. Derivation of the above equation is available
in Schonlau and Welch (1997).
Based on EI, Jones et al. (1998) developed the well-known Efficient Global Optimiza-
tion (EGO) that sequentially updates the kriging metamodel with the maximum point
of the EI function until certain convergence criteria are satisfied. Sasena et al. (2002)
claimed that EGO is efficient in a series of practical engineering design problems. Since
the introduction of EGO, many variants have followed, such as generalized expected
improvement (Schonlau and Welch, 1997) that essentially considers a power transfor-
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mation E[I(xˇ)α ] of the improvement with α ∈ N and weighted expected improvement
(So´bester et al., 2005) that places an weight factor α ∈ [0, 1] on the two terms of the EI
function,











So´bester et al. (2005) claimed that this weight factor provides a better control of the
balance of exploitation and exploration. One drawback of algorithms based on EI is
that the statistical function based on prediction uncertainty is multimodal, where the
number of local optimal points increases significantly with the number of evaluated
points. Therefore identifying its global optimum is not an easy task itself. By exploiting
the monotonicity of the EI function with respect to the prediction and its uncertainty,
Jones et al. (1998) applied branch-and-bound algorithm to search for the global optimal
point. So´bester et al. (2005) used a multistart BFGS to optimize WEIF(I(xˇ)). Kleijnen
et al. (2012) extended EGO with an improved error estimator of the kriging predictor
variance through bootstrapping. However, compared with EGO, this method may be more
time-consuming since at a given point, bootstrapping conducts resampling many times
to obtain the error estimate.
Cox and John (1997) proposed an approach that sequentially minimizes a lower
bound function, minx∈X MSn (x)− ασSn (x), and recommend the use of α = 2, 2.5. Ville-
monteix et al. (2009) also used kriging to develop the Informational Approach to Global
Optimization (IAGO), which introduces “minimizer entropy” as a new criterion for deter-
mining new evaluation points.
2.5.5 RBF-based Optimization Algorithms
Compared with other metamodels, RBF models can be trained efficiently by solving a
linear equation system and are applicable in almost any dimension since generally few
restrictions are imposed on the location of sample points.
The literature on global optimization using RBF models has two main branches:
One branch employs a utility function defined for RBF metamodels. Assuming that the
underlying objective function is smooth with only a small number of local solutions,
Gutmann (2001) defined a bumpiness measure based on the seminorm of RBF models.
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Provided with a target value (an estimate of the optimal objective function value), this
method hypothesizes the location of the global optimum. This hypothesis is validated
by calculating the bumpiness of the RBF model that passes through evaluated points
and the hypothetical global optimum. The method determines a new candidate point
that minimizes the bumpiness of RBF models, implying the highest credibility of the
hypothesis. The key to efficient global optimization algorithms is to balance local search
(improving the current best solution) and global search (discovering promising regions).
The method by Gutmann (2001) cycles the target value through a range of prefixed
values to achieve such a balance. Improved strategies of specifying the target value can
be found in Bjo¨rkman and Holmstro¨m (2000). Regis and Shoemaker (2007a) improved
the method of Gutmann (2001) by controlling and increasing its local search capability.
The other branch of literature focuses on better utilizations of RBF model prediction
and the prediction uncertainty indirectly represented by the distance to the nearest
evaluated point. The balance between exploration (maximize the prediction uncertainty)
and exploitation (minimize the prediction) is achieved by applying different weighting
scheme on these two pieces of information. Regis and Shoemaker (2005) exploited the
RBF metamodel by constraining the minimizer to be distant from evaluated points. Regis
and Shoemaker (2007b) and Regis (2011) sequentially evaluated sample points with
the maximum weighted score between the RBF metamodel prediction and the distance
measure. Jakobsson et al. (2010) estimated the prediction uncertainty using the same
distance measure and introduced a quality function defined by the total uncertainty
weighted against the metamodel function value.
One possible drawback of this branch of methods arises in the fact that this dis-
tance measure only provides a relative and crude estimate of the prediction uncertainty.
If poorly captured, the prediction uncertainty can be deceptive in leading the search,
resulting in a slow convergence to the global optimum.
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Chapter 3
A Framework of Metamodel-based
Global Optimization
3.1 Introduction




of a real-valued deterministic function f assumed to be lower-bounded, and continu-
ous. Our work is motivated by functions that are computationally expensive to evaluate
through simulations.
In this chapter, we introduce a new framework for global optimization of computa-
tionally expensive functions. Our framework combines a global search procedure and
a local search procedure, and allows adaptive switching between the two. The global
search procedure constructs a global metamodel to approximate the true objective func-
tion, and explores unvisited promising areas for good solutions. Moreover, the local
search procedure exploits a promising local region for optimality. The adaptive switch-
ing between the two procedures is one of the central contributions of our research. To
enable adaptive switching, the algorithm framework constructs and maintains a global
metamodel at each iteration, which includes all information collected with sample points
that have been evaluated so far. A set of candidate sample points is then generated for
global and local search procedures respectively, and the potential performance of each
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candidate point is computed using this global metamodel. The algorithm determines
which procedure, global search or local search, to execute next depending on which set
of candidate points shows more potential. In this manner, we take full advantage of
the available information. To evaluate the potential of candidate sample points using
global metamodel, we need some measure based on the metamodel. For kriging, we
use EI function as the performance measure. For other types of metamodels such as
RBF models, however, there is no known method for estimating the prediction error,
and hence the EI defined for kriging does not work. In this research, we propose a new
measure called the Modified Expected Improvement (MEI), which extends EI to general
metamodels. The MEI measure is composed of two pieces of information, the estimated
objective function value from the metamodel and the minimum distance from previously
evaluated points. We construct a function of the minimum distance acting as an estimate
of prediction error. With the introduction of MEI, our adaptive switching works for any
type of metamodel, and therefore our algorithm framework achieves the flexibility of
incorporating any type of global search procedures.
To speed up the convergence to the global optimum, our algorithm framework inter-
rupts iterations that exhibit small improvement during local search, and restarts with a
newly generated set of sample points. This restarting technique is commonly seen in lit-
erature, where people build the restarting sample set far away from the set of evaluated
sample points, and as spread out as possible. One way to build the new sample set is to
find points that maximize the minimum distance from the set of evaluated samples. Our
framework adopts this basic idea, but tries to leverage on the available information again
through the global metamodel. We find the new samples by maximizing the minimum
weighted distance from the set of evaluated samples, instead of the absolute distance.
The weight is calculated based on the objective function value predicted by the global
metamodel. What this weight does is to guide exploration by focusing more on the unvis-
ited areas with higher potential of containing better solutions. The effectiveness of this
improvement is demonstrated in the numerical study. Under a set of mild assumptions,
our proposed algorithm converges to the global optimum, if the algorithm is allowed to
run infinitely. The performance of the algorithm is proved competitive in our numerical
study on a wide range of test problems from the literature.
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The remainder of this chapter is organized as follows. In Section 3.2, we present an
our overview of the proposed framework combining global and local methods for black-
box optimization. It is followed by a review of two popular metamodels in Section 3.3.
Section 3.4 describes key components of the framework in details. The global search
and local search methods are discussed in Sections 3.4.1 and 3.4.2, respectively. Sec-
tion 3.4.3 presents the reward function that determines the search type in each iteration.
In Section 3.4.4, we present a sampling scheme that facilitates exploring promising re-
gions and guarantees convergence to the global optimum, which is proved in Section 3.5.
Section 3.6 presents results of numerical experiments and Section 3.7 concludes this
chapter.
3.2 Framework Structure
In this section, we present an overview of a general framework that combines global and
local methods for global optimization on black-box problems. Its key components are
further discussed in the following sections.
The framework consists of eight building blocks shown in flowchart form in Fig-



















Figure 3.1: General structure of the proposed framework.
Here we briefly describe the main steps of the algorithm and introduce related nota-
tion. The algorithm starts by constructing a set X1 = {xi}n1i=1 of n1 space-filling design
points, and running simulations to evaluate their function values f (x),x ∈ X1. This
is a common initial step in metamodel-based optimization to gather initial informa-
tion about the underlying problem. To obtain more informative design points, one can
spread sample points over the design space of interest. Let nk be the total number of
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function evaluations performed until the end of iteration k − 1. At the beginning of
iteration k, the algorithm keeps track of evaluated points with two sets: full information
Sk = {(x, f (x)) : x ∈ Xk} and partial information S˜k = {(x, f (x)) : x ∈ X˜k}, where
Xk = {xi}nki=1 is the set of all evaluated design points so far and X˜k is the set of evaluated
points since the most recent Restart. Note that Xk =
⋃k
i=1 X˜i. S˜k only records points
evaluated between two consecutive restarts, and hence S˜k = Sk until the first restart
and S˜k ( Sk after the algorithm restarts. By discarding old sample points and restarting
the algorithm, one can prevent subsequent trajectories from being distracted by the old
sample points clustered around local solutions.
At the beginning of each iteration k, the algorithm enters Switch Criteria with the






















Figure 3.2: Steps in switch criteria.
For given Sk and S˜k, candidate points to be evaluated by each search step are deter-
mined. More specifically, the algorithm first constructs two global metamodels MSk(x)
with full information Sk and MS˜k(x) with partial information S˜k. The two metamodels
are used for different purposes. Since MSk(x) is constructed with more information, it is
generally more accurate than MS˜k(x). Thus, we use MSk(x) in switch criteria (Step II).
However, we use the model MS˜k(x) with less information to generate candidate points
Cgk for global search. As S˜k does not include old sample points, the global step is likely
to generate sample points away from regions that were exhaustively explored before
the restart. Meanwhile, local search methods are applied to generate a set of candidate
points Clk within a local region Bk(x˜?k, ∆˜k), which contains points in X centered around
x˜?k within distance of ∆˜k.
Reward functions measure the potential performance of global and local steps. Their
explicit form Γ(Cgk |Sk) for global search and Γ(Clk|Sk) for local search, will be given in
Section 3.4.3. The algorithm switches to the step with larger reward. After either the
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global or the local step is performed, the algorithm checks the stopping criterion. If the
total number of function evaluations nk exceeds a prefixed number Nmax, the algorithm
terminates with the best solution found so far, given by x?k = argminx∈Xkf (x). Otherwise,
it moves to the next step to check if the algorithm is trapped in a local optimum. The
restarting criteria are presented in Section 3.4.4. If it is verified that the algorithm is
trapped in a local optimum, old samples are discarded and a new set Crk of space-filling
design points is generated to restart the algorithm.
The full algorithmic description is presented in Algorithm 1. In Step I, we use 2(d+1)
initial sample points, smaller than the 10d “rules of thumb” proposed by Jones et al.
(1998). We choose to start with a small number of initial sample points and save more
computing budget for later iterations (Step II-(iii), Step II-(iv), and Step VI). The purpose
is to collect more information about the true function value adaptively.
Step II-(iii) and Step II-(iv) generate candidate points for global and local search,
respectively. In the simulation step (Step III), the algorithm evaluates points in either Cgk
or Clk. One practical issue is that the size of the local candidate set Clk can be prohibitively
large for a high-dimensional problem, as the positive spanning set used in local search
is at least of size d + 1. One way of dealing with this issue in implementation is to
first sort the candidate points in Clk by descending potential improvement, and then
evaluate these candidate points sequentially until a better solution is found. Another
issue is that the computing effort needed for Step III can be such that the algorithm uses
up the computational budget before reaching the Stopping Criterion (Step IV). In our
implementation, we check the stopping criterion whenever the algorithm evaluates a
new point and terminate the algorithm right after the criterion is met.
To achieve faster convergence to a global optimal point, the algorithm restarts with a
new set of samples Crk when trapped in a local optimum, and discards all previous sample
points. In Section 3.4.4, we proposed a new method for generating Crk. The new set of
space-filling design points is selected so that the points are not only far away from all
previous sample points, but also show high potential to have good solutions.
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Framework 1 A framework for combining global and local methods
Inputs: Maximum allowed number of function evaluations Nmax; initial sample size n1;
global metamodel, e.g., kriging or radial basis function model; local method, e.g.,
pattern search or local perturbations; initial local region size ∆0.
Outputs: The best solution (x?Nmax , f (x
?
Nmax
)) obtained by the algorithm.
Step I (Initialization and Space-Filling Designs): Set iteration counter k = 1. Con-
struct the set of space-filling design points X1 = {xi}n1i=1, and set X˜1 = X1. Evaluate
the function values of design points and define S1 and S˜1.
Step II (Switch Criteria): Compute x˜?k = argminx∈X˜kf(x) and determine the local re-
gion Bk(x˜?k, ∆˜k) by Algorithm 1 in Section 3.4.2. Set nk = |Xk|.
(i) (Build Global Metamodels): Build two sets of global metamodels MS˜k(x) and
MSk(x) based on S˜k and Sk, respectively.
(ii) (Model Selection): Apply model selection techniques to identify the most accu-
rate model in each category.
(iii) (Generate Global Candidates): Generate a set of global candidate points Cgk ⊂
X based on MS˜k(x) with the procedure discussed in Section 3.4.1.
(iv) (Generate Local Candidates): Generate a set of local candidate points Clk ⊂
Bk(x˜?k, ∆˜k) based on MSk(x) with the procedure discussed in Section 3.4.2.
(v) (Compute Rewards): Compute the rewards Γ(Cgk |Sk) and Γ(Clk|Sk).
Step III (Global or Local Search): If Γ(Cgk |Sk) > Γ(Clk|Sk), evaluate points in Cgk and
set Cnew = Cgk ; otherwise, perform one iteration of the local search and set Cnew = Clk.
Step IV (Stopping Criterion): Solve minx∈Xk∪Cnew f(x) and find the optimal solution
(x?k, f (x
?
k)). If nk + |Cnew| ≥ Nmax, terminate the algorithm and return x?k as the global
solution; otherwise go to Step V.
Step V (Trapped in a Local Optimum): Determine the local region Bk(x?k,∆k) by Al-
gorithm 1. Examine whether the algorithm is trapped in a local optimum using the
criteria presented in Section 3.4.4.
Step VI (Restart): If trapped in a local optimum, generate and evaluate a new set of
samples Crk. Set Xk+1 = Xk∪Cnew∪Crk, and discard old samples by setting X˜k+1 = Crk.
Otherwise, set Xk+1 = Xk ∪ Cnew, and X˜k+1 = X˜k ∪ Cnew. Update S˜k+1 and Sk+1. Set
k := k + 1 and go to Step IV.
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3.3 Review of Global Metamodels
3.3.1 Kriging Interpolation Model
Kriging models defines a probability distribution on the function f (x) using a Gaussian
process {Y (x),x ∈ X}.
Definition 3.1 (Gaussian Process (Rasmussen and Williams, 2006)). A Gaussian process
is a collection of random variables, any finite number of which have a joint Gaussian
distributions.
Similar to a Gaussian distribution, a Gaussian process {Y (x),x ∈ X} is completely
specified by a mean function µ(x) and a covariance function K(x,x′),
µ(x) = E[f (x)] ,
K(x,x′) = Cov
[




(f (x)− µ(x))(f (x′)− µ(x′))] .
Intuitively, the Gaussian process over X can be interpreted as an infinite-dimensional
random vector {Y (x),x ∈ X}, which follows a multivariate Gaussian distribution. More-
over, for any xˇ ∈ X , Y (xˇ) is normally distributed with mean µ(xˇ) and variance K(xˇ, xˇ).
The covariance function must be symmetric and positive semidefinite. Mathematically, it
needs satisfies two conditions:






for any distinct sample points Xk = {xi}nki=1 ⊂ X and nonzero vector α ∈ Rnk \ {0nk}.
With a slightly different representation, kriging characterizes the functional relation-
ship f (xˇ) between the input xˇ and the output yˇ with,
Y (xˇ) = µ(xˇ) + Z(xˇ),
where in general the mean µ(xˇ) of the random process Y (xˇ) is assumed to be a constant
µ0, and the systematic departure Z(xˇ) from the mean is assumed to be Gaussian white
noise with variance σ2Z . For any two points xi and xk, the correlation between Y (xi)
and Y (xj) is measured by a correlation function, for example, the Gaussian correlation
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function,





θl |xil − xjl|2
)
,
where xi = (xi1, . . . , xid), xj = (xj1, . . . , xjd), and the parameters θl ≥ 0 for all l =
1, · · · , d.
The goal of kriging is to find a random predictor Ŷ (xˇ) for the unknown function value
yˇ by exploiting the properties given by the joint distribution. By treating the sampled





αiY (xi) = α
TYk,
for f (xˇ), where the weight vector α ∈ Rnk is chosen in a way such that Ŷ (xˇ) is the best
linear unbiased predictor. In other words, Ŷ (xˇ) minimizes the MSE,
MSE(Ŷ (xˇ)) = E
[




(αTYk − Y (xˇ))2
]
,









= E[Y (xˇ)] .
Temporarily assuming the parameters θ = {θl}dl=1 in the correlation function Corr [·, ·]






= µ̂0 + r
TR−1(yk − 1nk µ̂0),
where µ̂0 = (1TnkR
−1yk)−11TnkR
−11nk , r is a nk-dimensional correlation vector between
Y (xˇ) and Y (xi), i = 1, . . . , nk, and the correlation matrix R = {Corr [Y (xi), Y (xj)]}nki,j=1.
Another distinctive feature of kriging is that it provides the probability distribution













where σ̂2Z = nk
−1(yk − 1nk µ̂0))TR−1(yk − 1nk µ̂0)).
The parameters θ in the correlation function are determined by means of the max-
imum likelihood estimations method. The likelihood of the function values of sample
points being yk is given by,










The parameters θ, µ0 and σ2Z are chosen to maximize the likelihood of the sampled
data. In general, it is difficult to find the optimal values of (θ, µ0, σ2Z ) due to the complex
structure of the matrix R. However, it is relatively easy to find the maximum likelihood






, and σ̂2Z =
(yk − 1nk µ̂0))TR−1(yk − 1nk µ̂0))
nk
.
By plugging these expressions into L(yk|θ, µ0, σ2Z ), one can obtain the concentrated
log-likelihood function ln
(
L(yk|θ, µ̂0, σ̂2Z )
)













Note that the concentrated log-likelihood function only depends on R, i.e., the parameter
vector θ. Therefore, maximizing this function yields the MLE of θ.
3.3.2 Augmented Radial Basis Function Models
Standard RBF models reviewed in Section 2.2.2 yields a reasonably accurate interpola-
tion model if samples points are chosen to cover the entire feasible region systematically.
Otherwise, standard RBF models tend to extrapolate poorly. Therefore, in this chapter,
we augment standard RBF models with a polynomial term. Powell (1992) and Wendland
(2005) have extensively studied the resulted augmented RBF model.
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Definition 3.2. For a given degree m, an augmented RBF model interpolating a set




αi ψ (‖xˇ− xi‖) +
m˜∑
j=1
βj pij(xˇ), xˇ ∈ Rd ,
where α = {αi}nki=1 and β = {βj}m˜j=1 are the weights to be determined, ψ : R+ → R is a





space Pdm with polynomials of degree less than m in Rd .
As shown in Figure 3.3, the response of each individual basis function monotonically
decreases (or increases) with the distance from the closest sample point. Most commonly
used forms of the radial basis function include ψ (r) =
√
θ2 + r2 (multiquadrics), ψ (r) =
r2 ln (r) (thin-plate splines), ψ (r) = 1/
√
θ2 + r2 (inverse multiquadrics), and ψ (r) =
exp(−θr2) (Gaussians).
One advantage of RBF over kriging or other metamodeling techniques is that RBF
models are relatively easy to build. Define matrices Π ∈ Rnk×m˜ and Ψ ∈ Rnk×nk as
follows
Πij = pij(xi), Ψij = ψ
(‖xi − xj‖) .











Polynomials with high degrees are interesting but not attractive in the context of simula-
tion optimization since they require more sample points for interpolation. In this chapter,
we use a linear tail (m = 2, m˜ = d + 1) in the RBF model, then the ith row of Π is
(1,xTi ). Furthermore, if rank(Π) = m˜, Powell (1992) proved that the coefficient matrix
is nonsingular and the linear system has a unique solution. Finally, the weight vector
can be efficiently computed by exploiting the property of the linear system, for example,
using the null-space method (Benzi et al., 2005).
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Different radial basis functions in 1D
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Different radial basis functions in 1D
IMQ with θ = 1
GS with θ = 1
GS with θ = 2
Figure 3.3: Conditionally positive definite functions.
3.4 Key Components of the Framework
3.4.1 Global Search
Global search uses metamodel to identify regions within feasible space that have the
potential of containing good solutions. The metamodel is designed to capture the feature
of the objective function over the entire feasible region. In this section, we first present
several techniques to improve the quality of metamodel prediction, which is followed by
several criteria of generating candidate sample points for both metamodels.
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Data Transformation
When there is a large amount of variation in the function values of the sample points,
the associated global metamodel often severely oscillates. Several approaches to alle-
viate this effect have been developed in the context of RBF-based global optimization.
Gutmann (2001) proposes to replace large function values by the median of all available
function values. The resulting RBF model is smoother, and usually more effective in
identifying good candidate solutions. The most recent work addressing this issue is by
Regis and Shoemaker (2012), where a function-stabilizing transformation is applied to
the objective function values in order to reduce the influence of extreme function values.
When the curvature of the objective function varies widely, the performance of kriging
models deteriorates since the same covariance structure is used over the entire feasible
space. Also, the normality assumption can be violated if there are extreme function
values in Sk. In this regard, employing a method for detecting outliers can be useful
for enhancing the stability of kriging models. In our numerical experiments, we apply
a method based on interquartile range. Let Q1 [yk] and Q3 [yk] be the lower and upper
quartiles of yk, respectively. Any sample point with a function value outside the interval
[Q1 [yk]−κ(Q3 [yk]−Q1 [yk]), Q1 [yk]+κ(Q3 [yk]−Q1 [yk])] is considered to be an outlier.
Here the parameter κ is typically set to be κ = 1.5 (Upton and Cook, 1996), and in this
case the interval is considered as the 99.3% confidence interval of the objective function
value. When we construct kriging models with Sk, we replace the function values of
outlier points with the closest boundary value of the above interval.
In Step II-(i) of the algorithm, we can construct multiple global metamodels using
different methods (or the same method with different correlation function forms, or basis
functions). Some metamodels may not be a good approximation of the true function. To
select the best metamodel, one of the most well-known techniques is cross validation
(Hastie et al., 2008). This method partitions the data set into a training set and a test
set. A metamodel is constructed with the training set and prediction errors are computed
over the test set. Among all metamodels, the one with the lowest prediction errors is
selected. In our numerical experiments, we use the tenfold cross validation method.
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Global Candidates
This section details Step II-(iii), generating a set Cgk of potentially good candidate points
using a global metamodel MS˜k(x). The most straightforward candidate point is the
global minimizer of the metamodel. However, finding the global optimum of the problem
minx∈X MS˜k(x) itself can be computationally expensive, particularly when a kriging
model is used. In practice, one can apply local search methods with multiple starting
points instead.
Since a metamodel is merely an approximation of the true objective function, the
global minimizer of the metamodel may not be the best candidate for the true global
optimum. A number of criteria to identify promising candidate points in the context of
kriging can be found in the literature (Jones et al., 1998; Jones, 2001; Sasena, 2002;
So´bester et al., 2005). We use Probability of Improvement (PI) in our numerical exper-
iments (Kushner, 1964). The PI at x is defined as the probability that f(x) is below a
given target value. We select the point that maximizes the PI function as a candidate
solution for the true global optimum. Suppose that at the kth iteration of the algorithm,
a kriging model based on S˜k is constructed and a target value τ is given. Then, f (x) can
be viewed as a Gaussian random variable with mean MS˜k(x) and variance σ˜
2
Sk(x). The
PI criterion identifies a candidate point with the maximum probability of improvement
τ − f (x). In our numerical study, we set τ to be f (x?k−1), the best function value found
so far. Mathematically, the candidate point xgk is determined by









where Φ (·) is the Cumulative Distribution Function (CDF) of a normal random variable.
The last equality holds because of the monotonicity of Φ (·).
Remark 3.3. One of the most well-known kriging-based criteria for selecting candidate
points is the EI function, which is defined in 3.4.3. In our algorithm, we do not use EI
function to generate candidate points as the EI function can be very hard to optimize,
especially when the number of sample points used to generate the metamodel is large.
Instead, we use EI as a reward function for switching in Step II.
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Statistical inference on prediction error is not readily available for RBF, as is in kriging.
We propose a heuristic criterion for selecting candidate points in RBF models, which is
inspired by (3.1). Note that the standard deviation σ˜Sk(x) increases with the distance to
the nearest sample point. This motivates us to define the uncertainty in the prediction








where ‖ · ‖ is an Lp-norm with p = 2 or∞, and u and α are positive numbers. Replacing






The performance of the prediction uncertainty function (3.2) will be discussed in Sec-
tion 3.4.3 with a numerical example. In our numerical study, Cgk consists of two points,
the global minimizer of the metamodel and xgk determined by either (3.1) or (3.3) de-
pending on the type of metamodel.
3.4.2 Local Search
This section presents the details of Step II-(iv) in Algorithm 1. We first propose an adap-
tive procedure to define the local region Bk(x˜?k, ∆˜k) around x˜?k, and then describe how
to generate candidates using conventional direct search methods. It is worth mentioning
that our algorithm structure and convergence property does not depend on specific local
search algorithms, and any other local methods can be adopted.
Adaptive Local Region
At the kth iteration of a conventional direct search method, for a given direction set Dk
and a step size ∆k, the algorithm selects a set of candidate points xk + ∆kd, d ∈ Dk
around the current solution xk. If a better solution is found, the step size remains the
same or expands in the next iteration. Otherwise, the solution does not change and
the step size shrinks. However, there are some difficulties in applying the step size
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updating scheme used in conventional direct search methods to the local search step
in our framework. Unlike in the original direct search method, the local search step
in our algorithm may not be conducted consecutively. As a result, current solution x˜?k
can be far away from the previous solution x˜?k−1 due to the intermediate global search
steps. Therefore, the step size associated with x˜?k−1 may not be suitable for identifying
a new local region around x˜?k. For example, if we follow the step size updating scheme
in conventional direct search method, after our algorithm executes global search steps
a number of times and identifies a cluster of points around a local minimizer, the step
size in the local search step can remain unchanged and still be the large initial step size,
which is clearly not what we want.
In our algorithm, we use a procedure to adaptively determine a local region for the
local search step. The key condition for local convergence of direct search methods is that
limk→∞∆k = 0 (Kolda et al., 2003). Note that in direct search algorithms the step size
∆k shrinks whenever the iteration does not produce any improvement for all directions
in a positive spanning direction set. In our case, we already have a set of points around
x˜?k such that their function values are higher than f (x˜
?
k). By thinking backwards, our goal
is to develop a procedure to adaptively construct a local region based on a set of vectors
that positively spans Rd and then find an appropriate step size ∆k so that ∆k converges
to zero as k →∞. The key idea is as follows: Given X˜k and x˜?k, we choose d + 1 closest
sample points to x˜?k and gradually include more points until we find a positive spanning
set, denoted by V = {v1, . . . ,vh}, where vi = x(i) − x˜?k and {x(1), . . . ,x(h)} ⊂ X˜k.
Suppose a set V = {v1, . . . ,vh} positively spans Rd , then the convex cone
cone(V) =
{







should equal toRd . According to Theorem 2.3 in Conn et al. (2009), a positively spanning




i vi = 0d .
We formulate the feasibility problem as a linear optimization problem, but other forms
are also possible. We introduce a new variable  that help ensure the strict inequality,
max

 , subject to (wv)T ·V = 0d , wv ≥  · 1d , and  ≤ 1.
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Here an upper bound  ≤ 1 is incorporated to obtain bounded objective function value
when there exists a nontrivial solution to (wv)T · V = 0d . While applying any linear
programming solver, (wv, ) is treated as the decision variable vector. If the optimum
solution ∗ > 0, then V spans Rd positively; otherwise V does not span Rd positively.
The full description of the procedure to identify an adaptive local region is given in
Algorithm 1. In Step 5 of Algorithm 1, the choice of Lp-norm ‖ · ‖ affects the geometry
of the local region. The choice of p =∞ is considered to be suitable for box constraints,
since local candidate points can be conveniently generated with proper scaling of the
feasible region X .
Algorithm 1 Adaptive Local Region
Inputs: A set X˜k of evaluated points, the current best point x˜?k, an initial local region
size ∆0.
Outputs: A local region Bk(x˜?k, ∆˜k) and a positive spanning set V in Rd .
Step 1: Set h = d + 1 as the number of vectors in a minimal positive basis of Rd .
Step 2: If h ≤ nk, initiate Step 3; otherwise terminate with failure and set ∆˜k = ∆0.
Step 3: Find h nearest sample points {x(1), . . . ,x(h)} ⊂ X˜k to x˜?k.
Step 4: Determine whether V = {x(1) − x˜?k, . . . ,x(h) − x˜?k} positively spans Rd .
Step 5: If V is a positive spanning set for Rd , then Bk(x˜?k, ∆˜k) = {xˇ ∈ X : ‖x˜?k − xˇ‖ ≤
∆˜k}, where ∆˜k = max
i=1,...,h
∥∥x(i) − x˜?k∥∥ , and terminate the procedure; otherwise set
h = h+ 1 and go to Step 2.
Local Candidates
There is a wide variety of methods available to generate candidate points in a local region
for black-box optimization problems, and in this subsection we discuss two methods. One
is a random search method and the other is a deterministic method based on a positive
spanning direction set.
The random search method generates local candidate points by perturbing x˜?k with
a d-dimensional random variable (Spall, 2003). For box-constrained local regions, it is
relatively easy to generate uniformly distributed candidates. We illustrate our random
search procedure for two-dimensional case in Figure 3.4a. A similar procedure can be
applied to higher-dimensional cases. First, we determine Bk(x˜?k, ∆˜k) with neighboring
points {x(1), . . . ,x(5)} by Algorithm 1. We then generate random vectors from a uniform
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distribution U[0,1]d , and then map these vectors onto the feasible local region Bk(x˜?k, ∆˜k)∩



















Figure 3.4: Generate candidate points in a local region. (a) Random search in a cubical
local region; (b) Direct search in a spherical local region
In the deterministic method, given a positive spanning set Dk, a set of local candidate
points is defined by Clk = {xˇ : xˇ = x˜?k + ϑs∆˜k d,d ∈ Dk, 0 < ϑs < 1}. Figure 3.4b
illustrates the deterministic method. The candidate points are marked as red squares.
In the actual simulation in Step III, candidate points in Clk are sorted by the estimated
function value in ascending order. To conserve the computational budget, the search
step simulates each point in Clk until a point better than x˜?k is found. Based on the points
evaluated, the algorithm updates nk, S˜k, and Sk accordingly.
3.4.3 Switch Criteria
In this section, we present the key element of our algorithm, the Switch Criteria (Step II).
First, with information Sk and S˜k, we construct multiple global metamodels and choose
the best models mk and m˜k using model selection techniques such as cross validation.
We then determine “switching” based on the information obtained from the global meta-
models. In kriging, we estimate the potential performance of each set of global and local
candidate solutions using EI, and choose the set with higher potential. The EI function
is defined based on the estimation of prediction error. However, as discussed in Section
2.2.4, information about estimation error is not readily available for other types of global
metamodels. To make the EI function more general so that it can be applied to other
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metamodels such as RBF, we extend the EI function and propose a new measure to esti-
mate potential improvement of candidate solutions, which is called Modified Expected
Improvement (MEI).
In kriging, given the predictor MSk(xˇ) and its variance σSk(xˇ) at point xˇ, the likeli-












where I(xˇ) = max(τ − f (xˇ), 0). The expected improvement at xˇ with σSk(xˇ) > 0 is then



























where Φ (·) and φ (·) are the cumulative distribution and probability density functions of
the standard normal distribution. The target value τ is typically set to be f (x?k), the best
objective function value so far. We use the full information set Sk in (3.4) instead of S˜k,
since the predictor MSk(xˇ) based on Sk tends to be more accurate as it contains more
information.




EI(x|Sk), where C = Cgk or Clk. (3.5)
The average expected improvement is suitable when the algorithm evaluates all candi-
date points or evaluates them sequentially until a better point is found. In cases where
only the candidate point with the largest expected improvement is evaluated, the reward
function is given by Γ(C|Sk) = maxx∈C EI(x|Sk).
For non-kriging metamodels, the same form of function (3.2) used to predict the
metamodel prediction uncertainty in the global search is reused to replace the prediction
error σSk(xˇ) in the EI function. As a candidate point is closer to the available samples,
its prediction becomes more accurate. For a point xˇ with UXk(xˇ) > 0, the MEI function
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is given by











To illustrate the performance of MEI compared with EI, we approximate a one-
dimensional function using kriging. Six sample points have been evaluated to obtain
an initial model. We intentionally choose unevenly distributed sample points over the
feasible region since such a scenario often occurs in high-dimensional problems, and also
evaluated points often cluster around a local region as the algorithm progresses. We set
u = 1 and α = 1.
In Figures 3.5a and 3.6a, a kriging model is constructed based on the six samples
marked as circles. The MEI and EI functions have been normalized for better illustra-
tion. This will not affect performance since the normalized function retains the relative
relationship between points. The short dashed line represents the EI function, and the
dash-dot line represents the MEI function based on the distance measure. Figures 3.5 and
3.6 show how candidate points are selected based on the maximum EI and MEI function
values, respectively. In Figures 3.5a and 3.6a, the global maximum of EI and MEI are
located at x = 3.25 and x = 8.4. After the candidate points are evaluated, the kriging
models are updated as shown in Figures 3.5b and 3.6b. After running four iterations,
both solutions obtained by EI and MEI are close to the true global minimizer.
In general, MEI is easy to compute compared to EI, as the computation of prediction
errors involves computing the inverse of the correlation matrix. Particularly, the compu-
tation of MEI for RBF models is even faster due to its simple and efficient construction
process. The MEI function, however, may overestimate the prediction uncertainty, as can
be seen in Figure 3.6d. This can be alleviated by choosing proper values of parameters
u and α that can provide better approximations of prediction errors. In our numerical
experiments, the results with u = 1 and α = 1 show robust performance in all test
problems.
3.4.4 Restart
One of the most straightforward ways to apply a local search algorithm to global op-
timization problems is to run it with multiple starting points. Similarly, Algorithm 1
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(a) Select x = 3.25 as the candidate.






























(b) Select x = 2.4 as the candidate.






























(c) Select x = 1.69 as the candidate.






























(d) Select x = 8.6 as the candidate.
Figure 3.5: Sequential maximization of EI



























(a) Select x = 8.4 as the candidate.



























(b) Select x = 6.7 as the candidate.



























(c) Select x = 10.1 as the candidate.



























(d) Select x = 9.25 as the candidate.
Figure 3.6: Sequential maximization of MEI
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restarts with new sample points when the current iterate is in a neighborhood of a local
minimizer or a fully explored area. To check if it is time to initiate a restart, we monitor
two types of local regions. One is Bk(x˜?k, ∆˜k) constructed based on S˜k, and the other
one is Bk(x?k,∆k) constructed based on Sk. The algorithm restarts whenever either ∆˜k
or ∆k is smaller than a pre-specified parameter ∆. A small ∆˜k suggests that the algo-
rithm is about to converge to a local optimal solution, while small ∆k indicates that the
algorithm is likely to converge to a visited area. Moreover, to further improve empiri-
cal performance, the algorithm also restarts when no progress has been made after a
pre-specified number Nf of function evaluations.
When the algorithm restarts, a new set of design points will be generated to construct
a metamodelMS˜k(x) in the next iteration. In most work found in the literature, a new set
of random space-filling design points are used. In our algorithm, we choose samples with
a greater distance from the full information set Sk in order to identify unexplored and
promising regions. We first present our sampling scheme and then prove that it generates
an everywhere dense set of candidate points, which guarantees the convergence of the
algorithm to the global optimal solution.
We sample a set of new design points based on a weighted distance measure, where
points with better predictive values have higher weights. In this manner, we can expect
better performance in the subsequent iteration by exploring a promising region. In the
meantime, points in unexplored areas will be also generated with positive probability
and eventually the full information set Sk will become a dense subset of the feasible
region X . This form of weights is also used in simulated annealing as the acceptance







where 0 ≤ c < +∞. Note that the weight at any point xˇ is strictly positive, and thus
no areas are completely neglected. Given the weight parameter c, a candidate point is





W(xˇ) ‖xˇ− x‖ . (3.6)
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The weight parameter c controls the distribution of candidate points over X . If c = 0,
then W(xˇ) = 1 for all xˇ ∈ X . In this case, the algorithm simply generates candidates
by maximizing the minimum distance with existing samples Xk. With a larger value of
c, samples with low predicted function values have much higher weights than samples
with high predicted function values, and thus a sample point near the minimizer of the
global metamodel will be generated. In the implementation of the algorithm, one can
generate a set of samples Crk by changing the parameter c that satisfies 0 ≤ c1 ≤ c2 ≤
· · · ≤ c|Crk| < +∞. In the next section, we prove the convergence of the algorithm under
this sampling scheme.
3.5 Convergence Analysis
The following well-known theorem provides the foundation of the proof of convergence
of our proposed algorithm to a global minimizer.
Theorem 3.4 (To¨rn and Pilinskas (1989)). Let the minimization region X be compact.
Then an global optimization algorithm converges to the global minimum of any continuous
function if and only if the sequence generated by the algorithm is everywhere dense in X .
Now, we present our global convergence result.
Theorem 3.5. For a given real-valued deterministic continuous function f (x) defined on a
compact subset X of Rd . Then, the set of sample points generated by Algorithm 1 converges
to an everywhere dense set in X , and thus convergence to the global minimizer of f (x) is
guaranteed.
Proof. Let Xkr = {xi}nkri=1, kr ≥ 1, r ≥ 1, be a sequence of sample points generated by
Algorithm 1, where the subscript kr represents the iteration where the algorithm restarts











W(xˇ) ‖xˇ− x‖ , for any xˇ ∈ X . (3.7)
Assume that Xkr is not a dense set in X . Then there exists a x0 ∈ X and  > 0 such that
the open neighborhood B(x0, ) = {xˇ ∈ X : ‖xˇ− x0‖ < } does not contain any points
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in Xkr , that is,
min
x∈Xkr
W(x0) ‖x0 − x‖ ≥ W(x0). (3.8)
Combining (3.7) with (3.8) yields
∥∥x′ − x∥∥ ≥ W(x0)
W(x′)
, for any x ∈ Xkr . (3.9)
This implies that given Xkr , the candidate point x
′ always keeps a distance of W(x0)W(x′) > 0
from x ∈ Xkr . Since the algorithm restarts at iterations k1, . . . , kr, there exists a strictly
increasing sequence of integers {i1, . . . , ir} such that {xi1 , . . . ,xir} ⊂ Xkr is the set
of points generated by (3.6). By (3.9), we have ‖xp − xq‖ ≥ δ, for any p > q and
xp , xq ∈ {xi1 , . . . ,xir}, where δ = minp W(x0)W(xp) > 0. Consider a collection of balls
{B(xil , δ), l = 1, . . . , r} , where B(xil , δ) = {xˇ ∈ X : ‖xˇ− xil‖ < δ}. Then, the collection






δd ,where Γ(·) is the gamma func-















r = 0, contradict-
ing with δ > 0. Thus, the set Xkr of points generated by Algorithm 1 is dense in X , and
convergence to the global optimal point is achieved.
3.6 Computational Experiments
In this section, we conduct numerical studies to compare the performance of Algorithm 1
with a group of direct search/metamodel-based global optimization algorithms. We con-
sider two variants of Algorithm 1, one based on kriging and the others based on RBF
models. We first describe our test problems and the alternative algorithms, and then
present the comparisons.
3.6.1 Description of Test Problems
All global optimization methods are compared on 24 test problems from Dixon and
Szego¨ (1978); Hock and Schittkowski (1980) and More´ et al. (1981). The dimension
of the problems ranges from 2 to 12. The analytical form of the objective function is
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available for all test problems and the exact global optimum is known. Here we provide
the details of eight representative test problems. The other test problems are discussed in
Appendix A.1. Although the objective functions of these problems are not truly expensive
to evaluate, the numerical results still provide meaningful insights on the performance
of different algorithms.
Table 3.1: Properties of eight representative test problems.
Problem Dimension Feasible region No. of No. of
f d X global min local min
Ackley5 5 [−20, 40]5 1 lots
Goldstein-Price2 2 [−2, 2]2 1 4
Hartman6 6 [0, 1]6 1 4
Powell12 12 [−5, 4]12 1 0
Rastrigin2 2 [−4, 6]2 1 lots
Rosen5 5 [−5, 5]5 1 0
Schwefeld 2 [−500, 500]2 1 lots
Shekel4,10 4 [0, 10]4 1 10
SP10 10 [−80, 120]10 1 0
The objective functions of most of these problems are multimodal. In particular, Ack-
ley5, Rastrigin2, and Schwefeld have a number of local optima all over the feasible region,
and the global optimal solution is located off-center. The high-dimensional Rosenbrock
function Rosen5 has a unique global minimum lying in a narrow valley. This feature
causes many algorithms to converge slowly or even stop prematurely as they keep chang-
ing the search directions and shrinking the step size. The function values of Goldstein-
Price2, Rosen5 and Powell12 range over several orders of magnitude, which makes it dif-
ficult for metamodels to capture the underlying trends of the objective functions. Some
problems like Powell12 and SP10 have large feasible regions. Shekel4,10 contains 10 local
optima in a steep valley distributed over a flat terrain, and hence algorithms without an
exploration procedure will easily be trapped in one local minimum. In addition, the ex-
treme values of local optima give rise to near-singularities in the parameter estimations
of metamodels.
3.6.2 Alternative Algorithms
We conduct numerical experiments on two variants of Algorithm 1. (a) KR-PB uses
a kriging metamodel in the global search. Local candidate points within the adaptive
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local region determined by Algorithm 1 are generated by random search described in
Section 3.4.2, and then the one with the largest EI-based reward (3.4) is included in Clk.
(b) RBF-PB uses a RBF model in the global search. Local candidate points are generated
similarly as KR-PB, except that the reward is computed by the MEI function (3.5).
We compare these two variants of Algorithm 1 with five direct search and metamodel-
based global optimization methods. The first algorithm is MADS (Audet and Dennis,
2006), a direct search method that consists of two steps, a Poll step and a Search step.
The Poll step is a local search that is conducted by evaluating points in a local region, and
guarantees convergence to a local solution. The Search step incorporates a metamodel-
based search algorithm in order to search for a global solution. In our numerical experi-
ments, MADS conducts the Search step at the first iteration using random sampling and
performs only the Poll step afterward.
The next two alternative algorithms use kriging metamodels. MADS-DACE (De-
sign and Analysis of Computer Experiments) is a variant of MADS, where kriging
is used in the Search step. At each iteration, MADS-DACE conducts the Search step
by minimizing a kriging model. After that, it performs the Poll step if the Search
step fails and skips the Poll step otherwise. We implement MADS and MADS-DACE
using the optimization software NOMADm. The well-known EGO (Jones et al., 1998)
is implemented in TOMLAB Optimization Environment. Lastly, we considered two
RBF-based algorithms: MLMSRBF (Regis and Shoemaker, 2007b) obtained from
www.sju.edu/∼rregis/pages/software.html and rbfSolve (Bjo¨rkman and Holmstro¨m,
2000) from TOMLAB Optimization Environment.
3.6.3 Experimental Setup
All numerical experiments are conducted in Matlab on a Windows machine with Intel(R)
Xeon(R) 2.80GHz processor. For each test problem, we run each algorithm 30 times
with a set of 2(d + 1) random initial points, which are generated by Latin Hypercube
Sampling (LHS) (McKay et al., 2000) with maximin distance design (Johnson et al.,
1990). LHS generates design points that are uniformly projected onto each dimension,
and works well with nonparametric regression models such as kriging and RBF. Table 3.2
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Table 3.2: Parameter values for KR-PB and RBF-PB
Parameter Value
κ (Parameter for removing extreme function values) 1.5
∆0 (Initial mesh size) 0.1 ∗min{xubi − xlbi : i = 1, . . . , d}
τ (Target value for finding global candidates) f (x?k)
Corr [Y (xi), Y (xj)] (Correlation function in kriging) exp
(
−∑dl=1 θl |xil − xjl|θd+1)
θ (Initial parameters in kriging) θl = 1, l = 1, . . . , d, θd+1 = 1.99
Lower bound of θ in kriging θl = 10−3, l = 1, . . . , d, θd+1 = 1
Upper bound of θ in kriging θl = 103, l = 1, . . . , d, θd+1 = 2
n1 (Number of initial sample points) 2(d + 1)
Nmax (Maximum number of function evaluations) 800
c (Parameter in maximizing the weighted minimum distance) (0, 2, 4, 6) (cycle over these values)
|Crk| (Number of points newly generated while restarting) 2(d + 1)
p (Order of Lp-norm) ∞
Nf (Maximum number of function evaluations while restarting) min(4d, 0.02Nmax)
∆ (Tolerance parameter for restarting) 10−3
summarizes the values of parameters for KR-PB and RBF-PB used in our numerical
experiments. The parameter values are kept the same for all test problems.
In MADS, the one-time search step generates 2(d+1) LHS design points and the initial
mesh size in the Poll step is 0.1 ∗min{xubi − xlbi : i = 1, . . . , d}, where xlb = (xlb1 , . . . , xlbd )
and xub = (xub1 , . . . , x
ub
d ) are the lower and upper bounds of the feasible region X . The
mesh refinement factor is set to be 0.5 and the mesh coarsening factor is 2. All the other
parameters have default values. MADS-DACE uses kriging metamodels implemented
in the DACE toolbox (Lophaven et al., 2002). We choose a constant regression model
and a Gaussian correlation function. The initial values of parameters in the correlation
functions are all 10, and the lower and upper bounds are 10−2 and 20. We leave all
parameters in EGO, rbfSolve and MLMSRBF at default values in our implementations. In
particular, we use the default value of 200 as the maximum computational budget for
EGO since the method requires a considerable amount of time to generate candidate
points as the sample size increases.
3.6.4 Experimental Results
In this section, we present comparison results of the seven algorithms on the 8 represen-
tative problems. The results on the other 16 test problems can be found in Appendix A.2.
To give an overview of performance for all test problems, we present results using the
performance profile method proposed by Dolan and More´ (2002).
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A common performance measure in black-box optimization is the best objective
function value found under a given computational budget, which is typically defined by
a total number of function evaluations. As the true optimum for each test problem is
known, we can measure the absolute error between the best objective function value
found by the algorithm and the true optimal value. Given a number of replicated runs,
we can obtain the average and the variance of the absolute error. The average absolute
error represents the capability of finding an accurate solution, whereas the variance
indicates the reliability of the algorithms in consistently producing accurate solutions.
Results and Analysis on Individual Problems
Figures 3.7 and 3.8 present the statistics of absolute errors of the current best solution
found by global optimization methods in 30 runs against the total number of function
evaluations. Error bars represent 95% confidence intervals, which are calculated with
the t-statistic. The length of one side of the error bar is about t0.025,29√
30
≈ 0.3734 times the
sample standard deviation of the mean.
Note that, in Figures 3.7c and 3.7d, the average performance curve of EGO becomes
flat when the number of function evaluations reaches around 150. This occurs when it
takes a considerable amount of computational time to execute one iteration and the
EGO algorithm announces termination prematurely. EGO is generally time-consuming
compared with all the other methods, since it globally optimizes the EI function using a
Branch-and-Bound method, which requires enumeration of all candidate solutions.
We first compared KR-PB with kriging-based methods. KR-PB outperforms MADS-
DACE on all test problems. One can observe that MADS-DACE always performs better
than MADS on all eight problems, which provides evidence that the global search step
with kriging can significantly enhance the performance of MADS algorithms. At each
iteration of MADS-DACE, both the Poll and Search steps are always conducted. On the
other hand, our method performs either local or global search by comparing the potential
performance of each step. Numerical results indicate that our switching scheme between
local and global search steps is effective and enhances the performance of the algorithm,
making a good balance between exploitation and exploration.
In the comparison with EGO, the performance of KR-PB is much more reliable on
seven test problems, expected on Hartman6. Recall that EGO selects the point with max-
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imum EI value as a candidate point while in KR-PB candidate points are determined
based on the average EI value over the entire feasible region or a local region depend-
ing on the search type. The numerical results demonstrate that the use of the EI-based
reward function in determining search type and selecting candidate points is effective.
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Figure 3.7: Algorithm comparisons: MADS-DACE, MADS, MLMSRBF, EGO, rbfSolve,
KR-PB, RBF-PB
Secondly, we compare RBF-PB with RBF-based methods. RBF-PB performs best
among all RBF-based methods, except for the Schwefeld function. Particularly, RBF-PB
substantially outperforms rbfSolve on high-dimensional problems, such as Shekel4,4, Ack-
ley5 Hartman6, and Powell12. In the Schwefeld problem, however, rbfSolve is able to identify
the promising region faster than any other methods. The Schwefeld function exhibits a
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Figure 3.8: Algorithm comparisons: MADS-DACE, MADS, MLMSRBF, EGO, rbfSolve,
KR-PB, RBF-PB
number of local optima and its global optimum is located in the upper right corner. RBF-
PB converges to the global solution slower than rbfSolve at the beginning, but eventually
escapes from a local solution and catches up to rbfSolve. In all eight problems, MLMSRBF
converges to global solutions slower than RBF-PB, but performs robustly. These results
indicate that our MEI-based reward function is capable of maintaining a good balance
between global and local search.
Finally, we analyze the performance of two variants of Algorithm 1, KR-PB and
RBF-PB. In most test problems, both algorithms show good performance compared
to other benchmark methods in terms of convergence rate and robustness in finding
global solutions. KR-PB performs better than RBF-PB on Rosen5, Powell12, Rastrigin2 and
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Schwefeld , while RBF-PB performs better on the other four test problems. For problems
with extreme function values such as Ackley5 and Shekel4,4, RBF-PB performs better than
KR-PB. This can be credited to the robustness of RBF models. In kriging, large variations
in the estimated function values make it difficult to estimate model parameters.
Performance Profile
We now present the results of seven global optimization methods on all 24 test problems
using performance profiles proposed by Dolan and More´ (2002). Let T and A be the set
of test problems and the set of test algorithms, respectively. Algorithm a ∈ A is said
to solve problem t ∈ T if the relative error of the best solution found by algorithm a
within 800 number of function evaluations is less than or equal to a given value re. The
performance measure Tt,a is defined by the number of function evaluations required by
algorithm a in solving problem t. The larger the value of Tt,a, the worse the performance
of algorithm a. If algorithm a fails to solve problem t, Tt,a =∞. For each (t, a) ∈ T ×A,




The lower bound Rt,a = 1 indicates that algorithm a performs best on problem t among
all algorithms in A. We are interested not only in the performance of algorithm a on a
particular problem, but also in its overall performance on all test problems. We measure
the overall performance by the following ratio:
ρa(r) =
|{t ∈ T : Rt,a ≤ r}|
|T | ,
where r ∈ R is a given threshold performance ratio. ρa(r) is the probability that the
performance ratio Rt,a for any problem t ∈ T is within a factor of r. In particular, the
value ρa(1) is the probability that algorithm a performs best among all algorithms in A.
An algorithm that shows fast convergence of ρa(r) to 1 as r increases is considered be
efficient and robust.
Figure 3.9 presents the performance profiles of seven algorithms with re = 1% and
re = 5%. Table 3.3 gives the y-intercept ρa(1) of each algorithm. One can see that with
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(a) re = 1%












































(b) re = 5%
Figure 3.9: Performance profile of seven algorithms
an accuracy level of 1%, the probability that KR-PB wins over the other algorithms is 41%
(18% for RBF-PB). Similar results can be observed for an accuracy level of 5%. Figure 3.9
also shows superior performance of KR-PB and RBF-PB over other benchmark methods
with high values of ρa(r). Table 3.4 shows that with re = 1%, KR-PB solves about 81%
of test problems and RBF-PB solves about 66% within a factor of 10 of the number of
function evaluations used by the best algorithm.
Table 3.3: Probability ρa(1)
Accuracy MADS MADS-DACE MLMSRBF rbfSolve EGO KR-PB RBF-PB
re = 1% 0.0458 0.0444 0.0833 0.0736 0.1278 0.4069 0.1778
re = 5% 0.0444 0.0431 0.1361 0.0792 0.1208 0.3972 0.1819
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Table 3.4: Probability ρa(10)
Accuracy MADS MADS-DACE MLMSRBF rbfSolve EGO KR-PB RBF-PB
re = 1% 0.447 0.497 0.478 0.408 0.315 0.814 0.657
re = 5% 0.479 0.508 0.632 0.463 0.346 0.893 0.738
3.7 Chapter Summary
In this chapter, we introduce a new framework for global optimization of black-box
problems. It combines and balances global and local search procedures for numerical
efficiency, and can easily incorporate a variety of global and local search methods. We
extend the EI function of kriging and propose a new measure to assess potential perfor-
mance of candidate solutions for general metamodels utilizing distance information ob-
tained from all evaluated sample points. This measure facilitates automatic and adaptive
switching between global and local search procedures, a key feature of our framework,
and leads to good empirical performance. We also present a new sampling scheme to
identify promising regions that uses not only the distance information, but also the global
metamodel prediction. Our algorithm converges to the global optimum asymptotically
with mild assumptions.
In the numerical experiments, we use kriging and RBF models as global metamod-
els, random search as the local method, giving rise to KR-PB and RBF-PB. These two
methods are compared with five alternative algorithms: two methods (MADS-DACE,
EGO) utilizing kriging metamodels, two RBF-based methods (rbfSolve, MLMSRBF), and
one direct search method (MADS). All seven algorithms are tested on 24 test problems,
whose dimensions range from 2 to 12. The results indicate that the two methods based
on the proposed framework are robust and can find the global optimum with fewer func-
tion evaluations than other approaches, which suggests that our framework is promising
for global optimization of black-box problems. Note that MADS-DACE also combines a
kriging-based global search procedure with MADS, a local optimization algorithm. The
superior performance of our algorithms to MADS-DACE demonstrates that our frame-
work achieves a better balance between global and local search procedures, and suggests
that it is reasonable to use EI (or MEI) as a switch criterion, where the algorithm selects a
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using Radial Basis Function (RBF) models. The real-valued deterministic function f
is assumed to be lower-bounded, and continuous. We assume that f (x) can only be
evaluated through simulation.
First, we propose to update RBF models using the matrix inversion lemma (see e.g.,
Golub and Van Loan (1996)) which avoids inverting the interpolation matrix of RBF
models whenever additional points are available. This trick can increase the training
speed and the robustness of RBF models. The same formula helps us derive a closed-
form leave-one-out cross validation (LOOCV) (Hastie et al., 2008) error of RBF models.
Based on this result, our proposed RBF-based optimization method can adaptively select
radial basis functions throughout iterations.
Next, inspired by the bumpiness measure in Gutmann (2001), we provide a new
pointwise error estimate for RBF predictions using LOOCV. This error estimate can be
66
efficiently computed and shares several properties with the variance function of kriging
models. Including additional points that are distinct from evaluated points will always
decrease the smoothness of the RBF metamodel. Also, the prediction error at an unknown
point is related to the reduction of smoothness that this point can contribute. We estimate
the amount of smoothness by LOOCV based on evaluated points. We propose a new
measure, named weighted improvement (WI), to estimate the potential improvement in
the objective function value introduced by adding a new point. The WI function assigns a
weight derived based on the smoothness of the RBF model to each unknown point; points
with large prediction error and low predictive value show high weighted improvement.
This allows us to develop an optimization algorithm that search for solutions by balancing
exploration and exploitation with a tunable parameter.
By incorporating all the above results, we propose a new adaptive radial basis func-
tion method using the weighted improvement (WIRBF). One feature of WIRBF is that
it interrupts unpromising iterations and restarts with new sample points. However, it
differs from existing multistart-based algorithms such as Regis and Shoemaker (2007b)
in the sense that WIRBF requires new sample points to be distant from existing points
instead of randomly generating new sample points. This method allows us to further
explore unknown regions by utilizing previously evaluated points. In our method, we
sequentially sample points by maximizing the prediction error. Furthermore, we prove
that, under mild conditions, WIRBF will identify the global optimal point of a continuous
function over a bounded set in the limit.
This chapter is organized as follows. Section 4.2 develops several techniques to
improve RBF interpolation models in global optimization. We first review RBF models in
Section 4.2.1 and present the RBF model updating scheme in Section 4.2.2 as well as the
model selection techniques in Section 4.2.3. The prediction error estimate for RBF models
is discussed in Section 4.3. Section 4.4 defines the weighted improvement. Section 4.5
lays out the proposed algorithm WIRBF by incorporating all the aforementioned results.
In Section 4.6, we prove that, under mild conditions, WIRBF will converge to the global
minimum of a continuous function. Section 4.7 reports numerical results of WIRBF and
other existing algorithms on a set of 45 test problems using data profiles developed by
More´ and Wild (2009). Section 4.8 concludes this chapter.
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4.2 Radial Basis Function Models
4.2.1 Definition
To have a better understanding on RBF models, we provide mathematical details on its
structure. One may recall that the weight vector of standard RBF models in Section 2.2.2
satisfies Ψ · α = yn . For Gaussian and inverse multiquadrics basis functions, Ψ is
guaranteed to be positive definite with mild conditions on the geometry of sample points,
that is, it requires at least two distinct sample points. These two basis functions are called
positive definite basis functions. However, some other basis functions do not possess
such a property, which leads us to consider a class of more general basis functions called
conditionally positive definite function.




-dimensional linear vector space with
polynomials of degree less than m in Rd . A real-valued continuous function ψ : R+ → R
is conditionally positive definite (CPD) of order m if and only if for any n distinct sample






(‖xi − xj‖) > 0,




for all polynomials pˇi ∈ Pdm.
Name ψ (r) Order mψ
Multiquadrics (MQ) −√r2 + θ 1
Thin plate splines (TPS) r2 ln (r) 2
Cubic splines (CU) r3 2
Gaussian (GS) exp(−r2/θ) 0
Inverse multiquadrics (IMQ) (θ + r2)−1/2 0
Table 4.1: Conditionally positive definite functions.
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Table 4.1 summarizes the CPD order of commonly-used radial basis functions for RBF
models, where θ > 0 is a tunable shape parameter. As a special case, positive definite
functions are conditionally positive definite function of order m = 0.











where αi ∈ R for all i = 1, . . . , n, and βj ∈ R for all j = 1, . . . , m˜. The set of functions
{pij(x)}m˜j=1 forms a basis of the polynomial space Pdm defined in Definition 4.1.
As reviewed in Section 3.3.2, the weight column vector γ = (α,β) of model MSn is










For a particular ψ, Ψ ∈ Rn×n is a matrix with its (i, j) element being ψ (‖xi − xj‖) and
matrix Π ∈ Rn×m˜ whose (i, j) element is Πij = pij(xi). We can see that the constraint in
Definition 4.1 is incorporated in the linear system and is essential to guarantee a unique
solution.
Assumption 4.2. Throughout this chapter, we make the following assumptions,
(i) Distinct evaluated points Xn = {xi}ni=1 for all n ∈ N;
(ii) For a CPD basis function ψ of order mψ provided in Table 4.1 and a polynomial space
Pdm, the matrix Π has full column rank, equivalently, Xn forms an (m−1)-unisolvent
set with m ≥ mψ.




with n = n + m˜ is nonsingular. In addition, the interpolation matrix remains
invertible while including additional distinct sample points.
4.2.2 Updating RBF Models
In WIRBF, RBF models are constantly updated with newly-evaluated points. Although
guaranteed to be positive definite in theory, the interpolation matrix is prone to be ill-
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conditioned in practice because of clustered points around local optimal points. It is
inefficient and error-prone to inverse the whole interpolation matrix each time to obtain
the updated model.
To address the above issue, we use the matrix inversion lemma (see e.g., Golub and
Van Loan (1996)) to obtain the updated RBF model in an efficient way. Suppose we
measure the computational complexity by the number of multiplications, the complexity
of updating an augmented RBF model MSn reduces to O(n
2) with this approach, while
the best algorithm of inverting an n × n matrix using Singular Value Decomposition
requiresO(n3) number of multiplications (Golub and Van Loan, 1996). The improvement
is significant when n is large.
Let Sn+1 = Sn ∪ {(xˇ, f (xˇ))}, where (xˇ, f (xˇ)) is a newly-evaluated point. WIRBF
needs to determine an updated model MSn+1 using MSn . Denote the interpolation matri-
ces of augmented RBF models MSn and MSn+1 by Cn and Cn+1, and their weight vectors





















where matrices Ψ and Π, column vectors ψn(xˇ) and pim˜(xˇ) are defined in Section 4.2.
We decompose Cn+1 with a permutation matrix Pn+1 ∈ R(n+1)×(n+1) formed by
moving the (n+1)th row of an identity matrix I(n+1)×(n+1) to the last row. More explicitly,
Pn+1 is defined by
[Pn+1]jk =

1 if k = j, 1 ≤ j ≤ n,
1 if k = j + 1, n + 1 ≤ j ≤ n,
1 if k = n+ 1, j = n+ 1,
0 otherwise,
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 , u(xˇ) =
ψn(xˇ)
pim˜(xˇ)























γn + bC−1n u(xˇ)u(xˇ)Tγn − bC−1n u(xˇ)f (xˇ)
−bu(xˇ)Tγn + bf (xˇ)
 , (4.4)
where P−1n+1 = P
T
n+1, γn = C
−1
n y˜n and the scalar b
−1 = ψ0 − u(xˇ)TC−1n u(xˇ). Here
the matrix inversion lemma is used to calculate the inverse of the block matrix in Equa-
tion (4.3).
Compared with (4.2), (4.4) does not require inverting an ill-conditioned interpolation
matrix caused by clustered points. Instead, given a known C−1n from the previous RBF




Since WIRBF generates candidate points largely based on RBF models, we stress the
importance of creating accurate metamodels throughout iterations. In this section, we as-
sess an augmented RBF model using LOOCV without a large runtime overhead. LOOCV
has been applied as a model selection strategy in the literature, whereas they do not
provide an closed form for LOOCV on augmented RBF models. For example, brute force
was used in Goel et al. (2007) to determine weights in the ensemble of surrogates.
Rippa (1999) presented an analytical expression for LOOCV only on standard RBF mod-
els. Applying the rank-one update, we manage to derive a closed-form LOOCV error of
augmented RBF models and summarize this LOOCV error with absolute loss in Propo-
sition 4.3. Compared with the result of Rippa (1999), Proposition 4.3 accommodates a
wider range of radial basis functions.
Proposition 4.3. Let Sn = {(xi, yi)}ni=1 be a set of evaluated points, then the LOOCV cross-
validated residual of an augmented RBF model MSn is yi −MS−i(xi) = γi[C−1n ]−1ii for each











∣∣yi −MS−i(xi)∣∣ = n−1 n∑
i=1
∣∣γi[C−1n ]−1ii ∣∣ ,
where V(·, ·) is an absolute loss function.
Proof. To apply LOOCV, for each i = 1, . . . , n, we fit a model MS−i with evaluated points















∣∣∣yi − u−i(xi)TC−1−i y˜−i∣∣∣ , (4.5)
where matrix Ψ−i ∈ R(n−1)×(n−1) is formed by removing the ith row and ith column
from the interpolation matrix Ψ ∈ Rn×n of MSn . Matrix Π−i ∈ R(n−1)×m˜ is formed by
removing the ith row from Π ∈ Rn×m˜ of MSn . Column vectors ψ−i(xi) and pi−i(xi) are
defined as
ψ−i(xi) = {ψ
(‖xi − xj‖)}nj=1,j 6=i} ∈ Rn−1, pi−i(xi) = {pij(xi)}m˜j=1,j 6=i} ∈ Rm˜−1.
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The repeated computation of C−1−i in (4.5) may introduce significant overhead even when
n is small. We compute (4.5) with only one multiplication by applying rank-one update
to C−i. By defining a permutation matrix Pi ∈ Rn×n satisfying
[Pi]jk =

1 if k = j, 1 ≤ j < i,
1 if k = j + 1, i ≤ j < n,
1 if k = i, j = n,
0 otherwise,

















C−1−i + bC−1−iu−i(xi)u−i(xi)TC−1−i −bC−1−iu−i(xi)
−bu−i(xi)TC−1−i b
 ,
where b−1 = ψ0 − u−i(xi)TC−1−iu−i(xi). By accessing the elements of C
−1
i , we obtain
[C
−1
i ]nn = b and the (n − 1)-dimensional row vector [C−1i ]n(1:n−1) = −bu−i(xi)TC−1−i .
Plugging them into (4.5) yields,
V(yi,MS−i(xi)) =
∣∣∣yi − u−i(xi)TC−1−i y˜−i∣∣∣
=
∣∣∣yi + [C−1i ]n,1:n−1y˜−i[C−1i ]−1nn∣∣∣
=
∣∣∣yi + (γi − yi[C−1i ]nn) [C−1i ]−1nn∣∣∣ (4.6)
=
∣∣yi + (γi − yi[C−1n ]ii) [C−1n ]−1ii ∣∣
=
∣∣γi[C−1n ]−1ii ∣∣ .
Here (4.6) follows from
Piγn = PiC
−1



























i ]nn = [C
−1







−1 = PiC−1n PTi .
Proposition 4.4 is a special case of Proposition 4.3 and also discovered in Rippa
(1999).
Proposition 4.4. Let Sn = {(xi, yi = f (xi))}ni=1 be a set of evaluated points, then the




Proof. The results are obtained by replacing u−i(xi), C−i, and y˜n with ψ−i(xi), Ψ−i,
and yn , respectively. We also obtain [Ψ−1]ii = (ψ0 − ψ−i(xi)TΨ−1−iψ−i(xi))−1. Details
are relegated to Appendix B.1.
With the LOOCV error of RBF models, we can then select both ψ and shape parame-
ters θ by minimizing CVn(MSn ), which is illustrated in Figure 4.1.
10−5 10−4 10−3 10−2 10−1 100 101
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Figure 4.1: Selection of basis functions and shape parameters
In the following, we discuss on augmented RBF models. However, for ease of ex-
position, we restrict ourselves to standard RBF models in deriving the new pointwise
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prediction error estimate in Section 4.3.2. Rigorous discussions on error estimates of aug-
mented RBF models require considerably more technical details. The results, however,
can be extended to augmented RBF models in Section 4.3.3.
4.3 Prediction Error Estimate of RBF Models
An RBF model is essentially the optimal solution to a minimization problem over a
function space called Reproducing Kernel Hilbert Space (RKHS) (Kimeldorf and Wahba,
1971). RKHS plays an important role in quantum mechanics, statistics and machine
learning. It is often used as a hypothesis function space for the unknown function and a
regression model obtained within such a space can provide more meaningful and reliable
predictions at unknown points.
4.3.1 Reproducing Kernel Hilbert Space
One special class of kernels includes radial basis functions that only depend on the
distance between the two inputs, K(x,x′) = ψ (‖x− x′‖).
Definition 4.5 (Kernel). A function K : X × X → R is a kernel if K is a symmetric
function, K(x,x′) = K(x′,x), for all x,x′ ∈ X .
Definition 4.6 (Positive Semi-definite Kernel). A kernel K : X × X → R is positive






for any vector (λ1, . . . , λn) ∈ Rn . If the only vector λ that turns the quadratic form into
an equality is the zero vector, then K is positive definite.
A RKHS is a Hilbert space of functions in which pointwise evaluation is a continuous
linear functional. Its formal definition is given below.
Definition 4.7. Suppose that H is a Hilbert space of real valued functions on X , then H
is a Reproducing Kernel Hilbert Space with reproducing kernel K, if there exists a kernel
K : X × X → R satisfying the following properties:
1. For any fixed x ∈ X , K(x, ·) ∈ H.
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2. g(x′) = 〈g(x),K(x,x′)〉H , for all g ∈ H and x′ ∈ X ,
where 〈·, ·〉H is an inner product defined in H. The RKHS norm is naturally defined by
‖g‖H :=
√〈g, g〉H .
Excellent references on RKHS include Aronszajn (1950), Berlinet and Thomas-Agnan
(2004), and Wendland (2005). Every symmetric positive semi-definite kernel K uniquely
determines a RKHS H with reproducing kernel K (Aronszajn, 1950). This statement is
significant since it allows us to construct a unique RKHS with its reproducing kernel being
the kernel function that we normally start with, such as the radial basis functions in RBF
models. The first property in Definition 4.7 indicates that H is an infinite-dimensional
function space spanned by K(·,x′), that is, H = span {K(·,x′),x′ ∈ X}. Equivalently,
H =
{





i), for any n ∈ N ∪ {∞}, λi ∈ R,x′i ∈ X
}
.
Intuitively, yn = {yi = f (xi)}ni=1 is a n-dimensional vector with its element indexed by i,
while any function f ∈ H can be understood as an infinite-dimensional vector with |X |
number of elements and is indexed by xˇ ∈ X . Figure 4.2 illustrates this definition with










0.01 + ‖x− x′i‖
,
with a set of randomly generated sample points {x′i}ni=1 and inverse multiquadrics kernel
K. In other words, each function (curve ) in Figure 4.2 is uniquely determined by a
random choice of n, {x′i}ni=1, and {λi}ni=1. One important subspace of H is the space

















A special element of HXn is the interpolant MSn (x) =
∑n
i=1 λiK(x,xi) to f ∈ H, whose
{λi}ni=1 are determined by interpolation conditions {MSn (xi) = yi}ni=1. This reminds us
of the formulation of a standard RBF model defined in Section 2.2.2. In fact, the RBF
interpolation model is not merely an ordinary interpolation.
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Reproducing Kernel Hilbert Space with Positive Definite Kernel
Figure 4.2: Example of a RKHS.
Theorem 4.8 (Fasshauer (2007)). Suppose that H is a RKHS with reproducing kernel K.
Then the standard RBF model MSn interpolating f ∈ H at Sn = {Xn ,yn} achieves the
minimum norm among all functions g ∈ H,
‖MSn‖H = min{‖g‖H : g ∈ H satisfying g(xi) = yi, for all i = 1, . . . , n}.
Notice that in Theorem 4.8, g ∈ H does not necessarily lie in the subspace HXn .
Otherwise, it will be uniquely determined by the interpolation conditions. This optimality
in a RKHS is closely connected to the optimal recovery studied by Micchelli and Rivlin
(1985) and leads to two orthogonality results, which are to be used in Section 4.3.2.
Lemma 4.9 ((Fasshauer, 2005)). LetH be a RKHS with reproducing kernelK, andMSn ∈
HXn be the interpolant to f ∈ H at distinct evaluated points Sn = {(Xn ,yn)}, then
〈
f −MSn , g
〉
H = 0, for all g ∈ HXn .
Proof. To help understand the result, a simple proof is provided.
〈





















λi(MSn − g)(xi) (4.7)
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= 0. (4.8)
(4.7) holds because of the reproducing property of K, and (4.8) follows from the inter-
polation conditions.
Corollary 4.10. Any f ∈ H has an orthogonal decomposition of MSn and its residual
f −MSn , and ‖f‖2H = ‖f −MSn‖2H + ‖MSn‖2H .
Proof. Corollary 4.10 follows from the orthogonality property in Lemma 4.9,
‖f‖2H = ‖f −MSn +MSn‖2H =
〈
f −MSn +MSn , f −MSn +MSn
〉
H





= ‖f −MSn‖2H + ‖MSn‖2H .
The second property in Definition 4.7 allows us to compute ‖ · ‖H efficiently. For any
function g ∈ H, characterized by certain n ∈ N, K and λi ∈ R, xi ∈ X , its norm induced
by the inner product is given by






All the above discussions focuses on a RKHS H constructed with a positive semi-
definite kernel K. As a generalization, a RKHS H can also be constructed using a condi-
tionally positive definite (CPD) kernel K together with a polynomial space Pdm defined
in Section 4.2. More explicitly, the RKHS H associated a CPD kernel K contains all
functions in the form of
H =
{
g : g(x) =
n∑
i=1
λiK(x,xi) + pˇi(x), λi ∈ R,xi ∈ X ,
n∑
i=1
λipˇi(xi) = 0 for all pˇi ∈ Pdm, n ∈ N ∪ {∞}
}
.
The space H carries with a seminorm,







The key difference is that such CPD kernel is no longer the reproducing kernel forH. The
definition of a CPD kernel resembles Definition 4.1 if ψ is replaced by K. More technical
details of the construction can be found in Section 10 of Wendland (2005). According
to the definition of a CPD kernel, the additional constraint on {λi}ni=1 guarantees the
positiveness of the seminorm. It is also noted that the seminorm remains unaltered by
changing the polynomials in Pdm, and all polynomials in Pdm obtain zero seminorm.
With CPD kernels, the augmented RBF interpolation model MSn ∈ H still possesses
the optimality property 4.8 by replacing ‖ · ‖H with the seminorm |·|H (see Theorem
13.1 Wendland (2005)). Thus the two orthogonality results are expected to hold for CPD
kernels.
4.3.2 Error Estimate of Standard RBF Models
Suppose that a standard RBF model MSn interpolates an unknown function f at a set
Sn of evaluated points. Our goal is to estimate
∣∣MSn (xˇ)− f (xˇ)∣∣ for all xˇ ∈ X . To pro-
ceed with this goal, we need to consider a certain class of f, which is formalized in
Assumption 4.11.
Assumption 4.11. The unknown function f is assumed to smooth and belong to a RKHS
H generated by a reproducing kernel K, where K is also the radial basis function used in
MSn .
Assumption 4.11 allows us to mathematically characterize the smoothness of any
function g ∈ H by ‖g‖H . For any g ∈ H and xˇ ∈ X , by applying Cauchy-Schwarz
inequality,







The upper bound of |g(xˇ)| is proportional to ‖g‖H . In particular, K(xˇ, xˇ) is a constant for
radial kernels. Thus ‖ · ‖H is a plausible measure of smoothness of a function. The RKHS
norm of a standard RBF model MSn is ‖MSn‖2H = αTΨα.
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To estimate the prediction error of MSn (xˇ), we treat the true function value f (xˇ) as
an variable yˇ = f (xˇ) and construct a new metamodel MSˇn+1 with Sˇn+1 = Sn ∪ {(xˇ, yˇ)}.
Assuming a smooth f, we may expect a reasonable metamodel MSˇn+1 to be smooth as





αnewi ψ (‖x− xi‖) + αnewn+1ψ (‖x− xˇ‖) ,







where Ψ = {ψ (‖xi − xj‖)}ni,j=1 and ψn(xˇ) = {ψ (‖xˇ− xi‖)}ni=1. Since MSˇn+1 ∈ H, its



























= ‖MSn‖2H + (ψ0 −ψn(xˇ)TΨ−1ψn(xˇ))−1(MSn (xˇ)− yˇ)2. (4.9)
By specifying a target value yˇ as an approximation of the optimal objective value, Gut-
mann (2001) selects a candidate point xˇ that minimizes (4.9), which implies that the
true function value f (xˇ) is most likely to be yˇ since the resulting metamodel MSˇn+1 is
the smoothest among all metamodels passing through Sˇn+1 and xˇ ∈ X . In the follow-
ing, we interpret (4.9) from another standpoint and derive pointwise error estimates for
standard RBF models. The basic idea is to estimate the upper bound of ‖MSˇn+1‖2H that
in turn limits the possible value of yˇ. Another part of the error estimate depends on the
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distribution of evaluated points and radial basis functions and is captured by the Power
function (see Wendland (2005) for details).
Definition 4.12 (Power function). Suppose that X ⊆ Rd and a (conditionally) positive
definite kernelK : X×X → R. For any distinct points Xn ( X , we define a(xˇ) as follows,











where the kernel matrix K = {K(xi,xj)}ni,j=1, column vectors Kn(xˇ) = {K(xˇ,xi)}ni=1,
and pim˜(xˇ) = {pii(xˇ)}m˜i=1; Otherwise, if K is positive definite, then P2n(xˇ) is defined by
|·|H instead of ‖ · ‖H in (4.10) and a(xˇ) = {aj(xˇ)}nj=1 is the solution to the system
K a(xˇ) = Kn(xˇ). Then the Power function Pn(xˇ) is defined by













Wendland (2005) establishes error bounds on P2n(xˇ) for common RBFs in terms of
the fill distance ∆X ,Xn = supx∈X minxi∈Xn ‖x− xi‖2. In Proposition 4.13, we derive
closed forms of P2n(xˇ) for both standard and augmented RBF models, leaving details in
Appendix B.2.
Proposition 4.13. The Power function P2n(xˇ) can be represented as
P2n(xˇ) = ψ0 −ψn(xˇ)TΨ−1ψn(xˇ)
for PD radial basis functions ψ, and










for CPD radial basis function ψ of order m.
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Figure 4.3 visualizes the Power function in comparison with the variance function in
kriging models. Points distant from evaluated points have larger Power function values.
Mathematical properties of the Power function are presented in Proposition 4.14.




































Figure 4.3: The Power function of RBF models and the variance function of kriging
models.
Proposition 4.14. Under Assumption 4.2, the Power function P2n(xˇ) satisfies
1. P2n(xˇ) > 0 for all xˇ ∈ X \Xn;
2. P2n(xˇ) = 0 for all xˇ ∈ Xn .
Furthermore, suppose that {Xn}n∈N is an increasing sequence of distinct evaluated points
in X , that is, Xn ⊆ Xn+1 for any n ∈ N, then P2n+1(xˇ) ≤ P2n(xˇ) for all xˇ ∈ X .
Proof. Proofs are presented in Appendix B.3.
Based on Proposition 4.14 and (4.9), we obtain the following proposition,
Proposition 4.15. Suppose that {Xn}n∈N is an increasing sequence of distinct evaluated
points in X , that is, Xn ⊆ Xn+1 for any n ∈ N. Then ‖MSn‖H ≤ ‖MSn+1‖H ≤ · · · ≤ ‖f‖H .
Proof. By Equation (4.9) and Proposition 4.13, for any yˇ and n ∈ N,
‖MSˇn+1‖2H = ‖MSn‖2H + P−2n (xˇ)(MSn (xˇ)− yˇ)2 ≥ ‖MSn‖2H ,
and thus ‖MSn‖H ≤ ‖MSn+1‖H when yˇ = f (xˇ). Note that limn→∞Xn forms a dense
set in X and meanwhile, MSn interpolates f at Sn , thus limn→∞ ‖MSn‖H = ‖f‖H condi-
tioned upon Assumption 4.11.
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Proposition 4.15 implies that
‖MSˇn+1‖2H = ‖MSn‖2H + P−2n (xˇ)(MSn (xˇ)− yˇ)2 ≤ ‖f‖2H .
Since we set yˇ = f (xˇ), by solving the inequality for yˇ we obtain,
∣∣f (xˇ)−MSn (xˇ)∣∣2 ≤ P2n(xˇ)(‖f‖2H − ‖MSn‖2H). (4.11)
This error bound has several implications: First, Corollary 18.1 in Fasshauer (2007)
suggests that ‖f‖2H − ‖MSn‖2H = ‖f − MSn‖2H . Meanwhile, Theorem 10.3 in Wend-
land (2005) states that convergence in ‖ · ‖H implies pointwise convergence, that is,
limn→∞MSn (xˇ) = f (xˇ) for all xˇ ∈ X . Thus ‖f −MSn‖H can be viewed as a measure of
the overall model accuracy of MSn , while P
2
n(xˇ) acts as a distributor of the residual over
the entire region X . We therefore hypothesize that ‖f −MSn‖H can be estimated with
model validation techniques, such as cross validation.
Next, the pointwise error estimate might be conservative if the upper bound ‖f‖2H
of ‖MSn‖2H is used in (4.11). A conservative error estimate will promote metamodel-
based optimization algorithms to search only globally. Therefore, we propose to replace
‖f‖2H with an estimated upper bound of ‖MSˇn+1‖2H so that the estimated error bound is
probabilistically satisfied.
Finally, (4.9) characterizes the exact relationship between ‖MSˇn+1‖2H and ‖MSn‖2H . If
k-fold (k < n) cross validation is used, it is rather difficult to derive an exact relationship
between ‖MŜn+1−k‖2H and ‖MSn‖2H similar to (4.9).
Based on the above justifications, we propose to estimate ‖MSˇn+1‖2H via LOOCV.
‖MSˇn+1‖2H − ‖MSn‖2H can be understood as the contribution of an point xˇ to the overall
accuracy of a metamodelMSn . In order to estimate ‖MSˇn+1‖2H , we make Assumption 4.16
to relate ‖MSn‖2H − ‖MS−i‖2H with ‖MSˇn+1‖2H − ‖MSn‖2H .
Assumption 4.16. We assume that ‖MSn‖2H − ‖MS−i‖2H and ‖MSˇn+1‖2H − ‖MSn‖2H are
realizations of a random variable, representing the contribution introduced by an unknown
point to the overall accuracy of a RBF model.
This assumption states that the contribution brought by an unknown point to the
overall accuracy of a RBF model is a random variable from a distribution related to
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existing sample points. When the leave-one-out residual ‖MSn‖2H−‖MS−i‖2H is small, we
can expect that ‖MSˇn+1‖2H − ‖MSn‖2H is more likely to be small as well. Theorem 4.17
presents a pointwise confidence interval for the standard RBF model prediction.
Theorem 4.17. Under Assumption 4.16, the estimated error bound for a standard RBF
model MSn is given by
P
[∣∣f (xˇ)−MSn (xˇ)∣∣2 ≤ P2n(xˇ)% (α,Ψ−1 | η)] = η
where P2n(xˇ) is given in Proposition 4.13 and %
(
α,Ψ−1 | η) is a constant estimated from
‖MSn‖2H − ‖MS−i‖2H; we propose to estimate %
(
α,Ψ−1 | η) with a quantile function.
Proof. The computation of the estimated error bound involves the following steps:
1. For each i = 1, . . . , n, we compute







The above equality applies two results from Section 4.2.3:
(a) The LOOCV error of MS−i(xi):
∣∣MS−i(xi)− f (xi)∣∣ = ∣∣αi[Ψ−1]−1ii ∣∣;
(b) (ψ0 − ψ−i(xi)TΨ−1−iψ−i(xi))−1 is the (n, n)th element of the permutated in-
terpolation matrix Ψ−1i , thus equals to [Ψ
−1
i ]nn = [Ψ
−1]ii.
2. The constant %
(
α,Ψ−1 | η) can be estimated via bootstrap. In this study, we use
the inverse of empirical cumulative distribution function for computational con-
venience, that is, %
(
α,Ψ−1 | η) is the η-percentile Qη [{‖MSn‖2H − ‖MS−i‖2H}ni=1]
with η ∈ [0, 1].
3. Under Assumption 4.16, we obtain that
η = P
[‖MSˇn+1‖2H − ‖MSn‖2H ≤ % (α,Ψ−1 | η)]
= P
[
(MSn (xˇ)− f (xˇ))2
ψ0 −ψn(xˇ)TΨ−1ψn(xˇ)
≤ % (α,Ψ−1 | η)]
= P
[∣∣f (xˇ)−MSn (xˇ)∣∣2 ≤ P2n(xˇ)% (α,Ψ−1 | η)] , (4.12)
where %
(
α,Ψ−1 | η) = Qη [{α2i [Ψ−1]−1ii }ni=1] .
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Owing to Proposition 4.14, (4.12) still preserves the property that the prediction
error at evaluated points is zero. The complexity of (4.12) is O(n2). Most computational
efforts are spent in computing ψn(xˇ)
TΨ−1ψn(xˇ). In the case of local radial basis functions
such as GS, the complexity can be further reduced by exploiting the sparse structure of
ψn(xˇ) and Ψ
−1.
4.3.3 Error Estimate of Augmented RBF Models
Error estimate for augmented RBF models is derived in the same way as in Section 4.3.2.
To derive an equivalent of (4.9), we first rewrite
∣∣MSn ∣∣2H as follows,













where the last equality follows from ΠTα = 0m˜ in (4.1).




αnewi ψ (‖x− xi‖) +
m˜∑
j=1
βnewj pij(x) + α
new
n+1ψ (‖x− xˇ‖) .
















where ψn(xˇ), pim˜(xˇ), and Ψ, Π are defined in Section 4.2.2. Hence
























































































∣∣MSn ∣∣2H + (ψ0 − u(xˇ)TC−1n u(xˇ))−1(MSn (xˇ)− yˇ)2, (4.13)
where ψn(xˇ), pim˜(xˇ), u(xˇ), Cn, Pn+1, b and y˜n are defined in Section 4.2.2 for updating
augmented RBF models.
By replacing Ψ and ψn(xˇ) in (4.12) with Cn and u(xˇ) respectively, we obtain the
following theorem,
Theorem 4.18. Under Assumption 4.16, the estimated error bound of an augmented RBF
model is given by
P
[∣∣f (xˇ)−MSn (xˇ)∣∣2 ≤ P2n(xˇ)% (γ ,Cn | η)] = η
where %
(












, and P2n(xˇ) is given in Proposition 4.13.
The complexity of this estimated error bound is O(n2).
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4.3.4 Numerical Examples for Prediction Error Estimate
To demonstrate the effectiveness of the error estimate, in Figure 4.4, we compare it with
the 95% confidence interval for kriging predictions on a randomly-generated function.
From Figure 4.4, we observe that the proposed error bound of the RBF prediction covers














































Figure 4.4: (a) the estimated error bounds of RBF models with η = 0.95 and ψ (r) =
exp(−r2/θ), where θ is chosen by minimizing the LOOCV error CVn(MSn ); (b) 95%
confidence interval of kriging models with Gaussian correlation functions.
the true function overall, and the error estimate is zero at evaluated points. However,
in some parts, the proposed method underestimates the RBF model prediction error
compared with kriging’s confidence interval of its prediction.
4.4 Weighted Improvement in RBF Models
In this section, by taking advantage of the preceding error estimate, we put forth a
novel sampling criteria called Weighted Improvement (WI) function for RBF models. We
illustrate the difference between the EI function of kriging models with a numerical
example in Section 4.4.3.
4.4.1 Definition
Given a set of sample points Sn = {Xn ,yn} and a target value τ∗, the weighted improve-
ment WI(xˇ | Sn , τ∗) at an unknown point xˇ primarily relies on two elements:
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1. The improvement I(xˇ) = max(τ∗−yˇ, 0) = (τ∗−yˇ)+, where the variable yˇ represents
the unknown f (xˇ);





× ∣∣MSˇn+1∣∣−2H = pi−1
∣∣MSn ∣∣H Pn(xˇ)∣∣MSn ∣∣H P2n(xˇ) + (yˇ −MSn (xˇ))2 ,
where
∣∣MSn ∣∣H ,MSn (xˇ),Pn(xˇ) are all constants given xˇ, ψ, and Sn .
The key difference between the WI and EI function is the weight function. Recall that
when EI is defined in (3.4), a Gaussian function is used to weight the potential improve-
ment. Instead, we use the smoothness of MSˇn+1 to measure the credibility of I(xˇ). Our
proposed weight function exhibits three properties:
1. W(yˇ) monotonically decreases as yˇ deviates from MSn (xˇ), implying the metamodel
MSˇn+1 becomes bumpier.
2. For any yˇ ∈ R, W(yˇ) ≥ 0, because of the nonnegative Pn(xˇ) and positive
∣∣MSn ∣∣H .
3. The integration of W(yˇ) over all possible yˇ is one,
∫ +∞
−∞

















These three properties suggests that W(yˇ) is one possible probability density function
of the random variable yˇ. A closer look at W(yˇ) reveals that it can be treated as the
probability density function of a Cauchy random variable yˇ with two robust measures:
median MSn (xˇ) and median absolute deviation
∣∣MSn ∣∣H Pn(xˇ).
With the two key elements defined, we now compute WI(xˇ | Sn , τ∗) by integrating
the weighted improvement over all possible yˇ,






Unfortunately, the integration would be undefined for unconstrained yˇ. Therefore, in the
weighted improvement procedure, we restrict the possible yˇ within the estimated error
bound (4.12), that is, yˇ ∈ [fl(xˇ), fu(xˇ)], where




γ ,C−1n | η
)
,




γ ,C−1n | η
)
.
Such a restriction brings simplification, yielding a closed form for the WI function. Mean-
while, this restriction can be adjusted by changing the size of [fl(xˇ), fu(xˇ)] with η.
Depending on the target value τ∗, the potential improvement I(xˇ) varies:
• If fl(xˇ) ≤ τ∗ ≤ fu(xˇ), then I(xˇ) ∈ [0, τ∗ − fl(xˇ)].
• If τ∗ > fu(xˇ), then I(xˇ) ∈ [τ∗ − fu(xˇ), τ∗ − fl(xˇ)].
• If τ∗ < fl(xˇ), then I(xˇ) = 0.
In summary, I(xˇ) can be unified by I(xˇ) = [(τ∗ − fu(xˇ))+, (τ∗ − fl(xˇ))+]. By taking the
integration over possible improvements, we obtain the weighted improvement at xˇ (see
details in Appendix B.4),
WI(xˇ | Sn , τ∗, η) =
∫ (τ∗−fl(xˇ))+
(τ∗−fu(xˇ))+
W(τ∗ − I(xˇ))I(xˇ) d I(xˇ)∫ (τ∗−fl(xˇ))+
(τ∗−fu(xˇ))+




ln(1 + v2)− ln(1 + u2)
2(tan−1 (u)− tan−1 (v)) +

















γ ,C−1n | η
)∣∣MSn ∣∣H
 .
WI(xˇ | Sn , τ∗, η) = 0 for all xˇ ∈ X satisfying fl(xˇ) > τ∗. This flat area may cause algo-
rithms to terminate before finding the global maximum of the WI function. Therefore,
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we implement
WI(xˇ | Sn , τ∗, η) = −
|τ∗ − fl(xˇ)|
minx∈Xn ‖xˇ− x‖2
< 0, if fl(xˇ) > τ∗,
whose non-negativeness will not alter the global maximum point of the original WI
function. In Chapter 3, we proposed a similar measure that approximates the variance
function in P-algorithm with a function of the minimum distance to evaluated points.
4.4.2 Partitioning Strategies
From another perspective, the WI function can be used as a strategy of partitioning the
feasible region X into three subsets,
X = Xl ∪ Xm ∪ Xu, and Xl ∩ Xm = ∅, Xl ∩ Xu = ∅, Xu ∩ Xm = ∅,
where each subset of X is defined as
Xl = {xˇ ∈ X : fl(xˇ) > τ∗},
Xm = {xˇ ∈ X : fl(xˇ) ≤ τ∗ ≤ fu(xˇ)},
Xu = {xˇ ∈ X : fu(xˇ) < τ∗}.
To gain a deeper understanding, we present WI(xˇ | Sn , τ∗, η) according to the partitions.
• For any point xˇ ∈ Xl, the target value is even smaller than the estimated lower
bound for f (x), conducting explorations in this partition is a better choice;




• For any point xˇ ∈ Xu, even the estimated upper bound of f (xˇ) is larger than τ∗,
performing pure exploitations in this region will accelerate the convergence to the
local optimal point (possibly the global optimal point);
WI(xˇ | Sn , τ∗, η) = τ∗ −MSn (xˇ).
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• For any point xˇ ∈ Xm, the WI function balances the exploration and exploitation
by means of the weight function;
WI(xˇ | Sn , τ∗, η) =
∣∣MSn ∣∣H Pn(xˇ)
(
ln(1 + v2)− ln(1 + u2)
2(tan−1 (u)− tan−1 (v)) +





τ∗ −MSn (xˇ)∣∣MSn ∣∣H Pn(xˇ) , v = −




γ ,C−1n | η
)∣∣MSn ∣∣H .
To exploit its structure, we compute the derivative of WI(xˇ | Sn , τ∗, η) with respect
to u and v.






−1 (u)− tan−1 (v))− ln (1 + u2)+ ln (1 + v2)
2(1 + v2)(tan−1 (u)− tan−1 (v))2
)
,





2v(tan−1 (u)− tan−1 (v))− ln (1 + u2)+ ln (1 + v2)
2(1 + v2)(tan−1 (u)− tan−1 (v))2
)
,
where ∂WI(xˇ | Sn ,τ
∗,η)
∂ u represents the effects of the model prediction MSn (xˇ) on
WI(xˇ | Sn , τ∗, η), and ∂WI(xˇ | Sn ,τ
∗,η)
∂ v shows how the error estimate will affect
WI(xˇ | Sn , τ∗, η). Since fl(xˇ) ≤ τ∗ ≤ fu(xˇ) for any xˇ ∈ Xm, we have v ≤ u ≤ −v.









∂WI(xˇ | Sn , τ∗, η)
∂ v
,
we obtain the lower and upper bound ∂WI(xˇ | Sn ,τ
∗,η)
∂ u > 0 and
∂WI(xˇ | Sn ,τ∗,η)
∂ v < 0
for any xˇ ∈ Xm. These two bounds indicate that the WI is larger for xˇ ∈ Xm with




γ ,C−1n | η
)
.
The relative size of these three partitions depends on the parameter η. Generally, a
large η will increase the estimated prediction error at unknown points. Thus a large η
enlarges Xm and shrink Xl and Xu. The maximization of the WI function sets a higher
priority of sampling in Xm and Xm than Xl. As the proposed algorithm proceeds, the
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gradual-decreasing target value τ∗ shrinks the size of Xm and Xm and then more samples
will be chosen from Xl.
4.4.3 Numerical Examples for Weighted Improvement
To better comprehend the WI function, we plot (4.14) for a randomly-generated function
and compare it with the EI function of a kriging model in Figure 4.6. The two metamodels
are constructed with the same set of sample points. For the RBF model, we choose a cubic
ψ (r) = r3 and η = 0.25, 0.95. The kriging model uses a Gaussian correlation function.
The target value τ∗ = argminx∈Xnf (x) is highlighted with the horizontal dashed line. We
observe that the WI is zero at evaluated points as the EI function does. Also the weight
function based on model complexity seems to work well in this example.
Figure 4.6a and 4.6b show that a lower η promotes local search as the estimated
error bound [fl(xˇ), fu(xˇ)], xˇ ∈ X of the RBF model is narrower. When η = 0.95, the
WI function identifies similar promising regions (six peaks of the WI function) as the EI
function in kriging does. The WI is larger at points with larger estimated prediction errors
and lower predictions, which is verified by previous discussions. Similar to the EI function,
the WI function is non-concave with multiple local minima close to evaluated sample
points. Moreover, the local minima tend to be closer to points with lower predictions.
This phenomenon provides a good guess about the starting points for maximizing the
WI function.
4.5 The Algorithm
In this section, we propose a new adaptive radial basis function method, WIRBF, for
the global optimization of black-box problems by incorporating all the discussed results.
Figure 4.5 depicts its general structure. The full algorithmic description is presented in
Algorithm 2.
WIRBF is a new multistart global optimization algorithm, which takes advantage of
evaluated points according to a new strategy (see Step 3 and 4 in Algorithm 2). Due
to expensive evaluation of f, we stress the importance of not wasting evaluated points.
Throughout the process, WIRBF records evaluated points with two sets: full information






















Figure 4.5: General structure of WIRBF.
Xn = {xi}ni=1 is the set of all evaluated sample points so far and X˜n is the set of evaluated
points since the most recent Restart. It is worth noting that Xn =
⋃n
i=1 X˜i and S˜n only
records points evaluated between two consecutive restarts. Hence S˜n = Sn until the first
restart and S˜n ( Sn after WIRBF restarts.
WIRBF starts by constructing a set Xn1 = {xi}n1i=1 of n1 space-filling design points,
and running simulations to obtain their function values, yn1 = {f (x),x ∈ Xn1}. At
each iteration, WIRBF first builds two global metamodels MSn with full information Sn
and MS˜n with partial information S˜n . These two metamodels serve different purposes.
The model MS˜n is used to generate a candidate point x
g
n+1 for global search. As S˜n
does not include sample points evaluated before last restart, Step 3.1 tends to generate
sample points away from regions that were already exhaustively explored. Meanwhile,
MSn constructed with more information is generally more accurate than MS˜n . To avoid
being attracted to explored regions, MSn is used to generate a candidate point x
l
n+1
within a local region B(x˜?n ,∆n) = {x ∈ X :
∥∥x− x˜?n∥∥∞ ≤ ∆n}, where the current
best solution x˜?n = argminx∈X˜nf (x) and ∆n is the local region size. We use ‖·‖∞ for
the convenience of generating local candidates within box-constrained X ∩ B(x˜?n ,∆n).
WIRBF constructs an adaptive local region B(x˜?n ,∆n) with nB-nearest evaluated points
{x(1), . . . ,x(nB)} ⊂ Xn to x˜?n , where ∆n = maxi=1,...,nB
∥∥x(i) − x˜?n∥∥∞.
One key element in WIRBF is that the candidate point with large WI is selected as the
point to be evaluated. In Step 3 of Algorithm 2, we apply the WI function with different
targets and RBF metamodels. In global search (Step 3.1), the WI function relies on S˜n and
f (x?n), where the best solution x
?
n found so far is defined as x
?
n = argminx∈Xnf (x). Partial
information S˜n reduces the probability of being attracted by explored local optimal points.
The global search focuses on improving the best solution found so far x?n . Meanwhile, in
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Figure 4.6: (a) the WI function with η = 0.25; (b) the WI function with η = 0.95; (c) the
EI function of a kriging model. The star denotes the point with maximum WI or EI.
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Algorithm 2 An Adaptive Radial Basis Function Method using Weighted Improvement.
Inputs: Maximum allowed number of function evaluations Nmax; initial sample size n1.
Outputs: The best solution x?Nmax and its function value f (x
?
Nmax
) obtained by the algo-
rithm.
Step 1. (Initialization and Space-Filling Designs) Set n = n1. Construct the space-
filling design points Xn1 = {xi}n1i=1, and set X˜n1 = Xn1 . Evaluate the function values




Step 2. (Build Global Metamodels) Build two sets of RBF metamodels MS˜n and MSn
with S˜n and Sn , or update them using results in Section 4.2.2, and then employ model
selection techniques in Section 4.2.3 to identify the most accurate model in each
category.
Step 3. (Identify Candidate Points)
3.1 (Global Search): Identify a candidate point xgn+1 by solving
maxx∈X WI(x | S˜n , f (x?n), η).
3.2 (Local Search): Determine the local region B(x˜?n ,∆n), and identify a candidate
point xln+1 by solving maxx∈B(x˜?n ,∆n ) WI(x | Sn , f (x˜?n), η).
Step 4. (Simulation): Solve xnew = argmaxx∈{xgn+1,xln+1}WI(x | Sn , f (x
?
n), η) and evalu-
ate xnew.
Step 5. (Stopping Criterion): Solve minx∈Xn∪{xnew} f (x) to find (x
?
n , f (x
?
n)). If n+1 >
Nmax, then terminate the algorithm with the current best solution x?n as the final
solution; otherwise initiate Step 6.
Step 6. (Unpromising iterations): Declare the current iteration not promising if one
of the following criterion is satisfied: (1) evaluated points form a cluster, represented
by ∆n ≤ ∆; (2) MSn achieves a high prediction accuracy, measured by local LOOCV
error defined below.
Step 7. (Restart): If the current iteration is declared unpromising, then generate and
evaluate a new set Cr of sample points and discard old samples by setting X˜n+|Cr|+1 =
Cr; otherwise, set Cr = ∅ and X˜n+|Cr|+1 = X˜n∪{xnew}. Set Xn+|Cr|+1 = Xn∪{xnew}∪
Cr and update Sn+|Cr|+1, S˜n+|Cr|+1, n := n + |Cr|+ 1 and go to Step 2.
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the local search (Step 3.2), the WI function depends on Sn and f (x˜?n). A more accurate
model MSn based on Sn is helpful in finding promising points when the candidate point
is restricted in the local region. In Step 4, we use all the information collected Sn and
f (x?n) to decide the most promising point among these two candidate points.
Once the candidate point is evaluated in Step 4, WIRBF checks the stopping criterion.
If the total number of function evaluations n exceeds a prefixed number Nmax, WIRBF
terminates with the best solution x?n found so far. Otherwise, WIRBF initiates Step 6 to
examine if the current iteration is promising. Our approach of detecting unpromising
iterations is based on two measures: the local region size ∆n and the prediction accu-
racy of MSn within the neighborhood B(x˜?n ,∆n) of the current best solution x˜?n . The
iteration is declared as unpromising if evaluated points form a cluster, represented by
∆n ≤ ∆. Additionally, the cluster around x˜?n gradually improves the prediction accuracy
in B(x˜?n ,∆n). Therefore, a good fit of the global metamodel in the local region may
indicate that this region has been well explored by the algorithm. Here we measure the
prediction accuracy of MSn in B(x˜?n ,∆n) with the local LOOCV error, which is calculated
by removing evaluated points only in B(x˜?n ,∆n). Specifically, the approach consists in
three steps:
Step 1: Find a set of points from Xn such that they are also located in the local re-
gion B(x˜?n ,∆n), and define an index set IB for these local points IB = {i : xi ∈
B(x˜?n ,∆n) ∩Xn} and the number of local points to be |IB|.
Step 2: Similar to LOOCV, we calculate the local leave-one-out error of MSn as follows,










∣∣γi[C−1n ]−1ii ∣∣ .
Step 3: Declare the current iteration unpromising if the local region is well explored:
CVB(MSn ) ≤ LCV for NLCV consecutive iterations. Here we use the parameter NLCV
to increase incredibility of this decision, since CVB(MSn ) is an estimate of the local
prediction accuracy.
Once WIRBF decides to terminate the unpromising iteration, it discards evaluated
points in the partial information S˜n and generate a set Cr of promising sample points by
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sequentially maximizing the Power function maxx∈X P2n(x) defined in Section 4.3. This
sampling scheme is equivalent to identifying points with maximum prediction error and
is meant to explore the unknown regions.
4.6 Convergence Analysis
Our goal is to prove the convergence of Algorithm 2 to the global optimal point for
any continuous function f. Applied in this study, the well-known theorem by To¨rn and
Pilinskas (1989) states that
Theorem 4.19. A global optimization algorithm converges to the global optimal point of
any continuous function f : X → R if and only if the sequence of sample points generated
by Algorithm 2 is everywhere dense in the X .
Now, we present our global convergence result.
Theorem 4.20. For a continuous function f (x) : X → R. Suppose that we run Algorithm 2
many iterations (or infinitely long). Then, the set of sample points generated by Algorithm 2
is dense, and thus convergence to the global minimizer of f (x) is guaranteed.
Proof. The convergence proof utilizes the fact that points generated by maximizing the
Power function always maintain a positive distance away from evaluated points. A con-
tradictory is then established using this property. Specifically, thanks to the monotonicity
















 , for CPD ψ, (4.15)
introduces a dense set of points over X as the number of points n → ∞. Toward this
goal, we define xP
∗
n = argmaxx∈XP2n(x) and similarly xP
∗
n+1 = argmaxx∈XP2n+1(x), and





n ), for all x ∈ X .
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which implies that the global maximum value of P2n(·) is strictly decreasing with n.






n ) ≥ limn→∞P
2
n(x) = 0.
This indicates that limn→∞Xn formed by (4.15) is a dense set over X .
Next, we define Xn = {xi}ni=1, n ≥ 1, to be the sequence of sample points gener-
ated by Algorithm 2. There exists a strictly increasing subsequence of natural numbers
{ni}ri=1 such that {xni}ki=1 ⊂ Xn is generated by (4.15). Finally, by applying the previous
convergence result of the subsequence, we are left with the proof for Theorem 4.20.
4.7 Numerical Experiments
In this section, we compare WIRBF with four alternative approaches: EGO (Jones et al.,
1998), rbfSolve (Gutmann, 2001), MADS-DACE (Audet and Dennis, 2006), and MLM-
SRBF (Regis and Shoemaker, 2007b). We use EGO and rbfSolve implemented in the
TOMLAB optimization environment, MADS-DACE implemented in the NOMADm soft-
ware package, and a Matlab version of MLMSRBF implemented by its author.
4.7.1 Descriptions of Test Problems
We consider a set T of 45 different test problems whose dimensions range from 2 to 15
with the median dimension being 8. Table 4.2 summarizes the distribution of problem
dimensions and Table 4.3 summarizes their properties.
Table 4.2: Distribution of test problem dimensions.
Dimension d 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Number of problems 5 3 5 4 3 2 3 2 5 2 3 2 2 4
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Most problems have been used in the literature (Gutmann, 2001; Regis and Shoe-
maker, 2007b; Holmstro¨m, 2008) to compare different global optimization algorithms.
Each problem is represented by its name and the associated subscripts. The first num-
ber in the subscript denotes the problem dimension d and the second one if exists is a
parameter related to the number of local minimum.
Seven problems of T are selected from Dixon and Szego¨ (1978). Besides, we include
Beale (d = 2), Zakharovd (d = 5, 10) and Powell’s singular function Powelld (d = 8, 12)
from the literature. Another subset of T comprises deterministic test problems that
attempt to mimic stochastic simulations by including high-frequency and low-frequency
oscillations in the form of sine and cosine functions. Problems in this subset include
Ackleyd , Schwefeld , Griewankd . Readers can found the technical details and Matlab source
codes of the above subsets of T on this website Hedar (2013). Aside from these standard





j 6=i ‖x− zj‖αj∑k
i=1
∏
j 6=i ‖x− zj‖αj
,
where k ≥ 1 and k ∈ N, X = [0, 1]d , x ∈ X , zj ∈ X , for all j = 1, . . . , k and fi ∈ R for all
i = 1, . . . , k. These test problems are labeled as Schoend,k. Schoen (1993) presents three
properties of Schoend,k: (1) f (zi) = fi for all i = 1, . . . , k; (2) min1≤i≤k fi ≤ f (x) ≤
max1≤i≤k fi for all x ∈ [0, 1]d; (3) limx→zj ∇f (x) = 0 for all j = 1, . . . , k. The first two
properties indicate that the optimal function value of Schoend,k is min1≤i≤k f (zi) and
the third one implies that {zj}kj=1 are stationary points (local optima or saddle points).
In this study, we generate 26 random instances of Schoen functions, labeled as
Schoend,20 and Schoend,100 with d = 3, . . . , 15. For both groups, {zj}kj=1 are always
uniformly distributed over X = [0, 1]d , and {αj}kj=1 are always uniformly chosen from
[2, 3]. The difference between Schoend,20 and Schoend,100 lies in {fi}ki=1, k = 20, 100.
Each value of {fi}20i=1 in Schoend,20 is uniformly distributed over [0, 100], while {fi}100i=1 in
Schoend,100 are generated by choosing four of {fj}kj=1 uniformly from [−1000, 500] and
the other 96 values of {fj}kj=1 uniformly from [900, 1000]. Schoend,100 exhibit steep local
minima that challenge many metamodel-based optimization algorithms.
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Table 4.3: Test problems characteristics.
Problem Dimension Feasible region No. of No. of
f d X global min local min
Branin2 2 [−5, 10] · [0, 15] 3 3
Goldstein-Price2 2 [−2, 2]2 1 4
Hartmand 3,6 [0, 1]d 1 4
Shekel4,5 4 [0, 10]4 1 5
Shekel4,7 4 [0, 10]4 1 7
Shekel4,10 4 [0, 10]4 1 10
Beale2 2 [−4.5, 4.5]2 1 2
Schwefeld 2 [−500, 500]d 1 lots
Ackleyd 2, 5, 10, 15 [−20, 40]d 1 lots
Schoend,20 3, . . . , 15 [0, 1]
d 1 ≥ 10
Schoend,100 3, . . . , 15 [0, 1]
d 1 ≥ 50
Griewankd 15 [−400, 800]d 1 lots
Dixond 10 [−15, 30]d 1 0
Powelld 8, 12 [−4, 5]d 1 0
Zakharovd 5, 10 [−5, 10]d 1 0
4.7.2 Experimental Setup
All experiments are carried out using Matlab 7.11 installed on a Windows machine with
Intel(R) Xeon(R) 2.80GHz processor. To examine the robustness, we test all algorithms
on each problem with 50 replications and Nmax = 850 function evaluations. In each repli-
cation, each algorithm starts with a set of n1 = 2(d+1) initial points randomly generated
by Latin Hypercube Sampling implemented in the Matlab command lhsdesign(). We
leave all parameters in MADS-DACE, EGO, MLMSRBF and rbfSolve at default values in
this study.
The implementation of WIRBF scales each problem’s feasible region into [0, 1]d , which
is also adopted by the other four algorithms. This transformation facilitates setting pa-
rameters across test problems and stabilize the algorithm when variables are of different
magnitude scales in the feasible region. The WIRBF implementation demonstrated here
relies on parameters as follows: η = 0.6, |Cr| = 2(d + 1), nB = 2d, ∆ = 10−4
√
d,
LCV = 0.002, and NLCV = 5. Our computational experience shows that WIRBF also works
well when it approximates the optimal point of the WI function with the best one se-
lected from a limited number of points. Specifically, we randomly generate Ng = 500d
points in Step 3.1 and Nl = 300d in Step 3.2. Furthermore, we consider three variants
of WIRBF: In WIRBF-AUTO, all five basis functions in Table 4.1 are used in the model
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selection, where the shape parameter in MQ, IMQ and GS is chosen by minimizing the
LOOCV error; WIRBF-CU and WIRBF-TPS respectively uses CU and TPS to construct
RBF models throughout the iterations. To investigate the effects of η on the algorithm
performance, we run WIRBF-AUTO with three levels of η = {0.5, 0.6, 0.8}, leaving all the
other parameters unchanged and label each variant as WIRBF-AUTO5, WIRBF-AUTO6,
and WIRBF-AUTO8.
4.7.3 Data Profiles on Algorithm Performance
We now present computational results using data profiles by More´ and Wild (2009). Data
profiles are developed on top of performance profiles (Dolan and More´, 2002) and more
suitable for comparing black-box optimization algorithms, since data profiles present the
relationship between algorithm performance and any given amount of computational
budget. Data profiles depend on three components: a set A of optimization algorithms, a
set T of test problems, and a convergence test. We follow the derivative-free convergence
test in More´ and Wild (2009),
f (x0)− f (x) ≥ (1− ct)(f (x0)− fL),
where ct > 0 is a tolerance, x0 is the starting point for the problem and is set to be the
best solution found after evaluating n1 space-filling design points, and fL is the smallest
function value obtained by any tested algorithm within Nmax function evaluations and 50
runs. According to the convergence test, given an accuracy level ct, a problem is solved
when the achieved reduction f (x0)− f (x) is at least 1− ct of the maximum reduction
f (x0)− fL within Nmax function evaluations.
Figure 4.7 gives data profiles of all nine algorithms for different accurate levels of
ct = {10−1, 10−3, 10−5, 10−7}. For each ct, the same convergence test is thus used
for all algorithms. This will provide a clear picture of performance between all tested
algorithms.
WIRBF-AUTO outperforms existing algorithms for ct = {10−3, 10−5}, but fails to
identify solutions with high accuracy as rbfSolve does with a relatively large computa-
tional budget. The performance of three variants WIRBF-AUTO, WIRBF-CU, and WIRBF-
TPS are similar when an low accurate level ct = {10−1, 10−3} is demanded. The differ-
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Data profile with ǫct=10
−1
(a) ct = 10−1

































Data profile with ǫct=10
−3
(b) ct = 10−3































Data profile with ǫct=10
−5
(c) ct = 10−5















































(d) ct = 10−7
Figure 4.7: Data profiles for algorithms A on test problems T (all figures share the
legend).
ence increases with the accuracy level up to ct = 10−5. Their performances are, however,
only slightly different when ct = 10−7. This is due to the fact that the demanded ac-
curacy level has exceeded the best accuracy that our algorithms can achieve. Overall,
WIRBF-CU performs better than WIRBF-TPS for small budgets, and WIRBF-TPS catches
up when the budget increases. This statement is less clear in case of ct = 10−5, but
the difference between them reduces as the number of simplex gradients is close to
120. Based on the trend, we may anticipate that WIRBF-TPS will eventually outperform
WIRBF-CU with a larger budget than 120(d + 1).
Table 4.4 presents the percentage of solved problems by each algorithm with the
equivalent 40 simplex gradients (40(d + 1) function evaluations). For example, WIRBF-
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Table 4.4: Percentage of solved problems given 40 simplex gradients.
ct MLMSRBF rbfSolve EGO MADS-DACE WIRBF
AUTO CU TPS
η = 0.5 η = 0.6 η = 0.8 η = 0.5 η = 0.5
10−1 78.9% 57.5% 33.7% 55.4% 81.9% 82.5% 83.6% 81.2% 83.2%
10−3 54.3% 27.9% 22.0% 26.0% 71.0% 71.9% 72.0% 68.4% 67.9%
10−5 27.4% 13.5% 12.4% 10.2% 44.9% 44.4% 42.5% 34.8% 31.3%
10−7 1.6% 5.8% 4.4% 4.5% 9.7% 9.0% 8.8% 7.8% 4.9%
AUTO5, WIRBF-AUTO6, WIRBF-AUTO8, WIRBF-CU and WIRBF-TPS respectively solve
71.0%, 71.9%, 72.0%, 68.4%, and 67.9% of problems to ct = 10−3 accuracy with Nmax =
40(d + 1), while given the same computational budget, MLMSRBF, rbfSolve, EGO, and
MADS-DACE respectively solve 54.3%, 27.9%, 22.0%, and 26.0% of problems to the same
ct = 10
−3 accuracy.
4.7.4 Sensitivity Analysis on η
The sensitivity analysis results have been presented in Figure 4.7, providing a clear
comparison with other algorithms. Overall, the performance of WIRBF-AUTO is not very
sensitivity to η ∈ [0.5, 0.8]. For ct = {10−1, 10−3, 10−5}, WIRBF-AUTO performs well for
small budgets. A large η will promote the WI function explore globally and exploration
in the initial stage may increase the chance of identifying the promising region near
global optimal solution. As the budget increases, WIRBF-AUTO5 outperforms the other
two variants WIRBF-AUTO6 and WIRBF-AUTO8. Based on this sensitivity analysis, we
recommend the use of η ∈ [0.5, 0.8].
4.7.5 LOOCV-based Model Selection Strategy
We are also interested in the type of radial basis functions chosen according to LOOCV-
based model selection strategy in WIRBF-AUTO. Figure 4.8a presents the percentage
of each basis function being chosen for a given number of evaluated points. The result
suggests that for problems T , the LOOCV-based model selection strategy favors MQ for
a small sample size, while TPS becomes the top choice for a large sample size. We are,
however, surprised to observe a low percentage of choosing CU despite the good perfor-
mance of WIRBF-CU. One reason for this phenomenon is that the basis function is chosen
according to the criterion of minimizing LOOCV error. The second best will be neglected
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even if their difference in LOOCV error is small. To provide a better understanding of
each basis function’s performance, in Figure 4.8b, we present the normalized LOOCV
error of RBF models averaged over all 45 problems and 50 runs. A higher value indicates
a lower LOOCV error. We observe that TPS, IMQ, and MQ consistently introduce lower
LOOCV error than CU and GS. The LOOCV error of TPS, IMQ, and CU increases with the
sample size relative to other basis functions, but CU is seldom the best thus is not favored
by the criterion of minimizing LOOCV error. GS gives largest LOOCV error although its
performance gradually climbs after n ≥ 300 evaluated points.






















































































Figure 4.8: (a) Percentage of radial basis functions selected by LOOCV in WIRBF-AUTO
(η = 0.6) with 50 runs and 45 problems; (b) Model accuracy measured by LOOCV error.
4.8 Chapter Summary
In this chapter, we have presented an adaptive radial basis function method WIRBF using
weighted improvement. We first propose to construct RBF models using the rank-one
update and then derive a closed-form LOOCV error of RBF models. We also propose a
new pointwise prediction error estimate for RBF interpolation models via LOOCV. The
key to WIRBF is the weight improvement function that utilizes both the smoothness and
the error estimate of a RBF model. We also provide a clear and intuitive criterion based
on local LOOCV error to detect unpromising iterations. It is because the local accuracy
will be improved when evaluated points clustered around the current best solution. In
case of unpromising iterations, we restart the algorithm and explore remaining regions
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by maximizing the prediction uncertainty. Under mild assumptions, we prove that WIRBF
generates a dense set of points over the feasible region.
Finally, we conduct numerical experiments on a set of 45 problems with the median
dimension being 8, and present the results using data profiles. Computational results
reveal that the three variants of WIRBF significantly outperform existing algorithms. The
results also indicate that LOOCV-based models selection strategy resulted in improved
performance overall. A deeper investigation reveals that LOOCV-based model selection
strategy favors MQ for a small sample size, while TPS becomes the top choice for large
sample size, and the performance of IMQ, CU, and TPS generally increases with the sam-
ple size relative to other basis functions. Our experiments also aim at sensitivity analysis
on a key parameter η in the WI function. Based on three levels of η = {0.5, 0.6, 0.8},
we observe that η = 0.8 results in better performance for a small budget, while η = 0.6
introduces better performance for a large budget.
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Chapter 5
Regularized Radial Basis Function
Models for Stochastic Simulations
5.1 Introduction
In this chapter, we focus on developing a metamodel MSn : X → R using radial basis
functions and noisy observations obtained through black-box simulations. The obser-
vations are assumed to capture the information on the true function f through the
commonly-used additive error model,
yˇ = f (xˇ) + ε(xˇ),





, whose variance is determined by a continuously differentiable variance
function σε : X → R. In practice, the variance function is unknown and needs to be
estimated from evaluated points.
By means of the regularization theory, we generalize RBF interpolation models for
stochastic simulations with heteroscedastic noise, resulting in regularized RBF models
(R-RBF). As reviewed in Section 2.1, a common way to regularize a metamodel is to
constrain it in a hypothesis space, our choice of which is a Reproducing Kernel Hilbert
Space induced by radial basis functions. One benefit of introducing such a RKHS is that
the model complexity is measured by the RKHS norm and can be efficiently computed
regardless of the input dimension (See Section 4.3.1).
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To provide a clear interpretation of the regularized RBF model, we discuss it from
both deterministic and stochastic viewpoints. From the deterministic view, we solve a
constrained optimization problem over RKHS, whose optimal solution is the desired
metamodel. The effects of heteroscedastic noise on the metamodel are reflected by the
Mahalanobis distance of the residual vector in the loss function. Under mild conditions
on the geometry of sample points and radial basis functions, we prove the uniqueness of
the optimal solution. From the stochastic analysis, we provide a new perspective on R-
RBF and stochastic kriging (SK) using the duality between RKHS and stochastic process.
This new interpretation allows us to reveal similarities between these two metamodeling
techniques and clarify their differences. Furthermore, the same interpretation also works
on RBF and kriging interpolation models.
This chapter also contributes to the mathematical analysis of predictions of regular-
ized RBF models. Since SK uses basis functions to characterize correlations between
sample points, these basis functions must be positive definite. On the other hand, R-RBF
models can accommodate a wider range of basis functions, including both PD and CPD
basis functions. For R-RBF models with PD basis functions, we apply the RKHS duality
to construct a stochastic process to represent a RKHS associated with the radial basis
function. The prediction error of a R-RBF model is then characterized in the form of
the mean squared error. However, we can not directly construct a stochastic process
while using CPD basis functions. We first compute the reproducing kernel of the RKHS
associated with the CPD basis functions using the formula defined in Wendland (2005)
and then derive the corresponding metamodel by following the same procedure as in
the case of PD basis functions. One surprising result shown in Theorem 5.7 is that the
form of the metamodel and its prediction error estimate is unaltered even when using
the transformed basis function.
R-RBF models possess less degree of freedom than SK in terms of the number of shape
parameters in the basis functions. However, this regularization also has its benefits for
stochastic simulations. R-RBF models are more robust and easier to build without sacri-
ficing significant amount of model accuracy (Section 5.6). We propose a new closed-form
LOOCV error for regularized RBF models, which can be used to boost the computational
efficiency of estimating the single regularization parameter and shape parameters.
107
The rest of the chapter is organized as follows. Section 5.2 details the proposed R-
RBF model based on the regularization theory. The uniqueness of the model is proved
under mild conditions. In Section 5.3, we develop a method for estimating the prediction
error estimate of R-RBF models through the RKHS duality for both PD and CPD basis
functions. Based on the above results, we make connections with SK and clarify the
differences in Section 5.4. Section 5.5 discusses the estimation of model parameters.
In particular, we provide an efficient method for estimating the single regularization
parameter using LOOCV in Section 5.5.1. In Section 5.6, we compare R-RBF models
with SK models through numerical examples.
5.2 Model Formulation
One may recall from Section 4.2 that given Sn = {(xi, yi)}ni=1, and a polynomial space










with the weight vector γ = (αT,βT)T, α = {αi}ni=1 and β = {βj}m˜j=1, column vectors
ψn(x) = {ψ (‖x− xi‖)}ni=1, pim˜(x) = {pij(x)}m˜j=1, and a set of functions {pij(·)}m˜j=1 forms




-dimensional linear space Pdm with polynomials of degree less
than m in Rd .
Under Assumption 4.2, Powell (1992) proves that the parameter vector γ of an










where [Ψ]ij = ψ
(‖xi − xj‖). We will see that the regularized RBF model has a similar
structure as (5.1) with a diagonal matrix added to Ψ.
As argued in Chapter 1, interpolating noisy observations results in overfitting. One
prevalent way of avoiding overfitting is to introduce a regularization parameter λn > 0
that controls model complexity and model fidelity. The approximation model is selected
by minimizing the regularized loss within a restricted space of models. As in the literature
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Girosi et al. (1995) and Evgeniou et al. (2000), we consider such restricted model space
to be a RKHSH induced by a CPD basis function ψ. We will present our analysis under the
assumption that all model parameters are known. Issues regarding parameter estimation
are resolved in Section 5.5.1 and 5.5.2.
Assumption 5.1. The unknown function f belongs to H.




αiψ (‖x− xi‖) +
m˜∑
j=1
βjpij(x), for all n ∈ N ∪ {∞},xi ∈ X , αi, βj ∈ R,
and the weights {αi}ni=1 need to satisfy,
n∑
i=1
αipˇi(xi) = 0, for all pˇi ∈ Pdm. (5.2)







(‖xi − xj‖) = αTΨα, for all g ∈ H.
Note that (5.2) ensures the definiteness of the seminorm.









αipij(xi) = 0, for all xi ∈ Xn , αi ∈ R, j = 1, . . . , m˜,
whose matrix form is given by
ΠTα = 0m˜, for all α ∈ Rn . (5.3)
Proof. First, we prove that (5.2) implies (5.3). Since the set of functions {pij(x)}m˜j=1 is a
basis of Pdm, it is clear that this statement is true. Then, we prove that (5.3) implies (5.2).
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Given a set Sn of evaluated samples, the theory of statistical learning suggests that









σ−2ε (xi)(yi − f (xi))2 + λn |g|2H . (5.4)
The first term in (5.4) measures the squared Mahalanobis length of the residual vector
that is also used in generalized least squares. This term represents the fidelity of the
approximation model. The second term can be interpreted as a penalty imposed on the
model complexity measured by RKHS seminorm. Finally, the trade-off between model
fidelity and model complexity is controlled by a single regularization parameter λn , the
estimation of which is efficiently addressed via LOOCV in Section 5.5.1.
By the Semiparametric Representer Theorem (Scho¨lkopf and Smola, 2001), the opti-








where the weight vectors α and β are computed by plugging (5.5) back into (5.4)
together with the condition ΠTα = 0m˜. Equivalently, they are the optimal solution to
the following optimization problem,
min
α∈Rn ,β∈Rm˜
Rn(MSn ) Subject to Π













(Ψα + Πβ − yn)TΣ−1ε (Ψα + Πβ − yn) + λnαTΨα,
and the matrix Σε is a diagonal matrix with its diagonal elements being the noise vari-
ances {σ2ε (x1), . . . , σ2ε (xn)} at evaluated points Xn .
A remarkable feature of the Semiparametric Representer Theorem is that the optimal
solution to (5.4) lies in a finite-dimensional space represented by (5.5), although the
dimension of H is essentially infinite.
By assuming that λn and Σε is known, the KKT conditions for the solutions α and β
give rise to the following linear system,
2
nΨ
TΣ−1ε (Ψα + Πβ − yn) + 2λnΨα + ΠλCPD = 0n ,
2
nΠ
TΣ−1ε (Ψα + Πβ − yn) = 0m˜,
ΠTα = 0m˜,
 (5.7)
where λCPD ∈ Rm˜ is a vector of the associated Lagrange multipliers with the equality
constraint ΠTα = 0m˜.









 , and λCPD = 0m˜.
Proof. The linear system (5.7) can be transformed into
ΨT( 1nΣ
−1
ε (Ψα + Πβ − yn) + λnα) + Π(12λCPD) = 0n ,
ΠT( 1nΣ
−1








proved by Powell (1992) under Assumption 4.2 implies
that the unique solution to the first two equations of (5.8) satisfies
1
n
Σ−1ε (Ψα + Πβ − yn) + λnα = 0n ,
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λCPD = 0m˜.














where the invertibility of C˜n is guaranteed by Proposition 5.4. Indeed, (5.9) shares a
similar structure with (5.1) whose solution is the desired weight vector of an augmented
RBF interpolation model. This similarity will allow us to extend the LOOCV results
obtained for RBF interpolation models to regularized RBF models (see Section 5.5.1).
Since there exists a unique solution to (5.7), the solution is also the global optimum of
(5.6).
Proposition 5.4. Under Assumption 4.2, C˜n is invertible and the linear system (5.9) is
thus uniquely solvable.
Proof. The proof consists in two steps: we first prove that (5.9) is solvable by showing
that C˜n has full range. This statement is true since for distinct evaluated points, (Ψ +
nλnΣε) has full rank, Σε and Π are also full rank matrices.
Next, we show that (5.9) is uniquely solvable by showing that C˜n has a zero null
space. Suppose (αT,βT)T lies in the null space of C˜n, then we obtain
(Ψ + nλnΣε)α + Πβ = 0n
ΠTα = 0m˜.
The first equation implies that 0n = αT(Ψ+nλnΣε)α+αTΠβ = αTΨα+nλnαTΣεα.
Since λn is nonnegative, Σε is positive definite, and ψ is conditionally positive definite,
we have α = 0n . Plugging this result into the first equation yields Πβ = 0n , implying
that the columns of Π are not linearly independent. This property contradicts to the
condition that Π has full rank. Thus we conclude that β = 0m˜. Hence we prove that the
null space of C˜n contains a zero null space.
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5.3 Prediction Error Analysis
The goal of this section is to characterize the prediction uncertainty of an R-RBF model.
Our approach proceeds by applying the duality between RKHS and stochastic process.
Detailed discussions on this duality are presented in Wahba (1990); Parzen (1970);
Parzen et al. (1961).
This section is organized into two parts. We first consider positive definite kernels
that are qualified to be covariance functions and derive the MSE-optimal predictor and
its associated prediction uncertainty. Then it is followed by a generalization of positive
definite kernels to conditionally positive definite kernels. However, in this case, the du-
ality can not be directly applied. Surprisingly, the MSE-optimal predictor and prediction
uncertainty shares the same structure as in the first part.
By following the notation in the literature, we denote a kernel function by K. We
will discuss two types of RBF models based on PD and CPD kernels and use K and K˜ in
the subscript to highlight the dependence on PD and CPD kernels, respectively.
5.3.1 Positive Definite Kernels
Recall that Assumption 5.1 essentially defines the true function f as one element of






βjpij(x), for all n ∈ N ∪ {∞},xi ∈ X , αi, βj ∈ R}.
Following Wahba (1990) and applying the RKHS duality, we rephrase Assumption 5.1 as






κZZ(xˇ) + ε(xˇ) (5.10)
where κZ > 0 is a positive constant and κZ can be interpreted as a prior on the underlying








In the following, we try to derive the Best Linear Unbiased Prediction (BLUP) by following
the procedure in Ankenman et al. (2010) and Stein (1999). We consider the predictor






= E[Y (xˇ)] ,
which is identical to
λ0 + λ
TΠβ = pim˜(xˇ)
Tβ, for all β ∈ Rm˜.







































= −(pim˜(xˇ)Tβ)2 + κZE
[
(Z(xˇ))2
]− 2√κZλTE[YnZ(xˇ)] + λTE[YnYTn]λ
= −(pim˜(xˇ)Tβ)2 + κZK(xˇ, xˇ)− 2κZλTKn(xˇ) + λT(κZK + Σε + ΠββTΠT)λ
= κZK(xˇ, xˇ)− 2κZλTKn(xˇ) + λT(κZK + Σε)λ
where the unbiasedness constraint gives λT(ΠββTΠT)λ = (pim˜(xˇ)Tβ)2.
The MSE-optimal weight is obtained by solving
min
λ
MSEK(xˇ), subject to ΠTλ = pim˜(xˇ),
whose Lagrangian is given by
L(λ) = κZK(xˇ, xˇ)− 2κZλTKn(xˇ) + λT(κZK + Σε)λ+ ηT(ΠTλ− pim˜(xˇ)).
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Taking the derivative yields,
−2κZKn(xˇ) + 2(κZK + Σε)λ−Πη = 0n .
Together with the unbiasedness constraint, we establish,


































Direct substitution of (κZK+Σε)λ = κZ(Kn(xˇ)−Πη˜) from (5.11) into MSEK(xˇ) yields,
MSEK(xˇ) = κZK(xˇ, xˇ)− 2κZλTKn(xˇ) + κZλT(Kn(xˇ)−Πη˜)
= κZK(xˇ, xˇ)− κZλTKn(xˇ)− κZλTΠη˜
= κZK(xˇ, xˇ)− κZλTKn(xˇ)− κZpim˜(xˇ)Tη˜





















































5.3.2 Conditionally Positive Definite Kernels
A CPD type of basis functions are exemplified by TPS, CU, and MQ. They are not qualified
to be covariance functions, since they are zero at the origin and only positive definite on
the subspace. Direct substitution of a CPD kernel into (5.10) is not valid, since a CPD
kernel K is no longer a valid covariance function. The RKHS HCPD induced by a CPD
kernel K is defined by
HCPD = {g(x) =
n∑
i=1
αiψ (‖x− xi‖) +
m˜∑
j=1
βjpij(x), for all n ∈ N ∪ {∞}, αi, βj ∈ R,
n∑
i=1
αipˇi(xi) = 0, for all pˇi ∈ Pdm,xi ∈ X .}.
As discussed in Section 4.3.1, K is not the reproducing kernel for HCPD. There is no
straightforward way of constructing a stochastic process corresponding to HCPD. One way
to circumvent this problem is to transform a CPD kernel into a PD kernel. In other words,
we need the reproducing kernel for HCPD. The way of finding such a reproducing kernel
has been discussed in the literature Schaback (1999), Steinke and Scho¨lkopf (2008), ?,





















where Ξ = {ξ1, . . . , ξm˜} forms a Pdm-unisolvent subset, and {li(·)}m˜i=1 are Lagrange-type






Since the above equality holds for arbitrary pˇi ∈ Pdm, we plug in the set of function
{pij(x)}m˜j=1 used in the HCPD and establish,

















whose matrix form is given by
l(x) = (ΠT1 )
−1pim˜(x), where Π1 ∈ Rm˜×m˜. (5.13)
Substituting l(x) into (5.12) yields,
K˜(x,x′) = K(x,x′)− l(x)TKΞx′ −KTΞxl(x′) + l(x)TKΞΞl(x′) + l(x)Tl(x′)





−1pim˜(x′) + pim˜(x)T(ΠT1 Π1)
−1pim˜(x′).
Here we introduce a compact form of notation by setting KΞx′ = {K(ξi,x′)}m˜i=1 and
KΞΞ = {K(ξi, ξj)}m˜i,j=1.









where α˜ = {α˜i}ni=1 and β˜ = {β˜j}m˜j=1 are the weight vectors for MK˜,Sn (xˇ). Correspond-
ingly, we can construct a stochastic process similar to (5.10) except that the covariance
117
function for {Z(xˇ), xˇ ∈ X} is now K˜. Following similar derivations in Section 5.3.1, we
obtain,
























In general, computation of K˜(·, ·) involves inverting Π1 defined in (5.13), and the
form of K˜ is not suitable for further analysis. In Theorem 5.7, we prove that the compu-
tation of MSn (xˇ) and MSEK˜(xˇ) can be accomplished without resorting to K˜, which is a
new contribution here.
Theorem 5.7. Given a set Sn of evaluated points and a CPD kernel K,
MK˜,Sn (xˇ) = MK,Sn (xˇ).
If we define κ−1Z = nλn , this metamodel is identical with the one computed by minimizing
the regularized loss in Section 5.2. Aside from the prediction, the form of its MSE remains
unchanged,
MSEK˜(xˇ) = MSEK(xˇ).
Proof. The detailed proof is presented in Appendix C.
5.4 Connections with Stochastic Kriging
At first glance, the R-RBF and SK models seem to differ in many aspects. An R-RBF
model approximates the true function with a weighted sum of radial basis functions
indexed by Euclidean distances between evaluated points, whereas an SK model makes
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predictions with a weighted sum of evaluated function values. The connections between
R-RBF models and stochastic kriging are established in two parts depending on the
properties of the kernel function.
Analysis in Section 5.3 suggests that for R-RBF models using PD or CPD basis func-















which is equivalent to,
α = (K + κ−1Z Σε)
−1(yn −Πβ)
β = (ΠT(K + κ−1Z Σε)
−1Π)−1ΠT(K + κ−1Z Σε)
−1yn .
Therefore the prediction of a R-RBF model is


































Meanwhile, the SK predictor given by Ankenman et al. (2010) is
Ŷ (xˇ) = β0 + ΣM(xˇ, ·)T(ΣM + Σε)−1(yn − β01n),
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and the optimal MSE is
MSE(xˇ) = ΣM(xˇ, xˇ)− ΣM(xˇ, ·)T(ΣM + Σε)−1ΣM(xˇ, ·).
SK models consider a constant term β0 representing the mean of the Gaussian process,
and ΣM(xˇ, ·) is the correlation vector between xˇ and evaluated points, and ΣM is the
correlation matrix among evaluated points.
From the formulation of MK,Sn (xˇ) and Ŷ (xˇ), we observe some differences and simi-
larities between R-RBF and SK models.
1. For PD basis functions, ΣM(xˇ, ·) and κZKn(xˇ) can both be interpreted as the co-
variance function of a stochastic process, although R-RBF models have less degree
of freedoms since they assume the same degree of covariance for all dimensions.
However, the analysis conducted by Ankenman et al. (2010) does not accommo-
date CPD basis functions, which are considered in our analysis. Moreover, κZKn(xˇ)
can no longer be interpreted as covariance functions since they are zero at the ori-
gin. Indeed, in the case of CPD kernels, κZK˜n(xˇ) forms the underlying covariance
function. Surprisingly, Theorem 5.7 states that the choice of basis functions does
not alert the form of model prediction and MSE.
2. For PD basis functions, no restrictions is imposed on the choice of Pdm for R-RBF
models and the regression model in SK models. However, in the case of CPD basis
functions, the polynomial space in R-RBF models needs to satisfy m ≥ mψ, where
the value of mψ for each basis function is given in Table 4.1. CPD basis functions
are not applicable in SK models.
Because of the aforementioned differences and similarities, R-RBF models exhibit
some strengths and limitations over SK model.
1. R-RBF models contain less number of unknown parameters than SK models and
the number of parameters does not increase with the dimension of the feasible
region. Meanwhile, when using PD kernels, R-RBF models can be seen as a special
case of SK models by setting the parameters in the correlation function to be
identical along all dimensions.
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2. One advantage of R-RBF models is that a wider variety of kernels can be used,
not restricted to PD kernels. Some CPD kernels, CU and TPS, are parameter-free.
This will further enhance the robustness of R-RBF models. However, this property
is at the sacrifice of flexibility of R-RBF models. We believe that robustness is
more important in case of modelling stochastic simulations. Note that CU and
TPS are globally supported kernels. Therefore, when making predictions at an
unknown point, we need to compute the distance between this unknown point
and all evaluated points. Unlike using compactly (local) supported kernels, we can
exploit the sparsity when the sample size is large.
5.5 Parameter Estimation
5.5.1 The Regularization Parameter
In the following, to be consistent with notations in Section 5.2, we proceed with ra-
dial basis functions ψ and the regularization parameter λn = (nκZ)−1. As discussed in
Section 5.2, the optimal weight vector γ = (αT,βT)T is available through (5.9) but con-
ditioned upon a known λn . Selection of λn is essentially the model selection problems.
In stochastic kriging, Ankenman et al. (2010) estimates its parameters by maximizing
the probability of the evaluated points given the assumption of the model. In contrast,
we apply the frequentist cross validation method to estimate λn . Wahba (1990) argued
that cross validation methods should be more robust as they do not require the model
assumption to be fulfilled.
In the regularization theory, the L-curve method (Hansen and O’Leary, 1993) and
Generalized Cross Validation (GCV) (Golub et al., 1979) are two popular methods to
estimate λn . In this section, we propose to determine λn by minimizing the Leave-One-
Out Cross Validation (LOOCV) error (Hastie et al., 2008). Because of a different form of
the metamodel, GCV is not applicable here. But we managed to derive a new closed-form
LOOCV error.
LOOCV partitions Sn into n parts. For each part, it constructs a model MS−i with the
ith part of Sn removed, that is, S−i = Sn \ {(xi, yi)}. Then the LOOCV cross validated
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residual of MSn is
V(yi,MS−i(xi)) =
∣∣yi −MS−i(xi)∣∣ ,
where the absolute loss function is applied. In the heteroscedastic case, we need to
penalize the residual obtained from regions with high noise variance. Thus, we define









Owing to the similar structure between (5.1) and (5.9), we can easily extend the closed-
form LOOCV error of RBF interpolation models (Proposition 4.3) to regularized RBF
models. Toward this end, we treat (5.9) as an interpolation model with its interpolation
matrix being C˜n. By applying Proposition 4.3 in Chapter 4, we obtain,










Temporarily assuming Σε is known (estimated in Section 5.5.2), the regularization






















where we explicitly present the possible dependence of Ψ(θ) on θ.
For basis functions with parameters, we use conventional numerical algorithms
(sequential quadratic programming (SQP) with multiple starting points) to search
for (θ, λn). While for other basis functions as CU and TPS, (5.14) reduces to a one-
dimensional minimization problem of λn , optimization of LOO(MSn |λn) requires
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repetitive evaluations of the inverse matrix C˜−1n . We apply Proposition 5.9 to avoid such
procedure and thus improve the computational efficiency.
Proposition 5.9. With eigendecomposition, we show that
























 = GDiag (δ1, . . . , δn)G−1.














 = GDiag (δ1, . . . , δn)G−1,
where G is a matrix of eigenvectors of C−1n Σ˜ε, the diagonal elements of {δi}ni=1} are its
eigenvalues.
By the Woodbury matrix identity (Woodbury, 1950), we have
C˜−1n = (Cn + nλnΣ˜ε)
−1
= (In×n + nλnC−1n Σ˜ε)
−1C−1n
= G(In×n + Diag
(












where n = n + m˜.
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Proposition 5.9 extracts λn from an inverse matrix thus multiple times of inverting
matrices can be avoided. Matrices G, G−1, Diag
(
δ1, . . . , δn
)
, and C−1n can be precom-
puted, significantly reducing computational efforts of estimating λn .
Instead of solving (5.14) using nonlinear optimization algorithms for CU and TPS
basis functions, we can approximate the optimal solution by evaluating LOO(MSn |λn)
with a list of λn , and choosing the one introducing the lowest LOOCV error.
5.5.2 The Noise Variance
The discussions of estimating noise variance requires to define additional notations. An
experimental design consists in pairs of Sn = {(xi, yi, ni)}ki=1 with
∑k
i=1 ni = n, where







where yij denotes the noisy observation from the jth replication of simulation at xi. We
adopt the following assumption on replications,










yi = f (xi)
 = 1.
{yij}nij=1 are assumed to be independent and identically distributed, then by the
Strong Law of Large Numbers (SLLN), Assumption 5.10 states that yi converges to the
true objective function value f (xi) almost surely.
In general, we have no access to the noise variance function σ2ε (·). One approach to
estimate σ2ε (·) is as follows: one first replicates simulations a number of runs at sample






(yij − yi)2, ni ≥ 2,
Under Assumption 5.10, σ2s (xi) is a strongly consistent estimator for σ
2
ε (xi). To predict
the noise variance at unknown points, we follow Ankenman et al. (2010) and fit an RBF
interpolation model MVk with sample variances Vk = {xi, σ2s (xi)}ki=1.
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5.6 Comparisons of Predictive Performance
To illustrate the RBF model developed in this chapter, we present three numerical ex-
amples and provide a new profiling method to compare regularized RBF models and
stochastic kriging.
5.6.1 Homoscedasticity
In this example, we assume the observations are distorted by white noise with globally
constant variance σ2ε = 1. Figure 5.1a portraits a regularized RBF model constructed
using 25 evaluated points, CU basis function, and its 95% confidence interval. Figure
5.1b illustrates the stochastic kriging model using the same data and Gaussian corre-
lation function. The codes of constructing a stochastic kriging model are downloaded
from http://stochastickriging.net/. Figure 5.1c demonstrates the estimation of the reg-
ularization parameter λn by solving (5.14), where the optimal λn is shown in red star.
5.6.2 Heteroscedasticity
We present two examples for the heteroscedastic case: one example with a known noise
variance function and another one with the noise variance function estimated from
replications of simulations.
In the first example, we assume the observations are generated from a univariate




























Figure 5.2a portraits a regularized RBF model constructed using 25 evaluated points,
CU basis function, and its 95% confidence interval. Figure 5.2b illustrates the stochas-
tic kriging model using the same data and Gaussian correlation function. Figure 5.2c
demonstrates the estimation of the regularization parameter λn , where the optimal λn
is shown in red star.
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Estimation of the regularization parameter using LOOCV
(c)
Figure 5.1: Model comparisons in the homoscedastic case with known noise variance;
(a) Regularized RBF Models; (b) Stochastic Kriging model (c) LOO(MSn |λn).
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Estimation of the regularization parameter using LOOCV
(c)
Figure 5.2: Model comparisons in the heteroscedastic case with a known noise variance
function; (a) Regularized RBF Models; (b) Stochastic Kriging model; (c) LOO(MSn |λn).
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In the second example, we are trying to model an unknown function whose observa-
tions are distorted by heteroscedastic noise. Both regularized RBF model and stochastic
kriging are constructed with k = 20 design points, and ni = 5 replications of simula-
tion at each point {xi}ki=1. For regularized RBF models, we use CU basis function. For
stochastic kriging, a Gaussian correlation function is used. As can be seen in Figure 5.3,
























































Estimation of the regularization parameter using LOOCV
(c)
Figure 5.3: Model comparisons in the heteroscedastic case with an unknown noise
variance function; (a) Regularized RBF Models; (b) Stochastic Kriging model; (c)
LOO(MSn |λn).
the regularized RBF model fits well with the noisy observations and the true function is
within the 95% confidence interval of the prediction. Notice that the confidence interval
exhibits inflation at points close to the boundary, since these points are distant from
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All experiments are carried out using Matlab 7.11 installed on a Windows machine
with Intel(R) Xeon(R) 2.80GHz processor. We construct R-RBF models with CU basis
functions and SK models with Gaussian correlation functions. They are compared on a
set of 45 test problems whose dimensions range from 2 to 15, and the median dimension
is 8. This set of test problems is also used in Chapter 4 to examine the performance of
the algorithm WIRBF. To provide a compact and reasonable presentation of numerical
results, we classify all 45 benchmark problems into three groups based on the problem
dimension. Table 5.1 summarizes the number of benchmark problems in each category.
Table 5.1: Classifications of benchmark problems.
Category Low (d ≤ 5) Medium (5 < d ≤ 10) High (d > 10)
Number of problems 17 15 13
To emulate the case with noisy observations, we consider these problems with yˇ =
f (xˇ) + ε(xˇ), where ε(xˇ) is normally distributed with mean 0 and standard deviation
σ2ε (xˇ). We choose a step variance function for all problems,
σ2ε (xˇ) =

0.5 if 0 ≤ |f (xˇ)| < 1,
min(10k−1, 102) if 10k−1 ≤ |f (xˇ)| < 10k, k = 1, 2, 3 . . . .
The reasoning behind this form of noise function is based on the signal-to-noise ratio
(SNR) that is defined by the ratio of mean to standard deviation of a signal. If SNR is
too small, then metamodels may not discern between noise from useful information
provided by evaluated points. The comparisons may not provide many insights, since
both metamodels tend to fit the data using least-square methods.
In the comparisons, we consider three performance measures for metamodels:
1. Percentage of failures on constructing metamodels throughout the experiments
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2. The empirical coverage of MSn on Xtest is given by the percentage of test points in
Xtest whose true function values lie in the predictive 95% confidence interval.
3. Given a set Xtest of test points, and |Xtest| is the number of elements in Xtest, the




|MSn (x)− f (x)|
|Xtest| .
Notice that the scale of the first two measures is independent of test problems, whereas
the last performance measure depends on the function values of test problems. Therefore,
to compare metamodel accuracies across all test problems, we report the percentage that
one metamodel exhibits a lower empirical absolute loss than the other metamodel (See
Figure 5.5).
Throughout the experiments, we conduct ni = 15 replications of simulations at each
sample point xi, and the maximum number of function evaluations is Nmax. For each
test problem and a given number of sample locations k, we construct the SK and R-RBF
model with nrmodel replications. In each replication, both metamodeling techniques use the
same data, 15k randomly generated samples. If metamodels are successfully constructed,
then a set Xtest of test points are generated to compute the aforementioned performance
measures. To reduce the variance, we replicate this test procedure by nrtest times. If one
method fails to construct a metamodel, then we set its empirical absolute loss to be
infinity, record one failure of model construction and zero coverage probability. Table 5.2
summarizes the parameter values in the numerical experiments.
Table 5.2: Parameters for numerical experiments.
Parameter Nmax |Xtest| nrtest nrmodel
Value 9000 200(d + 1) 20 30
Experimental Results
The CPU time of constructing R-RBF and SK models may not be a convincing measure
for model complexity, since it can be easily affected by changes in the computational
environment. Instead, we analyze them using time complexity. According to Ankenman
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et al. (2010), SK models estimate d + 2 parameters using maximum likelihood estima-
tion. These parameters include d parameters in the correlation function, variance of the
random field and the overall surface mean. In contrast, R-RBF models estimate 2 param-
eters (the shape and regularization parameters) by minimizing the LOOCV error. The
worst-case complexity of nonconvex global optimization is exponential in the problem
dimension (Vavasis, 1991). Therefore, we expect that the time complexity of building
a R-RBF model to be smaller than that of building a SK model. In case of CPD basis
functions such as CU and TPS, the time complexity is further reduced since only the
regularization parameter needs to be estimated.
Figure 5.4 presents the average failure rate of constructing SK and R-RBF models
for three categories of problems. No failures occur while constructing R-RBF models.
For low dimensional problems and a small number of sampling locations k, stochastic
kriging has a low failure rate. However, when the problem dimension d and number of
sample points increases, stochastic kriging experiences a large failure rate. By examining
the codes for SK models, we found that in case of failures, the log-likelihood of evaluated
points is infinity, since it is too large to be represented on the machine.










































Figure 5.4: Failure rates of SK and R-RBF models.
Figure 5.5 shows the average percentage of each metamodel being the best in terms
of empirical absolute loss. Overall, R-RBF models performs better than SK models when
the sample size and problem dimension is large. This is also attributed to the high failures
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Figure 5.5: Comparisons on model accuracy measured by empirical absolute loss.
of SK models in such cases. When the sample size is small, SK models outperform R-
RBF models on low dimensional problems, but underperform on both medium and high
dimensional problems.
Figure 5.6 illustrates the empirical coverage probabilities of 95% confidence inter-
vals of each metamodel. Overall, confidence intervals of R-RBF models predict the true
function values with high coverage probabilities for all three categories of problems.
Although R-RBF models are inferior to SK models for low dimensional problems and a
small number of sample points, the confidence intervals of R-RBF models can compen-
sate such disadvantages in metamodel-based optimization and guide the algorithm for
promising regions by combining both information. Also the low coverage probabilities
of SK models are caused by high failure rates of model constructions.
5.7 Conclusions
This chapter extends RBF interpolation models for stochastic simulations with het-
eroscedastic noise, creating regularized RBF models. The first contribution of this
chapter is the development of R-RBF models from two viewpoints: from the determinis-
tic viewpoint, we can construct an R-RBF model as the optimal solution that minimizes
the regularized loss over an infinite-dimensional function space H. The R-RBF model is
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Figure 5.6: Empirical coverage probabilities of confidence intervals.
unique under a set of mild assumptions. One drawback of the deterministic approach is
that it does not provide any pointwise prediction error estimate. Thus from the stochastic
viewpoint, we apply the RKHS duality and manage to analyze the prediction error of
a R-RBF model using both PD and CPD basis functions. Another contribution of this
chapter is that we prove that R-RBF models based on PD and CPD basis functions share
the same form of model prediction and pointwise prediction errors measured by mean
squared error.
We also contribute to the estimation of model parameters (θ, λn) by deriving a new
closed-form LOOCV error of R-RBF models. When the basis function is independent
of θ, we further exploit the structure and boost the estimation process by means of
eigendecomposition. Finally, some numerical results on a set of 45 benchmark problems
are presentd to illustrate the proposed RBF model, and model comparisons are made with




Conclusions and Future Research
This part of the thesis contributed to the field of metamodel-based global optimization
of black-box problems. In this chapter, we conclude the first part of this thesis by sum-
marizing the main results of our research, and giving directions for future research.
In Chapter 3, we introduced a new framework for global optimization of black-box
problems. This framework combines global and local search procedures for numerical
efficiency and can easily incorporate a variety of global and local search methods. We
extended the EI function of kriging and proposed the modified expected improvement for
general metamodels to assess potential performance of candidate points. This measure
facilitates automatic and adaptive switching between global and local search procedures
and leads to good empirical performance. We also presented a new sampling scheme
to identify promising regions that uses both the distance information and the global
metamodel prediction. We proved that the proposed algorithm converges to the global
optimum asymptotically with mild assumptions. Numerical experiments on 24 test prob-
lems indicate that the two algorithms based on the proposed framework are more robust
and find the global optimum with fewer function evaluations than other approaches.
Based on the numerical experiences from Chapter 3, RBF models tend to be more
robust and easier to construct. Its inferior performance to kriging-based algorithms might
be attributed to the crude error estimation measured by the minimum distance to eval-
uated points. In Chapter 4, we turned our attentions to RBF interpolations models and
tailored RBF models to significantly improve the performance of RBF-based optimization
algorithms. To improve the robustness and efficiency of RBF models, we proposed to
construct RBF models using rank-one update. The same idea led us to a closed-form
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LOOCV error of RBF models, providing an adaptive choice of basis functions for spe-
cific problems. This cross validation result also finds its application in the proposed
pointwise prediction error estimate for RBF models discovered from a new perspective.
We illustrated the bound with several numerical examples. We proposed a clear and
intuitive criterion called local LOOCV error to detect unpromising iterations. We restart
the algorithm and explore remaining regions by maximizing the prediction uncertainty.
Encouraged with these results, we proposed a new sampling criterion called the weight
improvement by utilizing both the smoothness and prediction error estimate of a RBF
model. The algorithm WIRBF is formed by fitting all the proposed components into the
framework proposed in Chapter 3. We also provided convergence proofs for the algo-
rithm. Extensive numerical results suggest that the proposed optimization framework
based on the WI function outperforms existing algorithms.
Many simulation-based problems are inherently noisy. In Chapter 5, we proposed
regularized RBF (R-RBF) models for stochastic simulations with heteroscedastic noise.
We first developed R-RBF models using the regularization theory and then applied the
RKHS duality to represent a RKHS, where R-RBF models belong, as a stochastic process.
This stochastic process allows us to derive the MSE-optimal metamodel prediction and
the associated MSE, where the prediction is identical with the one obtained using the
regularization theory. Moreover, we extended the analysis on metamodels to CPD basis
functions instead of the commonly-used PD basis functions. An important result shown
in Theorem 5.7 is that the form of the metamodel and its prediction error estimate is
unaltered even when using CPD basis functions although the analysis differs a lot. Finally,
numerical examples are presented to illustrate the performance of R-RBF models and
clarify its differences with stochastic kriging.
There remains much space for future work and we brief some directions of particular
interest to us. First, in Chapter 5, we investigated R-RBF models in details. A natural
direction for future study is to design an optimization algorithm using R-RBF models
to solve stochastic black-box optimization problems. Second, we considered black-box
problems with box constraints. We may extend this research to problems with black-box
nonlinear constraints. There remains a demand for efficient algorithms optimizing such
noisy problems when limited computational budget is available. As a result, we can
incorporate Optimal Computing Budget Allocation (OCBA) to improve the efficiency of
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the proposed algorithm. Moreover, we realize that parallel computing becomes increas-
ingly prevalent for boosting computational speeds in optimizing black-box problems. We
can extend the research by allowing a certain degree of parallelization while evaluating
promising points. Lastly, we note that little work has been done to prove convergence to







A Generalized Nash Equilibrium
Model for a Network of Interlinked
Oligopolistic Markets
7.1 Introduction
The past several decades have seen rapid movement towards international trade liberal-
ization through free trade agreements (FTAs) or intergovernmental trade blocs. These
agreements reduce or eliminate regional trading barriers (such as tariffs) on traded prod-
ucts among the participating countries. For example, the implementation of the North
American FTA in 1994 immediately eliminated tariffs on over half of US imports from
Mexico and over one-third of US exports to Mexico (Weintraub, 2004). Reduction of
regional barriers paves the way for more open and integrated economic communities.
Countries can allocate resources and reorganize markets more efficiently by realizing
their national competitive advantage.
However, FTAs can be a double-edged sword, exposing a country’s own industry to
risk. FTAs reduce regional barriers such as import tariffs, which may attract more imports,
invite more competition and affect the revenues of the domestic industry. Barrier reduc-
tions also strengthen the ties between domestic and foreign markets, which may directly
cause more violent price fluctuations influenced by the foreign economic environment.
To counter these undesirable consequences and gain trade-offs in the FTA negotia-
tions, each government or related authority evaluates the effects of reducing barriers on
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various industrial or commercial products in its home market. We would prefer to lower
the rate for a sector with a stronger competitive advantage, and raise the rate for a sector
at a disadvantage. The problem facing both the authority and the participating firms
can be modeled as a network of interlinked oligopolistic markets. In this network, firms
supply a homogeneous product to both home and foreign markets in a noncooperative
manner.
A crucial distinguishing feature of this problem is that the allowable range for tariffs
and trade barriers is quite wide, since different economic scenarios call for very different
strategies. For example, the authority may wish to determine a reasonable tariff for a
scenario where a firm from an emerging market engages in price dumping, selling its
product at a much lower price in other markets than what it charges at home. This
hypothetical scenario could be very different from current economic conditions. The
authority should consider all such scenarios through a form of global sensitivity analysis,
in order to characterize the optimal trade policy for any set of economic parameters
within the allowable range.
We develop a game-theoretic model of competitions among firms, subject to regula-
tions on the product flows between markets. The overall goal of this work is to investigate
the effects of regional barriers on firms’ decisions, thus providing managerial insights
for the market authority. We reformulate the equilibrium problem as a mixed linear
complementarity problem (MLCP) under mild economic conditions (Hobbs and Pang,
2007; Yao et al., 2008). We then propose a search algorithm to solve the MLCP and,
equivalently, the original equilibrium problem. The algorithm returns the closed form of
the equilibrium in terms of regional barriers, such as import tariff rates and regulations
on the amount of exported product. We use this to analyze how firms react to changes in
regional barriers. The literature that addresses or partially addresses this problem is very
limited, even for a game with only two entities/countries. To our best knowledge, this is
the first attempt to perform global sensitivity analysis on the equilibrium with respect to
parameters of interest.
The strategic behavior of firms in a competitive environment, such as supply quan-
tity, is characterized by the concept of Nash-Cournot equilibrium (Allaz and Vila, 1993;
De Wolf and Smeers, 1997). However, in our problem, due to the regulations on the
amount of product traded between markets, each firm’s decision imposes constraints
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on the decisions of other firms. Therefore, we need to replace the concept of the Nash
equilibrium problem (NEP) by its extension, the generalized Nash equilibrium problem
(GNEP). The GNEP allows each player’s feasible decision set to depend on other players’
decisions. This gives the GNEP greater descriptive power, allowing us to accurately model
behaviors among players in practice.
GNEPs have been widely applied to many areas in economics (Arrow and Debreu,
1954), such as CO2 emissions control (Breton et al., 2006), electricity markets (Zhang
et al., 2010; Yao et al., 2008; Contreras et al., 2004) and natural gas markets (Gabriel
et al., 2005). In these applications, players are subject to common resources or regula-
tions: electrical transmission lines in electricity markets (Hobbs and Pang, 2007), gas
pipelines (Gabriel and Smeers, 2006), and regional maximum pollution levels (Krawczyk,
2005; Krawczyk and Uryasev, 2000), to name a few. Breton et al. (2006) provided a
game-theoretic interpretation of joint implementation in environmental projects, such
as the Kyoto protocol for reductions in greenhouse gas emissions. The results validate
the expected outcomes of the joint implementation, which aims to help countries with
high greenhouse gas emissions to reach the environmental targets more easily. Pang and
Fukushima (2005) proposed a GNEP for the noncooperative multi-leader-follower game,
which is used for analyzing an oligopolistic competition model in electric power markets.
GNEPs have also been applied to oligopolistic traffic markets. The work by Zhou et al.
(2005) presented a bilevel transit fare equilibrium model for a deregulated transit system,
and investigates passengers’ response for different structures of transit fare. A detailed
review of GNEPs can be found in Facchinei and Kanzow (2010).
In this chapter, we use a GNEP to model a network of interlinked markets and cap-
ture the macroeconomic competition in the entire economic community. Between each
pair of markets, the amount of product traded is regulated by regional barriers. We si-
multaneously consider two types of constraints on the product flows between markets:
(1) soft barriers enforce an import tariff on every unit of imported product; (2) hard
barriers give quantity limits for products sold between markets. In the GNEP, each firm
solves an optimization problem where the feasible decision set is parameterized by its
competitors’ decisions. We show that there exists a generalized Nash equilibrium (GNE)
characterizing the firms’ behaviors and illustrating market prices and aggregate supply
levels in each market. However, our main goal is sensitivity analysis on the equilibrium
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with respect to line capacities and production capacities. This analysis is more useful to
the authority than simply knowing the existence of equilibrium. We answer questions on
how the equilibrium is affected by regional barriers, such as market prices and aggregate
supplies in the market, and how the firms react strategically as their competitive advan-
tage positions are comparatively promoted, e.g. reduced production costs and higher
production capacities.
To perform the analysis, we require an algorithm that calculates the equilibrium
with different regional barriers. Facchinei and Kanzow (2010) surveys the main classes
of numerical algorithms for solving the GNEP. The most straightforward method is to
iteratively solve each player’s optimization problem with others’ decisions fixed. However,
the convergence of this approach is typically quite restrictive, if it is guaranteed at all.
Another approach that has attracted recent attention is to sequentially improve the
Nikaido-Isoda (NI) function (Nikaidoˆ and Isoda, 1955) through a relaxation algorithm
(see for example Contreras et al., 2004; Von Heusinger and Kanzow, 2009; Uryas’ev
and Rubinstein, 1994; Krawczyk, 2005; Adida and Perakis, 2010). The GNEP can be
reformulated as a constrained optimization problem maximizing the NI function. The
NI-function measures the improvements that firms can make relative to the current
solution. At the equilibrium, the maximum of the NI-function reaches its optimal value
of 0, indicating that no firms can improve their objective values by unilaterally altering
their decisions. The solution can be iteratively updated by a relaxation algorithm so
that it can converge to the equilibrium. Uryas’ev and Rubinstein (1994) proved that
when the NI-function satisfies certain concavity conditions, such a relaxation algorithm
converges to a normalized Nash equilibrium. The normalized equilibrium is a special
class of GNE introduced by Rosen (1965). This equilibrium appears in GNEPs with
shared constraints where the players’ feasible decision sets depend on each other, and
the multipliers associated with the shared constraints are proportional to a common
multiplier among players. Typically, these multipliers are set to be the same (see Adida
and Perakis, 2010; Hobbs and Pang, 2007): intuitively, this indicates that each relevant
firm has the same benefit or loss (shadow price) when we loosen or tighten the shared
constraints. In this manner, the shared constraints seem to be fair for all firms.
The other approach for solving the GNEP is to reformulate it as a quasi-variational
inequality (QVI) (Harker, 1991). However, very few approaches have been developed
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for solving the QVI (Pang and Fukushima, 2005) and in general it is a nontrivial task to
solve the QVI efficiently. More recently, the normalized equilibrium has captured many
researchers’ attention. Instead of QVI formulations, such GNEPs can be formulated as
a variational inequality (VI) (Facchinei et al., 2007), for which many efficient solvers
are available. The VI formulation is established by aggregating the Karush-Kuhn-Tucker
optimality conditions (KKT conditions) of each firm’s optimization problem. Facchinei
et al. (2007) shows that any solution satisfying the aggregated optimality conditions
is also a solution to the GNEP. In short, the variational inequality has the same KKT
conditions as the GNEP. Our search approach belongs to this category. We aggregate
the KKT conditions, and derive a set of inequalities on the firms’ strategies that provides
necessary and sufficient conditions for the market equilibrium (the market equilibrium
conditions, in abbreviation). In the case of problems with linear inverse demand and
quadratic cost functions, the market equilibrium conditions form a mixed linear comple-
mentarity problem (MLCP). We present a search algorithm to solve the MLCP and find
the equilibrium, which is explicitly described as an affine function of a set of parameters
such as regional barriers. This analytic solution allows us to study the sensitivity of the
equilibrium to changes in the regional barriers.
The rest of this chapter is organized as follows. In Section 7.2 we formulate the
competitions among firms in a network of interlinked oligopolistic markets as a GNEP
and prove the existence and uniqueness of the normalized Nash equilibrium under some
mild conditions. Section 7.3 provides a further theoretical description of the GNEP model
and the detailed idea of performing sensitivity analysis. In Section 7.4 we apply our
search algorithm to a set of examples and discuss some managerial insights we learn
through the examples. Finally, Section 7.5 concludes the chapter. All the proofs are
relegated in the appendix.
7.2 GNEP Model
7.2.1 Model Description
The network of interlinked oligopolistic markets is described as a directed graph (M,A),
where M is the set of markets indexed by m = 1, . . . ,M , and A is the set of directed
edges representing the links between each pair of markets. For example, (m,n) ∈ A
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denotes the edge directed from market m to market n. In economic terms, market n
is the importing market for firms located in market m. Depending on the backgrounds
of specific problems, the directed edges can have various interpretations, such as trade
flows in global markets, transmission lines in power markets and pipelines in natural gas
supply chains.
Let I be the set of all firms in the network and I = |I| be the total number of firms.
Based on the firms’ geographical or economic locations, Im is defined as the set of firms
located in the same market m ∈ M. Accordingly, the collection of subsets {Im}m∈M







Thus every firm in the model resides in exactly one market of setM. This setting will
be relaxed in Appendix D.4 with affiliate firms in multiple markets. Figure 7.1 shows an
example of the network of two interlinked markets with four firms. Here the sets of firms
Line to market 2
Line to market 1






Figure 7.1: Example of two interlinked markets.
located in each market are I1 = {1, 2} and I2 = {3, 4}. In particular, the market where
a firm is located is labeled as its home market, correspondingly, the markets which are
not its home market are named as foreign markets. For instance, market 1 is the home
market of firms 1 and 2; market 2 is firm 1’s foreign market. In Figure 7.1, every firm
freely supply its products to both its home market and foreign market.
In the network (M,A, I), all firms supply the product to all markets in a noncooper-
ative manner. We denote the quantity of the product supplied by firm i to market n ∈M
as qin. Given the competitors’ behaviors, firm i ∈ Im determines the supply quantities
qi = {qin}n∈M to maximize its profits in a rational fashion. One part of firm i’s costs is
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, where Ci (·) is a function of
firm i’s total productions.
Another part of the costs occurs in the abroad transactions, called entry cost, which
may vary for different origin-destination pairs in the network. Entry cost can capture
importing tariffs in the global trading system or shipment costs in a logistic system. Let
Emn (·) be the entry cost function for the firms in market m while supplying products to
market n. The entry cost of firm i ∈ Im to market n is then Emn (qin). For all n ∈M, we
set Enn (·) ≡ 0 for the following reasons: a market generally protects local firms and rarely
sets barriers for local firms (at least, relative to intermarket barriers); transportation costs
and tariffs incurred are negligible for firms supplying products to their home markets.
In addition to cost functions, another factor that influences firms’ profits is the market
price. We consider elastic market demand. The clearing price of the product in market m
is characterized by an inverse demand function Pm (·), which is a decreasing function of
the demand emerging in market m. It is achieved at a value where the total supplies to
market m matches the market demands, that is,
∑
i∈I qim = Dm. To highlight the impact
of firm i’s decision on market m, the quantity balance between demand and supply
is written as Dm = qim + S−im, where S−im =
∑
j∈I\{i} qjm presents the aggregate
quantity of the product supplied to market m by its competitors. Accordingly, the price
in market m is Pm (qim + S−im), indicating that firms compete in a Cournot fashion by
selling the product to market m. This also implies that firm i’s decision qi may not only
affect the price in its home market, but also the prices in the foreign markets. With all













where q−i = {qj}j∈I\{i} is the decision vector of firm i’s competitors. The above func-
tion describes firm i’s profits by adding revenues over all markets and then subtracting
production and entry costs.
Throughout this chapter, we make the following assumptions on the inverse demand,
production costs, and entry costs:
A1. Pn (·) is twice continuously differentiable on R+ = [0,+∞), and P′n(Q) < 0, for
any Q ∈ R+, n ∈M.
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A2. P′n(qin + S−in) + qinP′′n(qin + S−in) ≤ 0, for any qin ≥ 0, i ∈ I, n ∈M.
A3. Ci (·) is twice continuously differentiable on R+ for any i ∈ I. For any Q ∈ R+, the
marginal cost C′i (Q) ≥ 0 and C′′i (Q) ≥ 0.
A4. Emn (·) is increasing, convex and twice continuously differentiable on R+ for all
(m,n) ∈ A.
A1 and A3 ensure that the price functions are nonincreasing and the production cost
functions are convex. These assumptions are fairly general regularity conditions used in
economics (Sherali et al., 1983; De Wolf and Smeers, 1997; Zhang et al., 2010). For A2,
we refer its economic interpretations to Sherali et al. (1983). From firm i’s viewpoint,
if other firms supply S−in amount of products to market n, its revenue in this market
is qinPn (qin + S−in) and its marginal revenue is Pn (qin + S−in) + qinP′n(qin + S−in). A2
means that the derivative of firm i’s marginal revenue with respect to S−in is negative.
It, therefore, says that firm i’s marginal revenue decreases with an increase in the ex-
traneous supply S−in. The increasing monotonicity of the entry cost functions in A4 is
straightforward from the nature of the market; the more products a firm supplies to
foreign markets, the higher the corresponding entry costs will be. The convexity in A4 is
required to establish some technical results related to the equilibrium and it includes a
broad class of demand functions such as linear multiplicative functions, isoelastic func-
tions and logarithmic functions.
We now turn our attention to the constraints in the firms’ decision problems. Due to
the limitations in technology and investments, it is reasonable to set an upper bound Qi
on firm i’s total productions, which gives
∑
n∈M
qin ≤ Qi, for all i ∈ I.
Another set of constraints is related to the flows on each directed edge. In the economic
environment, these intangible edges can be treated as trade flows between markets.
Typically to protect its local firms against foreign dumping, every market restricts the
quantity of the product imported from other markets. And similarly in electricity markets,
due to the technical factors, transmission lines also have their limits. Henceforth, the
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capacity of each directed edge (m,n) is upper bounded by Lmn,
∑
i∈Im
qin ≤ Lmn, for all n ∈M.
This type of constraints is called shared constraints as it indicates that firms share a
common resource.
Based on the above discussions, firm i’s decision problem can be summarized as
follows: suppose that firm i locates in market m ∈ M, with its competitors’ decisions




Fi(qi |q−i), subject to qi ∈ Qi(q−i), (7.1)






n∈M qin ≤ Qi, [λui ]∑
j∈Im qjn ≤ Lmn, ∀n ∈M, [λlin]
qin ≥ 0, ∀n ∈M. [λoin]
 . (7.2)




in are Lagrange multipliers related to the corresponding constraints. As
shown above, each firm’s decision set may depend on its competitors’ decisions through
shared constraints. Each firm anticipates how its decision affects other firms’ decisions,
the prices in each market, and the capacities that can be utilized. All these aspects of
competitions among firms place our model within the framework of GNEP.
Definition 7.1 (Generalized Nash equilibrium). The market equilibrium is defined as a
set of firms’ supply quantities that simultaneously solves each firm’s profit maximization
problem while clearing the markets (supplies equal to demands). Mathematically, a
market equilibrium q∗ = (q∗1, . . . ,q∗I) satisfies Fi(q
∗




In general, a GNEP may yield multiple or even an infinite number of solutions and a
unique GNE can only be expected with some rigorous conditions. However with addi-
tional conditions, we can select a meaningful solution instead of obtaining all the possible
solutions. We consider the case in which the shared constraints have identical shadow
prices (or Lagrange multipliers) for each firm (see Hobbs and Pang (2007) for similar
conditions on electricity markets). The resulting equilibrium is referred to as a normal-
ized equilibrium (Rosen, 1965). In particular, considering the distribution of firms in the
network, for market m ∈ M, the normalized equilibrium is achieved by compulsorily
setting λlin = λ
l
mn for all i ∈ Im. The consequent equilibrium seems to be fair among
firms since each firm has the same marginal profit while relaxing the shared constraints.
In the remaining section, we show that there exists a unique normalized equilibrium
that solves (7.1) for all i ∈ I. Lemma 7.2 lays down the ground for proving Theorem
7.3.
Lemma 7.2. Given firm i’s competitors’ decisions q−i ∈ RM(I−1)+ , Fi(· |q−i) is strictly
concave on RM+ .
The strict concavity can be proved by examining the Hessian of the profit functions.
The proof is detailed in the Appendix D.2.
Theorem 7.3. There exists an upper bounded unique normalized equilibrium.
Let Q = Q1(q−1)×· · ·×QI(q−I) ⊂ RIM be the feasible set of the collective decision
vectors of all firms. Note that Q is a non-empty, convex, closed and bounded subset of
RIM . Rosen (1965) proved that an equilibrium point exists for every concave I-person
game with a convex, closed and bounded strategy set. Thus, the existence of equilibrium
is immediate from Lemma 7.2. The proof for the uniqueness of normalized equilibrium
point is provided in the Appendix D.3.2.
The model presented in Section 7.2.1 only considers firms whose operations are
confined to their home markets. This model can be extended so that firms can have
affiliates in multiple markets. In global operations, capital is much more mobile than
labor, and multinational firms establish plants in other countries where cheap labor and
raw materials can be found. The formulation of the extended model where any firm can
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produce at any market, and the proof of the existence of a unique normalized equilibrium
are provided in the Appendix D.3.1. This uniqueness result then enables us to apply the
proposed search algorithm in Section 7.3.3.
7.3 Sensitivity Analysis
In real world systems, one key issue that concerns the market authority is how to adjust
certain parameters in the model so as to increase firms’ profits or the social welfare
at the market equilibrium. The intuitive approach to solve such a problem is to derive
a relationship between the market equilibrium (generally including the market prices
and each firm’s supply quantity to every market) and the parameters taken into con-
sideration. In this section, we will address this issue by using the decomposition of the
market equilibrium conditions. We will focus on the GNEP described in Section 7.2.1. We
assume linear inverse demand and quadratic cost functions, and present an algorithm to
simultaneously search for the normalized equilibriums when the parameters of interests
are in a certain set.
7.3.1 The Market Equilibrium Conditions
Under the assumptions A1-A4 in Section 7.2.1, the necessary conditions for the GNEP
can be derived by concatenating all the first-order necessary conditions (KKT conditions)
for each firm’s Problem (7.1). The Lagrangian for firm i’s decision problem for given its
























where λui , λ
l
i = {λlin}Mn=1 and λoi = {λoin}Mn=1 are Lagrange multipliers associated with
constraints in (7.2).
Suppose that q is the equilibrium for the GNEP. Then, for any fixed i ∈ I, qi is a




i such that the
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following KKT conditions of (7.1) are satisfied:
0 = ∇qiLi(qi, λui ,λli, λoi |q−i),
0 ≤ λui ⊥ Qi −
∑
n∈M qin ≥ 0,
0 ≤ λlin ⊥ Lmn −
∑
j∈Im qjn ≥ 0, ∀n ∈M,
0 ≤ λoin ⊥ qin ≥ 0, ∀n ∈M.
(7.3)
Here 0 ≤ x ⊥ y ≥ 0 denotes the complementarity condition, which means that x ≥
0 , y ≥ 0 and either x = 0 or y = 0 (or both). To facilitate mathematical analysis later,
we refer to 0 ≤ x ⊥ y ≥ 0 as strict complementarity, that is, x ≥ 0, y ≥ 0, xy = 0 and
x+ y > 0 (Vanderbei, 2008, Chapter 10). As will be shown in Section 7.3.3, the trivial
case (x = y = 0) can be avoided with small perturbations.
Since Fi(·|q−i) is strictly concave, the concatenated KKT conditions turn out to be
sufficient and necessary conditions for the equilibrium. Therefore, by combining all firms’
optimality conditions (7.3) together, we can derive the market equilibrium conditions.
However, it is not easy to analyze such a formulation of equilibrium conditions with
general forms of inverse demand and cost functions. Thus, we consider the following
inverse demand, production cost and entry cost functions:
Pn (Q) = sn − tnQ, tn > 0, ∀n ∈M,
Ci (Q) = αiQ
2 + βiQ+ γi, αi ≥ 0, ∀i ∈ I,
Emn (Q) = Qµmn, µmn ≥ 0, ∀(m,n) ∈ A.
(7.4)
The above form of functions has its analytical advantages (see Yao et al. (2008)) and our
analysis focuses only on this case. Here the entry cost Emn (Q) is interpreted as the tariffs
imposed by market n on the imported product from market m. It is proportional to the
quantity of imported product and µmn is the corresponding tariff rate. As discussed in
Section 7.2.2, the desired normalized equilibrium is obtained by setting all the multipliers




i ∈ Im. Then, the market equilibrium conditions become















mn − λoin, (m,n) ∈ A, i ∈ Im,
0 ≤ λui ⊥ Qi −
∑
n∈M qin ≥ 0, i ∈ I,
0 ≤ λlmn ⊥ Lmn −
∑
j∈Im qjn ≥ 0, (m,n) ∈ A,
0 ≤ λoin ⊥ qin ≥ 0, i ∈ I , n ∈M.

(7.5)
In the remaining of this section, we will focus on the above formulation of equilibrium
conditions for the case with linear inverse demand and quadratic cost functions, and
develop an algorithm to conduct sensitivity analysis based on parametric programming.
7.3.2 Reformulation of the Market Equilibrium Conditions
In this section, we show that by grouping decision variables and parameters, the market
equilibrium conditions can be formulated as a mixed linear complementarity problem
(MLCP), which is a mixture of linear complementarity problem (LCP) and a system of
linear equations. We denote the following MLCP by MLCP(θ).
Aq + Bλ + θ2 = 0IM , (7.6)
λT(θ1 −Hq) = 0,
θ1 −Hq ≥ 0dλ , λ ≥ 0dλ .
We denote the solution to MLCP(θ) by (q,λ). Let dλ = IM +M2 + I be the number of
all constraints at q. By appropriately defining matrices A ∈ RIM×IM ,B ∈ RIM×dλ ,H ∈
Rdλ×IM and vectors θ1 ∈ Rdλ ,θ2 ∈ RIM , we can express the market equilibrium con-
ditions (7.5) by MLCP(θ). The details of the MLCP reformation is elaborated in the
Appendix D.5.
The vectors θ1 and θ2 involves several sets of parameters: production capacities
{Qi}i∈I , parameters in production costs {βi}i∈I , line capacities {Lmn}(m,n)∈A, entry
cost rate {µmn}(m,n)∈A, and intercepts of inverse demand functions {sn}n∈M. The prob-
lem MLCP(θ) has two sets of decision variables: all firms’ decision variables q =
{qin}i∈I,n∈M, and the multipliers λ = {λui ,λli, λoi }i∈I .
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Recall that there exists a unique upper bounded normalized equilibrium for the net-
work by Theorem 7.3. Meanwhile, MLCP(θ) provides sufficient and necessary conditions
for computing the normalized equilibrium. Therefore MLCP(θ) is guaranteed to have a
unique solution. Instead of solving MLCP(θ) directly, we consider its counterpart LCP(θ)
to analyze the market equilibrium, and make use of well-known conditions Cottle et al.
(2009) for the existence and uniqueness of the solution to this problem. From the struc-
ture of matrix A, we can prove that A is non-singular. Solving (7.6) for q yields
q = −A−1(Bλ + θ2), (7.7)
and by substituting q back into MLCP(θ), we obtain
λT(θ1 + HA
−1Bλ + HA−1θ2) = 0,
θ1 + HA
−1Bλ + HA−1θ2 ≥ 0dλ ,
λ ≥ 0dλ .
This is a LCP in the standard form as
LCP(θ) :
z −Uλ = Wθ,
z ≥ 0dλ , λ ≥ 0dλ , and λTz = 0.
(7.8)






Computing the market equilibrium now reduces to find a solution to LCP(θ), denoted
by (z,λ). The solution to MLCP(θ) can be recovered by equation (7.7).
The existence of a unique solution for LCP(θ) is characterized by Theorem 7.4. First,
we introduce some notation and definition. Let [[u]] for positive integers u denote the
integer set {1, 2, . . . , u}. For a given matrix M ∈ Ru×u and sets u1 ⊆ [[u]] and u2 ⊆ [[u]],
let Mu1u2 ∈ R|u1|×|u2| denote the submatrix obtained by deleting all the entries of M
in row i and column j for each i /∈ u1, j /∈ u2. The submatrix Mu· is formed by rows
i ∈ u of M. The same notation applies to vectors. In particular, the submatrix Mu1u1 is
called the principal submatrix of M determined by u1, and its determinant is called the
principal subdeterminant. A matrix is said to be a P-matrix if and only if all its principal
subdeterminants are strictly positive.
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Theorem 7.4 (Murty (1988)). Given matrices U and W, LCP(θ) has a unique solution
for each θ if and only if U is a P-matrix.
The fact that matrix U = HA−1B is a P-matrix immediately follows from the above
theorem. In the remainder of this section, by using this property, we will show that the
equilibrium can be expressed as a piecewise affine function of θ. We make use of the fact
that the Lagrange multipliers are zero at inactive constraints. Thus once the index set of
active constraints is known, the complementarity conditions in (7.8) can be replaced by
a set of equalities. For an ordered index set v ⊆ [[dλ ]], vc denotes the complement of it.
Suppose that a given parameter set Θ is a dθ -dimensional subspace of Rdθ .
Theorem 7.5. Suppose that U and W are fixed. For any v ⊆ [[dλ ]] and θ ∈ Θ, let
(z(v,θ),λ(v,θ)) be the solution to the following two sets of equations in LCP(θ),
EQ(θ) : z −Uλ = Wθ, λTz = 0,
such that zv = 0|v|, and λvc = 0|vc|. Then, (z(v,θ),λ(v,θ)) can be uniquely expressed as
an affine function of θ. If the solution (z(v,θ),λ(v,θ)) further satisfies all the constraints:
z ≥ 0dλ and λ ≥ 0dλ , then the corresponding solution (q(v,θ),λ(v,θ)) to MLCP(θ) is
the desired normalized equilibrium.
Proof. Let v = {k1, . . . , kl} and its complement vc = {kl+1, . . . , kdλ}. We can define
a permutation matrix Ev ∈ Rdλ×dλ with (Ev)iki = 1 for all i = 1, . . . , dλ and zero











After straightforward calculations, we obtain
λTv (Uvvλv + Wv·θ) = 0, (7.9)
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where λvc is omitted as it equals to zero at inactive constraints. Since λv > 0|v|, (7.9)
holds if and only if
Uvvλv + Wv·θ = 0|v|. (7.10)
Since U is a P-matrix, Uvv is nonsingular. Solving (7.10) for λv gives
λv = −U−1vv Wv·θ.
which is a linear function of θ. By plugging λ = (λv,0|vc|) into z = Uλ+Wθ, we obtain
that z(v,θ) is a linear function of θ. Thus, (z(v,θ),λ(v,θ)) can be uniquely expressed
as an affine function of θ.
Theorem 7.5 provides a constructive way to present the normalized equilibrium.
Note that for a given solution (z(v,θ),λ(v,θ)), v presents the index set of the active
constraints on z(v,θ) ≥ 0dλ in (7.8). We refer to this index set v as a basis. With v being
known, we can obtain an explicit form of the solution (z(v,θ),λ(v,θ)) of EQ(θ), and
can identify the normalized equilibrium by checking the solution’s feasibility. The basis
v is feasible whenever the corresponding solution satisfies (z(v,θ),λ(v,θ)) ≥ 02dλ . This
leads us to the following notion of a critical region.
Definition 7.6 (Critical Region). The critical region Θv for a given basis v is defined as
the set of parameter vectors θ ∈ Θ for which the solution (z(v,θ),λ(v,θ)) satisfies all
the constraints in LCP(θ), that is,
Θv = {θ ∈ Θ : zvc(v,θ) ≥ 0|vc|, λv(v,θ) ≥ 0|v|},
where z(v,θ) andλ(v,θ) are decomposed into (zv(v,θ), zvc(v,θ)) and (λv(v,θ),λvc(v,θ)),
respectively. According to Theorem 7.5, zv(v,θ) = 0|v|, and λvc(v,θ) = 0|vc|.
Subject to the realities, we assume that the parameter set Θ is a bounded convex set
defined by a set of linear constrains: for a given matrix Γ and a vector ρ,
Θ = {θ ∈ Rdθ : Γθ ≤ ρ}.
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Then, by Theorem 7.5, Θv is a bounded polyhedron uniquely determined by v. This
property of the critical region motivates us to develop a search algorithm, which describes
the market equilibrium as a function of parameters.
7.3.3 Search Algorithm
Another aspect of our study is completed here by proposing a search algorithm to com-
pute the normalized equilibrium and then derive the explicit relationship between equi-
libriums and parameters of interest. The commonly used NI-function-type methods can
solve the GNEP efficiently for a fixed θ (Von Heusinger and Kanzow, 2009; Contreras
et al., 2004). However, our search algorithm focuses on how the equilibrium behaves
over the entire parameter space. In order to investigate a dλ-dimensional space, we
may sample points over the whole parameter set Θ and apply an NI-function-type algo-
rithm to find a solution corresponding to each sample point. However, we might need
a large number of sample points to obtain a correct solutions for any given parameter
vector θ ∈ Θ, which is time-consuming. Our goal is to develop an algorithm that can
identify the exact equilibriums over the entire parameter space fast and efficiently, par-
ticularly for a problem with linear inverse demand, quadratic production cost and linear
entry cost functions. With a more general form for the inverse demand and production
cost function, the reformulation of the market equilibrium conditions leads to a nonlin-
ear complementarity problem (NCP). In general, methods for solving NCPs are more
technical than those for LCPs, and performing global sensitivity analysis over the entire
parameter set of interest is a much harder problem. We leave this problem for future
work.
Our search algorithm is motivated by the following properties of MLCP(θ) and
LCP(θ).
1. MLCP(θ) can be reformulated as a LCP(θ). Thus, computing the market equilib-
rium is now reduced to finding a solution to LCP(θ).
2. The critical regions of LCP(θ) have forms of polyhedron.
3. LCP(θ) has a unique solution and so does its counterpart MLCP(θ).
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We would like analyze the solution to LCP(θ) in terms of active constraint index sets.
Note that the critical region Θv is the set of parameter vectors θ ∈ Θ, for which the
basis v is feasible. Thus, the critical region defined by a feasible basis is nonempty.
Once a feasible basis v is identified, LCP(θ) is transformed into a system of linear
equations, and the equilibrium can be obtained by solving the system. There are many
efficient algorithms ready to apply to such a problem and in our case even we can obtain
an explicit form of the solution. Thus, the key part in developing a search algorithm is
to identify all the feasible bases for the parameter space Θ. Columbano et al. (2009)
investigated LCP(θ), based on parametric programming, for an arbitrary form of the
matrix U and proposed a method to exhaustively search all feasible bases by solving
linear optimization problems on the parameter space. For our problem, by exploiting the
structure of the polyhedron critical regions, we can search for all feasible bases in a more
efficient way.
Definition 7.7 (adjacent critical regions). Two bases va and vb are adjacent if the
corresponding critical regions Θva and Θvb are adjacent, that is, the dimension of the
intersection of the two regions is dθ − 1.
The remaining part of this section explains the combinatorial properties of adjacent
bases and details of enumerating all feasible bases. For given sets A and B, let A∆ B
denote the symmetric difference of A and B, that is A∆ B = (A \ B) ∪ (B \ A). For the
notational convenience, let
solv(θ) = (solv1(θ), . . . , sol
v
dλ
(θ)) ∈ Rdλ ,
where
solvi (θ) =
 zi(v,θ) if i ∈ v
c
λi(v,θ) if i ∈ v
For any two adjacent bases va and vb, define
iab = {i ∈ [[dλ ]] : solvai (θ) = solvbi (θ) = 0 for all θ ∈ Θva ∩Θvb}.











Figure 7.2: Illustration of updating basis for Θ ⊆ R2.
Figure 7.2 illustrates two adjacent critical regions in R2 space, and this example
presents two cases for iab.
1. |iab| ≥ 2: This occurs when LCP(θ) is degenerate for θ ∈ Θva ∩Θvb , which means
that some of the linear equations are redundant. The degeneracy can be avoided
by perturbing θ with a small amount (1, . . . , dθ ). In practice, model parameter
vectors are considered to be “random”, and this degeneracy would rarely happen.
From now on, if not stated explicitly, we assume that LCP(θ) is nondegenerate for
any θ.
2. iab is a singleton set: Θva ∩ Θvb is defined by the equation {solvaiab(θ) = 0} (or
{solvbiab(θ) = 0}). By identifying the set iab , we can determine how the feasible
basis va changes as θ goes through the edge a1 into Θvb .
The following theorem shows the combinatorial properties of adjacent bases, which
enables us to find all the feasible bases efficiently with simple updating rules. The proof
is presented in the Appendix D.6.
Theorem 7.8. For any two adjacent bases va and vb,
|va ∆ vb| = 1.
In other words, any two adjacent bases only differ with one element. Furthermore, iab =
va ∆ vb and the explicit relationship between va and vb is that if iab ∈ {va}, then vb =
va \ {iab}; otherwise vb = va ∪ {iab}.
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Algorithm 3 The equilibrium search algorithm.
I N I T I A L I Z AT I O N :
• Given an initial parameter vector θ0 ∈ Θ, we apply a numerical method to
MLCP(θ0) and obtain the equilibrium (q(θ0),λ(θ0)), and set θ = θ0.
• Examining the constraints with the solution yields an initial feasible basis v0.
• Initialize the set of equations B = ∅ and the set of visited bases V = ∅.
M A I N S T E P S : Repeat k = 0, 1, . . .
• S O LV E EQ(θ)
– For a given feasible basis vk, find the closed form of the equilibrium
(q(vk,θ),λ(vk,θ)), which is an affine function of θ.
– Mark the current basis vk as visited, V = V ∪ {vk}.
• R E M O V E R E D U N D A N T C O N S T R A I N T S
– Set up a system of inequalities {z(vk,θ) = θ1−H q(vk,θ) ≥ 0, λ(vk,θ) ≥ 0},
and remove the inequalities that does not contribute to defining Θvk .
– Convert the remaining inequalities into equations. Remove any equations that
form the boundary of the parameter space Θ. Add the remaining equations
paired with the corresponding basis vk to the set B.
• U P D AT E F E A S I B L E B A S I S
– If B = ∅, this signifies the whole parameter space has been explored and the
algorithm is terminated.
– If B 6= ∅, choose any equation from B, say ({a˜Tθ = b˜}, v). Determine the index
i ∈ [[dλ ]] such that solvi(θ) = 0 for all θ ∈ {θ ∈ Θv : a˜Tθ = b˜}.
∗ If i ∈ v, let vnew = v \ {i}.
∗ If i /∈ v, let vnew = v ∪ {i}.
– Remove the equation ({a˜Tθ = b˜}, v) from B.
• U N V I S I T E D B A S I S V E R I F I C AT I O N
– If vnew /∈ V, let vk+1 = vnew, k = k + 1, and go to Step S O LV E EQ(θ).
– If vnew ∈ V, the new basis has been visited. Go to Step U P D AT E F E A S I B L E
B A S I S.
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The general scheme of our proposed equilibrium search algorithm is presented in Fig-
ure 3. Since MLCP(θ) and LCP(θ) are equivalent, the algorithm also works for LCP(θ);
we ends this section by illustrating the detailed procedure of the algorithm with the
parameter set Θ = {θ ∈ R2 : Γθ ≤ ρ}, with Γ ∈ R5×2 and ρ ∈ R5. Figure 7.3 illustrates











































Figure 7.3: Partitioning of parameter space Θ ⊂ R2.
Give a initial parameter vector θ0, we first apply the complementary (or princi-
pal) pivot algorithm pivoting method (Murty, 1988), or the NI-function-type methods
(Krawczyk and Uryasev, 2000) to find the solution (q(θ0),λ(θ0)), and set θ = θ0. We
determine the corresponding set of active constraints and then the basis, say va.
1. S O LV E EQ(θ): For a given basis va, find the closed form of (q(va,θ),λ(va,θ)), Mean-
while, V = {va}.
2. R E M O V E R E D U N D A N T C O N S T R A I N T S: Remove redundant inequalities from
{z(va,θ) = θ1 − Hq(va,θ) ≥ 0dλ , λ(va,θ) ≥ 0dλ} and identify the set of non-
degenerate inequalities that defines the convex hull of Θva . In Figure 7.3, four
inequalities define Θva , and the corresponding equations are a1, a2, a3 and a4. Update
B = {(a1, va), . . . , (a4, va)}.
3. U P D AT E F E A S I B L E B A S I S: The algorithm chooses a1 from B and the corresponding
basis is va. By using the close form of solva(θ) = (zvca(va,θ),λva(va,θ)) for all θ ∈ Θva ,
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determine the index i such that solvai (θ) = 0. We do this in the following way. For
each jth element of solva(θ), the equation {solvaj (θ) = 0} can be written as {c˜Tj θ = d˜j}
with some vector (c˜j , d˜j) ∈ Rdλ+1, since solvaj (θ) is an affine function of θ. Suppose the
equation a1 can be written as {a˜T1 θ = b˜1}, note that c˜Ti θ = d˜i, for all θ ∈ {θ ∈ Θv :
a˜T1 θ = b˜1}, the equations {c˜Ti θ = d˜i} and {a˜T1 θ = b˜1} must be identical. Thus, we can
determine i by searching for j ∈ [[dλ ]] such that d˜j · a˜1 − b˜1 · c˜j = 0dθ . The new basis
vb is determined based on Theorem 7.8 and we update the set B. Since a1 was already
examined, we exclude it, and hence B = {(a2, va), (a3, va), (a4, va)}.
4. U N V I S I T E D B A S I S V E R I F I C AT I O N: The algorithm checks whether vb has been visited.
Since vb /∈ V, it goes to Step S O LV E EQ(θ).
5. Repeat S O LV E EQ(θ) and R E M O V E R E D U N D A N T C O N S T R A I N T S with vb. Then, V =
{va, vb} and B = {(a2, va), (a3, va), (a4, va), (b1, vb), (b2, vb), (b3, vb)}. b3 is chosen at Step
U P D AT E F E A S I B L E B A S I S and a new basis vc is identified. By repeating S O LV E EQ(θ)
and R E M O V E R E D U N D A N T C O N S T R A I N T S with vc, we obtain equations c1, . . . , c4. c1
and c3 are removed and we add c2 and c4 to B. Note that a2 and c4 are defined by the
same equation, but the corresponding bases are different, and thus they are considered
as different equations.
6. Now V = {va, vb, vc} and we choose c2. Then, equations d1, d2 are added to B. If we
choose d1, the corresponding basis is vb, which was already visited. Thus, we remove d1
and choose d2.
7.4 Numerical Examples
In this section, we present a simple example to demonstrate how the market equilibrium
can be obtained numerically and how the algorithm proposed in Section 7.3.3 can
be used to investigate the economic issues, such as the effects of entry costs and line
capacities on the firms’ strategies. The search algorithm is implemented in Mathematica
7.0 and uses its built-in solver Reduce to solve the system of equations and inequalities.
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7.4.1 Global Sensitivity Analysis
We consider a network of markets, whose structure is shown in Figure 7.1, where four
firms are evenly distributed in two markets. In this example, we use the inverse de-
mand, production cost and entry cost functions given in (7.4). The coefficients values of
production cost functions and capacities for each firm are provided in Table 7.1.
Table 7.1: Production parameters.
Firm αi βi γi Qi
1 0.1 1 3 25
2 0.15 2 3 20
3 0.2 2 3 25
4 0.3 4 3 20
For the market price, we consider a symmetric case with (s1, s2) = (15, 15) and
(t1, t2) = (0.03, 0.03). Compared with the entry costs between the markets, the intra-
market entry costs can be negligible, and thus we set (µ11, µ22) = (0, 0).
Our search algorithm is capable of performing sensitivity analysis on the market
equilibrium with respect to all these parameters {µmn}, {Lmn}, {Qi}, {sn}. The first two
sets of parameters are controlled by the market authority, and the third one is controlled
by individual firms. To investigate the macroeconomic issues, the test problems focus
on {µmn} and {Lmn}. During the investigations, we change these parameters while
fixing all the others at the levels mentioned above, and Table 7.2 summarizes the ranges
of variable parameters. Meanwhile, to clearly illustrate the results, we choose a two-
dimensional parameter set. Figure 7.4 shows the parameter set partitioned into critical
regions by our equilibrium search algorithm. The number of regions returned by the
Table 7.2: Range of test parameters.
Test L12 L21 µ12 µ21
1 [0, 25] [0, 25] 0.3 0.3
2 10 10 [0, 1.4] [0, 1.4]
algorithm increases with the number of parameters and constraints in MLCP(θ). The
detailed relationship depends on the combinatorial structure of the feasible region of the
problem, which is hard to determine.
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Figure 7.4: Partitioned parameter sets; (a) entry costs; (b) line capacities.
In Figure 7.4a, the parameter set {(µ12, µ21) : 0 ≤ µ12 ≤ 1.4, 0 ≤ µ21 ≤ 1.4}
is partitioned into 13 regions. Let Θvi be the critical region labeled as i. In terms of
production costs and capacities, firm 1 is the most competitive firm and firm 4 is the
least and firm 2 and firm 3 are in between. We next discuss firms’ strategies for different
critical regions presented in Figure 7.4a.
Θv1: All firms’ decisions remain constant, independent of (µ12, µ21). Only firm 4 does
not produce in full capacity due to its high production cost function. The shape of Θv1
implies that firms in market 1 can withstand higher entry costs because of their lower




Θv2: In this region, we have λ
l
12 = 0, λ
l
21 = 0.51 − 0.65µ12 − µ21 > 0. Thus, the firms
in market 1 gradually shift their exports to the domestic market and the transmission
line from market 1 to market 2 is now no longer congested. Meanwhile, the amount
of import from market 1 decreases, and hence firms with higher production costs now
supply more to their domestic markets (q3 = (7.4 − 0.13µ12, 17.6 + 0.13µ12), q4 =
(2.6 + 0.13µ12, 12.8 + 0.39µ12)).
Θv3 ,Θv4: As we increase the marginal entry cost µ21 by moving from Θv1 to Θv3 , the
firms in market 2 start supplying more to the domestic market. If we further increase
µ21 so that (µ12, µ21) ∈ Θv4 , firm 4 with the highest production costs quit exporting
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(q4 = (0, 15.5 − 0.38µ21)). In this region, firm 3, a more competitive firm than firm 4,
supplies more to market 2 as µ21 increases (q3 = (10.1− 8.43µ21, 14.86 + 8.43µ21)), and
thus the quantity of firm 4’s domestic supply decreases with µ21.
Θv5 , Θv6 , Θv7: For (µ12, µ21) ∈ Θv5 , both µ12 and µ21 play important roles in all firms’
decisions. From Θv5 to Θv6 until Θv7 , firms’ decisions become less and less sensitive to
(µ12, µ21). The trend is that starting from Θv5 , as µ21 increases and µ12 decreases, firm 4
with high production costs and low production capacity first stops exporting and so does
firm 3 eventually when (µ12, µ21) ∈ Θv7 .
Θv8 , Θv9 , Θv10: In this region, we can observe a similar trend as in the case of Θv5 , Θv6
and Θv7 . One major difference is that firm 2 stops exporting as it is not able to afford
the higher marginal entry cost to market 2.
Θv11 , Θv12 , Θv13: Throughout these regions, µ12 is very high and the firms in market 1
and firm 4 stop exporting. Firm 3 gradually decreases the quantity of supply to its foreign
market. In region Θv13 , the marginal entry costs of all firms are higher than the amounts
that they can afford. Thus, exporting to foreign markets is no longer appealing and they
supply to their domestic markets only.
Now we briefly explain the implications for Figure 7.4b. The trend throughout the
whole parameter set is that firms’ strategies become less sensitive to both L12 and L21 as
they increase, and eventually firms are free to trade in the region Θv8 . L21 is low in the
regions Θv1 ,Θv4 , and Θv7 compared to other regions, and firm 4 with high production
cost function supplies its product to the domestic market only. We can also examine
how L12 affects firms’ strategies. In the region Θv1 , the transmission lines are all fully
consumed by firms with low productions cost and high production capacities. As L12
increases, firm 2 gradually starts exporting.
7.4.2 Double Win Strategy
In this section, we discuss, with the results of sensitivity analysis in hand, how to de-
termine suitable parameter values so that both markets can benefit from these changes.
We focus particularly on the entry cost parameters, but the same analysis can be ap-
plied to the parameters for the production cost functions. Recall that the entry cost is
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interpreted as the tariffs that firms pay to the import market, and firms are rational and
self-interested, acting in the way that maximizes their own profits. From the viewpoint
of the market authority, although it is possible to consider other goals, we take the goal
as maximization of the social welfare (the sum of all firms’ profits in the domestic market
and tariffs paid by foreign firms). With the analytical equilibrium, the goal of the market
authority can be expressed in a closed form with respect to the parameters of interest.
This facilitates the market authority to adjust the parameters to seek a better position.
Consider Test 2, and suppose that the search algorithm returns the equilibrium
q(µ12, µ21) as a function of tariff rates. The authorities for both markets need to de-
cide appropriate tariff rates so that they can gain more total welfare. Imposing high tariff
rates may discourage foreign firms from entering its market, which reduces the entry
cost paid by foreign firms. Meanwhile, low rates will attract more imports, but this may
endanger its domestic firms, putting them in a highly competitive situation. Suppose
that both sides of market authorities negotiate to change the tariff rates so that both
can achieve higher social welfare levels. We define the “double-win” region as a set of
parameters which results in better for both markets compared to the current situation.
To compute the double-win region, suppose that the current tariff rates are set at

















and the double-win region is defined as
(µ12, µ21)
∣∣∣∣∣∣∣
W1(q(µ12, µ21)) ≥ W1(q(0.5, 0.6)),
W2(q(µ12, µ21)) ≥ W2(q(0.5, 0.6))
 .
The resulting double win region is presented in Figure 7.5. It is divided into three regions,
which are parts of region 3, 5 and 6 in Figure 7.4a. Figure 7.6 presents the increments
of the social welfare of both markets compared to (W1(q(0.5, 0.6)),W2(q(0.5, 0.6)). The
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Figure 7.5: Double win region of µ12 and µ21 (in gray).
intersection of contour lines reveals the double-win region, where both markets have



























































Figure 7.6: Increments of social welfare of two markets
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Table 7.3: Production costs and capacities for two products.











1 0.1 0.03 3 30 0.3 0.06 3 20
2 0.2 0.04 3 25 0.4 0.07 3 18
3 0.3 0.06 3 20 0.1 0.03 3 25
4 0.4 0.07 3 15 0.2 0.04 3 25












1 10 10 15 0.025 15 0.04
2 10 10 15 0.03 15 0.02
7.4.3 Two-Product Case
This example extends to a case in which two products are traded between markets. The
authorities want to negotiate the tariff rates on the products so that firms in its own
markets can make larger profits.
We consider a network of two markets presented in Figure 7.1. We assume that
firms in market 1 has advantages for producing product 1 in terms of higher production
capacities and lower products costs. On the contrary, firms in market 2 are in favor of
product 2. The parameters values used in this test problem are presented in Table 7.3
and Table 7.4. {αki , βki , γki , (Qi)k, Lk12, Lk21, ak1, bk1, ak2, bk2} is the set of firm i’s parameters
with product k (k = 1, 2).
Our goal is to simultaneously maximize social welfare functions of both markets.
However, the two objective functions are conflicting, and thus we seek for a good tradeoff
solutions, which can be expressed by the notion of Pareto optimality, a well-known
criterion of performance for multi-objective optimization in economics and engineering.
Let µkmn be the tariff rate for the trade from market m to market n on product k and
µk = (µk12, µ
k
12). We can obtain the Pareto efficient solutions by solving the following
bi-objective optimization problem:





























subject to 0 ≤ µk12, µk21 ≤ 1.4, k = 1, 2,
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where fki is the profit function of firm i with product k, and q
k
i is the quantity of product
k produced by firm i.
Since the equilibrium qk(µk) = {qki (µk) : i ∈ I}(k = 1, 2) is a piecewise affine
function of µk, each objective function in (7.11) is a piecewise concave function of
µk. By applying the search algorithm to each objective function, the feasible region of
parameter vector (µ1, µ2) is partitioned into 144 critical regions. To search for Pareto
efficient solutions, we applied B I M A D S (Audet et al., 2008b), an algorithm for solving
bi-objective optimization problems. Figure 7.7 presents the resulting approximate Pareto






































































Figure 7.7: Pareto frontier.
7.5 Conclusions and Future Research
In this chapter, we have presented a generalized Nash equilibrium model for a network of
interlinked oligopolistic markets. The model captures the competitions not only in local
markets, but also in external markets, which is reflected by a set of shared constraints
involving other players’ decisions. In order to mitigate the computational challenges,
one restriction is imposed on the model, which is assigning one identical multiplier to
the constraints shared by all firms. This assumption ensures the fairness of competitions
between markets, and the resulting market equilibrium is called normalized equilib-
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rium. We prove the existence and uniqueness of the normalized equilibrium under some
concavity assumptions.
From the point of view of market policy-makers and firm managers, a more inter-
esting question is how the market equilibrium changes with some parameters in the
environment. To accomplish this task, we assume that the inverse demand function is lin-
ear and the cost function is quadratic, which are widely used assumptions in literatures.
We propose a search algorithm to analyze a set of parameters, which can be controlled
by the market authorities and firm managers. The algorithm is capable of analytically
deriving the relationships between the market equilibrium and parameters of interest.
The procedure consists of partitioning the parameter space into multiple convex regions
and determining an explicit function on each convex region that maps each parameter
to the corresponding equilibrium. We rigorously prove the critical steps in the algorithm
and refer the details to the Appendix D.
With a simple example with two markets, we demonstrate how the algorithm can
help market authorities and firm managers achieve their goals. In the case where only
one homogeneous product is traded, the double-win region can be obtained by applying
the proposed algorithm, in which both markets can benefit from changes relative to the
current status. For a two-product case, we solve a bi-objective optimization problem
to simultaneously maximize the social welfare functions of both markets and obtain
the Pareto optimal front with respect to the entry cost rates of two products. This can
provide reference for the market authorities determining appropriate tariff rates between
markets.
Furthermore, as an extension to our original model, we considered firms that have
affiliates in other markets, and we showed the existence and uniqueness of the normal-
ized equilibrium for this extended case. By reformulating this problem as an MLCP, our
proposed search algorithm can also be applied.
Based on the sensitive analysis results, it is possible to introduce a robust version of
the proposed model. Also, we plan to incorporate more general forms of inverse demand
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Table A.1 summarizes main features of test problems. All the test problems are collected
from the literature Dixon and Szego¨ (1978); Hock and Schittkowski (1980); More´ et al.
(1981). The Matlab source codes can be found at this website Hedar (2013).
A.2 Computational Results
Here we present numerical results on the remaining sixteen test problems from Dixon
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Table A.1: Test problems characteristics.
Problem Dimension Feasible region No. of No. of
f d X global min local min
Branin2 2 [−5, 10] · [0, 15] 3 3
Goldstein-Price2 2 [−2, 2]2 1 4
Hartmand 3,6 [0, 1]d 1 4
Shekel4,5 4 [0, 10]4 1 5
Shekel4,7 4 [0, 10]4 1 7
Shekel4,10 4 [0, 10]4 1 10
Beale2 2 [−4.5, 4.5]2 1 2
Schwefeld 2 [−500, 500]d 1 lots
Ackleyd 2, 5, 10, 15 [−20, 40]d 1 lots
Schoend,20 3, . . . , 15 [0, 1]
d 1 ≥ 10
Schoend,100 3, . . . , 15 [0, 1]
d 1 ≥ 50
Griewankd 15 [−400, 800]15 1 lots
Dixond 10 [−15, 30]10 1 0
Powelld 8, 12 [−4, 5]d 1 0
Zakharovd 5, 10 [−5, 10]d 1 0
Colville 4 [−10, 10]4 1 0
Rastrigind 2 [−4, 6]d 1 lots
Rosend 2,5 [−5, 5]d 1 0
SPd 10 [−80, 120]d 1 0
Wood 4 [−10, 10]4 1 0
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Appendix B
Proofs in Chapter 4
B.1 Proofs of Proposition 4.4
Proof. As presented in Section 4.2.3, we first need to compute
V(yi,MS−i(xi)) =
∣∣yi −MS−i(xi)∣∣ = ∣∣∣yi −ψ−i(xi)TΨ−1−iy−i∣∣∣ , (B.1)
where column vector ψ−i(xi) = {ψ
(‖xi − xj‖)}nj=1 \ {ψ (0)}, the interpolation matrix
Ψ−i of MS−i is formed by removing the ith row and ith column from the interpolation
matrix Ψ of MSn .
Note that Ψ−i of MS−i is a rank-1 update of Ψ of MSn . By defining a permutation
matrix Pi ∈ Rn×n satisfying [Pi]jj = 1 if 1 ≤ j < i, [Pi](j+1)j = 1 if i ≤ j < n, and
















Ψ−1−i + bΨ−1−iψ−i(xi)ψ−i(xi)TΨ−1−i −bΨ−1−iψ−i(xi)
−bψ−i(xi)TΨ−1−i b
 ,
where b−1 = ψ (0)−ψ−i(xi)TΨ−1−iψ−i(xi). By accessing the elements of Ψ
−1
i , we have
[Ψ
−1
i ]nn = b and [Ψ
−1
i ]n(1:n−1) = −bψ−i(xi)TΨ−1−i , where [M]j(1:k−1) denotes the row
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vector {Mji}k−1i=1 ∈ Rk−1. Therefore, (B.1) can be further simplified as
V(yi,MS−i(xi)) =
∣∣∣yi −ψ−i(xi)TΨ−1−iy−i∣∣∣ = ∣∣∣yi + ([Ψ−1i ]n,1:n−1y−i) [Ψ−1i ]−1nn∣∣∣
=
∣∣∣yi + (αi − yi[Ψ−1i ]nn) [Ψ−1i ]−1nn∣∣∣ (B.2)
=
∣∣yi + (αi − yi[Ψ−1]ii) [Ψ−1]−1ii ∣∣
=
∣∣αi[Ψ−1]−1ii ∣∣ .
Here (B.2) applies Piα = PiΨ−1yn = Ψ
−1
i Piyn , that is, (
α−i













, and [Ψ−1i ]nn = [Ψ
−1]ii
follows from Ψ−1i = (PiΨ
−1PTi )




∣∣αi[Ψ−1]−1ii ∣∣ of a standard RBF model MSn can be computed with n multiplica-
tions.
B.2 Proofs of Proposition 4.13
Proof. For positive definite kernels,
K(xˇ, xˇ)−Kn(xˇ)TK−1Kn(xˇ)
= K(xˇ, xˇ)−Kn(xˇ)Ta(xˇ)
= K(xˇ, xˇ)− 2a(xˇ)TKn(xˇ) + a(xˇ)TKn(xˇ)
= K(xˇ, xˇ)− 2a(xˇ)TKn(xˇ) + a(xˇ)TKa(xˇ)









= P2n(xˇ) ≥ 0.
In particular, when positive definite radial kernels K(x,x′) := ψ (‖x− x′‖) are used,
P2n(x) = ψ (0)−ψn(x)TΨ−1ψn(x)
with Ψ = {ψ (‖xi − xj‖)}ni,j=1 and a column vector ψn(x) = {ψ (‖x− xj‖)}nj=1.
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= K(xˇ, xˇ)−Kn(xˇ)Ta(xˇ)− pim˜(xˇ)Tb(xˇ)
= K(xˇ, xˇ)−Kn(xˇ)Ta(xˇ)− a(xˇ)T(Kn(xˇ)−Ka(xˇ)) (B.3)
= K(xˇ, xˇ)− 2Kn(xˇ)Ta(xˇ) + a(xˇ)TKa(xˇ)









= P2n(xˇ) ≥ 0,
where (B.3) follows from the definitions of a(xˇ) and b(xˇ),





In case of conditionally positive definite RBFs,










B.3 Proofs of Proposition 4.14
Proof. Definition 4.12 implies the nonegativeness of the Power function for both PD and
CPD radial basis functions. Equation (4.9) and (4.13) suggest that P2n(xˇ) > 0 for all
xˇ ∈ X \Xn .
For PD basis functions, the Power function values at evaluated points are zero,




where ei is a n-dimensional vector with a single one at index i and the rest zeros.
For CPD basis functions, the Power function values at evaluated points are zero,
P2n(xi) = ψ0 − u(xi)TC−1n u(xi)
= ψ0 − u(xi)Tei
= 0,
where ei is a n-dimensional vector with a single one at index i and the rest zeros.
Given n evaluated points Xn and Xn+1 = Xn ∪{xn+1}, evaluation of any additional
point xn+1 ∈ X \Xn will affect the Power function value P2n+1(xˇ) at xˇ that is shown to
be upper bounded by P2n(xˇ).























= ψ0 −ψn(xˇ)TΨ−1ψn(xˇ)− bψn(xˇ)TΨ−1ψn(xn+1)ψn(xn+1)TΨ−1ψn(xˇ)
+ 2bψn(xˇ)
TΨ−1ψn(xn+1)ψn+1(xˇ)− b(ψn+1(xˇ))2
= P2n(xˇ)− b(ψn(xˇ)TΨ−1ψn(xn+1)− ψn+1(xˇ))2
< P2n(xˇ).























































































= ψ0 − u(xˇ)TC−1n u(xˇ)− bu(xˇ)TC−1n u(xn+1)u(xn+1)TC−1n u(xˇ)
+ 2bu(xˇ)TC−1n u(xn+1)ψn+1(xˇ)− b(ψn+1(xˇ))2
= P2n(xˇ)− b(u(xˇ)TC−1n u(xn+1)− ψn+1(xˇ))2
< P2n(xˇ)
where the scalar ψn+1(xˇ) = ψ (‖xˇ− xn+1‖), and column vectors u(xˇ), pim˜(xˇ), the matrix
Cn and the scalar b are defined in Section 4.2.2.
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B.4 Derivations of the Weighted Improvement
This section is devoted to deriving the closed form of





The integration procedure will make use of the formulas:
∫
λ
λ′′ + (λ′ − λ)2 dλ =
1
2









, if λ′′ > 0,∫
1








, if λ′′ > 0,
We compute its weighted improvement as
∫ (τ∗−fl(xˇ))+
(τ∗−fu(xˇ))+





∣∣MSn ∣∣H Pn(xˇ) I(xˇ)








ln(‖MSn‖2HP2n(xˇ) + (τ∗ − I(xˇ)−MSn (xˇ))2)
− τ
∗ −MSn (xˇ)∣∣MSn ∣∣H Pn(xˇ) tan−1
(












‖MSn‖2HP2n(xˇ) + (τ∗ −MSn (xˇ)− (τ∗ − fl(xˇ))+)2
‖MSn‖2HP2n(xˇ) + (τ∗ −MSn (xˇ)− (τ∗ − fu(xˇ))+)2
)
− τ






















τ∗ −MSn (xˇ)∣∣MSn ∣∣H Pn(xˇ)(tan−1 (u)− tan−1 (v))
)
,
where u and v are defined as follows,
u =
τ∗ −MSn (xˇ)− (τ∗ − fu(xˇ))+∣∣MSn ∣∣H Pn(xˇ) = min(τ
∗, fu(xˇ))−MSn (xˇ)∣∣MSn ∣∣H Pn(xˇ)
= min








τ∗ −MSn (xˇ)− (τ∗ − fl(xˇ))+∣∣MSn ∣∣H Pn(xˇ) =
min(τ∗, fl(xˇ))−MSn (xˇ)∣∣MSn ∣∣H Pn(xˇ)
= min




γ ,Ψ−1 | η)∣∣MSn ∣∣H
 .
The summation of weights is given by
∫ (τ∗−fl(xˇ))+
(τ∗−fu(xˇ))+






























(tan−1 (u)− tan−1 (v)).
Therefore, we evaluate the WI function at xˇ as,
WI(xˇ | Sn , τ∗, η) =
∫ (τ∗−fl(xˇ))+
(τ∗−fu(xˇ))+
W(τ∗ − I(xˇ))I(xˇ) d I(xˇ)∫ (τ∗−fl(xˇ))+
(τ∗−fu(xˇ))+




ln(1 + v2)− ln(1 + u2)
2(tan−1 (u)− tan−1 (v)) +





Proofs in Chapter 5
C.1 Proofs of Theorem 5.7
Proof. We first prove that MK˜,Sn (xˇ) = MK,Sn (xˇ) for any xˇ ∈ X . The main idea is to find
the relationship between (α,β) and (α˜, β˜).
First, we define matrix K˜ ∈ Rn×n and column vector K˜n(xˇ) ∈ Rn ,
K˜ = {K˜(xi,xj)}ni,j=1 and K˜n(xˇ) = {K˜(xˇ,xi)}ni=1.
For clearer representations of the proofs, we present them in the matrix form,





−1pim˜(xˇ) + pim˜(xˇ)T(ΠT1 Π1)
−1pim˜(xˇ)




T + Π(ΠT1 Π1)
−1ΠT




−1pim˜(xˇ) + Π(ΠT1 Π1)
−1pim˜(xˇ).
In the following, we find out that α˜ = α even if we replace K with K˜, but β 6= β˜. For










The second set of equations implies that α˜ ∈ Null(ΠT) = {α˜ ∈ Rn : ΠTα˜ = 0m˜} . We
can define a matrix Z ∈ Rn×(n−m˜), whose columns span Null(ΠT). Thus, for any vector
α˜ ∈ Null(ΠT), there exists some unique w˜ ∈ Rn−m˜ such that α˜ = Zw˜. One example of
Z can be obtained from the QR decomposition of Π (Trefethen and Bau, 1997).





where the last equality holds since ΠTZ = 0m˜×(n−m˜).
α˜ = Zw˜ = Z(ZTK˜εZ)
−1ZTyn
= Z(ZT(K˜ + κ−1Z Σε)Z)
−1ZTyn




Next we compute α˜TK˜n(xˇ)
α˜TK˜n(xˇ) = α˜




−1pim˜(xˇ) + Π(ΠT1 Π1)
−1pim˜(xˇ))
= αT(Kn(xˇ)− (pim˜(xˇ)TΠ−11 KΞXn )T)
+ w˜TZT(−ΠΠ−11 KΞxˇ + ΠΠ−11 KΞΞ(ΠT1 )−1pim˜(xˇ) + Π(ΠT1 Π1)−1pim˜(xˇ)))
= αT(Kn(xˇ)− (pim˜(xˇ)TΠ−11 KΞXn )T),
where we use the property ΠTZ = 0m˜×(n−m˜) again.
To derive the relationship between β˜ and β, we consider
Π(β˜ − β)
= (yn − K˜εα)− (yn −Kεα)
= Kεα − K˜εα
= (ΠΠ−11 KΞXn + (ΠΠ
−1
1 KΞXn )
T −ΠΠ−11 KΞΞ(ΠΠ−11 )T −Π(ΠT1 Π1)−1ΠT)α˜
= (ΠΠ−11 KΞXn + (ΠΠ
−1
1 KΞXn )
T −ΠΠ−11 KΞΞ(ΠΠ−11 )T −Π(ΠT1 Π1)−1ΠT)Zw˜
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= ΠΠ−11 KΞXnZw˜
= ΠΠ−11 KΞXn α˜
= ΠΠ−11 KΞXnα,
which means that Π(β˜ − β −Π−11 KΞXn α˜) = 0n . According to Assumption 4.2, Π has
full column rank, thus the unique solution to this equation system satisfies β˜ − β −
Π−11 KΞXn α˜ = 0m˜.
Now we are ready to prove that MK˜,Sn (xˇ)−MK,Sn (xˇ) = 0 for any xˇ ∈ X ,
MK˜,Sn (xˇ)−MK,Sn (xˇ) = K˜n(xˇ)Tα˜ + pim˜(xˇ)Tβ˜ − (Kn(xˇ)Tα + pim˜(xˇ)Tβ)
= −pim˜(xˇ)TΠ−11 KΞXnα + pim˜(xˇ)T(β˜ − β)
= −pim˜(xˇ)TΠ−11 KΞXnα + pim˜(xˇ)TΠ−11 KΞXn α˜
= 0.
In the following, we prove that MSEK˜(xˇ) = MSEK(xˇ) for any xˇ ∈ X . We define (u˜, v˜)
as the solution to




Kεu + Πv = Kn(xˇ)
ΠTu = pim˜(xˇ).
(C.3)
With these notations defined, we obtain,
MSEK˜(xˇ) = K˜(xˇ, xˇ)− K˜n(xˇ)Tu˜− pim˜(xˇ)Tv˜,
MSEK(xˇ) = K(xˇ, xˇ)−Kn(xˇ)Tu− pim˜(xˇ)Tu.
Our proof relies on the connections between (u˜, v˜) and (u,v). Indeed, u˜ = u and the
proofs are as follows. Notice that 0m˜ = ΠT(u˜− u). Thus we can define w ∈ Rn−m˜ such
that Zw = u˜−u, where columns of Z spans Null(ΠT). Multiplying both sides of the first
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equation in (C.2) with ZT yields
ZTK˜n(xˇ) = Z
TK˜ε(Zw + u) + Z
TΠv˜
= ZTK˜ε(Zw + u)
= ZT(Kε −ΠΠ−11 KΞXn − (ΠΠ−11 KΞXn )T + ΠΠ−11 KΞΞ(ΠΠ−11 )T
+ Π(ΠT1 Π1)
−1ΠT)(Zw + u)
= ZT(Kε −KTΞXn (ΠT1 )−1ΠT)(Zw + u)
= ZTKε(Zw + u)− ZTKTΞXn (ΠT1 )−1pim˜(xˇ) (C.4)
Meanwhile, plugging the closed form of K˜n(xˇ) gives,
ZTK˜n(xˇ) = Z




−1pim˜(xˇ) + Π(ΠT1 Π1)
−1pim˜(xˇ))
= ZT(Kn(xˇ)−KTΞXn (ΠT1 )−1pim˜(xˇ)) (C.5)
By combining (C.4) and (C.5), we obtain,
ZTKε(Zw + u) = Z
TKn(xˇ)
= ZTKεu + Z
TΠv
= ZTKεu
Hence ZTKεZw = 0n−m˜. We argue that ZTKεZ is positive definite under Assump-
tion 4.2. For any nonzero vector w˜ ∈ Rn−m˜, w˜T(ZT(K + κ−1Z Σε)Z)w˜ = α˜TKα˜ +
α˜Tκ−1Z Σεα˜ > 0,, where Definition 4.1 on CPD functions indicates that α˜
TΨα˜ > 0,
if and only if α˜ ∈ Null(ΠT), and α˜ ∈ Rn \ {0n}. Hence w = 0n−m˜ is the unique solution,
and u˜ = u.
Next, we compute MSEK˜(xˇ) using the above results,
MSEK˜(xˇ) = K˜(xˇ, xˇ)− K˜n(xˇ)Tu˜− pim˜(xˇ)Tv˜
= K˜(xˇ, xˇ)− K˜n(xˇ)Tu˜− u˜T(K˜n(xˇ)− K˜εu˜) (C.6)
= K˜(xˇ, xˇ)− 2K˜n(xˇ)Tu˜ + u˜TK˜εu˜
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−1pim˜(xˇ) + pim˜(xˇ)T(ΠT1 Π1)
−1pim˜(xˇ)




−1pim˜(xˇ) + Π(ΠT1 Π1)
−1pim˜(xˇ))Tu




T + Π(ΠT1 Π1)
−1ΠT)u (C.7)





−1pim˜(xˇ) + pim˜(xˇ)T(ΠT1 Π1)
−1pim˜(xˇ)





−1ΠTu + pim˜(xˇ)T(ΠT1 Π1)
−1ΠTu)




Tu + uTΠ(ΠT1 Π1)
−1ΠTu)





−1pim˜(xˇ) + pim˜(xˇ)T(ΠT1 Π1)
−1pim˜(xˇ)





−1pim˜(xˇ) + pim˜(xˇ)T(ΠT1 Π1)
−1pim˜(xˇ))










= K(xˇ, xˇ)− 2Kn(xˇ)Tu + uTKεu
= K(xˇ, xˇ)− 2Kn(xˇ)Tu + uT(Kn(xˇ)−Πv)
= K(xˇ, xˇ)−Kn(xˇ)Tu + uTΠv
= K(xˇ, xˇ)−Kn(xˇ)Tu + pim˜(xˇ)Tv
= MSEK(xˇ),
where (C.6) holds due to the first equation in (C.2), and we substitute the forms of




Proofs in Chapter 7
D.1 Notation
s = {sm}Mm=1 The M -dimensional vector of the intercepts of the linear demand func-
tions in all markets.
t = {tm}Mm=1 The M -dimensional vector of the slopes of the linear demand functions
in all markets.
G ∈ RM2×IM The matrix containing the coefficients on q in the shared constraints.
It can be partitioned into MI sub-matrices Gmj ∈ RM×M , which is an


































Ki ∈ RM×M2 A matrix indexing the coefficients of λlmn in the KKT conditions of firm i.
It can be partitioned into M sub-matrices Kin ∈ RM×M , n = 1, . . . ,M ,
which is an identity matrix for i ∈ Im and zero matrices otherwise;
Kiλl =
(





















Diag (t) qj = (t1
∑
j∈I






i=1 Mi Given matrices Mi ∈ Rmi×ni , i = 1, . . . , k, the direct sum of Mi,⊕I
i=1 Mi = Diag (M1, . . . ,MI) , is a diagonal block matrix;
D.2 Proof of Lemma 7.2: Concave Objective Function
Recall that the revenue of sales of firm i ∈ I is









































































are the first and second derivative of Pn (·) evaluated at∑
j qjn. Assumption A2 reveals that ∇2qiRi(qi |q−i) is a diagonal matrix with negative
entries, and clearly is negative definite and Ri(qi |q−i) is strictly concave with respect to
qi. Together with convex cost functions Ci (·) and Emn (·), Fi(qi |q−i) is a strictly concave
function of qi given q−i ∈ RM(I−1)+ .
D.3 Proof of Theorem 7.3
D.3.1 Existence of a Normalized Nash Equilibrium
Rosen (1965) provides the existence results for general cases. We borrow the results to
our model.
Theorem D.1 (Rosen (1965)). Assume that the strategy set is non-empty, convex, closed
and bounded. Then, an equilibrium point exists for every concave n-person game.
Let Q = Q1(q−1)×· · ·×QI(q−I) ⊂ RIM be the feasible set of the collective decision
vectors of all firms. Then, Q is a non-empty, convex, closed and bounded subset of RIM .
Lemma 7.2 states that firm i’s objective function Fi(qi |q−i) is a strictly concave function
of qi for given q−i. The existence of an equilibrium immediately follows from Rosen’s
theorem.
D.3.2 Uniqueness of a Normalized Nash Equilibrium
For a scalar function Fi(q), we will denote by ∇qiFi(q) ∈ RM the gradient of Fi(q) with




riFi(q), g(q, r) = (r1∇q1F1(q), . . . , rI∇qIFI(q)).
g(q, r) is called the pseudogradient of σ(q, r) whose Jacobian matrix is denoted by
Jg(q, r). Although in our model the Nash equilibrium is in general not unique, the nor-
malize Nash equilibrium is unique. In particular, we consider the normalized Nash equi-
librium with equal weight ri for all firms. We borrow the following two results from
Rosen (1965).
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Theorem D.2 (Rosen (1965)). Let σ(q, r) be diagonally strictly concave for every r ∈ R,
where R is a convex subset of the positive orthant of Rn. Then for each r ∈ R there is a
unique normalized equilibrium point.
Theorem D.3 (Rosen (1965)). A sufficient condition that σ(q, r) is diagonally strictly
concave for q ∈ Q and fixed r > 0 is that the symmetric matrix Jg(q, r) + JTg (q, r) be
negative definite for q ∈ Q.












has nonpositive eigenvalues. Therefore, the matrix M + MT is negative semidefinite.
Proof. From the definition, the eigenvalues of M, λ satisfy det(λIkn×kn−M) = 0, where
Ikn×kn is a identity matrix of order kn× kn. Then











Thus, the eigenvalues of M are 0 and
∑n
j=1 aij , i = 1, . . . , k, which are all nonpositive.
According to Theorem D.2 and D.3, the sufficient and necessary condition for the
unique normalized equilibrium is that Jg(q, r) + JTg (q, r) is negative definite for q ∈ Q
and fixed r ∈ R. To derive Jg(q, r), we start with the gradient of firm i ∈ Im’s profit





























)− E′mM (qiM )
 .
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· · · ∂gI(q, r)
∂qI


















































 , k 6= i, k ∈ I.
Now we show that Jg(q, r) can be described by the summations of matrices with the
same size,
Jg(q, r) = Diag (r1IM×M , . . . , rIIM×M )
Diag (P′, . . . ,P′)+

Q1 . . . Q1
. . .
QI . . . QI

−Diag (E′′1, . . . ,E′′I)− Diag (C′′1, . . . ,C′′I)),






























By assumption A1, Diag (P′, . . . ,P′) is negative definite. By assumption A3 and A4,
Diag (E′′1, . . . ,E′′I ) and Diag (C
′′
1, . . . ,C
′′








is positive semidefinite. Therefore, Jg(q, r) is negative
definite and so is the symmetric matrix Jg(q, r) +JTg (q, r). By setting ri = 1 for all i ∈ I,
the result of uniqueness follows immediately from Theorem D.2 and D.3.
D.4 Extension to Affiliate Firms in Multiple Markets
To facilitate the formulation, we make several changes in the notations:
qimn quantity produced at market m and supplied to market n by firm i;







Pn (·) the inverse demand function of market n, Pn (Q) = sn − tnQ;
Q
m
i production capacity of firm i located in market m;
Cni (·) product cost function of firm i located in market n;
Emn (·) entry cost function for trade from market m to market n.



























where qi = {qimn : (m,n) ∈ A} and q−i = {qj : j ∈ I \ {i}}. With changes in the














mn ≤ Qmi ∀m ∈M∑
i∈I q
i
mn ≤ Lmn ∀(m,n) ∈ A
qimn ≥ 0, ∀(m,n) ∈ A
 ,
Theorem D.5. Given firm i’s competitors’ decisions q−i ∈ RM2(I−1)+ , Fi(· |q−i) is a strictly
concave function on RM2+ .
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Proof. To prove the strict concavity, we will show that ∇2
qi
Fi(q
i |qi) is negative definite

































· · · ∂Fi(q
i |q−i)
∂qik








































































First, consider the diagonal block matrix ∂
2Fi(qi |q−i)
∂(qik)
2 . Then the diagonal and off-diagonal
































, x 6= y, x, y ∈M.
To obtain strictly concave profit functions, we impose a set of assumptions similar to the
one in Section 7.2.1 on {Pn (·) ,Cin (·) ,Emn (·) : i ∈ I, n ∈M, (m,n) ∈ A} :
B1. Pn (·) is twice continuously differentiable on R+, and P′n(Q) < 0, for any Q ∈ R+,
n ∈M.
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B3. Cin (·) is twice continuously differentiable on R+ for any i ∈ I and n ∈ M. For any
Q ∈ R+, the marginal cost (Cin)′ (Q) ≥ 0 and (Cin)′′ (Q) ≥ 0.
B4. Emn (·) is increasing, convex and twice continuously differentiable on R+ for all
(m,n) ∈ A.







Intuitively, this means firm i’s marginal profit at market n decreases as its competitors






































































which is exactly the assumption B2. With this assumption, the diagonal block matrix can





























qimn , n ∈M.












































































































Note that ϑn is a diagonal matrix with all its diagonal entries being negative. By Theorem













1M×M is negative semidefinite and so is matrix 2. Matrix 3 is a





i |q−i), is negative definite, and thus firm i has a concave objective
function Fi(qi |q−i).
Theorem D.6. There exists an upper bounded unique normalized equilibrium.
Proof. We apply Rosen (1965) to prove the uniqueness and existence of the normalized
equilibrium. Let Qi(q−i) ⊂ RM2 be firm i’s feasible strategy set given its competitors’
strategies. The set contains vectors for firm i satisfying all the constraints,
Qi(q−i) =
qi ∈ RM : ∑
n∈M
qimn ≤ Qmi ,∀m ∈M,
∑
j∈Im
qjn ≤ Lmn,∀n ∈M,
qimn ≥ 0,∀(m,n) ∈ A.
}
.
Let Q ⊂ RIM2 be the feasible set of the collective decision vectors of all firms,
Q = Q1(q−1) × · · · × QI(q−i). For any convergence sequence vectors q ∈ Q, the de-
cision variables, supplies quantities are bounded by production capacities, and hence
Q is closed and bounded. Moreover, Q is the intersections of halfspaces defined by a
set of inequalities, thus is convex. In addition, firm i’s profit function Fi(qi |q−i) is a
strictly concave function of qi for given q−i. Therefore, the existence of an equilibrium
immediately follows from Theorem D.1.






r1∇q1F1(q) · · · rI∇qIFI(q)
)
and Jg(q, r) is the Jacobian matrix of g(q, r). It suffices to show that the symmetric
matrix Jg(q, r) + JTg (q, r) is negative definite for q ∈ Q. Note that the Jacobian Jg(q, r)
has the block matrix form. After analyzing each block matrix and impose equal weight
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By Theorem D.4, matrix 1 is negative semidefinite. We have shown that matrix 2 is





. Therefore, the summation of them, Jg(q, r) is negative definite,
which indicates that Jg(q, r) + JTg (q, r) is negative-definite and the uniqueness of the
normalized equilibrium has been proved.
D.5 MCLP Reformulation of the Market Equilibrium Condi-
tions
In this section, we show that by grouping decision variables and parameters in the
vector form, the market equilibrium conditions can be formulated as a Mixed Linear
Complementarity Problem (MLCP). Considering that generally a market does not impose
limitation on its local firms, with a little abuse of notation, set Lmm =∞ and accordingly
its multiplier λlmm ≡ 0, indicating that this type of constraints is always inactive.
With the notation defined in Section D.1, the market equilibrium conditions can be
rewritten as









 = 0. (D.2)
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This MLCP reformulation provides a way of formulating the equilibrium as a function
of parameters of interest, such as Q, L, βi, µi and s. The equilibrium consists of two
variable vectors λ,q. Let dλ = IM +M2 + I be the number of all constraints at q and































 , λ = (λu, λl, λo),
θ = (θ1,θ2), θ1 = (Q,L,0IM ), θ2 = (β11M + µ1 − s, · · · , βI1M + µI − s).
Substituting these matrices into (D.1) and (D.2) yields the MCLP formulation, denoted
by MLCP(θ) :
Aq + Bλ + θ2 = 0IM ,
λT(θ1 −Hq) = 0,
θ1 −Hq ≥ 0dλ , λ ≥ 0dλ .
D.6 Proof of Theorem 7.8: The relationship of adjacent bases
Consider the following LCP(θ):
z −Uλ = Wθ, λTz = 0, z ≥ 0dλ , λ ≥ 0dλ ,
where z,λ ∈ Rdλ and U ∈ Rdλ×dλ . For any feasible basis v ⊆ [[dλ ]], we define a











 = EvUETv .
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Thus, finding a solution to LCP(θ) is equivalent to describing EvWθ as a nonnegative




. The existence and uniqueness of LCP(θ)
implies that its columns are independent, and thus for any basis v and θ ∈ Θv, there































By the uniqueness of the solution of LCP(θ) for all θ ∈ Θ, solvaj (θ∗) = solvbj (θ∗) and the
indexes of summation in (D.3) must satisfy
vca \ iab = vcab \ iab, va \ iab = vb \ iab. (D.4)
To solve (D.4), we enumerate all the four scenarios:
1. If iab ∈ va ∩ vb or iab ∈ vca ∩ vcb, (D.4) reduces to va = vb, which contradicts with
the fact va 6= vb.
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2. If iab ∈ vb − va, (D.4) reduces to vca \ iab = vcb, va = vb \ iab.
va ∆ vb = (va \ vb) ∪ (vb \ va)
= (va \ (vca \ iab)c) ∪ ((vca \ iab)c \ va)
= (va \ (va ∪ iab) ∪ ((va ∪ iab) \ va)
= ∅ ∪ iab = iab.
3. If iab ∈ va − vb, similar arguments can show that va ∆ vb = iab.
In summary, for two adjacent feasible bases va and vb, the cardinality of their sym-
metric difference is 1, that is, |va ∆ vb| = |{iab}| = 1. Since iab ⊂ va ∆ vb, iab = va ∆ vb.
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