Abstract. The Fermat numbers have many notable properties, including order universality, coprimality, and definition by a recurrence relation. We use arbitrary elliptic curves and rational points of infinite order to generate sequences that are analogous to the Fermat numbers. We demonstrate that these sequences have many of the same properties as the Fermat numbers, and we discuss results about the prime factors of sequences generated by specific curves and points.
Introduction
In August 1640, Fermat wrote a letter to Frenicle [1, p. 205 ] recounting his discovery that if n is not a power of 2, then 2 n + 1 is composite. Fermat also states that if n is a power of 2, then 2 n + 1 is prime. As examples, he lists the first seven numbers in this sequence, F n = 2 2 n + 1, n ≥ 0, now called the sequence of Fermat numbers. In 1732, Euler discovered that Fermat's observation was incorrect, and that 641 divides F 5 = 4294967297. Indeed, it is now known that F n is composite for 5 ≤ n ≤ 32. Very little is known about whether any F n are prime; heuristics suggest that only finitely many of them are prime. However, mathematicians have been unable to prove that there are infintely many composite Fermat numbers.
The primality of the Fermat numbers is connected with the classical problem of constructing a regular polygon with n sides using only an unmarked straightedge and a compass. In 1801, Gauss proved that if a positive integer n is a power of two multiplied by a product of distinct Fermat primes, then a regular n-gon is constructible with a ruler and compass. The converse of this result was proven by Wantzel in 1837. (For a modern proof, see [2, p. 602] .)
Elliptic curves are central objects in modern number theory and have led to novel methods of factoring (see [3] ), proving that numbers are prime (see [4] ), and cryptography (see [5] and [6] ). They have also played a role in a number of important theoretical developments, including the solution of Fermat's Last Theorem (see [7] ) and the determinantion of all integer solutions to x 2 + y 3 = z 7 with gcd(x, y, z) = 1 (see [8] ). The present paper relies on both elliptic curves and the sequence of Fermat numbers.
We begin with our central definition:
Definition 1. For an elliptic curve E and a point P ∈ E(Q) of infinite order, let 2 k P = m k e One helpful aspect of this definition is that it gives us a clear relationship between F k (E, P ) and e k , the factor in the denominator of 2 k P . We will make frequent use of this connection, which we state in the following lemma:
Lemma 2. For all k ≥ 0, e k = F 0 (E, P ) · F 1 (E, P ) · · · F k (E, P ).
Proof. F 0 (E, P ) · F 1 (E, P ) · · · F k (E, P ) = e 0 · e 1 e 0 · · · e k e k−1 = e k .
Our goal is to show that the sequence {F k (E, P )} strongly resembles the classic Fermat sequence. We do so by adapting properties of the classic Fermat numbers and proving that they hold for the elliptic Fermat numbers. It is well-known, for example, that any two distinct classic Fermat numbers are relatively prime, as Goldbach proved in a 1730 letter to Euler. The elliptic Fermat numbers have a similar property:
Theorem 3. For all k = ℓ, gcd(F k (E, P ), F ℓ (E, P )) ∈ {1, 2}.
It is worth noting that for certain curves and points, we will always have gcd(F k (E, P ), F ℓ (E, P )) = 1, while for all other curves and points, we will have gcd(F k (E, P ), F ℓ (E, P )) = 2 for sufficiently large k and ℓ.
The classic Fermat numbers also have the useful property that for any nonnegative integer N, 2 has order 2 k+1 in (Z/NZ) × if and only if N | F 0 · · · F k and N ∤ F 0 · · · F k−1 . This property, which we call order universality, provides a powerful connection between order and divisibility. A close parallel applies to the elliptic Fermat numbers: Theorem 4. Let ∆(E) be the discriminant of E and suppose that N is a positive integer with gcd(N, 6∆(E)) = 1. Then P has order 2 k in E(Z/NZ) if and only if N | F 0 (E, P ) · · · F k (E, P ) and N ∤ F 0 (E, P ) · · · F k−1 (E, P ).
In the case where N = p for some odd prime p, we can make this statement stronger. For the classic Fermat numbers, we know that 2 has order 2 k+1 in F Corollary 5. For any odd prime p ∤ 6∆(E), P has order 2 k in E(F p ) if and only if p | F k (E, P ).
This corollary plays a role in several important results in the paper. Additionally, and quite interestingly, the classic Fermat numbers can be defined by several different recurrence relations. In Section 5, we present the following analogous result: Theorem 6. Let E : y 2 = x 3 + ax 2 + bx + c be an elliptic curve, and let P ∈ E(Q) be a point of infinite order. We can define a recurrence relation for F k by the following system of equations: 
e k (E, P ) = F 0 · F 1 · F 2 · · · F k−1 · F k (4) Unlike the various classic Fermat recurrence relations, which only depend on previous terms, the elliptic Fermat recurrence relation we have discovered relies on several other sequences, namely m k , n k , e k , and τ k . While the first three sequences are related to the coordinates of 2 k P , τ k is defined as follows:
This equation follows naturally from the definition of F k (E, P ) and the duplication formula, which we will see in Section 2. In order to have a true recurrence relation, however, we need a way to explicitly calculate |τ k |. Luckily, we know the following fact:
Theorem 8. The |τ k | are eventually periodic, and there is an algorithm to compute |τ k | for all k.
In Section 6, we address one of the most famous aspects of the classic Fermat numbers: the question of their primality. Whereas the primality of the Fermat numbers remains an open question, we have determined conditions under which we can show that there are finitely many prime elliptic Fermat numbers. We have the following theorem, where "the egg" refers to the non-identity component of the real points of the elliptic curve:
Theorem 9. For an elliptic curve E : y 2 = x 3 + ax 2 + bx + c, assume the following: (i) E(Q) = P, T , where P has infinite order and T is a rational point of order 2.
(ii) E has an egg. (iii) T is on the egg. (iv) T is the only integral point on the egg.
(ix) The equations x 4 + ax 2 y 2 + by 4 = ±1 has no integer solutions where y ∈ {0, ±1}.
There are choices of E for which all nine of the above conditions are satisfied. For example, we can take E : y 2 = x 3 − 199x 2 − x. Note that ∆(E) is positive and thus E has an egg [9, p. 420]. The only integral point on the curve is T = (0, 0), which must be on the egg because 0 is in between the x-coordinates of the other two roots of the polynomial. Also, 2T = (0 : 1 : 0) and thus T is a rational point of order 2 on E. The generating point of the curve is P = (2809/9, 89623/27), and gcd(−1, 2809) = 1. Using the algorithm to compute τ k , it can be seen that |τ k | = 2 for all k. The Tamagawa number at 2 is 3 and P reduces to a singular point modulo 2. It follows that ℓP reduces to a non-singular point mod 2 if and only if 3|ℓ, and so e k is odd for all k. Finally, Magma [10] can be used to solve Thue equations in order to conclude that there are no integer solutions to x 4 − 199x 2 y 2 − y 4 = ±1, where y ∈ {0, ±1}. Thus this example satisfies the conditions for the theorem, and so F k is composite for all k.
Section 7 focuses on the growth rate of the elliptic Fermat numbers. Much like the classic Fermat numbers, the elliptic Fermat numbers grow at a doubly exponential rate, as shown by the following theorem:
Theorem 10. Let F k be the kth elliptic Fermat number in the sequence generated by the elliptic curve E and the point P = m 0 e 2 0 , n 0 e 3 0
. Ifĥ(P ) denotes the canonical height of P ,
Finally, in Section 8, we examine the curve E : y 2 = x 3 − 2x and the elliptic Fermat sequence generated by the point P = (2, 2). It is a theorem of Lucas that a prime divisor of the Fermat sequence is congruent to 1 (mod 2 n+2 ). Upon examination of the factorization of the numbers in the sequence {F n (E, P )}, we arrive at a pleasing congruence analogue.
Theorem 11. Let E : y 2 = x 3 − 2x and consider the point P = (2, 2) and the elliptic Fermat sequence (F n (E, P )). For any prime p such that p|F k (E, P ) for some k, we have
In addition to this congruence result, we have a partial converse that tells us about the presence of Fermat and Mersenne primes in (F n (E, P )):
Theorem 13. For E : y 2 = x 3 − 2x, consider the point P = (2, 2). Let q = 2 p − 1 ≥ 31 be a Mersenne prime. Then q divides F n (E, P ) for some n ≤ p − 3 ∈ N.
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Background
We begin with some general background on elliptic curves. For the purposes of this paper, an elliptic curve is a non-singular cubic curve defined over Q that has the form y 2 = x 3 + ax 2 + bx + c for some a, b, c ∈ Z. When we say E is non-singular, we mean that there are no singular points on the curve. We will often think of E as living in P 2 and represent it with the homogeneous equation
A singular point is a point P = (x : y : z) at which there is not a well-defined tangent line. These points occur when the following equations are equal to 0:
We write E(Q) to denote the set of rational points on E along with the point at infinity, (0 : 1 : 0). Using the following binary operation, we can give E(Q) a group structure: for P, Q ∈ E(Q), draw a line through P and Q and let R = (x, y) be the third intersection point of the line with the curve. Then P + Q = (x, −y). This operation gives an abelian group structure on E(Q) with (0 : 1 : 0) as the identity.
Any P ∈ E(Q) can be expressed in projective space as P = m e 2 : n e 3 : 1 = (me : n : e 3 ) for some m, n, e ∈ Z with gcd(m, e) = gcd(n, e) = 1. We can reduce each P ∈ E(Q) mod p to a point in E(F p ) as follows: P mod p = (me mod p : n mod p : e 3 mod p). If E/F p is non-singular, then the map from E(Q) to E(F p ) given by P → P mod p is a homomorphism. We remark that P mod p = (0 : 1 : 0) if and only if p | e.
Let Q p be the field of p-adic numbers. The following sets are subgroups of E(Q p ):
] is finite and is called the Tamagawa number of E at p. Another important characteristic of elliptic curves is the discriminant. The discriminant of an elliptic curve E is defined as ∆(E) = 64a 3 c + 16a 2 b 2 + 288abc − 64b 3 − 432c 2 , and it can tell us quite a bit about E. For example, when considering E(R), curves can have either one or two components. We refer to the connected component of the identity as the nose. If there is a second component, we refer to it as the egg. The discriminant of E is positive, if and only if E has an egg [9, p. 420] . For a curve with two components, let P egg , Q egg be points on the egg, and let P nose , Q nose be points on the nose. Then P egg + Q egg and P nose + Q nose are on the nose, while P egg + P nose = P nose + P egg is on the egg.
Since our definition of the elliptic Fermat numbers involves doubling points, it is convenient to use the notation 2
. We also rely on the duplication formula expressing the x-coordinate of 2Q in terms of that of Q. In particular, if 2 k−1 P = (x k−1 , y k−1 ), Silverman and Tate [12, p. 39] give:
.
, we can put this in terms of m k−1 and e k−1 :
k . Combining (7) and (8), we get our final duplication formula:
We will refer to the unreduced numerator and denominator in the above equation as A and B, respectively, i.e.
One last aspect of elliptic curves that will prove useful in section 8 is the concept of complex multiplication. We say that an elliptic curve has complex multiplication if its endomorphism ring is isomorphic to an order in an imaginary quadratic field. In other words, E is equipped with more maps than simple integer multiplication of a point, and composition of these maps is similar to multiplication in an imaginary quadratic field.
Complex multiplication is relevant to our work because it allows us to count the points on the curve over finite fields. In the final section, we will study the curve E : y 2 = x 3 − 2x, and our results rely on having a good understanding of |E(F p )|. As a special case of Proposition 8.5.1 from Cohen [13, p. 566], we have the following fact about our curve E: Proposition 14. Let E : y 2 = x 3 − 2x be an elliptic curve and let p be an odd prime. Then |E(F p )| = p + 1 − a p (E), where a p (E) is known as the trace of Frobenius of an elliptic curve over a prime. When p ≡ 3 (mod 4), we have a p (E) = 0. If p ≡ 1 (mod 4), then
where a and b are integers such that p = a 2 + b 2 with a ≡ −1 (mod 4).
Coprimality
In this section, we will prove Theorem 3 using Lemma 2 and the duplication formula (9) . Note that in this section, F k refers to the kth elliptic Fermat number.
Proof. Let E : y 2 = x 3 +ax 2 +bx+c be an elliptic curve, and let 2
with k ≥ 1 be a point in E(Q). Since we know from Lemma 2 that
showing that gcd(F k , e k−1 ) ∈ {1, 2} is sufficient to prove Theorem 3. Recall the duplication formula:
Otherwise we must have gcd(F k , e k−1 ) = 1.
Note that if 2 | e t for some t, then 2 | e k for all k ≥ t. Not only that, but the power of 2 that divides e k will increase as k increases. Thus 2 | F k for all k ≥ t. So in this case,
Order Universality
The proof of Theorem 4, which is itself fairly straightforward, requires the existence of a homomorphism from E(Q) to E(Z/NZ). We know that this homomorphism exists when N = p for an odd prime p with p ∤ ∆(E), since in that case we are working with E(F p ). When N is not prime, however, we need to define a group structure on elliptic curves over finite rings before we can talk about such a map. To do so, we adapt the group structure of elliptic curves over fields, as discussed by Lenstra [14] . We can define a group structure on E(Z/NZ) provided that the following conditions hold:
(1) gcd(N, 6∆(E)) = 1; (2) For any primitive m × n matrix with entries in Z/NZ whose 2 × 2 subdeterminants are all zero, there exists a linear combination of the rows that is primitive in Z/NZ. We say that a finite collection of elements (a i ) of a ring R is primitive if it generates R as an R-ideal, that is, if there exist b i ∈ R such that Σb i a i = 1. A matrix is primitive if its entries are primitive in R. We note that condition (2) holds for any finite ring and is therefore true no matter which N we choose.
Assume N satisfies the above conditions, and let S and T be points in E(Z/NZ) given by S = (x 1 : y 1 : z 1 ) and T = (x 2 : y 2 : z 2 ). Suppose S = (0 : 1 : 0) or T = (0 : 1 : 0). If N = p for some odd prime p, then Z/NZ is the field F p , and we can define the line connecting S and T in the standard way, i.e. by using one of two linear equations, the choice of which depends on if x 1 = x 2 or y 1 = −y 2 . Each equation will give a formula for S + T , respectively denoted by (q 1 : r 1 : s 1 ) and (q 2 : r 2 : s 2 ), where q i , r i , s i are polynomial expressions in terms of x i , y i and z i . Neither formula is defined in the case where S = T = (0 : 1 : 0), but it is simple enough to let S + T = (0 : 1 : 0).
If N is not prime, on the other hand, then two equations do not suffice. Whereas S = T = (0 : 1 : 0) over a field F p only when S ≡ T ≡ (0 : 1 : 0) (mod p), there is more potential for trouble over a ring. Suppose, for example, that N = pq for distinct primes p and q. It is then possible that S ≡ T ≡ (0 : 1 : 0) (mod p) but S ≡ (0 : 1 : 0) (mod q) or T ≡ (0 : 1 : 0) (mod q). In this event, neither formula applies mod p, but it is not the case that S ≡ T ≡ (0 : 1 : 0) (mod N). To account for these dangerous possibilities, we include a third equation, which in turn yields a new formula for S + T , denoted by (q 3 : r 3 : s 3 ). We then have nine polynomial expressions, q i , r i , s i for i ∈ {1, 2, 3}, the explicit formulae for which are stated by Lange and Ruppert [15] .
With these polynomials in hand, we now consider the 3 × 3 matrix given by
The matrix A is primitive, and all of its 2 × 2 subdeterminants are zero [14] . Thus, by condition (2) above, there exists a linear combination of rows, (q 0 , r 0 , s 0 ), that is primitive in (Z/NZ). This linear combination is uniquely determined up to multiplication by units. We can thus define the sum of S and T to be (q 0 : r 0 : s 0 ). As Lenstra notes [14] , the other group axioms follow from the definition of this operation. Hence we have defined a group structure on E(Z/NZ).
Applying this group structure to E(Q) allows us to define a homomorphism from E(Q) to E(Z/NZ), just as we desired.
Lemma 15. The map φ : E(Q) → E(Z/NZ) given by P → P mod N is a homomorphism.
Proof. Let P and Q be points in E(Q) given by P = (x 1 : y 1 : z 1 ) and Q = (x 2 : y 2 : z 2 ). Scale P and Q so that x i , y i , z i are integers with gcd(x 1 , y 1 , z 1 ) = gcd(x 2 , y 2 , z 2 ) = 1. Now (x 1 , y 1 , z 1 ) and (x 2 , y 2 , z 2 ) are primitive in Z, so we are essentially working in E(Z) ⊆ E(Q). We construct a 3 × 3 matrix A whose entries are the polynomial expressions described earlier, which we denote by q i , r i , s i for i ∈ {1, 2, 3}. Since A is primitive with all 2 × 2 subdeterminants equal to 0, we can find a primitive Z-linear combination (q 0 , r 0 , s 0 ) of its rows that will yield the point P + Q = (q 0 : r 0 : s 0 ). Thus φ(P + Q) ≡ (q 0 : r 0 : s 0 ) (mod N).
Next, we calculate φ(P ) + φ(Q). Since φ(P ) ≡ P mod N and φ(Q) ≡ Q mod N, and since
, the values of the nine polynomials we seek will be the same as those defined above, mod N. So the entries of the resulting matrix A ′ will be exactly the entries of A, mod N:
Since (q 0 , r 0 , s 0 ) is primitive in Z, we know there exist some
Thus (q 0 mod N, r 0 mod N, s 0 mod N) is a primitive linear combination of the rows of A ′ . It follows that φ(P ) + φ(Q) = (q 0 mod N : r 0 mod N : s 0 mod N) = φ(P + Q), and we have shown that φ is a homomorphism.
With this homomorphism in place, we are finally in a position to directly approach the proof of Theorem 4.
Proof. Let P ∈ E(Q) be a point of infinite order and k a nonnegative integer. Recall that we denote 2 k P = (m k e k : n k : e 3 k ) for m k , n k , e k ∈ Z with gcd(m k , e k ) = gcd(n k , e k ) = 1. Suppose N is a nonnegative integer with gcd(N, 6∆(E)) = 1, and define φ as the homomorphism from E(Q) to E(Z/NZ) given by P → P mod N.
We begin by assuming 
, so we have a contradiction. Moreover, since 2 k−1 P = (0 : 1 : 0), 2 s φ(P ) = (0 : 1 : 0) for any s < k. Hence φ(P ) has order 2 k . Conversely, assume φ(P ) has order 2 k . Then 2 k φ(P ) = (0 : 1 : 0) and 2 k−1 φ(P ) = (0 : 1 : 0). By a similar argument as above, 2 k φ(P ) = (0 :
, and we are done.
If N = p for some odd prime p, then the proof of Corollary 5 follows naturally:
Applying Theorem 4 completes the proof.
Recurrence
In this section, we will explore the recurrence relation given by Theorem 6. Before looking further into the recurrence relation, we must have a better understanding of the sequence
Proof of Theorem 7. The duplication formula gives us that
It cannot be assumed that X(2 k P ) is reduced in this form; however, it can be seen that e k = denom(X(2 k P )) divides 2n k−1 e k−1 .
Note that gcd(m k−1 , e k−1 ) = 1, which implies that gcd(e k−1 , num(X(2 k P ))) = 1 and thus
, and thus
Corollary 16. For all k ≥ 1, we have τ Proof. Using the definition for τ k , we can see that
. Hence, e We will now prove Theorem 6. For now, keep in mind that we can explicitly calculate τ k for all k; we will prove this at the end of the section. We can see that (1) comes directly from the definition of τ k given in Section 1. Now since (4) was already proven as Lemma 2, we only need to show the correctness of (2) and (3), which we will do in separate lemmas.
Lemma 17. Equation (2) 
Then using the previously established equations 2n
, we can simplify this to
Lemma 18. Equation (3) is correct.
Proof. Recall that the duplication formula (9) for the x-coordinate of the 2 k P is given as follows:
Then by Corollary 16, τ k is the gcd of the numerator and denominator in this equation, we have that
We can now see that the recurrence relation is correct, thus proving Theorem 6. Now we just need a better understanding of τ k in order to show that we can calculate τ k for all k.
First we will look at the relationship between the τ k sequence and the discriminant of an elliptic curve. We can do this by looking at the discriminant of the cubic.
Silverman and Tate [12, p.56 ] define the discriminant of the cubic as D = −4a
Note that the discriminant of an elliptic curve ∆(E) is 16D.
, and Φ(x) = −3x 2 − 2ax + a 2 − 4b. Silverman and Tate [12, p.62] show us that D = f (x)F (x) + φ(x)Φ(x). Plugging in our X(2 k−1 P ), we observe that
Recall that τ 2 k = gcd(A, B) where A and B are given by (10) and (11) . .
In addition to being connected to the discriminant, the τ k sequence is related to how points on the elliptic curve reduce mod a prime.
Theorem 20. Suppose that p|τ k and p is an odd prime. Then 2 k−1 P reduces to a singular point mod p with Y (2 k−1 P ) ≡ 0 (mod p).
Proof. For the remainder of this proof, 2 k−1 P = (x, y) (mod p) will refer to the point when it has been reduced mod p. Recall that τ k F k = 2num(Y (2 k−1 P )), and thus p|2num(Y (2 k−1 P )). And p ∤ 2 because p is an odd prime, in which case p|num(Y (2 k−1 P )). This tells us that
Recall that singular points occur when
Note that ∂F ∂y = 0 because y ≡ 0 (mod p). Also, z = 1 or z = 0, but in this case z = 1 because otherwise gcd(n k−1 , e k−1 ) > 1, which would be a contradiction.
It can be seen that y 2 = f (x) ≡ 0 (mod p). Observe that F (x, y, z) = −f (x) and so F (x, y, z) ≡ 0 (mod p).
Let A and B be the unreduced numerator and denominator of X(2 k P ) as defined in (10) and (11) . Since p|τ k and τ 2 k |A, then p|A. Note that A ≡ f ′ (x) 2 − (8x + 4a)(f (x)) (mod p) and p|f (x). Therefore it must be the case that p|f ′ (x). Since
Now, setting F (x, y, z) and ∂F ∂x equal to 0, we can solve for b and c. We find that b = −3x
2 −2ax and c = −x 3 −ax 2 −bx. Thus substituting shows us that
2 − 6ax 2 = 0. In summary, we know that y ≡ 0 (mod p) and thus ∂F ∂y = 0, which tells us that both F (x, y, z) = 0 and ∂F ∂x = 0, which implies that ∂F ∂z = 0. Therefore 2 k−1 P reduces to a singular point mod p.
We can also look at a partial converse of this theorem. Although it requires an extra condition, it allows us to make conclusions about what each τ k is based on which points on the curve reduce to singular points mod a prime.
Theorem 21. Let p be an odd prime. Suppose that 2 k−1 P and 2 k P both reduce to singular points mod p. Then p|τ k .
Proof. We have 2 k−1 P ≡ (x, y) (mod p) for some x, y ∈ Z. If 2 k−1 P is singular than we know that F = ∂F ∂x = ∂F ∂y = ∂F ∂z = 0, where these are the equations from the previous proof. Again, we know that z = 1 and so y ≡ 0 (mod p), since ∂F ∂y = 0. Thus the remaining equations can be rewritten as follows.
Because 2 k−1 P is a singular point, F (x, y, z) = −f (x) ≡ 0 (mod p) and
Since 2 k P ≡ (0 : 1 : 0) (mod p), then p ∤ e k and so p ∤ F k . Hence p|τ k .
In addition to looking at τ k by examining different aspects of an elliptic curve and its points, we can learn more about τ k by considering its parity, which can in turn tell us a little more about elliptic Fermat sequences.
Theorem 22. If 2
k P ≡ (0 : 1 : 0) (mod 2) then F k (E, P ) is odd and τ k is even.
Proof. Suppose that 2 k P ≡ (0 : 1 : 0) (mod 2). Thus 2 ∤ e k and 2 ∤ e k−1 and therefore F k is odd. Recall that F k τ k = 2(num(Y (2 k−1 P )), so τ k must be even.
The case in which F k is even is a little more complicated than the previous case, but the parity of τ k can still be determined by looking at one extra condition.
Proof. Suppose that 2 k P ≡ (0 : 1 : 0) (mod 2). This tells us that 2|e k . Case I: Suppose that 2 k−1 P ≡ (0 : 1 : 0) (mod 2). Then 2 ∤ e k−1 , and F k is even as 2|e k but 2 ∤ e k−1 .
Case II: Suppose that 2 k−1 P ≡ (0 : 1 : 0) (mod 2). Thus 2|e k−1 and 2 ∤ n k−1 and 2 ∤ m k−1 . Looking at the duplication formula it can seen that gcd(A, B) must be odd as m k−1 is odd and thus A is odd and B is even. It follows that τ k is odd. Thus ord 2 (e k ) = ord 2 (e k−1 ) + 1. Hence F k must be even.
Therefore F k is always even when 2 k P ≡ (0 : 1 : 0) (mod 2).
Combining the past few theorems and lemmas, we can make a nice conclusion about the relationship between the parity of the τ k and F k sequences. Examining this relationship may help us to understand both sequences with more clarity and could lead to a simplified recurrence relation.
Corollary 24. The numbers τ k and F k have opposite parity unless 2 k P reduces to the point at infinity mod 2 and 2 k−1 P ≡ (0 : 1 : 0) (mod 2).
While it is nice to know all of these properties, we need to know exactly what τ k is in order for the recurrence relations to be useful. In accordance with Theorem 8, we can calculate |τ k | for all but finitely many k using the following algorithm:
(1) Find and factor the discriminant ∆(E). (iv) Move on to the next p 2 |∆(E). (3) We now know ord p (τ k ) for all (but finitely many, in some cases) k for each p such that p 2 |∆(E), which are all the p that could divide τ k . Use this to calculate |τ k |.
The finitely many τ k that this algorithm cannot compute will be at the beginning of the τ k sequence, so they can be computed from the definition of τ k using finitely many calculations.
Note that sometimes it is difficult to find r in step 2(c)i, as this step requires being able to add points on the curve, which can not always be done efficiently. If a smaller s is chosen in order to find an r, this algorithm can still show that τ k is eventually periodic. Now we will prove that this algorithm is correct. In order to do this, we must first prove the following theorem:
Theorem 25. Let E : y 2 = x 3 + ax 2 + bx + c be an elliptic curve. Assume Q, R ∈ E(Q) are such that
, n 3 e .
The above result follows from Lemma 15 in the case when p ∤ 6∆(E), but in light of the algorithm above, we are primarily interested in the case that p|∆(E).
Proof. From Silverman [16, p. 58-59] , we know that if we let λ = y 2 − y 1 x 2 − x 1 and v = y 1 x 2 − y 2 x 1 x 2 − x 1 , then we have that
Now since p
k || e 2 , we can let x 2 =x 2 p −2k and y 2 =ỹ 2 p −3k . Plugging this in yields (12)
Reducing mod p k and mod p 2k give us
(mod p 2k ). (14) Now that we have shown that x 3 ≡ x 1 (mod p k ), we just need to show that y 3 ≡ y 1 (mod p k ).
Since x 3 ≡ x 1 (mod p k ), we can write x 3 = x 1 + rp k . And again using λ = y 2 − y 1 x 2 − x 1 and
, we have that .
Reducing mod p k gives us (15)
Now from equation (14), we know that r ≡ − 2y 1ỹ2 x 2 2
(mod p k ). Simple algebra allows us to see that r ≡ −2n 1 n 2ẽ2 m (mod p k ). Plugging this into equation (15), we get (mod p k ).
And since e 2 ≡ 0 (mod p k ), we have that
Now we can go on to prove that the algorithm to calculate τ k is correct.
Proof. From Lemma 19, we can conclude that for any p dividing τ k , we must have p 2 |∆(E). So we only need to consider primes p which satisfy this condition. We now break this problem into 2 cases.
Case I: There exists a d ∈ Z + such that 2 d P ≡ (0 : 1 : 0) (mod p). By Corollary 5, this implies that p|F d . It also means that for all sufficiently large k (i.e. k ≥ d), 2 k P ≡ (0 : 1 : 0) (mod p). This means that p divides the denominator of X(2 k P ) and Y (2 k P ) and thus p does not divide num(Y (2 k P )). Then since
. And since 2 k P ≡ (0 : 1 : 0) (mod p), we know that p does not divide the denominator of
Now, we can find some r ∈ Z + such that rP = m e 2 , n e 3 with p s |e. Choose s such that either p 2s ||∆(E) or p 2s+1 ||∆(E). Then rP ≡ (0 : 1 : 0) (mod p s ). Using Theorem 25, we can see that jP + rP ≡ jP (mod p s ) and conclude that ord p (Y (tP )) depends only on t mod r. Then, since 2 k mod r will repeat, we can use a finite number of calculations to determine ord p (Y (2 k P )) for all k ≥ 1. Now all that is left to show is that the "if" statements in steps 2b and 2c correspond to the correct case. It is obvious that if ℓ is a power of 2 (as required for step 2b), we are in Case I, and step 2b corresponds to this case. Now, if ℓ ∈ Z + such that ℓP ≡ (0 : 1 : 0) (mod p) is minimal but not a power of 2 (as required for step 2c), then any other ℓ ′ satisfying ℓ ′ P ≡ (0 : 1 : 0) (mod p) will be a multiple of ℓ and thus will not be a power of 2. Then we are in Case II, which corresponds to step 2c.
Primality
In this section, we will discuss a few theorems about the primality of the elliptic Fermat numbers. Our first theorem on this topic focuses on sequences for which the denominators of the coordinates of P are even.
Theorem 26. If 2|e t for some t, then for all k ≥ t, either F k = 2 or F k is composite.
Proof. Suppose that 2 t P = m t e 2 t , n t e 3 t and 2|e t . This tells us that 2 t P ≡ (0 : 1 : 0) (mod 2).
Therefore F k is even for all k ≥ t. In which case F k = 2 or F k is a multiple or 2 greater than 2 and is therefore composite.
From this theorem, we also have the following corollary:
Corollary 27. If 2|e t for some t, then for all k ≥ ℓ for some sufficiently large ℓ, F k is composite.
To prove the corollary, we need only show that F k = 2 for all sufficiently large k.
Proof. We know that F k = 2n k−1 τ k . Then in order for F k to equal 2, we must have that n k−1 = τ k . But since τ k is periodic for all k ≥ ℓ for some finite ℓ, and n k is not, we know that F k = 2 for all k ≥ ℓ for some finite ℓ.
The case in which the denominator of 2 k P is always odd is trickier, and in fact we have not come up with a theorem covering all such elliptic Fermat sequences. The theorem that we do have requires a few lemmas.
Lemma 28. Assume that E(Q) ∼ = Z × Z/2Z and E(Q) = P, T , where P is a generator of E(Q) and T is a rational point of order 2. Assume that:
(i) E has an egg.
(ii) T is on the egg.
(iii) T is the only integral point on the egg.
(iv) P is not integral. Then T is the only integral point on E.
Proof. Every point in E(Q) is of the form mP or mP + T . If P is on the nose, then we have that for any m = 0, mP is on the nose, and mP is not integral because P is not integral. We also have that mP + T is on the egg and thus is not integral because T is the only integral point on the egg by assumption. If P is on the egg, then let P ′ = P + T . Then P ′ is on the nose, and the proof is the same as before.
Lemma 29. Let elliptic curve E be of the form y 2 = x 3 +ax 2 +bx and suppose gcd(m 0 , b) = 1. Then gcd(m k , b) = 1 for all k.
Proof. We use induction. The base case gcd(m 0 , b) = 1 is true by assumption. Now assume that gcd(m k−1 , b) = 1. Since c = 0, from our recurrence relations, we can see that
Now since b divides the −2bm With these two lemmas, we can now prove Theorem 9. Note that the condition that 2 ∤ e k for all k can be checked with finitely many calculations by looking at the Tamagawa number at 2 for the curve E. If the curve has additive reduction and P ∈ E 0 (Q p ), then the Tamagawa number can only be 1, 2, 3, or 4. The condition holds when the Tamagawa number at 2 is 3 because ℓP is a singular point mod 2 unless 3|ℓ. Also note that the condition that x 4 + ax 2 y 2 + by 4 = 1 has no integer solutions where y ∈ {0, ±1} can also be checked with finitely many calculations, as this is a Thue equation. Such an equation has finitely many solutions (by [17] ), and the solutions can be found effectively (see [18] ). We will now go on to prove the theorem.
Proof of Theorem 9. Without loss of generality, let c = 0 and let T = (0, 0). (If not, we can easily shift the curve so that this is true.) Let 2
, and let 2
Using the formulas for adding points given by Silverman [16, p. 58-59], we can see that
By the assumption that gcd(b, m 0 ) = 1 and by Lemma 29, we know that gcd(b, m k−1 ) = 1. And since gcd(m k−1 , e k−1 ) = 1, equation (17) must be in lowest terms. Then e T = |m k−1 |, so we can set up the following equation:
Solving for n T yields
Now, notice that 2(2 k−1 P ) = 2 k P and also 2(2 k−1 P + T ) = 2 k P as T has order 2 in which case 2T is the point at infinity. Then
Solving for τ T yields
, e T = |m k−1 |, and |τ k | = 2 gives us
Now, the duplication formula tells us that
And since denom(2(2 k−1 P )) = denom(2 k P ), we have that
Note that if p is a prime and p|e k−1 then 2 k−1 P ≡ (0 : 1 : 0) (mod p) in which case 2 k−1 P + T ≡ T (mod p). And since T is not the point at infinity, 2 k−1 P + T ≡ (0 : 1 : 0) (mod p). Therefore p ∤ e T . Hence gcd(e k−1 , e T ) = 1. And since gcd(m k−1 , b) = 1 and e T = |m k−1 |, we have that gcd(e T , b) = 1. Thus
as there is only one integral point on this curve. Therefore F k is composite as long as n T be k−1 = ±1. Plugging in (18) for n T yields
We now proceed by contradiction. Assume that n k−1 = ± |m k−1 |. Then n 
Growth Rate
In this section, we will discuss the growth rate of the elliptic Fermat numbers. In order to do so, we need a few more tools. The first new definition we need is the height of a point.
Definition 30. The height of a point P = m e 2 , n e 3 on an elliptic curve is defined as h(P ) = log(max(|m|, e 2 )).
The height of a point gives us a way to express how "complicated" the coordinates of the point are. We also need to make use of the canonical height.
Definition 31. The canonical height of a point P on an elliptic curve is defined aŝ [16, p. 250] . This allows us to derive Theorem 10. Note that this theorem can also be stated as
(P ) . So the elliptic Fermat sequences grow doubly exponentially, like the classic Fermat sequence, albeit much more quickly. The proof is as follows:
In this section, we apply the hitherto developed theory of elliptic Fermat numbers to examine properties of the curve E : y 2 = x 3 − 2x and the point P = (2, 2) ∈ E(Q). We begin with some remarks on E and the point P . Recall that E is equipped with complex multiplication and so Proposition 14 gives a formula for |E(F p )| for all p. Elliptic curves with complex multiplication are the key to the Atkin-Goldwasser-Kilian-Morain elliptic curve primality proving algorithm, and elliptic curve algorithms to prove primality of Fermat numbers and other special sequences have been considered previously in [19] , [20] , [21] , and most recently [22] . The last remark we make is about the elliptic Fermat sequence {F n (E, P )} and the appearance of Fermat and Mersenne primes, primes of the form 2 p − 1 for a prime p, in the factorization of
The table above provides a factorization of the first 6 elliptic Fermat numbers for E at P , with known Fermat and Mersenne primes in bold. In fact, every odd prime factor dividing F n (E, P ) for n ≥ 2 will have a congruence that is either Mersenne-like or Fermat-like. We now present the proof of Theorem 11, beginning with the congruence result for a prime divisor p ≡ −1 (mod 4), which yields a tidy Mersenne-like congruence.
Proof of Theorem 11 for p ≡ 3 (mod 4). By Theorem 4, p | F n (E, P ) tells us that P has order 2 n in E(F p ). Then by Lagrange's theorem and Proposition 14, 2 n ||E(F p )| = p + 1, and so p ≡ −1 (mod 2 n ).
Proving the congruence in the case of a prime divisor of an elliptic Fermat number congruent to 1 modulo 4 will require multiple steps. We will eventually show that such a prime divisor of F n (E, P ) is congruent to 1 modulo 2 n , but we begin by showing an initial congruence result:
Lemma 32. Let E : y 2 = x 3 − 2x be an elliptic curve, P = (2, 2) a point of infinite order and F n (E, P ) the nth elliptic Fermat number associated to E at the point P . Then for any odd prime divisor p ≡ 1 (mod 4) of F n (E, P ), n ≥ 3, p ≡ 1 (mod max(2 ⌊n/2⌋ , 8)).
Proof. If p ≡ 1 (mod 4), then p = a 2 + b 2 where a ≡ −1 (mod 4). Recall that in this situation, the value of |E(F p )| depends on the quartic character of 2 modulo p. Let us first consider the case where 2 is a fourth power. Then |E(F p )| = p + 1 − 2a.
Like the proof of the previous theorem, we use Lagrange's theorem to show that 2
). A symmetric argument follows when 2 is a quadratic residue but not a fourth power. In this situation we arrive at the equation (a + 1) 2 + b 2 ≡ 0 (mod 2 n ), however the result is precisely the same. To conclude, we rule out the case where 2 is not a quadratic residue modulo p. This would imply |E(F p )| = p + 1 ± 2b. The same algebraic manipulation leads to a similar situation where a 2 + (b ∓ 1) 2 ≡ 0 (mod 2 n ), but this means b ≡ ±1 (mod 2 ⌊n/2⌋ ), however b is the even part of the two-square representation of p. So it cannot be the case that 2 is not a quadratic residue modulo 8, which happens only when p ≡ 5 (mod 8).
Because of the lemma, we have p ≡ 1 (mod 8), and so we can make sense of √ 2 and i modulo p. We now define the recklessly-notated action i on E(F p ) as i(x, y) → (−x, iy), where the point (−x, iy) uses i as the square root of −1 modulo p.
This action makes E(F p ) into a Z[i]-module. We will prove one last lemma concerning the action of (1 + i) before moving on to the full congruence.
Lemma 33. Let E : y 2 = x 3 − 2x be an elliptic curve, P = (2, 2) a point of infinite order and F n (E, P ) the nth elliptic Fermat number associated to E at the point P . Then for any odd prime factor p ≡ 1 (mod 4) of F n (E, P ), n ≥ 3, we have that (1 + i) 2n P = 0 and (1 + i) 2n−2 P = 0.
Proof. Note that (1 + i)
Suppose not, and (1 + i)
x P = 0. Then certainly (1 + i) 2n−2 = i n−1 2 n−1 P = 0. The action of i n−1 makes no difference on the identity. This implies that 2 n−1 P = 0, contradicting order universality since P has order 2 n .
With this last lemma proven, we are ready to introduce the Fermat-like congruence in full regalia and finish Theorem 11.
Proof of Theorem 11 for p ≡ 1 (mod 4). As a consequence of the above lemma, we have that either (1+i) 2n P = 0 or (1+i) 2n−1 P = 0. We are able to bolster the 2n−1 case by introducing a new point Q = (−i( √ 2 − 2), (2 − 2i)( √ 2 − 1)). It is routine point addition to see that (1 + i)Q = (2, 2) = P . In either case we have that (1 + i) 2n+1 Q = 0 and (1 + i)
2n−1 ∈ ker(φ) and (1 + i) 2n+1 ∈ ker(φ), and (1 + i) is an irreducible ideal in Z[i], then the kernel is either the ideal ((1 + i) 2n ) or ((1 + i) 2n+1 ), hence Z[i]/ ker(φ) is a group of size 2 k where k = 2n or k = 2n + 1. Like the previous congruence results, we use Lagrange's theorem to assert 2 k | |E(F p )| and through the same reasoning as before, we arrive at p ≡ 1 (mod 2 ⌊k/2⌋ = 2 n ).
We now present the proofs of Theorems 12 and 13, which give us information about sufficiently large Fermat and Mersenne primes dividing the elliptic Fermat sequence {F n (E, P )}. First, we provide two lemmas.
Lemma 34. Let p ≡ ±1 (mod 2 n ) be an odd prime. Let ζ ℓ denote a primitive ℓth root of unity in some extension of 
2 k . We may write this equality as ζ
Then the equality holds if and only if ζ
Lemma 35. Let p be a Fermat or Mersenne prime that is at least 31. Then there exists a Q ∈ E(F p ) such that 2Q = P .
Proof. From Silverman and Tate [12, p. 76] , for E we have its isogenous curve E ′ : y 2 = x 3 + 8x and two homomorphisms, φ : E → E ′ and ψ : E ′ → E given by: (0 : 1 : 0), otherwise. The maps hold the special property φ • ψ(S) = 2S. The advantage of this framework is that we are able to break point-halving, a degree 4 affair, into solving two degree 2 problems. Another fact from Silverman and Tate [12, p. 85 ] is that P = (x, y) ∈ ψ(E ′ (Q)) if and only if x is a square.
We now use this to show there is a Q ∈ E(F p ) such that 2Q = P . For brevity, let z = 2 + √ 2. and we define the following ascending chain of fields: Q, K = Q √ 2 and L = K(z). Here K is the minimal subfield where P has a ψ preimage Q 1 in E ′ , and L is the minimal subfield where that preimage has its own φ preimage Q in E. It is a quick check in Magma to verify that for E(L), P is divisible by 2. It then remains to verify that the elements √ 2 and z = 2 + √ 2 are in F p . First, we have that since 2 has order p, which is odd, then there exists h k ∈ (F p ) × such that (h k ) 2 k = 2. So any 2-power root of 2 is sure to exist.
For z = 2 + √ 2 itself, we use Lemma 34 and p ≡ ±1 (mod 16) to show that we have an element z = ζ 16 + ζ −1 16 ∈ F p , so we have all the necessary elements of L in E(F p ) to show there exists a Q ∈ E(F p ) such that 2Q = P .
These two lemmas will allow us to sharpen the threshold to search for Fermat and Mersenne primes in the elliptic Fermat sequence. We now prove Theorem 12.
Proof. First, it is a quick computation in Magma to verify that for p = 5, 17, P does not have a 2-power order in E(F p ), and so by Corollary 5, 5 and 17 do not divide any elliptic Fermat number generated by P .
We rely on Proposition 14 and Lagrange's theorem. For a classical Fermat prime F n = 5, 17, we have that 2 is a fourth power in Z/F n Z. We can see this because for a generator g of Z/F n Z, we have that 2 = g k , additionally, we have that g p−1 = g 2 2 n = 1. We will show that k ≡ 0 (mod 4). This is because 2 has order 2 n+1 ∈ Z/F n Z, and so 2 2 n+1 = (g k ) 2 n+1 = 1. Therefore, 2 2 n | k(2 n+1 ), finally giving 2 2 n −n−1 | k, which is a multiple of 4 for n ≥ 3. Since 2 is a fourth power in F p , we know that E : y 2 = x 3 − 2x is isomorphic to the curve E ′ : y 2 = x 3 − x. From Denomme and Savin [20] , we also have that
2 n−1 ∼ = (Z/2 2 n−1 Z) × (Z/2 2 n−1 Z), from which we can deduce that E(F p ) ∼ = (Z/2 2 n−1 Z) × (Z/2 2 n−1 Z). Thus the order of P is a divisor of 2 2 n−1 . By Lemma 35, we know there exists some Q ∈ E(F p ) such that 2Q = P . In light of this we can tighten this initial upper bound by noting that all elements have order dividing 2 2 n−1 , and so 2 2 n−1 −1 P = 2 2 n−1 −1 (2Q) = 2 2 n−1 Q = 0. We conclude that P has order dividing 2 2 n−1 −1 and so p must divide F k (E, P ) for some k ≤ 2 n−1 − 1 by Corollary 5.
It remains to discuss the appearance of a Mersenne prime in the elliptic Fermat sequence. We prove Theorem 13.
Proof. The method we take to show this bound begins with the fact that |E(F p )| = p+1 = 2 q . Additionally, we have that E(F p ) ∼ = Z/mZ × Z/mnZ, where p ≡ 1 (mod m). Combining this with p ≡ −1 (mod 2 q ) we have that E(F p ) ∼ = Z/2Z × Z/2 p−1 Z. So the order of any point in E(F p ) must divide 2 p−1 . It suffices to exhibit a point R such that 4R = P , so that 2 p−3 P = 2 p−3 2 2 R = 2 p−1 R = 0. Continuing the methodology first used in the proof of Lemma 35, we will show that such an R ∈ E(F p ) so that 2R = Q, where Q ∈ E(L) is the point found in Lemma 35 . To this, we extend the fields from Lemma 35 and create M = L z(2 + z) and N = M √ 2(z − 1) . Again, one may check in Magma that indeed P is divisible by 4 in E(N), so we just need to check for the existence of necessary elements. We have already shown there is an element z such that z 2 = 2 + √ 2, but we further assert that in F p , 2 + √ 2 has odd order, and thus all 2-power roots exist. This is quick to see because (2 + √ 2) (p−1)/2 = (z 2 ) (p−1)/2 = z p−1 = 1. We now find z(2 + z), which amounts to finding a square root of z and 2 + z. By the above, we already have a square root of z, so we just need to show the existence of the square root of 2 + z. This is simple if we let w = ζ 32 + ζ , and that 1 + √ 2 is a square because 4 √ 2 and z are squares, but −1 is not a square modulo p since p ≡ −1 (mod 4), so (z − 1)(−z − 1) is not a square. This implies that exactly one of (z − 1) and (−z − 1) is a square. So we choose the appropriate z ′ such that z ′ − 1 is a square and we are done.
Since all adjoined elements exist in F p , we are good to construct points R such that 4R = 2Q = P . Similar to Theorem 12, this implies that we can tighten the condition that |P | | 2 p−1 further by |P | | 2 p−3 , and so by Corollary 5, p must divide F k (E, P ) for some k ≤ p − 3.
