In this paper, we show that a (stochastic) gradient decent method with multiple restarting, named Restarted (S)GD, can achieve a linear convergence rate for a class of non-smooth and non-strongly convex optimization problems where the epigraph of the objective function is a polyhedron. Its applications in machine learning include minimizing 1 constrained or regularized piecewise linear loss. To the best of our knowledge, this is the first result on the linear convergence rate of a stochastic gradient method for non-smooth and non-strongly convex optimization.
Introduction
Recently, there emerges a surge of interests in accelerating first-order methods for difficult optimization problems in machine learning (e.g., the ones without strong convexity). Bach & Moulines [1] presented averaged stochastic gradient methods for minimizing the expected squared loss and logistic loss without the strong convexity assumption that achieve an O(1/T ) convergence rate. Wang & Lin [14] studied the feasible descent approach for minimizing a family of non-strongly convex objective functions by exploiting the global error bound, an extension of the local error bound [9] . They showed that for certain problems (e.g., the dual problem of SVM), one can achieve a linear convergence rate without the strong convexity assumption. Several works [12, 7, 15, 5] also leverage the error bound conditions for achieving fast convergence of other regularized/constrained empirical loss minimization problems without strong convexity assumption. However, all of these works still assume the smoothness of the loss functions.
In this paper, we show that for a family of non-smooth and non-strongly convex optimization problems, a simple restarting scheme can make (stochastic) gradient descent (SGD) method converge linearly, given that the epigraph of the objective function is a polyhedron. This technique is based on the fact that, for such a problem, the distance of a solution to the optimal set can be bounded by a constant multiplying the difference between the objective value of this solution and the optimal objective value, as illustrated by Figure 1 . Motivated by [4] , the strategy is to apply SGD method with multiple epochs where the SGD method is restarted after a certain constant number of iterations, using the averaged solution from the current epoch as an initial solution. With a geometrically decreasing step size, we show that such a multistage SGD method enjoys a linear convergence rate. To the best of our knowledge, this is the first work that shows a linear convergence rate for a stochastic gradient method for non-smooth and non-strongly convex problems.
A (Stochastic) Gradient method with Linear Convergence Rate
In this section, we describe the techniques that make (stochastic) gradient methods converge linearly for a family of non-smooth and non-strongly convex problems. We consider the following optimization problem:
where f (w) is a non-smooth and non-strongly convex function and Ω is a closed convex set in R p . We let ∇f (w) denote the subgradient of f (w) and ∇f (w; ξ) denote a stochastic subgradient of f (w) that depends on a random variable ξ such that E ξ [∇f (w; ξ)] = ∇f (w). Throughout the paper, we make the following assumptions. Assumption 1. For a convex minimization problem (1), we assume
c. The epigraph of f over Ω is a polyhedron, i.e., there exist a matrix C and a vector b such that
Note that Assumption 1.c implies that the feasible set Ω must be a polyhedron also.
In Section 3, we show that some non-smooth and non-strongly convex machine learning problems can satisfy the above assumptions, including
• 1 constrained/regularized hinge loss minimization, i.e.,
• 1 constrained/regularized absolute loss minimization, i.e.,
where R(w) is
for the constrained problems or for the regularized problems, respectively.
More examples are deferred to Section 3.
In the sequel, we let · denote a general vector norm. Let ∆ and R + denote a simplex and a positive cone of an appropriate dimension, respectively. Since the objective function is not strongly convex, the optimal solutions may not be unique. Thus, we use Ω * to denote the optimal solution set and use f * to denote the unique optimal objective value. Let w + denote the closest optimal solution in Ω * to w measured in terms of norm · , i.e.,
The following lemma is the key to our analysis that is a result of the Assumption 1.c. Lemma 1. Suppose Assumption 1.c is satisfied, then there exits κ > 0 that depends on the definition of · such that 
Input: a step size η, the number iterations T , and the initial solution w 1 , 2:
compute a subgradient or stochastic subgradient of f (w) at w t denoted by g t
4:
update
wt T Remark: Lemma 1 above generalizes the Lemma 4 in [4] , which requires the feasible set to be a polytope (i.e., a bounded polyhedron), to a similar result where the feasible set can be a (unbounded) polyhedron. This generalization is essential because it allows the development of efficient algorithms for many unconstrained machine learning problems without artificially including a constraint. Moreover, [4] used their Lemma 4 to develop a linearly convergent algorithm for solving the Nash equilibrium of a two-person zero-sum games based on Nesterov's smoothing technique [10] . In this paper, we show that Lemma 1 provides the basis for a (stochastic) gradient method with linear convergence for a class of problems in machine learning. A graphical illustration of Lemma 1 for an one dimensional problem is shown in Figure 1 .
Restarted (Stochastic) Gradient Descent Method
In the sequel, we present all results using Euclidean norm. We first describe the vanilla (stochastic) gradient descent method in Algorithm 1 that will serve as a subroutine in the proposed algorithm. The step 4 is a projection onto Ω defined as
The following lemma [16] provides guarantee on the convergence of (S)GD method. For the sake of completeness, we provide its proof in the Appendix. Lemma 2. Assume g t 2 ≤ G, we have
2ηT for running GD, and 
Run GD or SGD to obtain w k = (S)GD(w k−1 , η k , t)
6:
for GD and for SGD, respectively, and the total number of iterations is T = t log 2 ( 0 ) .
Remark:
Since the number of iterations per-epoch t is a constant independent of , the overall iteration complexity is O(log(1/ )).
Proof. We prove the result for the GD updates and the proof for SGD updates is a straightforward extension. We prove the theorem by induction. The result holds obviously for k = 0. Assuming
We first apply Lemma 2 to each epoch of Algorithm 2 and get
By lemma 1, we have
As a result of induction, we have
Before ending this section, we mention that the same idea can be applied to (stochastic) proximal gradient descent to make it converge linearly.
Examples in Machine Learning
In this section, we present some examples of non-smooth and non-strongly convex optimization problems in machine learning that satisfy Assumption 1. First, we consider 1 or ∞ constrained/regularized empirical loss minimization problems on data {(x i , y i )} i=1,2,...,n , which is formulated as
where (w x, y) is a piecewise linear loss function and R(w) represents either a constraint or a regularizer (see below). We let Ω denote the feasible solution set.
The loss functions that make (2) satisfy Assumption 1 include hinge loss, generalized hinge loss, absolute loss, -insensitive loss, and quantile loss presented below.
• Hinge loss [13] :
• Generalized hinge loss [2] :
where a > 1.
• Absolute loss [6] : (w; x, y) = |w x − y|.
• -insensitive loss [11] :
(w; x, y) = max(|w x − y| − , 0).
• Quantile loss [8] :
To satisfy Assumption 1, the constraint or regularizer R(w) can be any polyhedral including the following examples appearing in machine learning problems.
• 1 or ∞ regularization:
It is easy to show that the epigraph of f (w) defined by any combinations of these loss functions and R(w) is a polyhedron. In fact, we note that the loss functions above can all be written as
where (a j , b j ) for j = 1, 2, . . . , m are finitely many pairs of scalars. The formulation (3) indicates that (w x, y) is a piecewise affine function so that its epigraph over Ω is a polyhedron. Since f (w) is the average of finitely many loss functions, its epigraph over Ω is a polyhedron as well.
Conclusions
In this paper, we have proposed a restarted (stochastic) gradient descent method that restarts GD or SGD updates after a fixed number of iterations with the averaged solution obtained from previous epoch as the starting point and with a geometrically decreasing step size. We prove that the proposed method achieves a linear convergence for a family of non-smooth and non-strongly convex problems including many examples from machine learning.
Appendix

A Proofs
The proof of Lemma 1 below is similar to the proof of Lemma 4 in [4] . However, since Lemma 1 generalizes Lemma 4 in [4] by allowing the feasible set Ω to be unbounded, additional technical challenges are introduced in its proof, which lead to a parameter κ with a definition different from the parameter δ in [4] .
A.1 Proof of Lemma 1
Since the epigraph is polyhedron, by Minkowski-Weyl theorem [3] , there exist finitely many feasible solutions {w i , i = 1, . . . , M } with the associated objective values
Thus, we can express f (w) as
Since min w∈Ω f (w) = f * , we have min 1≤i≤M f i = f * and s j ≥ 0, ∀j. We temporarily assume that
for N ≥ 1. We denote by S ⊂ [E] the indices such that s j = 0 and by S c the complement. For any γ ∈ R E + , we let γ S denote a vector that contains elements γ i such that i ∈ S. From (4), we can see that there exist λ ∈ ∆ and γ ∈ R + , such that
where the first inequality is due to that
Next, we will bound the two terms in the R.H.S of the above inequality.
To proceed, we construct δ and σ as follows:
As a result, w = µ w + (1 − µ) w.
We have
To continue,
where the last inequality is due to the definition of δ.
On the other hand, we can represent
Since s j ≥ 0 for all j, we have
In addition,
Suppose µ = 0 (and thus λ i = 0 for i = 1, 2, . . . , N ). We can still have
and can still represent
As a result, no matter µ = 0 or µ > 0, we can bound the first term in the R.H.S of (5) Finally, we note that when f 1 = . . . = f M = f * , the Lemma is trivially proved following the same analysis except that δ > 0 can be any positive value.
A.2 Proof of Lemma 2
We prove for the GD method.
Proof. For any u ∈ Ω, f (w t ) − f (u) ≤ −(u − w t ) ∇f (w t ) ≤ 1 η (u − w t ) (w t+1 − w t ) ≤ 1 2η ( u − w t 
