Abstract-This paper proposes a joint computation and communication cooperation approach in mobile edge computing (MEC) systems for improving the energy efficiency in mobile computing. In particular, we consider a basic three-node MEC system that consists of a user node, a helper node, and an access point (AP) node attached with an MEC server. We focus on the user's latency-constrained computation over a finite-length block and develop a four-slot protocol for implementing the joint computation and communication cooperation. Under this setup, we jointly optimize the task partition and time allocation, and the transmit power for offloading and central processing unit (CPU) frequencies of local computing at the user and the helper, so as to minimize their total energy consumption subject to the user's computation latency constraint. This problem is optimally solved via convex optimization techniques. Numerical results show that the proposed approach significantly improves the computation capacity and the energy efficiency for the user, as compared to other benchmark schemes without such a joint design.
I. INTRODUCTION
Recent technological advancements have enabled various emerging applications (e.g., augmented reality and autonomous driving) that require intensive and low-latency computation at massive wireless devices. As these devices are generally of small size and thus have limited power supply, how to provide them with enhanced computation capability and low computation latency is one crucial but challenging task to be tackled. Mobile edge computing (MEC) has recently been recognized as a promising solution to provide cloud-like computing at the edge of wireless networks such as access points (APs) and base stations (BSs). By deploying MEC servers therein, wireless devices can perform computation offloading to transfer part or all of their computation-heavy and latency-sensitive tasks to APs and/or BSs for remote execution [1] - [3] . As such, computation offloading necessitates a joint computation and communication resource management for improving MEC system performance.
In the literature, there have been a handful of prior works (see, e.g., [4] - [11] and the references therein) that pursue the joint computation and communication optimization to improve the energy efficiency of MEC systems. For example, [5] and [6] considered power-constrained computation latency minimization problems in a single-user MEC system with † F. Wang is the corresponding author. dynamic task arrivals and channel fading. [7] - [9] aimed to minimize the system energy consumption while meeting the users' computation latency requirements in multiuser MEC systems. Furthermore, [10] , [11] proposed wireless powered MEC systems by integrating the emerging wireless power transfer (WPT) technique into MEC, in order to achieve selfsustainable mobile computing.
Fully reaping the benefit of MEC, however, faces some design challenges. For instance, the computation capability at the MEC server and the communication capability at the AP are generally finite. As future wireless networks are expected to consist of massive devices (e.g., smartphones, wearable computing devices, and smart sensors), the computation and communication resources allocated to each user by APs/BSs would be quite limited. Fortunately, these devices are each equipped with certain communication, computation, and storage resources. At any time instance, it is highly likely that some devices are in the idle status due to the burst nature of both the computation and communication traffics. As a result, it is viable and efficient to enable user cooperation among these devices in both computation and communication dimensions for further improving the MEC performance, where computingactive users could offload tasks to nearby idle users that can compute such offloaded tasks locally or help relay them to the AP for MEC server execution.
In this paper, we investigate user cooperation in both computation and communication for energy-efficient MEC. For the purpose of exposition, consider a basic three-node MEC system, which consists of a user node, a helper node, and an AP node attached with an MEC server. Suppose that the computation tasks are executed within a time block and partitioned into several independent parts for parallel computing. This block is divided into four time slots for implementing joint computation and communication. Under this setup, we pursue an energy-efficient design to minimize the total energy consumption at both the user and the helper, subject to the user's computation latency constraint. In particular, we jointly optimize the allocation of time slots, the partition of the user's computation bits, and their transmission powers for offloading. Though this problem is non-convex in general, we reformulate it into a convex form and obtain the optimal solution in a semiclosed form via convex optimization techniques. Numerical results show the merit of the proposed joint computation and Note that the device-to-device (D2D) [12] - [14] or peerto-peer (P2P) cooperative computing [15] have been recently proposed to enable D2D or P2P computation offloading among end users for improving the computation performance. In addition, the cooperative communications or relaying techniques have been well established to increase the wireless communication performance [16] - [19] . Different from these prior works with sole computation or communication cooperation, this work pursues a joint computation and communication cooperation for further improving the MEC performance.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a basic three-node MEC system that consists of a user node, a helper node, and an AP node with an MEC server integrated, as shown in Fig. 1 . All the three nodes are each equipped with one single antenna. Within a time block of duration T > 0, the wireless channels are assumed to remain unchanged over this block and the user needs to execute computation tasks with L > 0 task-input bits. Assume the global channel state information (CSI) and the computationrelated information are available for all nodes. We consider the partial offloading scenario, where each task-input bit can be viewed as an independent subtask that can be executed individually [2] . Hence, the L task-input bits can be arbitrarily partitioned into three independent parts for local computing, offloading to the helper, and offloading to AP, respectively. Let l u ≥ 0 denote the number of task-input bits for the user's local computing, l h ≥ 0 for offloading to the helper, and l a ≥ 0 for offloading to the AP, respectively. We then have
A. User Cooperation Protocol
The user cooperation protocol is shown in Fig. 2 , where the duration-T block is divided into four slots. In the first slot with duration τ 1 ≥ 0, the user offloads the l h task-input bits to the helper, and the helper can execute them in the remaining time with duration T − τ 1 . In the second and third slots, the helper acts as a DF relay to help the user offload l a task-input bits to the AP. Specifically, in the second slot with duration τ 2 ≥ 0, the user broadcasts the l a task-input bits to both the AP and the helper simultaneously; with decodingand-forwarding (DF) protocol, the helper offloads part of l a task-input bits to the AP in the third slot with duration τ 3 ≥ 0. After collecting the task-input bits from the user, the MEC server can remotely execute the offloaded tasks in the fourth time slot with duration τ 4 ≥ 0. The computation results are assumed with much smaller size than the task-input bits and thus the downloading time becomes negligible. This paper then omits the time for downloading from the helper/AP to the user. As the tasks should be executed within this block, we have
(2) Remark 2.1: In order to fully exploit the computation and communication resources at the helper node, we let the user to first offload to the helper (in the first slot) to maximize the computation duration at the helper. Alternatively, the user can also first offload to the AP and then to the helper (by swapping the second/third slots and the first slot). Such an offloading-to-AP-first design is out of the scope of this paper.
B. Computation Offloading 1) Computation Offloading to Helper:
As described in the user cooperation protocol, the user first offloads l h task-input bits to the helper with the transmit power P 1 ≥ 0. Let h 01 > 0 denote the channel power gain from the user to the helper, and B the bandwidth. Then the achievable data rate (in bits/sec) for task offloading from the user to the helper is given by
where σ 2 1 represents the power of the additive white Gaussian noise (AWGN) at the helper, and Γ ≥ 1 is a constant term accounting for the signal-to-noise (SNR) gap from the channel capacity due to a practical modulation and coding scheme. For simplicity, Γ = 1 is assumed throughout this paper. The number of offloaded bits l h from the user to the helper cannot exceed τ 1 r 01 (P 1). It is immediate that
Let P u,max denote the maximum transmit power at the user, and accordingly P 1 ≤ P u,max . Consider the user's transmission energy as the sole energy budget for computation offloading and ignore the energy consumed by circuits in the radio-frequency (RF) chains, baseband signal processing, etc. Therefore, in the first slot, the energy consumption for the user's offloading to the helper is E offl 1
2) Computation Offloading to AP Assisted by Helper:
In the second and third slots, the helper acts as a DF relay to help the user offload l a task-input bits to the AP. In the second slot, let P 2 denote the user's transmit power with 0 ≤ P 2 ≤ P u,max . In this case, the achievable data rate from the user to the helper is given by r 01 (P 2 ) with r 01 (·) defined in (3). With h 0 > 0 being the channel power gain from the user to the AP, the achievable data rate from the user to the AP is r 0 (P 2 ) = B log 2 1 +
where σ
2
Employing the DF protocol, the helper offloads part of the l a task-input bits to the AP in the third slot with duration τ 3 by using the transmit power 0 ≤ P 3 ≤ P h,max , where P h,max denotes the maximum transmit power of the helper. Let h 1 > 0 denote the channel power gain from the helper to the AP. The achievable data rate from the helper to the AP is
By combining the second and third slots, the maximum transmitted bit number from the user to the AP via the helper is given as min (τ 2 r 0 (P 2 ) + τ 3 r 1 (P 3 ), τ 2 r 01 (P 2 )) (see [18] for details). It then follows that = τ 3 P 3 , respectively.
C. Computing at User, Helper, and AP

1) Local Computing at User:
The user executes the computation tasks with l u task-input bits with duration T . Let c u denote the number of CPU cycles for computing one bit at the user, and f u,n the CPU frequency for the n-th CPU cycle, where n ∈ {1, . . . , c u l u }. In addition, the CPU frequency f u,n is upper bounded by a maximum value, denoted by f u,max , i.e.,
As all the local computing should be accomplished before the end of the time block, we have the following computation latency requirement:
Accordingly, the user's energy consumption for local computing is [2]
where κ u denotes the effective capacitance coefficient that depends on the chip architecture at the user. It has been shown in [10, Lemma 1] that in order to save the computation energy consumption while minimizing the latency, it is optimal to set the user's CPU frequencies to be identical for different CPU cycles. By using this fact and letting the constraint in (10) be met with strict equality, we have
Substituting (12) into (11), the user's energy consumption for local computing E comp u is re-expressed as
By combining (12) with the maximum CPU frequency constraint (9), we have
2) Cooperative Computing at Helper: After receiving the offloaded l h task-input bits in the first time slot, the helper executes the tasks during the remaining time with duration T − τ 1 . Let f h,n and f h,max denote the CPU frequency for the n-th CPU cycle and the maximum CPU frequency at the helper, respectively. Similarly as for the user's local computing, we set the helper's CPU frequency for each CPU cycle n as f h,n = c h l h /(T − τ 1 ), ∀n ∈ {1, . . . , c h l h }, where c h represents the number of CPU cycles for computing one bit at the helper. Accordingly, the energy consumption for the cooperative computation at the helper is
where κ h is the effective capacitance coefficient of the helper. As in (14), we have the following constraint of l h due to the helper's maximum CPU frequency f h,max :
3) Remote Computing at AP:
In the fourth slot with duration τ 4 , the MEC server at the AP executes the offloaded l a task-input bits. As the MEC server normally has a stable energy supply (e.g., connected to the grid), the MEC server can compute tasks at its maximal CPU frequency, denoted by f a,max , to minimize the computation time. Hence, the time duration τ 4 for the MEC server to execute the l a offloaded bits is
where c a represents the cycles required for computing one bit at the AP. By substituting (17) into (2), the time allocation constraint is re-expressed as
D. Problem Formulation
Our objective is to minimize the total energy consumption at both the user and the helper, subject to the user's computation latency constraint, by jointly optimizing their computation and communication resource allocation. 1 The decision variables include the allocation of the time slots τ = [τ 1 , τ 2 , τ 3 ], the task partition l = [l u , l h , l a ], and the offloading power allocations P = [P 1 , P 2 , P 3 ]. Mathematically, we formulate the following problem (4), (8), (14), (16) , and (18) . Note that (P1) is nonconvex in general due to the coupling of τ i and P i in the objective function (19a) and the constraints (4) and (8) . Throughout the paper, we assume that (P1) is always feasible. We next transform it into a convex problem and solve it optimally in Section III.
III. OPTIMAL SOLUTION TO (P1)
This section presents the optimal solution to (P1). Introduce a set of auxiliary variables E = [E 1 , E 2 , E 3 ] with E i P i τ i , ∀i ∈ {1, 2, 3}. Accordingly, it follows that P i = E i /τ i , where we define P i = 0 if either E i = 0 or τ i = 0 holds, ∀i ∈ {1, 2, 3}. By substituting (14), (16), (18), (19d), and (19e), where (20c) and (20d) follow from (8) . Note that r j (x) is a concave function of x ≥ 0 for j ∈ {0, 1, 01}, and therefore, its perspective function xr j y x is jointly concave with respect to x > 0 and y ≥ 0. As a result, all the constraints (20b), (20c), and (20d) define convex sets. Furthermore, the function l 3 /τ 2 is jointly convex with respect to l ≥ 0 and τ > 0, and hence the term
is jointly convex with respect to l h ≥ 0 and 0 ≤ τ 1 < T. Hence, (P1.1) is convex and can be efficiently solved by the interior-point method [20] . To gain engineering insights, we next employ the Lagrange dual method to obtain a well-structured solution.
Let λ 1 ≥ 0, λ 2 ≥ 0, and λ 3 ≥ 0 denote the Lagrange multipliers associated with the constraints in (20b), (20c), and (20d), respectively, and μ 1 ≥ 0 and μ 2 denote the Lagrange multipliers associated with the constraints in (18) and (1) 
s.t. (14), (16), (19d), (19e), (20e), and (20f). Consequently, the dual problem of (P1.1) is (D1.1) : max
. Denote by X the set of (λ, μ) characterized by the constraints in (22).
Since (P1.1) is convex and satisfies the Slater's condition, strong duality holds between (P1.1) and (D1.1). As a result, one can solve (P1.1) by equivalently solving (D1.1). In the following, we first obtain the dual function g(λ, μ) for any given (λ, μ) ∈ X , and then obtain the optimal dual variables to maximize g(λ, μ). For convenience of presentation, we denote (E * , τ * , l * ) as the optimal solution to (21) under any given (λ, μ) ∈ X, (E opt , τ opt , l opt ) as the optimal primal solution to (P1.1), and (λ opt , μ opt ) as the optimal dual solution to (D1.1). Function g(λ, μ) : First, we obtain g(λ, μ) by solving (21) under any given (λ, μ) ∈ X . Note that (21) can be decomposed into the following five subproblems. 
1) Derivation of Dual
For (23)- (27), we present their optimal solutions in the following lemmas. Due to space limitation, we omit the proofs for brevity. Interested readers can refer to [21] for details.
Lemma 3.1:
Under given (λ, τ ) ∈ X , the optimal solution
where
min{a, max{x, b}} and
Lemma 3.2: Under given (λ, τ ) ∈ X , the optimal solution
Pu,max
) ln 2 − α 2 P u,max , and
Lemma 3.5: For given (λ, τ ) ∈ X , the optimal solution l * a to (27) is
Note that in (30), (36), (38), or (40), if ρ i = 0, ∀i ∈ {1, 2, 3}, or λ 2 + λ 3 + μ 1 /f a,max − μ 2 = 0, then the optimal solution τ * i or l * a is nonunique in general. In this case, we choose τ * i = 0 and l * a = 0 for the purpose of evaluating the dual function g(λ, μ). Note that such choices may not be feasible nor optimal for (P1.1). To tackle this issue, we next use an additional step in Section III-3 later to find the primal optimal τ opt i 's and l opt a for (P1.1).
By combining Lemmas 3.1-3.5, the dual function g(λ, μ) is obtained for any given (λ, μ) ∈ X .
2) Obtaining λ
opt and μ opt to Maximize g(λ, μ): Next, we search over (λ, μ) ∈ X to maximize g(λ, μ) for solving (D1.1). Since the dual function g(λ, μ) is always concave but nondifferential in general, we can use subgradient based methods, such as the ellipsoid method [20] , to obtain the optimal λ opt and μ opt for (D1.1). Note that for the objective function in (21) , the subgradient with respect to (λ, μ) is
For the constraints μ 1 ≥ 0 and λ i ≥ 0, the subgradients are e 4 and e i , ∀i ∈ {1, 2, 3}, respectively, where e i ∈ R 5 is the standard unit vector with one in the i-th entry and zeros elsewhere.
3) Optimal Solution to (P1): With λ opt and μ opt obtained, it remains to determine the optimal solution to (P1.1) (and thus (P1)). By replacing λ and μ in Lemmas 3. 
The LP in (41) can be solved by the interior-point method [20] . Hence, the optimal solution to (P1) is finally found.
IV. NUMERICAL RESULTS
In this section, numerical results are provided to validate the performance of the proposed joint computation and communication cooperation design, as compared to the following benchmark schemes.
• Local computing: the user executes the computation tasks locally. The energy consumption is then E −27 , P u,max = P h,max = 40 dBm, f u,max = 2 GHz, f h,max = 3 GHz, and f a,max = 5 GHz. Fig. 3 shows the average energy consumption versus the time block length T , where L = 0.02 Mbits and D = 120 m. It is observed that the average energy consumption decreases as T increases for all the schemes. The communicationcooperation scheme achieves lower energy consumption than the computation-cooperation scheme when T is small (e.g., T < 0.03 sec); while the reverse is true when T becomes large. The computation-cooperation and the communicationcooperation schemes both outperform the local-computing scheme, due to that the two cooperation based schemes additionally exploit computation resources at the helper and the AP, respectively. The proposed joint-cooperation scheme is observed to achieve the lowest energy consumption. Fig. 4 depicts the average energy consumption versus the number of computation bits L, where T = 0.1 sec and D = 120 m. In general, similar observations are as in Fig. 3 . At small L values (e.g., L < 0.07 Mbits), the localcomputing scheme achieves a similar performance as the jointcooperation scheme. When L becomes larger, the benefit of joint computation and communication cooperation is observed.
V. CONCLUSION
In this paper, we investigated a joint computation and communication user cooperation for MEC, where a nearby helper node is enabled to share its computation and communication resources to help improve the user's computing performance. We proposed a four-slot protocol and developed an energyefficient design framework to minimize the total energy consumption at both the user and the helper while meeting the user's computation latency requirement, by jointly optimizing their computation and communication resource allocations. Numerical results demonstrated the merit of the proposed joint user cooperation in computation and communication.
