Multi-view clustering aims to cluster data from diverse sources or domains, which has drawn considerable attention in recent years. In this paper, we propose a novel multi-view clustering method named multi-view spectral clustering network (MvSCN) which could be the first deep version of multi-view spectral clustering to the best of our knowledge. To deeply cluster multi-view data, MvSCN incorporates the local invariance within every single view and the consistency across different views into a novel objective function, where the local invariance is defined by a deep metric learning network rather than the Euclidean distance adopted by traditional approaches. In addition, we enforce and reformulate an orthogonal constraint as a novel layer stacked on an embedding network for two advantages, i.e. jointly optimizing the neural network and performing matrix decomposition and avoiding trivial solutions. Extensive experiments on four challenging datasets demonstrate the effectiveness of our method compared with 10 state-of-the-art approaches in terms of three evaluation metrics.
Introduction
Clustering is a fundamental task in computer vision and machine learning communities, which aims to cluster data in an unsupervised manner. Over the past decades, a variety of clustering methods have been proposed and recent focus has shifted to handling high-dimensional data that usually lies on a nonlinear low-dimensional manifold. The typical clustering methods include but not limited to spectral clustering or called subspace clustering (SC) [Elhamifar and Vidal, 2013; Yang et al., 2018; Peng et al., 2018b] and deep learning based clustering methods [Ji et al., 2017; Peng et al., 2016; Shaham et al., 2018; Peng et al., 2018a] . Although impressive results have been achieved, the aforementioned clustering methods only consider the single-view case while ignoring the information from multiple sources or domains, e.g., image and text. In fact, the object in the real world is usually presented in the , 2008 ] is used to visualize our learned multi-view representation. As shown, our method could separate the data into different clusters with growing training epochs, which converges quickly.
form of multi-view and only all views together could represent the object exactly and faithfully. Therefore, it is highly expected to develop multi-view clustering (MvC) approaches to utilize the multi-view information [Hu et al., 2018; Zhou et al., 2019] . To exploit the diverse and complementary information contained in different views, numerous multi-view clustering methods have been proposed [Xu et al., 2013; Wang et al., 2018] , which could be roughly classified into two categories, namely, generative (model-based) methods and discriminative (or similarity-based) approaches. In this paper, we mainly focus on discriminative approaches which learn a set of representations for different views by considering within-view similarity and between-view consistency. The within-view similarity is utilized to learn invariant representation for each single view and the between-view consistency is used to enforce the representations of different views as similar as possible. With the view-specific representation, the clustering results are obtained by conducting some clustering approaches such as k-means on the final representation. In summary, the key to discriminative MvC is formulating the within-view similarity and the between-view consistency.
Based on different formulations of within-view similarity and between-view consistency, discriminative approaches could be further divided into multi-view canonical correlation clustering (MvC3) [Vinokourov et al., 2003] , multi-view matrix decomposition clustering (MvMDC) Zhao et al., 2017] , and multi-view spectral clustering or called multi-view subspace clustering (MvSC) [Kumar et al., 2011; Lu et al., 2016; Wang et al., 2018; . Among these methods, MvSC has earned a lot of interests and achieved state-of-the-art performance.
Despite the success of existing MvC works, most of them are nonparametric shallow models which have been proven ineffective and inefficient to handle real-world data, especially considering the large-scale setting and the complex data distribution. To overcome these disadvantages, one promising way is encapsulating deep learning into MvC to utilize the parallel computing fashion and nonlinearity of neural networks. However, only few works have devoted to developing deep multi-view clustering approaches, e.g., deep canonical correlation analysis (DCCA) , deep canonically correlated autoencoders (DC-CAE) [Wang et al., 2015] , and multi-view deep matrix factorization (MvDMF) [Zhao et al., 2017] . On the other hand, although traditional spectral clustering (SC) [Ng et al., 2002] is powerful and widely used, there is no attempt to extend it to the deep neural network framework so far. The main difficulty may lie onto the joint optimization of neural network and the SC loss function. In brief, SC requires solving a matrix decomposition problem, thus making difficulty in jointly optimizing the neural network and the objective function of SC, i.e. the gradient derived from the matrix decomposition cannot be back-propagated to optimize the neural network.
To exploit how to make multi-view spectral clustering benefiting from deep learning, we propose Multi-view Spectral Clustering Network (MvSCN) which aims to learn a common space from multi-view data using a parametric deep model (see Fig. 2 ). Specifically, MvSCN progressively maps each multi-view data point into a common space with a deep neural network which embraces the local invariance on manifold for each single view and the consistency of pairwise viewspecific representation. The novelty and contribution of this work could be summarized as below:
• Different from traditional SC and MvSC, we propose learning the local invariance by SiameseNet [Hadsell et al., 2006] rather than pairwise local similarity, thus enjoying better clustering performance and smooth cooperation with deep neural network.
• To overcome the aforementioned optimization challenge, we construct an orthogonal layer and propose an optimization method. Note that, the orthogonal layer is generalizable and could be a feasible solution to other matrix decomposition related deep learning, that is be-yond the scope of this work and will be investigated in the future. • To the best of our knowledge, the proposed MvSCN could be the first deep extension of multi-view spectral clustering, which is complementary to the classical MvSC. From the view of the classical SC/MvSC, our work may provide a promising way to boost the performance and revive it in the era of big data and deep learning. Fig. 1 presents a visualization result of MvSCN to show its effectiveness and fast convergence.
Background and Notations
In this section, we briefly introduce some related works including spectral clustering [Ng et al., 2002] and multi-view spectral clustering [Cai et al., 2011; Kumar et al., 2011] . In this paper, the lower-case mathematical letters denote scalars, the lower-case bold letters denote vectors, the upper-case bold ones denote matrices, and I denotes an identity matrix.
Spectral Clustering
For a given dataset X = [x 1 , x 2 , · · · , x n ] ∈ R d×n , one aims to separate all data points into one of c clusters. Spectral clustering [Ng et al., 2002] first builds an affinity matrix or graph in which each vertex represents a data point, and any two data points are connected i.i.f. one of them is among k nearest neighbors of the other. Specifically, the vanilla spectral clustering method adopts the Euclidean distance with the Gaussian kernel to construct the affinity matrix W as below:
where W ij ∈ W is the connection weight between the i-th and the j-th data point.
With the precomputed W, the objective function of SC is defined by:
(2) where L is a Laplacian matrix defined by L = D − W, D is a diagonal matrix of D ii = j W ij , and T r(·) denotes the trace of a matrix. The optimal data representation Y to Eq. 2 consists of c eigenvectors corresponding to c smallest eigenvalues of L. With the optimal Y, the clustering assignment is obtained by conducting k-means on it.
Multi-view Spectral Clustering
For ease of presentation, considering two-view case, x (1) i and x
(2) i denote the same object x i in the first and second views. A general formulation of multi-view based spectral clustering is given in as below:
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Multi-view Spectral Clustering Network
In this section, we propose a deep multi-view clustering method, termed Multi-view Spectral Clustering Network (MvSCN). Different from existing multi-view spectral clustering methods, MvSCN is a deep MvSC which implements the deep neural networks as a parametric function as f θ :
c is the cluster number, and θ denotes the parametric model. Once the representation is obtained with the well-trained θ, k-means is applied to compute the cluster assignments similarly to the traditional MvSC.
Objective Function
To deeply perform multi-view spectral clustering, we propose the following objective function:
where the within-view similarity L (v) 1 enforces similar points as close as possible in each single view and the between-view consistency L 2 aims to learn a common space in which the discrepancy among different views is minimized. λ ∈ [0, 1] is a scalar to balance the contribution of these two losses.
In our objective function, L
(v) 1
and L 2 encapsulate local invariance on manifold and representation consistency via:
and
where W
ij denotes a precomputed similarity graph and y
that is used to handle the v-th view. Note that, we do not explicitly learn a common representation which is close to different view-specific representations. Instead, we learn a common space in which the view-specific representations are as close as possible and obtain the final representation by concatenating the view-specific representations like Lu et al., 2016] did. One major advantage of the common space learning is that fewer variables need optimization, thus remarkably decreasing the optimization complexity. In addition, our experimental results will show that such a simple approach could give a favorite clustering result.
In the objective function, L 2 (Eq.6) is designed to enforce the view-specific representations of the same data points as similar as possible. L (v) 1 (Eq.5) is designed based on the manifold assumption, i.e., the similarity between the data point ij plays an important role to the clustering performance. In fact, recent efforts of SC and MvSC have been devoted to this aspect in the context of shallow models, e.g., low rank affinity matrix and group effect based affinity matrix . Different from these methods, we adopt SiameseNet [Hadsell et al., 2006 ] to learn W (v) ij for improving performance, and will elaborate the implementation in Section 3.2.
Although our network with the above objective function could be easily optimized by the back-propagation algorithm, it will give a trivial solution that maps all inputs to the same point into the common space, i.e.
which makes Eq. 4 achieve the minimizer of 0. In other words, all the data points will collapse into the same point, which is undesirable for clustering task. In order to avoid this issue, a constraint is used to orthogonalize the outputs via
where Y (v) is a n × d matrix in which i-th denotes the y
i . Note that, there are two ways to implement the orthogonal constraint (i.e., Eq. 8). The first one is to incorporate the orthogonal constraint into Eq. 4 as a regularizer, i.e., soft constraint. Such an approach is widely adopted by plenty of shallow models such as SC Ng et al., 2002] and MvSC [Kumar et al., 2011; Lu et al., 2016; , which has suffered from two limitations. On the one hand, a new hyper-parameter is introduced to determine the contribution of the orthogonal term, whose optimal value is hard to find. On the other hand, the soft constraint cannot guarantee the strict orthogonality of Y (v) . Thus, we choose to achieve the orthogonality by recasting the constraint as the top layer of our neural network through the following theorem:
Theorem 1 Given a matrix A and suppose A A is full rank, Q is an orthogonal matrix which is defined as
where L is obtained by Cholesky decomposition as A A = LL and L is a lower triangular matrix.
Proof For a matrix A that A A is full rank, performing Cholesky decomposition gives A A = LL , where L is a lower triangular matrix. Thus L −1 is lower triangular and (L −1 ) is upper triangular. For Q = A(L −1 ) , it is easy to find that Q is an orthogonal matrix by
The proof is complete.
With Theorem 1, we could construct a new layer to implement the orthogonal constraint. To be specific, the orthogonal layer first performs Cholesky decomposition on (Y (v) ) Y (v) to obtain L (v) and then obtains the orthogonal 
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The v-th SiameseNet … Figure 2 : The architecture of the proposed MvSCN. Our model consists m embedding networks which output the representation of original data from different views. In order to obtain the orthogonal representation, each embedding network is followed by an orthogonal layer which performs the QR decomposition with Theorem 1. Once we obtain the representation of the batch data, we compute the objective function and update the network weight using the gradients.
representation viaŶ
. Note that, the full rankness of (Y (v) ) Y (v) could be easily guaranteed by adding a sufficiently small number (e.g., 10 −5 ) at the diagonal elements without loss of generality.
Affinity Learning
Most subspace clustering methods define the local invariance using Euclidean distance with a Gaussian kernel [Ng et al., 2002] or self-expressive representation [Elhamifar and Vidal, 2013; Lu et al., 2016; Yang et al., 2018] from raw data space. Although these methods have shown impressive performance, they may achieve inferior performance when the data distribution is complex. For example, when the data is insufficient sampling.
Different from the aforementioned scheme, we employ SiameseNet [Hadsell et al., 2006 ] to learn W (v) ij for each view. Given pairs of positive (similar) or negative (dissimilar) samples (x i , x j ), SiameseNet learns a parametric model g θ (·) by minimizing the distance of positive pairs while maximizing the distance of negative pairs under the help of the ground-truth. Note that, for ease of representation, we discard the superscript of x (v) i in this section, which will not cause misunderstandings. Formally, the objective function of the SiameseNet is defined as:
, where the ground-truth P = 0/1 if the pair (x i , x j ) is negative/positive, g θ is a neural network to embed the input x i into a latent space, and γ denotes the distance margin which is fixed to 1.0.
In the unsupervised settings including clustering, however, the ground-truth is unavailable. To solve this issue, we construct the positive and negative pairs using the k-NN graph.
To be exact, (x i , x j ) is a positive pair if x j falls into the kneighborhood of x i . To construct the negative pairs, we use x i and its k non-neighbors that are randomly selected. In other words, the positive pairs and the positive pairs are with equal size. Once the SiameseNet achieves convergence, all the data points are passed through the network g θ (·) and the affinity is computed via
Network Architecture and Training
In this section, we elaborate on the structure and training procedure of our multi-view spectral clustering network. As shown in Fig. 2 , the proposed MvSCN consists of two steps involving two networks. The first network learns affinity for each view using a SiameseNet. The second one passes the raw data of each view into an embedding orthogonal space and further projects the view-specific representations into a common space. Note that, these two networks are with only one difference. To be specific, the second one replaces the output layer of the first network with a fully connected layer consisting of c neurons which is followed by the orthogonal layer, where c is the cluster number. More details of the used networks have been presented in the supplementary materials. We train our network in a coordinate descent fashion which alternates between the orthogonalization and the gradient steps. More specifically,
• Orthogonalization steps: to optimize the orthogonal layer, we use the Cholesky decomposition as shown in Eq. 9 and obtain the orthogonal representations for each view accordingly. Note that, we do not require the orthogonality of cross-batch data points and the Cholesky decomposition cannot guarantee this too. However, the batch size is usually set to a large number to achieve smooth orthogonalization results. • Gradient step: for a batch of data, the standard backpropagation is applied to optimize the parameters of the embedding network with the fixed orthogonal layer.
Once our MvSCN achieves convergence, we obtain the final representation by concatenating all view-specific representation together and employ k-means to separate these data into different clusters.
Experiment
In this section, we evaluate the performance of the proposed MvSCN. In details, we compare it with 10 state-of-the-art clustering methods including the single view methods: Spectral clustering (SC) [Ng et al., 2002] , low rank representation (LRR) For the single-view clustering methods, we report their results by concatenating the feature vectors corresponding to all views. To further investigate the contributions of components in the proposed model, we define the following three alternative baselines: 1) MvSCN 1 : which uses the k-NN graph to compute the affinity matrix W. 2) MvSCN 2 : which uses the raw data without data preprocess by the auto-encoder. 3) MvSCN 3 : which discards the L 2 .
All the experiments are implemented using Keras+Tensorflow on a standard Ubuntu-16.04 OS with an NVIDIA 1080Ti GPU. The experiment code will be soon released on Github. In addition, due to space limitation, we provide the full performance comparisons of our method on the supplementary material (https://www.dropbox.com/s/ 48akm1iutn67bdi/SupplementaryMaterial.pdf?dl=0).
Experiment Setting
We carry out experiments on four popular multi-view datasets including:
• Noisy MNIST 1 : We adopt the setting used in [Wang et al., 2015] . Specifically, we use the original dataset as the view 1, and randomly select within-class images to add additive noisy as the view 2. Thus, we obtain a bi-view dataset consisting of 70K samples for each view. • Caltech101-20 (A subset of Caltech101 2 ): The dataset consists of 2386 images of 20 subjects. We follow the setting used in [Zhao et al., 2017] For a comprehensive investigation, we adopt Accuracy (ACC), normalized mutual information (NMI), and Fmeasure (F-mea) to evaluate all the tested methods. A higher value indicates a better performance for all metrics.
Comparisons with State of the Arts
In this section, we compare the proposed MvSCN with 10 state-of-the-art clustering methods on four real-world datasets. To boost the performance and reduce the computational cost, we use a pretrained auto-encoder [Shaham et al., 2018] to reduce the dimensionality for all tested methods. In addition, we use 10K samples randomly selected from Noisy MNIST, Reuters and NUSWIDEOBJ in experiments since most of the baselines are inefficient to handle large-scale dataset. For a fair comparison, we randomly split the dataset into two partitions with equal size, one partition is used to tune parameters for all the methods and the other partition is used for evaluation. Table 1 shows the quantitative comparison with 10 state-of-the-art methods on four datasets. Note that, as DCCA/DCCAE can only handle bi-view dataset, we report their performance on the best two views accordingly. From Table 1 , one could observe that our MvSCN outperforms the compared methods in terms of most the evaluation metrics. Specifically our model achieves 99.18% on Noisy MNIST, which is the best performance to the best of our knowledge. Moreover, our model outperforms compared methods with a large margin on Caltech101-20. Similarly we can see that our method outperforms other methods on Reuters and NUSWIDEOBJ in most cases and LMSC achieves a competitive result in terms of NMI.
Influence of Parameters
In this section, we investigate the influence of the parameters λ and k of our method. To be specific, MvSCN controls the within-view loss L 1 and between-view loss L 2 using λ, and uses the neighborhood size k to determine the ground-truth and the connectivity of the affinity W. We conduct the experiment on the Caltech101-20 dataset. As shown in Fig. 3(a) , one could see that ACC and NMI firstly increase until about 5 × 10 −5 and then decline with increasing λ. Regarding the parameter k, ACC and NMI of our method almost remain unchanged as shown in Fig. 3(b) . In addition, we also investigate the performance w.r.t. training epochs in Fig. 3(c) . As shown, the loss consistently decreases with more training epochs, which declines quickly in the first 30 epochs. Regarding ACC and NMI, they first remarkably increase in the first 30 epochs, and then increase smoothly and slowly. 
Conclusion
In this paper, we proposed a deep multi-view clustering method, termed as multi-view spectral clustering network (MvSCN) which could be the first deep multi-view spectral clustering. Thanks to the collaboration of the within-view invariance, the between-view consistency, the nonlinear embedding network, and the orthogonal layer, MvSCN could learn a common space in which a discriminative representation is obtained to facilitate the clustering performance. Extensive experiments have shown the efficacy of MvSCN compared to 10 state-of-the-art clustering methods on four challenging datasets. In this work, the orthogonal layer is designed to solve the gradient back-propagation problem and trivial solution caused by cooperation of matrix decomposition and neural network. In the future, we plan to investigate the possibility and solution of implementing the constraints such as low-rankness as a neural model.
