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0. INTRODUCTION
We are interested in the Weil representations of the finite unitary and
special unitary groups U = Unq = UEV; f  and SU = SUnq; here E
stands for a finite field of q2 elements and odd characteristic p and V for
a vector space of even dimension n over E endowed with a non-degenerate
hermitian form f . By definition, U is the subgroup of GLV  that preserves
f and SU the subgroup of U consisting of transformations of determinant
one. We shall also concern ourselves with the Weil representations of UM
and SUM—the subgroups of U and SU that stabilize a maximal totally
isotropic subspace M of V—and their common derived subgroup DUM .
The Weil representations of U and SU have been investigated in [3]
and their characters in 2; 3; 6; 7. In an attempt to contribute to the un-
derstanding of the Weil representations we have directed attention to the
following:
(1) Explicit formulae are given to write down the Weil representa-
tions of U, SU, UM , SUM , DUM; and their irreducible components, in ma-
trix form, over a suitable cyclotomic field (Propositions 1 and 2). For the
purpose of producing concrete examples, we equip each of these groups
with a set of generators, on which the Weil representations can be defined
(Lemma 1).
(2) After determining the character fields of the irreducible Weil rep-
resentations (Proposition 7), we compute their Schur indices and exhibit,
whenever possible, a matrix A that conjugates them into matrix representa-
tions over their character fields (Theorems 1 and 2). The matrix A depends
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on a parameter, which in itself is a solution to a norm equation. In half the
cases this solution is explicitly given; in the remaining we can only assert its
existence.
(3) The group GU of unitary similitudes plays an important role, in
as much as it allows us to pass from one Weil representation to another
of the same type (Proposition 5). This enables us to extend the Weil rep-
resentations to GU. We then realize the resulting representation over its
character field (Theorem 3). All norm equations are easily solved in this
case.
(4) By means of GU, we can pass from the matrix Weil represen-
tation R of U to its complex conjugate R, which turns out to be equal
to the contragredient representation R∗. The result is a non-degenerate R-
invariant bilinear form B and a unitary representation of U (Proposition 9).
We study the restriction of B to the irreducible Weil components and find
it to be non-degenerate and antisymmetric precisely when the real Schur
index is equal to two, furnishing yet another proof of the fact that certain
components cannot be realized over the reals (Proposition 10).
To facilitate the reading, we have suited much of our notation to that of
other papers in the subject 6; 7. Special mention should be made regard-
ing Section 2. While the elementary properties of the unitary group and its
subgroups SU, UM , SUM; and DUM are known to the expert, we have sup-
plied the details of the proofs of Lemmas 1, 2, and 3 with the intention of
making the paper accessible to a broader readership.
1. WEIL REPRESENTATIONS OF SYMPLECTIC GROUPS
Denote the involution of E by and its fixed field by K. Fix a non-
zero element θ in E (necessarily not in K) satisfying θ + θ = 0. Given
w1; w2 ∈ V we can write f w1; w2 = Bw1; w2 + θw1; w2 for unique
elements Bw1; w2; w1; w2 ∈ K. This defines a non-degenerate alternate
form  ;  on V , as a vector space over K, and yields the inclusion U ⊆ Sp =
SpKV;  ; , which is independent of θ.
We briefly recall the main ingredients to construct the Weil representa-
tions of Sp as explained in [8].
We start off with the Heisenberg group H = c;w  c ∈ K+; w ∈ V ,
where multiplication is defined by the rule c1; w1c2; w2 = c1 + c2 +
w1; w2; w1 +w2. Note that Sp acts naturally on H by means of c;wg =
c; gw.
Next we pick maximal totally isotropic subspaces M0 and N0 of V; f 
satisfying M0 ∩ N0 = 0 [13, p. 222], and produce from them maximal
totally isotropic subspaces M and N of V;  ; . Since n is even we may just
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take M =M0 and N = N0 (whereas if n were odd we would choose a non-
isotropic vector z of V; f  orthogonal to M0 ⊕N0, and take M =M0 ⊕Kz
and N = N0 ⊕Kθz).
Fix a non-trivial linear character λx K+ → F∗ = ξp; ξq2−1∗ of K+
(where ξs = primitive sth root of unity) and extend it to a character ρ = ρλ
of the maximal abelian subgroup A = c; u  c ∈ K+; u ∈ M of H
by means of ρc; u = λc. View ρ as a one-dimensional representation
A→ GLY , by declaring Y = Fy and ρc; u · y = λcy.
Using the maximality of M and the fact that λ is not trivial we see at
once that the inertia group of ρ in H is A itself, and therefore T = Tλ =
indHAρx H → GLX is an absolutely irreducible representation of H of
degree qn, where X = FH ⊗FA Y = ⊕v∈N0; v ⊗Y , with basis evv∈N =
0; v ⊗ yv∈N .
As observed in [8, Sect. 1] T is Sp-invariant, in the sense that h→ T hg
is a representation similar to T , for all g ∈ Sp. Given a subgroup G of Sp,
we define a Weil representation of G associated to the initial character λ
to be a representation Rx G→ GLX satisfying
RgT hRg−1 = T hg
for all g ∈ G and h ∈ H. In view of [8, Corollary 1] and the absolute
irreducibility of T , every G has precisely G x G′ Weil representations (for
a general G it might be necessary to extend the base field F to allow for
all the twists. ξp; ξq+1 is large enough to suit G = U, while the choice
of F is meant to accommodate G = UM).
2. ELEMENTARY PROPERTIES OF UNITARY GROUPS
We pause to examine some basic properties of U that will be needed
in the rest of this paper. These properties are grouped according to their
nature into the three lemmas below. Additional information can be found
in 9; 10; 11; 13.
Denote by M the set of all maximal totally isotropic subspaces of V; f .
Given any M1; N1 ∈ M define UM1 to be subgroup of U preserving M1
and UM1;N1 the one preserving both M1 and N1. Likewise, U
M1 denotes the
subgroup of U fixing every point of M1, while the corresponding subgroups
of Sp and SU are analogously defined.
An important observation to be made in this connection is that, since n is
even, UM0 is included in SpM , U
M0 in SpM; and UM0;N0 in SpM;N (whereas
if n were odd none of these inclusions would hold. For this reason, under
the present approach, the treatment of the case when n is even differs
significantly from the case when n is odd. We have decided not to treat these
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cases together, and we shall henceforth assume that n is even; accordingly,
M =M0 and N0 = N and the above inclusions hold).
Let u1; : : : ; un/2; v1; : : : ; vn/2 be a basis of V formed by elements ui
of M and vi of N satisfying f ui; vj = f vj; ui = δij , 1 ≤ i; j ≤ n/2 [13,
p. 222]. Given an antihermitian matrix S ∈Mn/2E and Q ∈ GLn/2E set
AS =
 
1 S
0 1
!
BS =
 
1 0
S 1
!
EQ =
 
Q 0
0 Q−1t
!
:
Then in the matrix representation of U relative to the above basis, UM =
SUM (resp. UN = SUN) is the group of all AS (resp. BS), UM;N the one
of all EQ; and SUM;N the one of all EQ such that detQ ∈ K. Moreover
UM = UMoUM;N and SUM = SUMoSUM;N . We shall also be interested in
the subgroup DUM;N of SUM;N consisting of all EQ satisfying detQ = 1,
and the subgroup DUM of SUM defined by DUM = SUMoDUM;N .
Denote by Eij the n/2 × n/2 matrix having a 1 in the i; j entry
and 0’s everywhere else, and set Aiφ = AφEii, Biφ = BφEii,
Cijα = AαEij − αEji, Dijα = BαEij − αEji, Eijα = E1 + αEij,
and F1% = Ediag%; 1; : : : ; 1, where 1 ≤ i 6= j ≤ n/2, φ ∈ E satisfies
φ + φ = 0; and α;% ∈ E (if n = 2 only the types A, B, and F exist). It
is clear that the Aiφ; Cijα (resp. Biφ; Dijα) generate UM (resp.
UN), the Eijα generate DUM;N , and the Eijα; F1% generate UM;N
(resp. SUM;N) if we let % run through E∗ (resp. K∗).
The following sets of generators can be used in combination with Propo-
sitions 1 and 2 to produce concrete examples of Weil representations.
Lemma 1. Let φ0 be a fixed element of E∗ satisfying φ0 + φ0 = 0, γ a
fixed generator of E∗; and β one of K∗. Let α run through all the elements of
a fixed basis of E over Fp.
(a) UM;UN = U and SUM; SUN = SU.
(b) If n > 2 then all the Ei;jα together with A1φ0 and F1γ (resp.
F1β) generate UM (resp. SUM). The corresponding results for N are ob-
tained by replacing A1φ0 by B1φ0.
The entire unitary group U is generated by Ei; jα,A1φ0, B1φ0 and F1γ,
while Ei; jα, A1φ0, and B1φ0 suffice to generate SU.
(c) If n = 2 then UM is generated by A1φ0 and F1γ, and SUM by
F1β, A1φ0; and A1φ0, where  is a non-square in K∗.
(d) U is generated by A1φ0, B1φ0; and F1γ, and SU by F1β,
A1φ0, A1φ0; and B1φ0.
Proof. (a) Let r ∈ SU and set M1 = rM . It is not too hard to see that
given any two elements of M there is a third one having trivial intersection
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with the other two. We can accordingly pick N1 ∈ M having trivial inter-
section with M and M1. Since SU acts transitively on the set of all pairs
of elements of M having trivial intersection (reason as in [9, Sect. 4] mu-
tatis mutandis), there is a rotation s1 ∈ SUM satisfying s1N = N1. Note
that s1SUNs1−1 = SUN1 . Choose next s2 ∈ SUN1 satisfying s2M = M1. It
follows that s2s1−1r ∈ SUM , and therefore r ∈ SUM; SUN, as desired.
The proof for U is similar.
(b) Given 0 6= u ∈ M and 0 6= φ ∈ E satisfying φ + φ = 0 denote
by ρφ;u the unitary transvection w 7→ w + φf u;wu in the direction u.
Observe that ρφ;ui = Aiφ and that Ci; jφα = ρφ;ui+αuj − ρφ;uiρφ;αuj
for any α ∈ E∗. Thus SUM is generated by the transvections ρφ;u. Note
that in view of the preceding matrix representation DUM;N acts transitively
on M \ 0 if n > 2, and therefore all transvections ρφ;u can be obtained
from A1φ0 by means of this subgroup. Indeed, since φ+φ = 0 we have
φ = φ0κ for some κ ∈ K∗. Choose α ∈ E∗ satisfying αα = κ and g ∈
DUM;N such that gu1 = αu. Then gρφ0; u1g−1 = ρφ0; gu1 = ρφ;u, as claimed.
This proves the first part of (b).
The foregoing argument allows us to obtain all A1φ and B1φ starting
from A1φ0, B1φ0; and all Ei; jα. But all A1φ and B1φ produce
F1β, since they generate a full copy of SU2q. Indeed, if we replace
f by the antihermitian form θf and u1; v1 by u1; 1θv1 then SU2q
becomes SL2q and our claim readily follows. The second part of (b) is
now consequence of the first and (a).
(c) is straightforward; the first assertion of (d) follows from and (a)
and (c). If we view SU2q = SL2q, as above, the second assertion be-
comes clear.
Let I denote the set of non-zero isotropic vectors of V; f , PI the set of
all isotropic lines, and NI the set of non-isotropic vectors. Given κ ∈ K∗
set NIκ = v ∈ V  f v; v = κ.
Lemma 2. (a) V has q+ 1 orbits under the action of U, namely 0, I,
and NIκκ∈K∗ . The same is true for SU, except when n = 2.
If n = 2 then SU acts transitively on PI and each NIκ, but given any w ∈ I
the only points of E∗w that can be reached from w by means of SU are the
points of K∗w. Thus V breaks into the 2q+ 1 = 1+ q− 1 + q+ 1 orbits
0, NIκκ∈K∗ , and SUαwα∈E∗/K∗ .
(b) There are q+ 2 = 1+ 1+ 1+ q− 1 UM -orbits in V , namely 0,
M \ 0, I \M; and NIκκ∈K∗ . The same is true for SUM and DUM , except
when n = 2. If n = 2 then V has q2 + 2q + 2 SUM -orbits and q3 + q2 − q
DUM -orbits.
Proof. Since (a) is immediate we shall only prove (b). Let w be any
element of NI. Since n is even V =M ⊕N , and we see that the components
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of w relative to M and N are non-zero. Thus, due to the maximality of M ,
w is not orthogonal to M . Applying this to any two elements w1; w2 of NIκ
we see that there exist u1; u2 in M satisfying f w1; u1 = f w2; u2 = α,
where α+ α = κ.
If we set v1 = w1 − u1 and v2 = w2 − u2, then f v1; v1 = f v2; v2 = 0
and f v1; u1 = f v2; u2 = κ. It follows that the assignment u1 7→ u2,
v1 7→ v2 can be extended to a unitary transformation in UM , and even an
element of DUM provided n > 2. Under this map, w1 7→ w2 as desired.
The case of I\M is even easier, while that of M\0 follows at once from
the matrix representation of UM;N (resp. SUM;N , DUM;N provided n > 2).
If n = 2 there are q + 1 SUM -orbits within both M \ 0 and I \M ,
for the same reasons as in (a). Observe that SU acts regularly on NIκ; we
thus get q + 1 = SU/SUM  SUM -orbits within each NIκ, yielding a total
1+ q+ 1 + q+ 1 + q− 1q+ 1 = q2 + 2q+ 2 of SUM -orbits.
Since DUM acts semi-regularly on I \M and each NIκ, while fixing every
point of M , there are I \M/DUM  + q − 1NIκ/DUM  + q2 = q3 +
q2 − q DUM -orbits.
Denote by N1 the subgroup of E∗ of elements of norm 1. Thus δ ∈ N1
whenever δδ = δδq = δq+1 = 1. Let U′M denote the derived subgroup of
UM and similarly for SU
′
M , etc.
Lemma 3. (a) U′M = SU′M = DUM , UM/U′M ' Cq2−1; and SUM/SU′M
' Cq−1, unless n = 2 and K = F3, in which case SUM ' C6 is abelian. DUM
is perfect provided n > 2 and is abelian otherwise.
(b) The derived subgroup of U is equal to SU, and therefore U/SU '
N1 ' Cq+1. SU is perfect unless n = 2 and K = F3.
(c) ZU = δIV  δ ∈ N1 ' N1.
Proof. (a) U′M;N = SU′M;N = DUM;N and DU′M;N = DUM;N follow
from the matrix representation of these groups. Set Q = % if n = 2 and
Q = diag%;%−1; 1; : : : ; 1 otherwise, and let g = EQ. Then gρφ;u1g−1 =
ρ%%φ;u1 , and therefore g; ρφ;u1 = ρφ%%−1;u1 . Thus all transvections in the
direction u1 are in U
′
M , and even in SU
′
M , provided K 6= F3 or n > 2
(%2 = 1 for all % ∈ K∗ only when K = F3), and DU′M , provided n > 2.
But UM was shown to be generated by the transvections in all directions
0 6= u ∈M , and we can pass from Eu1 to any Eu by means of SUM;N (resp.
DUM;N if n > 2). Thus UM is included in SU
′
M (resp. DU
′
M if n > 2) and
all the assertions follow.
(b) This follows from (a) applied to M and N , in conjunction with
Lemma 1.b).
(c) If g ∈ U commutes with every unitary transvection, then g fixes
every isotropic line. It follows that g must be a scalar; since g preserves the
form f , the scalar must be in N1.
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3. MATRIX WEIL REPRESENTATIONS OF UNITARY GROUPS
We resume the discussion left in the last paragraph of Section 1. Let us
denote by the same symbol R = Rλ the Weil representation of Sp and its
restriction to U. Fix generators γ of E∗, δ = γq−1; of N1, and β = γq+1 of
K∗. Given any 0 ≤ j ≤ q define the linear character νj of U by νjg = ξjtq+1
whenever g ∈ U and det g = δt . In view of Lemma 3 this produces all linear
characters of U, and therefore all Weil representations of U associated
to λ are of the form Rλ;j = Rj = Rvj . Since q + 1 is coprime to their
degree qn, they can be distinguished by their determinantal character. Due
to Lemma 3 they restrict to the only Weil representation of SU associated
to λ. (If n = 2 and K = F3 there are two extra twists. They will be ignored
in what follows.)
In view of [8, Proposition 2] and the inclusions UM ⊆ SpM , UN ⊆ SpN;
and UM;N ⊆ SpM;N we have
Proposition 1. The Weil representation Rj of U is defined as follows on
the basis evv∈N of X
Rjgev =
8>>>>>>><>>>>>>>:
νjg
det gNdet gN
K

egv if g ∈ UM;N
λ
(gv; vev if g ∈ UM
b
K
Xλ−s X
w∈Img−1
λ
(ug;w;wev+w if g ∈ UN:
(1)
Here  ·
K
 denotes the Legendre symbol and b, s, Pλ; and ug;w are as
defined in [8, Section 5]. Of course, b and s are to be computed considering
g as an element of SpN . As a matter of convenience, we have used [8,
Eq. (16)] to modify the original expression appearing in [8, Proposition 2].
We proceed to determine the irreducible components of X relative to R
and hence Rj . Define gδ to be the generator w 7→ δw of ZU and calculate
the eigenspaces of Rgδ as follows. For each 0 6= v ∈ N and 0 ≤ i ≤ q
consider the vector xiv = ev + ξ−iq+1eδv + · · · + ξ−iqq+1eδqv of X. By definition
Rgδxiv = ξiq+1xiv, so that xiv ∈ Xi, the eigenspace of Rgδ corresponding
to the eigenvalue ξiq+1. Since g
δ has order q + 1, X decomposes as X =
X0 ⊕ · · · ⊕Xq.
If we divide N \ 0 into ZU-orbits we easily see that xiv and xiw
are linearly independent elements of X if and only if v and w are ele-
ments in different orbits of N \ 0. Pick exactly one element out of each
ZU-orbit, forming a subset W of N \ 0 of size qn − 1/q+ 1 =
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N \ 0/ZU. This produces qn − 1/q+ 1 linearly independent el-
ements xivv∈W in Xi, 0 ≤ i ≤ q. Set
xi0 =
( q+ 1e0 if i = 0
0 otherwise
(2)
and note that x00 belongs to X0 and is linearly independent of all the x
i
v, v ∈
W . We have thus produced qn = qqn − 1/q+ 1 + qn − 1/q+ 1 + 1
linearly independent elements, and therefore Xi has basis( xivv∈W if 1 ≤ i ≤ q(
x00; x0vv∈W

if i = 0:
(3)
The sub-representation of Rj afforded by Xi will be denoted by Ri; j and
also referred to as the Weil representation of U, while its restriction to SU
will be denoted by Ri. Their characters will be symbolized by ζi; j = ζi; jn
and ζi = ζin, respectively.
Given any 0 ≤ k < q2 − 1 (resp. 0 ≤ l < q− 1) define the linear character
µk (resp. pil) of UM (resp. SUM) by µkg = ξktq2−1 (resp. ξltq−1) whenever
g ∈ UM (resp. SUM) and det gM = γt (resp. βt). Note that if k = q− 1k′
then µk = ν−1k′ on UM since det g = det gM1−q for all g ∈ UM , while if
k = q + 1k′ then µk = pik′ on SUM since β = γq+1. In view of Lemma
3 this produces all linear characters of UM (resp. SUM unless n = 2 and
K = F3) and we shall accordingly define Si; k (resp. T i; l) to be the Weil
representations of UM (resp. SUM) afforded by Xi and twisted by µk (resp.
pil). Finally, Si = T i will denote their common restriction to the only (unless
n = 2) Weil representation of DUM on Xi.
We wish to obtain the matrix representation Ri; j relative to the basis (3).
In order to achieve this we shall make use of the following relations. Given
any element v ∈ N \ 0 we have v = δcvdv for unique 0 ≤ cv ≤ q,
dv ∈ W . Thus
xiv = ξicvq+1 xidv: (4)
We extend the domain of c and d and define c0 = 0, d0 = 0. Note also
that for all v; w ∈ V; % ∈ E we have
%v;%w = %%v;w: (5)
Let v ∈ W and fix 0 ≤ i ≤ q. If g ∈ UM;N then (1) and (4) give
Ri; 0gxiv =
det gNdet gN
K

ξ
icgv
q+1 x
i
dgv; (6)
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while if g ∈ UM then (1), δ ∈ N1; and (5) give
Ri; 0gxiv = λ
(gv; vxiv: (7)
Note that (6) and (7) remain valid if v = 0 (we recall at this point the
definition (2) of xi0). Finally let g ∈ UN and w ∈ Img − 1. By definition
gug;w − ug;w = w, and therefore gδkug;w − δkug;w = δkw, 0 ≤ k ≤ q.
Letting ug; δ
kw = δkug;w we deduce from (5) and δ ∈ N1 that
ug;δkw; δkw = ug;w;w: (8)
It follows from (8) that the expression
λ
(ug;w;wev+w + ξ−iq+1λ(ug; δw; δweδv+w
+ · · · + ξ−iqq+1λ
(ug; δqw; δqweδqv+w (9)
must be equal to the expression
λ
(ug;w;wxiv+w: (10)
This is valid even if v +w = 0, for in this case (9) equals
λ
(ug;w;w(1+ ξ−iq+1 + · · · + ξ−iqq+1e0
=
(
0 if i 6= 0
λ
(ug;w;wq+ 1e0 if i = 0 (11)
which is equal to (10) in view of the convention (2). The equality 9 = 10
together with (1) and (4) thus yield
Ri; 0gxiv =

b
K
Xλ−s X
w∈Img−1
λ
(ug;w;wξicv+wq+1 xidv+w: (12)
Direct verification shows that (12) is still valid in the case of the remain-
ing basis vector x00. Putting (6), (7), and (12) together we get
Proposition 2. The Weil representation Ri; 0 of U is defined as follows on
the basis (3) of Xi:
Ri; 0gxiv =
8>>>>>>>>>><>>>>>>>>>>:
det gNdet gN
K

ξ
icgv
q+1 x
i
dgv if g ∈ UM;N
λ
(gv; vxiv if g ∈ UM
b
K
Xλ−s X
w∈Img−1
λ

ug;w;w

ξ
icv+w
q+1 x
i
dv+w
if g ∈ UN:
(13)
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This yields a matrix representation Ri; 0 of U over the field  = ξp; ξiq+1.
All restrictions and twists of Ri; 0 can be obtained from (13) by substituting
U by SU and/or multiplying the first line of (13) by the corresponding linear
character νj , µk, or pil; the field  is transformed into ξjq+1, ξkq2−1; or
ξlq−1, respectively.
4. IRREDUCIBLE WEIL COMPONENTS
We treat here the irreducibility of the components Xi; 0 ≤ i ≤ q, with
respect to the various unitary groups considered in Section 2 (cf. 3; 7). A
useful technique is based on the isomorphism of Sp-modulesbV ' EndFX (14)
where bV denotes the natural permutation module with basis fvv∈V , af-
fording the Sp-action gfv = fgv. A disguised form of this isomorphism was
first proved by Isaacs [1, Theorem 4.8] and later independently by Ge´rardin
[3, Theorem 4.4]. Here we present yet a third proof.
Proposition 3. The map bV 3 fv 7→ T 0; v ∈ EndFX defines an iso-
morphism between the Sp-modules bV and EndFX.
Proof. Given g ∈ Sp we have
gfv = fgv 7→ T 0; gv = T 0; vg = RgT 0; vRg−1 = gT 0; v:
Since T is absolutely irreducible, the Jacobson density theorem tells us that
the F-span of the T 0; v is all of EndFX. Thus this is a surjection, and
therefore an injection, since the dimensions match.
Corollary 1. Let G be a subgroup of Sp. Denote by oV  the number
of G-orbits of V and by χ any Weil character of G. Then
oV  = χ;χ:
Proof. It suffices to give a proof for the restriction of the Weil rep-
resentation of Sp to G. In this case, passing to the fixed points in the
FG-isomorphism (14) we deduce that bV and EndFX contain the trivial
representation of G an equal number of times, which is a restatement of
the corollary.
Proposition 4. Fix 0 ≤ j ≤ q, 0 ≤ k < q2 − 1; and 0 ≤ l < q− 1. Then
(a) The Ri; j0≤i≤q are non-equivalent absolutely irreducible represen-
tations of U. The same holds for their restrictions Ri0≤j≤q to SU, unless
n = 2.
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(b) If n = 2 then each Ri, 0 ≤ i 6= q+ 1/2 ≤ q, is an absolutely
irreducible representation of SU that satisfies Ri ' Ri′ if and only if i ≡
±i′mod q+ 1, whereas Rq+1/2 breaks down as the sum of two non-equivalent
absolutely irreducible components of degree q− 1/2.
If we view SU2q as Sp2q then the components of Rq+1/2 are equivalent
to the only two types of Weil representations η1, η2 of Sp2q of degree q −
1/2, while if we view it as SL2q then ζ0 = ψ and ζi = θi, 1 ≤ i ≤ q −
1/2, in the notation of [12, Theorem 38.1].
(c) The Si;k are non-equivalent absolutely irreducible representations of
UM for all 1 ≤ i ≤ q, whereas S0; k decomposes into the sum of the two abso-
lutely irreducible components µk and S
0; k
0 , afforded by Fe0 and spanx0vv∈W
and non-equivalent to the above.
The same holds for the T i; l0≤i≤q (with T 0; l = pil ⊕ T 0; l0 ), and even for
their restrictions Si to DUM (with Si = 1⊕ S00), except when n = 2.
(d) If n = 2 then T i; l is the sum of two non-equivalent absolutely irre-
ducible components of T i; l1 and T
i; l
2 degree q− 1/2, unless i = 0 when there
is a third component, namely pil. Moreover, given 1 ≤ i; i′ ≤ q, T i; l ' T i′;l
if and only if i ≡ i′mod 2, while T 0; l = pil ⊕ T 0; l1 ⊕ T 0; l2 and T 0; l1 ⊕ T 0; l2 '
T
i; l
1 ⊕ T i; l2 for all even i.
Each Si, i 6= 0, is the sum of all non-trivial irreducible representations of
DUM , while S0 is the sum of all irreducible representations of DUM .
Proof. (a) follows at once from Lemma 2 and Corollary 1, as does (c)
if we also take into account Proposition 2, in regards to the case i = 0. For
the rest of the proof we assume that n = 2.
It can be verified directly from [7, Lemma 4.1] that ζig = ζq+1−ig
for all g ∈ SU2q. A second application of [7, Lemma 4.1] reveals that the
Steinberg character St and ζ0 agree on the conjugacy classes given in [12,
Theorem 38.1]. Thus ζ0 = St is irreducible.
If we omit the summands corresponding to Rq+1/2 in the computation
of the inner product of the Weil character of SU2q with itself, the above
remarks yield a partial result of at least 2q− 1 = q− 1/2 · 22 + 1. On the
other hand, the total result is 2q+ 1 by Lemma 2 and Corollary 1. This can
only be explained if all Ri, i 6= q+ 1/2, are absolutely irreducible, Ri ' Ri′
if and only if i ≡ ±i′mod q+ 1 and Rq+1/2 decomposes into the sum of the
two absolutely irreducible components, non-equivalent to each other or any
of the above. Since degRq+1/2 = q − 1 the only possible components are
the Weil characters η1 and η1 of [12, Theorem 38.1]. The equality ζi = θi,
1 ≤ i ≤ q − 1/2, can be verified by means of [7, Lemma 4.1] and [12,
Theorem 38.1]. This proves (b).
In regards to SUM , it suffices to prove all assertions when l = 0. A careful
application of [7, Lemma 4.1] reveals that, for 1 ≤ i; i′ ≤ q, ζi = ζi′ holds
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identically on SUM if and only if i ≡ i′mod 2, while ζ0 = 1 + ζi on SUM
for all even i 6= 0. Moreover, the action of −1V on any Xi is −1 if i is odd
and 1 if i is even, and therefore the components of the Xi with different
parity cannot be equivalent. In fact, if i; i′ 6= 0 have different parity then
pilζ
i =
(
ζi if l is even
ζi
′
if l is odd
holds identically on SUM . The remaining assertions now follow from the
fact that η1 and η2 restrict to non-equivalent irreducible representations of
SUM [8].
We proceed alternatively to find the explicit decomposition of T i; 0.
Let u; v be a basis of V , where u ∈ M; v ∈ N; and f u; v = 1.
Recall that β = γq+1 generates K∗ and let t = q − 1/2 − 1. Set
W1 = v;βv; : : : ; βtv, W2 = γv;βγv; : : : ; βtγv; and W = W1 ∪W2. We
easily see that W is a transversal for N \ 0 relative to ZU.
Set Xi1 = spanxiw  w ∈ W1 and Xi2 = spanxiw  w ∈ W2. Proposition 2
shows that Xi1 and X
i
2 are SUM -stable. In fact, if
g =
 
β−1 0
0 β
!
relative to u; v then
xiv → xiβv → · · · → xβtv → xi−v = −1ixiv
xiγv → xiβγv → · · · → xβtγv → xi−γv = −1ixiγv;
while if
g =
 
1 θκ
0 1
!
; κ ∈ K;
then
xiβrv 7→ λκβ2rxiβrv and xiβrγv 7→ λβκβ2rxiβrγv:
If i 6= 0 this produces two non-equivalent absolutely irreducible represen-
tations of SUM over ξp and q− 1 different non-trivial linear characters
of DUM = SUM ' K+, while if i = 0 the extra component Fx00 affords
the trivial representation. Thus the inner product of the Weil character
of SUM (resp. DUM) with itself is precisely 1 + 4 q+12 2 = q2 + 2q + 2
(resp. q − 1q + 12 + 1 = q3 + q2 − q), as predicted by Corollary 1 and
Lemma 2.
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5. COMPARING WEIL REPRESENTATIONS
We tackle next the question of the equivalence between the Weil rep-
resentations associated to different initial characters λ. Given any κ ∈ K∗
we can define the non-trivial character λκx K+ → F∗ by λκκ′ = λκκ′
for all κ′ ∈ K+. These account for all non-trivial characters of K+. As it
turns out the Weil representations associated to different initial characters
λ and λκ are always similar, and it is crucial for us to find a concrete sim-
ilarity between them. In order to do this we shall recur to the group GSp
of symplectic similitudes, as defined in [8, Section 11].
Given any g ∈ GSp there exists a unique κg ∈ K∗ such that gv; gw =
κgv;w for all v;w ∈ V . We extend the action of Sp on H to GSp by
means of c;wg = κgc; gw.
Given κ ∈ K∗ consider the element Bκ of GSp defined by Bκu + v =
κu + v for all u ∈ M and v ∈ N . If we define the group GU of unitary
similitudes to be the subgroup of GLV  that preserves f up to multipli-
cation by a non-zero constant, we see at once that the constant belongs to
K∗ and that GU = UoBκκ∈K∗.
Lemma 4. TλBκ = Tλκ .
Proof. This follows at once from [8, Eq. (5)] and the definition of the
above objects.
Given % ∈ E∗ define the important element g% of UM;N by g%u+ v =
%u + %−1v for all u ∈ M and v ∈ N . Since the norm map is surjective,
given κ ∈ K∗ we can find % ∈ E∗ such that κ = %%. Observe the following
important relation
Bκ
(
%−1 · 1V
 = g%: (15)
Proposition 5. All Weil representations belong to the same similarity class.
More precisely, if κ ∈ K∗ and % ∈ E∗ satisfies κ = %% then Rg% intertwines
Rλ and Rλκ ; that is, for all g ∈ U
Rg%RλgRg%−1 = Rλκg: (16)
The relation (16) remains valid on each component Xi for all Weil represen-
tations of U, SU, UM , SUM; and DUM .
Proof. Consider the automorphism HoU given by hg 7→ hBκgBκ ; in
words, this is conjugation by Bκ as an element of HoGU, restricted to the
normal subgroup HoU. The defining relation of the Weil representation
RλgTλhRλg−1 = Tλhg
gets transformed into
RλgBκTλhBκRλgBκ−1 = Tλ(hgBκ
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which in view of Lemma 4 and (15) is equal to
Rλgg%TλκhRλgg%−1 = Tλκhg:
This last equation implies that
g 7→ Rλgg% = Rg%RλgRg%−1 (17)
must be equal to one of the q+ 1 Weil representations Rλκ; j . Since Rλ and
Rλκ are representations of the perfect group Sp, (17) must be equal to the
only one of the Rλκ; j having trivial determinantal character, namely Rλκ .
This proves the first assertion.
Since Rg% preserves Xi and all Weil representations are twists from
one another, the second assertion follows from the first.
It is also possible to pass from Rλ to Rλb , b ∈ F∗p, by means of Gal
ξp; ξq2−1/ξq2−1. Given b ∈ F∗p define σb ∈ Galξp; ξq2−1/
ξq2−1 by σbξp = ξbp. As an immediate consequence of Propositions 1
and 2 we get.
Proposition 6. With respect to the basis evv∈N of X we have:
Rλb = Rσb
where Rgσb means σb applied to the entries of Rg. The same holds for the
Ri; j , Ri Si; k, T i; l and Si, with respect to the basis (3) of Xi.
6. CHARACTER FIELDS OF THE IRREDUCIBLE
WEIL COMPONENTS
We now compute the character fields of all irreducible Weil representa-
tions considered so far of degree > 1.
Proposition 7. (a) If n > 2 then Ri=ξiq+1, Ri; j=ξiq+1;
ξ
j
q+1, Si=ξiq+1, Si; k=ξiq+1; ξkq2−1, T i; l=ξiq+1; ξlq−1,
S00=, S0; k0 =ξkq2−1 and T 0; l0 =ξlq−1.
(b) If n = 2 then the character fields are as follows:
U—The index Ii; j of Ri; j in ξiq+1; ξjq+1 is one or two, de-
pending on i and j as explained below. Both cases occur. If Ii; j = 2 then
Ri; j = ξiq+1 + ξ−iq+1; ξj+iq+1 + ξjq+1.
SU— ζi = ξiq+1 + ξ−iq+1 and
η1 = η2 = 
p
−1q−1/2q:
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UM—Si; k = ξi+kq+1 and S0; k0  = ξkq+1.
SUM—T i; l1  = T i; l2  = 
p
−1q−1/2q.
Proof. Unitary transformations will be written with respect to an or-
thonormal basis of V; f , unless otherwise stated; the index i will be taken
modulo q+ 1.
(a) Proposition 2 gives a matrix representation of Ri over ξiq+1;
ξp. Thus, by Proposition 6 Ri ⊆ ξiq+1, 0 ≤ i ≤ q. This can also be
seen directly from [7, Lemma 4.1]. In fact [7, Lemma 4.1] gives

(
ξiq+1 + ξ−iq+1
 ⊆ Ri ⊆ ξiq+1 (18)
since ζig = −ξiq+1 + ξ−iq+1 + qn−2 − 1/q + 1 when g = diagδ; δ−1;
1; : : : ; 1 and 1 ≤ i ≤ q.
Note that ζi = ζ−i [7, Lemma 4.1] (see also Proposition 10 below), while
Proposition 4 tells us that ζi = ζ−i if and only if n = 2 or i = 0; q+12 .
Putting this together with (18) we deduce that for all 0 ≤ i ≤ q
Ri =
(

(
ξiq+1

if n > 2

(
ξiq+1 + ξ−iq+1

if n = 2:
(19)
We proceed to compute Ri; j. If g = diagδ; 1; : : : ; 1 then
ζi; jg = −ξjq+1
(ξiq+1 − δi;0 + qn−1 + 1/q+ 1: (20)
But ξiq+1 ⊆ Ri ⊆ Ri; j ⊆ ξiq+1; ξjq+1 if n > 2 or i = 0; q+12 .
We conclude that Ri; j = ξiq+1; ξjq+1 if n > 2, i = 0; q+12 ; or j = 0;
q+1
2 .
We adopt here the notation of Section 2 and let Q = diagδ; δ−1;
1; : : : ; 1, g = EQ ∈ DUM;N . Then ζig = q − 1ξiq+1 + ξ−iq+1 +
qn−4 − 1/q + 1 if 1 ≤ i ≤ q. Reasoning as in (a) we see that the char-
acter field of Si is equal to ξiq+1 for all 0 ≤ i ≤ q, while the one of
S00 is clearly rational. Since S
i; k (resp. T i; l) restricts to Si, the conclu-
sion follows as in (a) by letting g = EQ, Q = diagγ; 1; : : : ; 1 (resp.
Q = diagβ; 1; : : : ; 1).
(b) We treat first the more complicated case of the unitary group. In
view of (20) and ξiq+1 + ξ−iq+1 = Ri ⊆ Ri; j ⊆ ξiq+1; ξjq+1 we
have Ii; j ≤ 2. We shall concentrate exclusively on the cases i; j 6= 0; q+12 ,
for otherwise Ii; j = 1.
Claim. Ii; j = 2 if and only if there exists an m coprime to q + 1
satisfying
mj ≡ i+ jmod q+ 1 and mi+ j ≡ jmod q+ 1: (21)
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Indeed, if Ii; j = 2 then there exists an automorphism ξq+1 −→σ ξmq+1
of ξq+1 that preserves ξiq+1; ξjq+1 and moves some point of
ξiq+1; ξjq+1 and none of Ri; j. Due to (20) ξi+jq+1 + ξjq+1 belongs
to Ri; j. We deduce, first, that Ri; j = ξiq+1 + ξ−iq+1; ξj+iq+1 + ξjq+1
and, second, that ξjq+1 −→σ ξi+jq+1 and ξi+jq+1 −→σ ξjq+1. Indeed, since σ fixes
ξ
i+j
q+1 + ξjq+1 and the sum of two unit vectors non-opposite to each other
determines the summands, either σ swaps ξi+jq+1 and ξ
j
q+1 or fixes both of
them; the latter is impossible, for otherwise σ would fix ξiq+1; ξjq+1.
Thus m satisfies (21), as claimed.
Suppose, conversely, that such m exists. Then ξiq+1 −→σ ξ−iq+1 6= ξiq+1, σ
preserves ξiq+1; ξjq+1 and fixes every point ξja+bq+1 ξiaq+1 + ξibq+1, 0 ≤ a;
b ≤ q. But these elements generate Ri; j due to [7, Lemma 4.1]. Thus
Ii; j = 2, as claimed.
Claim. Ii; j = 1 occurs. Suppose that i is odd and m satisfies (21).
Then (21) gives m2 ≡ 1 mod q+1gcdq+1; i , and therefore m ≡ 1 mod 2 since i
is odd. It follows that jm − 1 ≡ 0 mod 2, which contradicts jm − 1 ≡
imod 2. We conclude that Ii; j = 1 if i is odd. Alternatively, observe that
if i is odd then
ζi; j
(
diagδ;−1ζi; jdiagδ; 1 = −1jξjq+1(ξiq+1 + −1i
−ξjq+1
(
ξiq+1 + 1

is a non-real number within ξiq+1 ∩Ri; j ⊇ ξiq+1 + ξ−iq+1.
Claim. Ii; j = 2 occurs. If 2j + i ≡ 0 mod q+ 1 then m = −1 satisfies
(21). In this case Ri; j = ξjq+1 + ξ−jq+1. An example of a different
nature is obtained by taking q = 23, i = 6, j = 3; and m = 11.
SU—The assertions about η1 and η1 can be found in [12,
Theorem 38.1]; the remaining were proven in (a).
UM—Let g ∈ UM , χg = trace of Si; kg, i 6= 0. Then either the
eigenvalues of g do not have norm 1, in which case [7, Lemma 4.1] gives
χg = 0, or the eigenvalues of g are both equal to a power δt of δ, in which
case, by definition, χg = q− 1ξi+ktq+1 . The proof for S0; k0 is identical.
SUM—Since multiplication by pil merely changes the parity of T i; 0,
we can restrict to the case l = 0. The result now follows immediately from
the fact that T q+1/2; 01 and T
q+1/2; 0
2 are restrictions of η1 and η2. A direct
argument consists of comparing T i; 01 with T i; 01 λκ , κ ∈ K∗. If k = k21 is
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a square then Proposition 4 shows that gk1 conjugates T
i; 0
1 into T i; 01 λκ ,
whereas if κ is not a square we evaluate the characters at any 1 6= g ∈ SUM
and see that they are different. We now obtain the desired result by noting
that T i; 01 λb = T i; 01 σb for any b ∈ F∗p. The proof for T i; 02 is identical.
7. MATRIX WEIL REPRESENTATIONS OVER THEIR
CHARACTER FIELDS
This section is the one of main interest to us. We intend to determine
the Schur indices of the irreducible Weil components by actually realiz-
ing the corresponding matrix representation over a suitable field (which in
most cases turns out to be the character field). The idea is to start off with
the Weil representation (13) and find a suitable change of basis that will
render a matrix representation over the required field. How (13) is trans-
formed into its Galois conjugates will prove to be an indispensable piece of
information.
We remark that if one is not interested in the actual realization, there
is enough information in the literature [4, Theorem 4.2; 6, Lemma 4.4; 6,
Corollary 4.5] to compute the Schur indices of all the Weil components of
Unq and SUnq when n ≥ 3, whether n is even or odd. This method,
due an anonymous referee, will be expounded in the next section.
We begin by taking a closer look at the basis (3) of Xi. It is constructed
upon a transversal W of N \ 0 relative to N1. We wish to select a well-
ordered transversal W;< carefully enough, so as to render the matrix of
the intertwining operator between Ri; 0 and its Galois conjugate Ri; 0σb in
rational canonical form.
For this purpose we fix, once and for all, b = γq2−1/p−1 = generator
of F∗p, α = γq−1/p−1 = element of norm b and % = α−1. Note that
%p−1 = γq−1 = δ. Consider the operator Li of Xi, defined by Lixiv =
xi%v = ξic%vq+1 xid%v. Note that, due to Proposition 2, Ri; 0gα =  bK n/2Li.
Therefore Li is an intertwining operator between Ri; 0 and Ri; 0σb , due to
Propositions 5 and 6. What we need from W;< is specified below.
Proposition 8. It is possible to construct a transversal W of N \ 0 rel-
ative to N1 and a well order < on it, so that the matrix of Li relative to the
well-ordered basis ( xivv∈W;< if i 6= 0(
x00; xivv∈W;<

if i = 0
(22)
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is equal to 0BBBBBB@
1 0 · · · 0
0 Ep− 1; 1
:::
: : :
0 Ep− 1; 1
1CCCCCCA if i = 0 (23)
and 0BBB@
E
(
p− 1; ξiq+1

: : :
E
(
p− 1; ξiq+1

1CCCA if i 6= 0: (24)
Here
Ep− 1; a =
0BBBBBBBBB@
0 0 · · · a
1 0 · · · 0
0 1 · · · 0
:::
:::
:::
0 0 · · · 0
1CCCCCCCCCA
denotes the companion matrix of the polynomial tp−1 − a.
Proof. Fix a basis v1; : : : ; vn/2 of N over E. Observe that 1; γ; : : : ; γs−1 is
a transversal for E∗ relative to %, where s = q−1
p−1 , and that 1; %; : : : ; %
p−2
is a transversal for % relative to N1 = δ. Thus the well-ordered set
J = 1 < % < %2 < · · · < %p−2 < · · · < γs−1 < %γs−1 < · · · < %p−2γs−1
is a transversal for E∗ relative to N1.
Given 1 ≤ t ≤ n/2 define Wt = 
Pn
i=1 ivi  t ∈ J and W =
S
1≤t≤n/2 Wt .
Observe that W is indeed a transversal for N \ 0 relative to N1. In order-
ing W we first declare W1 < W2 · · · < Wn/2, so that it only remains to order
each Wt . Set cWt = Pni=1 ivi  t = 0, and given any element bv ∈ cWt we
let v =bv + vt and mimic the order of J, declaring the elements in
Stringt; v = v < %v < · · · < %p−2v < · · · < γs−1v < %γs−1v
< · · · < %p−2γs−1v (25)
to be consecutive in Wt . Note that Stringt; v ∩ Stringt ′; v′ = Z, un-
less t = t ′ and v = v′. Therefore Wt is the disjoint union of the strings
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Stringt; v, v ∈ cWt , and we link them together by a lexicographic order
imposed on the bv′s of cWt , which are thought of as words in the ordered al-
phabet E = 0 < J < δJ < · · · < δqJ. Thus, the way to go in W is: first pick
a Wt and then the elements of cWt in alphabetical order to form the strings
(25), until we exhaust all elements of cWt and all the Wt .
Given 1 ≤ t ≤ n/2, bv ∈cWt; and 0 ≤ r ≤ s − 1 we have
Lix
i
γrbv+vt = xi%γrbv+vt; : : : ; Lixi%p−2γrbv+vt = xiδγrbv+vt = ξiq+1xiγrbv+vt:
Since we also have L0x
0
0 = x00, the matrix of Li in the basis (22) is indeed
equal to (23) if i = 0 and (24) if i 6= 0.
We shall also make use of the following technical result:
Lemma 5. Write q = pm, let 0 ≤ i ≤ q and set  = ξiq+1,  = ξp.
Then
(a) The norm equation
N/x = ξiq+1 (26)
is solvable if and only if i 6= q+ 1/2.
(b) The norm equation
N/x = −1 (27)
is solvable if and only if i 6= 0; q+ 1/2.
Proof. We shall treat both cases simultaneously.
Necessity. Suppose that i = 0 or i = q + 1/2. Then  =  and  =
ξp. Pairing each τ ∈ Galξp/ with its complex conjugate we see
that Nξp/x is always non-negative. Thus (26) is unsolvable when i =q+ 1/2, while (27) is unsolvable in either case i = 0; q+ 1/2.
Sufficiency. We apply the Hasse norm theorem; we need only consider
the case of a ramified prime, namely one lying over p. To this end let
t = q+1gcdi;q+1 be the order of ξ = ξiq+1 and let 8 = pξ. By Hensel’s
lemma 8 contains a primitive ps − 1th root of unity η, where s is the order
of p modulo t. Since 8ξp x 8 = p− 1, we have N8ξp/8η = ηp−1 so
ξ is certainly a norm if its order divides the order of ηp−1; that is, if
t
 ps − 1p− 1 : (28)
Likewise, −1 is a norm if
2
 ps − 1p− 1 : (29)
Since (26) is certainly solvable when i = 0, we shall assume henceforth
that i 6= 0; q+ 1/2. Two cases arise:
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Case 1. t is odd, or equivalently gcdt; p − 1 = 1. Then t, which al-
ready divides ps − 1, must also divide ps − 1/p− 1, as required in (28).
Moreover, since tq+ 1, we have
pm ≡ −1 mod t: (30)
In view of (30) and the definition of s we deduce s  2m. We claim that s is
even; otherwise s  m and a fortiori pm ≡ 1 mod t. In conjunction with (30)
this implies t  2, which means that i = 0 or i = q+ 1/2, a contradiction.
Thus s is even and therefore (29) holds.
Case 2. t is even, or equivalently gcdt; p − 1 = 2. It then suffices to
prove (28). As above s  2m but s does not divide m. Therefore s = 2s0
and m/s0 = 2l + 1 is odd. We can thus write m = sl + s0 and a fortiori
pm = pslps0 . Given that pm ≡ −1 mod t and ps ≡ 1 mod t we have ps0 ≡
−1 mod t, whence ps − 1 = p2s0 − 1 = ps0 − 1ps0 + 1 is divisible by
p− 1t, as required in (28).
Theorem 1. Suppose that n > 2 and i 6= q+ 1/2. Then the irreducible
Weil components of U, SU, UM , SUM; and DUM can be realized over their
character fields.
Proof. Set  = ξiq+1 and  = ξp and let σ = σb be genera-
tor ξp 7→ ξbp of Gal/. Suppose that yi ∈  is a solution to the norm
equation
N/x = ξ−iq+1: (31)
For all 1 ≤ r ≤ t = qn − 1/q+ 1p− 1 define the same p− 1×p− 1
matrix (to be read from right to left)
Ar =
0BBB@
yiy
σ
i · · · yσ
p−3
i b
σp−2
0 · · · yibσ0 b0
:::
:::
:::
yiy
σ
i · · · yσ
p−3
i b
σp−2
p−2 · · · yibσp−2 bp−2
1CCCA ;
where b0 = ξp, b1 = ξσp; : : : ; bp−2 = ξσ
p−2
p . Set next
A =
0BBBBB@
1 0 · · · 0
0 A1
:::
: : :
0 At
1CCCCCA if i = 0 and
0BBB@
A1
: : :
At
1CCCA if i 6= 0:
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Proposition 2 realizes Ri; 0 over . The discussion preceding Proposition
8 shows that Li intertwines Ri; 0 and Ri; 0σ . In view of Proposition 8 we
can now apply [8, Propositions 7 and 8] to conclude that ARi; 0gA−1 has
all entries in ξiq+1 for all g ∈ U.
In light of the description of the character fields given in Proposition 7,
the same A conjugates all restrictions and twists of Ri; 0 above indicated
into matrix representations over their character fields. This includes the
irreducible components of X0 relative to UM , SUM; and DUM , because A
preserves spanx00 and spanx0vv∈W .
It remains to determine yi. If the order t of ξ
i
q+1 is odd then gcdt; p−
1 = 1, so that −1 = a1t + a2p− 1 for some integers a1; a2. Thus setting
yi = ξia2q+1 we get N/yi = ξ−iq+1, as desired. If the order of ξiq+1 is even
we are forced to appeal to Lemma 5 to establish the existence of yi.
Note 1. Due to its different nature, we have excluded the case n = 2; i 6=
q+ 1/2 from the foregoing analysis. The situation can be summarized as
follows.
U—If Ii; j = 1 then Theorem 1 realizes Ri; j over its character
field. We claim that the Schur index of Ri; j is one, even if Ii; j = 2. In
view of the proof of Proposition 7 we can assume that i 6= 0; q+12 is even.
For such fixed i the Ri; j0≤j≤q are non-equivalent to each other (look
at the character value −ξjq+1ξiq+1 + 1) and restrict to Ri. By Frobenius
reciprocity indUSUζ
i = P0≤j≤q ζi; j . Since i is even ζi can be realized over
its character field ξiq+1 + ξ−iq+1 [5, Theorem 3.1]. It follows from [14,
Corollary 10.2] that each ζi; j can be realized over ζi; j ⊇ ζi, as
claimed.
SU—The Schur indices of ζi = θi can be found in [5].
UM—Theorem 1 realizes Si; 0 and S
0; k
0 over their character fields.
SUM; all i—If we continue the reasonings of Propositions 4 and
7 we deduce, precisely as in [8], that, when n = 2, T i; 01 and T i; 02 can be
explicitly realized over their character fields if i is even or q ≡ 3 mod 4,
whereas their Schur indices are equal to two if i is odd and q ≡ 1 mod 4.
Theorem 2. Denote by S either of the representations Rq+1/2; j (n ≥ 2),
Sq+1/2; k (n ≥ 2), T q+1/2; l (n ≥ 4), Rq+1/2 (n ≥ 4) or Sq+1/2 (n ≥ 4). Let
 be the character field of S, as indicated in Proposition 7, and let  = ξp.
Then
(a) S can be realized over  if and only if the norm equation
N/x = −1 (32)
is solvable.
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(b) Eq. (32) is solvable for Rq+1/2;j if and only if j 6= 0; q + 1/2,
while in the case of Rq+1/2 is never solvable.
(c) If i = q + 1/2 and j = 0; q + 1/2 then there is a quadratic
extension of  over which S can be realized.
Proof. (a) If yq+1 is a solution to the norm Eq. (32) then substituting
Ri; 0 by S in the first paragraph of the proof of Theorem 1 we obtain the
desired realization.
Suppose, conversely, that S can be realized over  via some A. Then [8,
Eq. (31)] must be solvable, where L = Lq+1 where σ = σb is defined as in
Theorem 1 and L = Lq+1. Applying [8, Eq. (31)] to itself p− 1 times, using
the description of L given in Proposition 8, we see that (32) must then be
solvable.
(b) Once  has been identified by means of Proposition 7, Lemma 5
readily applies.
(c) This is the immediate consequence of (a), (b), and the Brauer–
Speiser theorem. Alternatively, [8, Proposition 10] shows how to solve (32)
for a quadratic extension of  (and a suitable ) and indicates what mod-
ifications are required in the proof of Theorem 1 to obtain the desired
realization.
8. SCHUR INDICES OF IRREDUCIBLE
WEIL REPRESENTATIONS
This section deals with Schur indices of the irreducible Weil components
of Unq and SUnq, with the exception of SU2q which can be found in
[5] (the translation into characters of SL2q can be found in Proposition 4).
We shall extraordinarily allow n to be odd for the remainder of this section
and denote by mi; jn and min the rational Schur indices of ζ
i; j
n (n ≥ 2) and
ζin (n ≥ 3), respectively. We collect below all data regarding mi; jn and min
gathered in the previous section.
Corollary 2. Let n be an even natural number. If n ≥ 2 then
mi; jn =
(
2 if i = q+ 1/2 and j = 0; q+ 1/2
1 otherwise
while if n ≥ 4 then
min =
(
2 if i = q+ 1/2
1 otherwise:
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An alternative way (due to an anonymous referee) to find the Schur
indices mi; jn when n > 2, regardless of the actual realization, but for both
n even and odd, is as follows,
The starting point is a result of Ohmori [4, Theorem 4.2] to the effect
that mi; jn = 1, provided that n ≥ 3 is odd and i 6= 0. Embed Unq in
Un+1q by means of g 7→ diagg; 1.
(1) Let n ≥ 4 be even. Fix a j, 0 ≤ j ≤ q and let χ be the char-
acter of Un+1q denoted by ζq+1/2; jn+1 in [7]. The character field of χ
is  = ξjq+1 due to [7, Lemma 4.1]. Now χUnq =
P
i 6=q+1/2 ζi; j in
view of [6, Lemma 4.4] (which is also valid for the unitary group, as its
proof shows). According to Proposition 7  ⊆ ζi; j for all i and the
components ζi; j of χUnq are non-equivalent to each other due to Propo-
sition 4. On the other hand, since n + 1 is odd and qn+1 + 1/q + 1 =
degχ is coprime to q, χ can be realized over  due to Ohmori’s re-
sult. It follows from [14, Corollary 10.2] that mi; jn = 1 whenever i 6=
q+ 1/2.
To treat the case i = q + 1/2 we argue precisely as above, but start-
ing from χ = ζj; jn+1, where j 6= 0; q + 1/2. The (new part of the) con-
clusion is that mq+1/2; jn = 1 if j 6= 0; q + 1/2. On the other hand
if j = 0; q + 1/2 then mq+1/2; jn = 2 because mq+1/2n = 2 [6, Corol-
lary 4.5].
(2) Now let n ≥ 3 be odd. It remains to determine m0; jn . We reason as
in (1), starting again from χ = ζj; jn+1, j 6= 0; q+ 1/2, which is now known
to have Schur index 1. We conclude that m0; j = 1 if j 6= 0; q + 1/2. If
j = 0; q+ 1/2 then m0; jn = 2 because m0n = 2 [6, Corollary 4.5].
We are very grateful to the referee for the above valuable contribution
to this article. In view of the foregoing remarks Corollary 2 can be comple-
mented as follows:
Corollary 3. Let n ≥ 3 be an odd natural number. Then
mi; jn =
(
2 if i = 0 and j = 0; q+ 1/2
1 otherwise
and
min =
(
2 if i = 0
1 otherwise:
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9. WEIL REPRESENTATIONS OF GROUPS
UNITARY SIMILITUDES
Recall the definition
GU = g ∈ GLV   ∃% ∈ E∗ such that f gv; gw = %f v;w
for all v;w ∈ V }:
and the fact that GU = UoBκκ∈K∗, where Bκu+ v = κu+ v for all u
in M and v in N . In view of (15) and Proposition 5 Rλ is invariant under
all the Bκ. Moreover, (15) shows that, in fact, all of U, SU, UM , SUM , and
DUM are GU-invariant. It is therefore possible to extend the irreducible
Weil representations of these groups by specifying what the Bκ should do.
It is, of course, sufficient to restrict our attention to Bβ, where β = γq+1
generates K∗.
Since γγ = β, Ri; 0gγ intertwines Ri; 0 and Ri; 0Bβ , due to Proposi-
tion 5. However, the order of Bβ is q− 1 and(
Ri; 0gγ
q−1 = Ri; 0(gγq−1 = Ri; 0gδ = ξiq+1 · 1Xi :
We are therefore forced to define the operator P corresponding to Bβ in
either of the q− 1 ways,
P = Ri; 0gγξ−iq2−1τβ; (33)
where τ runs through the linear characters β → ξq−1.
It is clear that (33) defines (Weil) representations of GU, SUoBβ;
UMoBβ; SUMoBβ; and DUMoBβ on Xi, denoted by Ri; j; τ, Ri; τ,
Si; k; τ, T i; l; τ, and Si; τ.
There are two main differences between these Weil representations and
the previous ones (n > 2): All Schur indices are one and all norm equa-
tions are easily solvable. First, the new character fields  are the old ones
enlarged by ξ−iq2−1τβ; this is so because they all contain ξiq+1 and the char-
acter value at P . Second, if we set  = ξp, then Li is still an intertwining
operator between the Galois conjugate representations, since Li commutes
with P—all the gκ commute—and P is fixed by Gal/. Thus, the proof
of Theorem 1 goes through if we can find yi satisfying (31). But this is now
easy, just set yi = ξ−iq2−1τβq−1/p−1. We have proven
Theorem 3. If n > 2 then the Weil representations of GU, SUoBβ,
UMoBβ, SUMoBβ; and DUMoBβ can be realized over their character
fields.
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10. INVARIANT BILINEAR FORMS
Denote by Tλ∗ and Rλ∗ the representations of H and Sp contragre-
dient to Tλ and Rλ, respectively. From
RλgTλhRλg−1 = Tλhg
we get
Rλ∗gTλ∗hRλ∗g−1 = Tλ∗hg: (34)
Using [8, Eq. (5)] we can write down the action of Tλ∗ relative to the
basis e∗vv∈N of X∗, dual to evv∈N . We discover that what Tλ∗ does to
e∗vv∈N is precisely what Tλ−1 does to evv∈N . In other words, the matrix
representation of Tλ∗ relative to e∗vv∈N is equal to that of Tλ−1 relative
to evv∈N . But we know from first principles that the former must also be
equal to h 7→ Tλh−1t relative to evv∈N . We conclude that
Tλh = Tλ−1h = (Tλh−1t : (35)
Since Weil representations are unique (34) and (35) imply that
Rλg−1t = Rλg: (36)
This tells us that, relative to evv∈N , Rλ is a unitary representation of Sp
and, of course, all of its subgroups.
We come back to the setting of the unitary group and observe that if
we put Propositions 5 and 6 together with (36) we obtain that, for any κ
satisfying κκ = −1
RgκRλgRgκ−1 =
(
Rλg−1t
or equivalently
RλgtRgκRλg = Rgκ: (37)
Since B = Rgκ is invertible, (37) says that B is a non-degenerate bi-
linear form on X, invariant under the action of U via Rλ. Noting that κ−1
works as well as κ we can restate (37) as follows.
Proposition 9. If κκ = −1 then the bilinear form B on X defined by
Bew; ev =
(
1 if w = κv
0 otherwise
for all v;w ∈ N is invariant under the action of U via Rλ.
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This, of course, ceases to be true for Rλ; j unless νjg2 = 1 for all g, that
is, unless j = 0; q + 1/2. For this reason we shall henceforth restrict our
attention to R = Rλ and its components Ri; 0. To fix ideas we shall assume
that κ = γq−1/2.
How does B behave with respect to the Ri; 0? We know that, given
Ri; 0, there is only one amongst the Ri
′; 0 that can possibly be equivalent
to Ri; 0∗, and this is in fact R−i; 0 if we work modulo q + 1 (use [7,
Lemma 4.1] and the fact that the Ri
′; 0 are not equivalent to each other).
Moreover, while R0; 0 and Rq+1/2; 0 are the only self-contragredient repre-
sentations amongst the Ri; 0, they still differ substantially, in the sense that
the former can be realized over  whereas the latter cannot—the norm
equation (32) is transformed into the unsolvable equation N/x = −1.
We can encode all this information as follows.
Proposition 10. The bilinear form B satisfies
BXi×Xj =
(
non-degenerate if i ≡ −jmod q+ 1
0 otherwise:
Moreover BX0 is symmetric, whereas BXq+1/2 is antisymmetric. BX0 is also
GU-invariant in the two cases, τβ = 1 and τβ = −1, when τ is real.
Proof. We shall give a direct proof, independent of the preceding dis-
cussion. Let v;w ∈ N \ 0. We need to compute Bxiw; xjv; that is,
B
(
ew + ξ−iq+1eδw + · · · + ξ−iqq+1eδqw; ev + ξ−jq+1eδv + · · · + ξ−jqq+1eδqv

: (38)
If w 6= κv; κδv; : : : ; κδqv then (38) is equal to zero. If w = κδrv set v′ = δrv
and rewrite xiv in (38) as ξ
−ir
q+1x
i
v′ . Using the bilinearity of B we are thus
reduced to the case w = κv. In this case (38) is equal to
1+ ξ−i+jq+1 + · · · + ξ−qi+jq+1 =
(
0 if i 6≡ −jmod q+ 1
q+ 1 otherwise:
Note also that x00 is orthogonal to all other x
i
v, v 6= 0, and that Bx00; x00 =
q + 12. Since the entire matrix B is invertible, all the non-zero blocks
must be invertible, as claimed.
We proceed to distinguish between the natures of BX0 and BXq+1/2 . Since
κ = γq−1/2 and w = κv we have κ2 = δ and κw = δv. Thus
B
(
xiv; x
i
w
 = ξ−iq+1 + ξ−3iq+1 + ξ−5iq+1 + · · · + ξ−2q−1iq+1 + ξ−2q+1iq+1
=
(−q+ 1 if i = q+ 1/2
q+ 1 if i = 0:
Hence BX0 is symmetric and BXq+1/2 antisymmetric, as claimed.
weil representations 187
In order to see that BX0 is GU-invariant in the two cases when τ is real,
just observe that in these cases (33) gives P = ±Ri; 0gγ and that Ri; 0gγ
leaves BX0 invariant.
Note 2. The above constitutes (via the Brauer–Speiser theorem) yet an-
other proof of the fact that mq+1/2n = 2 when n ≥ 4.
Note 3. A similar behavior to that of B with respect to the components
Xi is encountered in the setting of the regular representation. Specifically,
let G be any finite group and let X afford the regular representation of G
over some field F whose characteristic does not divide G. Thus X has a
basis fgg∈G and Bfg; fg′  = δg; g′ is a G-invariant non-degenerate bilinear
form on X. If X1; : : : ;Xr are the distinct components of X then
BXi×Xj =
(
nondegenerate if Xi is contragredient to Xj
0 otherwise.
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