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Определена  взаимосвязь между  характеристиками стохастических подмножеств 
пространственной области определения, на которой задан пространственно-временной 
пуассоновский поток, и его плотностью интенсивности. В качестве критерия использовано 
равенство нулю вероятности наступления событий потока на этих подмножествах. Приведены 
примеры. 
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Введение 
Случайные точечные процессы или случайные процессы, характеризуемые высокой 
степенью локализации событий, имеют фундаментальное значение и находят применение 
все в новых и новых  областях как теоретических исследований, так и при решении прак-
тически важных задач. Их характеристики достаточно хорошо изучены [1-7]. Вместе с тем 
существует ряд приложений, представленных, например в [8-10], для которых возникает 
необходимость выявления новых закономерностей точечных процессов. Это прежде всего 
касается временных пуассоновских процессов, события которых локализованы в 
nR  
[7, с.23-39, 11, с.221-226].  
Такие процессы будем называть пространственно-временными пуассоновскими пото-
ками. Они характеризуются плотностями интенсивности  [7, с. 26]. В [1-7,11] структуры 
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пространственных областей пуассоновских потоков не предполагают наличие в них сто-
хастических  подмножеств, для которых вероятностная мера потока варьировалась бы. 
Однако для ряда практических задач, связанных, в частности, с рациональным распреде-
лением поисковых усилий информационных систем [8-10], пространственная область оп-
ределения или пространственное множество, на котором задан пространственно-
временной пуассоновский поток, может содержать такие подмножества. 
Стохастические, в общем случае нестационарные, подмножества значений простран-
ственных аргументов пространственной области определения точечного процесса, для ко-
торых вероятность возникновения событий потока равна нулю, будем называть подобла-
стями неоднородности.  
В известной литературе, посвященной исследованию точечных процессов, анализ 
случайных потоков, заданных на пространственных областях, содержащих подобласти 
неоднородности, не проводился.  
В связи с этим определение  взаимосвязи между априорными или апостериорными (в 
зависимости от способа их задания)  вероятностными характеристиками подобластей не-
однородности пространственной области определения, на которой задан пространственно-
временной пуассоновский поток, и его плотностью интенсивности представляется акту-
альным. 
В работе для пространственно-временного пуассоновского потока в соответствии с 
критерием равенства нулю вероятности наступления событий потока на подобластях не-
однородности пространственной области определения устанавливается взаимосвязь меж-
ду  характеристиками этих подобластей и плотностью меры интенсивности потока. 
1. Постановка задачи 
Рассмотрим вначале пространственную область определения (пространственное мно-
жество) nX R , на котором задан пространственно-временной пуассоновский поток, не 
содержащую подобластей неоднородности.  
Введем для пуассоновского потока обозначение ( , ), nx t x R  . Такое обозначение 
является формальным, однако позволяет по аналогии с [7, стр. 24] получать выражения 
для временных пуассоновских процессов, порождаемых ( , )x t . Покажем это. Пусть для 
непересекающихся измеримых подмножеств пространства X  выполняются условия  
 
Тогда любые два временных потока событий, определяемых как интегралы от ( , )x t  по  
n  - мерной мере Лебега 




t x t dx t x t dx       (1) 
будут независимыми и пуассоновскими, а  интегральный временной поток событий в X
определяется  из ( , )x t   в соответствии с теоремой о суперпозиции [7, стр. 31] 
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( ) ( , ) ( , ) .
r
rX X
t x t dx x t dx       (2) 
Здесь и далее 1 2 ... ndx dx dx dx   . 
Меры интенсивности или интенсивности временных потоков событий, порождаемых 
( , )x t , зададим через интеграл по мере Лебега от плотности интенсивности ( , )x t  про-
странственно-временного пуассоновского потока [7, стр. 26] 




t x t dx t x t dx       (3) 
( ) ( , ) ( , )
r
rX X
t x t dx x t dx     , (4) 
где ( ), ( )i jt t   - интенсивности независимых временных пуассоновских потоков соответ-
ственно ( ), ( )i jt t  ; ( )t  - интенсивность интегрального временного потока  ( )t . 
Отметим, что приведенные модели (3), (4) соответствуют неатомическим мерам ин-
тенсивности временных пуассоновских потоков [7, стр. 26]. 
Вероятности наступления q  очередных событий ( 0,1,2,....q  ) в ,i jX X X  и в X  в 
целом на интервале времени [ , ]t t   составляют [13, стр. 421] 
1





P t t q t dt t dt
q
 
       
 
       (5) 
где , ,i j   . 
Рассмотрим теперь пространственную область определения, содержащую подобласти 
неоднородности (множества значений пространственных аргументов, для которых веро-
ятность возникновения событий потока равна нулю). Для подобластей неоднородности 
введем следующие обозначения 
0( ) , (0), 1, .k k kD t X D D k K    (6) 
Рассмотрим случай, когда формы подобластей неоднородности (6) и их угловые по-
ложения относительно их центров на интервале времени [0, ]T  определены и неизменны 
(здесь T - время анализа), а положения самих центров в X  являются случайными. То есть 
каждая подобласть ( )kD t  является случайным сдвигом в пространстве фиксированной и 
известной области 0kD .  
Будем полагать, что наступление событий, связанных с потоком ( , )x t , в них невоз-
можно. Пусть каждой из подобластей неоднородности может быть поставлен в соответст-
вие непрерывный векторный случайный процесс  
( ) , 1,k t X k K   , (7) 
описывающий  перемещение в X  центра ( )kD t , для которого известна плотность распре-
деления ( , )kw x t . Случайные процессы ( ), 1,k t k K   будем полагать независимыми как 
друг от друга, так и от исходного пуассоновского процесса. Введем в подобластях 0kD  
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декартовы системы координат 1 2[ ... ], 1,
T
k k k kn k K      с центрами в точках 
0(0)k k  . Тогда в каждый момент времени 0t   точкам подобластей ( ), 1,kD t k K  мо-
гут быть поставлены в соответствие случайные величины 
0( ) ( ) , ( ) ( ), , 1,k k k k k k kt t t D t D k K         . (8) 
Вид плотности распределения точки подобласти неоднородности ( )kD t , соответст-
вующей некоторому вектору ( ) ( )k kt D t   в момент времени t , непосредственно следует 
из [13, стр. 26] и определяется выражением ( , )k kw x t .  
Определим критерий взаимосвязи параметров пространственно-временного пуассо-
новского потока и характеристик подобластей неоднородности. Для этого рассмотрим по-
добласть пространственной  области определения 
( ) ,X x X   (9) 
где ( )X x  - малая окрестность точки x  с мерой Лебега         [12, стр. 251]. 
Для ( )X x  получим  
( )
( , ) ( , )
X x
x t x t dx 

   . (10) 
Здесь ( , )x t  - временной пуассоновский процесс, порождаемый ( , )x t  в подобласти 
X  , заданной  в окрестности  точки x . 
Обозначим через  A  событие, из временного потока  ( , )x t  на некотором произ-
вольно выбранном интервале времени [ , ] [0, ]t t T   (здесь t T  ).  
Определим соотношение для  критерия взаимосвязи между областью определения 
пространственно-временного пуассоновского потока и его вероятностными характеристи-
ками. в следующем виде: 
 
  
Критерий представляет из себя равенство нулю вероятности наступления события, 
порождаемого временным пуассоновским процессом ( , )x t , при условии, что подоб-
ласть X принадлежит какой-либо из подобластей неоднородности или их пересечению 
Поставим задачу определить плотность интенсивности         пространственно-
временного случайного потока         , удовлетворяющую критерию (11), то есть услов-
ную плотность интенсивности, где в качестве условия выступает принадлежность точек 
пространства состояний потока стохастическим подобластям неоднородности. 
Здесь через         обозначена плотность интенсивности потока          с областью 
определения, включающей в себя K  подобластей неоднородности (6). Функция        , 
как и ( , ),x t  полагается интегрируемой по x . По аналогии с (10) 
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2. Плотность интенсивности пространственно-временного 
пуассоновского потока со пространственной областью определения, 
включающей подобласти неоднородности 
Определим для X   две гипотезы 
0 1
1 1




H X D t H X D t t t T 
 
   U U  (13) 
для которых 0 0 1 1 0 1{ } , { } , 1P H P P H P P P    . 
Событию A  соответствуют две условные вероятности 0 1( / ), ( / )P A H P A H . Тогда 
0 0 1 1( ) ( / ) ( / )P A P A H P P A H P  . (14) 
Из критерия взаимосвязи (11) следует, что 1( / ) 0P A H  , тогда 
0 1( ) ( / )(1 )P A P A H P  . (15) 
Определим значения 0( ), ( / )P A P A H  в терминах характеристик случайных потоков 
(10), (12). 
 




где    
               - интенсивности случайного потока в подобласти ( )X x  соответст-
венно, если 1 1{ }P H P  и  0{ } 1P H  ; ( )o X
  - остаток порядка  малости выше, чем X  . 
С учетом  (16), (17)  соотношение (15) приобретает вид  
 
Разложим левую и правую части (19) в ряд в окрестности t  при    . В результате 
получим 
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где ( )o   - остаток порядка выше, чем  . 








  перейдем к 
пределу. В результате получим соотношение для взаимосвязи интенсивностей временных 
пуассоновских процессов 
 
Или с учетом  (18) 
 
Разделим левую и правую части (22) на X












дем к пределу при 0X
  . В результате получим 
 
Теорема.  Для области определения X  пространственно-временного пуассоновского 
потока        , содержащей подобласти неоднородности ( ), 1,kD t k K , допускающие 
возможность пересечения, при условии независимости случайных процессов (7), описы-
ваемых плотностями распределения ( , ),kw x t  плотность интенсивности        , соответ-
ствующая критерию (11),  определяется соотношением 
 
Доказательство. Определим значение 1P . Для этого введем в подобластях 
0, 1,kD k K  дискретизацию  
{ , 1, }lk k kl L    (25) 
с шагом k , таким, что мера Лебега n  - мерного куба   со сторонами 
1 1, ,...,k k kn     , определяемая как 1 1 ...k k kn        , существенно меньше еди-
ницы 1 = . Это позволяет поставить в соответствие точкам подобласти ( )kD t  в момент 
времени kt L   случайных величин  
( ) ( ) , 1, .l lk k k kt t l L      (26) 
Вид плотностей распределения для (26) определяется выражением ( , )
l
k kw x t . Тогда 
для вероятности попадания 
l
k  в X
  с учетом        получим 
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1{ } ( , ) ( , ) ( )
l l
k kl k kP X P x t w x t X O X 
        . (27) 
Положим, что 
, 1,X k K   . (28) 
События, связанные с попаданием случайных величин из совокупности { , 1, }
l
k kl L  , 
соответствующей k  - ой подобласти неоднородности, в X   являются несовместными. 
Действительно два различных элемента одной  и той же подобласти  ( )kD t  не могут одно-
временно находиться в одной подобласти X   области определения X .  Для несовместных 




{ ... } ( , )









P X X X P x t
w x t X o X
  

   
 

       
  
 (29) 
С учетом (28) и переходя в (29) к пределу при 0, kL   , получим вероятность 
наступления события kB , состоящего в нахождении в точке x  области определения X  
какого-либо из элементов подобласти неоднородности ( )kD t  
1 1
0 0 1
{ } ( , ) lim ( , ) lim ( , ) ( )











P B P x t P x t w x t o











Здесь 1 1 ...k k k knd d d d      . 
Соответственно вероятность события kB , состоящего в тем, что никакой элемент  
( )kD t  не попадает в точку x , может быть определен в соответствии с (30) 
1{ } 1 ( , ) 1 ( , ) .
k
k k k k k
D
P B P x t w x t d       (31) 
Отметим, что события , 1,kB k K  являются независимыми. 
Рассмотрим теперь событие B , состоящее в нахождении в точке x  области определе-
ния X  какого-либо из элементов подобластей неоднородности ( ), 1,kD t k K . Определим 
вероятность наступления события B .  В условиях допущения о возможности пересечения 





















Нетрудно показать, что (32) в рамках приведенных условий следует из выражения, 
определенного для суммы событий, например, в [13, стр. 14]. 
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Сопоставив (23), (33), получим (24).  
Теорема доказана. 
Для 1 11, ( )K t    результат (24), в частности,  приобретает вид  
 
Рассмотрим сингулярный случай задания подобластей неоднородности, когда 
( ) ( ), 1,k kt m t k K     -  детерминированные функции времени. Тогда 
( , ) ( ( )), 1, .k kw x t x m t k K    (35) 
Здесь ( )   -  дельта-функция. 
Положим, что множества ( ), 1,kD t k K  являются замкнутыми. Введем для множест-
ва точек, образующих границу ( )kD t , обозначение { ( )}kFr D t .  Тогда подобласти  
( ) ( ) { ( )}, 1,
k k k
D t D t Fr D t k K     являются открытыми. 
Пусть 1K  . Для (30),  (35) получим   
1 1
1
11 1 1 1 1 1 1 1
1
, ( ),






P x t w x t d x m t d x Fr D t
x D t
    
 

      
 

   
Или в соответствии с  (34) 
 
Пусть теперь 1K  . Объединение замкнутых подобластей ( ), 1,kD t k K  приводит к 
замкнутой подобласти 
1




D t D t

 U , для которой соответственно получим множество 
граничных точек { ( )}Fr D t  и открытую подобласть ( ) ( ) { ( )}D t D t Fr D t   . Из (24) (32) 
следует, что 
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Иными словами при детерминированных подобластях неоднородности области опре-
деления пространственно-временного пуассоновского потока событий его плотность ин-
тенсивности в соответствии с критерием (11) в указанных подобластях равна нулю. Для 
( ), 1,kD t k K , характеризуемых случайным положением в X , ситуация может быть со-
вершенно иной. 
3. Примеры определения плотностей интенсивностей пространственно-
временных пуассоновских потоков со стохастическими неоднородными 
пространственными  областями определения 
 
Пусть 1 11, 1, , ( )n K const t      . Случайная величина 1 , описывающая ме-
стоположение центра 1D , имеет плотность распределения 
2
1 1 1( ) { , }w x    , (36) 
где 
2
1 1{ , }  - означает гауссовскую плотность распределения с математическим ожида-
нием 1  и дисперсией 
2
1 . 
Подобласть неоднородности 1D  представляет из себя отрезок 
1 1[ , ], 0       . (37) 
Тогда плотность интенсивности пространственно-временного пуассоновского потока 
в соответствии с (34) определяется соотношением 
 
где     - интеграл вероятности. 
Графики зависимостей         для 10.5; 3; 1      при 
2
1 0.2   - кривая 1 и 
2
1 0.01   - кривая 2 представлены на рис. 1. На этом же рисунке кривая 3 отображает 
структуру       для сингулярного ( 1 3m  ) случая, когда. 
1 1( ) ( )w x x m  . (39) 
 
Рис.1. Плотности интенсивности пространственно-временного пуассоновского потока при различных 
вероятностных структурах подобласти неоднородности 
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На рис. 2 представлен график для плотности интенсивности       пространственно-
временного пуассоновского потока для трех подобластей неоднородности с высокой сте-
пенью вероятности их пресечения, имеющих размеры 
1 1 1 1 2 2 2 2 3 3 3 3[ , ], [ , ], [ , ],                  (40) 
где 1 2 11, 0.5, 0.3      . 
Вероятностные характеристики их местоположения (вероятностные характеристики 
случайных величин , 1,3k k  ) задавались плотностями распределения 
2( ) { , }, 1,3k k kw x k    , (41) 
для которых полагалось, что 
2 2 2
1 2 3 1 2 32, 4, 5, 0.01, 0.2, 0.1           . 
Соответствующая (40), (41) плотность  интенсивности        имеет достаточно слож-
ную структуру. Область определения пространственно-временного пуассоновского пото-
ка, включающая три подобласти неоднородности, лишь в одном случае при 1k   приво-
дит к обращению плотности интенсивности в ноль. 
 
Рис. 2. Плотность интенсивности  пространственно-временного пуассоновского потока для трех 
подобластей неоднородности 
 
Это связано в первую очередь с вероятностными характеристиками первой подобла-
сти 
2
1( 0.01)  . Для второй и третьей подобластей       имеет существенно нелинейный 
характер и  соответствует уменьшению по сравнению с   плотности интенсивности в 
точках локальных минимумов примерно в четыре раза. 
Использование полученной плотности интенсивности обеспечивает возможность 
формирования такого пространственно-временного пуассоновского потока, который бы 
учитывал в соответствии с критерием (11) структуру области его определения. 
Заключение 
В работе решена задача установления взаимосвязи между  характеристиками стохас-
тической неоднородной пространственной области определения, на которой задан про-
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странственно-временной пуассоновский поток        , и его плотностью интенсивности  
        , удовлетворяющей критерию (11). 
Рассмотрены случаи  определения плотности интенсивности, основанные на исполь-
зовании как стохастической так и детерминированной структуры подобластей неоднород-
ности. Показано, что для стохастического случая учет случайного характера их местопо-
ложения приводит к нетривиальному решению, существенно отличающемуся от сингу-
лярного случая. 
На приведенных примерах проиллюстрирован характер влияния вероятностных ха-
рактеристик подобластей неоднородности и их размеров на закономерности формирова-
ния функции плотности интенсивности. 
Необходимо отметить, что полученный результат сформирован применительно к слу-
чайным процессам ( ), 1,k t k N  , плотности распределения которых меняются во вре-
мени. Он может быть очевидно обобщен на случай, когда ( ), 1,k t k N   являются компо-
нентами K  марковских процессов, а ( , ), 1,k kw x t k K  формируются на основании ре-
шений соответствующих уравнений Колмогорова-Фоккера-Планка [13, с. 470]. 
Практическая значимость полученного результата связана с использованием про-
странственно-временных пуассоновских потоков в качестве моделей появления объектов 
наблюдения в зонах поиска информационных систем [8,9], [10, c. 217].  
Корректное определение взаимосвязи между вероятностными характеристиками по-
добластей неоднородности и структурой плотности интенсивности случайного потока, 
используемого в качестве модели появления объектов наблюдения, дает возможность 
сформировать адекватное заданным условиям рациональное распределение потенциала 
поисковой системы и, тем самым, обеспечить улучшение качественных показателей поис-
ка. 
В случае, если вероятностные характеристики подобластей неоднородности форми-
руются по результатам наблюдений информационной системы (на основе апостериорного 
подхода), то применение полученных результатов дает возможность оптимизации реше-
ния совместной задачи поиска объектов наблюдения и фильтрации их параметров. 
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Object of research: space-time Poisson flows. 
Subject of research: influence patterns of the stochastic subset characteristics of the spatial 
definition domain of the space-time Poisson flow on its intensity density.  
Work objective: to determine a relationship between the space-time Poisson flow intensity 
density and the characteristics of the inhomogeneity subdomains of the spatial definition domain 
where this flow is specified. 
A problem to be solved: to determine the space-time Poisson flow intensity density to meet a 
selected criterion, i.e. a conditional intensity density, where the condition is that the points in the 
flow state space belong to the stochastic inhomogeneity subdomains. 
We consider a space-time Poisson flow whose spatial domain contains stochastic subdo-
mains of inhomogeneity. An equality criterion to zero occurrence probability generated by this 
flow in the inhomogeneity subdomains is used to derive an expression for the flow intensity den-
sity. 
The case has been considered when positions of inhomogeneity subdomain centers are ran-
dom, and their angular positions relative to these centers and their shapes are defined and un-
changed at analysis interval. 
To describe them, we used the probability densities of the inhomogeneity subdomain cen-
ters, which are time variant. A theorem is proved that substantiates the structure of the intensity 
density of the space-time Poisson flow with a stochastic inhomogeneous spatial domain of defi-
nition. The relationship of this characteristic with the probabilistic characteristics of inhomoge-
neity subdomain parameters is shown. 
http://mathmelpub.ru ISSN 2412-5911
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Examples are given to illustrate a procedure for determining the intensity densities of space-
time Poisson flows for both stochastic and deterministic structures of inhomogeneity subdo-
mains. It is shown that for the stochastic case, taking into account the random nature of their lo-
cation leads to a solution significantly different from the singular case. 
The scope of possible practical use of the results obtained for tasks related to the search for 
objects of observation is determined. 
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