The Gopakumar-Vafa conjecture predicts that the Gromov-Witten invariants of a Calabi-Yau 3-fold can be canonically expressed in terms of integer invariants called BPS numbers. Using the methods of symplectic Gromov-Witten theory, we prove that the Gopakumar-Vafa formula holds for any symplectic Calabi-Yau 6-manifold, and hence for Calabi-Yau 3-folds. The results extend to all symplectic 6-manifolds and to the genus zero GW invariants of semipositive manifolds.
The content of the conjecture is that the BPS numbers n A,h are integers. (Gopakumar and Vafa also conjectured that for each A, the coefficients of (0.1) satisfy n A,h = 0 for large h; we do not address this finiteness statement here.) The GV formula (0.1) can be viewed as a statement about the structure of the space of solutions to the J-holomorphic map equation. For a generic almost complex structure J, each J-holomorphic map is the composition f = ϕ • ρ of a multiple-cover ρ and an embedding ϕ. The embeddings are wellbehaved: they have no nontrivial automorphisms, and the moduli space of J-holomorphic embeddings is a smooth manifold. But multiply-covered maps cause severe analytical problems with transversality. In the symplectic construction of the GW invariants, these problems are avoided by lifting to a cover of the moduli space and turning on a lift-dependent perturbation ν of the equation; this destroys the multiple-cover structure and only shows that the numbers GW A,g are rational. But it also suggests an interpretation of the GV formula: the righthand side of (0.1) might be a sum over embeddings, with the sum over k counting the contributions of the multiple covers of each embedding.
This viewpoint is very similar to C. Taubes' work [T] relating Gromov invariants to the Seiberg-Witten invariants on 4-manifolds, and our approach has been fundamentally influenced by Taubes. It is also similar to the 4-dimensional situation described by Lee and Parker in [LP] . In both cases, the set of J-holomorphic embeddings in each homology class is isolated and compact for generic J -a simplifying circumstance that does not appear to be true in the context of formula (0.1). This seems to suggest that the BPS numbers may only be virtual counts of simple J-holomorphic maps.
In this paper we take this later approach: we show that the GW invariant of any symplectic Calabi-Yau 6-manifold X can be expressed as the sum of local contributions coming from ε-tubular neighborhoods (C, ε, J) of finitely many smooth, embedded J-holomorphic curves (finite in each genus and degree). For generic ε, each such neighborhood -called a cluster -has a well-defined invariant GW (C, ε, J), depending only on ε and J in the neighborhood, that counts the contribution to the GW invariant of X of all curves, including multiple covers, whose images lie in the neighborhood. These clusters come in types, depending on the associated invariant.
We then compute the cluster invariants by an isotopy argument, deforming J on X to make each cluster equal to a certain standard "elementary cluster" whose local invariant can be explicitly computed. The d = 2c 1 (X)A + (dim X − 6)(1 − g)
(1.2) (cf. [IP3] ). These are assembled in a formal power series
with coefficients in the "rational Novikov ring" Λ (where tq A = q A t and q A+B = q A q B ). Note that the first sum, over all positive A ∈ H 2 (X) omits any trivial contributions (i.e. from the class A = 0). For consistency, the term "J-holomorphic map" will always mean a non-trivial map, and a "J-holomorphic curve" in X is the image of such a map. When f is an embedding, we identify it with its image curve C in X.
Gromov-Witten invariants are especially simple if c 1 (X) = 0 and dim X = 6; such spaces are often called symplectic Calabi-Yau 6-manifolds. In this case both terms in (1.2) vanish, so the virtual fundamental class has dimension d = 0 for all g and A. It is frequently convenient to define the energy of a pair (A, g) by E(A, g) = max{ω(A), g} ≥ 0 and to restrict attention to the subset M E (X) "below energy E", meaning the union of all components with E(A, g) ≤ E, and the corresponding fibers M J,E (X) of (1.1).
Using the terminology of [MS] , a pseudo-holomorphic map f is called simple if it does not factor though a multiple cover, or equivalently, if it is somewhere injective. A map f ∈ M J (X) is regular if the linearization D f,J , given by (4.4), is onto. Since the index (1.2) is 0, each regular map f has a well-defined sign (f, J) = ±1, given by the mod 2 spectral flow from D f,J to any complex operator. Finally, by a Baire subset of the parameter space we mean a countable intersection of open and dense sets.
Theorem 1.1. Let (X, ω) be a symplectic Calabi-Yau 6-manifold. Then for each E > 0 there is a Baire subset J * E of J such that for each J ∈ J * E (a) All simple J-holomorphic maps below energy E are regular and embeddings.
(b) The projection π in (1.1) is a local diffeomorphism around any regular point.
Theorem 1.1 is proved in the Appendix using standard techniques. For our purposes, it is best to replace J * E with a set J E isol that emphasizes slightly different properties.
Definition 1.2. Denote by J E isol the set of all J ∈ J such that the moduli space (M J,E ) simple , with the Gromov topology, consists of isolated points, each an embedding into X.
Corollary 1.3. J E isol is nonempty and dense. For each J ∈ J E isol , every J-holomorphic map f : Σ → X below energy E is a composition ϕ • ρ of a map ρ : Σ → C of complex curves and a J-holomorphic embedding ϕ : C → X (the decomposition is unique up to reparametrizations of C).
Proof. For each J ∈ J * E each simple J-holomorphic map f is an embedding and regular by part (a) of Theorem 1.1. By (b), each such point (f, J) is an isolated point of the fiber M J,E simple of π. The last statement is a consequence of the general results of §6.1 in [MS] .
where GW (O i ) is the corresponding component of (1.3) under the isomorphism (2.1).
A simple way to obtain such sets O is to choose an open set U in C(X) ⊂ Subsets(X) whose boundary does not intersect C J,E . Lemma 2.1. Each subset U of C(X) with ∂U ∩ C E,J = ∅ has a well-defined invariant GW E (U, J). The collection of J for which ∂U ∩ C E,J = ∅ is open in the C 0 topology on J , and the invariant GW E (U, J) is locally constant as a function of J.
Proof. The assumption implies that the intersections of both U and its complement
Next note that condition ∂U ∩ C E,J = ∅ is an open condition on J: if not, there would be a sequence of J n → J in C 0 and a sequence of J n -holomorphic curves C n in ∂U with energy bounded by E (which by our convention includes a bound on the genus). But then, by Gromov compactness a subsequence would converge to a J-holomorphic curve C with C ∈ ∂U ∩ C E,J because ∂U and C E,J are both closed, contradiction.
Therefore there exits a C 0 ball V around J in J such that ∂U ∩ C E,V = ∅. This gives rise to the same decomposition O ⊔ O c but now of the moduli space M V,E (X) over the entire ball V , therefore the contribution of U is defined for each J ∈ V and it is constant on V .
The geometric content of the invariant GW E (U, J) is most clearly seen by choosing U to be a ball of small radius in the Hausdorff distance centered at a J-holomorphic curve. The set O i is then a cluster of holomorphic curves in X, which we will require to have the following properties:
Definition 2.2. A cluster (C, ε, J) in X below energy E (an "E-cluster") consists of an almost complex structure J ∈ J , an embedded J-holomorphic curve C and a radius ε > 0 with the following conditions: (a) All non-constant J-holomorphic maps in the ball B(C, ε) with energy ≤ E represent k[C] for some k ≥ 1, and have genus g ≥ g(C); (b) C is the only J-holomorphic map in its degree and genus in the ball B(C, ε). (c) There are no J-holomorphic curves with energy ≤ E at precisely ε Hausdorff distance from C.
The curve C is called the core of the cluster and the cluster is regular if the embedding C ֒→ X is a regular J-holomorphic map.
The next lemma shows that small balls in the Hausdorff metric are often clusters. In fact, conditions (a) and (b) of Definition 2.2 are automatic for small ε when C is regular. Condition (c) is the important one: it implies that O = B(C, ε, J) has a well-defined contribution
(2.3) Lemma 2.3 (Cluster existence). For each J ∈ J E isol (X) and each simple J-holomorphic curve C, the set S of ε > 0 for which the ball B(C, ε) is an E-cluster is open and dense in a non-empty interval [0, ε C ], and the contribution (2.3) is locally constant on S.
Proof. By definition, for any J ∈ J E isol (X), all simple J-holomorphic curves are embedded and isolated in their degree and genus. Since C J,E is compact, and an embedded curve C can appear as an accumulation point only of curves representing k[C] and having genus at least that of C, Lemma 1.4 implies that conditions (a) and (b) of Definition 2.2 hold for all ε ≤ ε C .
Finally, by Lemma 1.5, the image of C E m under the distance function B(C, ε C ) → [0, ε C ] is countable and compact, so its complement -which is the set of ε that satisfy condition (c) of Definition 2.2 -is open and dense.
Theorem 2.4 (Cluster decompositions). Given E and J ∈ J E isol (X), each subset U of C(X) such that ∂U ∩ C J,E = ∅ has a finite E-cluster decomposition {O i = (C i , J, ε i )}, and hence
(2.4)
Proof. We will inductively construct cluster decompositions of the sets U m = U ∩ C J,E m , beginning with the trivial case U −1 = ∅. This induction is finite because C J,E m = C J,E for m sufficiently large by Lemma 1.5(a).
Suppose that {B i = B(C i , ε i )} is a cluster decomposition of U m . This means that that the balls B i are disjoint, that the compact set U m lies in V = B i , and there are no J-holomorphic curves on ∂V = ∂B i . Lemma 1.5 shows that U m+1 \V is a finite collection of curves {C j }. None of these C j lie on ∂V , so we can choose radii ε j > 0 such that the balls B ′ j = B(C j , ε j ) are clusters (using by Lemma 2.3) and are disjoint from each other and from the balls B i . These clusters B ′ j , together with the original B i are a cluster decomposition of U m+1 , completing the induction step.
Corollary 2.5 (Cluster refinement). Fix any cluster O = (C, J, ε) with J ∈ J E isol (X). For any ε ′ ∈ (0, ε) for which O ′ = (C, J, ε ′ ) is a cluster, there exits finitely many higher level clusters
(2.5) 
Elementary curves and their contributions
The GW series can be explicitly calculated for one very special type of embedded curve. In this section we describe how this can be done by combining ideas already in the literature. We first construct such "elementary curves" using a remarkable non-integrable almost complex structure discovered by Junho Lee, and then point out that the GW series for these curves has been calculated by J. Bryan and R. Pandharipande [BP2] . Condition (c) implies that the core C of an elementary cluster is a regular J-holomorphic map, and one can show it also implies (b) for sufficiently small ε > 0 by the rescaling argument of [IP2].
When C is a rational curve, the unit disk bundle in O(−1) ⊕ O(−1) is an elementary cluster. Similar examples exist over any higher genus curve, although they involve non-integrable almost complex structures.
Theorem 3.2. For any smooth complex curve C, there exits an elementary cluster whose core is C.
Proof. Fix a curve C of genus g, a theta characteristic L, and a Kähler structure (J, g, ω) on the total space Y of L ⊕ L → C compatible with its holomorphic structure. This means that L 2 is identified with the canonical bundle K C of C and that the canonical bundle K Y = π * (L −2 K C ) of Y is trivial. Thus Y is a Calabi-Yau 6-manifold. We will perturb J to obtain an almost complex structure on the unit disk bundle D ⊂ Y that makes D an elementary cluster.
First consider the total space Z of p : L → C. Its canonical bundle K Z = T 2,0 Z is the pullback p * (L * K C ) = p * (L), which has a canonical section β whose divisor is the zero section. Pullback β, regarded as a 2-form, by the bundle projections p 1 , p 2 : Y → Z onto the first and second copy of L and set α = p * 1 β + p * 2 β. Then α is a closed (2, 0)-form on Z whose divisor is zero section of L ⊕ L, which is the core curve C of the disk bundle D ⊂ Y . Following Junho Lee, define a bundle map
Then J α is an ω-tame almost complex structure after replacing α by tα for small t > 0 (cf. [L] and Section 1 of [LP] ). In this context, Lee proved in [L] that the image of every non-trivial J α -holomorphic map into Y lies in the zero set C of α or is everywhere tangent to ker K α . It is straightforward to check that at each point p ∈ Y not on the zero section, ker K α is the anti-diagonal in ker π * = p * 1 L ⊕ p * 2 L. Consequently, any map whose image is tangent to ker K α lies in a fiber of Y → C. We conclude that every J α -holomorphic map into D that represents k[C] for some k = 0 is a map into the core curve C of the disk bundle D.
Under the decomposition L ⊕ L, K α is K β ⊕ K β where K β is a perturbation of the complex structure on Z. Correspondingly, the linearization (given by formula 4.5 below) splits as D β ⊕ D β . As in Section 4 of [LP] , the normal component of D β is the sum ∂ + R β of the ∂-operator on L and a bundle map
The injectivity condition (c) of Definition 3.1 is then exactly the statement of Theorem 4.2 of [LP] .
By Lemma 2.1 an elementary cluster has a well-defined invariant GW (C), independent of ε. As usual, there is an associated disconnected invariant Z(C) = exp(GW (C)) obtained by exponentiating in the Novikov ring. It turns out that Z(C) is the more easily calculated.
Theorem 3.3. The disconnected GW invariant of an genus g elementary cluster is given by
where the second sum is over all partitions ρ of d, the product is over the squares in the Ferrer's diagram, and h( ) is the associated hooklength.
Proof. Because for an elementary curve the linearization on covers is injective, the contribution to the GW invariant of its multiple covers can be calculated using the Euler class of Taubes obstruction bundle (this is the 6-dimensional version of the setup in [LP] ). Consider the moduli space M • d,χ (C) of degree d, holomorphic maps ρ to C whose domain is possibly disconnected and has Euler characteristic χ. This carries a virtual fundamental cycle [M • d,χ (C)] vir of complex dimension b = d(2 − 2g) − χ, which represents the total number of branch points (including multiplicity). If D is any Fredholm operator acting on sections of a bundle E over C, it induces a family of operators over M • (C) whose fiber at ρ is the pullback operator ρ * D. Denote by Ind D → M • (C) the index bundle of this family. With this notation, the elementary contribution is equal to
where e(Ob) denotes the Euler class of the Taubes obstruction bundle Ob. But for an elementary curve, Ob = Ob ′ ⊕ Ob ′ where Ob ′ is the real rank b bundle whose fiber at ρ is coker ρ * D ′ , and D ′ = ∂ L + R is a 0'th order deformation of ∂ L . This implies that Ob, which is a priori only a real bundle, in fact carries a complex structure Ob = Ob ′ ⊗ R C = −Ind D ′ ⊗ R C. Unlike the case of real bundles, for complex bundles the Euler class is related to the Chern class, thus is invariant in K-theory. Moreover, the Chern classes of Ind D ′ ⊗ R C are the same as that of Ind ∂ L ⊗ R C as the two operators are homotopic in the space of Fredholm operators. Therefore
where the last term is the equivariant Euler class corresponding to the antidiagonal C * action on the holomorphic rank 2 bundle N C = L ⊕ L. With this action the total space of N C is an equivariant local Calabi-Yau 6-manifold, for which the GW generating function Z S 1 d,χ (N C ) with coefficients
was calculated by Bryan-Pandharipande [BP2] to be the series appearing on the right hand side of (3.1). Combining the last three displayed equations completes the proof.
The series (3.1) depends only on the genus g of C. Taking log and separating the d = 1 term, we can write
In particular, the core C of any elementary cluster has sign C > 0. Now apply the "BPS transform", which takes an arbitrary element of the Novikov ring to another by
This transform is well-defined and invertible (see [BP1] ). Thus we can write
for uniquely determined coefficients n d,h (g) that are, a priori rational numbers. These coefficients have been have been explicitly calculated in low degree and genus (e.g. for degree d ≤ 2 and genus g ≤ 1). A combinatorics argument, given in the Appendix, handles the case g ≥ 2, yielding a basic fact:
Theorem 3.4. The local BPS conjecture is true for elementary clusters.
The structure of Moduli space
Consider next the universal moduli space of simple maps (with smooth, connected domains)
with the projection π(f, J) = J. Note that M simple is an open subset of the universal moduli space M(X) of (1.1), and simple maps have trivial automorphism groups (cf. [MS] ). It contains as an open subset M emb of maps that are embeddings.
We say
These conditions imply that the image f (U ) is an embedded submanifold of X and f −1 (f (U )) = U . The Micallef-White Theorem [MW] implies that the set of regular points of a simple J-holomorphic map is open and dense in C.
All of the analysis in this section is localized around a point p = (f, C, J) in the moduli space consisting of a simple J-hololomorpic map f : C → X whose domain is a smooth, connected complex curve C = (Σ, j), and J is an almost complex structure. After fixing a Sobolev norm that is stronger than the C 1 norm, the space M ap(Σ, X) of maps, the space Cx(Σ) of complex structures on Σ, and J are separable Banach manifolds (cf. [Pal] , [MS] ). 4.1. Slice and linearization. The moduli space M g,n (X) is naturally a subset of the quotient of M ap(Σ, X) × Cx(Σ) × J by the action of the diffeomorphism group of Σ. In practice, one chooses a slice for the diffeomorphism action at p and regards the moduli space as a subset of the slice. If C has no automorphisms, a slice can be defined by fixing a trivialized universal deformation of C, that is, a ball B ⊂ C N of dimension N = 3g − 3 + n and a complex structure on B × C → B such that the fibers are complex, the central fiber {0} × C is biholomorphic to C, and every small deformation of C is equivalent, under a diffeomorphism, to one and only one fiber of B. Then
is a slice. If Aut(C) is non-trivial, fix injective regular points x 1 , . . . , x k in C so that the pointed curve C = (C, x 1 , . . . , x ℓ ) has Aut( C) = 1; one can then fix a trivialized universal deformation of C over B. At each image point y i = f (x i ), choose a local transverse 4-disk V i through y i and transverse to f (C). Standard results (cf. Section 3.4 of [MS] ) show that the space M ap ℓ ( C, X) of maps satisfying f (x i ) ∈ V i for all i is locally a manifold near p, and hence
is again a slice. Thus defined, each point in the slice is a pair (f, J) where f : C → X is a map whose domain has no non-trivial automorphisms.
The slice comes with a projection π : Slice p → J defined by π(f, J) = J and a vector bundle Ω 0,1 → Slice p whose fiber over (f, J) is Ω 0,1 (f * T X). Around each p = (f, J), the moduli space, considered as a subset of Slice p , is the zero set of the section F of Ω 0,1 defined by
To linearize F , we use the natural isomorphism T 0 B = H 0,1 (T C) and identify a neighborhood of p in the slice with a neighborhood of 0 in the tangent space
where D f , which is the linearization under variations that fix J, is the elliptic operator
given explicitly by
Note that D f preserves sections of T C, and its restriction to Ω 0
is an isomorphism onto Ω 0,1 (T C), even if the domain C is an unstable curve. Both L f and D f depend only on the restriction of the 1-jet of J along the image of f . For notational simplicity, we will henceforth write C as C.
4.2.
The universal moduli space. The following theorem describes the structure of M simple and two types of natural submanifolds. First, the "wall" W ⊂ M is the subset defined by
Proof. Parts (a) and (b) are well-known; we present their proofs for later use. By the Implicit Function Theorem, M simple is a manifold at those maps f where L f is onto. Equation (4.3) shows that this fails only at maps
for every variation K in J. Since f is simple, it has an injective regular point x ∈ C. One can find a bump function β ≥ 0 supported near x and a variation K in J so that Kf * j = βc, thereby concluding that c ≡ 0 (Proposition 3.4.1 of [MS] ).
(b) The projection π * (ξ, K) = K of a non-zero element in ker L f is zero if and only if 0 = ξ ∈ ker D f . But D f has index 0, so is onto at each point where ker D f = 0. Hence for each K we can use (4.3) to obtain ξ with L f (ξ, K) = 0; then (ξ, K) is tangent to M and π * (ξ, K) = K. Thus π * is an isomorphism at each point not on W.
(c) Let Fred → M be the vector bundle whose fiber over (f, J) is the space of index 0 Fredholm maps of type (4.4). Fred is the union of strata F r = {A ∈ Fred | dim ker A = r} where each F r a submanifold of codimension r 2 whose normal bundle at A is naturally identified with Hom(ker A, coker A) (cf. [K] ). Hence it suffices to show that the section of Fred defined by Ψ
Consider variations (ḟ ,J) = (0, L) where L vanishes along the image f (C). Such variations are in ker L f so are tangent to M. Equation (4.5) then shows that (δD f )κ is (∇ κ K)f * j, and this depends only on the normal component κ N of κ. Now c and κ are solutions of elliptic equations which, as remarked after (4.5), are not everywhere tangent to C. By the unique continuation property, κ N and c N are non-zero almost everywhere, so we can fix an injective regular point x ∈ C where κ N (x) and c N (x) are not zero. This point has a neighborhood U such that V = f (U ) is a submanifold of X; let N V denote its normal bundle and let β ε ≥ 0 be a smooth cutoff function supported on the ball
Integrating in the directions normal to V then yields an End(T X)-valued (0, 1)-form K supported near f (x), vanishing along V and satisfying
Finally, (d) holds because this inequality is achieved using a perturbation that vanishes along C.
4.3.
Wall crossings. We next study the local geometry of the moduli space around a point p = (f, J) on the wall W 1 in the universal moduli space M emb and in its subset M C = {f C } × J C . We assume that p corresponds to a J-holomorphic embedding f : C → X of a smooth curve C which we identify with its image in X.
First observe that there is a subset A ⊂ W 1 where the wall fails to be transverse to ker π * . While A is intrinsic, it can be described locally near p ∈ W 1 ∩ M smb , by choosing smoothly varying non-zero elements κ ∈ ker D f and c ∈ ker D * f along W 1 , extending to a neighborhood V of p, and defining a function ψ : V → R by
Then the zero set of ψ is exactly V ∩ W 1 and A is given in terms of ψ by
Lemma 4.2. The set A ⊂ W 1 is a codimension 1 submanifold transverse to M C .
Proof. As above,
Therefore the hessian Hψ is well-defined and symmetric at p, and we must show that (Hψ) p (κ, v) = 0. As in (4.7), we take v = (0, K) where K is supported on ball V around the image of a somewhere injective point of f , but we now assume both K = 0 and ∇K = 0 on V . Then v ∈ T p (W 1 ∩ M C ) and again formula (4.5) shows that δ v D(κ) = (∇ κ K)f * j and
The argument used for (4.7) produces a K with K = ∇K = 0 on U that makes this integral non-zero.
We next apply the Kuranishi method at a point p ∈ W 1 that is not in A. Choose three vectors in the tangent space to the slice at p: a generator (κ, 0) of ker D 0 ∼ = R, and vectors (0, K) and (0, L) satisfying
where π cok is the projection to the cokernel of D p . We can then find an embedded 3-ball B ⊂ Slice p with coordinates (x, y, z) and origin at p and with with a = 0, and with b = 0 if K is transverse to T p W 1 .
Proof. Recall that M(X) ∩ B is the zero set of the section F in (4.2). In a neighborhood of p we can trivialize the bundle and identify the slice and B with their tangent spaces at p and the disk S with its tangent space at J = π(p). Then F has an expansion
lies in the span of the vectors K and L of (4.10), so v can be uniquely written as ξ = v + (α, 0) where v = x(κ, 0) + y(0, K) + z(0, L) and α ∈ Ω 0 (f * T X) is L 2 perpendicular to ker D 0 . Substituting into (4.14) and (4.3), and noting that D 0 κ = 0 and K| T C = 0 gives
are both L 2 perpendicular to ImD 0 , and c L = 0 by (4.10). By the Inverse Function Theorem, for each v fixed small, there is a unique solution α v , L 2 perpendicular to κ, of the equation
This solution satisfies α 0 = 0 and α v is perpendicular to the three vectors (4.10) that span T 0 B. Thus
. Taking c L as the basis of coker D 0 = R, this becomes z = ax 2 + bxy + cy 2 + αxz + βyz + γz 2 + R(x, y, z) where R vanishes to order 3 at the origin. Further, the diffeomorphism z → z(1 − αx − βy − γz) on B ′ preserves π and the level set {z = 0} and gives a local diffeomorphism
with π(x, y, z) = (y, z). On the other hand,
This gives information about the coefficients a, b and c:
• a = q (∂ x , ∂ x ) = dψ(∂ x ) = 0 because p is not in the set A of (4.9).
• b = q (∂ y , ∂ x ) = dψ(∂ y ) = 0 because ∂ y = (0, K) is transverse to W 1 .
• c = q(∂ y , ∂ y ) = c L , (δ y L f )∂ y = 0 because formula (4.5) implies that (δ y L f )∂ y = 0; the calculation is simple after noting that condition (4.10) means that variations in the direction ∂ y = (0, K) do not change the J-holomorphic map equation, so do not change f . Consequently, the quadratic form ax 2 + bxy is non-degenerate, so a final change in the coordinate z replaces the equation in (4.15) by the one in (4.13)
We will need several statements about generic paths in J . These are consequences of the Sard-Smale Theorem, applied in the following manner. Suppose that π : M → J is a smooth, index ι Fredholm map of separable Banach manifolds and N ⊂ M is a submanifold. Fix points p, q ∈ J and let P = PJ be the space of C k paths [0, 1] → J from p to q. Pulling back by the evaluation map P × [0, 1] → J and projecting to the first factor gives a space
(4.16)
General results (cf. [Pal] ) show that P and M are separable Banach manifolds, (4.16) is a Fredholm map, and N is a submanifold of M. By the Sard-Smale Theorem [S] there is a Baire set P * of P so that the fiber M γ of (4.16) over each γ ∈ P * is a submanifold of M transverse to N that is either empty or of dimension 1 + ι. The intersection with N is therefore a manifold of dimension ι + 1 − codim N .
We will apply this reasoning twice: first for paths in J , then for paths in J C .
Proposition 4.4. Any path in J with endpoints in J * E can be deformed, keeping its endpoints, to a path γ such that M γ,E simple → γ is a 1-dimensional manifold, consisting of embeddings, and intersecting the wall transversely in isolated points, all in W 1 \ A. Moreover, any path γ with these properties is in J isol .
Proof. By Theorem 4.1, M simple is a manifold and W r is a codimension r 2 submanifold. Similarly, M k,simple is a manifold for any number k of marked points. Lemma 4.2 shows that A is a codimension 1 submanifold of W 1 , and Lemma A.1 implies that D = ev −1 (∆) and S = Φ −1 (0) are codimension 6 submanifolds of M 2,simple and M 1,simple respectively. Applying the Sard-Smale Theorem with N = W r , A, D and S gives a Baire subset of P over which the fibers are manifolds of the expected dimension. The intersection is a single Baire subset P * ⊂ P so that for each γ ∈ P * , M γ,E simple → γ is a 1-manifold consisting only of embedded curves whose only intersection with W are transverse intersections at points of W 1 \ A. Note that the only critical points of π : M γ,E simple → [0, 1] are these wall crossing points. The proof is completed by observing that the local model (4.17) below shows that the wall crossing points are non degenerate critical points of π and therefore (a) they are isolated points of M γ,E simple and (b) all points of the fiber M γ(t),E simple are isolated for each t.
Corollary 4.5. J E isol is a dense and path-connected subspace of J . Proof. Density was shown in Corollary 1.3. Path-connectedness follows from Lemma 4.4 and the fact that J is path-connected.
We conclude this section by proving a version of Proposition 4.4 for paths in the subspace J C of J . The proof is somewhat different because the restriction of M simple to J C is not a manifold (see the last sentence of this section).
Proposition 4.6. Any path in J C with endpoints in J * E can be deformed, keeping its endpoints, to a path γ in J C ∩ J isol whose lift γ intersects W transversally at finitely many points, all in W 1 \ A.
Proof. First consider the subset M C = {f C } × J C . This is a submanifold of M emb that is transverse to each W r and to A by Theorem 4.1 and Lemma 4.2. By Sard-Smale, there is a Baire set of paths γ in J C for which the lift γ = (f C , γ) to M simple intersects the wall transversally at finitely many points, all along W 1 \ A. The local model (4.18) below then implies that the core curve γ(t) is an isolated point of M γ(t) (and is clearly embedded).
It remains to find another Baire set of paths γ for which the points of M γ(t) \ M C are embedded and isolated for each t. With that, the proof of Proposition 4.4 extends to give a Baire subset P * of the space PJ C of paths in J C so that for each γ ∈ P * , the points of M γ(t),E, * simple are embedded and isolated for all t. Corollary 4.7 (Local models). Suppose that γ(t) is a path in J such that π : M γ simple → γ intersects a wall over γ(0) at a point (f 0 , J 0 ) of W 1 \ A. Then the local model (4.13) at (f 0 , J 0 ) is of two types:
(1) If γ satisfies the conclusions of Proposition 4.4, then M γ → J is locally V = (x, t) ∈ B t = ax 2 with a = 0 and π(x, t) = t = γ(t).
(4.17)
(2) If γ ⊂ J C satisfies the conclusions of Proposition 4.6, then M γ → J is locally V = (x, t, 0) ∈ B 0 = x(ax + bt) with a, b = 0, and π(x, t, 0) = t = γ(t).
(4.18)
Proof. To get (4.17), take L =γ(0) and apply Theorem 4.3 restricted to the plane {y = 0} (so K is not used) and the last line of the proof of Theorem 4.3 requires only a = 0). Similarly, to get (4.18), take K =γ(0), noting that (0, K) is transverse to the wall, and restrict to the plane {z = 0}.
The distinction between the local models (4.17) and (4.18) is crucial. By Proposition 4.4 Model (1) applies where a generic path in J isol crosses a wall. This is precisely the local model for the creation (if a > 0) or annihilation (if a < 0) of a pair of curves in the moduli space. Similarly, Proposition 4.6 shows that Model (2) applies where a generic path in the subspace J C ⊂ J crosses a wall. In Case (2), the local model is not a manifold: it is two lines crossing at the origin. It can be smoothed using the z parameter (taken to be 0 in (4.18)), as will be done in Lemma 5.4.
The cluster isotopy theorem
For notational simplicity, given two clusters O = (C, ε, J) and O ′ = (C ′ , ε ′ , J ′ ) whose central curves C and C ′ have the same genus and homology class, write
to mean that the difference is a finite sum of terms of the form ±GW E (C ′ i , ε i , J ′ i ) of strictly higher level (1.5) compared to that of C. With this notation, for example, the conclusion of the cluster refinement Lemma 2.5 simply says that for generic 0 < ε ′ < ε GW E (C, ε, J) ≈ GW E (C, ε ′ , J).
(5.1)
We now use the results of Section 4 and an isotopy argument to prove that the GW series of any cluster is equivalent, in the above sense, to the series (3.5) of an elementary curve.
Cluster Isotopy Theorem 5.1. For any regular cluster O = (C, J 0 , ε 0 ) centered at a genus g embedded J 0 -holomorphic curve C,
Proof. The proof of Theorem 3.2 shows that there exist J 1 ∈ J C and ε 1 so that O elem = (C, ε 1 , J 1 ) is an elementary cluster. Choose a path γ(t) = J t in J C from J 0 to J 1 (the proof of Theorem A.2 of [IP2] shows that J C is connected). By Lemma 4.6 we can assume, after a deformation, that γ is a path in J C ∩ J isol and there is a finite set Sing = {t i }, not containing 0 or 1, such thatγ = (f C , γ(t))
• lies in M γ \ W for all t / ∈ Sing, and • lies in a 2-dimensional surface S i ⊂ M given by Theorem 4.3 for t ∈ [t i − δ, t i + δ].
Choose δ > 0 small enough so that intervals [t i − δ, t i + δ] do not overlap, and let their endpoints be 0 < τ 1 < · · · < τ 2k < 1. For each i, fix a cluster O i = (C, ε i , J τi ). Then γ can be regarded as the composition of paths γ i : [τ i , τ i+1 ] → M γ of two types:
(i) Paths in M emb \ W. For these, Lemma 5.2 below shows that GW
(ii) Paths in M emb ∩S i , crossing transversally the wall at a single point of A∩W 1 . For these, Lemma 5.4 below shows that
where σ is the number of transverse wall-crossings, which is exactly the spectral flow of the operator D f along the pathγ. The path ends at an elementary curve, which has positive sign by the calculation in §3. Thus (−1) σ is exactly the sign of the initial curve (C, J 0 ).
The first isotopy lemma used above can be stated in a way that allows the central curve to move through embeddings.
Lemma 5.2 (First Isotopy Lemma). Fix E > 0. Then for any path (C t , J t ) in M emb \ W with J t in J isol and any ε 0 , ε 1 such that (C 0 , ε 0 , J 0 ) and (C 1 , ε 1 , J 1 ) are clusters, Proof. It follows from Theorem 4.1b and the compactness of [0, 1] that there is a δ > 0 such that, for each t ∈ [0, 1], C t is the only J t -holomorphic curve in its degree and genus in the ball B(C t , δ) (in Hausdorff distance). By Lemma 2.3 we can choose, for each 0 ≤ t ≤ 1, an 0 < ε t < δ such that (C t , ε t , J t ) is a cluster. Then, by Lemma 2.1, (C s , ε t , J s ) has a well-defined invariant GW E for all s in an open interval around t. These open intervals cover [0, 1]; take a finite subcover {I k }. Then GW E (C s , ε k , J s ) is constant for s in each I k and C s is the only J s -holomorphic curve in its genus and homology class in that ball. Theorem 2.4 shows that on the intersection of two consecutive intervals the corresponding GW E invariants differ by the contributions of higher-level clusters. The lemma follows.
From the previous section we know that each path in J with endpoints in J * E can be deformed, keeping its endpoints, to a path γ in J isol such that the projection
has finitely many non-degenerate critical points, none an endpoint, each locally modeled by (4.17). If a > 0 in the local model, then γ can be parameterized so that γ(t) = t and π −1 (t) = {x | t = ax 2 } is empty for t < 0 and is two distinct curves C ± t for 0 < t < δ (and vice versa if a < 0). A second isotopy lemma relates the GW invariants of clusters centered on these curves C ± t .
Lemma 5.3 (Wall-crossing in J ). Fix E > 0, a path γ in J E isol and a non-degenerate critical point (C 0 , J 0 ) of (5.4) for J 0 = γ(0). Then there exits a δ > 0 and a neighborhood U of (C
varies, the associated invariant GW E (U, J s ) is, by Lemma 2.1, well-defined and independent of s for small s.
As above, the local model shows that U ∩ C Js,E is {C ± t } for s = t, and is empty for s = −t. Taking s = t and applying Theorem 2.4, U decomposes into two clusters O ± t with GW E (O + ) + GW E (O − ) ≈ GW E (U, J s ). Applying the same theorem with s = −t shows that GW E (U, J s ) ≈ 0. The proof is completed by noting that the invariants GW E (O ± ) satisfy (5.1) as ε and ε ′ vary.
The core curve of a cluster does not persist through the wall-crossing described by Lemma 5.3. But the core curve remains if we fix the complex structure on the core curve C and cross the wall along a path γ in J C , as was done in the proof of Theorem 5.1. After a perturbation as in Lemma 4.6, the wall-crossing is locally modeled by (4.18). In this picture, for each 0 < t < δ, there are four curves to consider: the incoming core curve (C, J −t ), the outgoing core curve (C, J t ), and a second pair of curves (C ′ −t , J −t ) and (C ′ t , J t ).
Lemma 5.4 (Wall-crossing in J C ). Fix E > 0 and a path γ in J C ∩ J E isol so that γ(t) crosses the wall transversally at t = 0 at a point (C 0 , J 0 ) in W 1 \ A. Then there exits a δ > 0 so that each incoming cluster O −δ = (C −δ , ε, J −δ ) and each outgoing cluster O δ = (C δ , ε ′ , J δ ) satisfy
Proof. Choose an L satisfying (4.10), take K =J 0 and consider the local model M S → S given by (4.13) with projection (4.12). The local model (4.18), which is two lines crossing at the origin, is the level set {z = 0}. We will perturb this level set in two opposite directions.
In the chart (4.13), (C −δ , J −δ ) has coordinates (0, −δ, 0), so can be perturbed to (C −δ,s , J −δ,s ) with coordinates (x(s), −δ, s) where x ≈ 0 satisfies s = x(ax − bδ). The curves (C ′ −δ , J −δ ) and (C δ , J δ ) can be similarly perturbed. By Lemma 2.3 the GW invariants of the corresponding clusters
are locally constant in s: for sufficiently small s we have
Assume a > 0 (else change s → −s), and that b > 0 (else change t → −t). The moduli space M S over S is locally near C 0 the level set {(x, t, s) | s = x(ax + bt)}. For each fixed s, t small, this quadratic equation in x has either no solution or two solutions, except at a single point x = − b 2a t where the tangent is in the kernel of the projection to J , which means that this point lies on the wall and is a non-degenerate critical point of (5.4).
Fixing a small negative s, the moduli space over γ s (t) = (t, s), −δ ≤ t ≤ δ therefore contains a path in M from the core of cluster C s to the core of B s that does not cross the wall. After a small perturbation using Proposition 4.4, Lemma 5.2 applies to give:
Next, for small positive s the moduli space over γ s (t) = (t, s), −δ ≤ t ≤ 0 is a path in M from the core of cluster A s to the core of C s , crossing now the wall transversally (at a point in W 1 \ A). Perturbing γ s by Proposition 4.4 gives a path in J isol so Lemma 5.3 applies in this case to give
The proof is completed by combining (5.5), (5.6) and (5.7).
The structure of the GW invariants
The isotopy results of the previous section lead quickly to a formula (6.2) that shows that the GW invariants have a remarkably simple structure. This formula is compatible with a simple geometric picture: if one could find a J ∈ J so that all J-holomorphic curves in X were elementary, then GW (X) would have exactly the form (6.1), with e A,g equal to the signed count of J-holomorphic curves with homology class A and genus g. However, it is far from clear whether any such J exists. Thus the coefficients e A,g (X) can be regarded as the virtual count of elementary curves in X.
Theorem 6.1. For any symplectic Calabi-Yau 6-manifold X, there exit unique integer invariants e A,g such that GW (X) = A =0 g≥0 e A,g (X) · GW elem g (q A ).
(6.1)
Proof. The uniqueness of the coefficients in (6.1) is easily shown because the collection of series GW elem g (q kβ ) = t 2g−2 q kβ 1 + higher order (6.2) for primitive classes β, g ≥ 0 and k ≥ 1 are all linearly independent. For existence, fix E, choose any parameter J ∈ J * E , and use Theorem 2.4 to write the GW E as a sum of finitely many cluster contributions. Formula (6.1) follows from the corresponding formula for each cluster, which is proved in Lemma 6.2 below, and then taking E → ∞. Lemma 6.2. For any regular E-cluster O centered at a genus g curve C there exit unique integers e d,h , beginning with w 1,g = sign (C), such that
Proof. Because all J-holomorphic maps in O represent k[C] and have genus at least g, GW E (O) has the form
with kω(C) ≤ E and h ≤ E. Define the relative level to be Ω(k) + h − g ≥ 0 and let GW E m (O) denote the sum of the terms in (6.4) with Ω(k) + h − g ≤ m. The expansion (6.2) implies that GW E m (O) involves only weights w d,h of level Ω(d) + h at most m.
We will determine the weights in (6.4) by complete induction on m, starting with the trivial case m = −1. Thus we assume that for any regular cluster O, whose central curve has any (A, g), there is an expansion (6.4) up to relative level m − 1, that is, for Ω(k) + h ≤ m − 1. Now by Corollary 5.1 we have In fact, we get the following result for any closed symplectic 6-dimensional manifold X as long as we restrict to the GW invariants coming only from c 1 (X)A = 0 classes. Theorem 6.3. Assume X is any closed symplectic 6-manifold. Then there there exit unique integer invariants e A,g (X) such that of the GW invariant of X satisfies
(6.5)
Proof. The dimension (1.2) is 2c 1 (A), independent of the genus. It suffices to check that all the results in Section 1-2 continue to hold as long as we replace everywhere M(X) by the union of its zero dimensional pieces
A dimension count shows that for generic J the limit points of (6.6) in the rough topology (after restricting below fixed energy level E) can only be multiple covers of points of (6.6), and not of points with c 1 (X)A = 0. The rest is straightforward, and we leave the details to the reader.
Proof of the GV conjecture
The GV conjecture follows easily from Theorem 6.1 and the explicit form of the GW invariant of an elementary cluster. For simplicity, set
With this notation, the GW invariant (3.6) of a genus g elementary curve is
and the GV Conjecture takes the following form.
Theorem 7.1. Let X be any symplectic Calabi-Yau 6-manifold. Then there are unique integers n A,h (X) such that
In fact, these BPS numbers n A,h (X) are obtained from the virtual counts e A,h (X) by the universal formula involving the coefficients in (7.1):
Proof. This follows immediately by combining (6.5) and (7.1) and rearranging the sums:
Note that the sum over g is finite because n d,h (g) = 0 unless h ≥ g. The rearrangements are justified by first working below an energy level E(A, g) ≤ E, where all sums are finite.
Extensions of the GV structure theorem
This section extends Theorem 7.1 in two different directions: to general symplectic 6-manifolds, and to the genus 0 GW invariants of closed symplectic manifolds that are semipositive (as defined in [MS] ), a class that includes symplectic Calabi-Yau manifolds of any dimension. In fact, all transversality results were proved for simple maps in index zero moduli space. The Cluster Decomposition Theorem (2.4) holds provided the underlying curve map (1.4) does not increase the dimension of such moduli spaces in the sense described below.
We restrict to the primary GW invariants of X, which are defined using the evaluation map (but not the stabilization map) in (1.1). For each collection {γ i } ∈ H * (X, Z) consider the generating function
The pairing is defined to be zero unless the formal dimension is zero, that is, unless ι = 0 where
As usual, the pairing vanishes unless dim γ i ≥ 2 for each i.
The coefficients in (8.1) are obtained by fixing pseudo-manifolds B i in X representing the Poincare duals of γ i and restricting to the constrained moduli spaces
When ι = 0, the moduli space (8.3) gives rise in the usual way to the primary GW invariant that appears as the coefficient in (8.1). Theorem 1.1 remains true for these constrained moduli spaces. Let D be the (countable) set consisting of the indexing data (A, g, γ) appearing in (8.1). Choose a representative B γ of the Poincare dual of each γ ∈ H * (X, Z). Standard transversality results show that, for each element of D, the constrained universal moduli space M simple A,g,B (X) → J is a manifold. The Sard-Smale theorem gives a Baire set of regular points in J ; intersecting over the elements of D and using also the other two transversality arguments used to prove Theorem 1.1 gives a single Baire set J * of J such that for each J ∈ J * all simple J-holomorphic maps in (8.3) are regular, and all index zero moduli spaces (8.3) satisfy:
(a) All simple J-holomorphic maps are embeddings whose image is transverse to each B i at a regular point of B i . (b) The projection π in (1.1) is a local diffeomorphism.
In particular, for each J ∈ J * , there are no simple J-holomorphic maps in those spaces (8.3) with ι < 0.
Each J-holomorphic map f : C → X has an associated "reduced map" ϕ, defined by noting that the smooth resolution f : C → X decomposes as f = ϕ • ρ where ϕ : Σ → X is a simple J-holomorphic map with smooth, but perhaps not connected domain and ρ : C → Σ is a map of complex curves. When f is simple, ϕ is the smooth resolution of f . When f is a multiple cover, ϕ is the smooth resolution of the image curve. In all cases, f and ϕ have the same image under the underlying curve map (1.4), but f and ϕ can be elements of moduli spaces of with different formal dimension (8.2).
This defines another filtration on both the domain and the image of the map (1.4) by the formal dimension of the moduli space containing f ∈ M(X) and respectively that containing its image, the reduced map ϕ, for the image C(X).
The universal moduli space constrained by B is
where ι in (8.2) is zero. Consider the corresponding restriction of the map (1.4):
The examples below give structure theorems in cases where the map (8.5) preserves the filtration by formal dimension. Under this assumption, we can replace M(X) everywhere by (8.4) and all proofs in Sections 1-6, except those in Section 3, hold without change. In particular, there is a dense, path-connected set J isol (B) corresponding to J isol in Definition 1.2 but involving only maps in M B (X). Lemma 1.5 holds under the assumption above with C replaced by the image of (8.5).
To finish, we must expand the definitions of "cluster" and "elementary cluster". Define a B-constrained cluster exactly as in Definition 2.2, but using only maps in M B (X). The contribution of a B-constrained cluster (C, J, ε) to GW (γ) depends only on the restriction of J to the ε neighborhood of the core curve. Up to a diffeomorphism, this can be identified with an ε-disk bundle of the normal bundle N C → C, with C mapping to the zero section and the constraints B i mapping into fibers over points p i ∈ C. One can then declare certain B-constrained clusters to be "elementary". In both of the examples below there is a simple, natural way of doing this. 8.1. GV-formula for general symplectic 6-manifolds. For any closed symplectic 6-manifold X, each class A ∈ H 2 (X, Z) has a chern number c 1 (A) = c 1 (X)A, and the dimension (8.2) is ι = 2c 1 (A) + (2 − dim γ i ), independent of the genus. The invariants GW A,g are zero for all classes A with c(A) < 0 (the moduli space without constraints is empty for J ∈ J * ). For the classes A with c 1 (A) = 0 consider the
GV-transform
For classes with c 1 (A) > 0 consider the following variation of the GV transform:
for each collection {γ i } ⊂ H * (X, Z) . The GW invariants vanish by definition for c 1 (X)A < 0.
Theorem 8.1. Under the transforms (8.6) and (8.7), the primary GW series of any closed symplectic 6-dimensional manifold X becomes a sum with integral coefficients n A,g ∈ Z and n A,g (γ 1 , · · · , γ k ) ∈ Z for all γ 1 , · · · , γ k ∈ H * (X, Z) and k ≥ 0.
Proof. Fix γ = {γ i }, corresponding constraints B = {B i }, and the class A so that ι = 2c 1 (A) + (2 − dim γ i ) is zero. For each J ∈ J * , the resolution of each J-holomorphic map f factors as ϕ • ρ as described above. For each component C i of C, let d i denote the degree of ρ| Ci and let
Then the image of ϕ passes through all the constraints and represents A i /d i (summed over all d i = 0). Hence c 1 ([ϕ]) ≤ c 1 (A i ) = c 1 (A); in fact this must be an equality because the moduli space with c 1 (A) < 0 are empty.
This shows that the GW series separates into a sum over the "CY classes" c 1 (A) = 0 where the previous result apply, and a sum over the "Fano classes" c 1 (A) > 0 that was studied by A. Zinger [Z] . Theorem 6.3 combines with the proof of Theorem 7.1 to give the integrality of n A,g in (8.6). The Fano case is much simpler: there is no need to consider clusters because for J ∈ J * , every embedded J-holomorphic curve C with c 1 (A) > 0 is isolated and super-rigid for the constrained moduli space, and the contribution of its multiple covers to the GW invariant is precisely [Z] ). This completes the proof.
8.2. Genus zero invariants of semipositive manifolds. There is a similar structure theorem for the rational (genus zero) GW invariant of semipositive closed symplectic manifolds. In this context, the appropriate GV transform is the sum of two transforms:
(1) For c 1 (A) = 0, it is based on the Aspinwall-Morrison formula (see Pandharipande-Klemm) :
(2) For c 1 (A) > 0, the change of variables remains that of (8.7), specialized to genus zero:
GW X A,0 (γ 1 , . . . , γ n ) = n X A,0 (γ 1 , . . . , γ n ). (8.9)
As before, the invariants GW A,g are zero for all classes A with c(A) < 0 (since X is semipositive, there are no simple J-holomorphic spheres with c(A) < 0 for J ∈ J * ).
Theorem 8.2. Under the transforms (8.8) and (8.9), the primary genus zero GW series of any closed semipositive symplectic manifold X becomes a sum with integral coefficients n X A,0 (γ 1 , · · · , γ k ) ∈ Z for all γ 1 , · · · , γ k ∈ H * (X, Z) and k ≥ 0.
Proof. Again fix γ, B, and A so that ι = 2c 1 (A) + (dim X − 6) + (2 − dim γ i ) is zero. As before, assume f is a multiple cover with ϕ the reduced map, and A i , d i are degrees of its components. If the domain of ϕ has r ≥ 1 components then its image has at least r − 1 self-intersection points (since the domain of f was connected). For J ∈ J * , these impose (r − 1)(dim X − 4) transversely cut conditions on simple maps, so the dimension of the moduli space containing ϕ is r i=1 (2c 1 (A i ) + (dim X − 6) − (r − 1)(dim X − 4) + (2 − dim γ i )
Since A = d i A i and c 1 (A i ) ≥ 0, this is less or equal to ι − 2(r − 1) ≤ ι = 0. But the moduli space is empty unless this is an equality, so we conclude that r = 1 and d = 1 whenever c 1 (A) = 0. Thus the GW series again separates into a sum of c 1 (A) = 0 classes and a sum over c 1 (A) > 0 classes.
The Fano case (8.9) is classical: dimension counts imply that for generic J the constrained moduli space consists only of simple maps, without any multiple covers thus the GW invariant is an integer.
For Calabi-Yau classes A, we declare a B-constrained cluster to be elementary if it consists of an embedded rational curve with normal bundle locally biholomorphic to O(−1) ⊕ O(−1) ⊕ (dim C X − 3)O. As proved in [PK] , this curve is super-rigid (the constraints kill the kernel in the O directions), and the contribution of its multiple covers to the primary GW invariant is GW elem (γ 1 , . . . , γ n ) = d≥1 d n−3 q d With this, Theorem 6.1 extends to give precisely (8.8).
Hence if X is a symplectic Calabi-Yau 6-manifold, the subset of the moduli space M simple where the maps f have a double point is codimension 2 and where f fails to be an immersion is codimension 4.
Proof. The first statement is proved the same way as Theorem 4.1a). The proof of Proposition 3.4.2 of [MS] implies that (A.2) is transverse to the diagonal and hence ev −1 (∆) is a codimension 6 submanifold of M 2,simple . For (ii), since f is simple, in a coordinate ball B around p can find a small annulus A around p on which f is an embedding (cf. Proposition 2.5.1 of [MS] ). One then extends the proof of Lemma 3.4.3 of [MS] to construct a variation (ξ, 0, K) ∈ ker L f such that (i) K is supported on A, (ii) ξ is supported on a small ball B ′ ⊂ f −1 (B) around x in C and (iii) ξ(z) = zv + O(|z| 2 ) in local coordinates around x. To achieve that, one starts with a local solution ξ to the equation D f ξ = 0 satisfying (iii), modifies it by a bump function β which interpolates from 1 to 0 in a small annulus A ′ ⊂ f −1 (A) around x, and then constructs the variation in K satisfying (i) and Kf * j = −D f (βξ) to account for this modification.
For the dimension counts, note that in our context the fiber of (A.1) has index 2k, and therefore the fiber of ev −1 (∆) → J has index 4 − 6 = −2, while that of Φ −1 (0) → J has index 2 − 6 = −4.
Finally, Theorem 3.4 is an immediate consequence of the following lemma.
Lemma A.2. When C is a genus g elementary cluster, the coefficients of (3.6) satisfy (a) (Integrality) n d,h (g) ∈ Z (b) (Finiteness) for each d, g fixed, n d,h (g) = 0 for h < g or h large. (c) For g = 0, all n d,h (g) vanish except n 1,0 (g) = 1.
(d) For g = 1, all n d,h (g) vanish except n d,1 (g) = 1 for each d ≥ 1.
Proof. When C is genus zero, O(−1) ⊕ O(−1) → C is an elementary cluster and its contribution to the GW invariant was originally calculated by Faber and Pandharipande in [FP] to be Comparing with (3.5) gives (d).
The higher genus case follows from an algebraic fact about power series with integral coefficients that appears in the proof of Theorem 3.19 of the paper [PT] of Pandharipande and Thomas. Making the change of variable Q = e it , (3.5) becomes
On the other hand, (3.1) becomes
where, for each d, the inner sum is a Laurent polynomial in Q, Q −1 with integer coefficients A n,d (C) as long as g ≥ 1. The coefficients A n,d uniquely determine the numbers n d,h . But the proof of Theorem 3.19 of [PT] shows that the integrality of the A n,d implies that all of the n d,h are also integers. Thus statement (a) holds.
For g ≥ 2, the coefficient of q d in (3.1) is a Taylor series in t 2 , Z = 1 + t 2g−2 q + O(t 2g ), so log Z = t 2g−2 q + O(t 2g ). Comparing with (3.6) one sees that n d,h (C) = 0 for all h < g, as in (b).
Finally, for genus g ≥ 2, the inner sum in (A.4) is a Laurent polynomial in Q, symmetric in Q → Q −1 , and with degree bounded by (g − 1) h( ) ≤ d 2 (g − 1). This property is preserved under taking the log:
where |n| ≤ (g − 1)d 2 . As in the proof of Lemma 3.12 of [PT] , this implies the vanishing of n h,d (C) for large h. In fact, a proof by induction on d using the above bound implies that n d,h (C) = 0 for h − 1 > d 2 (g − 1).
