Thousands of schools around the country have implemented whole-school reform programs to boost student performance. This paper uses quasi-experimental methods to estimate the impact of whole-school reform on students' reading performance in New York City, where various reform programs were adopted in dozens of troubled elementary schools in the mid1990s. This paper complements studies based on random assignment by examining a broadbased reform effort and explicitly accounting for implementation quality. Two popular reform programs-the School Development Program and Success for All-do not significantly increase reading scores but might have if they had been fully implemented. The More Effective Schools program does boost reading scores, particularly for the poorest students, but only when program "trainers" remain in the school and the students are native English speakers.
Introduction
Student performance in school districts with concentrated poverty, particularly large city districts, is far below student performance in other districts. In Baltimore, New Orleans, and Philadelphia, for example, the share of students scoring above a selected level on eighth-grade reading and math tests falls more than 50 percent below the state average (Casserly, 2002) . Over the last decade, whole-school reform programs have been widely used to address this problem. This paper draws on the experience of New York City, where various whole-school reform programs were adopted in dozens of troubled schools in the mid-1990s. We explore the impact of these programs on students' reading performance.
Whole-school reform programs, which offer standardized sets of management and instructional prescriptions, stand out for two reasons. First, whole-school reform programs focus on the school as the unit of improvement, which distinguishes them from strategies that focus on system-wide policies and larger governing institutions. Second, these programs address, in a coordinated fashion, multiple aspects of school operations, including decision making, resource allocation, classroom organization, curriculum and instruction, parental involvement, and student support. Traditional school-level interventions usually focus on one of these issues. 1 Efforts to implement whole-school reform have been accelerating, particularly in urban schools that serve disadvantaged and minority students. The Comprehensive School Reform Demonstration program (CSRD), enacted by Congress in 1997 and re-authorized in 2002 for $260 million, provides grants for schools to adopt "research-based" school-wide reform models.
Moreover, in the spring of 1998, the New Jersey Supreme Court required hundreds of urban schools to implement (and the state to pay for) Success for All (SFA) (Goertz and Edwards, 1999) . In addition, Memphis and Miami, along with New York City, have undertaken ambitious efforts to implement whole-school reform models.
2 As a result of efforts such as these, 24 2 different whole-school reform models had been adopted in over 8,300 schools nationwide by 1998 (Herman, et al. 1999) . Since then, SFA has been adopted in nearly 1,000 more schools and hundreds of schools have initiated whole-school reform efforts through CSRD.
The existing scholarly literature does not clearly reveal the effects of whole-school reform models on student academic achievement. Barnett (1996) reviews three of the most widely disseminated whole-school reform models: Accelerated Schools (AS), the School Development Program (SDP), and SFA. This early assessment concluded that "all three models can be implemented as described by their developer without substantial increases in per pupil school expenditures," but that the "evidence for the models' effects on educational outcomes for disadvantaged children is more ambiguous." A publication of the National Research Council concluded that whole-school reform designs have "achieved popularity in spite rather than because of strong evidence of effectiveness" (Ladd and Hansen 1999: 153) .
More recent contributions to the literature include evaluations of SDP in Prince George
County, Maryland (Cook, et al. 1999) , Chicago (Cook, et al. 1999) , and Detroit (Millsap et al. 2001) , two of which randomly select treatment schools. Results from these studies are mixed, and suggest that SDP may not consistently result in improved student performance. Another study, (Bloom et al. 2001) , provides a multi-site, quasi-experimental evaluation of AS, also with mixed results. A quasi-experimental evaluation of the New York Networks for School Renewal Project (Schwartz, Stiefel, and Kim forthcoming) , which draws on the same data sets as this study, finds evidence of positive short-term program impacts. In 2001, the United States Department of Education funded six studies of whole-school reform models, the results of which
are not yet available.
This article presents results from a quasi-experimental study of whole-school reform efforts undertaken in New York City during a three-year period in the mid-1990s. Several features of this study help to advance the emerging efforts to assess whole-school reform.
Perhaps most importantly, the sites examined were part of large-scale efforts to implement whole-school reform in many schools, and thus provide evidence about the usefulness of wholeschool reform as a broad school improvement strategy. The schools in the study were not identified as evaluation sites prior to model adoption, and thus reflect what is likely to happen in large-scale implementation efforts.
This study cannot make use of random assignment, a strategy with well-known advantages for deriving estimates of program impacts. For several reasons, however, researchers cannot rely solely on randomized assignment to evaluate whole-school reform models. Because these models involve the whole school, researchers cannot randomly assign individual students or teachers within a school. Thus, an experiment must identify a set of schools interested in whole-school reform and then randomly deny some of them the opportunity to implement a whole-school reform plan. Because of the difficulty of recruiting schools willing to agree to these conditions, experimental studies are unlikely to provide precise estimates of program impacts. 3 More importantly, because studies based on random assignment typically are small in scale with active participation by program developers, the treatment schools in these studies usually receive more attention than would the average school in any large-scale effort to implement whole-school reform. Thus, experimental studies are unlikely to reveal whether policies that encourage or mandate whole-school reform in a large number of schools can be expected to foster consistent improvement.
Because quasi-experimental approaches do not strive to control the implementation environment, are less expensive, and allow for the examination of many implementation sites, they provide an important complement to experimental studies. The primary challenge in using quasi-experimental data to estimate program impacts arises because treatment schools are likely to be self selected. If unobserved factors that influence either a school's decision to adopt a whole-school reform or students' decisions to attend a school that has adopted whole-school 4 reform also influence school and student performance, then cross-sectional comparisons of adopting schools with non-adopting schools might provide biased estimates of model impacts.
Our methodology, which is discussed in a later section, addresses this issue in detail.
Our analysis of program impacts focuses on two questions: (1) What is the cumulative impact of a whole-school reform model on student performance from first grade through third grade? (2) What portion of the one-year gain in student performance in the third, fourth, and fifth grades is attributable to one of these models? Several whole-school reform models focus on students in early elementary school, and the first question is designed to determine whether program impacts coincide with this focus. The second question is designed to determine whether these programs continue to boost student performance in later elementary school.
The paper has four main sections. The first section describes our sample and our data.
The second section explains our estimation strategy. Using a standard education production function, we derive the possible sources of bias in estimating program impacts, explain our strategy for eliminating these biases, and show how our data can be used to implement our approach. The third section contains our results. We describe our main findings, explore a variety of alternative estimation strategies, and address several issues that arise in our earlier discussion of methodology. The final section presents conclusions and policy implications.
Data The Study Sample
This study examines New York City elementary schools that adopted one of three wholeschool reform models during the 1994-95, 1995-96, or 1996-97 12 that adopted SDP, 9 that adopted MES, and 3 that adopted SFA.
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In addition, 2 of the 32 Community School Districts (CSD) in New York City undertook their own efforts to promote the adoption of whole-school reform. One of these implemented SDP in each of its schools in 1994-1995. The other encouraged its elementary schools to adopt SFA, and 6 of them did so during the 1995-96 and 1996-97 school years. One school that independently adopted MES is also included in the sample. See the second panel of Table 1 . In all, 47 schools adopted SDP, SFA or MES between the 1994-95 and 1996-97 school years.
Stratified random sampling was used to select additional schools to serve as a comparison group. Beginning with all New York City elementary schools, we dropped schools from CSDs facing considerably different service delivery environments than the CSDs in which adopting schools are located. 7 Next, we created three sampling frames corresponding to the three years in which whole-school reform models were adopted. Each frame was split into quartiles based on student performance, and an equal number of schools was randomly selected from each quartile.
The objective of this procedure was to produce a comparison group with a distribution of student performance that is reasonably close to the distribution in adopting schools. 8 Overall, 28 schools were selected from the 1994-1995 sampling frame, 12 from the 1995-1996 frame, and 12 from the 1996-1997 frame. Some schools were selected from more than one sampling frame. In addition, we dropped two of the selected schools because they said they had adopted a wholeschool reform model in either 1997-1998 or 1998-1999 . The final sample contains 40 comparison schools.

Data Sources
Our main data come from individual student data files, called Biofiles, maintained by the New York City Board of Education (NYCBOE). We obtained data on all students who were in third grade in one of the sample schools during 1994-95, 1996-97, or 1998-99 . These data include scores on NYCBOE's city-wide reading tests for each year the student took those exams. There are 9,586 students in third grade in our sample schools in 1994-95. For those who remained in the New York City public school system and were not absent for, or exempted from, any tests, the data include test scores for each year from second through fifth grade. For the 9,932 students in third grade in 1996-97, the data include scores for third through fifth grade. For the 10,687 students in third grade in 1998-99, the data provide only third grade scores. The availability of test-score data is summarized in Table 2 . This table also highlights the three years in which whole-school reforms were implemented in various schools (see Table 1 ). For each school in our sample, we observe students in each cohort.
Other annual information in the Biofiles includes the school the student attended and the student's grade, attendance information, and home zip code. In addition, the data set contains each student's date of birth, gender, ethnicity, home language, and school-lunch eligibility status during the spring of 1999. 11 These student-level files were linked with school-level data obtained from NYCBOE's Annual School Reports and from the NYSED's Basic Education Data System (BEDS). 
Estimation Strategy
While our treatment and control group schools are a fairly close match on observable characteristics, important unobservable differences could exist between them. In this section, we discuss in detail the strategy we use to control for potential sample selection bias associated with such unobservable differences.
Educational Production Functions
This study draws on the large literature concerning educational production functions, such as Ferguson and Ladd (1996) . A general form for such a function is
where Y is a test score for student i in school j in year T and X is a set of explanatory variables, including both student and school characteristics. 13 The variable of interest in this study is W, which indicates that a school has implemented whole-school reform. (This variable is discussed in more detail below.) The coefficient of this variable, β, is our measure of program impact. The effect of explanatory variables from previous years carries over to year T but degrades at a rate given by λ. This form also contains a year fixed effect, γ, and time-invariant fixed effects for the student, µ, and the school, δ. The final term represents random error.
This production function cannot be estimated in this form because neither the student and school fixed effects nor, in most cases, the explanatory variables in previous years can be observed. Moreover, estimating it with only observable information, that is, the contemporaneous X's and W, may result in biased estimates because the omitted variables may be correlated with the observable variables.
The potential bias we are most interested in, of course, involves β. The estimate of β may be biased if unobserved characteristics of a school, which are included in δ and in lagged values of the school-level X's, are correlated with the decision to adopt whole-school reform. This type of bias is sometimes called self-selection bias because it arises when schools with certain unobserved traits are more likely to select reform. In addition, students with certain unobserved characteristics, included in µ, or with certain past experiences, included in the lagged values of the individual-level X's, might have a tendency to move to schools in which whole-school 9 reform has been implemented. This type of correlation, along with a correlation between these moving decisions and student performance, might also lead to biased estimates of β.
Strategies to Eliminate Bias
Several methods have been developed to eliminate these potential biases. First, suppose that the individual and school fixed effects equal zero. In this case, the test score in a previous year can be used to account for the effect of explanatory variables from previous years.
Specifically, setting µ and δ equal to zero and subtracting λ times Y ijT-1 from Y ijT yields a standard "value-added" formulation of a production function:
Note that the expression containing γ serves as a constant term; it captures changes over time in the nature of the test or in the average score of participating students.
A technical problem arises with this equation because the lagged dependent variable is correlated with the component of the error term that has the same time subscript. Some scholars call this the problem of "measurement error" in test scores, because the lagged test score may not accurately measure the impact of previous Xs. In any case, this correlation can lead to biased results. A standard way to eliminate this bias is to use a two-year lagged test score as an instrument for the one-year lagged test score. 14 Using the subsample for which this approach is feasible, we check for the presence of this type of bias in our data.
Second, suppose that λ equals zero, that is, that the impact of the Xs in previous years does not carry over. In this case, we can set λ equal to zero and subtract Y ijT-1 from Y ijT to obtain a "difference" formulation of a production function, which eliminates µ and δ. This form is:
where, as before, the expression containing γ serves as the constant term.
Both of these formulations require two years of data, but the value-added version, equation (2), does not require two years of data for the explanatory variables. The value-added approach can be applied to two observations after implementation or to one observation before and one after implementation because the impact of explanatory variables in previous years, including W, is summarized in the lagged dependent variable. This is not true for equation (3).
When W is differenced, it equals zero if the program is in place in both years and therefore drops out of the analysis. As a result, the difference approach requires at least one observation before program implementation and one observation after. With this type of data, equation (3) compares the change in test scores in schools that implement the program with the change in test scores in schools that did not do so, and therefore provides a "difference-in-difference" estimator.
Neither equation (2) nor equation (3) is satisfactory by itself, because neither one accounts for both fixed effects (individual and school) and carryover effects through the X variables.
15 After all, either of these factors could result in biased estimates of β. One way to account for both of these factors is to combine the steps that lead to equations (2) and (3), that is, to difference a value-added model without first setting the fixed effects equal to zero. This approach requires three years of data. Unfortunately, however, this approach, like equation (3), requires pre-implementation information and, in fact, requires two years of data before program implementation and one year after. Only a small subset of our data meets these requirements, and then is only suitable for answering our second research question.
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Another approach, and the one we prefer, is to estimate equation (2) using an instrumental-variables (IV) technique that accounts for the potential impact of unobserved school characteristics, δ, on the decision to adopt whole-school reform, W. This approach does not address the potential correlation between unobserved individual characteristics, µ, and W; that is, it does not eliminate biases that might arise if parental choices about where to live and send their children to school are influenced by whole-school reform decisions. To put it another way, our approach eliminates bias associated with the whole-school reform adoption decision itself, but not from parents' behavioral responses to this decision. We suspect, however, that few parents are even aware of decisions about whole-school reform and that fewer still respond to them.
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To identify instruments for W, we hypothesize that a school will be more likely to adopt a given model if other schools in the same district (i.e., CSD) have already done so. The presence of other adopting schools in the same district makes it more likely that a school will have information on a model, thereby reducing search costs; provides opportunities for jointly purchased training, potentially reducing implementation costs; and might enhance the perceived professional advantages of adoption.
Because schools in the same district may draw their students from similar populations and use a similar, district-level hiring process, unobserved characteristics of students and teachers in schools from the same district might be correlated. This implies that the number of schools in the district that have adopted a whole-school reform model may not be an exogenous source of variation in a school's decision to adopt. If, however, the decision of other schools in the district is driven primarily by observed characteristics of those schools, then these observed characteristics provide suitable instruments. If a school is influenced by the other schools in its district, then the observed characteristics of those other schools, which influence their own propensity to adopt a whole-school reform model, provide predictors of the initial school's propensity to adopt. Moreover, observed characteristics of other schools are unlikely to have any direct influence on student performance in the initial school. Thus, we use the average characteristics of other schools in the same district to identify exogenous variation in W.
Linking Methods to Research Questions
With our data, a value-added formulation, equation (2), with W treated as endogenous is ideal for examining the second research question defined earlier, namely, the impact of wholeschool reform on a student's progress in grades 3, 4, and 5, each estimated separately. This approach is not possible, however, for our first research question, namely, the cumulative impact of whole-school reform in the early elementary years, because it requires a pre-grade-one test score. Such a score does not exist in our data or in any data set we know of.
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Fortunately, however, we can answer our first research question using our IV technique without the lagged dependent variable, that is, without a value-added specification. This technique directly addresses the most likely source of bias in β, namely the correlation between δ and program implementation. In addition, this technique is an appropriate method for dealing with the potential bias in β that arises if the lagged school-level X's in equation (1) are correlated with W. The exclusion of the lagged dependent variable lowers the explanatory power of the regressions and is therefore likely to raise the standard errors of the coefficients, but this variable is not required to eliminate self-selection bias in β.
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We took several additional steps to verify the validity of our IV strategy. First, we used over-identification tests to confirm that the instruments used in each regression are not correlated with unobserved factors that influence student performance (Woolridge, 2003) . Second, we used procedures described by Bound, Jaeger, and Baker (1995) to verify that our instruments explain a significant share of the variation in treatment status. Finally, we used the subset of students for whom two or more pre-exposure measures of performance are available to compare our IV results with those obtained using a value-added, difference-in-differences estimator. As shown earlier, this estimator accounts for all the unobservables in equation (1).
The link between our data and our methods is explained in detail in Table 4 . The rows of this table refer to the substantive research questions we plan to address, namely, the cumulative impact of whole-school reform in grades 1 to 3, and the value-added impact of whole-school reform in grades 3, 4, and 5. The first two columns indicate the combinations of a student cohort and a year of implementation that will be used to answer each question. For example, the 1994-1995 cohort of students cannot be used to help answer the first question, because, as shown in Table 2 , the students in that cohort were in grade 3, 4, or 5 when whole-school reform was implemented in their school. In the 1996-1997 cohort, on the other hand, students in schools that adopted whole-school reform in 1994-1995 experienced whole-school reform starting in the first grade, so they have spent their entire early elementary years in a whole-school reform school by the time we observe their third grade scores in 1996-1997.
The last two columns of Table 4 indicate the number of treatment schools (for each reform model) and the number of observations (i.e. students) in treatment schools available to answer each substantive research question. For example, our answer to the first research question for SFA will be based on 9 treatment school and 6,570 observations, 885 of which are in treatment schools.
Missing Test Scores and Student Mobility
Across the three cohorts, approximately 34.2 percent of students are missing at least one reading test score. 20 The students with missing test scores are more likely than other students to be male, to be Asian or Hispanic, to be eligible for free lunch, to speak a language other than English at home, to be eligible for ESL services, and to have changed schools.
Whether or not missing test scores bias estimates of whole-school reform model impacts depends on the answers to two questions. The first question is whether or not a student's enrollment in a school that has adopted a whole-school reform model is independently related to that student's having a test score reported. For most of the analyses we conduct, this is not the case. Nonetheless, for some cohorts, in some years enrollment in a whole-school reform model does show a statistically significant influence on the probability of observing a complete set of test scores, even after controlling for other student characteristics. The second question is whether or not students with missing test scores would, if they were tested, tend to have different scores or score gains than otherwise similar students for whom we do observe test scores. This question cannot be answered with our data, so an affirmative answer cannot be ruled out.
This missing test score issue is compounded by the fact that students in one of our sample schools in third grade might have moved to a school outside our sample during or prior to the year being examined. For example, 22.5 percent of the cohort in third grade in 1994-95 moved to a school not included in the study sample by fifth grade. Although the data set allows us to follow these students into schools outside the study sample, the schools into which these students have moved might be substantially different in terms of student-body characteristics, resources, and efficiency than the schools that have adopted whole-school reform. Comparison of student performance in whole-school reform schools with the performance of students in markedly different schools can produce misleading estimates of the impacts of whole-school reform. Thus, the primary analyses in this study are conducted using only students who have remained in one of the treatment and/or comparison group schools. 21 If student mobility rates are different in treatment and comparison schools and students who change schools show different rates of performance growth, controlling for other differences, then dropping movers from the sample could introduce an additional source of bias.
In sum, excluding students with missing test scores or students who have moved to schools outside the study sample may bias estimates of model impacts. 22 To address this potential bias, we employ a Heckman two-step selection-correction procedure (Heckman 1979) .
To further check the sensitivity of impact estimates to the exclusion of movers, we conduct alternative analyses in which movers are included.
Definition of Treatment
Schools vary in the success with which they implement a particular model of wholeschool reform. Moreover, the principles and practices associated with many models have diffused beyond the schools that have made an explicit decision to adopt a whole-school reform model. Under these circumstances, it is not obvious how to define and measure the intervention that whole-school reform represents.
The distinction between schools that decide to adopt a whole-school reform model and schools that are able to implement that model's prescriptions is analogous to the distinction between individuals assigned to a treatment group and those who actually receive the treatment 16 in randomized experiments (Rouse 1998) . As in that case, two approaches are possible. The first is to focus on the decision to adopt a reform and the second is to focus on the degree to which the specific reform prescriptions are adopted.
For several reasons, we focus on the impact of the decision to adopt a reform. First, the decision to adopt is subject to direct policy control of a school or school district, whereas the extent to which policy prescriptions are implemented also reflects the efforts and abilities of teachers, other school staff, and even parents. Second, schools that do a good job implementing a model may not be representative of either the schools adopting that model or the population of schools targeted for future interventions. Thus, focusing on the impact of well-implemented model components limits the ability to generalize any findings. Third, the extent to which model prescriptions are followed in a school can be difficult to measure. Finally, factors that influence the quality of implementation might be more closely related to student performance than are the factors influencing the decision to adopt. If so, self-selection biases might be more difficult to eliminate when estimating the impacts of model implementation than when estimating the effects of the adoption decision.
If the decision to adopt does not have a large impact on student performance, our basic approach cannot distinguish a failure of the model's prescriptions to improve student performance from a failure of treatment schools to consistently implement those prescriptions.
To help make this distinction, we also estimate whether the impact of W depends on the quality of implementation, based on information provided by the program developers.
The impact of whole-school reform also might depend upon a school's experience with a particular whole-school reform model. Because the extensive organizational changes required by whole-school reform may take a number of years to achieve, for example, a finding that student performance has not improved after one or two years does not necessarily imply that the program has been or will be ineffective. On the other hand, the enthusiasm surrounding initial efforts at school reform might engender short-term gains that are not maintained in later years. To account for these possibilities, we determine whether program impacts vary with the length of time a school has been implementing a particular reform model.
Finally, student mobility implies that not all students in a treatment school have been exposed to whole-school reform for the same number of years. Our basic results indicate the impact of whole-school reform on all the students in treatment schools at a given point in time.
In fact, however, a reform program's impact may increase with the length of time a student has been exposed to it. To account for this possibility, we also determine whether program impacts are influenced by the number of years a student is exposed to a reform program.
Results
Main Results
Our main results are presented in Tables 5 and 6 . 23 To illustrate the impact of our decision to use IV estimators, these tables (and the following ones) present both OLS and IV results. Our discussion will focus exclusively on the IV results. Table 5 presents results for our first question, which concerns the cumulative impact of whole-school reform in grades one through three. Our preferred results, which appear in the fourth column, are based on IV estimation with a Heckman selection correction (Heckman, 1979) . 24 As explained earlier, this procedure controls for the impact that a whole-school reform program might have on test scores through its influence on whether or not a score is observed.
These results indicate that SDP and SFA have small, insignificant impacts, whereas MES has a large, positive impact on reading performance. The NCE scale is designed to have a standard deviation (SD) of 21.06. Consequently, the point estimate in the fourth column of Table 5 implies that three years of exposure to MES raises the average student's test score by 61.4 percent of an SD, which is a large impact.
The results for question two, concerning value-added impacts, are presented in Table 6 .
Our preferred results, which are presented in the second panel, also indicate a positive contribution by MES. In particular, MES raises the fourth-grade value-added by 22.7 percent of an SD. However, MES does not have a significant impact on fifth-grade value-added. The valueadded impacts for SDP and SFA are small and insignificant for all grades.
Tables 5 and 6 also present several other sets of results corresponding to alternative ways of dealing with the methodological concerns discussed earlier in the paper. The first two columns in Table 5 and the first panel in Table 6 present results without a selection correction for students who did not leave sample schools. The last two columns in Table 5 and the third panel of Table 6 present results without a selection correction for all students, including those who moved out of sample schools. These results are very similar to our preferred estimates; indeed, they exhibit the same pattern of statistical significance and have virtually the same magnitudes. Our results clearly are not driven by the way we handle missing test scores or student mobility.
Another issue is that measurement error in a lagged test score can lead to a correlation between the lagged test score and the error term in a value-added specification, and hence might result in biased estimates. To deal with this potential problem, we use an instrumental variables procedure, with test score lagged two years as the instrument, to estimate our model for the subsample with the required data. The results are presented in the fourth panel of Table 6 .
Although the fifth-grade result for SDP changes signs with this procedure, it is still small and insignificant, and the fifth-grade results for MES and SFA are very similar to those in the first panel of the table. Thus, our results do not appear to be affected by this measurement error.
Finally, we test the validity of our IV procedure by comparing its results with the results of more precise procedures that combine the value-added and differencing approaches. As explained earlier, this comparison is only possible for a selected subsample of our data. For this subsample, Table 7 shows that our procedure (VA-IV) provides estimates of fifth-grade, valueadded impacts similar to those obtained from more precise approaches (D-VA and D-VA-IV).
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Thus, our IV procedure appears to provide sufficient protection against selection bias.
Do Impacts Vary with Student Characteristics?
The impact of whole-school reform may not be the same for all types of students.
Exploration of this type of variation in model impacts is crucial to identify the types of schools and students for which a particular model is best suited. We investigate whether model impacts depend on ethnicity, poverty, or English proficiency. Our results are presented in Table 8 .
For SDP, we can reject the hypothesis that the cumulative impact of whole-school reform through grade three is the same for black and Hispanic students. We can also reject the hypothesis that these two groups have the same value-added impact in fourth grade. In both cases, however, the underlying estimates of program impact are not statistically significant.
Some stronger results appear for MES. As shown in the second panel of Table 8, MES has a significant positive impact for poor students (as measured by eligibility for a free lunch) and an insignificant negative impact for non-poor students. In addition, MES has a large, positive, significant impact on the performance of native speakers but a much smaller, insignificant impact on students who speak English as a second language. The difference between these results is statistically significant. Overall, MES is successful in overcoming the disadvantages associated with poverty but not those associated with a need to learn English.
The third panel of Table 8 provides results for SFA. None of the results in this panel indicate significant differences in program impacts for different types of students.
Do Impacts Depend on Program Implementation?
The results above indicate that SDP and SFA did not have consistent, positive impacts on student performance. Because these estimates focus on the impact of the decision to adopt one a 20 these models, it remains unclear whether the lack of positive impacts is due to a failure of the model's prescriptions to improve student performance or from a failure of treatment schools to consistently implement those prescriptions.
To study the impact of implementation for SDP and SFA, we collected extensive implementation data from the program developers. These data were used to develop measures of overall implementation quality at adopting schools, and to distinguish cases in which implementation was relatively successful from cases in which implementation was less successful. We could not obtain comparable information for MES, and these data did not cover all SDP schools. The implementation measure for SDP is an average of the program developer's ratings for school planning and management team effectiveness, mental health team effectiveness, parent team effectiveness, and comprehensive school plan effectiveness (Emmons, 1999) . In the case of SFA, the implementation measure averages the program developer's estimates of success in assessment and regrouping, tutoring for reading, staff development and support, early learning, and curriculum.
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To determine if program impacts depend on the degree of implementation, we interact the treatment variable with the quality of implementation variable, expressed as a deviation of the sample mean for schools in a given year. 27 A positive sign for this interaction term indicates that treatment impact increases with implementation quality. We only present OLS estimates of this impact because our instrumental variable strategy is not appropriate for this analysis. First, the SDP schools for which we have implementation ratings are all from the same district, undermining the usefulness of our instruments which are based on district characteristics.
Moreover, we do not have any new instruments to deal with the potential endogeneity of implementation quality. As argued above, our instruments have a clear conceptual link to the decision to adopt a whole-school reform program, but they do not have a strong conceptual connection to implementation quality. After all, the factors determining which schools adopt a 21 whole-school reform model are not necessarily the same as those determining which schools successfully implement that model.
Our results are presented in Table 9 . We find that cumulative program impacts do increase with implementation quality. This result is significant at the 5 percent level for SFA and at the 10 percent level for SDP. Although the content of the implementation indexes is somewhat different for the two programs, the point estimate is virtually the same: a one-point increase in either index boosts the cumulative impact by about 16.6 percent of the SD in the test scores Because our implementation measures are exploratory and because these regressions are not estimated with an IV procedure, these results are no more than suggestive. With this caution in mind, they indicate that implementation matters and that these two programs are unlikely to have substantial benefits unless implementation is virtually perfect. This finding reinforces the value of quasi-experimental studies, which are more likely than studies based on random assignment to observe schools with a range of implementation ratings. It may also explain why SFA and SDP have significant impacts in some small studies, which can carefully control implementation, but not in New York City, where implementation was difficult to control.
Do Model Impacts Vary with Length of Time Exposed?
As explained earlier, the impact of a whole-school reform program may change as a school gains experience implementing it or as students are exposed to it for a greater length of time. Our data set is ideal for exploring these possibilities. In many cases, we observe the performance on the same test in the same treatment schools for students in different cohorts.
Moreover, because of student mobility, we always observe (except in the first year a program is implemented) students in treatment schools with different years of exposure to a reform program.
In the case of school experience, we can determine whether the two years separating cohorts, which corresponds to two more years of experience with whole-school reform in treatment schools, boosts program impacts. In schools that implemented whole-school reform in 1995-96, for example, we observe fourth-grade test scores in 1995-96, when these schools had one year of experience with the program, and in 1997-98, when they had three years of experience. Our approach is to compare the program impacts in these two years.
Our results are presented in Table 10 . The first panel presents results for cumulative impacts. The first two columns apply to schools with one or two years experience and the second two columns apply to schools with three or four years experience. 29 The results are striking. For every reform model, the cumulative impact is larger for schools with fewer than three years of experience than for schools with three or more years of experience. Because these cumulative impacts are based on third-grade test scores, however, students in schools implementing for fewer than three years have not been exposed to the reform program for their entire early elementary education. Consequently, the results in the first two columns differ from those in the next two columns both because the schools have less experience with reform and because the students have less exposure to it. Because these results mix school experience and student exposure, they cannot be interpreted without examining whether performance gains are influenced by the length of time a student has been exposed to a reform program.
Our procedure for studying student exposure is to interact the treatment variable with the number of years the student has been exposed to the reform program. This procedure yields a separate estimate of program impact for each length of exposure. To ensure that our results do not reflect differences in each school's experience implementing whole-school reform, we base this analysis only on schools with three or four years experience with a reform program.
The results are presented in Table 11 . As shown in the first panel of this table, we find some significant differences in the cumulative impacts of whole-school reform through third grade based on student exposure. For SDP, we obtain the curious result that the program has significant, positive impact for students exposed for a single year. Indeed, this impact is larger than the impact for students exposed from two to four years. However, this result is only significant at the 10 percent level.
For MES, we find that more exposure appears to indicate a larger cumulative impact. The impact is about the same for students exposed for one or two years, but is larger for student exposed for three years, and larger still for students exposed for four years, which implies that they entered the program in kindergarten. The results for three and four years of exposure are statistically significant at the 5 percent level (and significantly different from each other). These results suggest that more years of exposure leads to a greater program impact.
Considering the results of Tables 10 and 11 together, leads to a more complete explanation. In the case of SDP, the only significant impacts arise with limited student exposure (Table 11 ) and the combination of limited student exposure and limited school experience (Table   10 ). Taken literally, these results indicate that the gain from limiting student exposure to SDP is magnified by limiting the school's experience with SDP. It is as if the program generates some initial enthusiasm, on the part of both students and schools, that has a significant impact on student performance, but this enthusiasm (and its performance impact) fades as contact with the program continues.
24
In contrast, the MES results in Tables 10 and 11 seem to work in opposite directions. Table 11 indicates that program impacts increase with student exposure, whereas Table 10 indicates that program impacts are greatest when school experience is lowest, despite the fact that limited school experience coincides with limited student exposure. A plausible interpretation of this result is suggested by a key feature of MES implementation in the New York City schools.
Specifically, the people who developed MES sent trainers into the schools that adopted MES. In addition to providing initial instruction on the model's precepts, these trainers visited schools weekly to assist the school planning team in administering school surveys, analyzing survey and performance data, and conducting school planning processes. These trainers were present in the MES schools during 1995-96 and 1996-97, but were not present in any of the MES schools in 1997-98 or 1998-99. 30 This timing coincides with the categories in Table 10 . In particular, when schools are observed with fewer than two years experience (in 1996-1997) , they still have the trainers present, but the trainers have left by the time they are observed with three or four years experience (in 1998-1999) . Thus, it is the presence of the MES trainers, not a lack of school experience, which probably generates the positive impact of MES on student performance.
This timing also coincides with the categories in for two years has a larger impact than exposure to the trainers for one year. In short, the impact of MES increases with student exposure, but only if trainers are involved. The point estimates indicate that SFA has a negative impact in both fourth and fifth grades when it is first implemented, but these results are not statistically significant. Indeed, the only significant impact is for MES in schools with fewer than two years experience. The estimated MES impact is larger for schools with three or four years experience, but it is not significant.
These value-added impacts for MES may be harder to sort out than the cumulative impacts because the categories no longer have a clear link to the MES trainer issue; in fact, all the schools in the value-added regressions have trainers for at least one year.
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The second panel of Table 11 hints that the value-added impact of whole-school reform actually declines with student exposure to the program. Indeed, the point estimates are consistent with this view for all three reform models. The results in this panel are not statistically significant, however. The regressions on which these results are based pool fourth and fifth grade test scores to ensure that there are enough students in each experience category to make the estimation feasible. Even with this pooling, however, we are unable to identify any significant impact of student exposure on programs' value-added impact.
Conclusions and Policy Implications
States around the country are now implementing school report cards and other accountability systems that are based on student test scores (Goertz and Duffy 2001) . This growing emphasis on student performance in education policy implies that test score data are becoming more widely available. This type of data provides an opportunity for scholars to use quasi-experimental methods to evaluate whole-school reform programs and other educational 26 innovations. Because evaluations of this kind provide a valuable complement to studies based on random assignment, we hope, along with Schwartz, Stiefel, and Kim (forthcoming) , that many scholars will take advantage of this opportunity.
The quasi-experimental evaluation in this paper reveals that the extensive efforts to implement whole-school reform in New York City have met with mixed success. To begin, we find no evidence that Success for All boosted elementary reading test scores in New York City.
This result may surprise some readers because SFA focuses on reading and because some previous studies have found evidence of positive impacts from SFA (Herman, et al. 1999 ).
Nevertheless, we find that SFA does not have a substantial or statistically significant impact on either cumulative student performance in grades one through three or on value-added to student performance in grades three, four, or five.
We also find that the cumulative impact of SFA on student performance in grades one through three depends on the quality with which the SFA prescriptions are implemented. It follows that SFA's cumulative impact might have been larger if the program had been better implemented. The average implementation rating of the SFA schools was quite high, however, so our estimates imply that the cumulative impact of SFA would still not have been very large except in the unlikely event that every school exactly followed all of SFA's prescriptions.
The results for the School Development Program also are discouraging. Although our point estimates indicate that SDP has a more positive impact on reading scores than does SFA, its impacts are also small and statistically insignificant. We also obtain similar implementation results for SDP as for SFA. Better implementation would boost SDP's cumulative impact over grades one through three, it appears, but our results imply that even with complete implementation, the cumulative impact of SDP would be small.
In contrast, we find that More Effective Schools has a large and statistically significant impact on cumulative student performance in grades one through three and on the value added to student performance in grade four. Indeed, we find that MES raises reading test scores by 84.1 percent of a standard deviation over the first four years of school, which is a surprisingly large impact. Moreover, MES appears to be more effective for poor students than for non-poor students, a characteristic of great value in an inner-city setting. It also appears to be more effective for native English speakers, both black and Hispanic, than for students who speak English as a second language.
One key feature of MES is that the program developers send trainers to work with each adopting school for the first couple years of implementation. We find that these trainers play a key role; in fact, the large, positive impact of MES disappears when the MES trainers stop coming. This is, of course, a discouraging result. It suggests that schools have difficulty maintaining the positive impact of MES on their own. Because the trainers require spending beyond the standard payments for school teachers and administrators, this result indicates that whole-school reform may not be able to boost student performance unless it is accompanied by a significant increase in resources for more or better-trained personnel.
Overall, these results highlight the challenges facing poor, inner-city schools. We find evidence that whole-school reform may have a role to play in boosting student reading performance in these schools. Nevertheless, this potential contribution is undermined by key characteristics of these schools including: lack of resources; limited management and teaching skill, which lead to poor program implementation and the need for outside "trainers;" a concentration of students with limited English proficiency, and high student mobility. Further experiments with, and evaluations of whole-school reform models are clearly warranted, but nobody should expect this approach to be a panacea for poor, inner-city schools.
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1.
For a concise summary of several different models see NWREL (1998).
2.
Lacking clear evidence of program success based on its own evaluation, Memphis eventually cancelled its whole-school reform program. See Viadero (2001) .
3.
The largest number of schools in an experimental study is 23, including 13 School Development Program (SDP) schools, in Cook et al. (1999) . Cook, Hunt and Murphy (1998) examine 19 schools, including 10 SDP schools. In addition to small scale, studies based on random assignment, also face a threat from teacher movement in or out of schools that adopt a reform model.
4.
For brief descriptions of SDP and SFA see Barnett (1996) or NWREL (1998). For more complete descriptions see Comer, Haynes and Joyner, 1996 and Slavin et al., 1996 . For a description of MES see the Association for Effective Schools, Inc. website at http://www.mes.org.
5.
During the period examined by this study, a school was identified for registration review if it fell below any of the following criteria and showed a three-year pattern of decline on a criterion it failed to meet. The criteria, based on the state's Pupil Evaluation (PEP) tests, were 65 percent of students scoring above the state reference point (SRP) in third grade reading, 65 percent above the SRP in sixth grade reading, 85 percent above the SRP on eighth grade reading, 75 percent above the SRP in third grade math, and 75 percent above the SRP in sixth grade math.
6. Several schools in the control group are also SURR schools. See Table 4 .
7.
These districts serve few poverty students in comparison with districts that have adopting schools, and in the typical year, do not have any schools with aggregate levels of performance that fall below the state criteria used to identify SURR schools (see endnote 5).
8.
We identify schools in which 55 percent or fewer students score above the SRP on the third grade PEP reading test or 70 percent or fewer students score above the SRP on the third grade PEP math test. A school had to meet this criterion in each of the three years before the relevant adoption year to be in the sampling frame. These criteria are similar to those defining SURRs (endnote 5), which helps ensure that they will yield a comparison group with a distribution of pre-adoption performance similar to that in the treatment schools. 
10.
The NCE is a test scoring metric developed to facilitate measurement of the effectiveness of Title I compensatory education programs. NCEs are normalized standard scores with a mean of 50 and a standard deviation of 21.06.
11.
Free-lunch eligibility indicators were imputed for 15.8 percent of the students in the study sample that are missing this information. Details on the imputation procedure used, and other aspects of the data assembly for this study are available from the authors upon request.
12.
The PEP test and associated SRP, which is a minimum competency standard, were used until 1998-1999 to identify students for remedial assistance. Our data set includes PEP scores, but only at the school level, so we cannot use them in our empirical analysis.
13. The combination of school-level and individual-level variables in any production function study, including ours, calls for the use of robust standard errors. As a result, all of our standard errors are calculated using the "cluster" option in STATA, which makes use of a generalization of the Huber/White/Sandwich estimator of variance.
14. Schwartz, Stiefel, and Kim (forthcoming) deal with this problem by including both a oneand a two-year lagged values of test scores in the equation. This approach does not eliminate the correlation that causes the problem.
15.
More technically, subtracting λ times equation (1) for T-1 from equation (1) results in an equation (2) with two new terms on the right side, namely, µi(1-λ) and δj (1-λ) . Subtracting equation (1) for T-1 from equation (1) results in an equation (3) with the following new terms on the right side: ST-1(λ-1)+λ(αXijT-1 + βWijT-1), where St is the sum in equation (1) for year t.
16.
A later section describes how we use this subset. As discussed below, pre-implementation test scores are rarely, if ever, available for studies of program impacts in early elementary school.
17. Schwartz, Stiefel, and Kim make a similar argument (page 14 of manuscript, endnote 10): "Students or their parents are unlikely to have known about this reform before enrolling (or even after enrolling)."
18. State-administered tests typically are not given in kindergarten or first grade because testtaking skills generally have not been developed by that age. The lack of these tests is therefore an inherent constraint facing research on whole-school reform.
19.
As before, this IV technique does not rule out the possibility of bias from a correlation between µ and parental decisions about where to send their children to school. In this case it also does not rule out bias from a correlation between these decisions and lagged individual characteristics in X. For the reasons given earlier, however, it seems likely that both of these correlations and the resulting bias are close to zero.
20.
The percentage of students missing the test scores needed for the specific analyses presented here is less than these figures, and varies by cohort and school year.
21.
A small number of students in each cohort moved from one sample school to another school that is also in the sample. These students are included in the primary analyses. Our approach contrasts with that of Schwartz, Stiefel, and Kim (forthcoming) , who retain in their sample all students who remained in any New York City school.
22.
Schwartz, Stiefel, and Kim (forthcoming) do not correct for this potential selectivity problem. Because they include movers in their regressions, the selectivity problem in their case arises solely because some test scores are missing.
23.
These tables, along with the others in the text, focus on results for the whole-school reform variables. The full list of control variables is provided in Appendix Table A1 , which presents full results for the fifth-grade, value-added regressions with a Heckman selection correction. Results for any other regression in this paper are available from the authors upon request.
24.
In particular, we estimate an equation to predict the probability that a student will have all test information, and then insert the resulting selection-correction term into our studentperformance regression. Results for this equation, which is estimated with probit analysis, are presented in Table A1 . Tables 5 and 6 indicate that the Heckman selection term (called lambda or the inverse Mills ratio) is not significant in the fifth-grade regressions. Moreover, it is significant in only one of the IV regressions. It is significant, however, in most of the OLS regressions.
25.
The value-added, difference-in-difference approach does not account for the possibility that schools or students have unobserved time trends in their test scores and that these trends might be correlated with model adoption. These trends, which are not included in equation (1), can be accounted for with double differencing. See Bloom (1984) . We do not have enough data to implement this approach, but the D-VA-IV model in Table 7 is a step in this direction.
26.
These ratings come from unpublished surveys supplied to us by the program developers. More information on the implementation ratings for SDP and SFA is available from the authors upon request.
27. This formulation implies that the estimated impact of W alone is still an estimate of the average impact of that model. This estimate differs from the estimates in Tables 5 and 6 , however, because it is based on a slightly different sample (implementation data are not available for all SDP schools) and because the implementation rating is expressed as a difference from the school mean not from the student mean. Table 9 ).
29.
We also observe cumulative impacts and fifth grade impacts for 25 SDP schools with five years experience. These estimates, which apply to schools that implemented SDP in 1994-95, are all small and insignificant and are omitted to simplify the presentation. We also observe two SFA schools with five years experience, but that is not enough to obtain reasonable estimates.
30. This information on MES implementation comes from our interviews with school personnel.
31.
Because many of these value-added results are based on a small number of schools, we also estimated school-experience regressions that pooled fourth and fifth grade test scores. This approach makes it possible to include all treatment schools but also implies that fourth-grade test score gain for 1994-95 cohort (when the school has limited experience with a program) is sometimes compared to the fifth-grade test score gain for the 1996-97 cohort in the same school when it has more experience. With this approach, the negative impact in SFA schools with limited experience is statistically significant, but only at the 10 percent level. No other results are statistically significant. These results are available from the authors upon request. Table A1 . Samples used are the same as in Table 6 . Figures in brackets are robust standard errors; * = statistically significant at 0.10 level; ** = statistically significant at 0.05 level. b. This row indicates whether the difference between the preceding two estimates is statistically significant at the 0.10 percent level or above. d. Estimates in this panel are based on schools that adopted in 1995-96 or 1996-97 which include 3 SDP, 10 MES and 7 SFA schools. There were not enough SDP schools to implement the IV estimation. Table A1 . These regressions only include students either in a school that has implemented whole-school reform for three or four years or in a comparison school. 
