Abstract
Introduction
Face pose estimation (PE) is used to predict the 3D orientation, that is the rotation-in-plane (RIP) and rotation-out-of-plane (ROP) angles, of human head. In particular, in this paper we only discuss its simplified version that corresponds to left-right angles and updown angles. It is very important due to face pose plays an essential role in many real-life applications, such as monitoring attentiveness of drivers [2] or automating camera management [3] . In addition, many view-based approaches for face image analysis such as face recognition usually need to estimate the pose to some extent [4] .
Previous works on pose estimation (PE) include PCA [5, 6] , ANN [7] , SVMs [8, 9] , and Independent Subspace Analysis (ISA) [10] . In this paper, we propose a novel method to learn a pose estimator by boosting regression algorithm called SquareLev.R [1] that learns poses from simple Haar-type features [11] . It consists of two tree structured subsystems for the left-right angle and up-down angle respectively. As a specific application in video based face recognition, the best shot selection problem is discussed, which results in a real-time system that can automatically select the most frontal face from a video sequence. Best shot selection is of important value in live video based face related processing such as face recognition, demographic classification [12] , etc. The main contribution of our work is a novel pose estimation method based on boosting regression that proves to be very useful for practical applications such as best shot selection.
The rest of this paper is organized as follows: in Section 2, we discuss the problems involved in pose estimation; in Section 3, we give a brief introduction of the boosting regression algorithm, SquareLev.R; in Section 4, we introduce the Haar feature based weak learner for regression; in Section 5, we describe our pose estimation trees; in Section 6, we give our solution to the best shot selection problem and its results; and finally in Section 7, we present our conclusions. 
The Definition of Pose Estimation
As illustrated in Fig.1 , PE has three variations according to its position in the flow chart. PE before face detection is a rough prediction used to divide each sub-window into its corresponding subcategory for view-based face detectors. Because there are usually millions of patches to be processed for face detection, PE at this level must be simple and fast. PE after face detection serves as the multiplexer that guides the face pattern to its view-based model. Its accuracy has direct influence on the performance of further processing. PE after face alignment is the last level. At this stage, there are usually many facial landmarks available, so modelbased method can be used. In this paper we focus on the second level. It means we assume there are no landmarks available and the target is to estimate the pose from the detected face regions in an image.
Boosting Regression Algorithm
The learning algorithm SquareLev.R [1] is a boostor leverage-style regression algorithm that aims at reducing the variance of residuals. Given a sample set
and a regressor F, the variance of residuals is
where r is the m-vector of residuals defined by ( ) 
. That means if t has a positive lower bound min then for any positive number this algorithm will definitely generate a master regressor whose sample error is at most .
Haar Feature Based Weak Learner
In each boosting round, SquareLev.R will call the weak learner to obtain a hypothesis or weak regressor. Different from classifications in which the hypothesis is a threshold function, the hypothesis for regression should be a continuous function of the feature value. A very simple yet effective set is the Look-Up- Table  ( 
We construct a hypothesis pool from all possible Haar features. 
Pose Estimation Tree
Pose data for training consist of faces with ±45˚, ±30˚, ±15˚, 0˚ left-right ROP and ±30˚, ±15˚, 0˚ updown ROP that is totally 35 view categories of which each has 300 faces of different people. Because our target is PE after face detection, we do not do any shape alignment to the face samples, that is to say the face block obtained by the face detection module will be used for training directly. All samples are resized to 24×24-pixel patch, see Fig.3 .
• Given Sample Set For an input sample, the root only gives a rough estimation of its pose, and the more accurate estimation is left to its corresponding leaves. Since the root does not need to be highly accurate and the leaf only deals with a small sub-range, they can be implemented with relatively few features. In our experiments each leaf in the tree has 400 features, and the root has 800 features. In five-folder cross validation, the average errors of the left-right tree and up-down tree are 8.8 degrees and 9.8 degrees respectively. Table 1 lists the errors on various views and Fig.6 shows the estimators' error distributions on samples. 
Best Shot Selection
Based on this pose estimation method, we have developed a video-based best shot selection system of which its flowchart is given in Fig.7 . First we use three cascade face detectors, a frontal detector, a left half profile detector and a right half profile detector to detect faces in each frame. Second, the pose estimator is applied to these faces to obtain the left-right and updown ROP angles. Finally, the face with the smallest rotation angles is selected as the best shot. Fig.8 presents an example. In best shot selection, we use two-level trees illustrated in Section 5 to estimate poses due to large ROP angle changes involved. To test our system, we have collected three groups of video sequences, including coarse and delicate sequences. In the first group, volunteers are required to rotate their heads from left to right; in the second group, they are required to move their heads from up to down; in the third group, they are required to rotate their heads from upper left to lower right, see Figure 8 for an example. Each group has 25 coarse sequences and 30 delicate sequences of different faces, each coarse sequence has 10 frames and each delicate sequence has 150 frames. The faces with -10˚~10˚ leftright ROP and -10˚~10˚ up-down ROP are accepted as frontal pose and others are rejected. Each frame is labeled to be frontal or not frontal subjectively as the ground truth data. Table 2 shows the results obtained by our system on the three groups of test data. It is quite encouraging. Those selected shots which are considered not the ground truth best shot are in fact rather close to the true one that makes our algorithm very useful in practice. The speed is about 14 frames per second (fps) on a 1.4GHz Athlon PC. 
Conclusion
In this paper, we have applied boosting regression algorithm to learn face pose estimator. We have integrated pose estimation with face detection into an automatic real-time best shot selection system, which can be used in pose-sensitive face-related preprocessing such as face recognition. We believe the proposed method is also promising for other image regression related problems.
