Abstract. We consider designing near video on demand (NVOD) systems that minimize startup latency while maintaining high image quality. Recently nonuniform segmentation has been used to develop periodic broadcasting techniques for NVOD. These techniques give significant reductions in startup latency as compared with more conventional uniform segmentation. Essentially all of these schemes assume, however, that the videos are CBR-encoded. Since a CBR-encoded video has a larger average rate than an open-loop VBR encoding with the same image quality, there is potential to obtain further performance improvements by using VBR video. In this paper we develop a series of multiplexing schemes for the periodic broadcasting of VBR-encoded video that are based on smoothing, server buffering, and client prefetching. Two key but conflicting performance measures exist when using VBR video: latency and packet loss. By introducing small additional delays in our multiplexing schemes, our trace-based numerical work shows that the schemes can achieve nearly 100% link utilization with negligible packet loss. When the ratio of the CBR rate to the VBR average rate is a modest 1.8, startup latency can be reduced by a factor of four or more for common scenarios.
Introduction
True video on demand (VoD) services permit subscribers to schedule an arbitrary starting time for a video of their choice. With true VoD, clients can select a video from a large number of video files stored on central video servers. Requested videos are transmitted to a large population of clients through a network (e.g., cable, ADSL, or LAN), and a distinct stream is dedicated to each user. True VoD is referred to as user centered since server and network bandwidth is strictly divided among the system's users [1, 30] . As the number of users increases, server and network bandwidth is quickly depleted. Consequently, true VoD is often considered inefficient and too costly to offer as a service.
To provide scalable VoD, various techniques based on a data-centered approach have been developed in which the server divides its bandwidth among distinct video objects and each video file is broadcast to the receivers. Broadcasting allows many clients to share a single server stream and, thus, achieves efficient utilization of both network bandwidth and server capacity [3, 28] . Techniques in which many clients share a common server stream provide near VoD (NVOD). With NVOD, users experience a delay of the order of seconds to tens of minutes before the commencement of the video of their choice. In some NVOD techniques, this startup latency is due to a delay at the server during which requests for the same object are batched and served together using a single server stream [2, 6, 7, 27] . In another set of NVOD techniques, the server periodically broadcasts each video object at fixed time intervals and clients must wait until the beginning of the broadcast session before viewing the video of their choice. Techniques of this latter type are referred to as periodic broadcasting schemes [1, 9, 13, 14, 30] .
When the number of users is large, periodic broadcasting can be an efficient means to distribute stored video. Periodic broadcasting scales nicely, as the startup latency is completely independent of the number of clients. The startup latency depends, however, on the particular periodic broadcasting scheme and the number of videos that are broadcast. In broad terms, the fewer the number of videos, the greater the number of copies of each video that can be broadcast and the lower the initial startup latency. Fortunately, for movies on demand, a large fraction of the demand is typically for the 10 to 20 most popular movies [7] .
One simple periodic broadcasting scheme is to broadcast multiple entire copies of each video, with a new copy broadcast every fixed interval of time (e.g., a new copy of Star Wars broadcast every 20 min) [6] . We refer to such schemes as periodic broadcasting with uniform segmentation. In such a scheme, the maximum startup latency experienced by a user is equal to the length of the video divided by the number of copies broadcast. This latency can be long for full-length MPEG2-encoded movies sent over channels on the order of 100 Mbps. For example, when ten movies, each encoded at 3 Mbps and each 2 h long, are broadcast over a 100-Mbps channel, the maximum startup latency is 40 min. Beginning with a seminal paper [30] , a number of nonuniform segmentation schemes have recently been proposed [1, 9, 13, 14, 30] . Loosely speaking, these schemes reduce the initial startup latency by broadcasting the earlier portions of the video more frequently and the latter portions less frequently.
Essentially all of the existing work on NVODsystems with periodic broadcasting is based on the assumption that the videos are constant bit rate (CBR)-encoded [1, 9, [13] [14] [15] 21, 30] . (We note that the tailor-made transmission scheme [4] , which was developed independently of this work, also accommodates VBR video. VBR video is also accommodated by the periodic broadcast schemes with adaptive segmentation [18] that followed the conference presentation [26] of a preliminary version of the work presented in this article.) The CBR encoding technique modifies the quantization scale during compression, which causes quality degradation in the encoded video. (With CBR encoding, the bit rate of the resulting encoded video actually fluctuates around the target CBR rate; but the video can be transmitted at the CBR rate and a small smoothing buffer at the client ensures continuity [5, 17] .) For open-loop VBR encoding, the quantization scale remains constant throughout the encoding process, which often produces highly variable bit rates. Digital video distribution systems using satellite and cable have avoided using VBR video due to its burstiness. Nevertheless, for a given movie or sporting event and for the same quality level, the average bit rate of a CBR MPEG encoding is typically two times or more the average bit rate of a VBR MPEG encoding [5, 29] . Therefore, with VBR video there is potential for increased system efficiency. We note that to our knowledge our study is the first to investigate NVOD systems using periodic broadcasting of VBR-encoded video.
Although nonuniform segmentation can greatly reduce startup latency, for many practical circumstances the startup latency remains unacceptably high for CBR-encoded video. When a NVOD system broadcasts full-length MPEG2-encoded movies over channels on the order of 100 Mbps, the initial latencies can be large. For example, when ten movies, each encoded at 3 Mbps and each 2 h long, are broadcast over a 100-Mbps channel, the maximum initial startup latency is more than 17 min. In this paper we develop nonuniform segmentation schemes withVBR-encoded video that significantly reduce the initial startup latency without appreciably degrading image quality. In particular, for situations of practical interest, as the one described above, the startup latency can be reduced by a factor of 4 or more when the CBR/VBR average bit rate ratio is a modest 1.8.
In order to obtain dramatic reductions in startup latency with VBR-encoded video, we must allow for some small fraction of packet loss (due to link buffer overflow). The loss, however, will not be noticeable if it is extremely rare. Therefore, the challenge is to develop a NVOD scheme that uses VBR-encoded video and yet has low packet loss, on the order of 10 −6 or less. (Losses this small can be effectively hidden with simple techniques for error concealment by postprocessing at the decoder; see Sect. V of [31] .) We investigate a number of different schemes in this paper and find that join-theshortest-queue (JSQ) prefetching gives the best performance. The JSQ prefetching policy is akin to the Earliest Deadline First (EDF) scheduling policy in that the sender selects the frame with the earliest playback deadline for transmission. Our numerical work demonstrates that periodic broadcasting of VBR-encoded video with JSQ prefetching achieves small startup latencies and extremely small loss probabilities. This paper is organized as follows. In Sect. 2 we show how nonuniform segmentation can be combined with bufferless statistical multiplexing to create a NVOD scheme using VBR-encoded video. We present a methodology that explores the trade-off between startup latency and packet loss. In Sect. 3 we study a specific segmentation scheme and present results from trace-driven simulations for bufferless multiplexing. The bufferless multiplexing scheme does not provide sufficiently low loss probabilities, but it does set the stage for a series of more sophisticated schemes described in Sect. 4 that offer increasingly higher performance. The first of these schemes combines smoothing with bufferless multiplexing, providing significant performance gains. The second scheme uses serverbuffer multiplexing, further increasing performance. The third scheme uses JSQ prefetching and leads to yet further improvements. We provide extensive numerical examples that show that the aforementioned schemes can lead to dramatic reductions in initial startup latency while keeping the loss probability negligible. In Sect. 5 we show that our VBR multiplexing schemes can dramatically reduce the CBR startup latency.
Overview of nonuniform segmentation techniques
The first nonuniform segmentation technique referred to as pyramid broadcasting [30] divides each video into K segments of geometrically increasing sizes. The server capacity is divided evenly into K logical channels, and the i-th segments of all videos are broadcast sequentially on the i-th logical channel. Since the first segments of the videos are the smallest in size, they are also broadcast the most frequently. Consequently, the startup latency for any video is significantly reduced. The reduced startup latency achieved in [30] requires large storage buffers and high disk bandwidth at the receivers (due to the high broadcast rate of each channel). To address these two issues, a technique proposed in [1] repartitions each logical channel such that a separate subchannel is allocated to each of the K video segments. In addition, [1] allows for p copies of each segment to be transmitted, each beginning at every short interval of time. The new technique referred to as permutation-based pyramid broadcasting significantly reduces disk bandwidth requirements. To substantially reduce storage requirements at the receiving end and still maintain short startup latency, the skyscraper broadcasting technique [14] employs a different video segmentation scheme and a new broadcasting strategy. In this latter technique, each segment is broadcast at its consumption rate on a separate logical channel. In [13] Hua et al. propose yet another segmentation scheme that results in further reduction in startup latency relative to [14] without compromising storage and disk bandwidth costs. This technique exploits receiver resources by allowing the clients to download from many subchannels simultaneously (pipelining). The use of extensive pipelining permits video division into fast (geometrically) growing video segments that are broadcast on separate channels at their consumption rate. Finally, Gao et al. [9] develop a rigorous analytical framework for studying periodic broadcasting schemes with CBR video. Based on their analytical framework Gao et al. develop the Greedy Disk-conserving Broadcasting (GDB) scheme, which achieves small startup latencies even for clients with limited pipelining capabilities.
Near VoD with VBR-encoded video
We now present the key components of the general periodic broadcasting technique for VBR-encoded video. Let M be the number of encoded videos to be broadcast and N (m) the number of frames in the m-th video. All videos are VBRencoded. To keep the presentation simple, we assume that each video has a frame rate of F frames per second. The trace sequence of each prerecorded video is fully known; let x n (m), n = 1, . . . , N(m), m = 1, . . . , M denote the number of bits in the n-th encoded frame of the m-th video. Finally, we denote the shared bandwidth between server and clients by C Mbps. All video streams sent by the server share the C Mbps. (The shared channel could be a cable or a digital satellite channel, for example.)
Our basic periodic broadcasting scheme for VBR traffic works as follows. Each video is divided into K segments prior to broadcasting. The server broadcasts MK simultaneous video streams, each of which repeatedly sends a single segment of a video. Frames from the MK streams are statistically multiplexed into the broadcast channel without buffering. Bits are lost whenever the broadcast rate exceeds the channel rate. The server broadcasts each video stream at rate F frames per second, the consumption rate of the videos. A client that wishes to see a particular video tunes to the stream that is repeatedly broadcasting the first segment of that video. The user then waits until the beginning of the segment starts to arrive. We refer to the maximum delay experienced by the user as the startup latency. At the next broadcast of the first segment the client begins to receive and concurrently display frames from the beginning of the segment. As with the CBR schemes, the client downloads the remaining segments of the video according to a specific download strategy [9, 13, 14] . The choice of download strategy depends on the ability of the client to employ pipelining, i.e., on the ability to receive frames from a number of video streams simultaneously. The download strategy is specified by q, the number of simultaneous streams from which the client can download frames at any time. For example, for q = 4, the client downloads segments at their next occurrence for at most four streams at a time.
A central characteristic of a periodic broadcasting scheme (CBR and VBR) is the manner in which the videos are segmented. In general, each video is divided into K segments according to a series of terms referred to as broadcast series [1, 9, 13, 14, 30] . Let [e 1 , e 2 , . . . , e K−1 , e K ] be a general broadcast series. The series specifies that the first segment of each video consists of e 1 units (whereby one "unit" corresponds to a certain integer number of video frames), the second segment of e 2 units, etc. Without any loss of generality, set e 1 = 1 unit. Let The size of the first video segment is determined by the equation
Thus, a broadcast series [e 1 , e 2 , . . . , e K−1 , e K ] and video length N (m) completely specify all segment sizes. An important requirement of a periodic broadcasting scheme is that it must allow the delivery of the video in a continuous and timely fashion. In other words, the delivery scheme must permit the display of the decoded video at the client without interruptions. (Throughout this paper we focus on a playback-only system, i.e., we do not consider client interactions, such as pause and temporal jumps.) This requirement is referred to as the continuity condition. Note that the broadcast series specifies the transmission schedule in terms of numbers of video frames, independent of whether the frames have constant or variable sizes. Hence there is no difference between the continuity condition for CBR-encoded and VBRencoded video. [We do note that the specification of the broadcast series in terms of numbers of video frames assumes that all video frames of a given video have the same frame period (display time), as is typical for VBR-encoded video.] Whether a certain scheme satisfies the continuity condition, given F and N (m), depends on the value of q and the specific form of broadcast series used. For example, consider q = 1, i.e., the client can download frames from only one stream at a time. In this case, the uniform broadcast series [1, 1, . . . , 1] is the only type of series that results in a feasible delivery scheme. When q = 2, the series of increasing terms given in [9, 13, 14] Fig. 1 for K = 4 and just a single video.
Since q = K, the client can download frames from all video streams simultaneously. As a result, each of the four segments can be received at its next broadcast. The following argument shows that the continuity condition is indeed satisfied for this broadcast series and q combination. Consider two successive video segments of sizes N i (m) and N i+1 (m). The continuity condition is satisfied if the second segment becomes available before or at the time the broadcast of the previous segment ends. Since the sizes of the two segments are related by N i+1 = 2 · N i (m), the broadcasts of the segments either begin or end at the same time. In the case where the broadcasts begin simultaneously, segment i + 1 becomes available early and can be downloaded and stored by the client in the playback buffer. In the case where the broadcasts end at the same time, a broadcast of segment i + 1 immediately follows that of segment i, and continuity is maintained.
Startup latency is defined as the maximum delay experienced by a user before the commencement of a video. This latency is equal to the maximum access time of the first segment of the video, which equals the broadcast duration of the segment. We let L(m) indicate the startup latency for the m-th video. We have
, where e 1 = 1, the startup latency is given by
Note that the startup latency of a periodic broadcasting scheme is decreasing in K. Also, note that for a given value of K the startup latency is decreased when a fast growing broadcast series is utilized. With VBR video there are two performance measures, startup latency and loss probability. As we shall see, there is a trade-off between these two measures. We consider the commonly used information loss probability, which is defined as the long-run fraction of encoding information (bits) lost during network transport (the periodic broadcasting in our context). An alternative commonly used metric is the frame loss probability, which is defined as the long-run fraction of (the number of) video frames that suffer losses (i.e., a part of the frame or the entire frame is lost) during network transport. We use the information loss probability because error concealment techniques (see Sect. V of [31] and references therein) enable clients to decode and display partially received video frames, albeit with a reduced quality. To determine this fraction, we index each video stream by a tuple (m, k), where m indicates the video and k the specific video segment sent by the stream. Loss of bits occurs when the aggregate bit rate of the traffic (i.e., from all MK streams) exceeds the link's capacity, C. Let y t (m, k) denote the number of bits sent by stream (m, k) during frame time t. Then, y t (m, k) can be expressed as a function of the trace sequence x m (n) as follows:
where j is given by
Note that j represents the index for the frame of the m-th video (i.e., j = 1, . . . , N(m)) that is sent during frame time t. Observe also that the value of j depends on the resulting segment sizes after division of the video. We next determine y t , the total number of bits that reach the link during frame
In our initial bufferless model, bits are lost from the video streams if the aggregate amount of traffic that arrives at the link during frame time t exceeds the link's capacity, i.e., if y t > C F . Thus the long-run fraction of bits lost is
# of bits lost up to frame time T total # of bits sent up to frame time T
= lim
where
Small startup latency and small loss probability are conflicting objectives. The startup latency is decreasing in K. On the other hand, the aggregate amount of traffic that reaches the link in a frame time increases with K in approximately a linear fashion. Thus, the loss probability also increases with K. In the next section, we present numerical results from the simulation of a specific periodic broadcasting scheme that illustrate the trade-off between startup latency and loss probability.
Periodic broadcasting with a geometric series
The techniques developed in this paper can be applied to an arbitrary download strategy and broadcast series (as long as the continuity condition holds). To illustrate the use of VBR video with periodic broadcasting, we focus our numerical work on one download strategy and broadcast series. Specifically, we use q = K, i.e., the client can download each of the K segments at their next occurrence, and the geometric series [1, 2, . . . , 2 K−1 ] to segment the videos. It is shown in [9] that the geometric broadcast series is the fastest growing broadcast series that satisfies the continuity condition; the geometric broadcast series therefore gives the smallest startup latencies (Eq.2) and the fewest segments. (We note that other, slower growing broadcast series result for the same small startup latency in more segments for each video and thus a correspondingly larger total number of streams (which would require a correspondingly larger link capacity). Since a larger number of streams generally improves the statistical multiplexing effect, this scaling would tend to result in better performance for our VBR schemes than is reported here for the geometric series.) Recall from Sect. 2 that a periodic broadcasting scheme utilizing the above broadcast series and pipelining combination satisfies the continuity condition. In our numerical example, we also make the assumption that receiver storage is not a constraining factor. In other words, we assume that playback buffers at the clients are large enough to receive and store all incoming segments without loss. When receiver storage is a constraint, approaches presented in [9, 14] , in which segment sizes are restricted to a maximum value, can instead be employed.
We obtained 7 MPEG1-encoded movies from the public domain [10, 16, 24] . The trace of each movie gives the number of bits in each frame. The seven encoded movies were used to create ten "pseudotraces" each 160,000 frames long. Table 1 summarizes the statistics of the resulting traces. The ten traces used in the numerical study were created from the seven movies in the following manner. The first five traces were created using the encoded movies in [24] . Since each of the original movies is 40,000 frames long, the trace sequence of each movie was repeated four times. Each resulting trace sequence of 160,000 frames was then multiplied by a constant to bring the average bit rate to 2 Mbps. The sixth trace was created by repeating four times the first 40,000 frames of the MPEG encoding obtained from [16] and then manipulated such that its average bit rate is 2 Mbps. Finally, the MPEG encoding obtained from [10] was first divided into four parts of 40,000 frames each. The resulting movie segments were repeated four times to create four different trace sequences of 160,000 frames. The trace sequences were finally multiplied by constants to create the last four traces of Table 1 with aver- age bit rates equal to 2 Mbps. Although the ten pseudotraces are not traces of actual movies, we believe that they reflect the characteristics of MPEG2-encoded movies (highly bursty, long-range scene dependence, average rate about 2 Mbps). We expect that future NVOD systems will offer videos with higher average bit rates (e.g., HDTV quality video) and have proportionally higher link rates C. With this scaling the performance characteristics of the NVOD system are approximately equal to the performance characteristics obtained for the 2-Mbps average bit rate videos and link rates C considered in this study. The periodic broadcast schemes studied in this paper do not rely on the assumption of equal average bit rates and accommodate heterogeneous average bit rates without modifications. When supporting videos with heterogeneous average bit rates, both the basic statistical multiplexing [23] and JSQ prefetching mechanisms [20] studied here in the context of periodic broadcasting distribute the losses approximately proportionally to the average bit rates among the streams. That is, streams with a higher average bit rate experience proportionally larger losses, and vice versa for lower average bit rate streams. Both the studied multiplexing and prefetching mechanisms may be combined with fairness mechanisms that distribute the losses differently, e.g., prioritize the drop of video information according to its contribution to the perceived video quality, which is currently a topic of ongoing research. In summary, we use M = 10 VBR-encoded videos (F = 25 frames/s) each of which has 160,000 frames, i.e., N (m) = N = 160, 000 frames, and a length of approximately 107 min. As illustrated in Table 1 , the traces used in the numerical study have high peak/mean ratios and standard deviations.
Our numerical study of the periodic broadcasting scheme focuses on startup latency and loss probability. The startup latency for the geometric broadcast series with e k = 2 k−1 is given by (see Eq. 2)
for each video. The loss probability is given by the expected fraction of bits lost from the video streams during broadcasting (Eq. 3). In general, to obtain an accurate approximation of P loss , it is necessary to simulate the periodic broadcasting scheme over a large number of frame times. In our case, however, the use of the geometric series [1, 2, . . . , 2 K−1 ] for segmenting the videos introduces a periodicity in the aggregate traffic pattern y t . The same aggregate traffic pattern repeats every N K frame times where N K is the size of the largest segment of each video. As a result, we can determine P loss by simulating the system for the first N K frame times. Thus we compute the loss probability P loss as follows:
Note that this equation applies to all broadcasting series where the length of the longest segment is an integer multiple of the lengths of the shorter segments. For broadcast series that do not satisfy this property, P loss can be estimated in similar fashion by replacing the length of the longest segment by the smallest common multiple of the lengths of the segments.
To obtain confidence intervals of the loss probability, we perform multiple independent replications of the broadcast in which the broadcast traffic pattern varies. To allow for replications using the available set of traces, we introduce a random shift in what we consider the starting point of each trace. In each replication of the broadcasting scheme, ten random numbers are drawn from a uniform distribution in the range [1, 160000] to determine random starting points for each of the traces. Starting from the random points, a perturbed trace of 160,000 frames is obtained for each of the videos by wrapping each trace around until the original starting point is reached. In each replication, the segmentation of the videos is performed in the manner specified by the broadcast series using new perturbed traces. We run the simulations until the 90% confidence intervals of the loss probability are less than 10% of the point estimate.
Bufferless statistical multiplexing
In this subsection, we study the performance of the periodic broadcasting scheme when the original VBR traffic is statistically multiplexed onto a bufferless link. (In practical systems a multiplexer buffer that can hold MK packets is required for packet-scale queueing. However, the maximum packet-scale queueing delay M · K · max packet size/C is negligible. To see this, note that for stability C/(MK) must be larger than the average of the average rates of the video segments, which is on the order of 2 Mbps or larger for MPEG2-encoded video.) The results illustrate the startup latencies and loss probabilities achieved by different values of K. We only consider values of K that generate startup latencies in the range from 0-16 min and loss probabilities below 0.1. The startup latencies resulting from different K values are independent of the link's capacity. Recall that when the geometric series is used to segment the videos, the startup latency decreases exponentially with K. It is easily seen from Eq. 4 that for startup latencies below 2 min, K must be at least 6. Startup latencies below half a minute result from values of K that are at least 9. As the number of segments K increases, the loss probability increases.
In Fig. 2 , the loss probability, P loss , is plotted as a function of the startup latency for three different link capacities. (The link capacities are chosen to examine the statistical multiplexing for a range of system utilizations. Note that for the considered traces with an average bit rate of 2 Mbps, the aggregate Figure 2 illustrates the trade-off between P loss and startup latencies with varying K. For startup latencies below 2 min, the loss probability is high (i.e., on the order of 10 −4 or higher) for all studied link bandwidths. While this loss-latency trade-off is a key characteristic of periodic broadcasting with VBR-encoded video, it is not an issue for broadcasting CBR-encoded video. The constant rate traffic in the CBR schemes allows the channel's bandwidth to be allocated among the videos in a manner that guarantees no loss due to channel overflow.
The results obtained for bufferless statistical multiplexing of the VBR-encoded streams indicate that if it is desirable to achieve latency values below 2 min, high probabilities of loss will be incurred, resulting in unacceptable levels of quality degradation in the decoded video. This has motivated us to refine our multiplexing schemes to improve performance.
Improving performance
In this section we examine three different methods for reducing loss. The first is GoP smoothing of the VBR traces prior to broadcasting. The second is buffered statistical multiplexing, that is, we add a finite buffer at the server link. The third uses JSQ prefetching of video frames during periods of time when the shared link's bandwidth is underutilized.
GoP smoothing
In this section we investigate the effect of Group of Pictures (GoP) smoothing on the performance of the broadcasting scheme. GoP smoothing is a very simple smoothing scheme and effectively smoothes the small time-scale variation that is due to the interframe dependence in MPEG encodings. GoP smoothing is done in the video server prior to sending the video traffic into the network. The GoP smoothed streams are then statistically multiplexed onto the shared bufferless link of capacity C. We first obtain results for the case when the video traces are smoothed over each GoP period for link capacities ranging from 85 to 205 Mbps. The results are plotted in Fig. 3 .
The total startup latency shown in the plot is the sum of the maximum access time for the first video segment (given by Eq. 4) and the delay introduced due to smoothing over one GoP period. With a GoP size of 12 frames and a frame rate of 25 frames per second, the additional startup delay introduced due to smoothing equals 0.48 s.
We observe a significant reduction of the loss probability due to GoP smoothing for all three link capacities. Note that improvement in P loss occurs at the expense of only a small increase in the total playback delay, i.e., an additional delay of 0.48 s.
We now focus on the case when C = 145 Mbps. Our numerical study aims at examining the effect of further smoothing on the loss probability. Instead of smoothing the video traces over one GoP period, we employ smoothing over a larger number of GoP periods. The results are shown in Fig. 4 .
We concentrate on values of K equal to 6 and 7 since we have not observed any losses in very long simulations for smaller K. (We conservatively plot a loss probability of 10 −8 , with a slight vertical offset to avoid overlapping lines, when we have not observed any losses after running 10,000 independent replications, which corresponds to the simulated transmission of 9 · 10 15 bits.) Let us first consider the cluster of points in the 1.6-2.8-min interval on the latency scale. These points correspond to different smoothing policies for K = 6. Clearly, smoothing over intervals of 10 or 30 GoP periods results in a considerable decrease in P loss . Smoothing over intervals of 60 to 120 GoP periods introduces a longer smoothing delay without further reducing P loss . Thus, when K = 6, smoothing over intervals longer than 30 GoP periods is not only unnecessary but also undesirable. We refer to points that correspond to longer total startup latencies with no further reduction of P loss as dominated. Now consider the leftmost cluster of points in the 0.5-2-min latency interval for which K = 7. These points are nondominated in the sense that there is always a reduction of P loss with increasing latency. We observe, however, that the decrease in P loss achieved by smoothing over longer periods is not significant relative to the added delay introduced by smoothing.
Finally, observe that smoothing over very long intervals (i.e., intervals of 120 GoP periods) results in additional delays that are significant enough to also cause dominance between clusters of points that correspond to different K values. In particular, observe from Fig. 4 that division of the video files into seven segments when smoothing over 120 GoP periods is implemented, results in higher latency (and larger loss probability) than division into six segments with smoothing over 1 GoP period. Hence the scheme with K = 6 and 1 GoP smoothing dominates the scheme with K = 7 and 120 GoP smoothing. In conclusion, smoothing over a moderate number of GoP periods does not have an adverse effect when low startup latencies are desirable.
As elaborated in the appendix, we do not investigate more sophisticated noncollaborative smoothing schemes, such as optimal smoothing [25] . It was shown in [22] that prefetching based on the join-the-shortest-queue (JSQ) principle, which achieves collaborative smoothing, outperforms optimal smoothing. We focus, therefore, on the JSQ principle and study it in the context of periodic broadcasting in Sect. 4.3.
Buffered statistical multiplexing
In this section we consider buffered statistical multiplexing (with no smoothing) of the video streams by introducing a finite buffer of size B at the server link. In this scenario the server sends out the video traffic unsmoothed. If the aggregate traffic exceeds the link capacity C, it is buffered in front of the link, up to the capacity B of the buffer. Arriving traffic that finds the buffer full is dropped (lost). We vary B in the range of 72 to 8700 Mbits, corresponding to an additional startup delay of 0.5 to 60 s. (The added delay is equal to B/C seconds, which is the maximum possible delay that can be introduced due to buffering.)
The results are shown in Fig. 5 for C = 145 Mbps. The total startup latency in the buffered case is the sum of the maximum access time for receiving the first video segment plus an added delay due to the buffer. To facilitate the comparison of results, we include the case of bufferless statistical multiplexing. Figure 5 shows results for K = 6 and K = 7.
We observe that a buffer of size 72 Mbits has a significant positive effect on the loss probability in comparison to the case of bufferless statistical multiplexing with no smoothing. For instance, a startup latency of approximately 1.7 min (K = 6) can be achieved with P loss equal to zero. Bufferless statistical multiplexing, on the other hand, results in P loss in the order of 10 −2 . Increasing the size of the buffer to values higher than 72 Mbits, when K = 6, results in dominated points. When K = 7, increasing the size of the buffer achieves consistent reduction of P loss . Note, however, that the reduction of P loss becomes less significant as the buffer sizes increase. The most dramatic reduction occurs for an increase of the buffer size from 0 to 72 Mbits. Increasing the buffer size from 4350 to 8700 Mbits, however, results in a significant added delay of 0.5 min for a more moderate reduction of P loss . Using a buffer of 8700 Mbits when K = 7 generates a dominated point (be- cause both startup latency and P loss are smaller for K = 6 and B = 72 Mbit). Thus, in this example, utilizing buffers that introduce (maximum) delays longer than 30 s is not desirable. To limit loss it is instead preferable to use a smaller K.
Join-the-shortest queue prefetching
The prefetching of video frames is based on the observation that due to the VBR nature of the multiplexed video streams there are frequent periods of time during which the shared link's bandwidth is underutilized. We develop a prefetching policy that selects the frames to be prefetched according to the join-the-shortest-queue (JSQ) principle. The JSQ prefetch policy is inspired by the Earliest Deadline First (EDF) scheduling policy. The EDF scheduling policy is known to be optimal among the class of nonpreemptive scheduling policies for a single link [11] . It is therefore natural to base the prefetch policy on the EDF scheduling policy. With JSQ prefetching the server selects the video frame with the earliest playback deadline for transmission. In other words, the server transmits the next frame to the playout queues with the smallest number of prefetched frames (i.e., the shortest queues). We note that in [22] a JSQ prefetching protocol for the streaming of VBR-encoded video in a VoD system is described. The prefetching work in [22] focuses on aspects of a clientcentric JSQ prefetching protocol. In particular, a refined JSQ prefetching policy, which accommodates finite client buffers and client interactions, is developed. Also, admission control strategies, which incorporate criteria such as the long-run average link utilization and a large deviations estimate of the lost intracoded (I) frames, are devised. Finally, JSQ prefetching is compared with optimal smoothing [25] . The numerical work in [22] shows that JSQ prefetching gives better performance than the statistical multiplexing of video streams that have been smoothed using the optimal smoothing technique.
In this paper we study the JSQ principle in a very different context. We develop JSQ prefetching policies for datacentered near video on demand (NVOD) systems. We shall first develop and evaluate a baseline JSQ prefetching policy for data-centered video streaming. We shall then develop an important refinement for data-centered JSQ prefetching. This refinement gives the playout buffers some startup delay to build up a prefetched reserve before playback commences and at the same time satisfies the continuity condition for uninterrupted playback.
For the development of the baseline JSQ prefetch policy we introduce the concept of virtual buffers. We assign to each stream (m, k) a virtual buffer that tracks the buffer contents of a client that is tuned in to stream (m, k) at all times and repeatedly displays segment (m, k). We first describe in detail the JSQ policy's operation in the system of virtual buffers. We then explain how the system of virtual buffers relates to the actual NVOD system.
In explaining the details of the JSQ policy we divide time into slots of length 1/F . Let p t (m, k) denote the number of prefetched frames in virtual buffer (m, k) at the beginning of slot t. Let ∆ t (m, k) denote the number of frames that arrive to virtual buffer (m, k) during slot t. At the end of each slot one frame is removed and displayed, provided the virtual buffer holds one or more frames. Thus,
If the frame scheduled to be displayed at the end of the slot does not arrive in time, the virtual buffer is starved and the frame is considered lost. The server skips the transmission of a frame that will not meet its deadline at the virtual buffer. For each of the MK virtual buffers the server keeps track of the buffer contents p t (m, k) through Eq. 6. During each slot of length 1/F seconds the server decides which frames to transmit from the MK ongoing streams. This is done according to the JSQ principle. The maximum number of bits that can be transmitted in a slot is C/F . The JSQ prefetch policy attempts to balance the number of prefetched frames across all virtual buffers. In describing the policy we drop the subscript t. Let z be a variable that keeps track of the total number of bits sent within a slot; z is initialized to zero at the beginning of every slot.
At the beginning of each slot the server determines the stream (m * , k * ) with the smallest p(m, k) and checks whether 
+ for all m = 1, . . . , M and k = 1, . . . , K and move on to the next slot. At the beginning of the new slot we reset z to zero and start over transmitting frames for the streams with the smallest p(m, k).
In the real NVOD system, the server schedules the broadcast of the frames of the MK video streams as if they were being sent to the MK distinct virtual buffers. The clients tune in to a video, which is identified using some simple signaling protocol (which we do not discuss in any detail in this paper). Segments that arrive early are temporarily stored in the client, typically by writing them to disk. The video frames are then retrieved and displayed as their deadlines arrive. Note that prefetching does not interfere with the continuity condition.
To accommodate clients with a limited reception rate, we add a refinement to the JSQ prefetch policy. Suppose that the clients'reception rate is limited to R (bit/s). In this case, within each slot the server keeps track of z(m, k), the total number of bits sent for segment (m, k) in the slot. Suppose the server is considering transmitting the frame σ(m * , k * ) of video m * . It transmits the frame in the current slot if and only if Eq. 7 and
are satisfied. This condition ensures that the server does not violate the reception constraint for any client. To simplify the discussion, for the remainder of this paper we shall assume that R ≥ C. How do the virtual buffers relate to the buffers in the clients of the NVOD system? When the geometric broadcast series e k = 2 k−1 is used, the lengths of any two successive segments (m, k) and (m, k + 1) satisfy N k+1 (m) = 2 · N k (m). Hence, each two segments either begin or end at the same time. First, consider the case where the two segments end at the same time, i.e., the ends of segments (m, k) and (m, k + 1) coincide. In this case the client starts to receive and display the next broadcast of segment (m, k + 1) immediately after segment (m, k) has ended. During the broadcast of segment (m, k +1), the buffer contents of the client in the NVOD system and the buffer contents of the virtual buffer in the virtual buffer system are exactly the same. Hence, whenever loss occurs in the virtual buffer system, the NVOD system suffers exactly the same loss. In the case where the segments begin at the same time, the client receives and displays segment (m, k) while segment (m, k + 1) is being received and stored. When segment (m, k) ends, the beginning of segment (m, k + 1) is displayed. In other words, the display of segment (m, k + 1) is delayed by N k (m) frame periods by the client. This implies that whenever frame starvation occurs at the virtual buffer, loss is detected at the client N k (m) frame periods later. The longrun loss probability is therefore the same for both systems. Table 2 gives the results of a simulation study of the JSQ policy with C = 145 Mbps.
We compare the JSQ results with the results obtained for bufferless statistical multiplexing in Sect. 3.1. Note that the JSQ policy runs over a bufferless link. We observe that the JSQ policy brings significant improvement over simply multiplexing the video streams onto the bufferless link. For K = 7 (i.e., a startup latency of 50.4 s) the loss probability drops from 5.7 · 10 −2 to approximately 3 · 10 −4 with JSQ prefetching. We next develop a refinement of the JSQ policy that allows the virtual buffers and clients in the NVOD system to build up a reserve of frames over a certain period of time. We refer to the length of the period of time during which frames are prefetched but not consumed as the prefetch delay, denoted by d pre frame periods. We refer to the refined JSQ policy as JSQ prefetching with prefetch delay. The total startup latency in this case is
JSQ prefetching with prefetch delay of segments generated according to the geometric broadcast series e k = 2 k−1 satisfies the continuity condition as illustrated in Fig. 6 .
Consider any two successive segments (m, k) and (m, k + 1). Recall that the segments either begin or end at the same time. In the case when the segments begin at the same time, prefetching for the segments also starts at the same time For a detailed discussion of the implementation issues associated with the JSQ prefetching policy, we refer the reader to the appendix. In the appendix we outline efficient methods for precomputing the JSQ transmission schedule offline. Thus, only a table lookup is required during the NVOD system's operation. We note that, even though we have discussed the datacentric JSQ prefetching without and with prefetch delay in the context of a geometric broadcast series, the developed JSQ prefetching schemes can be employed for any other broadcast series in analogous fashion. The only requirement is that for JSQ prefetching with prefetch delay the length of the prefetch delay d pre must be shorter than the length of the shortest segment N 1 , as detailed in the appendix. Table 3 gives the results of a simulation of JSQ prefetching with prefetch delay for C = 145 Mbps and K = 7.
The introduction of the prefetch delay improves the loss probability significantly. For a prefetch delay of 10 s, the loss probability decreases from 3 · 10 −4 to 9.1 · 10 −5 . Increasing the prefetch delay to 50 s results in a total startup latency of 100.4 s and a lower loss probability of 7.5 · 10 −6 . Observe from Table 2 , however, that JSQ prefetching without prefetch delay for K = 6 results in a total startup latency of 100.7 s and a loss probability equal to 6 · 10 −8 . This indicates that to achieve a low loss probability, in the considered example, it is preferable to use a smaller K rather than a long prefetch delay. This observation parallels the conclusion of Sect. 4.2 on buffered multiplexing, which indicated that smaller K gives better performance than the use of very large buffers.
We now compare the performance of buffered multiplexing, GoP smoothing, and JSQ prefetching in terms of their effectiveness in limiting the loss probability. We generate the dominance curves corresponding to the results from Figs. 3 and 5 and Table 3 (in conjunction with Table 2 ). The dominance curves specify the nondominated points generated by each technique for different levels of the key parameters (i.e., different buffer sizes, smoothing intervals, and prefetching delays). The results, illustrated in Fig. 7 , indicate that for similar latencies, JSQ prefetching gives the smallest loss probabilities. We observe that the loss probabilities associated with buffered multiplexing can be an order of magnitude higher than the ones achieved by JSQ prefetching. We note, however, that buffered multiplexing attains the performance of JSQ prefetching for extremely low levels of loss in this example. Finally, as is clearly seen in Fig. 7 , JSQ prefetching and buffered multiplexing is more effective in terms of limiting the loss probability than GoP smoothing. 
VBR and CBR compared
Having shown how to design high-performance periodic broadcasting schemes for VBR-encoded video, we now compare the latency performance of CBR-encoded and VBRencoded video. To make a true comparison, we need to know how much CBR bandwidth is needed to achieve the image quality of open-loop VBR encoding. Unfortunately, we do not have this information for the traces used in this paper. However, recent studies have shown that for movies and sporting events, the ratio of the average rate for CBR encoding to the average rate for VBR encoding is in the 2.0 range, if not greater [5, 29] . Therefore, to compare VBR with CBR, we will make the conservative assumption that the ratio is 1.8, i.e., CBR has an average rate 80% higher than VBR encoding for each of the traces. Since each of our VBR traces has an average bit rate of 2 Mbps, each of the CBR videos has a bit rate of 3.6 Mbps. With a known CBR rate and channel rate, it is easy to determine the startup latency for CBR for the case q = K and a geometric broadcast series [13, 9] . The CBR startup latencies are given in Table 4 for three link capacities. In Table 4 we also present the startup latencies for buffered multiplexing of VBR-encoded video. (We use buffered multiplexing instead of JSQ prefetching because it requires less time for simulation; JSQ prefetching can give even better performance.) For the buffered multiplexing, we chose the K value and buffer size combination that gives the lowest delay while having a loss probability less than 10
(essentially a negligible loss probability). We see that for each of the link capacities, our VBR multiplexing scheme has reduced the startup latency by more than a factor of 4.
The dramatic reduction in startup latency is primarily due to the fact that the latency decreases exponentially fast with K, the number of segments in the broadcast series. The lower average rate ofVBR allows us to increase K and thereby obtain significant reductions in startup latency.
Appendix: JSQ prefetching implementation issues for periodic broadcasting
In this appendix we outline efficient methods for the offline computation of the JSQ transmission schedule for a NVOD system. Each week (or day) the NVOD provider could use these methods to test various potential movie profiles for the upcoming week. The provider could then determine which profiles it can support and which it cannot. It would then choose the profile from the set of feasible profiles that will most likely generate the most revenue.
This appendix is structured as follows. First, we describe an efficient method for precomputing the transmission schedule for JSQ prefetching without prefetch delay. Next, we discuss the computation of the transmission schedule for JSQ prefetching with prefetch delay. Finally, we briefly discuss the use of noncollaborative smoothing techniques, such as optimal smoothing [25] , in NVOD systems.
JSQ prefetching without prefetch delay. Recall from Sect. 2 that N K (m), m = 1, . . . , M denotes the length of the longest segment of video m in frame periods. It is natural to assume that the periodic broadcast of all M videos starts at the same time. It is then easy to see that the transmission schedule of the NVOD system is periodic. The length of the period is given by the smallest common multiple of the N K (m)'s. Let P denote the length of the period in frame periods. For the special case that all N K (m)'s are identical (i.e., N K (m) = N K ), the length of the period of the transmission schedule is P = N K . Because of its periodicity, the transmission schedule can be computed offline. In the following we outline an efficient method for precomputing the JSQ transmission schedule. For each of the transmission slots t = 1, . . . , P we determine which frames to transmit for each of the video segments (m, k), m = 1, . . . , M and k = 1, . . . , K. We maintain the parameters of the MK ongoing video streams in an array consisting of MK records. Each record stores the parameters pertaining to one virtual buffer; in particular we need to keep track of p t (m, k). The record also contains a pointer to another record. This allows us to arrange the records in a singly linked list. The list is maintained such that the index p(m, k) is ascending as one moves down the list, that is, the virtual buffer with the smallest number of prefetched frames is on the top. In each frame period we start by considering the virtual buffer on the top of the list. We first check whether Eq. 7 is satisfied. If this condition is satisfied, we transmit the frame and increment p(m, k). Next, we check whether the successor in the list has a smaller p(m, k). If not, we try to prefetch the next frame. This is repeated until p(m, k) is larger than that of the next virtual buffer in the list. At that point we rearrange the pointer references to maintain the order of the list. After the order has been restored we start over, trying to prefetch for the virtual buffer on top of the list. If we find at any point that Eq. 7 is violated, we skip the virtual buffer and try to prefetch for the successor in the list, that is, we no longer prefetch for the virtual buffer on top of the list but move down the list as we skip over virtual buffers. At the end of the slot we decrement by one all p(m, k) values that are larger than or equal to 1. Note that this does not affect the ordering of the list. We found in our numerical experiments that it takes roughly 2.5 min to precompute the transmission schedule of length P = 80, 000 frame periods for 70 video streams on a SUN ULTRA 170 workstation.
JSQ prefetching with prefetch delay. We now focus on the implementation issues that arise when adding the prefetch delay refinement to the JSQ policy. First of all, we see from Fig. 6 that for the last d pre frame periods of any segment (m, k) we already prefetch frames for the next broadcast of this very segment into the virtual buffer while we are still removing frames for the current broadcast of the segment from the virtual buffer.
Furthermore, it is possible that during the same period we are still prefetching frames for the current broadcast of the segment into the virtual buffer. This occurs if the segment has not been prefetched in its entirety into the virtual buffer by the time prefetching for the next broadcast starts. The challenge is to manage the virtual buffers correctly. We have implemented the following simple solution. For each stream (m, k) we maintain two virtual buffers. The virtual buffers are in either one of three states, "ignore", "prefetch only", or "prefetch and consume". The server ignores a virtual buffer in the "ignore" state; frames are neither prefetched nor consumed. As we shall see shortly, a virtual buffer in the "ignore" state is always empty. The server prefetches frames for a virtual buffer in the "prefetch only" state but frames are not consumed, that is, we do not decrement the p(m, k) of a virtual buffer in the "prefetch only" state at the end of the slot. The server prefetches frames for a virtual buffer in the "prefetch and consume" state and also decrements the p(m, k) at the end of the slot if the virtual buffer holds one or more frames. The virtual buffers change states according to a specific timing policy; this timing policy is illustrated in Fig. 8 . The first virtual buffer of a stream (m, k) is in the "prefetch only" state from time zero up to time d pre (in frame periods). The virtual buffer is then in the "prefetch and consume" state for the subsequent N k (m) frame periods. After that, the virtual buffer is in the "ignore" state for N k (m) − d pre frame periods. Then, the "prefetch only"-"prefetch and consume"-"ignore" cycle starts over. The second virtual buffer of the stream (m, k) is initially in the "ignore" state for N k (m) frame periods, and then starts its regular "prefetch only"-"prefetch and consume"-"ignore" cycle. One caveat of this approach is that it works only when the prefetch delay is shorter than the first segment, that is, when d pre ≤ N 1 . If this condition is not satisfied, the length of the"ignore" period becomes negative. In essentially all cases of practical interest, however, the condition is satisfied.
Another issue that arises from the addition of the prefetch delay refinement to the JSQ policy is that decrementing only the p(m, k) values of the virtual buffers in the "prefetch and consume" state destroys the order of the list. To see this, consider any two virtual buffers a and b with p(a) = p(b) ≥ 1 and suppose that a is succeeded by b in the linked list. Furthermore, suppose virtual buffer a is in the "prefetch only" state while virtual buffer b is in the "prefetch and consume" state. Also, suppose that we have reached the end of the slot and the decrementing step in the JSQ algorithm is executed next. Since virtual buffer a is in the "prefetch only" state, its p(a) remains unchanged. The p(b) value for virtual buffer b, however, is decremented by one, destroying the order of the linked list. The order must be restored before the JSQ algorithm starts over in the next slot. One approach to restoring the order is to maintain a doubly linked list and rearrange the pointer references whenever a virtual buffer ends up with a smaller p(m, k) than its predecessor after decrementing. Another approach is to insert a sorting routine after the decrementing step in the JSQ algorithm and relink the list after the records have been sorted in increasing order of p(m, k). Note that we do not have to move the records around in the array but can sort indices into the array instead.
Lastly, note that the transmission schedule obtained with the JSQ prefetching policy with prefetch delay has a transient phase. This is because the second virtual buffers are initially in the "ignore" state for N k (m) frame periods, while they are in the "ignore" state for N k (m) − d pre frame periods in all sub- sequent cycles (Fig. 8) . This transient behavior has to be taken into account when precomputing the transmission schedule. We found in our experiments that the transmission schedule typically reaches steady state rather quickly; typically after a few (3-5) warmup periods of length P frame periods. For precomputing the transmission schedule we run the JSQ algorithm with prefetch delay for a few warmup periods. We then record the transmission schedule by recording which frames are sent to each of the two virtual buffers of each of the MK ongoing streams over the next period.
NVOD with noncollaborative video smoothing. As noted at the end of Sect. 4.1, there is a large body of literature on smoothing techniques for clientcentric video streaming [8, 12, 19, 25] . In this section of the appendix we briefly outline how these smoothing techniques can be employed in a NVOD system. In these smoothing techniques, the transmission schedule for a given video stream depends only on the traffic characteristics of that video stream. Thus, the transmission schedule of a video stream does not take into account the traffic characteristics of the other video streams. These schemes are therefore referred to as noncollaborative. JSQ prefetching, on the other hand, is collaborative as it takes all ongoing video streams into consideration. A detailed performance comparison of collaborative prefetching based on the JSQ principle and optimal smoothing [25] , which is the optimal noncollaborative smoothing technique in that it minimizes peak rate and rate variability for a given smoothing delay budget, is reported in [22] . In summary, it was found that in typical scenarios the loss probability with JSQ prefetching is over two orders of magnitude smaller than when statistically multiplexing the optimally smoothed streams.
In this appendix we outline the implementation issues when using noncollaborative video smoothing for datacentric video streaming. First, consider smoothing techniques that introduce no startup delay. These techniques can be used to individually precompute the smoothed transmission schedule of all K segments of each video. The smoothed video segments are then broadcast periodically by multiplexing them onto the bufferless link, as discussed in Sect. 3.1. Note that smoothing without startup delay does not interfere with the continuity condition. Next, consider smoothing techniques with some startup delay. These techniques can again be used to individually precompute the smoothed segment schedules. To satisfy the continuity condition, the smoothed video segments are transmitted according to a timing policy that is akin to the policy depicted in Fig. 8 . Note that the "prefetch only" phase of JSQ prefetching corresponds to the startup delay of the smoothing techniques. In both cases, smoothing with and without startup delay, the overall transmission schedule of the NVOD system is obtained by aggregating the MK individually precomputed segment schedules.
