In this article we study a non-directed polymer model on Z, that is a onedimensional simple random walk placed in a random environment. More precisely, the law of the random walk is modified by the exponential of the sum of "rewards" (or penalities) βωx´h sitting on the range of the random walk, where pωxq xPZ are i.i.d. random variables (the disorder), and where β ě 0 (disorder strength) and h P R (external field) are two parameters. When β " 0, h ą 0, this corresponds to a random walk penalized by its range; when β ą 0, h " 0, this corresponds to the "standard" polymer model in random environment, except that it is non-directed. In this work, we allow the parameters β, h to vary according to the length of the random walk, and we study in detail the competition between the stretching effect of the disorder, the folding effect of the external field (if h ě 0), and the entropy cost of atypical trajectories. We prove a complete description of the (rich) phase diagram. For instance, in the case β ą 0, h " 0 of the non-directed polymer, if ωx ha a finite second moment, we find a transversal fluctuation exponent ξ " 2{3, and we identify the limiting distribution of the rescaled log-partition function.
Introduction
We study here a simple symmetric random walk on Z d placed in a time-independent random environment [19] . The interaction with the environment occurs on the range of the random walk, i.e. on the sites visited by the walk. This model can therefore also be seen as a random version of random walks penalized by their range (in the spirit of [15, 9] ). One closely related model is the celebrated directed polymer in random environment model (see [12] for a review), which has attracted interests from both mathematical and physical communities over the last forty years, and can be used to describe a polymer chain placed in a solvent with impurities.
1.1. The model. Let S :" pS n q ně0 be a simple symmetric random walk on d , d ě 1, starting from 0, whose trajectory represents a (non-directed) polymer. Let P denotes its law. The random environment is modeled by a field ω :" pω x q xP d of i.i.d. random variables.
We let È denote the law of ω, and the expectation with respect to È (assumptions on the law of ω are detailed in Section 1.2 below).
For β ě 0 (the disorder strength, or the inverse temperature) and h P Ê (an external field), we define for all N P AE the following Gibbs transformation of the law P, called the polymer measure:
(1. 1) dP ω N,β,h dP pSq :
where R N " tS 0 , S 1 , . . . , S N u is the range of the random walk up to time N , and (1.2) Z ω N,β,h :" E " expˆÿ
is the partition function of the model, and is defined so that P ω N,β,h is a probability measure. Let us stress the main differences with the standard directed polymer model: (i) here, the random walk does not have a preferred direction; (ii) there is an additional external field h P Ê; (iii) the random walk can only pick up one weight βω x´h at a site x P d , and returning to an already visited site does not bring any reward or penalty (in the directed polymer model, the environment is renewed each time).
We now wish to understand the typical behavior of polymer trajectories pS 0 , . . . , S N q under the polymer measure P ω N,β,h . Two important quantities that we are interested in are ‚ the transversal exponent ξ, loosely defined as E ω N,β,h |S N | « N ξ ; ‚ the fluctuation exponent χ, loosely defined as | log Z N,β,h´ rlog Z N,β,h s| « N χ . In view of (1.1), there are several quantities that may influence the behavior of the polymer: the energy collected from the random environment ω; the penalty h (or reward depending on its sign) for having a large range; the entropy cost of the exploration of the random walk S. If β " 0 and h ą 0, then we recover a random walk penalized by its range. This model is by now quite well understood: the random walk folds itself in a ball of radius N 1{pd`2q (ξ " 1 d`2 ), see [15, 23, 9, 4, 14] (these works mostly focus on the case of dimension d ě 2). If β " 0 and h ă 0, then we get a random walk rewarded by its range: the random walk "stretches" to obtain a range of order N . If β ą 0 and h " 0, then we obtain a model for a non-directed polymer in the random environment, the environment being seen only once by the random walk (in the same spirit as the excited random walk [3] , or more generally the cookie random walk [24] ). In general, disorder should have a "stretching" effect, the random walk is trying to reach more favorable regions in the environment. We will see that it is indeed the case in dimension d " 1, where we find that the random walk stretches up to a distance N 2{3 (ξ " 2 3 ). 1.2. Setting of the paper. In this article, we focus on the case of the dimension d " 1: the behavior of the model is already very rich, and we are able to obtain sharp results. Also, we focus on the case h ě 0: the case h ă 0, which has a less of a rich behavior, and is somehow simpler, see Remark 2.1 below.
In order to observe a transition between a folded phase (h ą 0, β " 0) and supposedly an unfolded phase (h " 0, β ą 0), a natural idea is to consider parameters β and h that depend on the size of the system, i.e. β :" β N and h :" h N . There are then some sophisticated balances between the energy gain, the range penalty and the entropy cost as we tune β N and h N . Our main results identify the different regimes for the behavior of the random walk: we provide a complete (and rich) phase diagram (see , and describe each phase precisely (transversal and fluctuation exponents, limiting distribution of the log-partition function).
Our main assumption on the environment is that ω x is in the domain of attraction of some α-stable law, with α P p0, 2s, α ‰ 1. More precisely, we make the following assumption. Assumption 1. If α " 2 we assume that rω 0 s " 0 and rω 2 0 s " 1. If α P p0, 1q Y p1, 2q
we assume that Èpω 0 ą tq " p t´α and Èpω 0 ă´tq " q t´α as t Ñ 8, with p`q " 1 (and p ą 0). Moreover, if α P p1, 2q, we also assume that rω 0 s " 0.
Let us stress that Assumption 1 ensures that:
‚ if α " 2, then ω i is in the normal domain of attraction, so that p 1 ? n ř vn i"un ω i q uď0ďv converges to a two-sided (standard) Brownian Motion. ‚ if α P p0, 1q Y p1, 2q, then ω i is in the domain of attraction of some non-Gaussian stable law and p 1 n 1{α ř vn i"un ω i q uď0ďv converges to a two-sided α-stable Lévy process (given in Definition 3.2 below).
Henceforth we refer to pX x q xPÊ as the two-sided Brownian motion if α " 2 and as the two-sided Lévy process of Definition 3.2 if α P p0, 1q Y p1, 2q. We leave the case α " 1 aside essentially for simplicity: indeed, to obtain a process convergence as above, a non-zero centering term is in general needed (even in the symmetric case p " q, see [17, IX.8] , or [5] ); however most of our analysis applies in that case.
We set (1.3) β N :"β N´γ , and h N :"ĥ N´ζ ,
where γ, ζ P Ê describe the asymptotic behavior of β N , h N , andβ,ĥ ą 0 are two fixed parameters.
Remark 1.1. We could consider a slightly more general setting, adding some slowly varying function in the asymptotic behavior of β N or h N (or Èpω 0 ą tq, if α ă 2). We chose to stick to the simpler strictly power-law case, to avoid lengthy notation and more technical calculations. It also makes the phase diagram clearer.
Some heuristics: the presentation of the phase diagrams
In analogy with the directed polymer model in a heavy-tailed random environment [6, 7] , the presence of heavy-tail (Assumption 1) strongly impacts the behavior of the model: there will be different phase diagrams according to whether α P p1, 2s, α P p 1 2 , 1q and α P p0, 1 2 q. Let us denote ξ the typical transversal fluctuations exponent of the random walk under the polymer measure P ω N,β N ,h N , namely E ω N,β N ,h N rmax 1ďnďN |S n |s « N ξ , and let us derive some heuristics to try to determine ξ P r0, 1s.
First of all, thanks to Lemmas A.1-A.3 in Appendix, we have
If ξ ą 1{2, this corresponds to a "stretching" of the random walk, whereas when ξ ă 1{2, this corresponds to a "folding" of the random walk: we will refer to (2.1) as the entropic cost of having transversal fluctuations N ξ . Then, if the transversal fluctuations are of order N ξ (|R N | « N ξ ), we get under Assumption 1, and in view of (1.3), that
We refer to the first term as the "energy" term, and to the second one as the "range" term. All together, if transversal fluctuations are of order N ξ , we have that
In (2.3), there is therefore a competition between the "disorder" (first term), the "range" (second term), and the "entropy" (last term). We now discuss how a balance can be achieved between these terms depending on γ and ζ (and how they determine ξ). There are three main possibilities:
(i) there is a "disorder"-"entropy" balance (and the "range" term is negligible); (ii) there is a "range"-"entropy" balance (and the "energy" term is negligible); (iii) there is a "range"-"disorder" balance (and the "entropy" term is negligible).
To summarize, all three regimes can occur (depending on γ, ζ) if α P p1, 2s; on the other hand, regime (iii) disappears if α P p0, 1q, and regime (i) disappears if α P p0, 1 2 q. We now determine for which values of γ, ζ one can observe the different regimes above: we consider the three subcases α P p1, 2s, α P p 1 2 , 1q and α P p0, 1 2 q separately.
2.1.
Phase diagram for α P p1, 2s. Instead of looking for "disorder"-"entropy", "range"-"entropy" or "range"-"disorder" balance, we will find conditions to have the "disorder" term much larger, much smaller, or of the order of the "range" term.
Case I ("disorder" " "range"). This corresponds to having ξ{α´γ ą ξ´ζ. In that case, the random walk should not feel the penalty for having a large range, so we should have ξ ě 1{2. The competition occurs only between energy and entropy, one could achieve a balance if ξ{α´γ " 2ξ´1, that is if
where the condition on γ derives from the fact that ξ{α´γ ą ξ´ζ in the regime considered here. However, since ξ ď 1, we should have ξ " 1 when γ ď´α´1 α . Thus, we have (2.5) ξ " 1 when γ ď´α´1 α and γ ă ζ´α´1 α .
Also, since ξ ě 1{2, we should have ξ " 1{2 when γ ě 1 2α . Thus, we have
Case II ("disorder" ! "range"). This corresponds to having ξ{α´γ ă ξ´ζ. In that case, the random walk feels the penalty for having a large range, and we should have ξ ď 1{2. The competition being only between range and entropy, one could achieve a balance if ξ´ζ " 1´2ξ, that is if
where the condition on γ derives from the fact that ξ{α´γ ą ξ´ζ in the regime considered here. Since ξ P r0, 1{2s, it is similar to (2.5)-(2.6) that (2.8) ξ " 0 when ζ ď´1 and γ ą ζ, and (2.9) ξ " 1 2 when ζ ě 1 2 and γ ą ζ´α´1 2α .
Case III ("disorder" « "range" " "entropy"). This corresponds to having ξ{α´γ " ξ´ζ, that is
pζ´γq .
In this regime, the entropy cost should be negligible compared to the disorder gain, and we should therefore have that ξ{α´γ ą 1´2ξ if ξ ď 1{2 and ξ{α´γ ą 2ξ´1 for ξ ě 1{2: after some calculation (and using (2.10)), we find the following condition on γ
Moreover, since ξ P r0, 1s, we must have
To summarize, for α P p1, 2s, we have identified six different regimes according to the value of γ, ζ: they are represented in the pζ, γq-diagram in Figure 1 To be precise, the different regions are described as follows:
) ,
Note that when α " 1, the four lines γ " p2α´1qζ´pα´1q α , γ " p2α`1qζ´pα´1q 3α , and γ " ζ, γ " ζ´α´1 α all merge to the line γ " ζ.
2.2.
Phase diagram for α P p0, 1q. Let us simply highlight the main difference with the case α P p1, 2s: the region R 4 no longer exists when α ă 1, and the region R 2 also disappears when α ă 1{2. Indeed, region R 4 corresponds to the case "disorder"«"range", in which we have ξ " α 1´α pγ´ζq: it is easy check that for α P p0, 1q there is no γ that can satisfy (2.12), which suggests that there is no "disorder"-"range" balance possible. For the same reason, when α P p0, 1 2 q, there no γ that satisfy 1´α α ă γ ă 1 2α (see the definition of R 2 above), which suggests that there is no "disorder"-"entropy" balance possible: region R 2 no longer exists. We also refer to Section 3.2 (Comment 2) for further comments on the reasons why regions R 4 and R 2 disappear precisely for α ă 1 and α ă 1{2.
All together, for α P p 1 2 , 1q we obtain the pζ, γq-diagram presented in Figure 2 below. To be precise, the different regions are described as follows:
) , On the other hand, for α P p0, 1 2 q we obtain the pζ, γq-diagram presented in Figure 3 below. To be precise, the different regions are described as follows: 
Main results
Our main results consist in proving the phase diagrams of Figures 1-2-3, with a precise description of the behavior of the polymer in each region. In order to state our results, let us introduce some definitions. Definition 3.1. If pt N q ně0 is a sequence of positive real numbers, we say that pS n q 0ďnďN has transversal fluctuations of order t N under P ω N,β N ,h N if for any ε ą 0 there is some η such that for N large enough
Definition 3.2. We denote by pX x q xPÊ (with X 0 :" 0) either a two-sided (standard) Brownian motion if α " 2 or a two-sided (stable) Lévy process with no drift, no Brownian component and Lévy measure νpdxq " αpp½ txą0u`q ½ txă0u q|x|´1´α dx, if α P p0, 2q. Since it will not draw any confusion we denote its law by È.
3.1. Statement of the results. We now prove six different theorems, corresponding to the six possible regions in the phase diagram.
Then, pS n q 0ďnďN has transversal fluctuations of order ? N under P ω N,β N ,h N (i.e. ξ " 1 2 ), and we have the following convergence in probability
and α P p 1 2 , 1q Y p1, 2s. Then pS n q 0ďnďN has transversal fluctuations of order N ξ with ξ " α 2α´1 p1´γq P p 1 2 , 1q under P ω N,β N ,h N , and we have the following convergence in distribution
Let us stress that the case α " 2, β " β N " β ą 0 and h " 0 corresponds to the case γ " 0 and ζ "`8: we find in that case that the transversal fluctuation exponent is ξ " 2 3 .
Then pS n q 0ďnďN has transversal fluctuations of order N under P ω N,β N ,h N (i.e. ξ " 1), and we have the following convergence in distribution
.
Moreover, we have that W R 3 P p0,`8q, È-almost surely. Then pS n q 0ďnďN has transversal fluctuations of order N ξ with ξ " α α´1 pζ´γq P p0, 1q under P ω N,β N ,h N , and we have the following convergence in distribution
Moreover, we have that W R 4 P p0,`8q È-almost surely.
Then pS n q 0ďnďN has transversal fluctuations of order N ξ with ξ " 1`ζ 3 P p0, 1 2 q under P ω N,β N ,h N , and we have the following convergence in probability
Then we have the following convergences in probability (i.e. ξ " 0)
3.2. Some comments on the results. Let us now make some observations on our results.
Our results describe the transition from folded trajectories (ξ ă 1{2) to stretched trajectories (ξ ą 1{2), this transition being induced by the presence of disorder. Let us illustrate this fact, in the case α P p1, 2s for simplicity: we refer to the phase diagram of Figure 1 . If β N "β ą 0 and h N "ĥ ą 0, that is γ " ζ " 0, we find that the trajectories are folded, with transversal exponent ξ " 1{3. Now, if we keep h N "ĥ ą 0 (i.e. ζ " 0) fixed, and increase the strength of disorder, that is decrease γ (take γ ă 0), we realize that we have transitions between the following regimes:
, then the random walk is still folded, with transversal exponent 1{3 ă ξ " γα{p1´αq ă 1{2 (disorder makes the random walk less folded); (iii) if 1´α 2α ą γ ą 1´α α , then the random walk is stretched, with transversal exponent 1{2 ă ξ " γα{p1´αq ă 1 (disorder is strong enough to stretch the random walk); (iv) if γ ă 1´α α , then the random walk is completely unfolded, and has transversal exponent ξ " 1.
Analogously, if we keep β N "β ą 0 (i.e. γ " 0) fixed, and decrease the penalty for the range, that is increase ζ (take ζ ą 0), we have transitions between the following regimes:
2α`1 , then the random walk is still folded with transversal exponent 1{3 ă ξ " p1`ζq{3 ă α{p2α`1qpă 1{2q (and it does not feel the disorder); (ii) if α´1 2α`1 ă ζ ă α´1 2α , then the random walk is still folded with transversal exponent α{p2α`1q ă ξ " ζα{pα´1q ă 1{2 (and disorder plays a role);
2α´1 , then the random walk is stretched and has transversal exponent ξ " 2{3 (it does not feel the penalty for the range anymore).
Comment 2.
Let us now comment on the limiting distributions for the log-partition function in regions R 2 , R 3 , R 4 . For simplicity, we will restrict ourselves to the case where u " 0 in the variational problems (3.2)-(3.3)-(3.4) (which corresponds to considering the case of a random walk constrained to stay non-negative): the variational problems become, respectively
a) The variational problem Ă W R 3 is clearly always finite. In the case α " 2, pX t q tě0 is a Brownian motion, and it is standard to get that Ă W R 3 has the distribution ofβ|Z|, with Z " N p0,β 2 q. In the case α P p0, 2q, pX t q tě0 is a stable Lévy process, and we get that Ă W R 3 is a postitive α-stable random variable (see [8, Ch. VIII] , and also [20] ).
b) The variational problem Ă W R 4 is finite only when α ą 1: when α P p0, 1q, then X v grows tipically as v 1{α " v as v Ñ 8, and we therefore have W R 4 "`8. This explains in particular why there is no energy-range balance possible if α P p0, 1q, and why region R 4 no longer exists in that case. If α " 2, pX t q tě0 is a Brownian motion, and it is standard to get that Ă W R 4 is an exponential random variable (here with parameter 2ĥ{β 2 ). If α P p1, 2q, pX t q tě0 is a stable Lévy process, and pβX t´ĥ tq tě0 is also a Lévy process: the distribution of its supremum Ă W R 4 has been studied intensively, going back to [2] , but the exact distribution does not appear to be known (we refer to the recent papers [10, 21] ).
c) The variational problem Ă W R 2 is finite only when α ą 1{2: when α P p0, 1{2q, then X v grows tipically as v 1{α " v 2 as v Ñ 8, and we therefore have W R 2 "`8. This explains in particular why there is no "energy"-"entropy" balance possible if α P p0, 1 2 q, and why region R 2 no longer exists in that case. In the case α " 2, that is when pX t q tě0 is a standard Brownian motion, then Ă W R 4 has appeared in various contexts, and its density is known (its Fourier transform is expressed in terms of Airy function, see for instance [13, 18] ). In the case α P p 1 2 , 2q, we are not aware whether the distribution of Ă W R 4 has been studied.
Comment 3. We chose in this paper not to treat the cases of the boundaries between different regions of the phase diagrams, mostly to keep the paper lighter. These boundary regions do not really hide anything deep: features of both regions should appear in the limit, and "disorder", "range" and "entropy" may all compete at the same (exponential) scale. Let us state for instance the limiting variational problems that one should find in some the most interesting boundary cases, in the case α P p1, 2s (we refer to the phase diagram of Figure 1 ):
• Line between regions R 2 and R 4 : γ " p2α´1qζ´pα´1q α and ζ P p0, 1 2 q. Then one should have ξ " αp1´γq 2α´1 and
) .
• Line between regions R 4 and R 5 : γ " p2α`1qζ´pα´1q 3α and ζ P p´1, 1 2 q. Then one should have ξ " 1`ζ 3 and
where the last term inside the supremum comes from the entropic cost of "folding" the random walk in the interval ruN ξ , vN ξ s (see Lemma A.3).
• Line between regions R 2 and R 3 : γ "´pα´1q{α and ζ ą 0. Then one should have ξ " 1 and
where Jptq :" 1 2 p1`tq logp1`tq`1 2 p1´tq logp1´tq for t P r0, 1s (Jptq "`8 for t ą 1) is the rate function for the large deviations of the simple random walk, see Lemma A.2
• Line between regions R 3 and R 4 : γ " ζ´pα´1q{α and ζ ă 0. Then one should have ξ " 1 and
3.3. Organisation of the proof, and useful notation. We prove our results for Regions R 1 to R 6 in the order listed above, by making our heuristic analysis for (2.3) rigorous.
The results in Regions R 2 , R 4 and R 5 involve competitions between "energy", "range" or "entropy" (but all have the same scheme of proof), while Region R 1 , R 3 and R 6 are extreme cases where only one factor is significant and hence is much simpler.
In the rest of the paper, to lighten the notations, we will drop the dependence on β N and h N :
We also use the convenient notation Z ω N pEq for the partition function restricted to trajectories pS n q nPAE in E; more precisely,
This way, we have that P ω N pEq " Z ω N pEq{Z ω N . Denote also (3.9) Ωj :"
(with the convention that Ω0 " 0), and let We also set MǸ :" max 0ďnďN S n ě 0 and MŃ :" min 0ďnďN S n ď 0 the right-most and left-most points of the random walk after N steps; denote also MN :" max 0ďnďN |S n | " maxpMǸ ,´MŃ q. With these notations, notice that we have ř xPR N ω x " ΩMǸ`ΩḾŃ . Let us state the following (standard) lemma, that we prove in Appendix A.2 for completeness. and ζ ą 1 2 , if α P p 1 2 , 1q Y p1, 2s, γ ą´α´1 α and ζ ą 1 2 , if α P p0, 1 2 q. Let us note that we always have γ ą 1 2α , since 1´α α ą 1 2α when α ą 1{2.
Convergence in probability. Fix A (large), and split the partition function in the following way
Upper bound. It is easy to see that, recalling the definition (3.8) of the restricted partition function, since h N ě 0 we have
4.2)
By Lemma 3.7, we get that
N˘ě e ε¯ď È´βN´γΩÅ ?
Therefore, since in Region 1 we have that γ ą 1 2α , we get that (4.2) is bounded above by e ε , with È-probability going to 1 as N goes to infinity. It remains to show that the second term in (4.1) is small, with high È-probability. In this case the computation for the case α P p0, 1{2q and α P p1{2, 1q Y p1, 2s are different and we present them separately. Case α P p1{2, 1q Y p1, 2s. We have the following upper bound
Then, it is standard to get that ÈpMN ą xq ď expp´x 2 2N q for any x ą 0 and N P AE (see e.g.
Feller [16] ), so that
We therefore get, by a union bound, that
where for the last inequality A is chosen large enough so that e´A2´kˆ1 2 exp`2 2k´3 A 2˘ě expp2 2k´4 A 2 q for all k ě 1. Using Lemma 3.7 we get that
Summing over k, and using that α ą 1 2 , we finally obtain that for A sufficiently large,
γq .
Note that this goes to 0 as N Ñ 8, since γ ą 1 2α . Case α P p0, 1{2q. Let us consider the following decomposition
We then bound the first term as above, see (4.4) :
and the second one similarly:
Z ω N´MN P pN 3{4 , N s¯"
Let us observe that as in (4.5), we get that
Combining (4.8) to (4.10), we get that, analogously to (4.6), by a union bound
Using again Lemma 3.7 as in (4.7) (with A fixed sufficiently large and N large enough), we get that the above is bounded by a constant times
Since α ă 1{2, we therefore get that
γq`c1β ,α N 1´αp1`γq , and both terms go to 0 as N goes to infinity, using that γ ą 1´α α and α ă 1 2 for the first term, and γ ą 1´α α for the second term. All together, we have proved that in both cases α P p 1 2 , 1q Y p1, 2s and α P p0, 1 2 q, for any ε ą 0 and A sufficiently large, with È-probability going to 1, we have Z ω N ď e ε`e´A . Lower bound. To achieve the lower bound, we use that
Using that PpMN ď A ? N q ě p1´2e´A 2 {2 q and the last upper bound in (4.3), we get that with È-probability going to 1 as N goes to infinity, the right-hand-side of (4.11) is larger
the last inequality being valid for N large enough, using that ζ ą 1 2 . We then get that
Combined with the upper bound, this concludes the proof, since ε and A are arbitrary.
Transversal fluctuations. From the calculation above, we directly have that, for A large,
N q{Z ω N is bounded by a constant times e´A, with È-probability going to 1 as N goes to infinity. It remains to show that if η is small then
N q is small, with high È-probability. But we have the following upper bound, identical to (4.2):
Then, standard arguments (in the spirit of Lemma A.3) show that PpMN ď η ? N q ď e´c {η 2 .
On the other hand, using again Lemma 3.7, we get that ÈpβN´γΩη ? N ě 1q goes to 0 as N Ñ 8 (using again that γ ą 1 2α ). This shows that Z ω N pMN ď η ? N q ď e 1´c{η 2 with probability going to 1 as N Ñ 8.
All together, this shows that pS n q 0ďnďN has transversal fluctuations of order ? N under P ω N .
4.2.
Region R2: proof of Theorem 3.2. We prove that in region R 2 the transversal fluctuations of order N ξ with ξ " α 2α´1 p1´γq. Recall that in Region R 2 we have
and that region R 2 does not exist when α ă 1{2.
Convergence in distribution. We fix some A large, and split the partition function as
The proof of the convergence in distribution is divided into three steps: (1) we show that after taking logarithm and dividing by N 2ξ´1 , the first term weakly converges to some random variable W A R 2 as N Ñ 8;
(2) we show that the second term is small compared to the first one; (3) we let A Ñ 8, and observe that W A R 2 weakly converges to W R 2 . Step 1. We prove the following lemma.
Lemma 4.1. In Region R 2 , we have that for any A ą 0, as N Ñ 8
with pX x q xPÊ defined in Definition 3.2, and Ipu, vq " 1 2 p|u|^|v|`v´uq 2 . Proof. Let us fix δ ą 0, and write
where we define (4.15) Z ω N pk 1 , k 2 , δq :" Z ω N´MŃ P p´pk 1`1 qδN ξ ,´k 1 δN ξ s, MǸ P rk 2 δN ξ , pk 2`1 qδN ξ q¯ (recall the definitions MŃ :" min 0ďnďN S n and MǸ :" max 0ďnďN S n ). Since there are at most pA{δq 2 terms in the sum, we easily get that (4.16) max
Upper bound. As an upper bound on log Z ω N pk 1 , k 2 , δq, since h N ě 0, we have
where for u, v ě 0 we defined Write u " k 1 δ, v " k 2 δ and set U δ " t0, δ, 2δ, . . . , Au: using that 2ξ´1 " ξ{α´γ, we get that max
) . N´p 2ξ´1q p N pu, v, δq "´Jpu, vq , with Jpu, vq :" 1 2 pu^v`u`vq 2 , u, v ě 0 .
Since the maximum is over a finite set (and recall the definition (4.18) of R δ N ), we readily have that the upper bound in (4.20) converges in distribution to (4.21)
Lower bound. On the other hand, we have the following lower bound on log Z ω N pk 1 , k 2 , δq:
β N´Ωt k 1 δN ξ u`Ωtk 2 δN ξ u¯´β N R δ N pk 1 δ, k 2 δq´h N pk 2´k1`2 qδN ξ`pδ N pk 1 δ, k 2 δq. and thus, setting u " k 1 δ, v " k 2 δ and U δ " t0, δ, . . . , Au as above, we obtain max
) . Since in Region 2 we have ξ´ζ ă 2ξ´1, the third term in the maximum goes to 0, and we get as above that the lower bound in (4.22) converges in distribution towards (4.23)
Conclusion. By Skorohod's representation theorem, the upper bound (4.21) and the lower bound (4.23) can be realized on the same probability space, and be a.s. upper and lower bounds for lim sup N´p 2ξ´1q log Z ω,ď N and lim inf N´p 2ξ´1q log Z ω,ď N respectively. Notice that, by a.s. càd-làg structure of trajectories of Lévy process (continuity in the case of Brownian motion), we clearly have that
x if x ď 0 and X x " X p2q
x if x ě 0, and Ipu, vq " Jp´u, vq. Letting N Ñ 8 and then δ Ó 0, this concludes the proof of Lemma 4.1.
Step 2. Next, we prove the following result.
This proves that with probability at least 1´CA 1´2α , the second term in (4.13) is small compared to the first one, thanks to Lemma 4.1, using also that W A R 2 ě 0 (by taking u " 0 " v). Note also that since α ą 1{2, this probability can be made arbitrarily close to 1 by taking A large. (4.24) and note that P`MN ě 2 k´1 AN ξ˘ď 2 exp`´2 2k´3 A 2 N 2ξ´1˘. Therefore, thanks to a union bound, we get where the last inequality holds provided that A is large enough. Then, using Lemma 3.7 and the fact that 2ξ´1`γ " ξ{α, we get that
Proof. Let us write
Summing this inequality over k, since α ą 1{2, we conclude the proof of Lemma 4.2.
Step 3. Let us note that, by monotonicity in A, we have that W R 2 " lim AÒ8 W A R 2 is well defined (possibly infinite) and non negative. We prove the following lemma: Proof. To show that W R 2 ą 0 almost surely, notice that taking u " 0 we have 
Each term is clearly a.s. finite. Indeed, if we consider the second term we have that almost surely,βX v´1 2 v 2 ď 0 for v large enough: this is a consequence of the fact that for any ε ą 0, a.s.
Transversal fluctuations. Notice that Lemma 4.2 shows that the polymer pS n q 0ďnďN has transversal fluctuations at most of order N ξ under P ω N . We can actually deduce from Lemmas 4.1 and 4.3 that it also has transversal fluctuations at least of order N ξ . Indeed, we can show that P ω N pMN ď ηN ξ q is small, with high È-probability: we have that
and so, by Lemma 4.1 we get that N´p 2ξ´1q log P ω N pMN ď ηN ξ q converges in distribution toward W η R 2´W R 2 (again, we use Skorohod representation theorem so that W η R 2 and W R 2 are defined with the same realization of pX x q xPÊ ). We therefore get that P ω N pMN ď ηN ξ q goes to 0 if log P ω N pMN ď ηN ξ q Ñ´8, which happens with probability ÈpW η R 2´W R 2 ă 0q. Since W η goes to 0 almost surely as η Ó 0 (both X v´Xu and Ipu, vq tend to 0), we get that ÈpW η R 2´W R 2 ă 0q goes to 1 as η Ó 0. This concludes the proof that the polymer pS n q 0ďnďN has transversal fluctuations of order N ξ under P ω N .
4.3.
Region R3: proof of Theorem 3.3. We show that in Region R 3 , we have ξ " 1.
Recall that in this region γ ă ζ´α´1 α andγ ă 1´α α , with α P p0, 1q Y p1, 2s. First, we prove the convergence in distribution in (3.3) .
Convergence in distribution.
For any δ ą 0, we can write
with Z ω N pk 1 , k 2 , δq as in (4.15) with ξ " 1. Let us stress right away that since there are at most N steps for the random walk, we can have MŃ ď´k 1 δN and MǸ ě k 2 δN only if δpk 1^k2`k1`k2 q ď 1.
Hence, writing u " k 1 δ, and v " k 2 δ, and U δ " t0, δ, 2δ, . . . , 1u we have
For the upper bound, we have (4.28) max
where, analogously to (4.18), we set As in the previous section, we get that the right-hand side in (4.28) converges in distribution toward
For the lower bound, we have max u,vPU δ u^v`u`vď1
where we used that any non-empty event of pS n q 0ďnďN has probability at least 2´N . Now, since γ ă ζ`1 α´1 and γ ă 1 α´1 , the last two terms go to 0: we get that the right-hand side of (4.31) converges in distribution toward
Then, we can conclude by Skorohod's representation theorem, in the same manner as in the proof of Lemma 4.1: the upper and lower bound can be realized on the same space, so that letting N Ñ 8 and then δ Ó 0, we get that N γ´1 2 log Z ω N converges in distribution to
where the limit holds thanks to the a.s. càdlàg property of trajectories of the Lévy process (or the a.s. continuity of the Brownian motion), and is exactly the variational problem W R 3 defined in Theorem 3.3 (by setting X x "´X p1q
x if x ě 0). Together with the (trivial) fact that W R 3 P p0,`8q a.s., this concludes the proof of Theorem 3.3.
Transversal fluctuations. It remains to show that pS n q 0ďnďN has fluctuations of order at least N under P ω N , since we already know that max 0ďnďN |S n | ď N . we proceed as in the previous section. For η ą 0 we can write
and so, by Lemma 4.1 we get that N γ´1 α log P ω N pMN ď ηN q (by a straightforward adaptation of the above proof) converges in distribution toward
We therefore get that P ω N pMN ď ηN q goes to 0 with probability ÈpW η´W ă 0q. Since W η R 3
goes to 0 almost surely as η Ó 0, we get that ÈpW η R 3´W R 3 ă 0q goes to 1 as η Ó 0. This concludes the proof that the polymer pS n q 0ďnďN has transversal fluctuations of order N under P ω N .
4.4.
Region R4: proof of Theorem 3.4. We prove that in Region R 4 , we have ξ " α α´1 pγ´ζq. Recall that in region R 4 we havè p2α´1qζ´pα´1q α˘_`ζ´α´1 α˘ă γ ă`p 2α`1qζ´pα´1q 3α˘^ζ , with α P p1, 2s, and that ξ´ζ " ξ{α´γ ą |2ξ´1| (ξ P p0, 1q). Recall also that region R 4 does not exist if α ă 1.
Convergence in distribution.
For any A ą 0, we first write
The strategy is similar to that in Region R 2 , and we use analogous notation. We proceed in three steps: (1) after taking logarithm and dividing by N ξ´ζ , we show that the first term weakly converges to some limit W A R 4 when N Ñ 8;
(2) we show that the second term above is small compared to the first one; (3) we show that W A R 4 Ñ W R 4 as A Ñ 8, with W R 4 P p0,`8q almost surely.
Step 1. We prove the following lemma. Lemma 4.4. In Region R 4 , for any A ą 0, we have that for N Ñ 8,
with pX x q xPÊ defined in Definition 3.2.
Proof. For fixed δ ą 0, we write (cf. (4.15))
Since the number of summands above is finite, we have (4.35) max
Upper bound. We write u " k 1 δ, v " k 2 δ and set U δ " t0, δ, 2δ, . . . , Au. Recall that ξ´ζ " ξ{α´γ, so we get that max
) . Brownian motions, if α " 2). Also note that lim N Ñ8 N ξ´ζ p pδq N pu, vq " 0, thanks to Lemma A.1 and Lemma A.3, since we have ξ´ζ ą |2ξ´1|. Since the maximum is over finite terms, then by the continuous mapping theorem, the upper bound in (4.36) converges in distribution to
Lower bound. On the other hand, we may bound log Z ω N pk 1 , k 2 , δq from below by β N´Ωt k 1 δN ξ u`Ωtk 2 δN ξ u¯´β N R δ N pk 1 δ, k 2 δq´h N pk 2´k1`2 qδN ξ`pδ N pk 1 δ, k 2 δq. Thus, setting u " k 1 δ, v " k 2 δ and U δ " t0, δ, . . . , Au as above, we obtain max
) . ) .
Conclusion. By Skorohod's representation theorem, the upper and lower bounds (4.37)-(4.38) can be realized on the same probability space and hence become the a.s. upper and lower bound for lim sup N ζ´ξ log Z ω,ď N and lim inf N ζ´ξ log Z ω,ď N . By the a.s. càd-làg property of trajectories of Lévy processes (or continuity of the Brownian motion), we have
x if x ě 0. The weak convergence in Lemma 4.4 is therefore achieved by letting N Ñ 8 and then δ Ñ 0.
Step 2. Next, we prove the following lemma. (Recall that α ą 1 in region R 4 .)
This lemma proves that with probability at least 1´CA 1´α , the second term in (4.33) is small compared to the first one, thanks to Lemma 4.4, using also that W A R 4 ě 0. Proof. First, let us write
By a union bound, we therefore get that
where the last inequality holds provided that A has been fixed large enough (we also used that ξ´ζ " ξ α´γ ). Then Lemma 3.7 gives that
Summing this inequality over k, since α ą 1, this concludes the proof of Lemma 4.5.
Step 3. By monotone convergence, W Proof. The proof is analogous to the proof of Lemma 4.3. To show that W R 4 ą 0, we use that W R 4 ě sup vě0 tβX v´ĥ vu. By [1, Th 2.1]), there is a.s. a sequence v n Ó 0, such that X vn ě v 1{α n for all n. Hence, for large enough n, W R 4 ěβv 1{α n´ĥ v n ą 0, since α ą 1. To show that W R 4 ă 8, we use W R 4 ď sup uď0 tβX u`ĥ uu`sup vě0 tβX v´ĥ vu. By [22] , we have that for any ε ą 0, a.s. X v ď v p1`εq{α for v large enough. Therefore, if ε is sufficiently small so that p1`εq{α ă 1 (recall α ą 1), we get thatβX v´ĥ v ďβv p1`εq{a´ĥ v ď 0 for all v sufficiently large. Similarly we also have thatβX u`ĥ u ď 0 for all u large enough. This concludes the proof.
Transversal fluctuations. We prove that the transversal fluctuations are of order N ξ . Lemma 4.5 already shows that the transversal fluctuations are at most N ξ . On the other hand, the fact that W R 4 ą 0 a.s. ensures that the transversal fluctuations are at least N ξ . Indeed, we have thanks to Lemma 4.4 that for η ą 0,
Hence, P ω N pMN ď ηN ξ q Ñ 0 with probability ÈpW η R 4´W R 4 ă 0q: since W η R 4 goes to 0 as η Ó 0, we can make this probability arbitrarily close to 1 by choosing η small. This concludes the proof that pS n q 0ďnďN has transversal fluctuations of order N under P ω N . 4.5. Region R5: proof of Theorem 3.5. In this region, we prove that the transversal fluctuations of order N ξ with ξ " 1`ζ 3 P p0, 1{2q. Note that in Region 5, we have
Convergence in probability. We fix some constant A ą 0 (large), and we split the partition function as
The strategy of proof is similar to that in Region R 2 , but with only two steps: (1) we show that for A large enough, after taking logarithm and dividing by N 1´2ξ , the first term converges to some constant (independent of A if A is large enough) in probability; (2) we show that if A is large enough, the second term is negligible compared to the first one.
Step 1. We prove the following lemma.
Lemma 4.7. In Region 5, we have that for any A ą 0, as N Ñ 8,
whereĪpu, vq " π 2 2 pv´uq´2 for u ď 0 ď v. By a simple calculation, the supremum is 3 2 pĥπq 2 3
for any A ě 1 2 π 2 3ĥ´1 3 , since it is achieved at v´u " π 2 3ĥ´1 3 .
Proof. For any fixed A, we have the following upper and lower bounds
Since in Region 5 we have 1´2ξ ą ξ α´γ , we get that N´p 1´2ξqˆβ N´γΩÅ N ξ goes to 0 in probability. Hence, we only need to prove that
) (there is no disorder anymore). But this is quite standard, since we have by Lemma A.3 thatĪpu, vq is the rate function for the LDP for pN´ξMŃ , N´ξMǸ q, more precisely
This is enough to conclude thanks to Varadhan's lemma.
Step 2. Next, we prove the following lemma. 
Combining this result with Lemma 4.7 readily yields Theorem 3.5.
Proof. We consider two cases: (i) α P p1, 2s and ζ P p´1, 1{2q or α P p0, 1q and ζ P p´1, 0s;
(ii) α P p0, 1q and ζ P p0, 1{2q. The strategy of proof is different for each case and we present them separately.
(4.45)
Recall that in Region R 5 we have that ξ´ζ " 1´2ξ. By union bound we obtain that
where the last inequality holds for sufficient large A (depending onĥ, T ). Then by Lemma 3.7, we get that
To get that this upper bound goes to 0 when N Ñ 8, we use that ξ´ζ ą ξ α´γ in the case α P p1, 2s, and that γ ą ζ`1´α α for ζ ď 0 in the case α P p0, 1q.
Case (ii). In that case, we have ζ P p0, 1 2 q and ξ P p0, 1 2 q. Hence, we can write
For the first term on the right-hand side of (4.46), using that ξ´ζ " 1´2ξ, we get by a union bound that
where the last inequality holds for sufficient large A (depending onĥ, T ). Using Lemma 3.7, we therefore get that the left-hand side term of (4.47) is bounded by a constant times (4.48)
Since we have γ ą p2α´1qζ`1´α α for ζ P p0, 1 2 q, we get that (4.47) goes to 0 as N Ñ 8. For the second term on the right-hand side of (4.46), we use a union bound to get that È´Z ω N pMN P pN 1´ζ , N sq ą 1 2 e´T N ξ´ζď
where we have use that PpMN ą xq ď 2 exppx 2 {2N q for the simple random walk. Now, since for all k ď log 2 N ζ we have 2´2 k N ě N 1´2ζ and that 1´2ζ ą ξ´ζ, we get that for N large enough, the left-hand side of (4.49) is bounded by
where we used Lemma 3.7 for the last inequality. If α P p0, 1 2 s, this is bounded above by a constant times plog N qN 1´αp1`γq , and this goes to 0 as N Ñ 8, since γ ą 1´α α . If α P p 1 2 , 1q, this is bounded above by a constant times N ζp2α´1q`1´α´αγ , which goes to 0 as N Ñ 8 since γ ą p2α´1qζ`1´α α for ζ P p0, 1 2 q. This concludes the proof of the lemma.
Transversal fluctuations. Lemma 4.8 already shows that transversal fluctuations are at most of order N ξ . On the other hand, Lemma 4.7 shows that for any η ą 0 we have that N 1´2ξ log Z ω N pMN ď ηN ξ q converges to sup´η ďuď0ďvďη t´ĥpv´uq´Īpu, vqu in probability. Since the supremum is striclty smaller than pĥπq
3 , we get that P ω N pMN ď ηN ξ q Ñ 0 for such η, which shows that transversal fluctuations are at least of order N ξ . 4.6. Region R6: proof of Theorem 3.6. Note that in Region R 6 , we have ζ ă p´1q^γ if α P p1, 2s and ζ ă p´1q^pγ`α´1 α q if α P p0, 1q. Let us note that in all cases, γ ą ζ. We split Z ω N in two parts (4.50)
so that N ζ log Z ω N p|R N | " 2q converges in probability to´2ĥ (we use here that ζ ă γ and ζ ă´1).
We now prove that N ζ log Z ω N p|R N | ě 3q is stricly smaller than´2ĥ with È-probability going to 1: this will imply that the second term in (4.50) is negligible compared to the first one, and as a by-product prove that P ω N p|R N | " 2q converges to 1 in probability. We fix A large, and split (4.51) Z ω N p|R N | ě 3q " Z ω N p|R N | ě 3, MN ď Aq`Z ω N pMN ą Aq . For the first term, we simply use the upper bound Z ω N p|R N | ě 3, MN ď Aq ď e´3ĥ N´ζ exp´βN´γΩÅ¯.
Using the fact that γ ą ζ, we get that N ζ´γ ΩÅ goes to 0 in probability, and thus N ζ log Z ω N p|R N | ě 3, MN ď Aq ď´5 2ĥ with probability going to 1.
For the second term in (4.51), we have Z ω N pMN ą Aq "
Then, as in the proof of Lemma 4.8, (see the proof ofCase (i)), a union bound gives that for any T ą 0 (we will pick T " 5 2ĥ ) we can choose A T so that for any A ą A T , È´Z N`MN ą A˘ě e´T N´ζ¯ď
where we used Lemma 3.7 for the last inequality. If α P p1, 2s this is bounded above by a constant times N αpζ´γq : this goes to 0 as N Ñ 8, since γ ą ζ. When α P p0, 1q, this is bounded above by a constant times N 1´α`αpζ´γq : this goes to 0 as N Ñ 8, since ζ ă γ`α´1 α . Therefore, the right-hand-side of (4.52) converges to zero as N Ñ 8, which shows that N ζ log Z ω N pMN ą Aq ď´T with probability going to 1, and concludes the proof.
Appendix A. Technical estimates A.1. Estimates on deviation probabilities. Let us present here some results on large deviation probabilities for the simple random walk that are needed throughout the paper. Recall the notations MŃ :" min 0ďnďN S n and MǸ :" max 0ďnďN S n .
Stretching. Our first lemma deals with the super-diffusive case: we estimate the probability that MǸ ě vN ξ and MŃ ď uN ξ when ξ P p 1 2 , 1q, for u ď 0 ď v. The one-sided large deviation are classical, see e.g. [16, Ch.6] : we get that if ξ P p 1 2 , 1q lim N Ñ8´1 N 2ξ´1 log P`MǸ ě vN ξ˘" 1 2 v 2 .
The case where both the minimum and maximum are required to have large deviations is an easy extension of the result, and we omit its proof (one simply needs to observe that the random walk must cover a distance at least p|u|^|v|`v´uqN ξ ).
Lemma A.1. If 1 2 ă ξ ă 1, then for any u ď 0 ď v we have that (A.1) lim N Ñ8´1 N 2ξ´1 log P´MŃ ď uN ξ ; MǸ ě vN ξ¯" 1 2 p|u|^|v|`v´uq 2 .
As an easy consequence of this lemma, we get for that for any δ ą 0, for any u ď 0 ď v, (A.2) lim N Ñ8´1 N 2ξ´1 log P´MŃ P ru´δ, usN ξ ; MǸ P rv, v`δsN ξ¯" 1 2`| u|^|v|`v´u˘2.
We also state the large deviation result in the case ξ " 1 (it is not needed in this paper).
Lemma A.2. For any u ď 0 ď v, we have that lim N Ñ8´1 N log P´MŃ ď uN ; MǸ ě vN¯" J`|u|^|v|`v´u˘,
where J : Ê`Ñ Ê`is the LDP rate function for the simple random walk, that is Jptq " 1 2 p1`tq logp1`tq`1 2 p1´tq logp1´tq if 0 ď t ď 1 and Jptq "`8 if t ą 1.
Folding. Our second lemma deals with the sub-diffusive case: we estimate the probability that MǸ ď vn ξ and MŃ ě un ξ when ξ P p 1 2 , 1q, for u ď 0 ď v. The result follows from Donsker-Varadhan theory [15] (see also [11] in the case |u| " |v|; Feller [16, Ch.6] gives an explicit formula) Lemma A.3. If 0 ă ξ ă 1 2 , then for any u ď 0 ď v we have that (A.3) lim N Ñ8´1 N 1´2ξ log P´MŃ ě uN ξ ; MǸ ď vN ξ¯" π 2 2`v´u˘´2 .
As an easy consequence of this lemma, we get that for any δ ą 0 and any u ď 0 ď v, (A.4) lim N Ñ8´1 N 1´2ξ log P´MŃ P ru, u`δsN ξ ; MǸ P rv´δ, vsN ξ¯" π 2 2`v´u˘´2 .
A.2. Proof of Lemma 3.7. First of all, notice that the bound is trivial if ℓT´α ą 1: we assume that ℓT´α ď 1. Using Etemadi's inequality we get that È`Ωl ą T˘ď 3 max kPt1,...,ℓu È`|Ωk | ą 1 6 T˘`3 max kPt1,...,ℓu È`|Ωḱ | ą 1 6 T˘.
Let us detail the bound for È`|Ωk | ą 1 6 T˘, the same bound holds for È`|Ωḱ | ą 1 6 T˘. The case α " 2 is a consequence of Kolmogorov's maximal inequality, and the case α P p0, 2q (α ‰ 1) follows from the so-called big-jump (or one-jump) behavior. Let us give an easy proof: defineω x :" ω x ½ t|ωx|ďTu , so that È`|Ωk | ą 1 6 T˘ď È`D 0 ď x ď k , |ω x | ą T˘`È´ˇˇk ÿ x"0ω xˇą 1 6 Tď pk`1qÈ`|ω 0 | ą T˘`3 6 T 2´p k`1q " pω 0 q 2 ‰`k pk`1q rω 0 s 2¯, where we used a union bound for the first term and Markov's inequality (applied to p ř k x"0ω x q 2 ) for the second. Now, the first term is clearly bounded by a constant times k T´α thanks to Assumption 1. For the second term, we use again Assumption 1, to get that if α P p0, 1q Y p1, 2q, rpω 0 q 2 s ď cT 2´α and rω 0 s ď cT 1´α (when α P p1, 2q we use for this last inequality that rω 0 s " 0). Therefore, we end up with the bound È`|Ωl | ą 1 6 T˘ď cℓT´α`cℓ 2 T´2 α ď 2cℓT´α . where we used that ℓT´α ď 1.
