In this paper, an analysis of the tracking performance of several adaptive algorithms is carried out for the case of model structures with xed pole positions. Such structures have recently been proposed as an e cient generalisation of the common FIR model structure. The focus of this work is to analyse the tradeo between noise sensitivity and tracking ability in the frequency domain by illustrating how it is inuenced by such things as input and noise spectral densities, step size, and the choice of the xed pole locations.
Problem Formulation
This paper considers situations where an observed input sequence fu k g is related to an observed output sequence fy k g according to y k = G k (q)u k + k (1) where f k g is a zero mean white noise process with variance Ef 2 k g = 2 < 1 and
g k (n)q ?n is a possibly time varying linear system with impulse response fg k (n)g 2`2. It is assumed that fu k g is a realisation of a stationary stochastic process with covariance function R u ( ) = E fu k u k? g and associated spectral density and that fu k g is weakly uncorrelated with f k g in the sense that jE fu k k? g j ! 0 as ! 1. It is also assumed that u (!) > 0 and that u (!) has a nite dimensional spectral factorisation. At issue is the estimation of the (assumed unknown) time varying dynamics G k (q) by means of the observations fu k g and fy k g. There are many approaches to this problem, but a common theme 22, 5, 14] is to express the dependence (1) in a linear regression form y k = T k k + k ; (2) where the`regression vector' k depends on measurements of fu t g and fy t g up until t = k and k 2 R p is a vector of p parameters in a model structure G(q; k ) that attempts to describe the true dynamics G k (q). An estimate of G k (q) is then obtained as G(q; b k ) where the estimate b k is obtained recursively via
where L k is a gain vector that may be computed in various ways. A common choice for this gain vector is L k = k ; 2 (0; 1); ( (3) is known as the`gradient' or`least mean square' (LMS) algorithm. Another common choice is L k = P k k ; (5) where P k satis es P k = 1 P k?1 ? P k?1 k T k P k?1 + T k P k?1 k ; = 1 ? ; 2 (0; 1); (6) initialised with some positive de nite P 0 and with the ensuing algorithm being known as`Recursive Least Squares' (RLS). The constant is known as the`forgetting factor'. Finally, if the time variation of the parameters k are modeled via a random walk as k+1 = k + w k ;
4) in which case
where w k is a stationary zero mean vector white noise process with Efw k w T k g = Q, then the update law L k = P k?1 k 2 + T k P k?1 k ;
where P k satis es the Riccati equation P k = P k?1 ? P k?1 k T k P k?1 2 + T k P k?1 k + ; (9) with > 0 and symmetric is known as the Kalman Filter. It is optimal in a meansquare sense under Gaussian assumptions if = ; = and = Q. In the sequel it is assumed that w k is weakly uncorrelated with fu k g in the sense that jE fu k w k? g j ! 0 as ! 1.
When employing any of these adaptive schemes, a central question is the accuracy of the estimate G(q; b k ) as a description of G k (q). The most common way of assessing this is to examine the accuracy of b k itself 22, 5] . This may be achieved by de ning k as the true parameter vector that allows the model structure to exactly describe the underlying time varying dynamics as G(q; k ) = G k (q) and by de ning the estimation error e k as e k , k ? b k : (10) Of course, in general the model structure G(q; k ) will be too parsimonious to exactly describe the true dynamics G k (q) for any value of k , and so there will be no`true' parameter k . However, as pointed out in 15, 16] , under some criterion (for example, L 2 error) there is a`best' value k that can be used in calculating e k , so that in fact G k (q) = G(q; k ) + p (q); where p (q) ! 0 as p ! 1. Since all the analysis in this paper will involve deriving expressions that are asymptotic in p, there is no point in continually including the term p (q) in expressions, and so (following 15, 16] ) it is ignored at the beginning. The validity of this strategy is con rmed by simulation example in x8, and the rate at which p (e j! ) tends to zero with increasing p is established via theorem 6.1 in x6.
In any event, substituting (10) into the general update equation (3) gives that this error satis es the following di erence equation 11] The quality of an adaptive estimation scheme can then be quanti ed by using (11) to calculate the covariance Ef e k e T k g as a measure of estimation accuracy. Unfortunately, as pointed out in 8, 11, 7] , the exact expression for this covariance will be very complicated except in very special circumstances. The main result of 11] which will be central to the analysis of this paper is that under the stated assumptions, Ef e k e T k g may be approximated by k given by the deterministic di erence equation k+1 = (I ? S k R) k (I ? S k R) T + 2 2 S k RS k + 2 Q; (12) where R , E k T k and S k is de ned as LMS: S k = I;
RLS:
FREQUENCY DOMAIN ANALYSIS OF ADAPTIVE PERFORMANCE (17) is a vector of p rational transfer functions B n (q). For example, B n (q) = q ?n corresponds to an FIR model structure.
Using (12) , (16) (18) where ? denotes`conjugate transpose'. Unfortunately, again this expression will in general be of a very complicated nature. The main contribution of this paper will be to follow the lead of 8, 16, 7] and derive simple approximations for (18) that are increasingly accurate for increasing model order p. These simpli ed expressions make clear how factors such as measurement noise variance, input spectral density, and (what is the novel part of this work) choice of xed pole location a ect Efj e G k (e j! )j 2 g.
In order to proceed with this, it is necessary to be more explicit as to the exact nature of the model structures G(q; k ) being considered, and hence be more speci c on the exact formulation of the transfer functions fB n (q)g.
Model Structures
The model structures examined in this paper have recently been proposed and examined in an adaptive ltering context by Williamson and co{workers in a series of papers 27, 25, 24, 26] where they have been termed` xed pole adaptive lters'. For the case of real poles, they are formulated as
where we have de ned
(q ? i ) ; and where the poles f i g are xed according to prior information about the likely pole positions of the true time varying system G k (q). A special case of this structure arises when all the poles f i g are chosen at the origin in which case (19) is an FIR model structure.
However, empirical evidence 27, 2, 19] supports the fact that in an adaptive ltering context, a signi cant improvement in estimation accuracy is possible by avoiding poles all xed at the origin, and instead distributing them in the unit disk so as to be as close as possible to the true poles of G k (q). Theoretical analysis supporting these empirical observations is provided via theorem 6.1 in x6.
Additionally, although the model structure (19) is an IIR structure, it does not imply the convergence and noise induced bias di culties often associated with adaptive IIR ltering 20]. Instead, it leads to adaptive algorithms enjoying all the same guaranteed convergence properties known to hold for adaptive FIR schemes 27].
However, in spite of the pleasant properties enjoyed by the model structure (19) , its generality (as compared to an FIR structure) makes frequency domain analysis of adaptive algorithms much more di cult. To be more speci c, with an FIR structure, the frequency response of the estimated model can be considered to be a linear combination of the`basis functions' f1; e ?j! ; ; e ?j(p?1)! g used in classical Fourier analysis. Indeed, (as shown in appendix A) the expression (18) is the Ces aro mean of the Fourier series of a certain function, and there is a large body of work studying the convergence of such Ces aro means 3].
Furthermore, since these FIR`basis functions' enjoy the group structure e ?j!n e ?j!m = e ?j!(m+n) , then for large k the parameter covariance matrix approximation k is Toeplitz, and by drawing on the wealth of literature on such matrices 6, 1] it is possible to determine the function for which (18) is a (partial) Ces aro mean Fourier reconstruction. These are the main tools used in 8, 16] .
Unfortunately, for the more general model structure (19) , all these properties are lost, making the instructive frequency domain expressions presented in 8, 16] less straightforward to derive. The contribution of this paper is to overcome these di culties by replacing the model structure (19) with the following formulation In this case, the quantity R = E k T k can be calculated using Parseval's theorem as
? p (e j! ) ? ? p (e j! ) u (!) d!; (22) and this latter formulation will be particularly useful in the sequel for the purposes of characterising estimation errors in terms of spectral densities. Note that since the poles of the model structures (20) and (19) are identical, then they are equivalent in the sense that a nonsingular J 2 R p p exists such that ? p (q) = J T ? 0 p (q), so that the parameter vectors k in (20) and 0 k = J k in (19) describe exactly the same transfer function. As well, with initialisation P 0 = J ?1 P 0 0 J ?T consistent with this linear re{parameterisation, the RLS updates (5), (6) are invariant to the re{parameterisation in the sense that b 0 k = J b k so that frequency response estimates are identical: G(e j! ; b 0 k ) = G(e j! ; b k ). This same property also applies to the Kalman Filtering update law (8), (9) provided the compatibility = J ?1 0 J ?T is also maintained.
However, an important feature of the`basis functions' fB n (q)g in (20) is that they are orthonormal with respect to the inner product hB n ; B m i = 1 and this crucial property allows Ces aro mean convergence results to be extended to generalised Fourier expansions with respect to the basis fB n (e j! )g (this is done in theorem A.1). This key result allows frequency domain results speci c to FIR model structures 8, 15] to be extended to the wider class of xed denominator model structures (20) . Since (as just discussed) the RLS and Kalman Filtering algorithms are frequency domain invariant to linear model re{parameterisations, this strategy of analysing an orthonormal structure provides results for any xed denominator model structure such as (19) .
Unfortunately, the LMS algorithm is not invariant under linear re{parameterisations 4, 23] , and so any subsequent results for this algorithm will only pertain to the orthonormal model structure (20) . This is not considered a signi cant limitation, since as detailed in x7, for the LMS algorithm the orthonormal structure (20) is attractive from the viewpoint of numerical robustness and enhanced convergence rate under white noise excitation.
Transient analysis
In this section, the transient behavior of the frequency response estimation error is studied by using the approximation (18) substituted into (12) 
Now, as mentioned at the end of x2, this is a very complicated expression from which it is di cult to extract useful design insights. However, if the model order p is assumed large, then very signi cant simpli cations arise in (23) . In order to present them, it is rst necessary to de ne the quantity
It is common knowledge that the sensitivity of the accuracy of estimated models to measurement noise is proportional to the model order p, and this has been rigorously justi ed for FIR model structures 16, 8] . The quantity p (!) will serve to capture how this phenomenon generalises to the xed{denominator model structures (19) , (20) in a frequency dependent fashion, as illustrated in gure 1. Note from this diagram, that for n = 0 so that (19) is FIR, then p (!) = p. It is also necessary to de ne a quantity which re ects the time varying nature of the system G k (q) in the frequency domain, and is also commensurate with the parameter space model for this time variation (7). Following 8], this may be achieved by using the linear relationship (16) in combination with (7) to obtain the model for the time variation as G k+1 (e j! ) = G k (e j! ) + ? T p (e j! )w k ; so that E jG k+1 (e j! ) ? G k (e j! )j 2 = 2 ? ? p (e j! )Q? p (e j! ) , 2 p (!): (25) Now, in the sequel, simpli cations will be obtained by considering growing model order p, and to facilitate this it is necessary (as in 8]) to assume that as p grows, Q also grows in such a way as to always be positive de nite, but of bounded norm. In this case, the limit
exists and is non-zero. Given these de nitions, the following theorem provides a simple frequency domain characterisation of the tracking characteristics of the LMS adaptation scheme when using the general xed denominator model structure (19) . The interpretation of this result is that for large model order p, the frequency domain tracking performance of the LMS algorithm for model structures with xed poles may be approximated by the dynamics of the following rst order di erence equation (26) This is similar to the results presented in 8, 7, 4], and indeed, for the FIR cases studied there, the expression (26) with n = 0 so that p (!) = p reduces to the expressions in those works. However, there is a signi cant di erence between (26) and the expressions of 8, 7, 4] , in that the term p (!) in (26) captures how the tracking error is a ected by the choice of poles in the model structures (19) and (20) .
To be more speci c, as in 8, 7] , (26) shows that for the LMS algorithm the tracking error decays like 1? u (!)] 2k , so that tracking is likely to be better at frequencies where u (!) is large. However, unlike the expressions in 8, 7] , (26) shows that the`noise driving' term 2 2 u (!) p (!), which in a trade-o fashion is also large at frequencies where u (!) is large, is modulated by the term p (!) which depends on the chosen pole positions as shown in gure 1.
Of course, an important question is the accuracy of the approximation (26) for the low model orders likely to be used in practice. This is examined in x8 where for small enough step size , (26) is shown to faithfully predict the frequency domain convergence properties of the LMS algorithm { see gure 8.
Steady State Analysis
Using similar techniques as employed in the previous section, it is also possible to quantify the steady state behavior of the frequency response estimation error. The latter is de ned to be the error Efj e G k (e j! )j 2 g for large k, and in order for it to be investigated, it is necessary to examine the behavior of the solution k of (12) for large k; that is lim
Of course, for this limit to exist (and indeed for the approximation (26) to hold) it is necessary that the adaptive algorithm (3) be stable. This is established in 10] where under the stated assumptions of this paper, for any of the choices (4), (5) or (6) 
As per the previous section, although this provides a quanti able performance measure, the resulting expression is so complicated that it is di cult to extract useful design insight from it. However, again following the lead of the previous section, if the model order is assumed large, then the expression (31) can be signi cantly simpli ed so as to clearly illustrate how the estimation error is related to step size, measurement noise energy, input spectral densities, and perhaps most interestingly, the choice of xed pole position. The e ect of this latter choice is quanti ed by the term p (!). For the case of the LMS algorithm, the simpli ed error quanti cation is as follows. Theorem 5.1. For the LMS algorithm and the model structure (20) , then for large model order p,
Proof. Using the formulation (22) together with the notation (A.1) in (27) gives that in the limit as k ! 1
Taking the limit of both sides as p ! 1 while using Theorem A.1 and Lemma B.2 then gives the result. The interpretation of this theorem is that for large model order p, and after the algorithm has converged (large k)
For the case of all the poles f n g in the model structure G(q; ) chosen at the origin, then p (!) = p and the above expression specialises to that derived in 8, 7] . However, as illustrated in gure 1, the factor p (!) in the expression (32) shows how pole choices other than FIR in uence the frequency domain estimation error. As well, (32) illustrates that for time invariant systems ( = 0), then the error is proportional to the step size and the measurement noise variance 2 , while for time varying systems ( 6 = 0), another error component arises, which is inversely proportional to step size, and is also inversely proportional to input spectral density u (!). Of course, a fundamental question is the reliability of using the approximation (32) for practically useful (and hence nite) model orders, given that it is obtained from a result that is asymptotic in p. The most suitable way to deal with this issue would be to quantify the convergence rate in theorem 5.1. This appears to be extremely di cult. Instead, the approach used in 8] is taken wherein the validity of (32) for nite p is examined via a simulation study. This is done in x8 , where it is shown (see gures 4 and 6) that for a tenth order model, (32) is quite an accurate approximation; in fact, as shown in gure 5, this holds even for as low as a fourth order model.
This same sort of analysis can also be performed for the RLS algorithm, with the results as follows. Proof. Using the formulation (22) Taking the limit of both sides as p ! 1 while using Theorem B.1 then gives the result.
Following the example of the previous theorem, the interpretation of this theorem is that for large model order p, and after the algorithm has converged (large k) 
Comparing this approximation to (32) illustrates a fundamental di erence between the steady state behavior of LMS and RLS in terms of how the input spectral density a ects the noise and tracking performance. Speci cally, (33) shows that for stationary systems ( = 0), the RLS estimation error is inversely proportional to the input spectral density u (!), while (32) shows that the LMS estimation error is invariant to the size of this spectral density; see gure 6 for simulation study validation of this phenomenon.
Conversely when 6 = 0, (32) shows that for LMS the tracking ability increases with increasing input spectral density, whilst for RLS the tracking ability is invariant to this factor, and only depends on step size. These observations, in the context of FIR model structures have already been made in 8, 7] , and as per the LMS case, when all the poles are chosen at the origin and hence p (!) = p, then (33) is identical to the expressions for RLS steady state error presented in 8, 7] . However, again as per the LMS case, the inclusion of the frequency dependent factor p (!) in (33) shows how the choice of xed denominator pole position in the model structure G(q; ) a ects the estimation error in the frequency domain ( gure 1).
The question of the validity of using an asymptotic result as a nite data and model order approximation in (33) again arises, and again this is dealt with in x8 via a simulation study; for example in gure 5, (33) is shown to be quite accurate even for only a fourth order model and 300 data points.
To complete the analysis, the following theorem quanti es Kalman Filter performance via the same strategy of considering large model order. However, as already mentioned, there are particular di culties in solving for the steady state parameter covariance , and this leads to the treatment of only a specialised case in which = Q. Theorem 5.3. For the Kalman Filtering algorithm, the model structure (19) or (20) and under the assumption that = Q, then 
Considering the term (36), using the de nition of (!) In sympathy with previous results, the interpretation of this theorem is that for large model order p and after the algorithm has converged (large k) then
In terms of how input spectral density a ects noise sensitivity and tracking ability, (37) shows that Kalman Filter based algorithms sit between the LMS and RLS algorithms in that instead of being a ected separately, both noise and tracking performance are a ected equally (but to a lesser extent due to the p operation{see gure 6) by the size of the input spectral density u (!). Again, the accuracy of the approximation (37) is validated experimentally in x8 to show that in fact it is meaningful for low model orders; see gure 5. Note that the approximations (32), (33) and (37) can also be used to calculate the optimal step size which will minimise the noise sensitivity at a particular frequency, with the results being = ( = ) p (!)= u (!), = ( = ) p (!) u (!), and = = for the LMS, RLS and Kalman Filter cases respectively. For all of these cases, the minimal noise variance is Efj e G k (e j! )j 2 g = p (!) p (!)= u (!). The ubiquity of the term p (!) in all these error quanti cations shows that the orthonormal parameterisation (20) , (21) is more than just an essential tool for the analysis of general xed denominator model structures. Instead, the orthonormal`basis functions' fB n (q)g appear as an intrinsic part of adaptive estimation with any xed denominator model structure G(q; ).
For example, for RLS and Kalman Filtering schemes, then in steady{state whether or not the xed denominator model structure is ab{initio cast in the orthonormal form (20) , the complete contribution of the xed pole choice to the frequency domain error properties is captured by the term p (!) which via (24) is itself completely described by the orthonormal basis fB n (q)g.
In other words, for any model structure with xed denominator such as (19) and (20), the RLS and Kalman Filter frequency domain error quanti cation depends only on the location of the poles f n g and is quanti ed via the factor p (!) of the orthonormal basis functions fB n (q)g . 6 Modeling accuracy A key premise behind the idea of using a xed denominator model structure such as (19) or its orthonormal re{parameterisation (20) is the belief that modeling accuracy may be improved (over the FIR case) by the appropriate choice of xed poles f n g, see 27, 25, 24, 26] .
In these latter works, and in others 2, 19] considerable empirical evidence is presented to support this intuitively reasonable motivation. The purpose of this section is to reenforce this via theoretical analysis, the key component of which is the following theorem. This illustrates that the modeling error decreases geometrically in model order p, and at a rate determined by the distance j i ? k j between the true poles f i g and approximations of them f k g. Clearly then, there is scope for dramatic increase in modeling accuracy by moving beyond the FIR choice of all poles at the origin in an attempt to decrease j i ? k j.
While this result lends theoretical support to the strategy of trying to`guess' the poles i of the system being estimated, it is necessary to also point out that under assumptions of a stationary system ( = 0), then with step size tending to zero it is possible to show 7] that for all of the LMS, RLS and Kalman Filtering algorithms 
Convergence Rates and Numerical Conditioning
The convergence properties of the general learning algorithm (3) are determined by the autonomous part of (11) in which case the parameter space convergence in the direction of the eigenvector associated with min (R) is limited to be no faster than the rate of decay of 1 ?
Therefore, in the interests of LMS convergence speed, it is desirable to choose a model structure G(q; ) such that the ensuing regressor k implies the minimum possible condition number for R. For the case of white input spectrum u (!) = constant, the orthonormal model structure (20) achieves this, and is therefore optimal (in the white input convergence sense) among the class of all xed denominator model structures, of which the morè natural' or obvious choice (19) is a member.
This optimality is illustrated via simulation in gure 2. The top (slowly converging) plot is the observed mean square error (averaged over 500 simulations with di erent input and measurement noise realisations) obtained when using the LMS algorithm with the`natural' xed{denominator model structure (19) . The bottom (quickly converging) plot is the observed mean square error using the orthonormal model structure (20) and the same LMS algorithm, but with changed to keep the steady state error invariant to the change in model structure; the convergence rate improvement obtained by using the orthonormal structure is clear. In both cases the model structure was third order with poles chosen at 0 = 0:4, 1 = 0:85, 2 = 0:6 and the true system G k (q) was time invariant with true poles at 0 = 0:9 and 1 = 0:37. The output was corrupted by white Gaussian distributed noise of variance 2 = 0:01, and the input was white Gaussian distributed noise of variance u (!) = 10.
For the case of non{white u (!), this convergence{rate optimality of the orthonormal model structure (20) is lost, but a feature retained by the orthonormal structure (20) is that a bound on the numerical conditioning of R in terms of the properties of u (!) may be derived. Using a similar argument to under-bound the eigenvalue then completes the lemma. This implies an upper bound on the on{average convergence rate of An interesting question is how closely this worst case bound is reached, which is equivalent to asking how conservative the bounds are in the previous lemma. In keeping with the spirit of this paper of providing simpli cations by considering high model orders, this can be answered by considering the in nite dimensional matrix R 1 , lim p!1 R. In this case, the formulation (22) shows that R 1 is an operator`2 !`2, so that the eigenvalues of the nite dimensional matrix R, generalise to the continuous spectrum (R 1 ) of the operator R 1 de ned as 1]
(R 1 ) = f 2 R : I ? R 1 is not invertibleg :
This spectrum can be characterised as follows. Lemma 7.2.
Proof. Take x 2`2 arbitrary. Then using the formulation (22) x n B n (e j ) 7 ! x n B n (e j ):
However, it is well known that the spectrum of the Toeplitz operator from H 2 ! H 2 is equal to the range of its symbol 1]. This indicates that for high model orders, the worst case bound on the spectrum of R given in Lemma 7.1 is likely to be achieved, and hence the worst case bound (43) on convergence rate is also likely to be achieved.
Simulation Examples
In this section, the utility of the previous theoretical analysis will be demonstrated via several simulation studies. In all cases, it is supposed that there is an underlying continuous time system with transfer function G(s) = 1 (s + 1)(10s + 1) from which input{output data is collected by sampling every one second. To begin with, the case of stationary systems will be treated, but later time variations away from G(s) will be considered. The input fu k g is stationary and Gaussian with spectral density u (!) = 10 1:25 ? cos ! ; and the observed output fy k g is subject to white Gaussian corruption f k g of variance 2 = 0:01. Based on this observed data, an attempt is made to estimate the discrete time system G(q) = ZOH 1 (s + 1)(10s + 1) = 0:0355q + 0:0247 (q ? 0:9048)(q ? 0:3679) (44) via the model structure (20) with poles f n g chosen to correspond to continuous time guesses of 0:2 and 0:25 radians per second. Note that these poles, being far from either of the true poles at 0:1 and 1 rad/s, are particularly bad guesses. They have been chosen to dispel any suspicion in the sequel that the high accuracy of the approximations (32),(33) and (37) illustrated in gures 4{8 derives from unreasonable prior knowledge or idealised conditions.
All three algorithms, the LMS with = 0:001, RLS with = 0:999 and P 0 = I, and the Kalman Filter with = 0:001; = 0:1; P 0 = I and 2 = 0:01 were employed with a tenth order model structure (p = 10). The parameter space convergence results are shown in gures 3, the fast convergence illustrating that these examples do not represent a case of unreasonably slow adaptation. Again, this choice is made to illustrate the robustness of the theoretical analysis to the violation of certain assumptions (small ) that it is performed under.
These estimation experiments were performed ve hundred times with di erent realisations for the input and measurement noise. This allowed the true frequency domain estimation error Efj e G k (e j! )j 2 g to be estimated by calculating its sample value as an average over the 500 realisations. This is plotted as the solid line in gures 4{6. The dash{dot lines in these gures are the approximations (32), (33) and (37) derived from theorems 5.1{5.3.
To be more speci c, in the left hand diagram of gure 4, the LMS approximation (32) is pro led against the true average error distribution with respect to frequency, and appears to be highly accurate. This is in spite of the approximation (32) being derived from the asymptotic in p result in theorem 5.1, but being applied in this simulation to only a p = 10'th order model.
Similarly, in the right hand diagram of gure 4, the RLS approximation (33) is pro led against the true error distribution, and is again quite accurate. Finally, in the left hand diagram of gure 5, the same validity of (37) as an approximant for the error distribution of the Kalman Filter algorithm is demonstrated.
To illustrate just how robust the approximations can be to the use of a low model order, the case for the RLS algorithm and a model order of only p = 4 and a data length of only 300 samples is shown in the right hand diagram of gure 5. The approximation (dash{dot) line still appears to be a highly informative indication of the true variability (solid line).
In gure 6, all these tenth order Monte{Carlo simulation results are compared to their theoretical approximants (32), (33) and (37) in one diagram. The top plots are for the LMS algorithm, the middle ones are for the Kalman lter and the bottom ones are for RLS. The fact that the RLS variability is approximately an order of magnitude lower than that for LMS is supported theoretically by examining the approximants (32) and (33). Speci cally, (32) indicates that for = 0, the LMS steady state error is una ected by input spectral density u (!), while (33) illustrates that for RLS, this same steady state error is inversely proportional to u (!). Therefore, for stationary systems, the ratio of LMS error to RLS error should be equal to u (!), which observed in 6.
As well, a comparison of the theoretical expressions (37) and (33) indicates that the Kalman Filter variability should be larger than the RLS variability by a factor (1 + 2 = 2 ) p u = 2 , and this is also supported by the larger observed variability for the Kalman lter in gure 6. Notice also the slower roll{o at high frequencies of the Kalman lter error as compared to the RLS or LMS error. This is due to the presence of the (26) . Again, the agreement between the observed error and the theoretical prediction is quite close in spite of the fact that the approximation (26) is derived from an asymptotic in p result and then applied to a small (p = 10) model order. In particular, note that (26) is able to clearly explain and predict the slower convergence at the higher frequency where the input spectral density is smaller. Finally, the validity of the approximations (32), (33) and (37) for the case of non{ stationary plants ( 6 = 0) was tested by starting with the system (44) and then perturbing it according to the random walk model (25) with Q chosen so as to imply a 2 p (!) shown in the right hand diagram of gure 7. In the left hand diagram of that gure is shown (solid line) the sample mean square variability of the RLS estimate in steady state (k = 800) versus that predicted (dash{dot line) via the theoretically derived approximation (33). As in previous simulations, a tenth order model was used, and also as in previous simulations the agreement between sample observation and theoretical approximation is good. If fact, counter{intuitively the agreement between observation and theory appears better in the time varying plant case than in the previous time invariant case. This can be explained by noting that in the time invariant case, the poles f k g in the model were deliberately chosen to be far from the true plant poles in order to test the robustness of the approximations (32), (33) and (37). In the time varying case under the model (44) this is not possible, so that there is no under{modeling component in the results shown in gure 7.
Conclusions
This paper has provided an analysis of the frequency domain tracking and steady{state error for various adaptive estimation schemes. A key contribution of the paper was to extend certain results already known for FIR model structures wherein all poles are xed at the origin, to more general model structures where the poles may be placed arbitrarily, so long as they are stable. It was shown that the entire e ect of the choice of xed pole position on the frequency domain steady{state error depends on one term (called p (!)). For FIR models, this term is simply p, the model order, but for xed pole choices not at the origin (FIR), the term becomes frequency dependent in a manner that is in uenced solely by the choice of poles. The key tool in providing these results was to re{parameterise with respect to a particular orthonormal basis that generalises the classical trigonometric basis. For the case of RLS and Kalman Filtering algorithms, the orthonormal basis was shown to be an intrinsic part of the estimation problem, since whether or not the model structure used is cast in terms of this orthonormal basis, the frequency domain error is characterised by the term p (!) which depends wholly on the orthonormal parameterisation.
The validity of using results derived for in nite model order in a nite and small model order setting was examined via simulation, where for tenth (and even fourth) order models, the results which are exact for in nite model order where shown to provide very informative approximations for nite model order. is known as the Fej er Kernel. These Ces aro mean reconstructions (A.2) are commonly employed since they are guaranteed to converge to f( ) if the latter is continuous; an ordinary Fourier series construction is not necessarily convergent in this case 3]. In the following, the key technical result upon which the analysis of this paper rests is to generalise this Ces aro mean convergence to generalised Fourier series f( ) with respect to the orthonormal basis fB k (e j! )g. The above mentioned convergence result for the classical Fourier basis B k (e j! ) = e jk! emerges as a special case by choosing all the poles f k g at the origin. Also, since f is continuous on compact ? ; ] then f is bounded by some M=2 < 1. also be bounded by some nite number K. In this case, using Lemma C.3 gives that for 
