Abstract: Oil-water relative permeability and capillary pressure of a water-wet digital core are computed using the finite-volume/volume of fluid method and mimicking traditional laboratory steady-state experiments carried out on a water saturated sample. Commercial software is used for immiscible multiphase fluid flow simulations, carried out on a low-cost multicore workstation, and the porescale data are upscaled to derive relative permeability and capillary pressure curves as function of water saturation. The digital sample is obtained by high resolution X-ray computed tomography scanning.
Introduction
Relative permeability and capillary pressure are petro-physical parameters fundamental for reservoir simulation and for devising exploitation scenarios. Two protocols are routinely used for experimental measurements. The first adopts a procedure where a single invading fluid displaces the defending fluid that initially saturates the pore space, recording the fluid production curves and the pressure drop through the sample after breakthrough (Loomis and Crowell, 1962) . The recorded measurements require further processing to derive relative permeability and capillary pressure curves over a range of fluid saturation. In the jargon of petro-physics this experimental procedure is also referred to as unsteady state method (Akin, 2001; Toth et al., 2002) . A history matching technique allows to derive relative permeability (and capillary pressure) values from a single experiment. A prescribed cost function is minimised to match the experimental data with those predicted by a two-phase core flow simulator designed to simulate special core analysis (SCAL) experiments (Loeve et al., 2011) . This data processing technique is very sensitive to the boundary conditions chosen for the history match and does not assure the uniqueness of the solution (Tavassoli et al., 2005) . The Johnson-Bossler-Neumann (JBN) method is sometimes used as an alternative to history match to derive relative permeability versus saturation profiles (Johnson et al., 1959) . The JBN is derived from Buckley-Leverett's displacement theory (Buckley and Leverett, 1942 ) that does not comply fully with practical experiments, as it neglects capillary and gravitational forces and therefore assumes high flowrates. It provides relative permeability values only for saturations higher than breakthrough saturation. In addition the JBN assumes that the core sample is homogeneous. Alternatively to JBN that requires constant injection rate, Toth et al. (2002) have proposed a procedure that is more general for it may be applied also to constant pressure drop experiments.
The second experimental procedure requires injecting simultaneously the two fluids into a saturated sample, in a fixed volumetric ratio, and allows to find a pair of relative permeability values (one for each fluid) when stationary state and constant sample saturation are reached. Multiple experiments, each with different injection ratio, are necessary to estimate the entire relative permeability curve over a range of saturation. This experimental procedure is referred to as steady-state method even if the fluid-dynamics is typically non-stationary (Tiab and Donaldson, 2004) .
In general the numerical methods available to study, characterise and synthesise via relative-permeability and capillary-pressure the dynamics of multiphase flow of immiscible fluids (i.e., oil and water or brine and super-critical CO 2 ) in the pore-space of reservoir rock samples such as sandstone mimic routine laboratory measurements. Pore-scale fluid dynamic simulations are nowadays used to investigate pore-scale flow and transport processes in reservoir rocks (IJOGCT Special Issue, 2012) . Zaretskiy et al. (2012) use the mixed finite-element/finite-volume model CSMP++ (Matthï et al., 2007) for simulating the pore-scale fluid flow and solute transport accompanied by chemical reactions in a digitalised Fontainebleau sandstone sample. Prodanović et al. (2012) use a commercial code from Itasca Consulting Group (PFC3D), originally developed by Cundall and Strack (1979) , to study the movement of grains in a disordered package of spheres as it occurs in a gas drainage of a water saturated unconsolidated sediment. Dewers et al. (2012) study mudstone samples and use stacks of digital images acquired with focused ion beam-scanning electron microscopy (FIB-SEM) at 7.14 nm pixel size. Digital image analysis techniques (3DMA-rock software package, http://www.ams. sunysb.edu/~lindquis/3dma/3dma_rock/3dma_rock.html/) are used to determine pore morphology and pore size distribution. The absolute permeability of the samples is computed by pore-scale numerical simulations, using the commercial finite-element software COMSOL Multiphysics ® (http://www.comsol.com/) and computational grids generated with ScanIP ® (ScanIP ® by Simpleware, http://www.simpleware.com/ software/scanip/). The estimated permeabilities are in the range of 2 to 12 nanodarcies (nD), in remarkably good agreement with experimental laboratory measurements on core plugs (5 to 50 nD).
Laboratory experiments require time-consuming and costly coring activities to recover lab-grade test samples (i.e., plugs) from the wellbore. At high borehole depths, as reached in nowadays oil wells, recovering rock plugs of suitable dimensions becomes more costly and time-consuming. The digital-lab workflow proposed here provides a fast and cheap routine for computing petro-physical properties from small samples such as drilling cutting or crushed sidewall when suitable cores are not available. Thus, the suggested procedure is complementing and corroborating traditional experimental laboratory data, the integration of petro-physical data at various scale remaining an important issue. Obviously, the influence of the rock heterogeneities are captured at the micro-meter scale and cannot provide all the information carried of a full diameter core (e.g., systems of fractures and their orientation). Here the finite-volume/volume-of fluid (FV-VOF) commercial solver FLUENT ® (FLUENT ® Theory Guide, http://www.ansys. com/) is used for the simulation of the oil/water flow in the pore-space of a sandstone rock that has been reconstructed using high resolution X-ray computed tomography (Coles et al., 1998; Josh et al., 2012) and segmented by image processing tools. For relative permeability calculation the steady-state experiment is reproduced numerically. This requires a set of numerical experiments in contrast to the single experiment sufficient for the unsteady method. Notwithstanding the higher computational effort, the choice is dictated by the will to avoid uncertainties related to the history match technique. Also the capillary pressure (P c ) curve is computed monitoring the steady state experiments and recording the difference in pressure between the non-wetting and the wetting phase. The Ansys-FLUENT ® finite volume model has been used previously by Crandall et al. (2012a Crandall et al. ( , 2012b ) to simulate at pore-scale the behaviour of supercritical-CO 2 /brine systems in a sandstone sample, reconstructed by X-ray CT, under the simplifying assumption of fluid immiscibility.
The following issues are covered by the paper:
1 The FV-VOF computational method is briefly recalled as the mesoscopic immiscible lattice Boltzmann model (ILBM) by Gunstensen et al. (1991) , which is probably the most widely used LBM for simulating two phase (i.e., oil/water) flow in porous media reconstructed with micro tomography (Arns et al., 2004; Papafotiou et al., 2008) .
2 The relative permeability and the capillary pressure curves obtained by the proposed methodology are presented.
3 Three methods for estimating the threshold capillary pressure are presented.
Experimental and numerical methods

X-ray tomography
X-ray computed tomography (XCT) has been used for long time in petrophysical laboratories for pore-space visualisation and for related post processing including morphological measurements (Coles et al., 1998; Josh et al., 2012) . More recently it has been used to visualise the occupancy of immiscible fluids in saturated pore spaces, in general by doping one of the fluids to improve their density contrast. For example one can discriminate between oil and water when an iodine-based dopant is used (Iglauer et al., 2010) . More recently, X-ray tomography has been used to produce digital rockmodels, suitable for micro-scale simulation Nguyen et al., 2006; Piller et al., 2009) . Millimetric samples of porous rocks such as drilling cuttings are semitransparent to hard X-ray (energies from about 12 to 120 keV) and digital radiographies with micrometric planar resolution can be taken. The rockpore density contrast is favourable to planar grey scale images with high dynamic range. By taking radiographies from different viewpoints and applying tomography principles, the internal structure of the porous rock can be reconstructed. For detectors with square pixels, the cubic voxel side of the reconstructed tomographic volume is related to the geometric magnification of the tomographic system. The true planar resolution of the projection images is invariably degraded by the interpolation that the backprojection algorithms apply by redistributing the detector pixel luminosity to all the voxels laying on the path of the X-ray between the focal-spot and the pixel. This results in a true 3D tomographic resolution lower than the nominal. However, micrometric or even sub-micrometric spatial resolutions once possible only at synchrotron beam-lines now are attainable also with laboratory systems, such as the one shown in Figure 1 . Typical scanning time is one hour, for micro-focus cone-beam-based laboratory machines in applications requiring micrometric nominal resolution and 2,000 3 voxels. Tomographic beam-lines at high X-ray photon-flux synchrotrons allow scanning and registration of log-processed radiographs in less than ten minutes.
In this work a sandstone sample is used. The voxel size is 4.5 μm and the size of the considered digital sample, shown in Figure 2 , is 200 3 voxels. The porosity is 11.4%. The experimental absolute permeability of the rock from which the small plug was extracted is about 200 mD. 
Volume of fluid
Among the computational fluid dynamic (CFD) methods currently available for the simulation of multiphase flow in porous rocks, the ILBM have emerged rapidly (Succi, 2001; Wolfram, 1986) . The elemental fluid cell is identified with the (cubic) voxel of the wet pore-space as segmented from the tomographic volume. Thus, explicit meshing of the pore-space is not necessary. The wet cells of this regular 3D set are populated by particles that can move (i.e., stream) according to 18 discrete velocities or remain at rest when the most common D3Q19 lattice geometry is adopted. Within one cell the microscopic particle population is distributed according to a particle-distribution-function that evolves in time. Cell macroscopic physical properties and hydrodynamic variables can be computed by microscopic lattice population-fractions. The Bhatnagar-GrossKrook collision model (Bhatnagar et al., 1954) with an equilibrium distribution function allows time evolution. Particle streaming allows space evolution. Details on the time-space discretisation of the Boltzmann equation are available in many general reference texts (Succi, 2001 ). For two phase incompressible flows two particle distributions are necessary at each wet cell site thus doubling the amount of data with respect to the single phase case. The dynamics of the fluid-fluid interface are governed by additional forcing terms that mimic the interaction between immiscible fluids. A strategy to keep a thin interface limiting the smearing is also needed. Fluid wettability is introduced by adding a fluid-rock adhesive term rather than a contact angle. LBM requires well resolved ducts to properly develop fluid flow advection and interfaces identification. The problem might be tackled by resizing the volume image according to a magnification factor, accepting the considerable computational overburden.
The existence of large flow paths is verified with a path extraction method based on the scalar field generated with a weighted geodesic distance transform of the pore space. The weights are generated with a Euclidian distance transform applied to the pore space. Details are given elsewhere (Schena and Favretto, 2007) .
An alternative to LBM is to resort to traditional CFD methods as the FV-VOF implemented in the commercial solver FLUENT ® . The VOF is a technique widely used to tackle problems in which two or more fluids are present and the dynamics of the interface is of interest. It was first introduced by Hirt (1975, 1981) . Various improvements have been developed subsequently and a non-exhaustive list is reported by Tang et al. (2004) . Here, VOF is used for tracking the shape of the water/oil interface. The phase volume fraction is defined at each computational cell of the fixed regular and uniform computational grid adopted. The volume fraction function is discontinuous passing through the interface. The piece-wise linear interpolation reconstruction (PLIC) algorithm is used in the present work for interface tracking. The method is coupled with the continuum surface force (CSF) algorithm for surface force modelling that adds a source term in the momentum equation that is proportional to the interface curvature (Brackbill et al., 1992 ). An excellent review of the VOF-PLIC steps for interface tracking and multiphase fluid advection is given by Tang et al. (2004) .
The pressure-implicit with splitting of operators (PISO) scheme for pressure-velocity coupling is used (Ferziger and Perić, 2001 ). The non-iterative time advancement (NITA) option for time stepping has been preferred in the present calculations for computing efficiency since it reduces the computational time and allows performing only one outer iteration per single time step.
Computational domain and mesh
Each voxel of the segmented pore space volume corresponds to a cubicmesh element. An alternative approach consists in generating a triangulation for the pore-grain interface, identified by a contouring algorithm; an unstructured (in general tetrahedral) volumemesh is then built upon the surfacemesh. The cubicmesh can be generated much faster and, in addition, it does not require the use of sophisticated and costly mesh generation packages (Gerbaux et al., 2010) . The resulting pore/rock surface is stair-step like for the cubic mesh and smooth for the tetrahedral mesh. This feature could be used to criticise the cubic mesh approach. However, one should recognise that the base geometry, provided by the XCT, is voxel-based and any smoothing operation is necessarily arbitrary: the stair-step boundary of the cubic mesh represents the surface roughness elements of dimension comparable to the voxel side. The pore-grain interface can be identified by the list of linear indexes of the voxels lying on the border of the pore space and connected to grains according to a given voxel-neighbourhood connectivity. For fluid dynamic simulation a connectivity of 6 must be used, as fluxes propagate across the control volume faces. Given a connectivity of 6, one voxel of the pore space is on the pore-grain interface if at least one of the six (connected) neighbours is part of a solid grain. The identification of the interface fluid voxels is required for subsequent selection of the boundary surface where the boundary conditions are enforced. The computational domain and the related computational mesh are trivially generated by associating each voxel to a hexahedral computational cell. Even for large volumes, the mesh generation process takes just a few minutes on a desktop computer. Even though the identification of voxels with computational cells allows an easy mesh generation process, some regions might be under-resolved. The most natural way to overcome this problem is to use one of the many mesh adaptivity capabilities provided by most commercial CFD packages. The reported results have been obtained using the hanging nodemesh adaptation technique available with FLUENT ® . The base mesh used in the present simulations contains about 9.80 × 10 5 cells. The problem of identifying suitable dimensions for the representative elementary volume (REV), as defined, among others, by Bear (1972) , is not addressed in the present study. A modern interpretation of the REV relies on the availability of a sufficient number of samples, in order to define representative statistical moments (Hilfer, 2002; Kanita et al., 2003) .
FV-VOF solvers are computationally intensive but in general less amenable to parallelisation than LBM. CFD frequently ran on high power computing (HPC) facilities. The communication between processors is often the bottleneck. Here this problem has been resolved by running our simulations on a new generation top performance eight-core processors. Tomographic volumes of size say 400 3 can be processed on the desktop machine in tens of hours. On a dual socket workstation even larger volumes can be processed in the same computational time and permeabilities corresponding to different saturation calculated at the same time.
Results and discussion
As previously mentioned, in our study we co-inject oil and water in a waterwet sample. The considered fluid properties are as follows: where δ and μ are the density and dynamic viscosity of the fluids, σ w,o is the surface tension and θ is the contact angle. The water layer covers the pore surface, while the oil fills the core of the pore body. Thus at the fluid inlet section of the meshed pore-space, specialised image-processing tools are used to identify the boundaries of the pores and to adjust the thickness of the water layer according to the prescribed water/oil volumetric ratio.
The simulations are carried out for different values of the volumetric fluid ratio and with an entry velocity (0.01 m/s) yielding a pore-scale Reynolds number, based on the square root of the absolute permeability, of 4 × 10−3. Numerical methods allow for measurements on internal sections of the sample that are not possible with traditional laboratory experiments which provide results with respect to inlet and outlet sections only. Nevertheless considerably larger volumes of rock may be flooded in the experiments. The output data are then upscaled to estimate relative permeability and capillary pressure versus saturation, that are the set of data necessary for macro-scale reservoir simulation.
Relative permeability
In the procedure used here, the two fluids invade the digital core sample, initially fully saturated with water, until the produced fluid ratio stabilises. The analysed process is a drainage. At the final saturation, the effective permeability to each phase is obtained by using Darcy's law:
where q w,o denotes the specific discharge of the considered phase, k and k r are the absolute and relative permeabilities, respectively and p w,o is the phase pressure. Numerically, both the constant injection rate and the constant pressure drop cases can be simulated. The sample average saturation, pressure drop and flow rates are continuously monitored during the transient process. The distribution of the two fluid phases at an advanced stage of drainage is shown in Figure 3 , where the sandstone material is not shown. The oil phase is shown in red. The water phase is shown in transparent blue. Velocity inlet and pressure outlet boundary conditions are used to drive the injection. Inlet velocity is 0.01 m/s. The volume rendering shows the complexity of the process with differential advancement of menisci inside the porous space. The advancement and the evolution of the fluid interfaces and their morphology is continuously visualised. This is of great help for the full understanding of the fundamental behaviours of these pore-scale non-equilibrium processes. Fingering instability of the displacing front due to the randomness of the pore length scales, viscous fingering, snap-off, bubble clustering growth, ganglia formation and coalescence are some pore-scale dynamic phenomena that can be captured. Trapping mechanisms and the related residual saturations of the non-wetting phase (and the irreducible saturation of the wetting one) are associated to these complex interfacial phenomena, the media topology and the rock wettability. The absolute permeability is computed with a mono-phase numerical experiment with the method described by Piller et al. (2009) . The fluid injection velocity significantly influences the computed values. The absolute permeability of the sample has been estimated injecting oil and subsequently recomputed injecting water. At high rates (e.g., above 0.1 m/s) the pore Reynolds number does not assure the validity of Darcy's law and the absolute permeability of the two fluids are sensibly different. The permeability values converge to the same value only at lower rates (e.g., 0.01 m/s). This velocity value has been adopted as inlet velocity at the injection section. The computed relative permeability curves are presented in Figure 4 (a) and fitted with the classical two-parameter Corey correlation (Brooks and Corey, 1996) :
The irreducible water saturation S w,i is computed by extrapolation with piece-wise cubic Hermite polynomial interpolation (PCHIP) from the k r,w set of data prescribing The numerical method allows computing values across the entire saturation range. The calculated relative permeability curve for water is in good agreement with experimental data while a remarkable disagreement is observed for the oil relative permeability [Figure 4(b) ]. The small dimensions of the digital sample might explain this discrepancy. The regression of the calculated relative permeabilities with the correlation by Brooks and Corey (1996) yields the following values for the parameters, appearing in equation (2) 
Capillary pressure
The capillary pressure (P c ) represents a key parameter for reservoir studies. Because of the small size of the digital sample, volume-averaged pressures of the phases are computed at every time step and their difference yields the capillary pressure. Both pressure drop across the sample versus time and saturation versus time profiles, shown in Figure 5 , are used to identify the attainment of stationary conditions necessary for measurements. One measurement at stationary state is a point of the capillary pressure curve. The computed capillary pressure data are fitted with the two-parameters Bentsen-Anlie function (Bentsen and Anlie, 1977) [see Figure 6 (a)]:
where P c,t is the threshold capillary pressure and P c,s is the so-called span pressure (Bentsen and Anlie, 1977) . Comparison with experimental data is reported in Figure 6 (b). The computed capillary pressure is in agreement with the experimental data for water saturations above 46%. The regression of the calculated capillary pressure with the correlation by Bentsen and Anlie (1977) yields the following values for the parameters, appearing in equation (4) Figure 6 shows that different ranges of S w are covered by laboratory experiments (square symbol) and numerical experiments (star symbol). In laboratory experiments one fluid displaces another in imbibition or drainage processes, that are often carried out at displacement rates much higher than those typical of reservoir phenomena. The numerical methods allow simulating fluid flow displacement processes at lower velocities and prescribing a pore-scale Reynolds number (0.004 in the present simulations) thus ensuring laminar flow (see also Section 3 results and discussion). This results in the possibility to explore lower values of P c at high S w [Figure 6(b) ]. While the injection oil/water ratio is imposed the resulting pore-space saturation is a dependent variable that is also influenced by the morphology of the pore space and its wettability. With a water fraction at the inlet section of 2% (8%) the final water saturation obtained is 46% (50%).With a drainage experiment with only oil injected the water saturation is 25%. Thus, a very small increase in water fraction (2%) prevents the oil to displace an additional 21% in water. This behaviour is shown as a saturation gap in Figures 6(a) and 6(b) .
The threshold capillary pressure is the pressure at which the drainage process begins, in other words the pressure that should be exceeded before any oil can start flowing through the sample (Christiansen, 2008; Egerman et al., 2006) . Here three alternative methods are used to estimate the P c,t .
The first method is based on a morphological analysis of the pore-space. The largest pore radius in a 100 micron thick inlet section is estimated computing the medial path for passing through the thick section and inflating the maximal spheres with centre on the path. A method for generating the medial path that is used in virtual endoscopy is adopted (Schena and Favretto, 2007) . The P c,t is then obtained from the well-known Young-Laplace equation:
where σ represents the interfacial tension between oil and water, R is the radius of the largest maximum sphere with centre on the media axis, θ is the contact angle between the tangent to the interface and the solid surface. R is estimated via distance transform. The P c,t value is 0.56 psi. The second method for estimating P c,t exploits a displacement simulation that fulfils a classical protocol used for laboratory experiments (Christiansen, 2008) . The core sample, saturated by water, is invaded by oil at very low flow rate (2 × 10 -3 m/s), in order to consider the pressure difference across the sample nearly equal to the capillary pressure. Instead, at higher injection rates, viscous resistance would increasingly dominate the pressure drop (Christiansen, 2008) . The P c,t is measured at the very first stage of the injection process, as shown in Figure 7 . The P c,t value is 0.34 psi. The third method for estimating P c,t consists in a step-by-step drainage. Oil is injected into the sample for a fixed number of simulation steps with a predefined injection rate. Then the simulation is repeated several times each time halving the oil rate. Finally, the threshold capillary pressure is derived as the intercept of the regression line fitting the capillary pressure versus velocity inlet, as shown in Figure 8 . The estimated P c,t is 0.24 psi. The step-by-step drainage is intended to compute a lower limit for the P c,t . Namely, the method yields the minimum pressure difference, capable of intruding a minimum amount of oil through the inlet section of the sample. This pressure difference is therefore related to the capillary pressure acting across the largest opening on the inlet section. Nevertheless, the actual threshold capillary pressure corresponds to the pressure difference that has to be applied across the sample, to allow for a continuous filament of oil passing through the sample (Egerman et al., 2006) . This pressure difference is related, in turn, to the capillary pressure acting across the largest among the smallest throats encountered along all the possible paths connecting the inlet and outlet sections of the sample. These considerations provide an explanation for the lowest value of P c,t returned by the third method, among all the proposed methods and suggest that the third method should yield reliable results when applied to a sufficiently large sample, such that the areal pore-size distribution does not differ significantly from the volumetric pore-size distribution. In spite of the aforementioned limitations, the method has the lowest computational cost among the proposed methods for the calculation of P c,t and, for the present sample, yields a value of P c,t of the same order of magnitude as the other methods.
The graph in Figure 7 shows unstable values of capillary pressure at increasing values of saturation. It refers to a capillarity pressure experiment carried out according to the aforementioned method proposed by Christiansen (2008) , exclusively devoted to threshold capillary pressure estimation. The experiment is carried out with injection velocity 0.002 m/s, i.e., 50 times lower than that used for capillary pressure and relative permeability estimations. In addition these measurements of capillarity pressure are taken before breakthrough and therefore well away from the plateau where the saturation reaches the stability. In general, minor capillary pressure instability can manifest also at stable values of saturation since it is related to the change in morphology of the oil/water interface. Table 1 Threshold capillary pressure calculated with different methods
Method P c,t [psi]
Morphological method 0.56
Slow drainage v in = 0.002m/s 0.34
Step-by-step drainage 0.24
Fitting, equation (4) 0.52
Concluding remarks
Nowadays a few companies offer digital rock physics services and have proprietary code based on the Rothman-Gunstensen (Gunstensen et al., 1991) lattice Boltzmann model. The use of commercial CFD software to compute the relative permeability and the capillary pressure paves the way to the diffusion of numerical methods for petro-physical computing, to the standardisation of the digital rock workflow and to the reproducibility of numerical results. In this paper, we use ANSYS-Fluent® that is a very well-established commercial product with a large basis of users. A large number of benchmarks are published in the literature showing the adherence between laboratory and Fluent-simulated multiphase experiments. However a number of free open source CFD packages exists for multiphase simulation (e.g., OpenFoam User Guide, http://www. openfoam.com/). In general, the reliability of the entire digital rock physics workflow is founded on the use of a REV. This issue is not examined in this paper where a REV sub-volume is processed. However one can foresee that larger tomographic volumes (e.g., 1,000 3 voxels or more) are amenable to be processed provided that adequate computational resources are available. Furthermore, a compromise between a resolution sufficient to capture the narrowest throat giving contribution to flow and a digital volume amenable to be processed with the computing resources available is required.
The CFD procedure adopted here models the physical process in which one or two immiscible fluids are co-injected and displace the fluid/s that initially occupy the pore space. The procedure uses the full morphology of the rock as reconstructed by X-ray CT.
According to the available literature and to the authors' best knowledge, the use of a traditional CFD model for two-phase flow simulations at pore scale is an original contribution of the present work. Relative permeability and capillary pressure curves are calculated according to the so called steady-state experiment. The relative permeability of each phase is computed via Darcy law where the oil pressure drop and the water pressure-drop are computed separately rather than using the mixture pressure drop. The threshold capillary pressure is computed following three different and independent strategies that yield comparable results and also in line with samples of similar permeability (Bentsen and Anlie, 1977) .
