Abstract-This paper considers the problem, first introduced by Ahlswede and Körner in 1975, of lossless source coding with coded side information. Specifically, let X and Y be two random variables such that X is desired losslessly at the decoder while Y serves as side information. The random variables are encoded independently, and both descriptions are used by the decoder to reconstruct X. Ahlswede and Körner describe the achievable rate region in terms of an auxiliary random variable. This paper gives a partial solution for an optimal auxiliary random variable, thereby describing part of the rate region explicitly in terms of the distribution of X and Y .
I. INTRODUCTION

I
N 1975, Ahlswede and Körner [1] introduced the following coding problem (see Fig. 1 ). Random variables and are independently encoded and jointly decoded. The decoder wishes to reconstruct almost losslessly only , and so the description of serves as side information. Letting and denote the rates used to encode and , respectively, the question becomes: What rate pairs and are achievable. The answer is given in terms of an auxiliary random variable in [1] . Specifically, can be reconstructed with arbitrarily small probability of error if and only if for some random variable such that is a Markov chain and , where and are the alphabet sizes of and , respectively. The bound on is tightened to for points on the lower boundary of the rate region in [2] .
The intuition behind this solution is quite simple. Random variable can be thought of as the encoded version of ; thus, . Since the useful part of is then known to the decoder, the description of requires rate . The Markov condition is quite straightforward, and the original bound on the alphabet size of derives from Carathéodory's theorem. The above method for describing a rate region in terms of auxiliary random variables is rather common, for example [3] - [7] . These characterizations give great intuition into the basic form of a solution. Unfortunately, precise calculation of the rate region requires solution of the optimal auxiliary random variable, which is surprisingly difficult, even for simple sources [2] . For any , it is possible to use this characterization to approximate the rate region to within a multiplicative factor in time polynomial in by [8] . Unfortunately, numerical solutions of this type fail to provide much insight into basic questions of theoretical interest. For example, is the point always in the achievable rate region? Is it ever in the achievable rate region? Does achieving ever require ? Furthermore, no intuition is provided as to how one should go about designing optimal auxiliary random variables. Ideally, we would like an explicit description comparable to the one given by Slepian and Wolf [9] for their famous problem.
In this paper, we give a partial solution for an optimal auxiliary random variable in Ahlswede and Körner's coding with side information problem. Thus, we describe part of the achievable rate region explicitly in terms of the distribution of and the conditional distribution of given . As a byproduct of this effort, we are able to provide answers to some of our fundamental questions regarding the relationships between random variables. For example, it is tempting to interpret the Venn diagram of [10, p. 20 ] (reproduced in Fig. 2 ) to mean that describing the information that holds about at rate and describing the remaining uncertainty about at rate should always suffice for a complete description of . This turns out not to be the case. In fact, we show that there exist simple examples where is arbitrarily small, is arbitrarily large, and yet in order to make full use of the information that holds about , one needs to fully describe , giving . This shows that the information contained in about cannot be separated from the other information that contains, in general.
In the process of deriving the partial solution for the coding with side information problem we define two functionals of the joint distribution of and . One of these functionals, , turns out to equal the common information defined by Gács and Körner [11] . See Section V for more details.
The remainder of this paper is organized as follows. Section II introduces notation and definitions. Section III provides the main results, namely, a partial explicit description of the achievable rate region for which the structure of optimal auxiliary random variables is found. Section IV provides additional results that are useful for constructing optimal auxiliary random variables. Additionally, it outlines open questions that need to be resolved in order to obtain a complete explicit solution. In Section V, a connection is made between the functional defined in Section III and common information. Section VI offers concluding remarks. Finally, the Appendix A contains certain lemmas and proofs.
II. NOTATION AND DEFINITIONS
Let , , and denote discrete random variables with finite alphabets and , respectively. Set and . Let , , and denote subsets of the possible outcomes of , , and , respectively. The index allows us to distinguish between distinct (but possibly overlapping) subsets. Finally, we define to be the rate designated by the encoder for the DC. It follows that .
III. RESULTS
We focus on identifying key points in the achievable rate region. The point 1 is clearly in the achievable rate region. Likewise, and is achievable. It is the auxiliary random variables and , respectively, that attain these points. The straight line connecting these two points is an upper bound to the lower convex hull of the achievable rate region, as immediately follows from a time sharing argument. A more interesting question raised in Section I is whether one can operate at rate while maintaining . As noted, and is shown, the answer is sometimes yes. We define to be the minimal rate for which is achievable and note that . Theorem 2 provides a formula for computing . Corollary 3 and Theorem 4 give necessary and sufficient conditions under which and , respectively. The following lemma shows that when , must satisfy the decomposition property. This is needed in the proofs of Theorems 2 and 4. follows from Lemma A1 of the Appendix, which shows that is maximized when , which is precisely how is defined.
Theorem 2 enables us to improve the previous upper bound to the lower convex hull of the achievable rate region. Specifically, the improved upper bound is the connecting line between the rate points and . Below are a direct corollary to Theorem 2 and a theorem that uses Theorem 2.
Corollary 3:
if and only if contains no ZICs of size greater than one. for which . It also shows the lower bound , which follows from the source coding theorem. It is interesting to ask how much of this lower bound (beyond the obvious point) can actually be achieved and what auxiliary random variables achieve points on this lower bound. We define to be the maximal value of for which this lower bound is achieved with equality. Thus, when is the only achievable point on that lower bound and under the conditions of Theorem 4. Theorem 5 characterizes precisely. and are conditionally independent given the auxiliary random variable defined in Theorem 5. Essentially the same random variable was defined in the context of studying common information in [11] , which shows [11, Corollary 1] that (which equals ) equals if and only if the conditional independence mentioned above holds. We briefly discuss the relationship between common information and coding with side information in Section V.
Examples 2 and 3 below illustrate these concepts. The first is the case where can only be achieved when . The second is the case where is achievable for all interesting values (i.e., ).
Example 2 ( ):
The distribution is a binary-symmetric channel with crossover probability that is strictly between zero and one. In this case, there is only one MDC, thus .
Example 3 ( ):
The distribution is defined by binary-symmetric channels, each with crossover probability one half. Specifically, let , , and for all , let and for all . In this case, .
Corollary 6: Any point on the line connecting and is an optimal and achievable rate point.
Corollary 6 follows immediately from a time sharing argument. Example 4 below shows that any point on the line connecting and , can also be achieved via a direct construction. 
Example 4 (Achieving Directly Any
IV. THE REGION
The lower convex hull of the achievable rate region is still not known for . The following theorem characterizes what we know so far about optimal auxiliary random variables in that region. The optimal used in Theorem 5 to achieve the point satisfies the decomposition property. This is the lowest rate achievable by any auxiliary random variable with this property. Theorem 7 below shows that any optimal for any rate must satisfy this property as well.
Theorem 7:
Let be the decomposition of into MDCs. Any optimal auxiliary random variable operating at rate must satisfy the decomposition property.
Proof: We show the contrapositive. Namely, we show that if satisfies and does not satisfy the decomposition property, then there exists an auxiliary random variable satisfying the decomposition property for which and , thus implying that is not optimal.
We construct an auxiliary random variable as an intermediate step in constructing . Essentially, is constructed from by duplicating each that is connected to several components so that each of its copies is connected to a single component. More precisely, let and define such that . The alphabet of is . For all , for all , and for all . Fig. 5 (1) by the convexity of . See Fig. 6 for an illustration. Thus, for each with where and follow since is an optimal component random variable, while might not be an optimal component random variable, follows from the definition of , and is obtained from (1) .
Finally, implies
Theorem 7 implies that we can find an optimal for any by allocating the rate among the MDCs and then independently finding an optimal at the given rate for each MDC. Lemma 8 below, whose proof is left to the Appendix, provides necessary conditions on the structure of an optimal auxiliary random variable. Theorem 9 builds on this result, showing that an optimal auxiliary random variable for an arbitrary random pair can be solved by collapsing any ZIC of size greater than one in into a ZIC of size one in some new random pair and then finding an optimal auxiliary random variable for ; auxiliary random variable can be easily transformed into an optimal auxiliary random variable for that achieves the same rate as for .
Lemma 8:
Let be a decomposition of into ZICs. If is an optimal auxiliary random variable, then it must satisfy for all and all , for all .
The necessary conditions of Lemma 8 are not sufficient. It is not difficult to construct examples of suboptimal auxiliary random variables that satisfy Lemma 8. (3), and follows from the definition of . By similar arguments Thus, and , which gives the desired result.
The remainder of this section focuses on the minimum alphabet size of optimal auxiliary random variables. The solution of the rate region provided in [1] bounds the alphabet size of the auxiliary random variable by the alphabet size of plus (i.e., ). In [2] it is shown that suffices for optimal auxiliary random variables. Corollary 10 combines this tighter bound with Theorem 9 and shows that need never exceed the number of largest ZICs imposed by . The bound is sometimes tight (for example when ). This further reduces the space of possible optimal auxiliary random variables.
Corollary 10:
Let be the decomposition of into largest ZICs. For any achievable rate point , there exists an auxiliary random variable such that , , and . Together, Theorems 7 and 9 and Corollary 10 significantly restrict the space of possible optimal auxiliary random variables by reducing the problem to that of finding an optimal auxiliary component random variable for an MDC that has no ZICs of size greater than one, and whose alphabet size is no larger than the alphabet size of the component random variable.
V. COMMON INFORMATION AND
The notion of common information of two random variables has been addressed in [11] - [14] , where various definitions have been proposed. In [11] , Gács and Körner define common information by defining functions and for which with probability one, and the number of values taken by (or ) with positive probability is largest possible; the Gács-Körner common information, here denoted by , is then given by . By [13, p. 404] , equals the largest rate for which is an achievable rate triple for the network given in Fig. 7 . Furthermore, always holds [11] , [13, p. 405] . In [12] , Wyner defines common information, here denoted by , as the least rate for which there exist and such that is an achievable rate triple for the same network and .
Wyner shows that
, where the infimum is taken over auxiliary random variables that satisfy the Markov chain . Wyner also shows that . It follows that While both and consider the rates associated with the scheme in Fig. 7 , they answer different questions. Specifically, the Gács-Körner interpretation minimizes the sum-rate into each decoder while carrying as much of the load as possible with the central encoder. (Achieving sum-rates of and into the decoders is trivial when the central encoder has rate but more difficult when the central encoder is involved.) In contrast, Wyner's interpretation minimizes the sum-rate out of the three encoders while carrying the minimal load at the central encoder. (Achieving sum-rate out of the three encoders is trivial when the side encoders have rate but more difficult otherwise.) Thus, describes the maximal amount of shared information that is useful in describing both and individually, while describes the minimal amount of shared information needed to describe and jointly.
It is interesting to note that the auxiliary random variable used to achieve meets the definition of with probability one and and are conditionally independent given (or ) [13, p. 405] .
The fact that might be a little surprising since the middle encoder in Fig. 7 has access to both and , while the side information in Fig. 1 has access to only. This shows that indeed the common information is "common" in the sense that it can be fully extracted from either or separately.
VI. CONCLUSION
This paper considers the problem of lossless source coding with coded side information. Specifically, and are two random variables that are independently encoded and jointly decoded, and only needs to be reconstructed (losslessly). The solution to this problem, namely, the achievable rate region, is given in [1] in terms of an auxiliary random variable. In this paper, we obtain a partial solution for an optimal auxiliary random variable, thus providing part of the rate region explicitly in terms of the distribution of and the conditional distribution of given . An explicit solution of the rate region remains elusive for rates . Solution in this region hinges on finding a construction for an optimal auxiliary random variable for a single MDC that is not a ZIC. We also show that the alphabet size for this optimal auxiliary random variable need not exceed the number of largest ZICs in the decomposition of this MDC. 
APPENDIX
Proof of Lemma 8
We show the contrapositive. Namely, we show that if there exists some and such that for some , then is not optimal. To show that is not optimal, we construct an auxiliary random variable such that and . Set for some ; that is, is the set of 's that are connected to (notice that need not be empty). By assumption, there exists such that for some . For each define ; represents the contribution to the probability of from the members of .
We are now ready to define . 
