Growth, zero distribution and factorization of analytic functions of moderate growth in the unit disc
We are primary interested in zero distribution of analytic functions from classes defined by growth conditions in the unit disc. The topic is closely related to the problem of factorization of such classes.
Usually, the orders of growth of an analytic function f in D are defined as log + |f (re iθ )| dθ. It is well known that
and all admissible values of the orders are possible ( [1] , [2] , [15] ). The paper is organized in the following way. In Sections 1 and 2 we give a survey of results on zero distribution and factorization in subclasses of H(D) defined by the growth conditions on T (r, f ) and log M (r, f ), respectively. In Section 3 we consider the concept of ρ ∞ -order, that goes back to works of C. N. Linden. This notion allows us to prove several new results for functions with ρ M < 1. Finally, in Section 4 we prove a criterion of uniform boundedness of the integral means of log |B(re iθ )|, where B is a Blaschke product. We do not consider zero distribution and factorization either of functions of infinite order or meromorphic functions. We address the reader who is interested in factorization of meromorphic functions to [13] .
1 Classes defined by the growth of T (r, f )
Zero distribution and growth of T (r, f )
To be more precise we start with canonical products. Let Z = (z n ) be a sequence of complex numbers in D without accumulation points in D. We define the exponent of convergence of Z by (inf ∅ = +∞)
It is well known [6, 7, 19, 21] that the Djrbashian-Naftalevich-Tsuji canonical product
where E(w, 0) = 1 − w,
is an analytic function with the zero sequence Z provided that
is the Blaschke product constructed by the sequence Z.
Let n(r, Z P ) be the number of zeros in D(0, r), 2) be the order of the counting function of Z P . Under the technical assumption that 0 ∈ Z f we also consider the Nevanlinna counting function N (r,
due to the first fundamental theorem of R.Nevanlinna [12] .
In 1953 Naftalevich [19] , and in 1956 Tsuji [21] proved that
Moreover, (ρ n [P ] − 1) + is equal to the convergence exponent µ(Z P ), and the order of N (r, Z P ).
This result was improved by F. Shamoyan in [22, 23] .
Let ω ∈ C 1 [0, 1) be positive, monotone and such that
where r 0 ∈ (0, 1). If ω is an increasing function we assume in addition that 0 < q ω < 1. The class A * ω consists of analytic functions f in the unit disc satisfying 1 0 ω(r)T (r, f ) dr < +∞.
(1.5)
If ω(r) = (1 − r) α−1 , α > 0, the A * ω coincides with Djrbashian's class A * α which consists of analytic functions f in the unit disc satisfying
In order that Z be a sequence of zeros of a function f ∈ A * ω , f ≡ 0 it is necessary and sufficient that
Moreover, under condition (1.7) Djrbashian's canonical product P (z, Z, α) (see (1.9) below) is convergent in D and belongs to A * ω for α > q ω .
Factorization of classes defined by the growth of T (r, f )
Canonical and parametric representations of functions analytic in D and of finite order of the growth were obtained [6, 7, 8] 
where C λ is a complex constant, λ ∈ Z + , m 2 is the planar Lebesgue measure, P (z, Z f , α) is a canonical product with the zeros Z f , and of the form
where
Moreover, P (z, Z f , α) converges in D if and only if
M.M. Djrbashian [7] noted that P (z, Z f , α) has the form (1.1) if α ∈ N. Besides the class A * α , which can be defined by the condition
Theorem C. The class A α , α > −1, coincides with the class of functions represented in the form
where ψ ∈ BV [0, 2π],
More general results for arbitrary growth are obtained in [9] .
2 Classes defined by the growth log M(r, f )
Zero distribution and growth of log M(r, f )
B. Khabibullin [13] considered the following problem. Let
and ν(re iϕ ) be the number of zeros of P in (re iϕ ). We define
1)
Theorem E ([14, Theorem V]). With the notation above we have
This result was improved and generalized by F. Shamoyan in [22, 23] . We follow the notation of [22] . Let ϕ be nonnegative increasing function on (0, +∞).
Assume that for
Theorem F ([22, Theorem 1]). Suppose that ϕ satisfies the above conditions. 
where P is a canonical product displaying the zeros of f , p is nonnegative integer, g is non-zero and both P and g are analytic and of ρ M -order at most
Further, in Theorem IV [14] , Linden showed that if
For ϕ(x) = x ρ , ρ > 0 we denote X ρ = X ∞ ϕ . V. I. Matsaev and Ye. Z. Mogulski [18] established that if we take P (z) = P (z, Z f , s), s ≥ [ρ] + 1, s ∈ N, in the representation of Theorem G, then the function g has the form (1−z) q − 1 is the generalized Schwarz kernel, γ is a real valued function such that γ ∈ Lip(q − ρ) for noninteger ρ, and γ satisfies Zygmund's condition |γ(θ + h) − 2γ(θ) + γ(θ − h)| ≤ Ch for integer ρ.
In [24] F.Shamoyan showed that non-zero factor U α (z) in Djrbashian's representation (1.
In view of relation (0.1) the following problem arises naturally.
In [11, 10] ).
Let f ∈ H(D) be of the form
Let M be Borel's subset of D. A complete measure λ f of genus q in the sense of Grishin is defined by of as
where ψ is the Stieltjes measure associated with ψ * . A characterization of λ f for f ∈ A ρ σ is given in [2, Theorem 4] . Another application of λ f can be found in [3] 3 A concept of ρ ∞ -order Many theorems valid on analytic functions of finite order in D fail to hold when ρ M -order is smaller than 1 (see e.g. [2] , [14] , [16] ).
In particular, for a Blaschke product B we always have 0 ≤ ν[B] ≤ 1, so Theorems E and F give no new information on zero distribution of B.
The question arises: Question. What kind of growth characteristic can describe zero distribution in the case when
For a meromorphic function f (z), z ∈ D, and p ≥ 1 we define
We write
A characterization of ρ p -orders can be found in [17] .
We define ρ ∞ -order of f as
(existence of the limit follows from the fact that L p -norms are monotone in p). It follows from the First fundamental theorem of Nevanlinna that
Besides, it is known (e.g. [16] ), that
have similar behavior with respect to the maximum modulus order, when f is a canonical product.
Remark. To omit confusion, we have to note that Linden used the notation
For a sequence Z in D with finite convergence exponent we define ν[Z] = ν[P (z, Z, q)] for an appropriate choice of q. It is clear that the definition does not depend on q.
The following theorem answers the question posed above.
∞ and an integer s such that s ≥ [ν] + 1, we define the canonical product On the other hand, it is easy to check that n(r, B) ∼ 1 (1 − r) log 2 (1 − r) , r ↑ 1, and Taking into account Theorem 3 we deduce that max{ρ 
where P is a canonical product displaying the zeros of f , p is nonnegative integer, g is non-zero and both P and g are analytic and of ρ ∞ -order at most
Some another applications of the concept of ρ ∞ -order such as logarithmic derivative estimates can be found in [5] .
The proof of Theorem H relies on the inequality s ≥ [ν] + 1. Since the theorem is not applicable for Blaschke products one may ask what are relations between zero distribution of a Blaschke product and its ρ ∞ -order.
Here we prove the following Carleson-type result. Let
be the Carleson square based on the arc [e i(ϕ−πδ) , e i(ϕ+πδ) ].
Theorem 3.2. Let Z be a sequence in D such that z k ∈Z (1 − |z k |) s+1 < +∞ for some nonnegative integer s, P s (z) = P (z, Z, s).
for some constant C 1 independent of ϕ and δ, then for all p ≥ 1
ii) If s = 0, and for all p ≥ 1 we have that m p (r, log |B|) ≤ K(1 − r) 1−γ for some constant K independent of p and r and γ ∈ (0, 1] then (3.1) holds.
For a Blaschke product we define λ(ϕ, r) = z k ∈ZB ∩S(ϕ, 
Proof of Theorem 3.2
We start with proving of i). We write E m (re
for some constant
Proof of the lemma. It is easy to see that
The last sum is bounded by a constant depending on γ and s for γ ∈ (0, s + 1), and equals m(r) in the case γ = s + 1. This implies the assertion of the lemma.
We shall need some known results.
Theorem J (see [20, 
Note that the following arguments essentially repeat that from [16, Lemma 1] .
We first suppose that γ < s + 1. Then, let s ∈ N. We have to prove that
We deal with the integral in ( 
for each τ , where the constant C 8 is independent of τ . For convenience and without loss of generality, we may suppose that τ = 0 and We consider the factorization P s = B 1 B 2 B 3 , where
First we note that Theorem J and Lemma 4.1 give
Hence (4.5) implies
Finally, in [16, p.124] it is proved that
Inequality (4.4) now follows from (4.6)-(4.8).
In the case s = 0 the only difference in the proof is that there is no product B 2 , and |B 1 (z)| ≤ ( m |z m |) −1 . We now suppose that γ = s + 1. In this case |F (r)| is bounded uniformly in r. Instead of (4.6), using Lemma 4.1, we obtain Inequality (4.11) is proved. Then we can write that log |B(z)| = − z k ∈Z K(z, z k )(1−|z k |)+ k log |z k |. Using (4.11), we obtain | log |B(re iθ )|| ≥ .
