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Para el óptimo desempeño de una red de datos en cualquier organización es necesario 
contar con personal capacitado que disponga de herramientas y los conocimientos 
suficientes para realizar un completo análisis de ésta. El gran inconveniente es que en 
muchas ocasiones no se dispone de las herramientas necesarias, pues pueden llegar a 
ser costosas y en ocasiones difíciles de manejar. 
 
Inicialmente se realiza un filtro en la información que se encuentra sobre redes de 
datos, ya que se encuentra en gran cantidad y no toda es de vital importancia a la hora 
de enfrentarnos a un problema de rendimiento en una red de datos, con esto se desea 
entregar el conocimiento esencial  que debe tener cualquier Ingeniero que administre 
una red y que pueda entender más fácilmente las herramientas con las que cuenta. 
 
Después de tener claros todos los conceptos importantes se realiza una descripción de 
las plataformas ya sean en hardware ó software con que se cuenta en el mercado y así, 
empezar a analizar el tráfico con las herramientas que se han seleccionado. 
 
Con este análisis  principalmente se muestran algunas herramientas existentes con las 
que se puede realizar toda esta ingeniería de tráfico a nivel de redes de datos, el 
análisis del contenido de los paquetes IP que circulan por estas redes y como estos 
paquetes disminuyen el rendimiento de las redes. 
 
Finalmente se implementa el servicio de redes privadas virtuales que ayudan al 
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La siguiente tesis tiene como propósito realizar el análisis de la información que circula 
a través de una red de datos y así tomar decisiones de cómo mejorar su desempeño y 
optimizar procesos de red que puedan estar presentando retardos en la transmisión y 
por lo cual, mal funcionamiento.  
 
Esto se realizará con la ayuda de dos plataformas importantes, una es un analizador de 
tráfico de red a nivel local (WIERESHARK) que proveerá toda la información del tráfico 
que se genere a nivel de la red LAN, mostrando en detalle cada una de las tramas IP 
que sean sospechosas de tráfico no deseado en una red al igual que su contenido para 
tomar decisiones de bloqueos.  
 
La otra herramienta importante con que se contará en esta tesis está compuesta de dos 
plataformas marca FORTINET, una es una puerta de enlace llamada por su fabricante 
“FORTIGATE”  que está destinada a recolectar todos los datos que circulan desde la 
red LAN hacia Internet y enviarlas al dispositivo analizador de este tráfico. Desde esta 
plataforma podemos realizar controles con respecto al tráfico no deseado. La segunda 
plataforma es un analizador de tráfico llamado por el fabricante “FORTIANALYZER” 
quien proveerá informes detallados de tráfico web, estadísticas de acceso a Internet, 
cantidades de ancho de banda utilizado y otras estadísticas que se adjuntarán.  
 
Una vez se hayan recolectado todos los datos necesarios para empezar a realizar la 
minería de datos, se procederá a buscar las herramientas de software que puedan 
ayudar a solucionar y prevenir futuros problemas que se encuentren en la red de tráfico 
a nivel local no deseado y tomar medidas a nivel perimetral con la plataforma antes 
mencionada “FORTIGATE”.  
 
Para comprender más la topología del análisis que se va a realizar, en la Figura 1 se 
observa un diagrama muy general de la ubicación de las plataformas en la red donde se 
realizará la captura de datos. 
 












Equipo que monitorea el trafico de 
red con el software Wireshark
FORTIANALIZER
INTERNET
Equipo de monitoreo de trafico WEBWAN
 
 
Figura 1: Ubicación de las dispositivos de monitoreo en la red. 
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Capítulo 1 
1. DESCRIPCIÓN DEL PROYECTO 
 
1.1 DEFINICIÓN DEL PROBLEMA 
 
El avance continuo de la tecnología ha llevado al 100% de las empresas en el mundo a 
necesitar de ella para poder subsistir y mantenerse competitivas en el mercado. Las 
empresas que se mantienen a la vanguardia de la tecnología y hacen uso de ésta, son 
las que  hoy en día se destacan y tienen una gran tendencia de expansión. La 
optimización de los recursos tecnológicos (Entendiendo recursos tecnológicos ó 
tecnología para este caso, todo aquello que nos da conectividad con el mundo como un 
teléfono ó un computador, incluyendo las redes de datos por las cuales se tiene la 
conectividad) en los últimos años ha empezado a tener fuerza a nivel mundial, concepto 
que en Colombia aún no se le ha empezado a dar la importancia que realmente tiene. 
El uso de páginas web dedicadas al ocio es una dificultad que ha venido creciendo en 
las empresas y se está empezando a convertir en un gran problema de improductividad 
para la compañía, haciendo reducir en gran medida el desempeño de cada empleado. 
Esto sin tener en cuenta los peligros de virus y amenazas informáticas al que está 
expuesto todo el recurso tecnológico cuando un empleado navega sin control por la 
Internet. 
 
Si se habla a nivel académico la tecnología se ha convertido en pieza fundamental para 
cualquier área, desde las matemáticas hasta la filosofía, ya que es la herramienta 
principal de investigación, debate e información con la que cuentan todos los 
estudiantes. Lastimosamente no todos los estudiantes hacen un correcto uso de esta 
gran herramienta y por el contrario al hacer un mal uso del recurso tecnológico también 
retrasan los procesos de investigación de los otros estudiantes al tener ocupado el 
canal de datos en actividades ajenas al aprendizaje. En muchas escuelas y colegios los 
estudiantes no hacen un correcto uso del recurso tecnológico, pues no hay control 
sobre páginas web que son exclusivas para adultos ó que tienen material que nos es 
apto para un menor. 
 
Hasta en los hogares actualmente la tecnología se ha convertido en algo tan importante 
como la luz eléctrica ó el suministro de agua potable, hoy en día encontramos que 
aproximadamente el 80% de los hogares cuentan con una conexión a Internet y uno o 
varios equipos de computo (1), los cuales la mayor parte del tiempo están siendo 
usados por menores quienes son los que están más tiempo en casa. En los hogares no 
se tienen los problemas del ocio informático ni el consumo del canal, principalmente se 
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tienen problemas de amenazas informáticas, la información que un menor puede 
compartir con desconocidos y el contenido de páginas web no aptas para menores. 
 
Actualmente el control y buen uso de estos recursos tecnológicos es muy bajo en el 
muchas empresas, instituciones educativas y hogares. Los peligros que se encuentran 
hoy en día en las redes de datos ya sean internas como las redes LAN (Red de Área 
Local) ó externas (Internet) cada día van creciendo y se van expandiendo rápidamente 
ya sea por correos electrónicos ó toda clase de descarga que se haga desde Internet. A 
parte de estas amenazas tampoco se tiene un control de la utilización del recurso ni 
equidad en la distribución del canal por el cual se tiene acceso a Internet y esto pasa 
principalmente en los sitios donde varios usuarios usan el recurso al mismo tiempo, ya 
que debido a la falta de control, algunos usuarios absorben todo el canal en actividades 
no permitidas por la organización y a los usuarios que realmente lo necesiten para algo 
importante, les quedará muy reducido y tendrán una notable demora en sus procesos.  
 
También para el caso de las instituciones educativas o en los hogares se tiene muy 
poco control en cuanto al contenido web que tienen acceso los menores, pues en la 
mayoría de estos sitios la única supervisión que se tiene es la de un profesor en el caso 
de una institución educativa (i. ó la de un padre de familia en el caso de un hogar, pero 
este control no puede ser constante y por el contrario son más largos los periodos que 
dicho control no puede estar supervisando los accesos a material en la web.  
 
Debido a todo lo anterior se detecta la gran necesidad de optimizar, controlar y 
monitorear este importante recurso como lo son las redes de datos en una 
organización, utilizando herramientas de fácil acceso y manejo que hoy en día existen 
en el mercado, para ofrecer un óptimo desempeño del recurso a cada uno de los 
usuarios que tienen acceso a la red. 
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1.2 JUSTIFICACIÓN 
 
Se quiere hacer un completo estudio de ingeniería de tráfico para optimizar el ancho del 
canal, monitorear y detectar problemas de  tráfico no deseado en la red, tomar 
decisiones de control de ancho de banda, filtrado web y a su vez proveer la mejor 
seguridad perimetral a todos los equipos en la red LAN. Este estudio se realizará 
gracias al aval de la secretaría de educación municipal de Pereira, quien proveerá los 
equipos necesarios para poder hacer el análisis en 5 instituciones educativas del área 
metropolitana. 
 
La secretaría de educación con el objetivo de dar un buen ejemplo de desarrollo 
tecnológico en la ciudad, optimizar  sus procesos y contribuir con el desarrollo del 
proyecto de ciudades digitales en la cual la ciudad de Pereira es una de las más 
desarrolladas1, ha optado por hacer este piloto con algunos colegios para verificar y 
mejorar la utilización del recurso tecnológicos y hacer un completo análisis de como los 
alumnos en las instituciones educativas están aprovechando los recursos que se le 
asignan, las amenazas a las que está expuesta la red y cuáles son los criterios que se 
deben tomar para realizar un correcto control de contenidos a nivel web y cuál es el 
ancho de banda necesario en cada sala de las instituciones educativas. 
 
Los colegios y padres de familia serán los más beneficiados ya que contarán con un 
gran control y buen desempeño de este recurso que hasta ahora no se había tenido en 
cuenta y como se mencionó anteriormente puede traer gran influencia en la educación 
de los alumnos y si no se tiene control podría llegar a ser muy perjudicial en su 
desarrollo. 
 
A nivel de ingeniería se realizará la implementación de un equipo de 
telecomunicaciones que realizará la parte de enrutamiento de datos y control de tráfico 
a nivel de UTM (Administración Unificada de Amenazas) y otro equipo para realizar la 
captura de información de uso del canal de datos a nivel de protocolos IP (Protocolo de 
Internet) para desarrollar el análisis y minería de datos respectivo. 
 
Este proyecto tendrá gran impacto a nivel municipal pues dependiendo del análisis de 
estos datos y los correctivos que se decidan tomar para las instituciones que serán el 
piloto de prueba, se implementará en todos los colegios públicos del área metropolitana 
y a nivel corporativo ya que será una de las instituciones pionera en la optimización del 
recurso tecnológico. 
 
                                            
1 Una ciudad digital es aquella en la que, utilizando los recursos que brindan la infraestructura de telecomunicaciones 
y de informática existentes, entre ellas la denominada Internet, brinda a sus habitantes un conjunto de servicios 
digitales a fin de mejorar el nivel de desarrollo humano, económico y cultural de esa comunidad, tanto a nivel 
individual como colectivo. 
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1.3 OBJETIVOS 
 
1.3.1 Objetivo general 
 
Realizar el análisis y el control de tráfico para  la red  de datos de las instituciones 
educativas del núcleo 5 de la ciudad de Pereira. 
 
1.3.2 Objetivos específicos 
 
 Investigar las teorías de tráfico existentes para redes de datos. 
 Realizar un análisis de tráfico en cada una de las instituciones educativas para 
eliminar protocolos maliciosos y controlar el tráfico web peligroso ó improductivo. 
 Investigar mediante estudios de hacking2 ético las vulnerabilidades a las que 
pueden estar expuestos los datos. 
 Verificar que aplicaciones pueden ser adicionadas a la red para mejorar procesos 
internos y optimizar la seguridad. 
  
                                            
2 Hacking es la búsqueda permanente de conocimientos en todo lo relacionado con sistemas informáticos, sus 
mecanismos de seguridad, las vulnerabilidades de los mismos, la forma de aprovechar estas vulnerabilidades y los 
mecanismos para protegerse de aquellos que saben hacerlo. 
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Capitulo 2 
2. MARCO DE REFERENCIA 
 
2.1 MARCO CONCEPTUAL 
 
A continuación se definirán todos los conceptos claves que serán de mucha utilidad 
para la compresión del tema. 
 
 
 SEGURIDAD INFORMATICA: La seguridad informática consiste en asegurar que 
los recursos del sistema de información (material informático o programas) de una 
organización sean utilizados de la manera que se decidió y que el acceso a la 
información allí contenida, así como su modificación, sólo sea posible a las 
personas que se encuentren acreditadas y dentro de los límites de su autorización. 
Para que un sistema se pueda definir como seguro debe tener estas cuatro 
características (2): 
 
 Integridad: La información sólo puede ser modificada por quien está autorizado 
y de manera controlada.  
 Confidencialidad: La información sólo debe ser legible para los autorizados.  
 Disponibilidad: Debe estar disponible cuando se necesita.  
 Irrefutabilidad (No repudio): El uso y/o modificación de la información por parte 
de un usuario debe ser irrefutable, es decir, que el usuario no puede negar dicha 
acción.  
 
 PLATAFORMA UTM: UTM (Unified Threat Management) o Gestión Unificada de 
Amenazas. Se utiliza para describir los cortafuegos de red que agrupan múltiples 
funcionalidades en una misma máquina. Es la evolución de los firewalls de 
hardware, un UTM analiza y procesa el tráfico de red a tiempo real. El UTM 
combina un firewall, un antivirus, un antispam3, un filtro de contenido, un servidor 
VPN (Red Privada Virtual), control antispyware4, control antiphishing5, control 
IPS(Sistema de Prevención de intrusos)/IDS(Sistema de Detección de Intrusos), un 
                                            
3 Spam: mensajes no solicitados, no deseados o de remitente no conocido. 
4 Spyware: software que recopila información de un computador y la transmite a una entidad externa sin 
el consentimiento del propietario. 
5 Phishing: Envío de correos electrónicos que, aparentando provenir de fuentes fiables (por ejemplo, 
entidades bancarias), intentan obtener datos confidenciales del usuario. 
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servidor DNS(Resolución de Nombres de Dominio) y un servidor proxy6, todo ello 
en un único equipo y en tiempo real. La filosofía de un Unified Threat Management, 
es procesar y analizar todo el contenido antes de que entre a la red corporativa, 
limpiándola de virus, gusanos, troyanos, spyware, correo spam (correo no 
deseado), páginas web maliciosas mediante filtros avanzados, protegiendo la 
entrada no autorizada a la red corporativa a través de VPN y otros sistemas de 
intrusión (3). 
 
 HACKING ÉTICO: Un proyecto de hacking ético consiste en una penetración 
controlada en los sistemas informáticos de una empresa, de la misma forma que lo 
haría un hacker o pirata informático pero de forma ética, previa autorización por 
escrito. El resultado es un informe donde se identifican los sistemas en los que se 
ha logrado penetrar y la información confidencial y/o secreta conseguida.  El 
objetivo consiste en descubrir las deficiencias relativas a seguridad y las 
vulnerabilidades de los sistemas informáticos, analizarlas, calibrar su grado de 
riesgo y peligrosidad, y recomendar las soluciones más apropiadas para cada una 
de ellas (4). 
 
 PROTOCOLO IP: El protocolo de IP (Internet Protocol) es la base fundamental de 
la Internet. Porta datagramas de la fuente al destino. El nivel de transporte parte el 
flujo de datos en datagramas. Durante su transmisión se puede partir un datagrama 
en fragmentos que se montan de nuevo en el destino. El Protocolo Internet 
proporciona un servicio de distribución de paquetes de información orientado a no 
conexión de manera no fiable. La orientación a no conexión significa que los 
paquetes de información, que será emitido a la red, son tratados 
independientemente, pudiendo viajar por diferentes trayectorias para llegar a su 
destino. La unidad de información intercambiada por IP es denominada datagrama. 
Tomando como analogía los marcos intercambiados por una red física los 
datagramas contienen un encabezado y una área de datos (5). 
 
 REDES PRIVADAS VIRTUALES (VPN): VPN son básicamente canales virtuales 
privados que se forman utilizando medios de telecomunicaciones públicos, como 
Internet, para el transporte de un lugar remoto: puede ser un empleado móvil, una 
oficina en el exterior u otros clientes seleccionados que tendrían acceso a la red 
privada o intranet de una compañía. Estos canales o túneles son obviamente 
asegurados utilizando tecnologías conocidas de encripción y autenticación. El más 
obvio de sus propósitos es muy simple: tratar de ahorrar lo que más se pueda 
económica y administrativamente el acceso remoto al intranet utilizando 
infraestructura ya establecida sin necesidad de rediseñar la topología del intranet. 
Se dice que esta red es virtual porque conecta dos redes "físicas" (redes de área 
                                            
6 Servidor Proxy: dispositivo que realiza una acción en representación de otro por varios motivos posibles 
como seguridad, rendimiento, anonimato, etc. 
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local) a través de una conexión poco fiable (Internet) y privada porque sólo los 
equipos que pertenecen a una red de área local de uno de los lados de la VPN 
pueden "ver" los datos.  Por lo tanto, el sistema VPN brinda una conexión segura a 
un bajo costo, ya que todo lo que se necesita es el hardware de ambos lados. Sin 
embargo, no garantiza una calidad de servicio comparable con una línea dedicada, 
ya que la red física es pública y por lo tanto no está garantizada (6). 
 
 ANCHO DE BANDA: En conexiones a Internet el ancho de banda es la cantidad de 
información o de datos que se puede enviar a través de una conexión de red en un 
período de tiempo dado. El ancho de banda se indica generalmente en bits por 
segundo (bps), kilobits por segundo (Kbps), o megabits por segundo (Mbps). 
 
 FIREWALL: Un firewall es un dispositivo que realiza un filtrado de paquetes de 
datos a partir de unas reglas definidas por el administrador de la red, teniendo en 
cuenta las direcciones IP fuente o destino (es decir, de qué computador provienen y 
a que computador van dirigidos los paquetes de datos) y el servicio de la red al que 
se corresponden. Un firewall está constituido por un dispositivo de hardware, es 
decir, por una máquina específicamente diseñada y construida para esta función, 
aunque también podría utilizarse un software que se instala en un ordenador 
conectado a la red de la organización. 
 
Al emplear un firewall todo el tráfico entrante o saliente a través de la conexión 
corporativa debe pasar por una única máquina, por lo que el administrador puede 
permitir o denegar el acceso a Internet y a los servicios de la empresa de manera 
selectiva. Se consigue, de este modo, que todo el tráfico de la organización pueda 
ser filtrado por esta máquina, obligado a los usuarios, tanto internos como externos, 
a cumplir las restricciones que se hayan impuesto. 
 
No obstante, a diferencia de un servidor proxy, en este caso los equipos internos si 
podrían establecer una conexión directa con otras máquinas y servidores remotos 
ubicados en Internet, siempre y cuando esta conexión sea autorizada por el firewall. 
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Figura 2: Perímetro de seguridad 
 
 
Como puede observarse en la Figura 2, el Muro Cortafuegos, sólo sirve de defensa 
perimetral de las redes, no defienden de ataques o errores provenientes del interior, 
como tampoco puede ofrecer protección una vez que el intruso lo traspasa. Algunos 
Firewalls aprovechan esta capacidad de que toda la información entrante y saliente 
debe pasar a través de ellos para proveer servicios de seguridad adicionales como 
la encriptación del tráfico de la red (7). 
 
 
 CONTROL PARENTAL: Se llama control parental a cualquier herramienta que 
permita a los padres controlar y limitar el contenido que un menor puede utilizar en 
la computadora o accediendo en Internet. Estas herramientas pueden ser 
automatizadas o no. Las herramientas automatizadas son aplicaciones para la 
computadora que permiten trabajar en dos niveles de seguridad: la prevención y el 
control. Ninguna de estas herramientas es 100% efectiva por lo que se debe tener 
en cuenta la importancia de las herramientas no automatizadas: la educación y la 
concientización. 
 
 ISP (Internet services provider): Los proveedores de servicio Internet (ISP) son 
normalmente empresas privadas, aunque en algunos países pueden ser públicas, 
que ofrecen la conectividad y el acceso a Internet y la interconexión a los 
consumidores (usuarios particulares o empresas que desean acceder a Internet). 
En función de su tamaño y objetivos comerciales, los ISP proporcionan algunos o 
todos los siguientes servicios:  
 
 Recursos de acceso a la Internet pública como marcación, líneas arrendadas, 
cable, ADSL (Asymmetric digital subscriber line), etc. 
 Direcciones IP fijas o dinámicas, junto con recursos de acceso. 
 Cuentas de correo electrónico. 
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 Actúan como agente para el registro de nombres de dominio. 
 Almacenamiento y otros servicios para la publicación en la Red (almacenamiento 
de páginas en la Red). 
 Asistencia en caso de problemas. 
 Servicios de consulta. 
 Servicios adicionales tales como la prevención del correo basura.  
 
 
Los ISP pequeños se conectan a ISP grandes y los ISP grandes se conectan entre 
sí. Los dos tipos de acuerdo predominantes para la conexión de los ISP son la 
tarificación y el acuerdo entre entidades pares. Los acuerdos de tarificación facilitan 
el acceso a toda la Internet, mientras que los acuerdos entre entidades pares limitan 





2.2 ESTADO DEL ARTE 
2.2.1 Optimización de recursos 
 
El servicio de análisis y diagnóstico de redes permite encontrar deficiencias en la red de 
datos y sus causas, u oportunidades de mejora y formular acciones correctivas y de 
mejoramiento. Este servicio se complementa con el de optimización de la red, en donde 
se implementan estas acciones mediante un plan acordado con el usuario final. Las 
redes de comunicaciones han facilitado y mejorado notoriamente la forma de trabajar de 
las empresas y ha brindado velocidad en su operación. La reducción de costos en la 
operación diaria, también ha obligado a las compañías a buscar soluciones más 
económicas que aprovechen el 100% de la inversión que poseen en tecnologías de la 
información (TI) y todo soportado por la red de datos en continuo crecimiento 
generando en muchos casos la sobrecarga de las redes en detrimento de las 
aplicaciones. 
 
Aparentes bajas de rendimiento en los servidores, desconexión continua de las 
estaciones de trabajo, caídas frecuentes de los canales de comunicación son tan solo 
algunos ejemplos que viven las empresas en la actualidad; tal vez el problema más 
serio sea el desconocimiento de las causas de dichos problemas o no contar con 
herramientas o servicios especializados para diagnosticarlos. 
 
Las redes de cómputo de las organizaciones, se vuelven cada vez más complejas y la 
exigencia de la operación es muy demandante. Las redes soportan aplicaciones y 
servicios estratégicos de las organizaciones. Por lo cual el análisis y monitoreo de redes 
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se ha convertido en una labor muy importante y de carácter pro-activo para evitar 
problemas. 
 
Actualmente existen muchas herramientas de escaneo de redes como Wireshark, 
Colasoft Capsa, TCPtrack, IPtraf, IFtop, IFstat entre otras, con estas herramientas se 
puede analizar las demandas de nuevas aplicaciones, determinar las tendencias de la 
red para saber si incrementar la capacidad de los equipos de cómputo, diagnosticar 
como obtener la mayor eficiencia de la red sin necesidad de aumentar el ancho del 
canal, almacenar datos de la red para manejar reportes, analizar el tráfico de red en 
tiempo real y generar reportes sustentados para justificar las necesidades de 
actualización de la red. 
 
Como se mencionó anteriormente el desconocimiento de estas herramientas está 
llevando actualmente a muchas de las empresas a la subutilización de la red de datos 
con la que cuenta o en algunos casos la sobrecarga de la red con tráfico que no es útil 
para la organización. También existen herramientas no solo de software sino unas más 
especializadas que vienen implementadas en hardware de propósito especifico en los 
que se destacan fabricantes como CISCO, FORTINET, SONICWALL entre otros, 
quienes se han enfocado mucho más en la seguridad informática y optimización del 
canal de datos. 
 
 
2.2.2 Seguridad informática 
 
El primer virus que atacó a una máquina IBM Serie 360 (y reconocido como tal), fue 
llamado Creeper, creado en 1972 por Robert Thomas Morris. Este programa emitía 
periódicamente en la pantalla el mensaje: "I'm a creeper... catch me if you can!" (soy 
una enredadera, agárrenme si pueden). Para eliminar este problema se creó el primer 
programa antivirus denominado Reaper (segadora). 
 
Sin embargo, el término virus no se adoptaría hasta 1984, pero éstos ya existían desde 
antes. Sus inicios fueron en el año 1959 en los laboratorios de Bell Computers. Cuatro 
programadores (H. Douglas Mcllory, Robert Thomas Morris, Victor Vysottsky y Ken 
Thompson) desarrollaron un juego llamado Core Wars, el cual consistía en ocupar toda 
la memoria RAM(Random Access Memory) del equipo contrario en el menor tiempo 
posible. 
 
Después de 1984, los virus han tenido una gran expansión, desde los que atacan los 
sectores de arranque de discos duros hasta los que se adjuntan en un correo 
electrónico (9). 
 
 - 26 - 
Durante 1997, el 54 por ciento de las empresas norteamericanas sufrieron ataques de 
Hackers en sus sistemas. Las incursiones de los piratas informáticos, ocasionaron 
pérdidas totales de 137 millones de dólares en ese mismo año. El Pentágono, la CIA, 
UNICEF, La ONU y demás organismos mundiales han sido víctimas de intromisiones 
por parte de estas personas que tienen muchos conocimientos en la materia y también 
una gran capacidad para resolver los obstáculos que se les presentan. 
 
El avance de la era informática ha introducido nuevos términos en el vocabulario de 
cada día. Una de estas palabras, hacker, spayware, virus, spam, malware entre otros 
que tienen que ver con los delitos informáticos.  
 
 
2.2.3 Firewalls  
 
Actualmente en la era de la información, las ideas, datos y archivos en la red son 
probablemente lo más valioso que una empresa posee, como las bases de datos de 
clientes, la cartera por cobrar, las transacciones bancarias y diseños de productos, 
probablemente a una empresa le costaría años empezar de nuevo sin esta información. 
Irónicamente esta información no sirve de mucho si no se tiene fácil acceso y se tiene 
que elegir entre accesibilidad ó seguridad. 
 
Hoy en día se han creado muchas soluciones para este gran problema, soluciones a las 
que han llamado firewall. El firewall logra el balance óptimo entre seguridad y 
accesibilidad, de esta manera las empresas puede obtener todas las ventajas que 
ofrece el libre manejo de la información con la seguridad de que se encuentra 
completamente segura. Algunos de los servicios que entregan los firewall hoy en día 
son  
 
 Previene que usuarios no autorizados obtengan acceso a su red. 
 Provee acceso transparente hacia Internet a los usuarios habilitados. 
 Asegura que los datos privados sean transferidos en forma segura por la red 
pública. 
 Ayuda a sus administradores a buscar y reparar problemas de seguridad. 
 Provee un amplio sistema de alarmas advirtiendo intentos de intromisión a su red. 
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Capitulo 3 
3. MARCO TEÓRICO 
 
3.1 REDES BASADAS EN EL PROTOCOLO INTERNET (IP)  
 
Existen muchas maneras de clasificar las redes, a saber, en función de su topología 
lógica (punto a punto o difusión), topología física (radial; bus; en anillo), según el medio 
de transmisión (alámbricas, inalámbricas, fijas, móviles), velocidad; protocolo de 
transmisión, etc. Internet se clasifica a menudo como una red con conmutación de 
paquetes. Según este tipo de clasificación existen tres tipos fundamentales de redes: 
con conmutación de circuitos (por ejemplo, las redes telefónicas), con conmutación de 
paquetes orientadas a la conexión (como ejemplo pueden citarse la X.25 y la X.75) y 
con conmutación de paquetes sin conexión (ejemplos de éstas son las redes basadas 
en IP y el Sistema de Señalización Nº 7). Por otra parte, Internet también puede 
clasificarse como una arquitectura lógica independiente de las características 
particulares de la red, que permite conectar redes de distinto tipo, de modo que los 
computadores y las personas puedan comunicarse sin que para ello tengan que 
conocer qué red están utilizando o la manera de encaminar la información. Internet es 
una creación conceptual que consiste en protocolos y procedimientos que utilizan las 
redes constituyentes para interconectarse. Esta idea procede de una definición que 
presentó el Federal Networking Council de los Estados Unidos (Resolución 1995) al 
Grupo de Trabajo sobre gobierno de Internet7  de las Naciones Unidas, con la 
correspondiente enmienda para indicar la naturaleza cambiante de Internet. La 
naturaleza con conmutación de paquetes y sin conexión de las redes IP es, sin duda 
alguna, una característica con sus ventajas e inconvenientes, aunque ésta es menos 
importante que otras dos características de índole histórica, a saber:  
 
a) Inteligencia en los extremos (conocida también con el nombre de arquitectura en 
forma de reloj de arena). De acuerdo con la publicación del National Research 
Council de los Estados Unidos titulada The Internet's Coming of Age (National 
Academy Press, 2001): Como consecuencia de esta arquitectura en forma de reloj 
de arena, la innovación se realiza en el extremo de la red, esto es, en el software 
que corre en los dispositivos conectados a la red y que utilizan interfaces abiertas. 
En cambio, la RTPC (red telefónica tradicional) fue diseñada para dispositivos 
                                            
7 El tema del gobierno de Internet fue discutido y debatido en la Fase 1 de la Cumbre Mundial sobre la Sociedad de la Información 
(CMSI) de Naciones Unidas. Dado que no pudo alcanzarse un acuerdo sobre el término "gobierno de Internet", en dicha CMSI se 
encargó al Secretario General de las Naciones Unidas que creara un Grupo de Trabajo sobre el gobierno de Internet (GTGI) con el 
siguiente mandato: formular una definición de trabajo de gobierno de Internet; determinar los asuntos en materia de política pública 
relativos al gobierno de Internet; preparar una descripción común de las correspondientes funciones y responsabilidades de los 
gobiernos, organizaciones intergubernamentales e internacionales existentes y otros foros. 
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extremos con muy poca inteligencia –teléfonos– y funciona gracias a un núcleo 
sofisticado que corresponde a lo que se denomina "recursos inteligentes". Desde el 
punto de vista histórico, esta afirmación es verdadera aunque la situación está 
cambiando, pues el objetivo final de la NGN (Next Generation Network), que por 
definición es una red basada en paquetes, es combinar la inteligencia en los 
extremos y en el núcleo.  
 
b) Encaminamiento dinámico, denominado también principio de robustez: podría 
decirse que el principio de robustez es la característica de Internet más importante. 
Este principio fue adoptado inicialmente por la ARPANET (Advanced Research 
Projects Agency Network)8, para que pudiera ajustarse a variaciones impredecibles 
de las topologías introducidas para aplicaciones de defensa, es decir, configuración 
dinámica de la red y luego en Internet para poder interconectar diversos conjuntos 
de redes creadas por varios ingenieros mediante componentes que emplean 
tecnologías diferentes, es decir, la red es heterogénea en dispositivos y tecnologías. 
Al adoptar ambos requisitos, Internet permite la gestión descentralizada, el 
crecimiento y, por consiguiente, la evolución.  
 
Por otra parte, cabe observar que ciertas aplicaciones basadas en IP (en particular el 
correo electrónico y la red (world wide web) utilizan sobremanera los servicios de 
resolución de nombres que ofrece el sistema de nombres de dominio (DNS). El DNS es 
una base de datos jerárquica totalmente distribuida, basada en un sistema de 
servidores autorizados y redundantes que facilitan información sobre nombres de 
dominio particulares. Concretamente, el DNS se basa en "servidores raíz" en la parte 
superior de la jerarquía de denominación; se considera que estos servidores raíz son 
los recursos centrales esenciales del DNS.  
 
Desde el punto de vista operacional, los  computadores que ofrecen el servicio DNS 
están descentralizados (los servidores raíz están distribuidos) aunque la originación 
autorizada del DNS está centralizada desde la perspectiva de la gestión de datos (todos 
los servidores raíz contienen copias idénticas de los datos que se obtienen de una única 
fuente central). La función esencial del sistema de servidores raíz (si bien es cierto que 
únicamente para el propósito concreto de denominación de  computadores) es una 
característica única de Internet, y por tanto no tiene equivalente en muchas otras 
tecnologías de red.  
 
Según las características indicadas anteriormente, las redes IP se describían en el 
pasado como "redes mudas" puesto que la innovación se realizaba "en los extremos" 
sin necesidad de modificar la red central. Esta solución tiene sentido desde el punto de 
vista histórico, dado que hubiese sido difícil crear la arquitectura de Internet si, para 
                                            
8 La red ARPANET fue creada por encargo del Departamento de Defensa de los Estados Unidos como medio de comunicación 
para los diferentes organismos del país. El primer nodo se creó en la Universidad de California, Los Ángeles y fue la espina dorsal 
de Internet hasta 1990, tras finalizar la transición al protocolo TCP/IP iniciada en 1983. 
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permitir el interfuncionamiento, se hubieran tenido que modificar todas las numerosas y 
diferentes redes. Se creó el concepto de capa para describir la introducción de nuevos 
servicios a través y por encima de las capacidades de comunicaciones reales. De 
hecho, la utilización de encaminadores entre redes concretas fue otro ejemplo de este 
tipo de solución, ya que no fue necesario introducir cambio alguno en las redes para 
participar (por medio de un encaminador) en la incipiente Internet.  
 
Más recientemente, surgió la posibilidad de poder crear aplicaciones de manera más 
integrada dentro de una o varias de las redes subyacentes. Estas aplicaciones 
integradas pueden considerarse todavía parte de Internet, o bien incorporadas en las 
redes de próxima generación (NGN), siempre que dichas aplicaciones puedan 
interfuncionar con otras redes que soporten la aplicación final.   
 
3.1.1 Redes públicas y privadas  
 
Por red pública se entiende una red a la que puede acceder cualquier usuario, mientras 
que a una red privada sólo puede acceder un grupo restringido de personas, por lo 
general los empleados de una determinada empresa privada. La mayoría de los países 
hacen la diferencia entre redes públicas y privadas y aplican una reglamentación muy 
diferente a cada una; de hecho, la reglamentación que se aplica a las redes privadas, 
en caso de existir, es muy poca y sólo aparece si una parte de estas redes es de 
acceso público. Las redes IP pueden ser públicas o privadas. La red que normalmente 
se denomina "Internet" es en realidad un conjunto complejo de redes públicas y 
privadas, en el que algunas partes de las redes privadas son accesibles parcialmente 
por el público (por ejemplo, el acceso a direcciones en la Red de grupos privados o el 
envío de correo electrónico a dichos grupos).  
  
Existen muchas definiciones de Internet. La siguiente definición técnica fue adoptada 
por la Comisión de Estudio 13 del UIT-T9 en la Recomendación Y.101 sobre 
terminología de la infraestructura mundial de la información: "Conjunto de redes 
interconectadas que utilizan el protocolo Internet, que les permite funcionar como una 
única y gran red virtual." Como consecuencia de la Fase 1 de la Cumbre Mundial sobre 
la Sociedad de la Información (CMSI) de las Naciones Unidas, se creó un Grupo de 
Trabajo sobre el gobierno de Internet (WGIG), con un mandato específico, en particular 
el de formular una definición provisional de gobierno de Internet. 
 
 
                                            
9 La Unión Internacional de Telecomunicaciones (UIT) es el organismo especializado de la Organización de las Naciones Unidas 
encargado de regular las telecomunicaciónes a nivel internacional entre las distintas administraciones y empresas operadoras. 
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3.2 NORMAS Y LEYES INTERNACIONALES 
 
La utilización de las tecnologías basadas en el protocolo Internet (IP) se ha convertido 
en un elemento estratégico del diseño, realización y utilización de las redes de 
telecomunicaciones. Es por ello que los miembros de la UIT muestran un interés cada 
vez mayor en los asuntos en materia de política y reglamentación relacionados con el 
crecimiento de redes IP, tales como Internet, y su convergencia con otras redes. Como 
ejemplo puede citarse la rápida acogida que está teniendo la voz por IP (VoIP), que ha 
dado lugar recientemente a la adopción de diversas medidas y decisiones de 
reglamentación en distintos países. Asimismo, el creciente interés en la incidencia de 
las redes de próxima generación (NGN) en la política y la reglamentación; estas redes 
son objeto de una gran actividad de normalización en la UIT. La convergencia de las 
diversas plataformas de medios, por ejemplo la transmisión de televisión por redes de 
banda ancha, tiene también como consecuencia la revisión de la política y 
reglamentación nacionales a efectos de integrar sectores que anteriormente se 
consideraban diferentes.  
 
Además de obtener soluciones técnicas comunes, como por ejemplo las normas de la 
UIT en materia de NGN, allí existe también la oportunidad de debatir y compartir 
soluciones comunes en materia de política y reglamentación para lograr la convergencia 
y la seguridad de redes.  
 
Internet y las aplicaciones que a través de esta red se ofrecen, adquirieron una 
importancia esencial para el desarrollo económico, social y político de todos los países, 
especialmente los países en desarrollo, dado que la comunidad mundial investiga la 
forma de utilizar Internet y otras tecnologías de TIC (Tecnologías de la Información y las 
Telecomunicaciones) para ayudar a que todos disfruten de las oportunidades digitales. 
Como consecuencia, los temas de coordinación, gestión, normalización y gobierno de 
Internet están al orden del día en los diferentes foros internacionales, regionales y 
nacionales, en particular la Cumbre Mundial sobre la Sociedad de la Información (CMSI) 
de las Naciones Unidas.  
 
 
3.2.1 Algunas organizaciones pertinentes 
 
Existen numerosas organizaciones que se ocupan de la normalización y desarrollo de 
redes IP. Algunas tienen el carácter de tratados intergubernamentales, como por 
ejemplo la UIT, otras son fundamentalmente no gubernamentales, por ejemplo el Grupo 
Especial sobre Ingeniería de Internet (IETF), incluida la Comisión de Arquitectura de 
Internet (IAB), mientras que otras reúnen a gobierno, sector privado, sociedad civil y 
universidades, tales como la Organización Internacional para la Normalización (ISO), la 
CEI (Comisión Electrotécnica Internacional) y la ICANN (Corporación para la Asignación 
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de Nombres y Números Internet). Cada una de estas organizaciones desempeña una 
función en el desarrollo de redes IP, incluidas la Internet. A continuación se describen 
algunas de estas organizaciones.   
 
 Unión Internacional de Telecomunicaciones (UIT): Creada en 1865 como una 
organización intergubernamental para la telegrafía, la Unión Internacional de 
Telecomunicaciones (UIT) se convirtió posteriormente en el organismo del sistema 
de las Naciones Unidas especializado en servicios de telecomunicaciones 10.  
 
 Comisión de Arquitectura de Internet (IAB) y Grupo Especial sobre Ingeniería 
de Internet (IETF): El Grupo Especial sobre Ingeniería de Internet (IETF) es una 
comunidad internacional no gubernamental y abierta a la participación de 
ingenieros, operadores, fabricantes e investigadores de redes, procedentes 
principalmente de los países industrializados, que se encargan de la evolución de la 
arquitectura Internet y de su correcto funcionamiento. La labor técnica real del IETF, 
que incluye el desarrollo de normas de Internet, se realiza en sus grupos de trabajo 
que se dividen por temas de diferentes ámbitos (por ejemplo, encaminamiento, 
transporte, seguridad, etc.).  
 
 Organización Internacional para la Normalización (ISO): La Organización 
Internacional para la Normalización elabora normas muy diversas, entre las que 
puede citarse como un ejemplo conocido relacionado con las redes IP la ISO 3166, 
que define los indicativos de país utilizados en los nombres de dominio de nivel 
superior de indicativo de país (ccTLD). 
 
 Corporación para la Asignación de Nombres y Números Internet (ICANN):  Es 
una organización sin ánimo de lucro, con sede en Estados Unidos, que se encarga 
de las funciones relacionadas con los nombres y direcciones de Internet, con 
arreglo al Memorándum de Entendimiento (MoU) del Departamento de Comercio de 
los Estados Unidos. Concretamente, la ICANN se encarga de los asuntos 
relacionados con la atribución de espacios de direcciones IP, la asignación de 
identificadores de protocolo, la gestión del sistema de nombre de dominio de primer 
nivel genéricos (gTLD) y de indicativos de país (ccTLD), así como de la 
administración del sistema de servidores raíz.  
 
 Registradores de Internet regionales (RIR): Los registradores de Internet 
regionales son organizaciones no gubernamentales que se encargan de atribuir 
recursos de numeración de Internet tales como direcciones IP únicas a escala 
                                            
10 El servicio internacional de telecomunicación se define en la Constitución y el Convenio de la UIT del modo siguiente: Prestación 
de telecomunicación entre oficinas o estaciones de telecomunicación de cualquier naturaleza, situadas en países distintos o 
pertenecientes a países distintos". 
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global (IPv4 y IPv6) e identificadores de encaminamiento (a saber, números del 
sistema autónomo del protocolo de pasarela de frontera (BGP)).  
 
 La Organización de recursos de numeración (NRO): Aunque se trata de 
entidades independientes que se encargan de satisfacer las necesidades de sus 
respectivas comunidades, los RIR colaboran estrechamente para coordinar las 
actividades relacionadas con las políticas comunes a todas las comunidades. En 
octubre de 2003, los cuatro RIRs –APNIC, ARIN, LACNIC y RIPE NCC– firmaron un 
Memorando de Entendimiento (MoU) por el que se establece la Organización de los 
recursos de numeración (NRO). El objetivo de la NRO es garantizar la coherencia a 
escala mundial de ciertas actividades de los RIR, y proporcionar una sola interfaz 
común a todos los RIR, cuando proceda.  
 
 Operadores de servidor raíz: Los operadores de servidor raíz son 12 
organizaciones, una pública (el Gobierno de los Estados Unidos, que explota 3 
servidores) y el resto privadas, que explotan el sistema utilizado para publicar el 
fichero de zona raíz que se administra mediante el proceso de funciones del 
Organismo de asignación de números Internet (IANA). Por motivos históricos, 10 de 
los 13 servidores raíz originales se encuentran en los Estados Unidos; no obstante, 
para facilitar la diversidad geográfica y afianzar la seguridad de la red mediante la 
redundancia, algunos operadores del servidor raíz han distribuido recientemente por 
el mundo copias exactas de los servidores raíz existentes.Estos servidores 
contienen la información de primer nivel autorizada del sistema de nombres de 
dominio (DNS) de Internet.  
 
 
3.2.2 Seguridad y privacidad 
 
Dado que la dependencia de las redes de  computadores es cada vez mayor, es 
necesario estudiar el tema importante de la seguridad de la red, incluidas las 
disposiciones adecuadas para la aplicación de la legislación en materia de privacidad. 
El crecimiento espectacular en la utilización de los  computadores ha aumentado la 
dependencia de organizaciones y personas con respecto a la información almacenada 
en estos sistemas y que se transmite a través de los mismos. Ello da lugar a que se 
tenga una mayor conciencia en la necesidad de proteger los datos y recursos, dotar a 
los funcionarios encargados de hacer cumplir la ley con herramientas eficaces para 
combatir el ciberdelito, crear una cultura global de ciberseguridad y encontrar los 
mecanismos eficaces para combatir el correo basura. Algunos países desarrollados 
disponen de una política que facilita a las autoridades encargadas de hacer cumplir la 
legislación, el rastreo y espionaje, y que incorpora marcos reglamentarios para combatir 
el correo basura, así como disposiciones para proteger la identidad de los usuarios de 
los servicios de comunicaciones y el contenido de éstos. En muchos de esos países, las 
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disposiciones en materia de privacidad y seguridad son muy generales y se aplican a 
cualquier medio, no únicamente a las telecomunicaciones.  
 
 
3.2.3 Direccionamiento IP  
 
Los números denominados "direcciones IP" son necesarios para el funcionamiento de 
las redes IP. Tales redes se definen comúnmente con el término Internet. El formato de 
direcciones IP se define en las normas publicadas por el Grupo Especial sobre 
Ingeniería de Internet (IETF). Véanse, en particular, las peticiones de comentarios 
(RFC) 791 y 2460. En la actualidad existen dos tipos de direcciones IP: el tipo original 
denominado IPv4, cuya longitud es de 32 bits, y el nuevo tipo, denominado IPv6, cuya 
longitud es de 128 bits. Las direcciones IPv4 se siguen utilizando con algunas 
restricciones, lo que ha dado lugar a una transición hacia el tipo IPv6.  
 
 
3.3 FAMILIA DE PROTOCOLOS 
 
La denominación TCP/IP recoge la descripción de una serie de protocolos (ver Figura 
3), entre los protocolos descritos bajo esa denominación se encuentran  el IP (Internet 
Protocol) y el TCP (Transmision Control Protocol) junto con varios más. Todos ellos 
sirven de soporte a un conjunto de aplicaciones y servicios de aplicación, muy 
conocidos por su utilización en la red Internet. La descripción de todos los elementos 
que forman parte de la arquitectura TCP/IP y la mayor parte de las aplicaciones que 
hacen uso de ella, se encuentran recogidos como estándares "de facto" en los RFCs 
(Request For Comments). Se trata de documentos manejados por la comunidad de 
Internet donde se incluyen los protocolos y estándares de la red Internet, las propuestas 
de estándar, documentos puramente informativos, etc. 
 
 
Figura 3: Stack del protocolo IP 
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Para hacer un sistema de comunicación universal, se necesita un método de identificar 
computadoras aceptado globalmente. Cada computadora tendrá su propio identificador, 
conocido como dirección IP. 
 
Las direcciones IP se representan como cuatro enteros decimales separados por 
puntos, donde cada entero da el valor de un octeto de la dirección. Así, por ejemplo, la 
dirección de 32 bits 10000000 00001010 00000010 00011110 se escribe 128.10.2.30. 
 
Internet es una estructura  virtual implementada enteramente  en "software". Por tanto, 
los diseñadores fueron libres de escoger los tamaños y formatos de los paquetes, las 
direcciones, las técnicas de distribución de paquetes, etcétera. Para las direcciones, se 
escogió un sistema análogo al direccionamiento en redes físicas, en el cual al host11 se 
le asigna un número entero de 32 bits como identificador, llamado dirección IP. Estos 
enteros están cuidadosamente escogidos para hacer el proceso de encaminamiento o 
"routing" eficiente. Las direcciones IP codifican la identificación de la red a la que el host 
se encuentra conectado, así como la identificación de ese host dentro de la red. Por 
tanto,  todas  las  computadoras   conectadas  a  una misma  red  tienen  en  su  número   
de dirección una serie de bits comunes (evidentemente, los bits de identificación de red). 
 
Cada dirección IP es un par de identificadores (redid,hostid), donde redid identifica una 
red y hostid identifica a una computadora  dentro  de esa red.  En la práctica, hay tres 
clases distintas de direcciones (clases A,B y C), como se muestra en la Figura 4. 
 
 
Figura 4: Clases de direccionamiento IP 
 
Dada una dirección IP, se puede determinar su clase a partir de los tres bits de orden 
más  alto,  siendo  sólo  necesario  dos bits  para distinguir  entre  las  clases  primarias.  
Las direcciones   de clase  A  se  usan   para   redes   que tienen  desde   65.364 “hosts”  
hasta 16.777.214, utilizando 7 bits para redid y 24 bits para hostid. Las direcciones de 
clase B se usan para redes de tamaño intermedio, que tienen entre 254 y 65364 "hosts", 
localizando 14 bits en redid y 16 bits en hostid. Finalmente, las redes de clase C, que 
tienen 254 "hosts" o menos, utilizan 21 bits para redid y solamente 8 bits para hostid. 
 
                                            
11 Host: elemento conectado a la red como una  computadora, estación de trabajo o cualquier otro tipo de dispositivo 
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En cada red de clase A, B o C el administrador de la misma puede usar los bits del 
hostid para identificar cada una de los “hosts” de su organización o incluso puede hacer 
uso de parte de los bits correspondiente al hostid para  a su vez denominar distintas 
subredes dentro de su organización. En cualquier caso, la dirección de “host” 0 (todos 
los bits a cero en el hostid) no se asigna a ningún  “host” y se reserva para la 
identificación de la red, y la dirección con todos los bits a 1 en el hostid es la dirección 
broadcast de la red. 
 
 Clase  A: direcciones  de la  10.0.0.0  a la  10.255.255.255  (una red de clase A, 
10.0.0.0/8) 
 
 Clase B: direcciones de la 172.16.0.0  a la 172.31.255.255 (16 redes de clase B, 
172.16.0.0/12) 
 
 Clase  C: direcciones  de la  192.168.0.0   a  la  192.168.255.255  (256 redes de 
clase C, 192.168.0.0/16) 
 
 Existen otras dos clases para usos especiales: 
 
 Clase D: redes multicast, desde 224.0.0.0 hasta 239.255.255.255  (RFC3171) 
 
 Clase E: experimental, desde 240.0.0.0 hasta 254.255.255.255  (RFC 1700)  
 
También  se reservan  ciertas direcciones para determinados usos (RFC 3330), entre 





Tabla 1: Uso de algunas direcciones IP reservadas. 
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Los "routers"  basan  sus  decisiones  de encaminamiento  en  el  redid del “host” de 
destino,  es  decir en  la  red  a  la  que van destinados  los datos.  Los "routers",  por 
tanto, deciden dónde van a mandar los datos basándose en la red destino y no en la 
computadora específica a la que van destinados los datos, lo que disminuye las 
necesidades de memoria de los "routers" a medida que aumenta el número de 
estaciones conectadas  a la red Internet. 
 
Una ventaja importante del direccionamiento IP es que soporta la dirección broadcast,  
que se  refiere  a  todos los "hosts"  conectados a  la  red.  De  acuerdo  con el convenio, 
cualquier hostid con todos los bits valiendo 1 se reserva para broadcast. En muchas 
tecnologías de red (por ejemplo en la red Ethernet), la transmisión broadcast es tan 
eficiente   como una transmisión   normal;   en   otras   redes   se  admiten   las   
direcciones broadcast, aunque suponen un retraso considerable; otras redes no las 
admiten en absoluto. Por tanto, la  existencia  de direcciones  broadcast no garantiza  la  
eficacia  de este tipo de transmisión.  
 
 
3.3.1 Protocolo IP 
 
El protocolo IP (Internet Protocol) define la unidad básica de transmisión de datos, y el 
formato exacto de todos los datos cuando viajan por una red TCP/IP. Además, el 
protocolo IP incluye una serie de reglas que especifican como procesar los paquetes y 
cómo manejar los errores. El protocolo IP se basa en la idea de que los datos se 
transmiten con un mecanismo no fiable y sin conexión. Un mecanismo no fiable quiere 
decir que un paquete puede perderse, duplicarse o enviarse a un destino diferente del 
deseado. El mecanismo es sin  conexión  porque  cada paquete  se trata  
independientemente  de los otros.  Paquetes de una secuencia enviados de una 
máquina  a otra pueden ir por distintos caminos, e incluso unos pueden alcanzar su 
destino mientras que otros no. El protocolo incluye también la idea del encaminamiento 
(o routing) de paquetes. 
 
3.3.1.1 El datagrama IP 
 
El datagrama es la unidad básica de transmisión de datos en la red Internet. El 
datagrama, al igual que las tramas en las redes físicas, se divide en encabezamiento y 
campo de datos como se muestra en la Figura 5. El encabezamiento contiene las 
direcciones IP de la fuente y el destino. 
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La longitud máxima de un datagrama es de 65.536 octetos (64 Kbytes). Sin embargo, 
para viajar de una máquina  a otra, los datagramas lo hacen en el campo de datos de 
tramas de enlace como se observa en la Figura 6, por lo tanto los datagramas de 
longitud excesiva deben ser divididos en fragmentos que quepan en las tramas. Cada 
fragmento perteneciente a un mismo datagrama tiene el mismo número de identificación 
que el datagrama original, con lo que es posible su reconstrucción. 
 







Figura 6: Datagrama IP encapsulado en una trama Ethernet 
 
 
A continuación se describen los campos del datagrama IP: 
 
 VER: Este  campo  de 4  bits   se  usa  para  especificar  la  versión  del protocolo 
IP, y se usa para que destino, fuente y "routers" entre ellos, estén de acuerdo  en el 
tipo de datagrama.  
 
 LON: Este campo de 4 bits especifica la longitud del encabezamiento del datagrama 
medido en palabras de 32 bits. El encabezamiento más común, sin incluir opciones, 
tiene este campo con valor igual a 5. 
 
 TIPO DE SERVICIO: Este campo de 8 bits especifica cómo debe ser manejado  el  
datagrama,  y se  divide en  los 5 campos  que muestra  la Figura 7: 
 
 
Figura 7: Tipo de servicio. 
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 prioridad: Estos tres bits especifican la prioridad del datagrama, con valores en 
el rango de 0 (prioridad normal) a 7 (datagramas de control de la red). 
 Bits  D, T y R: especifican  el  tipo de servicio  que el  datagrama solicita. Cuando 
están a 1, el bit D solicita bajo retraso, el bit T alta velocidad de transmisión de la 
información y el bit R solicita alta fiabilidad. Por supuesto, la red no puede 
garantizar el tipo de servicio requerido si, por ejemplo, el camino al destino no 
tiene esas  propiedades.   Estos   bits   se  usan  por los "routers"  cuando pueden 
escoger  entre varios posibles caminos para un datagrama; eligiendo el que mejor 
se adapte a los servicios solicitados. 
 
 LONGITUD TOTAL: Este campo da la longitud total del fragmento del datagrama, 
incluido el encabezamiento, medida en octetos.  
 
 IDENTIFICACIÓN: Este campo, junto con los de FLAGS y DESPLAZAMIENTO se 
utilizan para el control de fragmentación. Su propósito es permitir al "host" destino 
unir todos los fragmentos que pertenecen  a un mismo datagrama, y que le pueden 
llegar fuera de orden. 
 
 FLAGS: Los dos bits más bajos de los tres bits del campo FLAGS controlan la 
fragmentación. El primero especifica si el datagrama puede ser fragmentado (si está 
a 1, no puede serlo). El bit más bajo de FLAGS indica, si está a 1, que este 
fragmento no es el último del datagrama. Este bit es necesario pues el campo 
LONGITUD TOTAL del encabezamiento se  refiere  a  la  longitud del fragmento,  y  
no a  la  longitud total  del datagrama. 
 
 DESPLAZAMIENTO: Especifica el desplazamiento del fragmento en el datagrama 
original, medido en unidades de 8 octetos, empezando con desplazamiento 0. Para 
ensamblar un datagrama, el "host" destino debe obtener todos los fragmentos; 
desde el de desplazamiento cero hasta el de desplazamiento más alto. Si uno o más 
fragmentos se pierden,  el datagrama entero debe ser descartado. 
 
 TIEMPO: Especifica  el tiempo máximo que  se le permite al datagrama permanecer  
en la red IP; así se evita que datagramas perdidos  viajen por la red 
indefinidamente. Es difícil estimar el tiempo exacto porque los "routers" 
normalmente no saben el tiempo que requieren para la transmisión las redes físicas. 
Para simplificar, "host" y "routers" suponen que cada red utiliza  una unidad  de 
tiempo en la transmisión; así deben decrementar el valor de este campo en uno 
cada vez que procesen un encabezamiento de datagrama. Si el valor del campo 
llega a cero el datagrama se destruye  y se devuelve un mensaje de error ICMP. 
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 PROTOCOLO: Especifica el tipo de protocolo  de alto nivel que soporta los datos 
que lleva el datagrama. Los valores de este campo para distintos protocolos los 








Tabla 2: Valor de cada protocolo 
 
 CHECKSUM DEL ENCABEZAMIENTO: Asegura que el encabezamiento  no tiene  
errores.  El "checksum"  se  forma  tratando  el encabezamiento como una 
secuencia de enteros de 16 bits.  Se suma con aritmética de complemento  a uno, el 
complemento  a uno de todos ellos. A efectos de calcular el "checksum" se supone 
que el campo CHECKSUM DEL ENCABEZAMIENTO tiene valor cero. Como sólo se 
chequean errores en el encabezamiento, los protocolos de nivel superior deberán 
añadir otro tipo de comprobación para detectar errores en los datos. 
 
 DIRECCINES  IP  FUENTE Y DESTINO: Contienen  las  direcciones  IP de 32 bits 
de los "hosts" fuente y destino del datagrama respectivamente.  
 
 OPCIONES: No es  un campo  necesario  en  todos los datagramas.  Se incluyen 
normalmente para chequear o depurar la red. La longitud de las opciones varía 
dependiendo de cuáles de éstas se seleccionan. Algunas opciones  son de longitud 
un octeto, mientras  que otras son de longitud variable. Cada opción consiste en un 
octeto de código de opción, un octeto de longitud y una serie de octetos para la 
opción. El código de opción se divide  en tres campos, como aparece en la  





Figura 8: Codigo de opción. 
 
 COPIA: cuando este bit está  a 1, especifica  que la  opción sólo  debe ser 
copiada al primer fragmento, y no a los demás.  
 CLASE  DE OPCION y NUMERO DE OPCION: especifican la clase general de la 
opción y dan la opción específica dentro de esa clase. En la  
 Tabla 3 se muestra  la asignación de las clases. 
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La  
Tabla 4 muestra las posibles opciones que pueden acompañar a un datagrama y da 




Clase de opción Significado 
0 Control de datagrama o red 
1 Reservado para futuro uso 
2 Depuración y medida 
3 Reservado para futuro uso 
 





Tabla 4: Posibles opciones de un datagrama 
 
 
 RELLENO: Representa octetos  conteniendo  ceros,  que son  necesarios para que 
el encabezamiento del datagrama sea un múltiplo exacto de 32, ya que el campo de 
longitud del encabezamiento se especificaba en unidades de palabras de 32 bits. 
 
 DATOS: Es la zona de datos del datagrama. 
 
Hay que distinguir entre los protocolos de nivel de red, como IP, que son los que definen 
el esquema de direccionamiento y el formato de las unidades de datos, y los protocolos 
que establecen como se encaminan dichos paquetes a través de la red (protocolos de 
encaminamiento). Estos protocolos definen unos procedimientos que regulan el 
intercambio de la información que comparten los routers, básicamente la contenida  en 
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sus tablas de rutas e información sobre el estado del enlace entre ellos. Cada entrada 
en la tabla de rutas especifica la porción de red de la dirección destino y la dirección del 
siguiente router a través de la cuál dicha red se puede alcanzar. 
 
 
3.3.2 El protocolo ARP 
 
Se ha dicho anteriormente que una dirección IP era un número de 32 bits que se 
asignaba a las máquinas  conectadas a la red para su identificación, y que esa 
identificación era suficiente para enviar y recibir paquetes. Sin embargo, las máquinas  
conectadas  a una red local pueden comunicarse sólo si conocen sus respectivas 
direcciones físicas. Por lo tanto, cuando un "host" quiere comunicarse con otro que está 
en la misma red local, necesita relacionar la dirección IP del destinatario con su 
correspondiente  dirección física. Si el destinatario no está en la misma red local, deberá 
obtener la dirección física del encaminador o "router" que le permita enviar los 
datagramas IP fuera de la subred en la que se encuentra.  De esto se encarga el 
protocolo ARP. 
 
Cuando un "host" A desea comunicarse  con otro B, del que conoce su dirección IP (IB), 
pero no su dirección física (FB), envía un paquete especial con dirección destino 
broadcast, pidiendo al "host" que tiene como dirección IP (IB)  que responda con su 
dirección física (FB). Todos los "hosts" conectados  a la red reciben el paquete ARP, 
pero sólo el "host" B, que es al que iba dirigida la pregunta, responde con otro paquete 





Figura 9: Petición ARP. 
 
Así, una vez completado el intercambio de información mediante el protocolo ARP, el 
"host" conoce la dirección física del otro con el que quiere comunicarse, de manera que 
puede enviarle los siguientes paquetes a él directamente. La experiencia demuestra que 
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vale la pena mantener una tabla dinámica en la memoria volátil con las direcciones IP y 
las correspondientes direcciones físicas de los computadores con los que se ha 
establecido comunicación más recientemente, ya que, normalmente, la comunicación 
requiere el envío de varios paquetes. Así, cuando un "host" quiere comunicarse con 
otro, antes de enviar un paquete ARP, busca en la memoria para ver si tiene su 
dirección física, con lo que se reducen costes de comunicación. Sin embargo, las 
entradas de la tabla se eliminan si no son utilizadas durante un cierto tiempo o cuando el 
computador se apaga.  
 
Cuando un paquete ARP viaja por la red de una máquina  a otra, lo hace encapsulado 




Figura 10: Mensaje ARP encapsulado en una trama Ethernet 
 
Para identificar que la trama  está llevando un paquete ARP,  el computador fuente, 
asigna un valor especial al campo de tipo en la cabecera del paquete. Cuando la trama 
llega al destino, el "host" examina el campo tipo para determinar qué contiene esa 
trama. En el caso de la red Ethernet los paquetes ARP tienen un campo de tipo de valor 
0806h (valor en notación hexadecimal). 
 
Al contrario que la mayoría de los protocolos, los datos en paquetes ARP  no tienen un 
formato de encabezamiento fijo. El mensaje está diseñado para ser válido con una 
variedad de tecnologías de transmisión y de protocolos. En la Figura 11 se muestra el 
mensaje  ARP de 28 octetos  usado para las redes Ethernet  (en las que la dirección 
física tiene una longitud de 48 bits, 6 octetos) y protocolo  de red IP (con dirección lógica 
de 32 bits, 4 octetos). 
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A continuación se explica el significado de cada uno de los campos del paquete: 
 
 HARDWARE: Especifica  el  tipo de interfaz  hardware  para  el  que el computador 
fuente solicita la respuesta; el valor es 1 para la red Ethernet.  
 
 PROTOCOLO: Contiene  el  número del protocolo al  que corresponden las 
direcciones lógicas. 
 
 HLON  y  PLON: Especifican,  respectivamente,  las  longitudes  de la dirección 
física y de la dirección de protocolo. 
 
 OPERACION: Especifica  el  tipo de operación  que realiza  el  mensaje: vale 1 para 
una petición ARP, 2 para una respuesta ARP, 3 para una petición RARP y 4 para 
una respuesta RARP. 
 
 DF ORIGEN: Contiene la dirección física del "host" que realiza la petición ARP. 
 
 DL ORIGEN: Contiene la dirección lógica (o de protocolo) del "host" que realiza la 
petición ARP. 
 
 DF DESTINO: Es un campo vacío en una petición  ARP y contiene  la dirección 
física del "host" al que va destinada la petición en la respuesta. 
 
 DL DESTINO: Contiene la dirección lógica del "host" al que va destinado la petición 
ARP. 
 
3.3.3 Protocolo ICMP: mensajes de error y control 
 
Se ha mencionado que el protocolo IP proporciona un servicio no fiable y sin conexión; y 
que los mensajes viajan de "router" en "router" hasta alcanzar el nodo destino. El 
sistema funciona bien si todas las máquinas trabajan adecuadamente y los "routers" 
están de acuerdo en los encaminamientos. En caso contrario ocurren errores. Para 
permitir a las máquinas de una red IP informar sobre errores o circunstancias 
inesperadas está el protocolo ICMP (Internet Control Message Protocol), que es 
considerado como una parte del protocolo IP. Los mensajes ICMP viajan en la porción 




Figura 12: Datagrama IP, con carga ICMP 
 - 44 - 
Los datagramas que llevan  mensajes  ICMP, se encaminan  como los demás, por lo 
que pueden  producirse  errores.  El  protocolo dice  que en  este  caso  se  produce   
una excepción, y especifica que no se deben  generar  mensajes ICMP sobre errores 
resultantes de datagramas llevando mensajes ICMP. Los mensajes ICMP facilitan 
también el control de congestión. Aunque cada tipo de mensaje ICMP tiene su propio 
formato, todos empiezan con los mismos tres campos: Un entero de 8 bits indicando 
“TIPO”. Un campo de 8 bits “CODIGO” dando más información sobre el tipo de mensaje 
y un campo de 16 bits con el "CHECKSUM" (se usa el mismo algoritmo que para los 
datagramas IP, pero incluye sólo el mensaje ICMP). Además, los mensajes ICMP 
incluyen el encabezamiento del datagrama IP que causó el problema,  así como  los 
primeros 64 bits de datos, para ayudar  a determinar qué protocolo y qué programa  de 
aplicación causaron el problema. El campo “TIPO” define el tipo del mensaje ICMP y el 




Tabla 5: Tipos de mensajes ICMP. 
 
 
3.3.4 El protocolo UDP 
 
Cuando un datagrama llega a su destino se ha de determinar a cuál de las aplicaciones 
existentes en la máquina  se ha de hacer llegar la información contenida  en él. Esto no 
lo hace el protocolo IP directamente, sino que es misión del protocolo de transporte. El 
protocolo UDP proporciona la funcionalidad necesaria para identificar al destinatario final 
de un datagrama de una manera simple. Como no proporciona ningún mecanismo para 
el acuse de recibo, secuenciación de mensajes ni control de flujo, proporciona el mismo 
servicio no fiable que el protocolo IP. Los mensajes UDP pueden perderse o llegar fuera 
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de secuencia, y además, los paquetes pueden llegar más rápido  de lo que el receptor  
es capaz de procesar. 
 
El protocolo UDP permite a varios programas  de aplicación en una misma máquina 
comunicarse simultáneamente y demultiplexar el tráfico que se recibe entre las distintas 
aplicaciones. El protocolo UDP incorpora los denominados puertos, que identifican el 
último destino dentro de una máquina, el programa de aplicación que está haciendo uso 
de ese puerto. Cada puerto tiene asociado un entero para identificarlo. Dado que el 
número de puerto es único dentro de una máquina, el destino último queda 
perfectamente determinado por la dirección IP del "host" y el número  de puerto UDP  en 
ese "host". 
 
Los mensajes UDP  se denominan datagramas de usuario y viajan en la porción de 




Figura 13: Datagrama IP, con carga UDP 
 
 
El protocolo UDP entrega al servicio IP el segmento que contiene los datos, que es el 
que se transmite realmente, y una pseudo-cabecera que no se trasmite, pero que 
permite al protocolo IP completar los datos del o los datagramas que va a generar. El 





Figura 14: Formato del segmento entregado por el protocolo UDP al servicio IP. 
 
A continuación se describe el significado de los distintos campos del segmento. 
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 PUERTOS  FUENTE Y  DESTINO: Estos  dos campos  contienen  los números de 
los puertos UDP que identifican los programas de aplicación en las máquinas fuente 
y destino. 
 
 LONGITUD: Es  el  número  total  de octetos  que forman  el  datagrama UDP 
incluida la cabecera. 
 
 CHECKSUM: Para calcular el "checksum", la máquina fuente antepone la pseudo-
cabecera al datagrama y añade al final de los datos bytes conteniendo  ceros hasta 
conseguir una longitud del segmento múltiplo de 16 bits. El "checksum" se calcula 
una vez hechos los cambios  según el siguiente algoritmo: se considera el segmento 
formado por enteros de 16 bits y se suman todos los complementos  a uno de esos 
enteros utilizando la aritmética de complemento a uno. A efectos de hacer los 
cálculos se supone que ese campo tiene valor cero. Los ceros añadidos para 
rellenar, así como la pseudo-cabecera no se cuentan en la longitud del datagrama y 
no son transmitidos. El “checksum” es opcional. Si no se utiliza, su contenido  es 
cero. 
 
La razón de usar la pseudo-cabecera es permitir a la máquina destino comprobar 
que el datagrama ha alcanzado su destino correcto, ya que incluye la dirección IP 
del "host" destino, así como  el número  de puerto UDP de la conexión. La máquina 
destino puede conseguir la información usada en la pseudo-cabecera a partir del 
datagrama IP que transporta al datagrama UDP. 
 
 DATOS: Representa los datos del datagrama UDP.  
 
El significado de los campos de la pseudo-cabecera  es el siguiente: 
 
 DIRECCION IP  FUENTE: Es  la  dirección  IP  del "host" que envía  el segmento. 
 DIRECCION IP  DESTINO: Es  la  dirección  IP  del "host" al  que va dirigido el 
segmento. 
 CERO: Campo que contiene el valor cero.  
 PROTOCOLO: Especifica protocolo UDP (es decir, 17). 
 LONGITUD UDP: Este campo especifica la longitud total del datagrama UDP. 
 
El protocolo UDP combina un adjudicación de números de puertos UDP dinámica y 
estática, cuando una serie de asignaciones de puertos conocida para un conjunto de 
programas que se utilizan comúnmente (por ejemplo, correo electrónico). Sin embargo, 
la mayoría de los números de puerto están disponibles para que el sistema operativo los 
utilice a medida que los programas de aplicaciones los necesiten. 
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3.3.5 El protocolo TCP 
 
A bajo nivel, el  protocolo IP  proporciona  un servicio  de distribución  no fiable  de 
paquetes. Cuando  la  red  física  falla,  los paquetes  pueden  perderse,  llegar  con 
errores, duplicados o fuera de secuencia. 
 
Al nivel más alto, los programas  de aplicación  necesitan,  frecuentemente,  enviar 
grandes volúmenes  de datos. Utilizar  el  sistema  de distribución  no fiable  
anteriormente mencionado   requiere   que los  programadores  construyan   algoritmos   
de detección   y recuperación  de errores   en  los programas  de aplicación.  Estos  
algoritmos  son  muy complejos,  y por tanto  pocos  programadores  tienen  los 
conocimientos  necesarios  para diseñarlos.  El protocolo UDP  no mejora  la  falta  de 
fiabilidad  del protocolo  IP,  lo que obligaría  al  programador   a implementar  los 
algoritmos  necesarios  para la  fiabilidad  que precisa la aplicación. Como alternativa se 
puede  utilizar, el protocolo de transporte TCP, que permite  la  transmisión  fiable  de 
datos  mediante  el  establecimiento  y liberación  de conexiones, de manera que los 
datos que llegan a los programas de aplicación lo hagan sin errores  y  ordenados,  
pudiendo   ser  utilizados  directamente,  sin  necesidad  de escribir algoritmos de 
detección y recuperación de errores. 
 
 
3.3.5.1 Formato del segmento TCP 
 
El segmento  TCP  es la  unidad de transferencia  de datos  de este protocolo.   Los 
segmentos   se  intercambian  para  establecer  y liberar  conexiones,  transferir  datos,  
enviar acuses de recibo e informar sobre tamaños de ventana. Un acuse de recibo que 
vaya de una máquina A a otra B puede viajar en el mismo segmento que lleve datos de 
la máquina A a la máquina B (piggybacking). 
 
Los segmentos TCP  viajan  en  la  porción de datos  de los datagramas  IP,  como se 




Figura 15: Datagrama IP, con carga TCP 
 
 
El protocolo TCP entrega al servicio IP el segmento que contiene los datos, que es el 
que se transmite realmente, y una pseudo-cabecera que no se trasmite, pero que 
permite al protocolo IP  completar los datos del o los datagramas que va a generar.  El 
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Figura 16: Formato del segmento entregado por el protocolo TCP al servicio IP. 
 
A continuación se describe el significado de los distintos campos del segmento. 
 
 PUERTOS  FUENTE Y  DESTINO:  Estos  dos campos  contienen  los números de 
los puertos TCP que identifican los programas de aplicación en las máquinas fuente 
y destino 
 
 NÚMERO DE SECUENCIA:  Este campo  identifica  la  posición,  en  la secuencia  
de bytes de la  máquina fuente,  del primer  byte de  datos  del segmento. 
 
 NÚMERO DE ACUSE DE RECIBO: Identifica la posición del byte más alto que la 
máquina fuente ha recibido, referido al número de secuencia de byte de la máquina  
a la que va destinado el segmento. 
 
 DESPLAZAMIENTO (DESP.): Este campo de 4 bits contiene un entero que 
especifica donde comienza el campo de datos del segmento. Es decir, indica  la  
longitud de la  cabecera  en  unidades  de 32 bits.  Se  necesita porque la  longitud 
del campo  “OPCIONES”  de la  cabecera  varía   en longitud según las opciones 
elegidas. 
 
 RESERVADO  (RES.): Este campo (6 bits) está reservado para su uso en el futuro. 
 
 CÓDIGO: Es un campo de 6 bits que determina el propósito y contenido del 
segmento.  Los seis  bits  explican  cómo hay que  interpretar  otros campos en el 
encabezamiento de acuerdo con la tabla que  se muestra en la Tabla 6. 





Bit (de izquierda a derecha) Significado 
URG El campo puntero urgente es válido 
ACK El campo acuse de recibido es válido 
PSH El segmento requiere un “push” 
RST “Resetear” la conexión 
 
Tabla 6: Significado de los bits en el campo código del formato TCP 
 
 
 VENTANA: Este campo  contiene  el  "informe  de ventana",  es  decir, el número  
de bytes que la máquina  está dispuesta a aceptar. Este campo  se incluye  tanto  
en los segmentos  que llevan  datos como en los  que sólo llevan un acuse de 
recibo. 
 
 CHECKSUM:   Este campo contiene  un entero  de 16 bits  usado  para verificar la 
integridad del encabezamiento y los datos del segmento. Para calcular el 
"checksum", la máquina fuente antepone la pseudo-cabecera al segmento,  y añade  
al  final de los datos  bytes  conteniendo  ceros  hasta conseguir  una longitud del 
segmento múltiplo de 16 bits. El "checksum" se calcula  una vez hechos los 
cambios según  el siguiente algoritmo: se considera el segmento formado por 
enteros de 16 bits y se suman todos los complementos   a  uno de esos  enteros  
utilizando  la  aritmética  de complemento   a uno. A efectos de hacer los cálculos se 
supone  que  ese campo   tiene  valor cero.  Los ceros  añadidos  para  rellenar,  así  
como la pseudo-cabecera  no se  cuentan   en  la  longitud del segmento  y no son 
transmitidos. La razón de usar la pseudo-encabecera   es permitir a la máquina 
destino comprobar  que el  segmento  ha alcanzado  su  destino  correcto,  ya  que 
incluye la dirección IP del "host" destino, así como  el número  de puerto TCP de la 
conexión. La máquina destino puede conseguir la información usada  en  la  
pseudo-cabecera   a  partir del datagrama  IP  que lleva  el segmento. 
 
 PUNTERO   URGENTE: Cuando   el   bit  URG  está   a   1,  el   campo PUNTERO  
URGENTE  especifica la posición en la secuencia de bytes en la   que los  datos 
urgentes   acaban.   Los  datos urgentes   deben ser distribuidos  lo  más  
rápidamente   posible.  El  protocolo  especifica  que cuando se encuentran datos 
urgentes, el software TCP que los recibe debe informar  al  programa de aplicación  
asociado  a la  conexión  para  que  se ponga  en  modo "urgente". Los detalles  de 
cómo  el  software  TCP  debe informar al programa de aplicación dependen del 
sistema operativo que se esté usando. Los datos  urgentes  contienen  mensajes  
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en  vez de datos  normales;  por ejemplo,  señales  de interrupción  provocadas  por 
pulsaciones  en  un teclado. 
 
 OPCIONES: El software  TCP  usa este campo  para comunicarse con el software 
TCP al  otro lado  de la  conexión.  En particular,  una  máquina puede comunicar a 
otra el máximo tamaño de segmento  que está dispuesta   a  aceptar.   Esto   es  
muy importante  cuando  un  computador pequeño va a recibir datos de uno grande. 
Escoger un tamaño adecuado de segmento   es  difícil,  puesto  que el  rendimiento 
de la transmisión empeora para segmentos excesivamente grandes (pues hay  que 
fragmentarlos  en varios  datagramas) o excesivamente  pequeños (puesto que la  
proporción  de bytes  de encabezado   es  muy  alta  frente  a  la  de datos). 
 
 RELLENO: Representa octetos  conteniendo  ceros,  que son  necesarios para que 
el  encabezamiento  sea  un múltiplo exacto de 32,  ya  se había visto  que el  
campo  de DESPLAZAMIENTO  indica  la  longitud del encabezamiento en 
unidades de 32 bits. 
 
 DATOS: Representa los datos del segmento. 
 
El significado de los campos de la pseudo-cabecera  es el siguiente: 
 
 DIRECCION IP  FUENTE: Es  la  dirección  IP  del "host" que  envía  el segmento. 
 
 DIRECCION IP  DESTINO: Es  la  dirección  IP  del "host" al  que va dirigido el 
segmento. 
 
 CERO: Campo que contiene el valor cero. 
 
 PROTOCOLO: Especifica protocolo TCP (es decir, 6). 
 
 LONGITUD TCP: Este campo especifica la longitud total del segmento TCP. 
 
 
3.3.5.2 La ventana deslizante del protocolo TCP 
 
El protocolo  TCP utiliza  un mecanismo de ventana  deslizante  de tamaño variable 
para resolver dos problemas importantes: transmisión eficiente y control de flujo 
extremo  a extremo, permitiendo a la máquina destino ordenar  a la fuente restringir el 
envío de datos hasta que tenga suficiente espacio para tratar más datos. Sin embargo, 
el protocolo TCP ve a la corriente de datos como una secuencia de octetos o bytes que 
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divide  en segmentos para la transmisión. Generalmente, cada segmento  viaja a través  
de la red Internet en un sólo datagrama IP. 
 
Así, el mecanismo de ventana deslizante TCP opera a nivel de byte, no al de paquete. 
Todos los bytes en la secuencia de datos se numeran  y el "host" que los envía 
mantiene tres punteros asociados a cada conexión que define una ventana deslizante. 
El primer puntero apunta   al   comienzo   de la   ventana,   separando   los  bytes   que 
han sido   enviados  y confirmados de los bytes aún no confirmados o no enviados. El 
segundo apunta al final de la ventana, definiendo el byte más alto en la secuencia que 
puede ser enviado sin que llegue un acuse de recibo. El tercer puntero, dentro de la 
ventana,  separa los bytes que han sido enviados de los bytes que no lo han sido. En la 





Figura 17: Método de la ventana deslizante 
 
3.3.5.3 Control de flujo 
 
El método  de ventana  deslizante  del protocolo  TCP permite  que el  tamaño  de la 
ventana  varíe.  Cada  acuse de recibo,  que especifica  cuantos  bytes  han sido  
recibidos, contiene  un "informe  de ventana" que especifica  cuantos bytes adicionales  
de datos está dispuesto  a aceptar el "host" que envía el acuse de recibo. Si este 
informe indica un tamaño de la ventana mayor que el actual tamaño de la ventana, la 
máquina fuente lo incrementa y comienza  a mandar  más bytes.  Si el informe de 
ventana especifica un tamaño menor, la fuente  disminuye  el  tamaño  de su ventana  y 
no enviará  datos  más allá  del límite  de la misma.  El software  TCP  no contradice  
informes  de ventana previos  y nunca  reduce  la ventana  a posiciones anteriores a las 
aceptadas anteriormente. 
 
La ventaja  de tener  un tamaño de ventana  variable  es  que proporciona  control de 
flujo así como  transferencia fiable. Si la capacidad de aceptar datos de la máquina 
destino disminuye,  envía  un informe  de ventana  menor.  En el  caso extremo,  el  
destino  puede informar  con un tamaño de ventana  cero  para detener la transmisión. 
Más tarde, cuando haya  espacio  disponible,  el  destino  envía  un informe  de ventana 
mayor  que cero  para comenzar  a recibir datos de nuevo. 
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Con el  método  de las  ventanas  deslizantes  de tamaño  variable,  el  protocolo TCP 
soluciona  el  problema  de transferencia  fiable  y control de flujo extremo  a extremo;  
sin embargo,  no soluciona  el  control de congestión  en  la  red  Internet,  pues   ésta  
tiene conectadas máquinas  intermedias de distintas velocidades y tamaños  que se 
comunican   a través   de redes   de distintas   características.   La  misión   de ese   
control corresponde lógicamente  al  Protocolo de Red IP,  que para solucionarlo  utiliza  
el  mecanismo menos preciso de los mensajes ICMP de disminución de flujo de la 
fuente. 
 
3.3.5.4 Acuses de recibo y retransmisiones 
 
Puesto que el software TCP envía los datos en segmentos  de longitud variable, los 
acuses  de recibo  se  refieren  a  la  posición en  la  secuencia  de bytes  y no a  
paquetes  o segmentos.  Cada acuse de recibo especifica la posición siguiente superior 
al último byte recibido. 
 
Cada vez que envía un segmento, el software TCP inicia un temporizador y espera por 
un acuse de recibo. Si éste no llega antes de que el temporizador expire,  se supone 
que el segmento se perdió  y, en consecuencia, se retransmite. Esto lo hacen la 
mayoría de los protocolos. La  diferencia  del protocolo   TCP  es que está pensado  
para  usarse  en  la  red Internet, en la que el camino entre dos máquinas  puede ser 
desde una simple red de alta velocidad,  hasta un camino  a través  de muchas  redes y 
nodos intermedios. Por tanto, es imposible  conocer a priori  lo rápido que van a  llegar  
los acuses  de recibo.  Además, el retraso  depende  del tráfico,  por lo que éste varía  
mucho de unos instantes  a  otros. El protocolo  TCP  se acomoda a los cambios  en los 
retrasos de la red mediante un algoritmo adaptativo. Para conocer los datos necesarios 
para el algoritmo adaptativo, el software TCP graba la hora a la que envía el segmento 
y la hora a la que recibe el acuse de recibo para los datos  del segmento.  Con estos  
dos datos  el  computador  calcula  el  llamado  tiempo  de retardo.  Cada  vez que el  
computador  calcula  un nuevo tiempo  de retardo  modifica  su noción de tiempo medio 
de retardo  para la conexión.  
 
 
3.3.5.5 Establecimiento y liberación  de una conexión TCP 
 
Para establecer  una conexión,  el  protocolo TCP utiliza el three-way  handshake. El 
primer segmento transmitido se puede  identificar puesto que tiene el bit  SYN12  a 1 en 
                                            
12 SYN es un bit de control dentro del segmento TCP, Se usa para sincronizar los números de secuencia en tres tipos de 
segmentos: petición de conexión, confirmación de conexión (con ACK activo) y la recepción de la confirmación (con ACK activo). 
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el campo CODIGO. El segundo segmento, respuesta al anterior, tiene los bits SYN y 
ACK13 a 1, indicando  que reconoce el  primer  SYN y continúa  el  proceso de 
conexión.  El último caso  es simplemente un acuse de recibo para informar al destino 
de que ambas máquinas están de acuerdo  en que la  conexión  ha sido  establecida.  
Normalmente,  el  TCP  en una máquina espera pasivamente por una conexión y la otra 
la inicia; sin embargo, el three-way handshake  está diseñado  para que la conexión se 
abra incluso si las dos partes la intentan iniciar  simultáneamente.  Una vez que la  
conexión  está abierta,  los datos  pueden  ir  en ambas direcciones como se muestra 
en la Figura 18. 
 
Al  trabajar  un protocolo de red no fiable  y el  software  TCP  puede tener que usar 
retransmisiones  en  las  peticiones  de conexión. El  problema   surge  cuando   se  
reciben peticiones retransmitidas de una conexión anterior cuando esta ya ha sido 
abierta, usada y terminada y una nueva está estableciéndose. El three-way handshake, 
junto con la regla de que TCP  ignora  las  peticiones  de conexión  una vez que la  









                                            
13 ACK (acuse de recibo), es un mensaje que se envía para confirmar que un mensaje o un conjunto de mensajes han llegado. 
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3.3.5.6 Envío forzado de datos 
 
El protocolo TCP permite dividir la secuencia de bytes a transmitir en segmentos. La 
ventaja  es  la  eficiencia.  Se pueden  acumular  suficientes  bytes  en un "buffer"  para 
crear segmentos razonablemente largos, con lo que se reduce el alto porcentaje de 
encabezamientos de los segmentos cortos. 
 
Aunque el uso de "buffers" incrementa la densidad de transmisión de la red, puede no 
ser conveniente  para algunos tipos de aplicación; por ejemplo, en el caso de una 
conexión TCP utilizada para enviar  caracteres desde un terminal interactivo a una 
máquina  remota. El usuario espera una respuesta instantánea a cada  pulsación de 
una tecla. Si el software TCP "bufferea" los datos, la respuesta se puede retrasar. 
 
Para satisfacer a usuarios interactivos, el TCP proporciona una operación de push que 
un programa  de aplicación  puede  utilizar  para  obligar  al  software  TCP  a transmitir  
los bytes de la secuencia sin que se llene el "buffer". Además, esta operación hace que 
el bit PSH del campo CODIGO esté a 1, con lo que los datos serán entregados  al 
programa de aplicación  en  la  máquina destino  inmediatamente.  Por lo tanto,  cuando  
se envían  datos desde  una terminal  interactiva,  se usa  la  función de push  después 
de cada pulsación  de tecla. 
3.3.5.7 Protocolo TELNET 
 
Este protocolo permite  a  un usuario establecer  una conexión TCP   a  un servidor  de 
sesiones  de usuario.  Aunque  “TELNET” no es  tan  sofisticado  como otros protocolos 
de terminal remota, está disponible  a lo largo de casi toda la red Internet. 
 
TELNET ofrece  tres servicios  básicos como se muestra en la  
Figura 19.  En primer  lugar,  define  un terminal  virtual que proporciona  una interfaz  
con sistemas  remotos. En segundo, incluye  un mecanismo que permite  al  cliente  y 
servidor negociar  opciones  y proporciona  una serie  de opciones estándar. Por último, 
trata a ambos lados de la conexión simétricamente. Así, en vez de forzar a un lado a 
conectarse  a un terminal de usuario físico, permite a ambos  lados de la conexión ser 
un programa. 
 
Cuando un usuario  invoca  TELNET, un programa de aplicación  en la  máquina se 
convierte  en cliente  y contacta con un servidor  en uno de los puertos TCP  
reservados, estableciendo una conexión sobre la que se comunicarán.  El cliente acepta 
pulsaciones de tecla  del terminal  del usuario  y las  envía al  servidor,  a la  vez que 
acepta caracteres que envía el servidor y los imprime en la pantalla del terminal. 
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Figura 19: Protocolo Telnet 
3.3.6 Protocolo FTP (transferencia de archivos) 
 
La  transferencia  de ficheros es   una de las  operaciones  más  usadas  en  la  red. 
Principalmente se utilizan dos protocolos  de transferencia: el FTP y el TFTP. El 
protocolo FTP (File Transfer Protocol) permite, a usuarios autorizados, entrar en un 
sistema remoto, identificarse y listar directorios remotos, copiar ficheros desde ó a la 
máquina  remota  y  ejecutar  algunos  comandos  remotos.  Además,  FTP  maneja  
varios formatos de ficheros y puede hacer conversiones entre las representaciones más 
utilizadas (por ejemplo, entre EBCDIC y ASCII). FTP  puede ser usado por usuarios 
interactivos así como por programas. 
 
El protocolo FTP permite al usuario acceder  a varias máquinas en una misma sesión. 
Mantiene dos conexiones TCP independientes para control y transferencia de datos 
como se muestra en la Figura 20. Usa el protocolo TELNET para el control de la 
conexión. La implementación del protocolo  FTP depende del sistema operativo usado, 
aunque casi  todas siguen  el  mismo  patrón. En el lado del servidor, un proceso de 
aplicación, S, corre esperando por una conexión en el puerto asignado para TCP. 
Cuando un cliente abre una conexión  con ese puerto,  el  proceso  S lanza  un nuevo  
proceso de control, N, para manejar la conexión, y vuelve a esperar  por otro cliente. El 
proceso N se comunica  con el cliente  por medio de la  llamada  "conexión  de control" 
y cuando recibe  una petición  de transferencia  inicia  otro proceso adicional,  D, que 
abre otra  conexión  con el  cliente  que solamente  se usa para  la  transmisión  de 
datos. Una vez que la  transferencia de datos ha concluido, el proceso D cierra la 
conexión y termina. El cliente vuelve a su interactividad con el proceso N y puede 
solicitar otra transferencia de datos. 
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Figura 20: Protocolo FTP 
3.3.7 El protocolo TFTP 
 
El protocolo TFTP (Trivial File Transfer Protocol) proporciona un servicio barato y poco 
sofisticado de transferencia de ficheros. Al contrario que FTP, el protocolo TFTP no 
utiliza un servicio fiable de transmisión. No utiliza el protocolo TCP, sino que se basa en 
el protocolo UDP (User Data Protocol). TFTP utiliza temporización y retransmisión para 
asegurar que los datos llagan a su destino. La aplicación  en la máquina fuente 
transmite un fichero en bloques  de tamaño fijo (512 bytes) y espera por un acuse de 
recibo para cada bloque antes de enviar  el siguiente. Por su parte, la aplicación en la 




3.3.8 Protocolo SMTP (Correo electrónico) 
 
Es una de las aplicaciones más comúnmente  usadas en la red Internet ya que ofrece 
una forma sencilla de transmitir información. El correo electrónico es distinto a las otras 
aplicaciones  de la  red,  pues no es  necesario  esperar  a  que la  máquina  remota 
reciba  el mensaje para continuar trabajando. Cada vez que se quiere  enviar  un 
mensaje, el sistema crea  una copia  del mismo  junto con la  identificación  del destino  
y  se  realiza  una transferencia  en  modo "background".  Posteriormente,  el  proceso  
de envío  de paquetes tratará  de entregar  el  mismo  contactando  con el  servidor  de 
mensajes  en  la  máquina destino. 
 
Las ventajas de usar el correo electrónico en la red Internet es que  ésta proporciona un 
servicio universal y además fiable, ya que, al usar una comunicación extremo  a 
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extremo, se  garantiza  que el  mensaje  permanece  en la  máquina fuente  hasta que 
ha sido  copiado satisfactoriamente en la destino. 
 
El estándar  que se  utiliza  para  el  envío  de mensajes  es  el  SMTP  (Simple Mail 
Transfer  Protocol). Este  protocolo se  centra   en  cómo el  sistema  de distribución  de 
mensajes pasa los datos a través de una unión  de una máquina con la otra. 
Inicialmente, el cliente  establece  una conexión TCP  con el  servidor  y  se  
intercambian  una serie  de comandos  para establecer la unión. Una vez la conexión 
está establecida, el cliente puede enviar  uno o más  mensajes,  terminar  la  conexión  
o pedir al  servidor  intercambiar  los papeles de emisor y receptor para que los 
mensajes puedan fluir en la dirección contraria. El  receptor  debe reconocer   cada  
mensaje  y  puede abortar  la  conexión entera  o  la transferencia del mensaje actual. 
 
El Protocolo de Oficina Postal (POP, actualmente POP3) define el diálogo entre un 
servidor  de correo POP y la aplicación de correo electrónico en el computador del 
usuario. Esto   es  necesario  cuando  el  usuario  no lee  el  correo  en  la  propia  
máquina  donde se encuentra el buzón de su correo. Al recibir los mensajes el servidor 
de correo los almacena en  buzones  privados  para  cada  usuario.  POP  permite  que 
un Agente  de Usuario  (UA) acceda al buzón, descargue todos los mensajes 
pendientes y después los borra del servidor. De  forma  similar  funciona IMAP  (Internet  
Message Access  Protocol),   sólo  que este protocolo permite al usuario mantener  sus 
mensajes en el servidor donde están los buzones y clasificarlos en carpetas, sin 
necesidad de hacer copias en su computador  local. 
 
 
3.3.9 Protocolo HTTP 
 
El Protocolo  de Transferencia de HyperTexto  (HTTP)  es la base de la existencia del 
World Wide Web (WWW). El servicio HTTP en un “host” se conoce como “servidor web” 
y  permite  que usuarios  a  distancia  puedan  acceder  a  los  documentos  que 
almacena  si conocen su dirección exacta. El protocolo HTTP define un sistema de 
direcciones basado en Localizadores Uniformes de Recursos (URL). El URL de un 
recurso indica el protocolo o servicio (http, ftp, etc.) que se emplea  para ser accedido,  
la dirección del host donde se encuentra el recurso por ejemplo (www.ejemplo.com), y 
la ubicación del recurso dentro del host por ejemplo (Estudiante.html): 
http://www.ejemplo.com/Estudiante.html. 
 
La  información  hypertexto   se  almacena  en  formato  HTML  (o XTML,  etc.)  en 
documentos que se  denominan  "páginas".  El navegador  o "browser"  es  el  programa  
de usuario que conecta con el servidor mediante el protocolo  HTTP  e interpreta la 
página en formato HTML antes de mostrarla al usuario. 
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3.4 CONMUTACION DE CIRCUITOS Y PAQUETES 
A partir de la década de los 90’ se empezaron a desarrollar redes integradas, que 
combinan aspectos de conmutación de circuitos y de paquetes. Los tipos de tráfico más 
comunes fueron  datos interactivos, que generalmente se transmitían en ráfagas cortas 
de 400 a 1000 caracteres entre terminales o terminales y computadores y la 
transferencia de archivos que involucraba la transmisión de millones de caracteres (o 
bytes) entre computadores o entre sistemas de almacenamiento en masa y transmisión 
digital de voz, que está actualmente en gran auge. El incremente de la transmisión 
digital de voz tuvo  justificadas razones. La transmisión de voz es aún el medio de 
comunicación más común en todo el mundo, e implica por mucho la mayor inversión en 
la planta instalada. Las redes telefónicas desarrolladas para manejar voz cubren todo el 
planeta.  Aunque la mayoría de plantas telefónicas en el mundo eran analógicas, estas 
redes telefónicas se empezaron a utilizar en gran medida en la transmisión de datos por 
medio de unos nuevos dispositivos que convertían estas señales digitales a analógicas 
llamados módems (10) 
Este hecho limitaba la velocidad de transmisión de datos a un máximo de 14.4 Kbps 
(las transmisiones  efectuadas a 9600 bps constituían un límite superior más común), 
con medios de transmisión privados especialmente acondicionados. Por lo general, 
sobre la red telefónica pública se manejaban velocidades de 1200 a 2400 bps. A 
principios de la década de 1960, en estados unidos, la empresa American Telephone 
and Telegraph (AT y T) inicio la comercialización de un sistema de portadora digital. 
Desde entonces, la mayoría de países adoptaron este procedimiento, para dar origen al 
desarrollo de dos sistemas de portadora digital: el sistema T1, que transmite a 1.544 
Mbps y estaba diseñado para trabajar con 24 canales de voz, cada uno de 64 kbps. El 
otro es un sistema de 30 canales de voz que opera a 2.048 Mbps. El primero empezó a 
usarse ampliamente en Estados Unidos, Canadá y Japón y el segundo es tomado en el 
resto del mundo como un estándar recomendado por CCITT (Comité consultivo 
Internacional de Telegrafía y Telefonía de la Unión Internacional de 
Telecomunicaciones). 
Los sistemas de conmutación digital que manejan el enrutamiento de llamadas entre los 
medios de transmisión empezaron a introducirse a mediados de la década de 1970. Las 
compañías telefónicas también empezaron a adoptarlas rápidamente. Las redes de 
datos surgieron como un intento por compartir el costo de desarrollo de hardware y de 
software de estos grandes sistemas. Tres actividades principales realizadas en paralelo 
aceleraron el desarrollo de la conmutación de paquetes hasta llegar a como se conoce 
hoy.  En la década de 1960  se establecieron compañías de servicio de tiempo 
compartido a fin de que los usuarios de las terminales en todo el mundo pudieran tener 
acceso, a un costo relativamente bajo, a los computadores centrales de su propiedad. 
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Dichas compañías tuvieron que desarrollar capacidades de red a fin de permitir que los 
usuarios, desde cualquier punto de un país se comunicaran con el computador central 
adecuado.  
Un  ejemplo destacado lo constituyen los servicios  de información de General Electric 
(GE), que actualmente opera una de las redes más grandes del mundo dedicada a la 
transmisión de datos. Esta  red permite el acceso a los computadores privados de GE 
(11). Otro ejemplo importante es Tymshare Inc., que desarrolló una red llamada 
TYMNET, para manejar el acceso a sus computadores centrales extendidos por todo 
estados unidos. Quienes desarrollaron TYMNET introdujeron varias innovaciones 
significativas en la conmutación de paquetes comerciales. Desde entonces, TYMNET 
se fue  expandiendo hasta llegar a ser una de las dos principales redes de conmutación 
de paquetes en estados unidos. El segundo conjunto de importantes desarrollos en los 
que se basó la conmutación de paquetes se debe a los fabricantes de hardware; 
desarrollaron dispositivos de propósito especial, llamados procesadores de 
comunicaciones, para descentralizar las tareas de manejo de comunicaciones de los 
grandes computadores. También desarrollaron extensos paquetes de software para dar 
a los computadores centrales funciones de acceso especificas para comunicaciones. 
Por último y como punto más importante, introdujeron  y desarrollaron el concepto de 
arquitecturas de comunicaciones por capas. Esto permitió  la comunicación entre 
cualquier numero de dispositivos como terminales, procesadores de comunicaciones, 
computadores y de programas de aplicación.  
En particular, IBM inició en la década de 1960 el desarrollo de su arquitectura de 
sistemas de red (SNA, Systems Network Architecture).  El primer anuncio formal de 
SNA y de los productos basados en ella se dio en 1974 y desde entonces esta 
arquitectura ha ido evolucionando. Así mismo, los fabricantes de hardware han 
desarrollado sus propias arquitecturas. La proliferación de varias arquitecturas de 
comunicación, si bien mejoró la capacidad de comunicaciones entre los miembros de 
una familia de sistemas inteligentes, por otra parte dio pie a las creación de barreras de 
comunicación entre sistemas de diferentes fabricantes, propiciando que la organización 
internacional de estándares (ISO, International Organization for Standardization) 
realizara un intenso esfuerzo para desarrollar una arquitectura de comunicaciones 
estándar en todo el mundo que permitiera la comunicación abierta  entre estos 
sistemas.  
 
3.5 TEORIA DE COLAS. 
Se consideran dos tipos genéricos de redes: de conmutación de paquetes y de 
conmutación de circuitos. En el primer caso, los paquetes “bloques de datos de longitud 
variable” se trasmiten a través de una red desde la fuente hasta el destino, siguiendo 
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cierta trayectoria prescrita como parte del diseño de la red. Los medios de transmisión 
son compartidos por los paquetes conforme éstos atraviesan la red. En el caso de redes 
de conmutación de circuitos, se dispone de extremo a extremo una trayectoria de 
transmisión entre dos usuarios que desean establecer comunicación. (El tipo de 
información que fluye bien podrían ser mensajes por voz “analógica” o por datos 
“digital”.) Los parámetros como el número y la longitud de los paquetes, y la cantidad y 
duración de las llamadas que entran o se dirigen en cualquier momento por la red, en 
general varían estadísticamente. Por lo tanto, si se quiere disponer de medidas 
cuantitativas de desempeño, se pueden usar conceptos probabilísticos para estudiar la 
interacción en una red. La teoría de colas ejerce un papel clave en el análisis de redes. 
La formación de colas es un concepto que surge de manera muy natural al estudiar 
redes de conmutación de paquetes, los paquetes que llegan por un punto de entrada o 
por un nodo intermedio en la trayectoria al destino, se almacenan temporalmente, se 
procesan para determinar la conexión apropiada de enlace de transmisión de salida al 
siguiente nodo en la trayectoria. Después, en el momento adecuado, se transmiten por 
estos enlaces. El tiempo que se invierte en el área de almacenamiento en espera de 
transmisión es una medida significativa del desempeño de la red, ya que es parte del 
tiempo de retardo total, que es experimentado por el usuario. Está claro que el tiempo 
de espera depende del tiempo de procesamiento en el nodo así como de la longitud del 
paquete. También depende de la capacidad del enlace de transmisión, dada en 
paquetes por segundo, de la tasa de llegada de tráfico al nodo, dada también en 




Figura 21: Modelo de cola con servidor único 
Considérese el modelo de cola más sencillo, como el presentado en la  
Figura 21. Para el caso concreto de análisis, la cola se muestra manejando paquetes de 
datos.  En un sentido más general, en la jerga de literatura de colas, tales paquetes 
serian "clientes" formando una cola de espera de servicio. Los paquetes llegan en forma 
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aleatoria, a una velocidad promedio de 𝜆 paquetes por unidad de tiempo (se usarán 
más a menudo unidades de paquetes por segundo); forman cola en espera de servicio 
en el área de almacenamiento temporal mostrada y luego, con alguna política de 
servicio especificada, son atendidos a una razón promedio de 𝜇 paquetes por unidad de 
tiempo. En el ejemplo de la  
Figura 21 se muestra un servidor único. En una situación más general, puede haber 
disponibilidad para muchos servidores, en cuyo caso es posible que haya en cualquier 
momento más de un paquete de servicio.  
El concepto de servidor único es bien conocido, basta listar las innumerables colas de 
espera en supermercados, bancos, cines, casetas de cobro para automóviles, etcétera. 
En el contexto de redes de datos, el servidor es el medio de transmisión como un  
enlace, línea o troncal de salida, que transmite datos a una velocidad prescrita 𝐶, dada 
en datos por unidad de tiempo. Es más  común que los datos se den en términos de bits 
o caracteres, por lo que la velocidad o capacidad del enlace de transmisión 𝐶 se da en 
unidades de bits por segundo, o bien caracteres por segundo. Por ejemplo, un enlace 
de transmisión que maneja paquetes de 1000-bits y transmite a una velocidad de 𝐶 =
 2400 𝑏𝑝𝑠, sería capaz de transmitir a una razón de µ =  2.4 paquetes por segundo. De 
modo más general, si la longitud promedio del paquete es 1/µ′ bits, entonces µ =  µ′𝐶 
es la capacidad de transmisión en unidades de paquetes por segundo. 
Está claro que la cola empieza a formarse conforme a la tasa de llegada de paquetes 𝜆 
se aproxima a la capacidad de transmisión de paquetes µ. Para un área de 
almacenamiento temporal finita (la situación real), la cola llegaría a un estado de 
saturación conforme 𝜆 exceda a µ. Cuando el área de almacenamiento temporal se 
satura, se bloquea la llegada de todos los paquetes (usuarios) siguientes. Si se supone 
un área de almacenamiento temporal infinita (suposición que se hará a menudo para 
simplificar el análisis), la cola se vuelve inestable a medida que 𝜆 — >  µ. Se mostrara 
que para este caso de cola con servidor único, 𝜆 < µ asegura la estabilidad. En 
particular, se verá que 𝜌 ≡  𝜆/µ es un parámetro crítico en el análisis de la teoría de 
formación de colas. Este parámetro suele denominarse utilización o intensidad de 
tráfico en el enlace. Nótese que está definido como la razón entre la carga y la 
capacidad del sistema. En el caso de la cola con servidor único, conforme 𝜌 se 
aproxima y excede a la unidad, se llega a la región de congestión, los tiempos de 
retardo empiezan a aumentar rápidamente, y se bloquea con más frecuencia la llegada 
de los paquetes.  
Para cuantificar el análisis de retardo, desempeño de bloqueo y el rendimiento de los 
paquetes (número real de paquetes por unidad de tiempo que atraviesan el sistema), y 
la relación con ambas medidas de µ (la razón de paquetes) y el tamaño del área de 
almacenamiento temporal en la Figura 21, se necesita un modelo más detallado del 
sistema de colas. Estos parámetros de desempeño dependen de la probabilidad de 
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estado de la cola. El estado a su vez se define como el número de paquetes en la cola 
(incluyendo el que está en servicio si la cola no está vacía). Para calcular la 
probabilidad de estado, es preciso tener en cuenta los siguientes puntos:  
1. El proceso de llegada de los paquetes (la estadística de llegada de los paquetes).  
2. La distribución de duración de los paquetes (llamada en la teoría de colas distribución 
de tiempos de servicio).  
3. La política de servicio, por ejemplo, PEPS (primero en entrar, primero en salir) o 
UEPS (último en entrar, primero en salir); o alguna disciplina de prioridad.  
En el caso particular de colas con servidores múltiples, la probabilidad de estado 
depende también del número de servidores (los servidores están representados por las 
troncales o enlaces de salida que transmiten simultáneamente paquetes).  
La mayoría de los procesos de llegada de paquetes se modelan como procesos de 
Poisson14, que es el tipo de proceso de llegada que se usa con más frecuencia en la 
teoría de colas. El sistema de colas que implica un análisis más sencillo es la cola 
M/M/1, que tiene procesos de llegada de Poisson y tiempos de servicio con distribución 
exponencial. Es fácil obtener la probabilidad de estado de este sistema de colas tanto 
para el caso de colas finitas como para infinitas, como se muestra en la Figura 22.  
 
Figura 22: Intervalo de tiempo usado en la definición del proceso de Poisson 
 
 
                                            
14 Poisson: físico y matemático francés al que se le conoce por sus diferentes trabajos en el campo de la electricidad, también hizo 
publicaciones sobre la geometría diferencial y la teoría de probabilidades. 
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3.5.1 Proceso de Poisson  
Se utilizan tres enunciados básicos para definir el proceso de llegada de Poisson. 
Considérese un pequeño intervalo de tiempo 𝛥𝑡(𝛥𝑡 — >  0), separando los tiempos 𝑡 y 
𝑡 + 𝛥𝑡, como se muestra en la Figura 22. Entonces:  
1. La probabilidad de una llegada en el intervalo 𝛥𝑡 se define como 𝜆𝛥𝑡 +
 0(𝛥𝑡)15, 𝜆𝛥𝑡 <<  1, siendo 𝜆 una constante de proporcionalidad especificada (12). 
 
2. La probabilidad de cero llegadas en 𝛥𝑡 es 1 −  𝜆 𝛥𝑡 +  0(𝛥𝑡).  
 
3. Las llegadas son procesos sin memoria; cada llegada (evento) en un intervalo de 
tiempo es independiente de eventos en intervalos previos o futuros.   
Con esta última definición, el proceso de Poisson se ve como un caso especial de un 
proceso de Markov16, en el cual la probabilidad de un evento en el tiempo 𝑡 +  𝛥𝑡 
depende de la probabilidad en el tiempo de solo 𝑇. Nótese que, de acuerdo con los 
enunciados 1 y 2, queda excluido el caso de más de una llegada u ocurrencia de un 
evento en el intervalo 𝛥𝑡 (𝛥𝑡 — >  0), al menos a 0(𝛥𝑡).  Si ahora se toma un intervalo 





                𝒌 = 𝟎, 𝟏, 𝟐, …                                             ( 3.1 )                                           
Esta se conoce como distribución de Poisson. Esta distribución se encuentra 
debidamente normalizada ∑ 𝜌(𝑘) = 1∞𝑘=0  y el valor esperado esta dado por (3.2) 
𝑬(𝒌) = ∑ 𝒌𝝆(𝒌) = 𝝀𝑻∞𝒌=𝟎                                                  ( 3.2 ) 
  
La varianza 𝜎𝑘
2 ≡ 𝐸[𝑘 − 𝐸(𝑘)]2 = 𝐸(𝑘2) − 𝐸2(𝑘) resulta ser como se muestra en (3.3) 
𝝈𝒌
𝟐 = 𝑬(𝒌) = 𝝀𝑻                                                       ( 3.3 ) 
El parámetro λ, definido originalmente como una constante de proporcionalidad, resulta 
ser un parámetro de velocidad (3.4): 
𝝀 = 𝑬(𝒌)/𝑻                                                                      ( 3.4 ) 
                                            
15 0(𝛥𝑡) implica que otros términos son de orden mayor en 𝛥𝑡 y que se aproximan a cero más rápidamente que 𝛥𝑡 conforme 𝛥𝑡  0. 
16 Márkov: matemático ruso conocido por sus trabajos en la teoría de los números y la teoría de probabilidades. 
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De la ecuación (3.1). Este representa entonces la tasa promedio de llegadas de 
Poisson. De la ecuación (3.2) y ecuación (3.3) se desprende que la desviación estándar 
𝜎𝑘 de la distribucion, normalizada al valor promedio 𝐸(𝑘), tiende a cero conforme 𝜆𝑇 
aumenta: 𝜎𝑘/𝐸(𝑘)  =  1/√𝜆𝑇 . Esto implica que para valores grandes de 𝜆𝑇, la 
distribución se encuentra concentrada alrededor de valores muy cercanos al valor 
promedio 𝜆𝑇. De esta forma, si se mide el numero (aleatorio) de llegadas 𝑛 en un 
intervalo 𝑇 grande ("grande" implica 𝜆𝑇 >> 1, o 𝑇 >> 1/ 𝜆. 𝑛/𝑇 sería una buena 
estimación de 𝜆. Nótese también que 𝜌(0) =  𝑒−𝜆𝑇. Conforme 𝜆𝑇 aumenta y la 
distribución alcanza valores de alrededor de 𝐸(𝑘)  =  𝜆𝑇, la probabilidad de no llegadas 
en el intervalo T se aproxima exponencialmente a cero con 𝑇.  
 
 
Figura 23: Derivación de la distribución de Poisson. 
 
La distribución de Poisson de la ecuación 3.1, se deriva sin dificultad usando los tres 
enunciados del proceso de Poisson. Con referencia a la Figura 23, considérese una 
secuencia de 𝑚 pequeños intervalos, cada uno de longitud 𝛥𝑡. Sea 𝜌 =  𝜆 𝛥𝑡 la 
probabilidad de un evento (llegada) en cualquier intervalo 𝛥𝑡, mientras que la 
probabilidad de 0 eventos es 𝑞 =  1 −  𝜆 𝛥𝑡. Usando el enunciado de independencia, 
parece entonces que la probabilidad de 𝑘 eventos (llegadas) en el intervalo 𝑇 =  𝑚 𝛥𝑡 
está dada por la distribución binomial  (3.5) 
𝒑(𝒌) = (𝒎
𝒌
)𝒑𝒌𝒒𝒎−𝒌                                                                ( 3.5 ) 
con    
(𝒎
𝒌
) ≡ 𝒎!/(𝒎 − 𝒌)! 𝒌!                                                             ( 3.6 ) 




(𝟏 + 𝒂𝒕)𝒌/𝒕 = 𝒆𝒂𝒌                                                            ( 3.7 ) 
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 y calculando los términos factoriales mediante la aproximación de Stirling, se encuentra 
la ecuación 3.1. 
Ahora considérese un intervalo grande de tiempo, y señálense los intervalos en los que 
ocurre un evento (llegada) de Poisson. Se obtiene una secuencia aleatoria de puntos 
como la mostrada en la Figura 24. El tiempo entre las llegadas sucesivas se representa 
con el símbolo 𝜏. Es evidente que 𝜏 es una variable aleatoria positiva con distribución 
continua. En la estadística de Poisson, 𝜏 es una variable aleatoria con distribución 
exponencial; es decir, su función de densidad de probabilidad 𝑓𝜏(𝜏) esta dada por (3.8) 
𝒇𝝉(𝝉) = 𝝀𝒆
−𝝀𝝉      𝝉 ≥ 𝟎                                                   ( 3.8 ) 
Esta distribución exponencial entre llegadas se esboza en la Figura 25. En procesos de 
llegada de Poisson, el tiempo entre llegadas es más bien pequeño, y la probabilidad 
entre dos eventos (llegadas) sucesivos disminuye en forma exponencial con el tiempo 𝜏. 
Después de un cálculo simple se ve que el valor medio 𝐸(𝜏) de esta distribución 







𝑬(𝝉) = ∫ 𝝉𝒇𝝉(𝝉)𝒅𝝉
∞
𝟎
= 𝟏/𝝀                                                 ( 3.9 ) 
 
 
Figura 24: Llegadas de Poisson 
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Figura 25: Distribución exponencial entre llegadas 
 
Mientras que la varianza está dada por (3.10) 
𝝈𝝉
𝟐 = 𝟏/𝝀𝟐                                                       ( 3.10 ) 
El tiempo promedio entre llegadas resulta el esperado, ya que si la tasa de llegadas es 
𝜆, el tiempo entre ellas debería ser 1/ 𝜆.  
El hecho de que la estadística del proceso de llegada de Poisson dé lugar a una 
distribución exponencial entre llegadas se deduce con facilidad de la distribución  de  
Poisson de la ecuación ( 3.1). 
 
Figura 26: Derivación de la distribución exponencial 
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Considérese el diagrama de tiempo de la Figura 26. Como se muestra. Sea 𝜏 la variable 
aleatoria que representa el tiempo transcurrido desde un origen arbitrario hasta el 
tiempo de la primera llegada. Tómese cualquier valor 𝑥. No ocurren llegadas en el 
intervalo (0, 𝑥) si, y solo si, 𝜏 >  𝑥. La probabilidad de que 𝜏 >  𝑥 es exactamente la 
probabilidad de que no ocurran llegadas en (0, 𝑥); es decir,   
𝑃(𝜏 > 𝑥) = 𝑝𝑟𝑜𝑏. (𝑛𝑢𝑚𝑒𝑟𝑜 𝑑𝑒 𝑙𝑙𝑒𝑔𝑎𝑑𝑎𝑠 𝑒𝑛 (0, 𝑥) = 0) 
𝑷(𝝉 > 𝒙) = 𝒆−𝝀𝒙                                                  ( 3.11 ) 
De la ecuación (3.1). Entonces la probabilidad de que 𝜏 > 𝑥 es  
𝑷(𝝉 ≤ 𝒙) = 𝟏 − 𝒆−𝝀𝒙                                              ( 3.12 ) 
que es justamente la distribución acumulativa de probabilidad 𝑓𝜏(𝑥) de la variable 
aleatotia 𝜏. Por tanto, se tiene 
𝒇𝝉(𝒙) = 𝟏 − 𝒆
−𝝀𝒙                                               ( 3.13 ) 
de donde se sigue la función de densidad de probabilidad 𝑓𝜏(𝑥) = 𝑑𝑓𝜏(𝑥) 𝑑𝑥⁄ = 𝜆𝑒
−𝜆𝑥.  
 
3.6 ARQUITECTURAS POR NIVELES EN REDES DE DATOS   
Por lo general se distinguen dos modos de transmisión: el modo orientado a conexión o 
de circuito virtual, en el cual los paquetes están restringidos a seguirse uno al otro en 
orden, llegando en secuencia al destino; y el modo sin conexión o de datagrama, en el 
cual los paquetes pueden llegar en desorden. En el caso del circuito virtual, primero se 
debe establecer una conexión entre la fuente y el destino antes de que pueda comenzar 
la comunicación. De cualquier manera, como ya se ha hecho notar, los paquetes 
comparten áreas de almacenamiento y medios de transmisión con paquetes de otros 
usuarios mientras atraviesan la red. La conmutación de paquetes y la conmutación de 
circuitos se refieren a tecnologías que se usan para transferir datos de un extremo al 
otro de la red. Sin embargo, hay dos aspectos en el proceso de comunicación de datos. 
Siempre existe la necesidad de transmitir datos de un extremo al otro de la red de una 
manera oportuna y rentable. Además, al llegar al usuario final los datos deben estar 
correctos y reconocibles para ese usuario en un sentido sintáctico y semántico. Este no 
es  un problema tecnológico en el caso de la comunicación de voz, cuando son 
personas las que están en los extremos de la red y conversan en tiempo real. 
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En el caso de la transmisión de datos, sin embargo, es fundamental alcanzar una 
comunicación reconocible. Un compilador de Fortran que interactúa con una terminal 
debe estar dirigido de una manera especificada. Una impresora debe recibir datos en 
una forma prescrita. Una aplicación que involucra la transferencia de archivos entre dos 
computadores posibles diferentes requiere que los mandatos y las cadenas de 
caracteres de control en cada extremo se especifiquen de modo preciso. Todos los 
usuarios finales, que participan en un intercambio de información, deben establecer y 
acordar protocolos específicos, en particular antes de que pueda comenzar la 
comunicación.  
A fin de atender estos dos problemas de comunicación independientes —uno que 
implica el transporte oportuno y correcto de los datos a través de la red, y el otro,  la 
entrega de los datos a un usuario final de una manera reconocible— se han establecido 
arquitecturas de comunicación por niveles (o capas). Este concepto, se representa en la 
Figura 27. Se distinguen dos grupos de niveles, el conjunto de niveles bajos y el de 
niveles más altos. La Figura 27(a) indica que los más bajos, los niveles de red, son 
usados por los nodos de la red para dirigir los datos de un usuario final (mostrado como 
un computador central) a otro. Los niveles más altos mostrados se encargan de 
proporcionar los datos a los usuarios finales de manera que éstos puedan reconocerlos 
y usarlos. Estos niveles más altos residen en los computadores. En el ejemplo de la 
Figura 27(a) los computadores centrales que están fuera de la red propiamente dicha 
contienen ambos niveles, los más altos y los más bajos (de red). En algunas redes, 
computadores centrales sólo contienen los niveles más altos; los niveles de red 
únicamente aparecen en los nodos de la red. En algunos casos los nodos de 
comunicación a los que se muestran conectados los computadores centrales son en 
realidad parte de éstos.  
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Figura 27: (a) Subdivisión de capas (b) Arquitectura OSI de siete capas. 
 
La Figura 27(b) incluye un ejemplo especifico de arquitectura de comunicaciones por 
niveles, el Modelo de Referencia para la Interconexión de Sistemas Abiertos (OSI, 
Reference Model for Open Systems Interconnection), aprobado en 1983 como estándar 
internacional por la Organización Internacional do Estándares (ISO). Las tres capas 
inferiores de esta arquitectura proporcionan la capacidad de interconexión en red, 
mientras que las cuatro superiores llevan a cabo, en cada extremo, el procesamiento 
que se requiere para presentar los datos al usuario final de una manera apropiada y 
reconocible. (El trabajo de establecer el Modelo de Referencia comenzó en 1978 bajo 
los auspicios de ISO, mas tarde CCITT acordó, en su interés por una verdadera 
estandarización internacional, apoyar también este esfuerzo. Ambas organizaciones 
han cooperado en la preparación de recomendaciones y estándares internacionales de 
comunicación entre computadores.)  
El ejemplo abstracto de la Figura 27(b) muestra información que avanza hacia abajo 
desde el nivel más alto de aplicación hasta el nivel de red en el punto de entrada de 
ella. Esta es la capa que maneja el encaminamiento a través de la red. Para llevar a 
cabo tal función, requiere de los servicios del nivel inferior de enlace de datos, que 
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asegura la transmisión correcta, sin errores, de un paquete sobre el siguiente enlace 
seleccionado como parte del camino a través de una red. En el ejemplo de la Figura 
27(b) se muestra un nodo intermedio conectado entre la fuente y el destino. En la 
práctica puede haber otros nodos intermedios más. El paquete que llega sobre el medio 
físico que conecta el nodo fuente con el nodo intermedio se dirige hacia el nivel de red 
del nodo que determina la siguiente porción de la trayectoria en el camino a través de la 
red. (Recuérdese que este "nodo intermedio” podría ser una red, o una serie de redes, 
en situaciones más complejas que involucren interconexión de redes.)  
La separación en dos tareas básicas de guiar los datos a través de la red y luego 
procesarlos para la entrega final al usuario, con posteriores subdivisiones dentro de los 
siete niveles de la arquitectura mostrados, permite una gran variedad de enfoques para 
usarse en el trabajo con redes, a la vez que se mantiene la capacidad deseada de que 
dos (o más) usuarios finales se comuniquen "abiertamente" entre sí.  
 
3.7 ARQUITECTURA Y PROTOCOLOS ESTÁNDAR DE 0SI 
Ya se ha mencionado que los cuatro niveles superiores, que normalmente operan en 
los computadores centrales (anfitriones) u otros sistemas inteligentes cuya 
comunicación se desea, manejan funciones implicadas en asegurar que la información 
(datos) que se intercambia entre las dos partes se entregue de una forma correcta y 
entendible. Al nivel de aplicación le concierne Ia semántica de la información que se 
intercambia, mientras que el nivel de presentación maneja la sintaxis. Los niveles de 
sesión y de transporte proporcionan los medios para establecer y deshacer una 
conexión entre las dos partes, para asegurar la entrega en orden de los datos una vez 
que la conexión se ha establecido, para distinguir entre datos normales o expeditos si 
se desea, para detectar errores y repetir parte de los mensajes si fuese necesario, así 
como otras funciones descritas en esta sección. El nivel de transporte es el que 
normalmente hace la interfaz con la red o redes por las que debe pasar la información 
del usuario. Los niveles de red más bajos se tienen que diseñar para hacer que la 
"conexión" entre los niveles de transporte en ambos extremos de la trayectoria parezca 
transparente.  
Se comienza con el nivel de aplicación, el más alto en la jerarquía de siete niveles. 
Este es el nivel que asegura que los dos procesos de aplicación, que cooperan para 
llevar a cabo el procesamiento de información deseado en ambos lados de la red, se 
entiendan entre sí. Este nivel es el responsable de la semántica de la información que 
se intercambia entre los procesos de aplicación. (Esto contrasta con el nivel de 
presentación debajo de él, al que le concierne la representación o sintaxis de la 
información que se intercambia.) 
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Cada nivel del Modelo de Referencia OSI ofrece un servicio al nivel que está arriba de 
él. Hacia abajo del nivel de aplicación, el nivel de presentación es el que aísla los 
procesos de aplicación en el nivel de aplicación de las diferencias en la representación 
y la sintaxis de los datos transmitidos.    
 
 
Figura 28: Servicios de terminal virtual de la capa de aplicación OSI. 
 
El nivel de presentación brinda un medio a las entidades de aplicación que desean 
comunicarse, a fin de intercambiar información acerca de la sintaxis de los datos 
transmitidos entre estas entidades.  Esto puede ser en forma de nombres si los dos 
sistemas que se comunican conocen la sintaxis por usar o una descripción de dicha 
sintaxis si una de las partes no tiene ese conocimiento. En aquellos puntos donde 
difiere la sintaxis de información enviada de la que utiliza el sistema receptor, el nivel de 
presentación de proporcionar la correspondencia apropiada. Además de administrar la 
sintaxis entre los sistemas, el nivel de presentación debe iniciar y terminar una 
conexión, administrar los estados del nivel y manejar los errores. 
 La relación de las dos capas, el nivel de aplicación y el nivel de presentación, se 
muestra esquemáticamente en la Figura 29. Nótese que la figura indica la división del 
nivel de aplicación en las dos partes ya mencionadas: los servicios comunes a todas las 
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aplicaciones (establecer y terminar una asociación entre procesos de aplicación, por 
ejemplo) y aquellas genéricas a una aplicación específicas.  
 
 
Figura 29: Estructura de las capas de aplicación y presentación OSI  
 
La siguiente capa hacia abajo en el modelo OSI es el nivel de sesión. Este nivel da los 
servicios apropiados al nivel de presentación que se encuentran arriba. En esencia 
administra y controla el diálogo entre los  usuarios del servicio, las entidades de 
presentación (y, por supuesto, la capa superior de aplicación). Primero debe 
establecerse  la conexión de una sesión entre los usuarios, y negociarse los parámetros 
de la conexión entre uno o más intercambios de control de información. El diálogo entre 
los usuarios del servicio de sesión, las entidades de presentación (y las entidades de 
aplicación por arriba de ellos), puede consistir en el intercambio de datos normales o 
expeditos. Puede ser dúplex, es decir, simultáneo en dos sentidos, con cualquier 
usuario transmitiendo a voluntad, o semiduplex, con un solo usuario transmitiendo a la 
vez. En este último caso se usa una señal de datos para transferir el control de la 
transmisión de datos de un usuario a otro. 
En resumen, el nivel de sesión permite a los usuarios llevar un diálogo ordenadamente, 
repitiendo secciones que se consideran con error y permitiendo a los usuarios 
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interrumpir el diálogo y continuar en cualquier momento posterior, intercambiando el 
control del dialogo entre dos entidades si se desea. 
Al descender al nivel de transporte, es evidente que este proporciona servicios para el 
nivel de sesión. El propósito del nivel de transporte es proteger al nivel de sesión de los 
mecanismos de la red en que se basa. Los servicios que brinda a las entidades 
superiores del nivel de sesión son los de un mecanismo de transferencia de datos 
confiable y transparente. Esto se expresa en términos de requerimientos de calidad de 
servicio. 
 La calidad de servicio se mide en términos de rendimiento (cantidad de octetos de 
unidades de datos de nivel de transporte transmitidos por unidad de tiempo), retardo del 
tránsito, tasa de error residual (razón de datos impropios o perdidos entre el total de 
datos transmitidos), y probabilidad de falla de transferencia, todo ello durante la 
transmisión.  
El nivel de red ofrece el servicio de comunicaciones real para el nivel de transpone por 
encima de él. Por tanto, el nivel de transporte está protegido de los detalles de las redes 
de comunicación que se usan para la transmisión de datos y pueden ofrecer a los 
usuarios finales el canal transparente necesario. (Aunque el nivel de transporte esta 
protegido por el nivel de red debajo de él, la calidad de servicio que puede ofrecer al 
usuario obviamente depende en gran medida de las redes que se usen. No hay manera 
de que el nivel de transporte se sobreponga a los retardos introducidos por una red de 
transporte mediante retardos relativamente grandes). Por lo general, el nivel de red 
multiplexa a varios usuarios, proporciona alguna forma de control de errores y, bajo un 
tipo de servicio orientado a conexión, garantiza la entrega secuencial de los paquetes 
de datos.  
Debajo del nivel de red aparece, por supuesto, el nivel de enlace de datos. Como su 
nombre lo indica, el propósito de esta capa es dar un servicio al nivel de enlace para el 
nivel de red. El servicio garantiza la transmisión libre de errores y secuencial de 
unidades de datos sobre un enlace en una red. Para realizarlo, las unidades de datos 
llevan campos de sincronización, de número secuencial y de detección de errores, 
además de otros campos de control, y datos. (Los datos que se transportan suelen ser 
los paquetes que se entregan de extremo a extremo en una red).  
En la capa física las tramas precedentes de la capa de enlace de datos se convierten 
en una secuencia única de bits que puede trasmitirse por el entorno físico de la red, La 
capa física también determina los aspectos físicos sobre la forma en que el cableado 
está enganchado a la NIC (network interface card) del computador.  
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Capitulo 4 
4. ANALISIS DE DATOS 
 
En la actualidad las redes de datos se han convertido en pieza fundamental en 
cualquier organización, y esta es la justificación principal del desarrollo del presente 
proyecto, ya que todas estas redes en algún momento se enfrentan a perdidas en el 
rendimiento por factores tanto internos como externos. También es de total 
conocimiento para cualquier administrador de red que no es fácil detectar estos 
problemas, pues en muchas ocasiones no es claro cuáles son los pasos a seguir y que 
herramientas utilizar, perdiendo mucho tiempo y dinero en personal externo calificado  
para realizar dicha labor y poder tener claras las causas del mal desempeño de la red. 
 
El origen de la pérdida del rendimiento en una red de datos puede deberse a conflictos 
en direccionamiento IP, tormentas de broadcast17, spanning-tree18, flooding19, enlaces 
redundantes, ataques hechos por terceros que intenten vulnerar la seguridad en algún 
servidor usando ataques DoS(Denegación de Servicio), capturar tráfico con un 
envenenamiento ARP20 ó infectar equipos para incluirlos en una red zombie21. 
 
Tener muy claro el origen del problema de desempeño de la red es la clave para 
solucionar el problema de raíz y tomar las medidas necesarias para que no ocurra en 
futuras ocasiones, en este punto es donde se recurre a herramientas analizadoras de 
tráfico para detectar, analizar y tomar decisiones de cuál es la mejor forma de corregir el 
problema y eliminar las amenazas de red. Para estos procedimientos existen algunas 
herramientas en el mercado tipo appliance, como los Fortianalizer de fortinet, MARS 
(Monitoring, Analysis and Response System) de Cisco entre otros, pero con el gran 
inconveniente que estas máquinas son costosas y muchas empresas no justifican el 
gasto ya que el retorno de inversión no es muy perceptible. 
 
También existen otras herramientas de software libre y de pago en el mercado entre las 
cuales se encuentran: 
 
 PRTG Network Monitor: Herramienta que mide el tráfico de red y proporciona 
resultados detallados en tablas y gráficos. Así se puede verificar el ancho de banda 
                                            
17 Tormenta de broadcast: Evento de red no deseado en el que varios broadcasts se envían simultáneamente a todos los 
segmentos de la red. 
18 Spanning-tree: Presencia de bucles infinitos en topologías de red debido a la existencia de enlaces redundantes 
19 Flooding: consiste en enviar mucha información en poco tiempo a un equipo de red para intentar saturarlo. 
20 Envenenamiento ARP: Es una técnica usada por atacantes en redes internas cuyo fin es obtener el tráfico de red circundante, 
aunque no esté destinado al sistema del propio intruso. 
21 Red zombie: Es la denominación que se asigna grupos de computadores que tras haber sido infectados por algún tipo de virus, 
pueden ser usadas por una tercera persona para ejecutar actividades hostiles. 
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y analizar su uso basado en varios parámetros, como, por ejemplo, direcciones IP, 
número de puerto, protocolos, etc. 
 
 Spiceworks 5.1 : Es una potente utilidad que posee varias herramientas de 
monitoreo y cuenta con una interfaz web personalizable. Cada herramienta, está 
acompañada por un vídeo explicativo. El monitoreo de spiceworks comienza con un 
escaneo general en busca de dispositivos conectados a la red, programas 
instalados y otros elementos. A partir de ahí, cualquier cambio en la red será 
plasmado en una línea temporal de cambios. 
 
 IP Sniffer: Es un analizador de protocolos que permite hacer un seguimiento 
exhaustivo del tráfico de red. Soporta reglas de filtrado, selección de adaptador de 
red, decodificación de paquetes, descripción avanzada del protocolo analizado y 
otras opciones. Proporciona además información detallada del paquete 
seleccionado, y cuenta con otras funciones extra como estadísticas de paquetes de 
entrada y salida, monitorización del tráfico de una IP y funciones como traceroute, 
ping, escáner de puertos y otros. 
 
 SwitchSniffer: Es un programa que permite monitorizar y controlar las 
comunicaciones realizadas en la red local. A nivel de monitorización es posible 
detectar cuántos usuarios hay conectados, el tráfico que genera cada uno, el tipo de 
diálogos realizados, qué direcciones IP están visitando, entre otras posibilidades. 
 
 CommView: Es una utilidad de monitorización del estado de la red, capturando y 
analizando los paquetes de transmisión de cualquier red Ethernet. Se puede ver 
una lista de las conexiones, estadísticas vitales de IP, y examinar los paquetes 
individuales. Los paquetes de transmisión se decodifican al máximo con un 
completo análisis de los principales protocolos de IP: TCP, UDP, e ICMP. 
 
 NetworkMiner: es un analizador pasivo de tráfico de red, como Wireshark puede 
capturar tráfico, pero su enfoque y su mayor potencial no es tanto la captura sino 
más bien al análisis, específicamente al análisis forense del tráfico de red. 
 
Estas herramientas para análisis de tráfico de redes son muy completas y de gran 
utilidad para los administradores de red, pero en muchas ocasiones no son utilizadas ó 
son desconocidas. A está lista de aplicaciones hace falta referenciarle una de las 
herramientas más importantes y útiles a nivel de tráfico de red como lo es  wireshark, 
esta herramienta es la que se utilizará en este estudio de tráfico ya que es muy potente, 
cuenta con muchas aplicaciones y es software libre. 
 
 Wireshark, antes conocido como Ethereal, es un analizador de protocolos utilizado 
para realizar análisis y solucionar problemas en redes de comunicaciones, para 
desarrollo de software y protocolos, y como una herramienta didáctica para 
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educación. Cuenta con todas las características estándar de un analizador de 
protocolos. Implementa una amplia gama de filtros que facilitan la definición de 
criterios de búsqueda para los más de 1100 protocolos soportados actualmente y 
todo ello por medio de una interfaz sencilla e intuitiva que permite desglosar por 
capas cada uno de los paquetes capturados. Gracias a que Wireshark “entiende” la 
estructura de los protocolos, se pueden visualizar los campos de cada una de las 
cabeceras y capas que componen los paquetes monitorizados, proporcionando un 
gran abanico de posibilidades al administrador de redes a la hora de abordar ciertas 
tareas en el análisis de tráfico. 
 
La funcionalidad que provee es similar a la de TCPDUMP, pero añade una interfaz 
gráfica y muchas opciones de organización y filtrado de información. Así, permite 
ver todo el tráfico que pasa a través de una red (usualmente una red Ethernet, 
aunque es compatible con algunas otras) estableciendo la configuración en modo 
promiscuo. También incluye una versión basada en texto llamada tshark. Pueden 
existir situaciones en las que Wireshark no sea capaz de interpretar ciertos 
protocolos debido a la falta de documentación o estandarización de los mismos, en 
cuyo caso la ingeniería inversa será la mejor forma de abordar la situación. 
 
Wireshark permite examinar datos de una red activa o de un archivo de captura 
guardado en disco. Se puede analizar la información capturada, a través de los 
detalles y sumarios por cada paquete. Wireshark incluye un completo lenguaje para 
filtrar lo que queremos ver y la habilidad de mostrar el flujo reconstruido de una 
sesión de TCP. Es software libre, y se ejecuta sobre la mayoría de sistemas 
operativos Unix y compatibles, incluyendo Linux, Solaris, FreeBSD, NetBSD, 
OpenBSD, y Mac OS X, así como en Microsoft Windows. 
 
Para capturar paquetes directamente de la interfaz de red, generalmente se 
necesitan permisos de ejecución especiales. Es por esta razón que Wireshark debe 
ser ejecutado como administrador. Tomando en cuenta la gran cantidad de 
analizadores de protocolo que posee, los cuales son ejecutados cuando un paquete 
llega a la interfaz, el riesgo de un error en el código del analizador podría poner en 
riesgo la seguridad del sistema (como por ejemplo permitir la ejecución de código 
externo). Por ésta razón el equipo de desarrolladores de OpenBSD decidió quitar 
Ethereal antes del lanzamiento de la versión 3.6.1 
 
4.1 CAPTURA DE DATOS 
 
El primer paso para poder auditar la red será definir el sitio y la estructura de la red de 
donde se analizará el tráfico. En la Figura 30 se muestra el escenario habitual que se 
encontrará en las instituciones educativas.  
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Figura 30: Estructura de la red auditada 
 
Generalmente es una red básica, cada sala de computo cuenta con un swtich22, un 
acceso a Internet independiente y en algunos casos un servidor ENDIAN23. Idealmente 
se debe implementar Wireshark en el servidor proxy de la red, pero en algunas 
ocasiones no se cuenta con este equipo,  por lo que se puede implementar en cualquier 
equipo de la red local LAN. 
 
Inicialmente se conecta el equipo que tiene instalado el Wireshark a uno de los puertos 
del switche y se le configuran todas las propiedades de la red LAN, de llegar a 
encontrar VLANs configuradas en el switch se debe ingresar a la adminsitracion del 
switch y configurar la opción de port mirroring, que permite duplicar el tráfico que 
transcurre por uno o varios puertos del switch y replicarlo al puerto o los puertos que se 
requieran, asi tendremos el tráfico de toda la red. 
 
                                            
22 Dispositivo de red que interconecta varios computadores ya sea de igual ó distintas subredes. 
23 Servidor ENDIAN: Son firewall basados en Linux, los cuales realizan el control a nivel local. 
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En la Figura 31 se muestra una breve descripción de la interfaz de Wireshark la cual 
consta de 4 zonas principales. 
 
Figura 31: Interfaz grafica Wireshark 
 
 
Zona 1 es el área de definición de filtros y permite definir patrones de búsqueda para 
visualizar aquellos paquetes o protocolos que sean de interés. 
 
Zona 2  es donde se visualizan todos los paquetes que están siendo capturados en 
tiempo real, es importante conocer e interpretar bien este campo (tipo de protocolo, 
números de secuencia, flags, marcas de tiempo, puertos, etc.) ya que  esto puede 
ayudar a identificar el problema más fácilmente 
 
Zona 3 permite desglosar por capas cada una de las cabeceras de los paquetes que se 
seleccionen en la zona 2 y permitirá identificar cada uno de los campos del paquete y 
verificar el contenido 
 
Zona 4 muestra el paquete en formato hexadecimal, tal y como fue capturado por la 
tarjeta de red. 
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4.2 ANALISIS DE TRÁFICO EN LAS INSTITUCIONES EDUCATIVAS 
 
Inicialmente se realiza el análisis de desempeño de la red en cada institución educativa, 
este análisis ayuda a determinar la mejor operación del sistema y qué mejoras deben 
realizarse. Para llevar a cabo un análisis de desempeño existen tres tipos de 
aproximaciones básicas; el moldeamiento teórico el cual se mencionó en el capítulo 3, 
las mediciones que se realizan con el software Wireshark y la toma de decisiones. Si se 
tienen estos tres pasos básicos se logrará un panorama más amplio para decidir cuál es 
la forma más optima de solucionar cualquier tipo de problema en la red. En algunos 
casos las redes LAN empiezan a tener dificultades de rendimiento debido al incremento 
de usuarios en la misma y por lo tanto también aumenta el número de conexiones que 
deben ser gestionadas por los dispositivos de red.  
 
Este incremento de dificultades en la red también puede verse afectado por usuarios 
antiguos que empiezan a conocer más la red y hacen un mayor uso del recurso, las 
aplicaciones utilizadas en la red siempre tienden a aumentar en toda organización, los 
dominios de colisión no son correctamente delimitados o una combinación de los 




4.2.1 Institución educativa Augusto Zuluaga 
 
 
Para realizar el primer estudio de tráfico se visita la institución educativa Augusto 
Zuluaga, ubicada en la calle 34 con carrera 3ra bis. Esta institución educativa cuenta 
con 2 salas de cómputo cada una con 30 computadores aproximadamente, pero solo se 
realizará la toma de datos en una de ellas. El objetivo principal es realizar un estudio de 
tráfico para verificar el buen desempeño de la red, iniciando con la captura de datos 
durante un tiempo definido y posteriormente realizar los análisis de la información a 
nivel de protocolos y paquetes IP capturados. Luego de identificar las posibles 
vulnerabilidades de la red, proceder con la toma de decisiones para eliminar dichas 
vulnerabilidades y por último revisar cual sería el óptimo ancho de banda del tráfico a 
Internet que la secretaría de educación podría asignarle a esta institución. 
 
La captura de datos se realiza durante un periodo de dos horas, a continuación se 
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4.2.1.1 ARP spoof 
 
 
Como se mencionó en la sección 3.3.5, el protocolo ARP tiene un papel clave, ya que 
permite que se conozca la dirección física de una tarjeta de interfaz de red 
correspondiente a una dirección IP. Por eso se llama Protocolo de Resolución de 
Dirección ARP (Address Resolution Protocol). Para que las direcciones físicas se 
puedan conectar con las direcciones lógicas, el protocolo ARP interroga a los equipos 
de la red para averiguar sus direcciones físicas y luego crea una tabla de búsqueda 






Figura 32: Tráfico ARP en la i.e. Augusto Zuluaga. 
 
 
En la Figura 32 se muestra el tráfico correspondiente al protocolo ARP que se detectó 
en la red, inicialmente se observan picos de tráfico que alcanzan los 20KBytes pero 
esto es normal debido a que los equipos de la sala se encuentran iniciando sesión, y 
debido a esto, todos están enviando peticiones ARP a la dirección de broadcast. 
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Ahora se analiza la información que se tiene en la zona 2 del panel principal del 








Figura 34: Primer paquete ARP capturado en la i.e. Augusto Zuluaga. 
 
 
En la Figura 34 se analiza el primer paquete recibido, se observa que hay 7 columnas 
que son: 
 
 No.: El número de trama capturada desde que se inicio la captura de datos. 
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 Time: este es el contador de tiempo de llegada del paquete desde que se inició la 
captura. 
 Destination: El host destino. 
 Protocol: El protocolo del paquete. 
 Length: tamaño del paquete en bytes. 
 Info: La descripción del paquete. 
 
En el paquete número 1, se observa que la trama se recibe a los 0.0 segundos, la 
fuente es el equipo llamado Hewlettp_2b:48:64. En la Columna destino se tiene que el 
destino de la trama es la dirección del Broadcast, lo que indica que la trama fue enviada 
a todos los equipos de la subred pidiendo alguna información. En la información de la 
trama viene el requerimiento que trae el paquete, se observa que: 
 
Who has 172.50.223.1? : pregunta “quien es la dirección IP 172.50.223.1” 
 
Tell 172.50.223.10  esta es la dirección IP desde la cual se hizo el requerimiento. 
 
La información detallada del paquete se muestra en la zona 3 del panel principal de 
Wireshark. En zona 4 se muestra la trama en formato hexadecimal, tal y como es 
recibida por la tarjeta de red. En la Figura 35 se muestran algunas partes importantes 
de la información del paquete, como se ven en formato hexadecimal y en qué lugar del 
paquete está ubicada la información. En la parte superior de la Figura 35 se muestra la 
información del paquete y en la parte inferior se muestra la ubicación en el paquete 
referenciado con líneas de idéntico color. 
 
En el paquete número dos de la Figura 34, se tiene una respuesta desde el Gateway 
que en este caso es un equipo NETGEAR, el equipo destino es el identificado como 
Hewlettp_2b:48:64, que hizo la petición de ARP y en la Columba info se muestra la 
respuesta a la petición anterior, que es la dirección MAC del equipo con dirección IP 
172.50.223.1 que en este caso es el router NETGEAR. 
 
En ocasiones se podrían detectar ataques de ARP con software como el ARP SPOOF, 
que además de servir como método de captura en ciertos escenarios, el ARP SPOOF 
es comúnmente utilizado por atacantes para interponerse entre una o varias máquinas 
con el fin de interceptar, modificar o capturar paquetes. Esta técnica, bastante intrusiva, 
puede ser detectada rápidamente con el Wireshark donde podríamos observar 
rápidamente que algo sospechoso está ocurriendo si hay una gran cantidad de tráfico 
ARP que se esté recibiendo.  
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Figura 35: Información contenida en el paquete ARP capturado. 
 
 
4.2.1.2 Port Flooding  
 
Realizando un filtro de datos se puede obtener solo el tráfico correspondiente al 
protocolo TCP y hacer un análisis detallado los paquetes recibidos por este tipo de  
protocolo. Como se observa en la Figura 36 cuando filtramos el tráfico por protocolo 
TCP la captura de datos nos arroja peticiones de conexiones TCP al igual que las 
respectivas respuestas desde el servidor. 
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Figura 36: Filtro de trafico TCP en la i.e. Augusto Zuluaga. 
 
 
ACK: Si este indicador está fijado en 1, el paquete es un acuse de recibo. 
RST: Si este indicador está fijado en 1, se restablece la conexión. 
SYN: El indicador SYN de TCP indica un pedido para establecer una conexión.  
FIN: Si este indicador está fijado en 1, se interrumpe la conexión. 
 
Con el uso del protocolo TCP, las aplicaciones pueden comunicarse en forma segura 
(gracias al sistema de acuse de recibo del protocolo TCP) independientemente de las 
capas inferiores.  
Considerando que este proceso de comunicación, que se produce con la transmisión y 
el acuse de recibo de datos, se basa en un número de secuencia, las máquinas 
originadora y receptora (cliente y servidor) deben conocer el número de secuencia 
inicial de la otra máquina.  
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La conexión establecida entre las dos aplicaciones a menudo se realiza siguiendo el 
siguiente esquema:  
 Los puertos TCP deben estar abiertos. 
 La aplicación en el servidor es pasiva, es decir, que la aplicación escucha y espera 
una conexión. 
 La aplicación del cliente realiza un pedido de conexión al servidor en el lugar donde 
la aplicación es abierta pasiva. La aplicación del cliente se considera "abierta activa". 
Las dos máquinas deben sincronizar sus secuencias usando un mecanismo 
comúnmente llamado negociación en tres pasos que también se encuentra durante el 
cierre de la sesión.  
Este diálogo posibilita el inicio de la comunicación porque se realiza en tres etapas, 
como su nombre lo indica:  
 En la primera etapa, la máquina originadora (el cliente) transmite un segmento donde 
el indicador SYN está fijado en 1 como se observa en la Figura 37 (para indicar que 
es un segmento de sincronización), con número de secuencia N llamado número de 
secuencia inicial del cliente. 
 
Figura 37: Indicador Syn fijado a 1, i.e. Augusto Zuluaga. 
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 En la segunda etapa, la máquina receptora (el servidor) recibe el segmento inicial 
que viene del cliente y luego le envía un acuse de recibo, que es un segmento en el 
que el indicador ACK está fijado en 1 y el indicador SYN está fijado en 1 como se 
muestra en la Figura 38 (porque es nuevamente una sincronización). Este segmento 
incluye el número de secuencia de esta máquina (el servidor), que es el número de 
secuencia inicial para el cliente. El campo más importante en este segmento es el de 
acuse de recibo que contiene el número de secuencia inicial del cliente incrementado 
en 1. 
 
Figura 38: Indicador Syn y ACK fijados a 1, i.e. Augusto Zuluaga 
 
 Por último, el cliente transmite un acuse de recibo como se observa en la Figura 
39, que es un segmento en el que el indicador ACK está fijado en 1 y el indicador 
SYN está fijado en 0 (ya no es un segmento de sincronización). Su número de 
secuencia está incrementado y el acuse de recibo representa el número de 
secuencia inicial del servidor incrementado en 1. 
Después de esta secuencia con tres intercambios como se muestra en la Figura 40, 
las dos máquinas están sincronizadas y la comunicación puede comenzar.  
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Figura 39: Acuse de recibido, i.e. Augusto Zuluaga. 
 
 
Figura 40: Establecimiento de una sesión TCP 
Existe una técnica de piratería llamada falsificación de IP  (SPOOFING), que permite 
corromper este enlace de aprobación con fines maliciosos. Este método consiste en la 
creación de tramas TCP/IP utilizando direcciones IP falsas, lo que se quiere con esto es 
desde un equipo local simular la identidad de otra máquina de la red para conseguir 
acceso a recursos de un tercer sistema que ha establecido algún tipo de confianza 
basada en el nombre o la dirección IP del host suplantado. Un punto importante de este 
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ataque es que la comunicación falseada entre dos equipos, no es tan inmediato como 
parece y es donde reside la principal dificultad del SPOOFING. 
En un escenario típico de un ataque, se envía una trama SYN a un objetivo indicando 
como dirección origen la de esa tercera máquina que está fuera de servicio y que 
mantiene algún tipo de relación de confianza con la atacada. El host objetivo responde 
con un SYN+ACK a la tercera máquina, para este punto la tercera máquina debe estar 
fuera de servicio (si no se deja fuera de servicio, la conexión se resetearía y el ataque 
no sería posible), y el atacante enviará ahora una trama ACK a su objetivo, también con 
la dirección origen de la tercera máquina. 
Para que la conexión llegue a establecerse, esta última trama deberá enviarse con el 
número de secuencia adecuado; el atacante tendrá que predecir correctamente este 
número: si no lo hace, la trama será descartada), y si lo consigue la conexión se 
establecerá y podrá comenzar a enviar datos a su objetivo, generalmente para tratar de 
insertar una puerta trasera que permita una conexión normal entre las dos máquinas. 
 
 
Figura 41: Petición de fin de conexión TCP 
 
 
Si observamos con detalle el paquete número 3 de la Figura 41, observamos que es 
una petición de fin de conexión desde el host 172.50.223.10 hacia un servidor de la 
pagina “google” por medio del  protocolo TCP y también se observa en el campo “Info” 
que el paquete contiene un [FIN, ACK] con secuencia=1 y el ACK=1. 
 
Muy frecuente mente se encontrará con que el Wireshark provee la siguiente 
información [TCP segment of a reassembled PDU] como en la Figura 42, este mensaje 




Figura 42: Segmento de un paquete reensamblado. 
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Si observamos los detalles del paquete en la Figura 43, nos da la información 




Figura 43: Detalles de un paquete PDU reensamblado 
 
Se observa la información  Reassembled PDU in frame: 1253 y se busca la frame o el 
paquete 1253. 
 
En la  
Figura 44 se observa que el frame 1253 es un paquete reensamblado formado por una 
lista de segmentos, entre ellos el que elegimos al principio. 
 
Esto dice que en el paquete 1253, Wireshark á concatenado una serie de segmentos 
mostrando en él toda la información completa, la cual se puede observar al final en  
[line-based text data: text/html] de la  
Figura 44, observando el código fuente de la pagina web y en la parte inferior la trama 
en formato hexadecimal tal y como llego a la tarjeta de red,  
Figura 45. 
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Figura 45: Contenido de la carga del paquete. 
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4.2.1.3 DoS attacks  
 
Una de las principales características a observar en el análisis del tráfico, es que no se 
tengan ataques de DoS en la red hacia algún servidor externo. Un ataque DoS es un 
ataque a un sistema de computadoras o red que causa que un servicio o recurso sea 
inaccesible a los usuarios legítimos. Normalmente provoca la pérdida de la conectividad 
de la red por el consumo del ancho de banda de la red de la víctima o sobrecarga de los 
recursos computacionales del sistema de la víctima.  
 
El llamado DDoS (siglas en inglés de Distributed Denial of Service, denegación de 
servicio distribuida) es una ampliación del ataque DoS, se efectúa con la instalación de 
varios agentes remotos en muchas computadoras que pueden estar localizadas en 
diferentes puntos. El invasor consigue coordinar esos agentes para así, de forma 
masiva, amplificar el volumen del flood o saturación de información, pudiendo darse 
casos de un ataque de cientos o millares de computadoras dirigido a una máquina o red 
objetivo (13). 
 
En el análisis de los datos capturados se pudo detectar un computador infectado con un 
Spyware, este equipo estaba enviando gran cantidad de paquetes syn a distintos 





Figura 46: Spyware detectado enviando gran cantidad de paquetes SYN 
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Wireshark tiene una herramienta grafica que permite identificar fácilmente este tipo de 




Figura 47: Gráfica de flujos SYN, i.e. Augusto Zuluaga. 
 
 
En este caso tenemos gran cantidad de segmentos TCP con el flag SYN activados 
desde la misma IP en un intervalo muy corto de tiempo, que no reciben respuesta 
alguna por parte de los servidores web.  
 
Esta herramienta facilita en muchas ocasiones seguir el comportamiento de conexiones 
TCP, ya que, como se observa en la Figura 47, describe de forma muy intuitiva 
mediante flechas, el origen y destino de cada paquete, resaltando los flag activos que 
intervienen en cada sentido de la conexión. 
 
Al cambiar la MAC origen de los paquetes syn el servidor envía respuesta pero la 
notificación ACK nunca regresa, esto hace que la pila TCP/IP del servidor tenga que 
esperar por cada conexión un tiempo determinado, durante el cual seguirán llegando 
más paquetes que irán creando nuevas conexiones. Por cada conexión que se intente 
establecer se creará una estructura en memoria denominada TCB (Transmission 
Control Block) que es usada por la pila TCP/IP del sistema operativo para identificar 
cada una de las conexiones (sockets local y remoto, segmento actual, punteros a 
buffers de envío y recepción, etc) y que, con un número muy elevado, pueden acabar 
con los recursos de la máquina produciendo que el equipo deje de contestar más 
 - 93 - 
solicitudes de conexión. Esto no solo genera problemas en el servidor web, también 
retardos en la red LAN al circular tráfico innecesario por ésta e irá disminuyendo el 
rendimiento de la red. 
 
Existen multitud de ataques DDoS como  Direct Attacks, TTL expiry attack, IP 
unreachable attack, ICMP transit attacks, Reflection Attacks, etc. La contención de los 
mismos resulta muy complicada sobre todo cuando se trata de un gran volumen de 
tráfico, por eso lo mejor es pedir ayuda al ISP. 
 
Cuando el ataque DDoS no es extremadamente excesivo, una configuración adecuada 
del sistema operativo y de los servicios afectados puede ayudar en gran parte a 
contrarrestar el ataque.  En un servidor Linux se pueden configurar los siguientes 
parámetros: 
 
 tcp_syncookies: Permite proteger el sistema contra ataques Syn Flood 
 
 ignore_broadcasts: Un tipo de ataque DDoS, son los conocidos ataques Smurf 
donde se envían paquetes ICMP (echo request) a una dirección broadcast con un 
IP origen falsificada. 
 
 rp_filter: Se emplea para comprobar que los paquetes que entran por una interfaz 
son alcanzables por la misma basándose en la dirección origen, permitiendo de 
esta forma detectar IP Spoofing 
 
 
4.2.1.4 Análisis de malware 
 
El malware es un software que tiene como  único fin hacer daño a equipos de cómputo. 
Con la palabra malware se cubren muchos términos como lo son virus, gusanos, 
troyanos, rootkits, spyware, adware intrusivo entre otros. 
Los primeros programas infecciosos que se crearon fueron hechos como experimentos, 
pero no para causar daños a los equipos de computo. Muchos virus son diseñados para 
destruir archivos en discos duros o para corromper el sistema de archivos escribiendo 
datos inválidos. Sin embargo, debido al aumento de usuarios de Internet, el software 
malicioso ha llegado a ser diseñado para sacar beneficio de él, infectando 
computadoras, para ser usadas en el envío masivo de spam, para alojar datos ilegales 
como pornografía infantil, o para unirse en ataques DDoS como forma de extorsión 
entre otras cosas. Una vez que un equipo está infectado, resulta vital actuar con rapidez 
para minimizar el impacto que pueda tener en el propio sistema o en el resto de la 
organización por lo que es crucial identificar qué tipo de virus es y eliminarlo 
rapidamente. 
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Es importante tener en cuenta el análisis del malware en la captura de datos realizada a 
la red, ya que como se mencionó anteriormente es crucial identificar rápidamente un 
malware si lo tenemos, antes que se termine de propagar por toda la red. Para esto, si 
hay alguna sospecha de una máquina infectada, se debe analizar el tráfico que se 
genera durante el periodo de tiempo que se sospecha pudo haberse infectado, así 
luego se realiza el siguiente procedimiento para revisar los archivos descargados por 
http durante el periodo. Wireshark cuenta con una herramienta muy útil que es la de 
exportar archivos descargados por el protocolo HTTP. Así: File >> Export >> Objects >> 
HTTP como se observa en la Figura 48. 
 
 
Figura 48: Exportar archivos descargados, i.e. Augusto Zuluaga. 
 
 
En la Figura 49 se observa el número del paquete, la dirección IP ó dominio del host 
origen, el tipo de archivo descargado y el nombre del archivo. Si se requiere exportar el 
archivo del cual tenemos sospechas de malware simplemente lo seleccionamos y se 
hace un click en “save As” , se elige donde se va a guardar obviamente sin abrirlo para 
que la máquina en la que se está trabajando no resulte infectada, luego de guardarlo se 
analiza el archivo con un software de antivirus ó con algún analizador de malware en 
línea como virustotal(14), que examinar ficheros sospechosos haciendo uso diferentes 
motores de antivirus. 
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Figura 49: Archivos descargados por el protocolo HTTP, i.e. Augusto Zuluaga. 
 
Si el resultado del análisis del archivo es positivo  allí se indicará el nombre del virus y 
así proceder a buscar información de cómo eliminarlo. Esta herramienta es excelente 
para verificar cualquier tipo de archivo, ya que cuenta con más de 40 motores de 
escaneo de distintos antivirus como se muestra en la Figura 50. 
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Figura 50: Escaneo de archivos en la pagina web Virus Total. 
 
Este tipo de software malicioso es difícil de prevenir, en general, se recomienda 
mantener los sistemas y aplicaciones lo más actualizadas posible y sensibilizar a los 
usuarios del peligro que supone la descarga de archivos desde fuentes no fiables o 
desconocidas, ya sea en documentos adjuntos al correo, como de enlaces web, 
aplicaciones P2P, etc. 
 
 
4.2.1.5 Ancho de banda consumido en el periodo de la muestra 
 
Ahora para terminar de hacer el análisis de la red en esta institución educativa se va a 
revisar el ancho de banda consumido en el periodo de tiempo de la muestra, los datos 
tomados de este análisis se observan en la Figura 51. 
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Figura 51: Ancho de banda consumido, i.e. Augusto Zuluaga. 
 
 
Se observa que el ancho de banda consumido en el periodo de la muestra tiene un 
promedio aproximado de un Megabyte (1 MB).  
 
4.2.2 Institución educativa Inem Felipe Perez 
 
La institución educativa Inem Felipe Perez está ubicada en el barrio el Jardín primera 
etapa. Esta institución educativa cuenta con 8 salas de cómputo cada una con 30 
computadores aproximadamente pero solo se realizará la toma de datos en una de 
ellas.  La captura de datos se realiza igual que en la institución anterior, durante un 
periodo de dos horas, a continuación se describirán los procesos realizados y el análisis 
que se le hizo al tráfico capturado. 
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4.2.2.1 ARP spoof 
 
 
Se verifica en la interfaz gráfica del Wireshark todo lo correspondiente al tráfico ARP, 
para verificar que no tengamos anomalías. En la Figura 52 se observa la grafica de este 




Figura 52: Tráfico ARP en la i.e. Inem Felipe Perez. 
 
 
El tráfico ARP presenta un comportamiento normal, tiene un pico alto de tráfico durante 
los primeros 20 minutos llegando a 18KBps (nótese en la Figura 52que la escala del eje 
Y está en unidades de Bytes) pero luego se estabiliza, esto indica que no se detecta 
ningún tipo de ataque por medio de este protocolo. 
 
Ahora se analiza la información que se tiene en la zona 2 del panel principal realizando 
un filtro que solo muestre el tráfico ARP como se observa en la Figura 53. 
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Figura 53: Análisis del protocolo ARP en la i.e. Inem Felipe Perez 
 
Como se cambio el direccionamiento de red para hacer las pruebas de VPN (estaba en 
192.168.0.0 y quedo en 172.50.138.0) todos los equipos están actualizando sus tablas 
de dirección IP y MAC (ARP), por eso se detecta la gran cantidad de tráfico ARP 
inicialmente. 
 
En la Figura 53 se observa que el equipo 3com_ee:67:2f está enviando peticiones a la 
dirección del broadcast preguntando por cada una de las direcciones IP de la subred. 
 
“Who has 172.50.138.34? ” con esto está preguntando quien es la dirección IP 
172.50.223.1 
 
“Tell 172.50.138.12 ” la dirección IP desde la cual se hizo el requerimiento. 
 
Estos valores de tráfico ARP son completamente normales, por lo que se procede a 
examinar el siguiente protocolo. 
 
 
4.2.2.2 Port flooding  
 
Ahora por medio de un filtro se verifica el tráfico TCP y se analizan los paquetes 
recibidos de este protocolo como se observa en la Figura 54. 
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Figura 54: Filtro de trafico TCP en la i.e. Inem Felipe Perez 
 
Como se observa en la Figura 54, cuando se filtra el tráfico por protocolo TCP la 
captura de datos nos arroja peticiones de conexión TCP, al igual que las respectivas 
respuestas desde el servidor. No se detecta ninguna anomalía en el tráfico. 
 
Otro ataque muy común aunque más fácil de detectar, consiste en enviar múltiples 
tramas falsificadas a través de un puerto con el objetivo de llenar la tabla de asignación 
del switch. Generalmente un switch dispone de una memoria interna denominada CAM 
(Content-Addressable Memory) donde asigna puertos a direcciones MAC. Cuando una 
trama llega a un puerto, la CAM añade una entrada a la tabla especificando la MAC del 
equipo que envió la trama junto con el puerto en el que se encuentra. De esta forma, 
cuando el switch recibe una trama dirigida a ese equipo sabrá por qué puerto debe 
enviarla. 
 
En caso de desconocer el destino de la trama, bien porque el equipo no ha llegado a 
generar tráfico o bien porque la entrada asociada a ese equipo ha expirado, el switch 
copiará la trama y la enviará por todos los puertos de la misma VLAN24 (Virtual LAN) 
excepto por aquel por el que fue recibida. De esta forma, todos los equipos conectados 
al switch recibirán dicha trama y únicamente el equipo correspondiente, aquel cuya 
MAC coincida con la MAC destino de la trama, contestará; lo que permitirá al switch 
añadir una entrada a su tabla CAM con la nueva asociación MAC/puerto. Gracias a 
esto, el switch no necesitará inundar (flood) todos los puertos con futuros paquetes 
dirigidos a ese equipo.  
                                            
24 VLAN: es un método para crear redes lógicamente independientes dentro de una misma red física. 
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El software Yersinia ó Macof, permiten generar una inundación (flooding) de paquetes 
con las MAC creadas aleatoriamente, con el fin de saturar la tabla de asignaciones del 
switch.  
 
Ahora se realizará un ataque controlado con el software Yersinia, en la Figura 55 se 









Detectar este tipo de ataques es muy sencillo con el Wireshark,  ya que en el campo 
“info” del paquete nos mostrará un mensaje que dice [Malformed Packet] como el 
mostrado en la Figura 56. 
 
Como puede observarse en la Figura 56, al final de la tabla aparece [Malformed 
Packet], esto se debe a la forma de cómo estos software construyen los paquetes sin 
tener en cuenta las especificaciones del protocolo. Este ataque daría lugar a una 
inundación (flooding) de paquetes en todos los puertos del switche, una vez se llenara 
la tabla de asignaciones.  
 
 




Figura 56: Paquetes malformados, i.e. Inem Felipe Perez 
 
 
Con switches de gama media/alta es posible configurar ciertas características para 
mitigar este tipo de ataques. Algunos de los parámetros configurables son: el nivel de 
inundación (flooding) de paquetes permitidos por VLAN y MAC (Unicast Flooding 
Protection), el número de direcciones MAC por puerto (port security) y el tiempo de 
expiración de las MAC en la tabla CAM (aging time). 
 
 
4.2.2.3 DoS attacks  
 
Ahora se verifica el protocolo TCP para detectar envíos excesivos de SYN (peticiones 
de conexión) y que no tienen respuesta, en la Figura 57 se muestra la captura de datos. 
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Figura 57: Captura de paquetes SYN-ACK, i.e. Inem Felipe Perez 
 
 
Según lo observado en la Figura 57 todas las peticiones SYN tienen respuesta, por lo 
que se deduce que no hay problemas de tráfico TCP ni de DoS. 
 
Para observarlo un poco más gráfico se usa la herramienta Flow Graph del wireshark 
Figura 58. Nótese que cada petición SYN cuenta con su respectiva respuesta 
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Figura 58: Gráfica de flujos SYN, i.e. Inem Felipe Perez 
 
 
4.2.2.4 Análisis de malware  
 
Este análisis ya se explico en la sección 4.2.1.4 y solo se realiza cuando se tienen 
sospechas de que algún archivo descargado está infectado con algún tipo de malware. 
 
 
4.2.2.5 Ancho de banda consumido en el periodo de la muestra 
 
 
Al igual que en el análisis de la sección 4.2.1.5 se verifica el ancho de banda 
consumido. En la Figura 59 se observa un tráfico tcp que tiene un consumo de ancho 
de banda promedio de 1Mbps, en los últimos 20 minutos se hizo el ejercicio de que 
todas las máquinas cerraran los navegadores para examinar que el tráfico que se tenía 
en la red eran peticiones reales de los usuarios y que no se tuvieran máquinas 
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4.2.3 Institución educativa técnico superior 
 
La institución educativa Instituto Técnico Superior está ubicada en la calle 17 con 
carrera 23. Esta institución educativa cuenta con 5 salas de cómputo cada una con 35 
computadores aproximadamente pero solo se realizará la toma de datos en una de 
ellas. Se realizaron dos horas de captura de tráfico. A continuación se describirán los 
procesos realizados y el análisis que se le hizo al tráfico capturado. 
 
 
4.2.3.1 ARP spoof 
 
 
Se verifica en la interfaz gráfica del Wireshark todo lo correspondiente al tráfico ARP, 
para verificar que no tengamos anomalías. Los resultados se pueden observar en la 
Figura 60 y Figura 61. 




Figura 60: Trafico ARP en la institución i.e. Superior. 
 
 
En esta institución se hizo un laboratorio de hacking ético, se creó un ataque de ARP 
SPOOF desde la máquina con dirección IP 172.50.200.10, para capturar todo el tráfico 
que se dirige hacia la máquina 172.50.200.11.  En la Figura 60 se observa gran 
cantidad de tráfico ARP generado y se mantiene constante hasta el final de la muestra, 
esto debido al equipo que se utilizó para hacer le ataque de hacking. 
 
Ahora se analiza la información que se tiene en la zona 2 del panel principal realizando 
un filtro que solo nos muestre el tráfico ARP tal y como se muestra en la Figura 61. 
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Figura 61: Análisis del protocolo ARP en la i.e. Técnico Superior. 
 
 
En el paquete número 240 se puede observar cómo la máquina con IP 172.50.200.10, 
con una MAC (HewlettP_32:24:4f), ha lanzado un ARP request a la dirección broadcast 
preguntando por la MAC de la IP 172.50.200.1 (el Gateway). El paquete 241 es la 
respuesta del router “reply”  indicando cuál es su dirección MAC. A continuación, la 
misma IP repite el proceso y pregunta por la MAC de la IP 172.50.200.11 (equipo 
victima) mediante otra difusión broadcast. El servidor contesta con su dirección MAC 
(18:34:ef:0f:d4:b6). Hasta este punto todo está normal. Se tiene una máquina de la  
LAN (172.50.200.10), que ya tiene la MAC del servidor y la del router con las cuales 
puede compartir tráfico Ethernet. El problema viene a partir del paquete 245, donde la 
máquina atacante envía reiteradamente al equipo víctima y al Gateway paquetes ARP 
reply falsos, asociando la IP de ambos con su propia MAC (HewlettP_32:24:4f). De esta 
forma, todo el tráfico que transite entre el Gateway de la LAN y al equipo victima pasará 
a través de la máquina atacante. Este ataque se realizó con la herramienta ETTERCAP 
que permite realizar estos ataques sin necesidad de tener muchos conocimientos de 
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4.2.3.2 Port flooding  
 
Ahora por medio de un filtro se procede a revisar el tráfico TCP y analizar los paquetes 




Figura 62: Filtro de trafico TCP en la i.e. Técnico Superior. 
 
No se detectó ningún tipo de amenaza por FLOODING que pudiera estar 
comprometiendo el desempeño de la red. 
 
 
4.2.3.3 DoS attacks  
 
El tráfico de las peticiones SYN y respuestas ACK se observó en total normalidad, solo 
se anexa la Figura 63 que muestra el diagrama de flujo. 
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Figura 63: Captura de paquetes SYN-ACK, i.e. Técnico Superior. 
 
 
4.2.3.4 Análisis de malware  
 
Este análisis ya se explicó en la sección 4.2.1.4 y solo se realiza cuando se tienen 
sospechas de que algún archivo descargado estaba infectado con algún tipo de 
malware. 
 
4.2.3.5 Ancho de banda consumido en el periodo de la muestra 
 
En la Figura 64 se verifica el ancho de banda consumido en el tiempo de la muestra. 
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Figura 64: Ancho de banda consumido, i.e. Técnico Superior. 
 
 
Se observa que el ancho de banda consumido en el periodo de la muestra tiene un 
promedio aproximado de 1Mbps.  
 
4.2.4 Institución educativa María Dolorosa 
 
La institución educativa María Dolorosa está ubicada en la Calle 33 No.8b-14. Esta 
institución educativa cuenta con 2 salas de cómputo cada una con 25 computadores 
aproximadamente pero solo se realizará la toma de datos en una de ellas. Se realizaron 
dos horas de captura de tráfico. A continuación se describirán los procesos realizados y 
el análisis que se le hizo al tráfico capturado. 
 
 
4.2.4.1 ARP spoof 
 
Se verifica en la interfaz gráfica del Wireshark todo lo correspondiente al tráfico ARP sin 
detectarse ninguna anomalía, se muestran los resultados en la Figura 65. 
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Figura 65: Trafico ARP en la i.e. María Dolorosa. 
 
 
Ahora se analiza la información que se tiene en la zona 2 del panel principal realizando 
un filtro que solo nos muestre el tráfico ARP, como se observa en la Figura 66. 
 
En la Figura 66 se observa el equipo con MAC 3com_12:66:53 completando su tabla 
ARP haciendo peticiones a la dirección de broacast de cada una de las posibles IPs del 
segmento de red, pero en general el tráfico se encuentra normal. 
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Figura 66: Análisis del protocolo ARP en la i.e. María Dolorosa. 
 
 
4.2.4.2 Port flooding  
 
Ahora por medio de un filtro se verifica el tráfico TCP y se analizan los paquetes 




Figura 67: Filtro de trafico TCP en la i.e. María Dolorosa. 
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Como se observa en la Figura 67 No se detectó ningún tipo de amenaza por 
FLOODING que pudiera estar comprometiendo el desempeño de la red. 
 
4.2.4.3 DoS attacks  
 
El tráfico de las peticiones SYN y respuestas ACK se observo en total normalidad, se 





Figura 68: Captura de paquetes SYN-ACK, i.e. María Dolorosa. 
 
 
4.2.4.4 Ancho de banda consumido en el periodo de la muestra 
 
El  ancho de banda consumido durante el periodo de la muestra se observa en la Figura 
69. 
 
 - 114 - 
 
 
Figura 69: Ancho de banda consumido, i.e. María Dolorosa. 
 
 
Se observa que el ancho de banda consumido en el periodo de la muestra tiene un 
promedio aproximado de 800Kbps.  
 
 
4.2.5 Institución educativa Sofía Hernández 
 
La institución educativa Sofía Hernández está ubicada en la Carrera 25 Calle 74 La Isla, 
Cuba. Esta institución educativa cuenta con 2 salas de cómputo cada una con 25 
computadores aproximadamente pero solo se realizará la toma de datos en una de 
ellas. Se realizaron dos horas de captura de tráfico.  A continuación se describirán los 
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4.2.5.1 ARP spoof 
 
Al igual que en la institución educativa Inem Felipe Perez, se realizó un ataque 
controlado de ARP SPOOF. Se verifica en la interfaz grafica del Wireshark todo lo 
correspondiente al tráfico ARP, se observa en la Figura 70 gran cantidad de tráfico ARP 




Figura 70: Trafico ARP en la i.e.  Sofía Hernández. 
 
Ahora se analiza la información que se tiene en la zona 2 del panel principal realizando 
un filtro que solo nos muestre el tráfico ARP. Se obtiene el mismo resultado que en el 
laboratorio anterior, la Figura 71 muestra los resultados. 
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4.2.5.2 Port flooding y DoS attacks  
 
Se verificó el protocolo TCP como en las instituciones anteriores y no se detectaron 
ataques de DoS ó port flooding, por lo que no se hace necesario incluir datos. 
 
4.2.5.3 Ancho de banda consumido en el periodo de la muestra 
 
En la Figura 72 se observan los resultados del ancho de banda registrado en el periodo 
de la muestra. 
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Figura 72: Ancho de banda consumido, i.e. Sofía Hernández. 
 
 
El ancho de banda consumido en el periodo de la muestra tiene un promedio 
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Capitulo 5 
5. OPTIMIZACION DEL CANAL 
 
5.1 CONTROL DEL ANCHO DE BANDA 
 
La secretaria de educación municipal de Pereira actualmente cuenta con un canal de 
120 Mbps para distribuirlo entre 170 instituciones educativas, algunas en la parte rural y 
otras en el área metropolitana de la ciudad de Pereira. Este canal de 120 Mbps cuenta 
con un equipo de telecomunicaciones que controla el ancho de banda que se le asigna 
a cada institución educativa, pero aunque el equipo actualmente solo está realizando 
esta tarea tiene muchas otras funcionalidades que se describirán a continuación y 
ayudaran a optimizar el tráfico y hacer una mejor utilización de toda la red WAN de 
secretaria de educación. 
 
El equipo de telecomunicaciones con el que se cuenta es un FORTIGATE 620B de la 
marca Fortinet. Este equipo cuenta con la línea de procesadores de seguridad de red 
basados en tecnología ASIC,  presentando un alto rendimiento con una capacidad de 
16 Gbps en su función firewall y 12Gbps en la función de VPN. 
 
Este dispositivo integra ocho funciones principales de seguridad que incluyen antivirus, 
prevención de intrusiones (IPS), prevención de spyware, antispam, filtrado de 
contenidos Web, control de tráfico, VPNs y firewall. Además cuenta con una ranura de 
expansión AMC que le permite conectar 4 puertos "wire-speed" adicionales de firewall 
mediante SFP, o bien aumentar la capacidad del disco duro. Este sistema consolida las 
tecnologías y servicios de seguridad críticos y ayuda a mejorar la protección de red a la 
vez que reduce el coste total de propiedad. Los sistemas se mantienen actualizados 
automáticamente mediante el servicio de suscripción FortiGuard® de Fortinet, que 
ofrece actualizaciones que ayudan a la protección contra los últimos virus, gusanos, 
troyanos y otras amenazas, en cualquier momento y en todo el mundo. En la Tabla 7 se 
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Figura 73: Fortigate 620B. 
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Tabla 7: Datos técnicos fortigate 620B. 
Para que se tenga una idea más clara de la solución, en la Figura 74 se muestra el 




Figura 74: Diagrama de la red de la secretaria de educación. 
 
Como se puede observar en la Figura 74, el tráfico hacia Internet de todos los colegios 
debe pasar por el equipo fortigate 620B, allí se va a controlar el ancho de banda de 
cada una de las instituciones educativas y se va a aplicar un control UTM a todo el 
tráfico que por allí circula. Este equipo se basa principalmente en políticas de firewall, 
cada política puede contener directrices de seguridad, como: páginas a las que pueden 
acceder las direcciones IP que están en esta política, control de antivirus, IPS, IDS, 
DoS, tipos de archivos que pueden descargar, horarios de activación de la política, 
ancho de banda que tendrá esta política, registro de datos del tráfico de red, entre otras. 
 
Para este caso se crearon 12 políticas de firewall para manejar 12 velocidades de 
Internet diferentes las cuales son: 
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Figura 75: Políticas de firewall aplicadas a la maquina Fortigate 620B. 
 
A cada política de firewall se le asignaran las direcciones IP públicas de cada colegio, 
según sea la necesidad de ancho de banda que se le vaya a designar a la institución. 
Por ejemplo, si a la institución educativa Augusto Zuluaga se le quiere asignar un ancho 
de banda de 2 Mbps, la dirección IP pública de esta institución debe estar en el grupo 
de 2Mbps (GRUPO_2048Kb) y así para todas las instituciones.  
 
El filtrado Web se maneja de manera similar, primero se crea un perfil de filtrado web, 
este perfil contará con todas las paginas que se quieran restringir, una característica 
importante de este equipo es que tiene una gran base de datos de sitios web, los cuales 
están separados por categorías, esto es de gran ayuda ya que no se tiene que bloquear 
pagina por pagina, sino que se puede bloquear un grupo completo de páginas que sean 
del mismo tipo. 
 
Por ejemplo, para el caso de secretaria de educación, una petición muy constante por 
parte de profesores es la restricción de todas las páginas de redes sociales como 
facebook, hi5, twitter entre otras. Para realizar esta acción no fue necesario bloquear 
cada página de este tipo, sino buscar la categoría llamada “relaciones personales”, la 
cual cuenta con una gran base de datos actualizada de páginas de este tipo y realizar la 
restricción. Así fortinet cuenta con más de 90 categorías cada una de las cuales tiene 
gran cantidad de sitios web relacionados. 
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5.2 IMPLEMENTACIÓN DE NUEVOS SERVICIOS 
 
Uno de los grandes problemas que se tienen en secretaria de educación es poder lograr 
que su red LAN se pueda extender a cada uno de los colegios públicos de Pereira, para 
tener acceso desde la sede de secretaria de educación a cualquier computador de 
cualquier colegio rápidamente, ya sea para dar soporte remoto, dar capacitaciones ó 
manejar software de inventarios de equipos de computo. Esto se podría lograr 
solicitando al ISP canales dedicados con cada una de las instituciones educativas pero 
cada canal saldría muy costos. La solución que se planteo y teniendo en cuenta el canal 
de Internet con el que cuentan, es implementar VPNs (site to site) ó (sitio a sito) lo que 
permitirá tener los servicios que requieren a bajos costos. 
 
El equipo que tiene actualmente secretaría de educación soporta hasta 5000 túneles de 
VPN sitio a sitio, para explotar esta funcionalidad se debe instalar en cada colegio un 
equipo terminador de VPN, por ello se optó por uno equipo de bajo costo y gran 
desempeño como lo son los dispositivos NETGEAR FVS318 (ver Figura 76) y del cual 





Figura 76: Equipo terminador de VPN,  NETGEAR FVS318 
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Figura 77: Características técnicas equipo NETGEAR FVS318 
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Capitulo 6 
6. CONCLUSIONES Y RECOMENDACIONES 
6.1 CONCLUSIONES 
 
 En las arquitecturas de redes hay muchas formas de resolver asuntos de vital 
importancia, como lo es la transferencia de datos rápida y eficientemente de todos 
los dispositivos que conforman una red. Gracias a muchas herramientas que hay 
distribuidas en Internet y de uso libre, se puede contar con técnicas muy útiles en la 
búsqueda y solución de problemas de desempeño de las redes de datos. 
 
 Es de vital importancia para un administrador de red, tener claras las herramientas 
con las que cuenta, ser consciente de la importancia de tener un monitoreo 
periódico de la red y tener muy claros los conceptos básicos para analizar los datos 
que se capturen. Con estos conocimientos se pueden controlar los paquetes 
dañinos que circulan por la red sin control y así poder tener un mejor 
aprovechamiento del medio. 
 
 Después del análisis de los datos y la revisión de los posibles problemas que 
pueden afectar el desempeño en una red, se ha determinado que la mejor decisión 
para prevenir y optimizar la red, aparte de todo el estudio de tráfico, es la 
segmentación de ésta en pequeños grupos con el fin de garantizar la velocidad, 
limitando la frecuencia de las colisiones, adquiriendo más flexibilidad, seguridad y 
un fácil mantenimiento de la red. Con esta técnica se logrará un mejor 
aprovechamiento del ancho de banda para cada uno de los dispositivos de cada 
segmento y así lograr que los administradores de red puedan garantizar el mejor 
desempeño de su red LAN y sin esto implicar alguna inversión adicional a la 
infraestructura de red. 
 
 La implementación de un estudio de tráfico tan solo necesita de 2 horas por sala de 
computo, se pudo determinar que aunque se tome un periodo de 4 u 8 horas para 
hacer la muestra, el comportamiento que se va a tener de la red es el mismo que se 
tomó durante las primeras dos hora, por lo que en las primeras dos horas sé 
evidenciaran los posible problemas que pueda tener toda la red. 
 
 El único costo adicional que se recomienda a la secretaria de educación municipal, 
es el de  la implementación de los terminadores de VPN ya que las pruebas fueron 
exitosas para la solución que requieren. El dispositivo que cumplió con los 
requerimientos de VPN sobre IPsec y que además tiene el menor costo es le 
NETGEAR FVS318 que tiene un valor aproximado de 116 dólares(15). 
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 En tres de las instituciones educativas se detectó la falta de personal capacitado 
para el control y administración de la red, pues nadie en la institución tenía 
conocimiento de la topología de red con la que contaban. Esto constituye una 
debilidad muy importante si se quiere mantener un óptimo desempeño, pues solo 
personas capacitadas podrán detectar problemas que apenas estén iniciando y 
tomar acciones para impedir que se extiendan por toda la red. 
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6.2 RECOMENDACIONES 
 
Las colisiones son una parte inherente del diseño y operación de una red LAN Ethernet 
IEEE 802.3 y dada su naturaleza contenciosa, entre más nodos sean agregados a la 
red, la probabilidad de tener colisiones aumenta; agregando más nodos a la red, 
también se incrementa la utilización del ancho de banda. La forma más recomendable 
de lograr eficientemente altos promedios de utilización del ancho de banda, es por 
medio de la segmentación, que implica configurar la red determinando varios 
segmentos separados pero interconectados. 
 
Con base en lo anterior, es necesario establecer dominios de colisión25 lo más pequeño 
posible para garantizar una cantidad mínima de colisiones, tomando como base las 
características propias de los elementos activos que conforman la red LAN, como 
pueden ser los concentradores (hubs,) que, sin importar el número de puertos que 
posea, define un solo dominio de colisión para todos los equipos conectados a él, así 
como un dominio de difusión. Los otros equipos encontrados en redes LAN más 
robustas son los conmutadores (switches), que ofrecen la ventaja de tener un dominio 
de colisión por cada puerto que posean, permitiendo con esto que a los equipos 
conectados al conmutador se les pueda garantizar la máxima utilización del ancho de 
banda, así como un dominio de difusión común para todos los elementos conectados.  
 
La opción de definir segmentos de red específicos para equipos con gran cantidad de 
tráfico de red es una solución bastante viable, ya que permite, bajo un análisis previo, 
determinar qué equipos son los adecuados para situarse en dominios de colisión 
independientes y, de esta forma, lograr una disminución significativa en el número de 
colisiones, sin necesidad de adquisición de nuevos equipos activos de red. 
 
Otro punto a considerar en la optimización del tráfico de una red LAN es el definir 
grupos de trabajo con dominios de colisión comunes, de acuerdo a la estructura 
organizacional de la empresa, para de esta forma, lograr que el tráfico de red específico 
de un grupo de trabajo no afecte de manera directa al tráfico de red de otro, como es el 
servicio de impresión de red, por citar sólo alguno. Sin embargo, existe un tráfico común 
que no podrá ser aislado, como es el acceso a equipos servidores de red que se 
encuentran disponibles para todos los usuarios.  
 
El concepto de segmentación es fácil de entender, pero no es siempre fácil de 
implementar. La subdivisión requiere un análisis apropiado de la red antes de ser 
                                            
25 Un dominio de colisión es cualquier segmento donde pueden ocurrir las colisiones, el medio compartido de la red en forma de 
concentrador, conmutador o el mismo cable. Cuanto más tráfico hay sobre un dominio de colisión, más probable es que ocurran 
colisiones y el incremento en el número de colisiones implica que los equipos gasten inútilmente más y más tiempo intentando 
retransmitir, viéndose disminuido el desempeño en la red.  
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implementada. Si ella no es configurada de manera apropiada, podemos incrementar 
las cargas de tráfico en vez de reducirlas.  
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6.3 OBSERVACIONES 
 
 Las pruebas de conectividad de la VPN se realizaron satisfactoriamente. Se 
realizaron varias transferencias de archivos por el protocolo FTP y también se 
hicieron pruebas de escritorio remoto por el protocolo RDP en ambos sentidos, es 
decir, desde la secretaria de educación se tomo control de un equipo en la 
institución educativa y viceversa.  
 
 En cada colegio se tiene que reasignar el rango de direccionamiento IP, ya que si 
se quieren tener todos los túneles VPN arriba se deberá tener subredes diferentes 
para evitar conflictos entre IPs y el enrutamiento no genere problemas. 
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