Abstract-This paper presents a distributed control algorithm for differential power processing in photovoltaic (PV) applications. This distributed algorithm performs true maximum power point tracking (MPPT) of series-connected PV sub-modules with only neighbor-to-neighbor communication and local measurements of each differential power converter voltages, obviating the need for local current measurements. Reduced number of perturbations at each step and potentially faster tracking can be achieved compared to previous solutions, while no extra hardware is required, all of which make this algorithm well-suited for long sub-module strings. The formulation of the control algorithm as well as three case studies are presented; both simulations and hardware experiments have confirmed the effectiveness of the proposed distributed algorithm.
I. INTRODUCTION
In photovoltaic (PV) energy systems, PV modules are often connected in series for increased string voltage; however, I-V characteristics mismatches often exist between series connected PV modules, typically as a result of partial shading, manufacturing variability and thermal gradients. Since all modules in a series string share the same current, the overall output power can be limited by underperforming modules. A bypass diode is often connected in parallel with each PV module to mitigate this mismatch and prevent PV hot spotting, but the efficiency loss is still significant when only a central converter is used to perform MPPT on the PV string.
To address the mismatch problem, distributed power electronics that perform module-level or even sub-module-level MPPT have been proposed. The two most dominant solutions are DC optimizers [1] - [4] , and micro-inverters [5] - [7] . The major limitation of these two solutions, however, is that distributed converters must process the full power output of every module or sub-module. Even with highly efficient distributed converters, the overall power losses of the system can still be significant.
Differential power processors (DPPs) have gained significant attention recently due to its substantial improvements
The information, data, or work presented herein was funded in part by the Advanced Research Projects Agency-Energy (ARPA-E), U.S. Department of Energy, under Award DE-AR0000217. over conventional solutions in terms of efficiency, reliability, and cost. A high level introduction to the DPP concept can be found in [8] . In contrast to DC optimizers or micro-inverters, DPPs only need to process the power difference between series connected PV modules, which is often just a small fraction of the bulk power. This results in high system efficiency, small size and reduced power ratings of the power electronics circuit components.
To apply the concept of differential power processing to PV systems, especially at the sub-module level, several architectures and corresponding control schemes have been proposed [9] - [14] . For example, the work presented in [13] uses a switched inductor topology, the work presented in [11] uses a resonant switched capacitor topology, while the work presented in [12] uses a transformer coupled topology. All of them adopt a control method commonly known as voltage equalization or "virtual parallel" operation, in which all distributed converters strive to equalize the voltages of all PV sub-modules in a string. The distributed converters in the system run in open loop, simplifying the control requirements while obviating the need for communication among converters. However, the voltage equalization approach can only achieve near maximum power point (MPP) operation without truly seeking the MPP of each individual sub-module. The effectiveness of this approach relies on the fact that the MPP voltages of sub-modules in a string are very close, requiring all the submodules to have very similar electrical characteristics. This is typically guaranteed by a costly binning process performed by PV module manufacturers [15] . Even modules that are carefully matched at installation, however, will suffer from non-uniform degradation after several years of field exposure. As shown in [16] , the standard deviation of PV module MPP voltages increased nearly four times over twenty years. Furthermore, field operating conditions such as thermal gradient or severe insolation mismatch along the PV string can also cause the MPP voltages of sub-modules to drift apart. All of these factors limit the tracking efficiency of the voltage equalization approach; thus, in order to increase the total energy harvested over the entire lifetime of the PV system, it is necessary to develop a scheme capable of true MPPT.
On the other hand, the generation control circuit presented in [9] , [10] achieves true MPPT without any local current sensing at each sub-module, but employs a control scheme that requires communication between all converters and a central control unit. The central control unit has to command all the distributed converters to exhaust every possible combination of converter duty ratio perturbations and measure the string voltage respectively in sequence before making the next tracking step. For a system with n DPPs, 2 n possible combinations of perturbations have to be tried during each tracking step, rendering the algorithm slow and infeasible for a large system. Moreover, with this approach, the reliability of the system is fundamentally limited, as the single point of failure of the central control unit or a communication link would result in the failure or malfunction of the overall system. The work presented in [14] adopts a buck-boost converter topology that overcomes some of the limitations in the architecture of the generation control circuit, and achieves true MPPT with a faster control scheme. However, this control scheme still requires communication between all DPPs and the central converter.
In this paper, we seek to overcome the limitations discussed above through the use of a distributed algorithm that requires only neighbor-to-neighbor communication between adjacent DPPs to perform sub-module-level true MPPT. In our approach, there is no need for a central control unit or any local current sensing at each converter. Instead, each DPP only perturbs its duty ratio once per tracking step, and observes only local voltage changes (instead of the entire string voltage). Moreover, the algorithm has the potential for parallelization of the duty ratio perturbations as the sensitivity between nonadjacent DPPs is low, which can reduce the communication overhead and speed up the tracking even further. Compared to the centralized approach, no extra hardware is needed since the algorithm can be implemented in the micro-controller of each DPP that already exist for the DPP's local control. Furthermore, since a central control unit is unnecessary and each micro-controller can make independent control decisions, there is no longer a single point of failure, increasing the overall system reliability.
The remainder of this paper is organized as follows. The formulation of the distributed MPPT algorithm is presented in Section II. Hardware implementation of the DPPs and the experiment setup used to verify the MPPT algorithm are introduced in Section III. Section IV provides case studies involving a 3-DPP system, and a 5-DPP system, including both simulation and experimental results, followed with simulation results for a larger 31-DPP system. Finally, Section V concludes the paper.
II. MPPT ALGORITHM FORMULATION
In this section, we formulate a distributed iterative control algorithm which, through the exchange of information among local controllers, and for a given string current, maximizes the power extracted from an array of n series-connected PV sub-modules outfitted with n − 1 DPP converters. We first formulate the algorithm for a 3-sub-module, 2-DPP system, and then generalize it to a system of any size.
A system comprised of two DPP converters and three submodules is illustrated in Fig. 1 . This system is based on the architecture presented in [14] . Each DPP is implemented as a buck-boost converter that enforces a voltage ratio between two PV sub-modules. The PV string is attached to a central converter (omitted in Fig. 1 ). The central converter is configured as a controllable current sink, and seeks the optimal string current in a relatively slow perturb and observe (P&O) control loop. Because the perturb interval of the central converter is much longer than the DPP local control loop's time constant, at any given time, the string current can be considered temporarily fixed for the DPPs. Given a fixed string current, I o , it is easy to see that, regardless of the irradiance incident on each of the sub-modules, maximizing the string voltage,
, is equivalent to maximizing the power extracted from the system. Furthermore, in our setting, we observe that each DPP converter has access to measurements of only two of the three sub-module voltages. Thus, in order to determine the duty ratios for which V is maximized, we assume that the local controllers of DPP 1 and DPP 2 can share information as illustrated by the directed graph to the right of the block diagram in Fig. 1 . To this end, we tailor the distributed optimization algorithm in [17] to our setting.
The control objective described above can be written as
where D 1 and D 2 are the duty ratios of DPP 1 and DPP 2 , respectively. Then, the maxima of the function V (D 1 , D 2 ) can by found by setting its gradient to zero, as in (1) 
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the local controllers, and define
Then, at each iteration, the variables are updated as
where I 4 is the 4 × 4 identity matrix;L = L ⊗ I 2 , where I 2 is the 2 × 2 identity matrix, and L is the Laplacian of the graph representing the exchange of information between local controllers as given in Fig. 1 ; δ and γ are variables that can be used to tune the algorithm; and u[k] is defined in (6) at the bottom of this page, with ϕ 1 and ϕ 2 defined respectively as
From the above discussion, we see that the update of DPP 1 's states depends on its own states, the states of its neighbor and the partial derivatives of the sub-module voltages that DPP 1 is directly attached to. While (4) and (5) conform to the exchange of information between neighbors and rely only on directly accessible measurements for each DPP, in order to obtain u i [k], i = 1, 2, each DPP must estimate the partial derivatives of their respective ϕ(·) functions. To acquire these estimates, at every iteration, each DPP alternatively perturbs its duty ratio while both local controllers observe the sub-module voltages as illustrated by the timeline in Fig. 2 . After both local controllers have observed the results of each perturbation, they can approximate the partial derivatives as For a system of n sub-modules and n − 1 DPP converters, we use the same update equations given in (4) and (5) with
where now L is the Laplacian of a graph similar to that in Fig. 1 but with n − 1 nodes:
Furthermore, each local controller will maintain an estimate of the duty ratios of all other DPPs in addition to its own; thus,
Similar to the two-DPP case, we define
where
k] but rather a representation of the collection of states kept by the i th DPP, i.e.,
We also define
with ϕ i (D) given by
By inspecting (4) and (5) for the n-sub-module case, it is easy to see that the state of the i th DPP at instant k + 1,
, depends on its own state at instant k, x i [k]; the states of its neighboring DPPs at instant k, i.e., ∆D . Similar to the 2-DPP case, after k = m iterations, for m sufficiently large, we have
III. LABORATORY TESTBED
In this section, a brief introduction to the DPP hardware design is provided, followed by a description of the experimental setup used to verify the proposed algorithm.
A. DPP Hardware Implementation Figure 3 illustrates the wire connection of a DPP system; typically one PV module consists of three sub-modules. Therefore, each junction box needs to integrate three DPPs. Between adjacent junction boxes there are three wire connections: one series string connection in which the bulk power common to all sub-modules flows, one differential connection through which the DPPs shuffle the small power mismatch, and one or more wires for communication.
In this work, DPPs are implemented as bidirectional synchronous buck-boost converters. As analyzed in [14] , the buckboost topology allows for the use of low-voltage, fast-switching transistors. By employing a fast switching frequency in the order of hundreds of kHz, the size of magnetic component can be reduced. Furthermore, while in [14] each DPP has one dedicated micro-controller, each micro-controller has enough peripherals to control more than one DPP. Since the 3 DPPs in one junction box are physically very close, they can be integrated on one printed circuit board (PCB) and controlled by one micro-controller. This eliminates the need for communication between DPPs in one junction box and reduces the control overhead in terms of hardware cost and power consumption. For this work, we chose a 32-bit ARM Cortex-M3 micro-controller, which allows some flexibility for future expansions, e.g., implementation of fault detection algorithm. Each DPP is constructed with a shielded power inductor and an integrated DrMOS power stage to achieve high efficiency and very small footprints on PCB. One unique challenge of controlling 3 DPPs with one microcontroller is sending control signal across different voltage levels. While DDP 1 can be controlled directly by the microcontroller, PWM control signals to DPP 2 and DPP 3 must be level shifted because they do not share the same ground refer- ence with the micro-controller, as shown in Fig. 4 . This figure illustrates the circuit details for DPP 2 only, while those for DPP 1 and DPP 3 , which are similar, are omitted. A simple diode-capacitor level shifter is chosen in our design to reduce the cost and size, and proves to be working well. A list of the main hardware components used is provided in Table I . Figure 5 shows an annotated photograph of the front side of the hardware prototype. Magnetic inductors are on the back side of the PCB. Note that a large portion of the board area is consumed by large connectors and ancillary circuits to facilitate development and diagnosis, which can be eliminated in the final product. As shown in Fig. 5 , all essential components of the hardware, including the inductors on the back side of the PCB, only take up a 3.75 cm×3.75 cm area encompassed by a white rectangle, and can easily fit in a junction box. Table II list specifications of the hardware prototype.
B. Experimental Setup
To verify the proposed MPPT algorithm, we developed the indoor experimental setup in Fig. 6 . A power supply (HP 6631A) was connected in parallel with each PV sub-module to replicate the photovoltaic current, providing an output I-V characteristic as if the PV sub-module was illuminated by sunlight. Details about this method to conduct repeatable indoor PV experiment can be found in [20] . Five DPPs implemented on 2 prototype boards were connected in parallel with a string of six PV sub-modules. Three of them are Sunmodule 
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Duty ratio 6060B) acted as a central converter and controlled the string current. Two digital multimeters (Agilent 34401) were used to measure the string voltage and current. All power supplies, digital multimeters and the electronic load communicated with a computer through a GPIB interface. Micro-controllers on the two prototype boards communicated with each other and with the same computer through an I 2 C interface. Note that for the following tests of the proposed distributed algorithm, the computer only received information from micro-controllers for data logging and diagnostic purposes. The distributed algorithm, including data exchange and synchronization at each iteration, is implemented in the micro-controllers.
In the experiment, the current limits of the power supplies were set to certain percentage of the sub-modules' nominal short circuit current to emulate the corresponding percentage of insolation (e.g., 5A, 4A and 2.5A to emulate a 100%, 80% and 50% insolation situation). For a given insolation mismatch scenario, a string current sweep was conducted by the electronic load. During each sweep step, the string current was kept fixed for the algorithm to converge to a steady state. The evolution of duty ratios of all DPPs, along with the string current and voltage after the algorithm's convergence was recorded by the computer.
IV. CASE STUDIES
In this section we verify the efficacy of the proposed distributed algorithm through three case studies. We first present and compare simulation and experimental results from the simplest 2-DPP system to illustrate its basic characteristics. Then, we focus on the experimental result of a six-sub-module 5-DPP system and analyze its tracking efficiency. Finally, we demonstrate the scalability of the algorithm by presenting simulation results for a system containing 31-DPP converters and 32 sub-modules.
A. 2 Differential Power Processors
To study the simplest 2-DPP case, we conducted experiments on the setup discussed in Section III but with only 3 submodules and compared the data with a MATLAB simulation. 
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Evolution of duty ratios computed by distributed algorithm for 2-DPP experimental setup with insolation pattern of 100%, 80%, 50%, I string = 3.3A, δ = 0.1 and γ = 0.003. Evolution of the centralized algorithm proposed in [14] is also plotted in dotted lines as a reference for the final value after converge. We set the conditions (i.e., insolation pattern, string current and initial duty ratios) to be the same in experiment and simulation, and recorded the evolution of the states of the algorithm. This test was performed for different conditions, and we found good matching between simulation and experimental data. Figure 7 shows one example of the evolution of the duty ratios of a simulated system with 100%, 80%, 50% insolation on sub-modules 1,2 and 3, respectively. The string current was set to MPP current that corresponds to this condition. Figure 8 shows the evolution of the duty ratios computed using the experimental setup with the same condition. As the figures show, the state variables in both the simulations and experiments quickly reach convergence and follow roughly the same trajectory, and the duty ratios D 1 [k] and D 2 [k] settle to the same value as corresponding duty ratio estimatesD 1 
To verify that the algorithm converges to the correct value, on the experimental setup, we also executed the centralized MPPT algorithm in [14] , and record its duty ratio evolution as a benchmark (i.e., D ref 1 and D ref 2 in Fig. 8 ).
The final duty ratios of the proposed algorithm are almost identical to those of the centralized MPPT algorithm. Tests of other insolation patterns and string current exhibit similar results, and are omitted due to space limitations.
B. 5 Differential Power Processors
Similar to the 2-DPP case, we tested the proposed algorithm on a 5-DPP system for different conditions. Figures 9 and 10 show one example of the simulation and experimental result for the same conditions and initial duty ratios. Note that among all the state variables, only the actual duty ratios D i [k], i = 1, 2, . . . , 5, are plotted, and allD i [k], i = 1, 2, . . . , 5 are omitted. Along with the distributed MPPT algorithm, the centralized MPPT algorithm proposed in [14] is also executed, and its evolution is plotted in Fig. 10 as a benchmark. Note that in both 2-DPP and 5-DPP case, states in simulation and experiment follow very similar trajectories but do not converge to exactly the same final values, primarily due to two reasons. 
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Fig . 10 . Evolution of duty ratios computed by distributed algorithm for 5 -DPP experimental setup with insolation pattern of 100%, 100%, 80%, 80%, 50%, 50%, I string = 3.3A, δ = 0.1 and γ = 0.002. Evolution of the centralized algorithm proposed in [14] is also plotted in dotted lines as a reference for the final value after converge. First, the simulation does not take into account the converter power losses. Second, as we used two types of PV modules in the experiment to emulate modules with less stringent binning, there is some variation in the I-V curves of the six submodules, which is not captured in the simulation.
At the same time, it is evident that the proposed algorithm and the centralized MPPT algorithm converge to the same final value. However, due to the noise in the voltage measurements, the duty ratio values still have small variations after convergence. With smaller value of γ in (4), the steady state variation can be significantly reduced as D i [k] is less dependent on u i [k], but the algorithm will take more iterations to converge to the steady state, as shown in Fig. 11 . In terms of hardware related issues, the noise in the voltage measurements can be reduced by averaging multiple reading or filtering with larger capacitors at the ADC pins. However, both of these methods will increase the time needed for each iteration, and slow down the convergence of the algorithm. Similar to γ, the value of δ 
Duty ratio Fig. 11 . Evolution of duty ratios computed by distributed algorithm for 5-DPP experimental setup with insolation pattern of 100%, 100%, 80%, 80%, 50%, 50%, I string = 3.3A, δ = 0.1 and γ = 0.0004. Evolution of the centralized algorithm proposed in [14] is also plotted in dotted lines as a reference for the final value after converge.
in (4) and (5) can also be increased to speed up the algorithm. However, δ represents a trade-off between speed and stability of the algorithm. Because the system is highly non-linear, δ can only be determined empirically, and we found δ should be kept smaller than 0.1 to guarantee stability in most situations. To further verify that the proposed algorithm effectively tracks the maximum power point, voltages of the six sub-modules were measured after the algorithm reaches steady state, and compared with the experimentally measured maximum power point voltage of each sub-module. The measured sub-module voltages were projected back to the measured I-V curve of that sub-module to find the operating point of the sub-module, and a tracking efficiency was calculated based on the power at this operating point and the MPP power. The results for a few different scenarios are displayed in Table III .
C. 31 Differential Power Processors
To demonstrate the scalability of the distributed MPPT algorithm, we extended the simulation to model a system with 32 sub-modules and 31 DPPs. The evolution of the duty ratios found by each of the DPP local controllers using the distributed algorithm is shown in Fig. 12 for randomly chosen initial conditions and for an insolation pattern in which all sub-modules receive 100% irradiance. As Fig. 12 shows, the algorithm converges to the expected solution wherein the duty ratios are D i = 0.5, i = 1, . . . , n−1. While more iterations are required for larger system to converge from a random initial point, an in-depth study of the system reveals that the algorithm can use a small γ value at start-up to prevent excessive duty ratio oscillation. Once the algorithm converges, γ can be changed to a large value for fast response. Moreover, some of the terms in u i [k] as defined in (8) , V. CONCLUSIONS In this paper, we addressed the problem of maximizing the power extracted from a system of series-connected PV modules outfitted with DPPs. To tackle some of the drawbacks of previously proposed centralized MPP algorithms, we introduced a distributed perturb and observe algorithm which relies on neighbor-to-neighbor communication and requires only local voltage measurements. Hardware suitable for PV junction box integration was developed. To verify the efficacy of the proposed algorithm, we presented simulation and experimental results for a 2-DPP and a 5-DPP system. We then demonstrated the scalability of the algorithm by presenting results for a 31-DPP system.
