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Résumé
L'évolution des contraintes en profondeur, sur les systèmes actifs, est de nos jours
mal connue. Il est cependant important de comprendre et d'identiﬁer ces phénomènes
de transfert de contrainte car ils sont à la base du déclenchement des séismes et des
éruptions volcaniques. Diverses approches permettant de retrouver la variation de
contrainte dans diﬀérents contextes sont abordées. La sismicité est utilisée comme
observable dans chacun de ces problèmes.
Après avoir exposé les mécanismes générateurs de sismicité dans un contexte gé-
néral, une méthode d'inversion de contrainte basée sur les équations du modèle de
frottement rate-and-state est présentée.
Dans un deuxième temps, la variation de contrainte produite par une rupture pluri-
décakilométrique est analysée. Cette analyse a permis de caractériser les change-
ments de contrainte co- et post-sismique produits par le séisme de 2004 à Parkﬁeld
(Mw = 6.0), sur des aspérités sismiques avec une résolution encore jamais atteinte
(de l'ordre de la dizaine de mètres). Il ressort en particulier que la variation de
contrainte produite par ce séisme sur son plan de rupture est très hétérogène. En
outre, il résulte de cette hétérogénéité que la loi d'Omori décrivant l'évolution tem-
porelle des répliques ne correspond qu'à un comportement moyen de l'ensemble des
aspérités sur une faille, chaque aspérité suivant quant à elle une dynamique quasi-
déterministe.
L'étude de la variation de contrainte produite par le remplissage d'un réservoir mag-
matique a également été réalisée. Sur trois volcans basaltiques (Kilauea et Mauna
Loa, à Hawaii et Piton de la Fournaise sur l'île de la Réunion), l'évolution de la sismi-
cité et de la déformation résultant d'une accumulation de magma en profondeur est
décrite. Cette description permet alors l'identiﬁcation d'un processus magmatique
à partir des signaux induits en surface, en particulier à partir du taux de sismicité.
Dans un dernier temps, le rôle de la sismicité dans son propre déclenchement est
évalué. Une méthodologie ne reposant que sur deux hypothèses simples (linéarité et
approche champ moyen) est proposée. Cette méthode est capable de recouvrir la part
de la sismicité qui ne résulte pas d'interactions entre séismes. Finalement, plusieurs
extensions de cette méthode, dans le cas où le chargement est non-stationnaire, sont
décrites pour retrouver la signature de transitoires asismiques.
Mots-clés : dynamique de la sismicité, variation de contrainte, frotte-
ment rate and state, volcans basaltiques, Parkﬁeld, declustering
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Abstract
The stress evolution at depth in active seismic areas is still poorly known. Yet, it
is of fundamental interest to understand and to identify stress transfer mechanisms
as they are responsible for earthquake triggering and predate volcanic eruptions. Se-
veral approaches leading to the stress evolution in various situations are addressed.
The evolution of seismicity is used in each case as an observable, allowing to go back
to the stress evolution.
After brieﬂy reviewing earthquake generating mechanisms, a stress inversion method
based on the rate-and-state friction model is presented.
Secondly, stress changes resulting from a strong earthquake are analyzed. This ana-
lysis allows to recover co- and post-seismic stress variations, experienced by single
asperities, following the 2004, Mw = 6.0 Parkﬁeld earthquake. The estimated stress
changes show an heterogeneous distribution. It results that the Omori law that
describes aftershock sequences is only a mean behavior of the whole population of
asperities on the fault plane, each asperity having a quasi-deterministic occurrence
pattern.
The estimation of the stress evolution produced by an accumulation of magma in
a reservoir is also performed. The identiﬁcation of an ongoing replenishment phase
is based on the analysis of seismicity and deformation at three basaltic volcanoes
(Kilauea an Mauna Loa, Hawaii and Piton de la Fournaise, Réunion island). The
description of such signals is detailed and allows the characterization of a magmatic
phenomenon from surface records, especially from seismicity rates.
At last, the eﬀect of interacting earthquakes on the global seismicity signal is in-
vestigated. A model-independent stochastic declustering technique is proposed. The
method is capable of determining the part of the seismicity that does not result from
earthquake interactions. Several extensions of the method are proposed to retrieve
the signature of aseismic transients from a non-stationary background earthquake
rate.
Keywords : seismicity dynamics, stress transfer, rate and state friction,
basaltic volcanoes, Parkﬁeld, declustering
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Introduction
La sismicité peut être déﬁnie comme la répartition spatio-temporelle des séismes
dans une région donnée. C'est certainement l'observable le plus accessible et le plus
abondant en sismologie permettant d'estimer un état de contrainte. L'évolution tem-
porelle de la sismicité est donc un témoin des variations de contrainte qui se pro-
duisent dans le système étudié (Figure 1).
Système SismicitéPerturbation
Fig. 1  Une perturbation de contrainte quelconque qui s'applique sur un système
donné produit une variation de sismicité à l'intérieur de ce système.
Les causes des perturbations de contraintes sont nombreuses et variées et sont
principalement liées au contexte géodynamique de la zone étudiée. Ainsi dans un
édiﬁce volcanique par exemple, la principale source de variation de contrainte est liée
à la mise en place et à la migration de magma en profondeur. Ce processus peut être
très localisé et évoluer rapidement (stockage de magma en profondeur, propagation
de dike, eﬀondrement de caldeira ...), il en résulte que l'état de contrainte à l'intérieur
de l'édiﬁce volcanique est très variable à la fois en temps et en espace. Dans le cas
tectonique, la variation de contrainte qui s'exerce sur une faille est le résultat de
diﬀérentes contributions : c'est d'abord le chargement inter-sismique imposé par le
glissement aux longues échelles de temps entre les deux compartiments de la faille ;
c'est également la variation de contrainte post-sismique qui peut être importante
dans certains cas.
Certains mécanismes associés à des transferts de contrainte ont été proposés pour
expliquer les variations de sismicité :
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 le transfert statique de contrainte : dans ce modèle, les variations de
contrainte sont le résultat du champ de déplacement produit par le glissement
d'un séisme sur une faille. Les séismes sont matérialisés par des dislocations et
conduisent à l'apparition de zones chargées ou déchargées qui symbolisent les
zones plus ou moins susceptibles de présenter une augmentation/diminution
du taux de sismicité. Ce modèle peut très bien être appliqué également dans
le cas volcanique, le transfert de contrainte résultant alors principalement de
sources de magma en profondeur (réservoir) ou en surface (dike). Une revue
sur le déclenchement de la sismicité par le transfert de contrainte statique dans
le cas tectonique pourra être trouvée par exemple dans (Stein, 1999), et l'on
trouvera des exemples pour le cas volcanique dans (Nostro et al., 1998; Feuillet
et al., 2004, 2006; Walter et Amelung , 2006; Amelung et al., 2007). Les prin-
cipales critiques portées à l'encontre de ce modèle concernent les incertitudes
liées aux diﬀérents paramètres qui peuvent être importantes (Steacy et al.,
2004, 2005) et l'absence de baisses de sismicité, prédites mais très rarement
observées (Parsons , 2002; Marsan, 2003; Felzer et Brodsky , 2005). De plus, ce
modèle ne montre, dans certains cas, qu'une faible corrélation entre les zones
qui subissent une augmentation de contrainte et la localisation de la sismicité.
C'est par exemple le cas pour la séquence de Colﬁorito, Italie (Miller et al.,
2004) ou bien pour le séisme de Hector Mine, Californie qui n'apparaît vrai-
semblablement pas dans une zone d'augmentation de contrainte produite par
le séisme de Landers (Harris et Simpson, 2002; Pollitz et Sacks , 2002).
 le transfert dynamique de contrainte : ici c'est le passage d'une onde sis-
mique qui est responsable du déclenchement de l'activité sismique enregistrée.
Ce modèle permet notamment d'expliquer le déclenchement de la sismicité à
longues distances et également l'absence de baisses de sismicité observées suite
aux séismes. Malgré quelques observations remarquables (Hill et al., 1993), ce
modèle paraît diﬃcilement généralisable en dehors des zones géothermiques
et volcaniques. On notera quand même l'étude de Felzer et Brodsky (2006),
qui semble indiquer que l'ensemble de la sismicité réagit à ces perturbations
dynamiques, cependant, le faible nombre de séismes eﬀectivement considérés
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dans cette étude, limite la portée de l'interprétation. Notons pour conclure sur
ce modèle qu'il n'est en soit pas suﬃsant pour expliquer comment la sismi-
cité peut perdurer pendant plusieurs jours après le passage de l'onde sismique
(Brodsky , 2006).
 les glissements asismiques : les séismes les plus importants sont presque
toujours suivis d'un mouvement postsismique enregistrable en surface. Cette
déformation postsismique peut se produire dans la partie en frottement stable
de la faille (Marone et al., 1991). Dans ce cas, Perfettini et Avouac (2004)
proposent de relier la déformation produite par ce glissement en profondeur
à l'évolution de la sismicité. Nous pouvons également mentionner le cas où
le glissement postsismique est produit par la relaxation asthénosphérique qui
peut produire des séismes plusieurs années après l'initiation de la relaxation
(Pollitz et al., 1998; Freed et Lin, 2001). La sismicité peut être vue comme
le résultat de déformations transitoires asismiques en profondeur comme c'est
par exemple le cas dans le golfe de Corinthe (Bernard et al., 2004) et dans le
forage de Soultz (Bourouis et Bernard , 2007).
 la diﬀusion de ﬂuide : les équations qui dérivent de la poroélasticité montrent
que l'évolution de la pression de pore qui suit une perturbation (par exemple
un séisme majeur) peut avoir les mêmes caractéristiques spati-temporelles que
la sismicité. On peut alors penser que la sismicité est le résultat de la mise
en mouvement de ﬂuides (par exemple Bosl et Nur (2002)). Cependant ce
processus peut être complexe à modéliser car il fait intervenir des propriétés
physiques des roches qui sont souvent mal connues et généralement très ﬂuc-
tuantes sur plusieurs ordres de grandeur (perméabilité). Il convient tout de
même de constater que la migration de ﬂuide en profondeur semble un méca-
nisme bien indiqué pour expliquer les essaims de sismicité, en particulier dans
les régions non-volcaniques (Miller et al., 2004; Jenatton et al., 2007; Bernard
et al., 2005).
 autres modèles : Signalons enﬁn également d'autres modèles pour lesquels
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la perturbation de contrainte dans le système résulte principalement de la mo-
diﬁcation des propriétés rhéologiques du milieu étudié : endommagement et
aﬀaiblissement du milieu (Lyakhovsky et al., 1997; Ben-Zion et Lyakhovsky ,
2006), corrosion sous contrainte (Atkinson, 1984), eﬀets thermiques (Wiens ,
2001).
On voit ainsi que les perturbations de contrainte peuvent avoir de multiples
causes physiques. Ce qui nous intéressera dans cette thèse c'est tout d'abord de
comprendre les liens qui relient la perturbation de contrainte à la sismicité (cf. Figure
1). Cette première étape nous permettra alors de réaliser le processus inverse, c'est à
dire de retrouver la variation de contrainte à partir de l'observable sismicité (Figure
2).
SismicitéPerturbation
Fig. 2  On cherchera dans cette thèse à remonter à l'évolution de la contrainte
à partir de la variation de sismicité. La sismicité est un paramètre observable très
accessible et on étudiera ainsi sa dynamique.
La sismicité montre des évolutions très diﬀérentes d'un lieu à l'autre et au cours
du temps pour un site donné. Ce sont ces diﬀérentes formes d'évolution qu'il est né-
cessaire de comprendre pour remonter aux variations de contrainte. Il est constaté
que les séismes sont bien plus amassés en temps que ce qui est attendu d'un simple
processus de Poisson stationnaire (Aki , 1956; Knopoﬀ , 1964; Savage, 1972). Cet
amassement temporel est particulièrement marqué suite à un séisme majeur. On
sait même donner une description statistique assez robuste de l'évolution du taux
de sismicité qui suit ce choc principal. Cette évolution, en t−1, formulée par Omori
(Omori , 1894) puis généralisée par Utsu (Utsu, 1961) dans le cas d'un exposant dif-
férent de 1, est très rarement mise en défaut. D'autres formes d'évolution existent :
• Il peut s'agir de l'accélération du taux de sismicité, observée durant les der-
nières étapes avant la rupture d'un bloc rocheux (Amitrano et al., 2005), ou
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précédant une éruption (Kilburn et Voight , 1998; Chastin et Main, 2003; Col-
lombet et al., 2003) ou même avant un séisme majeur (Bowman et al., 1998).
• Il existe également des cas où la sismicité est extrêmement concentrée en temps
et en espace sans choc principal au début de la séquence. Dans ce cas, on parle
souvent d'essaims de sismicité et l'évolution de la sismicité n'est pas bien dé-
crite par une loi de type Omori-Utsu (par exemple Hainzl et Fischer (2002)).
• Enﬁn on peut également distinguer des cas, qui restent malgré tout assez
rares, où la sismicité baisse brutalement suite à un choc important (Dieterich
et Okubo, 1996; Dieterich et al., 2000; Toda et Stein, 2003).
On cherchera donc, dans cette thèse, à associer à diﬀérentes formes d'évolu-
tions de la sismicité, l'évolution de contrainte qui en est responsable. À travers
des exemples simples, on montrera que cette approche est possible et qu'elle per-
met d'apporter des informations nouvelles sur les caractéristiques des transferts de
contrainte et sur leur évolution.
Dans un premier chapitre, nous aborderons les mécanismes générateurs de
sismicité. Il s'agira tout d'abord du mécanisme associé à la fracturation fragile des
roches. Nous montrerons que dans ce contexte, la rupture des matériaux est associée
à un critère de rupture qui peut prendre la forme d'un seuil critique. Nous donne-
rons alors l'évolution de la sismicité d'un matériau sous contrainte à proximité de
son seuil critique en fonction de la contrainte appliquée. Dans un deuxième temps
nous nous intéresserons au modèle de frottement de type rate-and-state. Ce mo-
dèle tire son succès d'une très bonne description du glissement pour de nombreux
matériaux testés en laboratoire (Dieterich et Kilgore, 1994). De plus le modèle rate-
and-state est également capable de rendre compte de l'apparition de la loi d'Omori
pour décrire les répliques et oﬀre un cadre physique complet et suﬃsant qui permet
de relier variation de contrainte et variation de sismicité (Dieterich, 1994). Nous pré-
senterons succinctement les équations constitutives de ce modèle puis on dérivera les
équations qui permettent d'évaluer la sismicité en fonction de diﬀérentes histoires
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de contrainte. Enﬁn, nous présenterons deux méthodes d'inversion qui permettent
de retrouver les variations de contrainte à partir des variations de sismicité, et l'on
verra les limites de ces deux méthodes.
Dans le deuxième chapitre nous présenterons un premier exemple permettant
d'identiﬁer les liens entre la variation de contrainte et la variation de sismicité. Nous
nous intéresserons dans ce premier exemple à la variation de contrainte produite
dans le cas d'une rupture sismique de plusieurs dizaines de kilomètres (Figure 3).
Faille Sismicité
Rupture
 décakilométrique
Fig. 3  La rupture produite par un séisme conduit à un changement de la contrainte
sur la faille. Ce changement de contrainte est responsable de la sismicité observée
sur la faille. On utilisera ici la variation de sismicité sur des aspérités (de la taille
de la dizaine de mètres) pour retrouver le changement de contrainte qui s'opère sur
la faille.
On cherchera particulièrement à caractériser la variation de contrainte co-sismique
et post-sismique du séisme de Parkﬁeld (Californie) de Septembre 2004. Le cas du
séisme de Parkﬁeld de 2004 est tout à fait remarquable car il s'intègre dans le cadre
de séismes semblables produits sur le segment en ﬂuage de la faille de San Andreas.
À cet endroit, les séismes se répètent quasi-périodiquement sur les mêmes aspérités
sismiques. Nous tirerons avantage de cette répétition quasi-périodique pour estimer
la perturbation causée par le séisme de 2004 et nous montrerons alors que notre
approche permet de retrouver la variation de contrainte sur la faille à l'échelle de
l'aspérité (de l'ordre de la dizaine de mètres).
Dans le troisième chapitre nous présenterons un autre exemple montrant la
possibilité de retrouver l'évolution de la contrainte à partir de celle de la sismicité.
Ce deuxième exemple s'inscrit dans un contexte volcanique, et peut se schématiser
par la Figure 4.
Nous isolerons la signature de la sismicité produite par le remplissage d'un ré-
6 INTRODUCTION
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Volcan Sismicité
Mouvement du
magma (remplissage)
Fig. 4  L'accumulation de magma provoque une augmentation de contrainte dans
l'édiﬁce volcanique. Cette augmentation de contrainte se traduit par une variation de
sismicité. On étudiera au chapitre 3, les relations entre accumulation de magma
et variation de contrainte puis entre la variation de contrainte et l'évolution de
sismicité. On montre alors qu'il est possible de suivre l'évolution du remplissage du
réservoir magmatique à partir de la sismicité.
servoir magmatique pour trois volcans basaltiques (Kilauea et Mauna Loa, Hawaii
et Piton de la Fournaise, île de la Réunion. Avec l'aide de données de déformation,
nous proposerons un modèle qui permet d'expliquer les observations de déformation
et de sismicité. Finalement nous relierons ce modèle à la variation de contrainte dans
l'édiﬁce.
Nous aborderons dans un quatrième chapitre un problème supplémentaire qui
est la rétroaction de la sismicité sur elle même (Figure 5).
Système SismicitéPerturbation
Fig. 5  La perturbation appliquée au système induit de la sismicité. Cette sismi-
cité, à son tour, provoque des perturbations de l'état de contrainte du système qui
modiﬁent ainsi la variation de la sismicité. Il y a donc une rétroaction du signal de
sismicité sur lui même.
Cette rétroaction complique fortement le problème inverse permettant de retrou-
ver la perturbation de contrainte. En eﬀet le signal de sismicité à inverser ne dépend
plus directement de la perturbation mais également, pour une part, de la sismicité
elle même. Il faut alors distinguer ce qui est eﬀectivement causé par la perturbation
de ce qui n'est que conditionné par elle. Nous présenterons diﬀérentes approches qui
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permettent de retrouver la variation de sismicité directement liée à une perturbation
donnée et non à l'interaction entre les séismes eux mêmes.
En conclusion nous synthétiserons les principaux résultats apportés par ce tra-
vail et leurs implications. Nous discuterons également des développements futurs
qui restent à accomplir, notamment en ce qui concerne l'application d'une méthode
permettant d'estimer l'évolution temporelle du taux de sismicité de fond. Enﬁn nous
argumenterons sur la nécessité d'une instrumentation continue pour la compréhen-
sion des transferts de contrainte dans les édiﬁces volcaniques et sur les failles actives.
8 INTRODUCTION
Chapitre 1
Mécanismes générateurs de sismicité
On présente dans ce chapitre deux mécanismes associés à la génération de sis-
micité. Le premier mécanisme est lié à la fracturation. Ce mécanisme est souvent
associé aux essais de compression de matériaux en laboratoire. C'est un mécanisme
également envisageable dans certains cas dans la nature quand la contrainte appli-
quée à un système conduit à la rupture du système plutôt qu'à un glissement à
l'intérieur de celui-ci. Dans ce deuxième cas, les équations de frottement deviennent
appropriées pour décrire le phénomène. Nous introduisons les équations du frotte-
ment dans la deuxième partie de ce chapitre.
1 La fracturation fragile
Les modèles faisant intervenir la fracturation des roches sont parfois utilisés pour
expliquer l'apparition de sismicité. Dans de tels modèles, la fracturation se traduit
la plupart du temps par l'ouverture d'une ﬁssure et sa propagation, ou bien par
la nucléation de nouvelles ﬁssures dans le matériau sous contrainte. Un critère de
rupture est souvent utilisé pour décrire l'état de contrainte maximum que peut sup-
porter un matériau avant sa rupture. Les critères de Mohr-Coulomb et de Griﬃth
sont les critères de rupture les plus souvent utilisés (Scholz , 2002).
Une fois atteint ce critère de nucléation, la dynamique de la fracture est contrôlée par
des lois de comportments qui permettent de propager les ﬁssures. C'est par exemple
le cas dans le modèle de croissance sous critique de ﬁssures. Dans ce modèle, le coin
de la ﬁssure présente une singularité géométrique qui agit comme concentrateur de
9
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contrainte à cet endroit. La croissance de la ﬁssure se fait alors en cassant la partie
périphérique soumise à la plus forte concentration de contrainte (Scholz , 2002). Si
l'on considère maintenant une ﬁssure non plus dans un échantillon en laboratoire
mais dans la croûte, ce processus de croissance de ﬁssure peut être facilité par les
réactions physico-chimiques se produisant à sa surface. En particulier, l'hydratation
de la silice peut conduire à la disparition d'une liaison covalente et rendre le matériau
plus facile à casser (Atkinson, 1984). Cependant, un simple chargement uniforme est
suﬃsant pour provoquer la propagation de la ﬁssure.
Il a été remarqué que dans la croûte, la sismicité liée à la fracturation, ap-
paraissait même pour de très faibles valeurs d'augmentation de contrainte. Cette
constatation restant valide, même pour des régions pourtant éloignées de zones tec-
toniquement actives. De telles augmentations de sismicité sont mises en évidence
par exemple, lors de la mise en eau de barrage ou bien lors du percement de galeries
dans les mines (Grasso et Sornette, 1998). Cette apparition de sismicité pour des
perturbations très faibles de l'état de contrainte laisse suggérer que la croûte est par-
tout très proche de son état de rupture (Grasso et Sornette, 1998). Cette proximité
vis à vis de l'état de rupture peut se comprendre dans le cadre de la criticalité auto-
organisée (Bak et al., 1988), (Sornette et Sornette, 1989). Les modèles de criticalité
font intervenir un évènement critique qui déstabilise l'ensemble du système, souvent
considéré comme présentant d'importantes hétérogénéités. Pour de tels systèmes,
il est alors possible de décrire l'évolution du nombre de fractures dans les derniers
instants avant la rupture. Durant cette période, les micro-ﬁssures présentes dans le
système, s'organisent en fonction de la contrainte appliquée au système. La rupture
apparaît alors comme le point culminant de la nucléation, de la croissance et de la
coalescence des micro-ﬁssures.
L'évolution du nombre de fractures pendant cette période peut être caractérisée par
un comportement de type
D ∝ (σc − σ)−γ (1.1)
où σc est la contrainte critique du système, c'est à dire la contrainte à partir de
laquelle il y a rupture, σ est la contrainte imposée au système, γ est l'exposant cri-
tique et D représente le nombre de fractures dans l'échantillon (Garcimartin et al.,
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1997; Zapperi et al., 1997; Johansen et Sornette, 2000). Une telle évolution est no-
tamment décrite aussi bien lors d'expériences en laboratoire que dans la nature lors
d'eﬀondrement rocheux par exemple (Amitrano et al., 2005) (Figure 1). On trouve
alors que si l'évolution de la contrainte se fait à taux constant, l'augmentation du
nombre de ﬁssures au cours du temps évoluera en loi de puissance. Remarquons alors
qu'en considérant la sismicité ou l'émission acoustique comme un témoin direct de la
fracturation, il est alors possible de suivre l'évolution de la contrainte d'un système
à partir de l'évolution de sa sismicité. Dans cette approche, (Bowman et al., 1998)
suggèrent par exemple que les grands séismes sont la matérialisation de l'évènement
critique associé à la rupture de la croûte terrestre dans la région où se produit le
séisme. Ils proposent ainsi que l'évolution de la sismicité précédant les séismes ma-
jeurs doit évoluer en loi de puissance. Un bon accord est trouvé pour l'analyse des
principaux séismes en Californie qui se sont produits au cours des dernières décen-
nies. Cependant, l'évidence reste faible, et la pertinence des accélérations trouvées
reste sujette à discussion (Hardebeck et al., 2008).
Le modèle de fracturation présenté ici semble trouver ses limites quand la sismi-
cité n'est plus le résultat de la nucléation ou de la propagation de ﬁssures à l'intérieur
des roches. Cela se produit notamment quand la sismicité est le résultat du glisse-
ment de deux blocs l'un par rapport à l'autre. Dans ce cas, ce sont les équations du
frottement qui semblent le modèle le plus adéquat pour expliquer l'évolution de la
sismicité. En eﬀet, s'il existe un plan de glissement favorablement orienté par rap-
port aux contraintes principales, alors, dans n'importe quel système, le glissement
se produira sur ce plan, et pour des valeurs de contraintes plus faibles que celles
nécessaires pour engendrer la fracturation. On va alors étudier dans cette deuxième
partie les mécanismes de frottement et voir en particulier comment relier l'évolution
de la contrainte et de la sismicité avec un tel modèle.
2 Le modèle de frottement rate-and-state
Dans un système donné, dès qu'une faille est formée, alors toute augmentations
de contrainte dans ce système se manifestera préférentiellement par le glissement
2. LE MODÈLE DE FROTTEMENT RATE-AND-STATE 11
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D'après (Amitrano et al., 2005).
sur cette interface que par la fracturation de roches intacts. Ainsi, dans la croûte
terrestre, les failles concentrent les contraintes tectoniques qui s'appliquent de part
et d'autre de celles-ci. Il est donc important de comprendre comment s'opère le glis-
sement le long de ces failles. Le modèle de frottement rate-and-state est un modèle
physique qui dérive d'expériences de laboratoire. Il permet de rendre compte du
glissement de deux blocs soumis à une force de frottement. En particulier le mo-
dèle considère une dépendance du coeﬃcient de frottement en fonction du temps de
contact et de la vitesse entre les deux blocs. Ce modèle non-linéaire est suﬃsant pour
expliquer de nombreuses observations sismologiques (glissements lents, répliques ...),
on pourra se référer à (Helmsttter and Shaw, Afterslip and aftershocks in the rate-
and-state friction law, submitted to J. Geophys. Res. (2008)).
On rappellera pour commencer les principales équations qui permettent de décrire
le glissement d'un objet soumis à frottement. Puis on fera l'analogie entre l'exemple
simple du patin glissant tiré par un ressort et une aspérité sismique soumise à un
chargement élastique. On verra alors en particulier que ces aspérités, lorsqu'elles
subissent un chargement uniforme, donnent lieu à une instabilité de glissement assi-
milable à un séisme. On généralisera ensuite le comportement décrit pour une aspé-
rité, à une population d'aspérité pour ainsi aboutir à la description de la sismicité.
On regardera comment évolue cette sismicité sous diﬀérentes formes de chargement
et lorsque l'on fait varier la contrainte dans le milieu. On présentera en particulier
le cas du saut de contrainte qui donne lieu à la loi d'Omori. Enﬁn on présentera
le problème inverse formulé par Dieterich et al. (2000) qui permet de retrouver la
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variation de contrainte d'un système à partir des variations de sismicité. On verra les
limites de l'approche présentée par Dieterich et al. (2000) et on tentera de formuler
une autre méthode d'inversion.
2.1 Description du glissement
On introduit ici les équations de la loi de frottement rate-and-state qui per-
mettent par la suite d'établir une relation entre les variations du taux de sismicité
et les variations de contrainte. Le modèle de frottement rate-and-state, qui est pré-
senté ici, dérive en majorité des principaux résultats présentés dans Ruina (1983) ,
Dieterich (1992) et Dieterich (1994). Considérons le coeﬃcient de frottement µ avec
µ(δ˙, θ1, θ2, ..., θn) où δ˙ représente la vitesse du glissement et les θ sont des variables
d'état. Le coeﬃcient de frottement µ peut s'exprimer sous la forme
µ = µ0 + A ln
δ˙
δ˙0
+
n∑
i=1
Bi ln
θi
θi0
, (1.2)
avec n le nombre de variables d'état prises en compte ; µ0 est le coeﬃcient de
frottement pour une valeur δ˙0 du glissement et θi0 des diﬀérentes variables d'état.
En général on ne considère qu'une seule variable d'état, θ, qui s'interprète comme
l'âge moyen des contacts.
La variable d'état, θ, évolue à contrainte normale constante, avec le glissement selon
θ˙ = 1− δ˙θ
Dc
, (1.3)
où Dc représente la taille moyenne des aspérités en contact dans l'échantillon. La
valeur de Dc (taille caractéristique des aspérités), se situe dans les expériences de
laboratoire dans le champ 3 − 50µm, cependant son extrapolation pour les failles
"dans la nature" reste sujette à discussion.
On voit ainsi que si δ˙ = 0, alors θ évolue avec linéairement le temps. C'est
pourquoi (1.3) est souvent appelé aging-law en opposition avec une autre loi proposée
pour décrire l'évolution de la variable d'état qui n'évolue que lorsqu'il y a glissement
et qui est dénommée slip-law. Les implications concernant l'utilisation de l'une ou
de l'autre de ces équations pour décrire l'évolution de la variable d'état sont décrites
dans Ampuero et Rubin (2008).
Lorsque la vitesse de glissement est constante (θ˙ = 0), on obtient d'après (1.3)
2. LE MODÈLE DE FROTTEMENT RATE-AND-STATE 13
CHAPITRE 1. MÉCANISMES GÉNÉRATEURS DE SISMICITÉ
θss =
Dc
δ˙
, (1.4)
où θss est la valeur de la variable d'état à vitesse de glissement constante et
peut s'interpréter comme la durée de vie moyenne des contacts. Cette valeur de
θ est constante et on peut en déduire la valeur du coeﬃcient de frottement sans
changement d'état (= µss)
µss = µˆ0 + (A−B) ln
(
δ˙
δ˙0
)
, (1.5)
où µˆ0 une constante.
La valeur de (A − B) est le paramètre qui contrôle l'évolution de µ avec la
vitesse du glissement et donc la stabilité du glissement. A et B sont des paramètres
qui dépendent des propriétés du milieu. On distingue les deux cas suivants :
• A < B : velocity weakening . Le coeﬃcient de frottement diminue quand la
vitesse de glissement augmente. On a alors une rétroaction positive et le glis-
sement est instable.
• A > B : velocity strengthening . Le coeﬃcient de frottement augmente quand
la vitesse de glissement augmente et tend ainsi à stabiliser le glissement.
On peut également remarquer qu'en absence de glissement, le coeﬃcient de frot-
tement évolue selon
µ = µ0 +B ln(t), (1.6)
et ainsi augmente de façon logarithmique avec le temps. On peut alors construire
un diagramme qui montre l'évolution du coeﬃcient de frottement lors de la transition
d'un glissement rapide à un glissement lent puis inversement (Figure 1.2).
Il est remarquable de constater que l'évolution théorique du coeﬃcient de frot-
tement telle que présentée ﬁgure 1.2 oﬀre une très bonne description des variations
du coeﬃcient de frottement observées sur de nombreux matériaux lors d'expériences
de laboratoire Dieterich et Kilgore (1994).
On se place maintenant dans la conﬁguration d'un patin glissant tiré par un
ressort comme analogie d'un milieu élastique 1D. On peut alors décrire le glisse-
ment d'un tel système soumis aux équations de frottement décrites plus haut. On
se placera dans le cas quasi-statique (on néglige les forçes d'inerties). On peut alors
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Déplacement
RAPIDE LENTLENT
A B
(A-B)
µ
Fig. 1.2  Schéma illustrant la dépendance du coeﬃcient de frottement µ en fonction
de la vitesse de glissement de l'échantillon. Après un saut de vitesse, le coeﬃcient
de frottement retourne progressivement vers un nouvel état stable µss.
montrer que le glissement évolue vers une instabilité lorsqu'il est soumis à un char-
gement constant. La vitesse du glissement proche de l'instabilité est décrite par
δ˙(t) =
A
H
(ti − t)−1, (1.7)
où ti est le temps de l'instabilité et
H =
B
Dc
− k
σ
, (1.8)
avec k la raideur du ressort. Ainsi dans le cas d'un milieu élastique (la croûte),
une aspérité sur la faille (A < B), soumise à un chargement tectonique constant,
évoluera spontanément vers une instabilité, c'est à dire un séisme. En l'absence
de toute autre source de contrainte, cette aspérité donnera lieu périodiquement au
même séisme. Si un saut de contrainte est appliqué sur cette aspérité, en plus du
chargement constant, alors la rupture sera retardé ou avancé en fonction du signe
de ce changement de contrainte. De plus cet avancement/retardement sera plus ou
moins important en fonction du moment où le saut de contrainte sera introduit dans
le cycle sismique de l'aspérité.
2.2 Variation du taux de sismicité
Regardons maintenant comment la description du glissement proposée plus haut
permet d'aboutir à une estimation du taux de sismicité. Pour cela, on considère tout
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d'abord qu'il n'y a plus une seule aspérité mais une population d'aspérités. De plus
on suppose que chacune de ces aspérités se trouvent toute à un instant diﬀérent
de leur cycle sismique respectif. On assimilera de plus comme précédemment une
instabilité de glissement à un séisme. En appliquant alors les équations du glissement
à cette population d'aspérités, on obtient une description de la la sismicité qui n'est
autre que la succession des instabilités de cette population d'aspérités. Dans le cas
d'un chargement constant, on comprend facilement que le taux de sismicité est
constant. On regarde ici comment évolue ce taux de sismicité quand on fait subir
diﬀérentes perturbations à ce chargement.
Saut de contrainte - Loi d'Omori
On s'intéresse pour commencer au cas où la perturbation peut se modéliser
comme un saut de contrainte. C'est en générale l'approximation que l'on fait lorsque
l'on souhaite modéliser l'eﬀet produit par le déplacement cosismique d'un séisme sur
la sismicité alentour. On considère que toutes les aspérités subissent le même saut de
contrainte au même instant, et comme précédemment on considère également que
ces aspérités se trouvent à un moment diﬀérent de leur cycle sismique. Le saut de
contrainte amène proche de l'instabilité de nombreuses aspérités. On peut montrer
que le taux de sismicité suite à ce changement de contrainte peut s'écrire au cours
du temps, t comme
λ(t)
λ′
=
[
1 + exp
(−t
ta
)(
exp
(−∆τ
Aσ
− 1
))]−1
(1.9)
où λ(t) et λ′ sont respectivement le taux de sismicité et le taux de sismicité de
référence, ∆τ est la valeur du saut de contrainte et σ et la contrainte normale.
L'équation 1.9 fait intervenir le paramètre ta qui est le temps caractéristique de
durée des répliques qui peut s'interpréter comme le temps que mettent toutes les
aspérités pour reprendre un cycle sismique normal, c'est à dire non perturbé par le
saut de contrainte. La valeur de ta est déterminée par
ta =
Aσ
τ˙r
, (1.10)
avec τ˙r le taux de contrainte de référence. Il est remarquable de constater que (1.9)
décrit une décroissance du taux de sismicité comparable à une loi d'Omori lorsque
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t < ta. Ainsi une perturbation instantanée de la contrainte dans le modèle rate-and-
state conduit à une action sur la sismicité qui perdure dans le temps. La variation du
taux de sismicité au cours du temps, en fonction de la valeur du saut de contrainte
imposée, (positive ou négative) est illustrée Figure 1.3.
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Fig. 1.3  L'axe des abcisses repré-
sente le temps, normalisé par rapport
à ta et l'axe des ordonnées le taux
de sismicité λ , normalisé par rapport
au taux de sismicité de référence. Dix
sauts de contrainte positifs, normali-
sés par rapport à Aσ sont imposés, de
10 à 1 (du jaune au noir) et dix sauts
de contraintes négatifs, de -1 à -10 (du
noir au bleu ciel). Le taux de sismicité
retourne à sa valeur de référence pour
t ≈ ta sauf pour des contraintes néga-
tives importantes où le temps est alors
plus long.
2.3 Généralisation pour une histoire de contrainte quelconque
L'utilisation d'un modèle rate-and-state pour décrire la sismicité n'est pas limité
au cas où la variation de contrainte prend la forme d'un saut instantané. En eﬀet
la variation de sismicité produite par n'importe quelle variation de contrainte peut
s'écrire
λ
λ′
=
1
γS˙r
, (1.11)
avec
dγ =
1
Aσ
[dt− γdS]. (1.12)
On a remplacé dans les équations (1.11) et (1.12) la contrainte τ par une contrainte
de Coulomb modiﬁée, S, et fait de même pour le taux de contrainte. La contrainte de
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Coulomb modiﬁée est déﬁnie par S = τ− [µ−α]σ, où α est un paramètre qui déﬁnit
l'importance de la contrainte normale dans les équations de frottement. Le calcul
des variations de sismicité se fait à travers la variable d'état γ. Il est possible à partir
des deux équations précédentes de modéliser l'évolution de la sismicité pour n'im-
porte quelle évolution de la contrainte. Ainsi, dans le cas d'un saut de contrainte, on
retrouve à partir des équations (1.11) et (1.12) la variation de sismicité décrite en
(1.9). On peut également s'intéresser à la variation de sismicité produite par diverses
formes de l'évolution de contrainte.
Succession de sauts de contrainte
On considère le cas où la sismicité est générée par une succession de sauts de
contrainte ∆Si (positifs ou négatifs), se produisant à des temps Ti, en alternance
avec un chargement tectonique constant dans le temps. Cette modélisation est très
proche du chargement habituellement supposé dans les zones tectoniques, où le
chargement est constant pendant la phase intersismique, puis évolue brusquement
lors d'un séisme. En reprenant les équations (1.11) et (1.12) on peut alors écrire
l'évolution du paramètre γ. On suppose qu'à l'état initial le système répond à un
taux de contrainte constant, ainsi γ0 = γss = 1S˙r . On peut alors montrer qu'il
est possible d'établir une relation de récurrence permettant d'établir la valeur du
paramètre γ à chaque instant. Ainsi ∀∆Si intervenant au temps Ti, on peut écrire
pour t ∈ [Ti;Ti+1] :
γ =
1
S˙r
[
1 + exp
(
(t− Ti)
ta
)
.εi
]
(1.13)
εi =
[
εi−1. exp
(−(Ti − Ti−1)
ta
)
+ 1
]
. exp
(−∆Si
Aσ
)
− 1 (1.14)
ε0 = 0
Le taux de sismicité peut alors s'écrire à n'importe quel instant Ti < t < Ti+1,
λ(t)
λ′
=
[
1 + εi exp
(
−(t− Ti)
ta
)]−1
. (1.15)
Succession de variation du taux de contrainte
De la même manière, on peut également considérer une histoire de contrainte
représentée non plus par des sauts de contrainte successifs mais plutôt par des varia-
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tions du taux de contrainte. Une telle évolution de la contrainte est souvent envisagé
pour les volcans pour modéliser une intrusion de magma (Pedersen et al., 2007) ou
alors pour modéliser l'eﬀet d'un glissement asismique (Segall et al., 2006). Dans ce
cas on peut montrer que le taux de sismicité au cours du temps s'écrit :
λ(t) = λ′
[(
S˙rγj−1 − S˙r
S˙j
)
.exp(−S˙j(t− Tj)) + S˙r
S˙j
]−1
(1.16)
où γj est donné par
γj =
1
S˙r
(
1− exp(−S˙j(t− Tj))
)
+ γj−1 (1.17)
et γ0 = 1S˙r . Les S˙j sont les diﬀérentes valeurs du taux de contrainte entre les instants
Tj et Tj+1. Toutes les valeurs de contrainte sont normalisées par Aσ.
2.4 Génération de sismicité synthétique
Dans cette partie on génère de la sismicité synthétique qui obéit aux équations
de frottement décrites plus haut. En particulier on s'intéresse au cas où l'histoire de
contrainte est modélisée par une succession de sauts de contrainte. On suppose que
la sismicité obéit à un processus de Poisson non-stationnaire. On pose alors,
Λ = Λ(t; t+∆t) =
∫ t+∆t
t
λ(s).ds, (1.18)
P (n) = e−Λ
Λn
n!
, (1.19)
où P(n) est la probabilité d'observer n séismes entre l'instant t et t+∆t. Le nombre
total de séismes entre ces deux instants, Λ, est obtenu à partir du taux de sismicité
λ(t). Le temps d'attente après t jusqu'au prochain séisme peut être obtenu par
P (∆t, t) = e−Λ(t,t+∆t). On pose x la probabilité d'avoir un séisme entre le temps t et
t+∆t, avec x ∈ [0; 1]. On obtient alors − ln x = Λ(t; t+∆t). On reprend l'équation
(1.15) et on suppose que Ti < t < Ti+1. On obtient alors
Λ(t; t+∆t) = λ′
∫ t+∆t
t
ds
1 + εi exp
(
− (s)
ta
) , (1.20)
et après intégration.
Λ(t; t+∆t) = λ′.ta ln
[
e(t+∆t)/ta + εi
et/ta + εi
]
. (1.21)
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Il est important de noter que cette dernière équation n'est valable que entre les
instants Ti et Ti+1. De plus εi est continu par morceaux entre deux déclencheurs. On
peut alors obtenir le temps d'attente jusqu'au prochain séisme qui sera donné par
∆t = ta ln
[(
et
∗/ta + εi
)
x−1/(λ
′ta) − εi
]
− t∗. (1.22)
Ainsi en partant d'un temps initial et en ﬁxant la valeur des paramètres des sauts
de contrainte (Ti ; ∆Si), il est alors possible de modéliser une série de sismicité
synthétique. Cette série de sismicité obéit aux variations de contrainte imposées.
La ﬁgure 1.4 présente un exemple de sismicité produit par un tel modèle quand on
impose une variation de contrainte normalisée ∆S = +4 au temps T = 6.
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Fig. 1.4  Nombre cumulé de séismes au cours du temps modélisé avec un taux de
sismicité de référence de 15 par unité de temps et un saut de contrainte normalisé
d'amplitude 4 appliqué au temps T=6. Le temps de durée des répliques ta est ici ﬁxée
à 3.
2.5 Inversion de la contrainte à partir des variations de sis-
micité
On a montré dans les parties précédentes que l'on pouvait modéliser l'eﬀet d'une
perturbation de contrainte sur la sismicité. On cherche dans cette partie à retrouver
l'eﬀet inverse. C'est à dire, obtenir les variations de contrainte subites par un système
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à partir des variations de sismicité enregistrées. On présente dans un premier temps
la méthode développée par Dieterich et al. (2000) ainsi que ses limites puis une
méthode originale qui permet de s'aﬀranchir du choix de paramètres. On montre
ﬁnalement que ces approches ne sont pas entièrement satisfaisantes pour estimer la
variation de contrainte.
Présentation de la méthode de Dieterich, 2000
Le problème inverse consistant à retrouver les variations de contrainte à partir
des variations de sismicité à été formulé par Dieterich et al. (2000). En partant de
l'équation (1.11), on peut en eﬀet écrire la valeur du paramètre γ(t) pour chaque
instant t avec
γ(t) =
λ′
λ(t).S˙r
. (1.23)
Puis, en considérant que la variation de contrainte entre deux instants donnés peut
se modéliser par un saut de contrainte, la valeur de ce saut de contrainte est donnée
par
∆S
Aσ
= ln
[
γi +
∆t
2Aσ
γi+1 − ∆t2Aσ
]
, (1.24)
où γi et γi+1 sont les valeurs de γ au début et à la ﬁn de l'intervalle de temps ∆t. La
variation de la contrainte de Coulomb normalisée est ∆S
Aσ
. Ainsi en appliquant cette
méthode aux séismes enregistrés dans le ﬂanc sud du volcan Kilauea à Hawaii, on
arrive à remonter à l'évolution de la contrainte dans le ﬂanc du volcan sur presque
20 ans (Dieterich et al., 2003) (Figure 1.5). Toutefois, l'utilisation de telle méthode
reste sujette à discussion.
Les limites de la méthode de Dieterich, 2000
Inﬂuence du choix des paramètres On voit que le problème formulé par Diete-
rich et al. (2000), utilise directement le taux de sismicité observé, λ, pour retrouver
la valeur du paramètre γ puis à partir de là, la variation de contrainte (voir équation
1.23). Une première incertitude liée à cette méthode réside dans le choix de la valeur
de λ′, le taux de sismicité de référence du système étudié. Ce taux de sismicité de
référence est important car il contrôle directement la valeur de γ. Or pour calculer
ce paramètre, il est nécessaire de déﬁnir un intervalle de temps où l'évolution de la
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sismicité n'est pas perturbée par des variations de contrainte ; c'est à dire quand la
sismicité est uniquement produite par le seul taux de contrainte de référence. Il peut
être diﬃcile d'isoler une telle période, ceci est d'autant plus vrai sur les volcans où
un tel état de référence n'a pas vraiment de sens. Dans son étude, Dieterich et al.
(2000) suggère simplement que λ′ = N/T où N est le nombre total de séismes qui
se sont produits pendant la durée total de l'étude T . Cependant cette approxima-
tion conduit la plupart du temps à surestimer le taux de sismicité de référence (voir
partie B) et conduit donc à une valeur erronée de la variation de contrainte.
Une autre incertitude importante liée à l'estimation de la variation de contrainte
provient de la mauvaise estimation du paramètre ta. Or cette valeur, tout comme
λ′ est associée à l'équation (1.23) car elle est utilisée pour remplacer S˙r à travers
l'équation (1.10). La plupart des auteurs basent leur estimation de ta à partir de
la décroissance du taux de sismicité suite à un choc important. La valeur de ta est
alors donnée par le moment où le taux de sismicité revient à sa valeur de référence
(en général le taux de sismicité qui précède le séisme principal). Cependant cette
approche peut conduire à une estimation de ta avec des incertitudes importantes.
Par exemple, Segall et al. (2006) analysent la décroissance de la sismicité dans le
ﬂanc sud du volcan Kilauea suite à un séisme de magnitude Mw = 5.5 qui s'est
produit en 1997. Ils trouvent une valeur de ta de l'ordre de 10 jours. Considérant
des séismes qui se sont produits dans la même région, suite à l'intrusion d'un dike
en 1977, Dieterich et al. (2000) arrivent à une estimation de ta de 1.5 années. Bien
que l'on puisse comprendre que dans ce cas, une telle variation de ta puisse conduire
à d'importants écarts sur l'estimation de la variation de contrainte, il est important
de noter que même des variations plus faibles de ce paramètre peuvent également
introduire des écarts importants de la contrainte, S au cours du temps (Figure 1.6).
Non prise en compte de l'interaction entre séismes On a fait jusqu'à présent
l'hypothèse implicite que la totalité de la sismicité est induite par une variation de
contrainte extérieure à la sismicité elle même. Or cette sismicité participe à créer
des modiﬁcations de l'état de contrainte dans le milieu. Ainsi la sismicité observée
ne représente pas directement la sismicité produite par une variation de contrainte
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donnée mais doit plutôt être vue comme la somme d'une partie eﬀectivement générée
par la variation de contrainte et d'une contributions due aux séismes eux mêmes. Il
convient tout de même de noter que, dans leur étude de l'eﬀet des interactions entre
séismes dans le cadre modèle rate-and-state, Ziv et Rubin (2003) concluent que ces
interactions n'ont qu'un faible eﬀet sur la variation de sismicité. Cependant cette
conclusion va à l'encontre de nombreuses études qui montrent que l'inﬂuence des plus
petits séismes dans la redistribution de la contrainte est au moins aussi importante
que celle des plus gros séismes (Felzer et al., 2002; Helmstetter , 2003; Helmstetter
et al., 2005; Marsan, 2005). On étudiera plus en détail au chapitre 4 comment
retrouver la variation de sismicité résultant uniquement d'un signal particulier. On
tentera ainsi de s'aﬀranchir de la part d'auto-entretien de la sismicité. Dans la suite
de ce chapitre, on négligera la part d'auto-entretien dans la sismicité.
Détection de baisse de sismicité L'exemple présenté Figure (1.5) est tout à
fait remarquable dans le sens où il présente une baisse de sismicité instantané au
moment du séisme de M=6.1 de 1989. Une telle baisse de sismicité immédiate à la
suite d'un séisme important est extrêmement rare (Parsons , 2002; Marsan, 2003;
Felzer et Brodsky , 2005). À part le cas présenté Figure 1.5, il n'existe qu'une seule
autre observation claire de baisse de sismicité immédiate reportée dans le monde.
Cette autre baisse fait suite au séisme de Kagoshima au Japon de 1997 (Toda et
Stein, 2003; Woessner et al., 2004). Bien que ces observations demeurent rares, ces
baisses de sismicité sont pourtant décrites dans le modèle rate-and-state et sont cen-
sées apparaître partout où il y a une chute de contrainte. Ces régions qui subissent
une baisse de contrainte sont attendues après les séismes importants, or dans ces ré-
gions on enregistre presque toujours des augmentations de sismicité (Parsons , 2002).
L'inversion de contrainte telle que présentée par Dieterich et al. (2000) n'est donc
pas capable de retrouver la plupart des baisses de contrainte car toute augmentation
de sismicité est systématiquement associée à une augmentation de la contrainte. La
prise en compte de l'hétérogénéité du champ de contrainte dans la modélisation
de la sismicité permet d'expliquer l'apparition de répliques dans les zones qui, en
moyenne, subissent une baisse de contrainte cosismique. Ainsi, Marsan (2006) et
Helmstetter et Shaw (2006) ont montré que même dans ces régions, il est possible
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d'observer, localement des zones qui subissent des augmentations de contrainte du
fait de l'hétérogénéité. Il en résulte ainsi que la dynamique de la sismicité dans ces
régions est gouvernée dans un premier temps par le déclenchement de répliques, puis,
apparaît à des temps plus long un défaut de sismicité qui est la manifestation de la
chute de contrainte moyenne. Le taux de sismicité revient ensuite aux temps long
à sa valeur de référence. De telles baisses de sismicité tardives, après une première
partie en déclenchement sont eﬀectivement observées suite au séisme de Chi-Chi de
1999 (Ma et al., 2005) et de Landers en 1992 (Ogata et al., 2003). Dans le cas où
l'on considère une distribution de contrainte gaussienne, le taux de sismicité suite à
un saut de contrainte évolue au cours du temps selon :
λ(t) = λ′
∫ +∞
−∞
e−(S−S)
2/2σ2S√
2piσS
.
[
1 + e−t/ta(e−S − 1)]−1 dS (1.25)
avec S la variation de contrainte moyenne et σS l'écart type de la distribution. La
variation de sismicité produite par une telle distribution est représentée Figure 1.7
pour diﬀérentes valeurs de l'écart type de le distribution.
Autre approche pour l'inversion de contrainte
On présente dans cette section une tentative d'inversion de la contrainte qui s'af-
franchit du choix des paramètres. On cherche ici à modéliser le nombre de séismes
observé à un instant t en considérant que l'histoire de contrainte peut se décompo-
ser simplement comme un chargement constant entrecoupé de sauts de contrainte
instantanés (Cf. équations 1.14, 1.15).
Le nombre de séismes entre le déclencheur Ti et un instant t peut s'écrire à partir
de (1.21) comme :
Λ(t) = λ′.ta ln
(
exp
(
(t−Tj)
ta
)
+ εj
)
1 + εj
. (1.26)
Pour plus de simplicité, l'équation précédente et l'équation (1.14) peuvent être
récrites en utilisant de nouvelles notations. De plus on considérera par la suite que
toutes les contraintes exprimées sont des contraintes de Coulomb normalisées, c'est
à dire que l'on peut écrire ∆S = ∆S
Aσ
.
On pose alors :
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aj = exp
(
(t− Tj)
ta
)
,
Hj = exp(−∆Sj),
θj = exp
(
−Tj − Tj−1
ta
)
,
ce qui nous permet de réécrire les équations (1.14) et (1.26) par
Λ(t) = λta ln
(
aj + εj
1 + εj
)
(1.27)
et
εi = [εj−1θj + 1]Hj − 1. (1.28)
Les équations (1.27) et (1.28) sont les deux équations principales, elles permettent
de décrire le nombre de séismes à un instant t donné, suite à un saut de contrainte
∆Sj. On considère qu'au temps t = 0 le système est à un état stationnaire, ainsi
l'évolution initiale de la sismicité suit Λ(t) = λ′t. On peut alors évaluer le nombre
de séismes N(t) à un instant t, t ∈ [0 ; +∞[, quelconque avec
• t ≤ T(1) :
N(t) = λ′t, (1.29)
• T(j) < t ≤ T(j+ 1) :
N(t) = λ′ta ln
(
aj + εj
1 + εj
)
︸ ︷︷ ︸
Λj(t)
+λ′T (1) +
j−1∑
k=1
λta ln
(
Ak + εk
1 + εk
)
︸ ︷︷ ︸
Γj
, (1.30)
où Γj est un terme qui correspond aux nombre de séismes produit dans l'intervalle
[0;Tj] et Ak = exp
(
(Tk+1−Tk)
ta
)
.
Considérons une série temporelle de sismicité notée Nobs(ti), où les ti corres-
pondent aux temps d'occurrence de chacun des Nmax séismes et Nobs(ti) représente
le nombre cumulé de séismes à l'instant ti. On déﬁnit au préalable un instant t0 pour
lequel on considère Nobs(t0) = 0. On cherche à déterminer les paramètres ∆Sj, Tj,
ta et λ′ qui vont permettre de calculer des valeurs de N(ti) censées reproduire au
mieux la sismicité observée. Le problème consiste donc à ajuster les paramètres de
façon à minimiser la fonction coût J déﬁnie par une norme L2 sur le nombre cumulé
de séismes. Même si cette fonction coût n'est pas la plus rigoureuse que l'on puisse
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envisager (on pourrait par exemple travailler sur le taux de sismicité), elle convient
quand même bien en pratique au problème qui est posé (et permet un traitement
plus simple que la vraisemblance tirée de la loi de Poisson). On a donc un problème
de type moindres carrés non-linéaire où les données sont reliées aux paramètres par
une relation de la forme d = g(m) qui correspond aux équations (1.29) et (1.30).
Le problème est résolu à l'aide d' un algorithme de type quasi-Newton, c'est à
dire qu'on utilise le processus itératif suivant (Tarantola, 1987) :
mn+1 =mn − µn{GtnC−1D Gn +C−1M }−1{GtnC−1D (dn − dobs) +C−1M (mn −mprior)}
(1.31)
avec
 m le vecteur contenant les paramètres du problème (∆Sj, Tj, ta et λ)
 mprior le vecteur contenant les paramètres a priori
 CD la matrice de covariance sur les données
 CM les incertitudes a priori sur les paramètres
 µn la longueur du saut eﬀectué entre deux itérations
 dn et dobs sont les vecteurs correspondant respectivement à N et Nobs.
 G la matrice aux dérivées partielles avec Giα = ∂g
i
∂mα
.
Le calcul de la matrice jacobienne, G est présenté en annexe. L'utilisation des
moindres carrés suppose que les densités de probabilités de chacun des paramètres
suivent une distribution gaussienne, c'est à dire que
ρM(m) = const. exp
(
−1
2
(m−mprior)tC−1M (m−mprior)
)
.
Certains des paramètres utilisés ne suivent pas une telle distribution. Il est donc
nécessaire de déterminer leur distribution et de trouver le changement de variable
qui ramènera leur distribution à une distribution gaussienne. La nouvelle matrice aux
dérivées partielles peut être calculée après changement de variables par la relation
G
′i
α = G
i
α.
∂m
∂m∗
(1.32)
où G′iα est la nouvelles matrice aux dérivées partielles et m∗ sont les nouveaux pa-
ramètres après changement de variables. Les détails sur le calcul des changements
de variable eﬀectués sont présentés en annexe.
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Numéro du déclencheur T ∆S
1 10.0 (10.0) 4.0 (4.0)
2 15.1 (15.0) 1.8 (2.0)
3 19.9 (20.0) 1.0 (1.0)
4 24.4 (25.0) -2.5 (-2.0)
Tab. 1.1  Paramètres obtenus après inversion de la série de sismicité synthétique
reproduite ﬁgure 1.8. Les valeurs entre parenthèses sont celles eﬀectivement utilisées
pour générer la série synthétique. De plus les valeurs inversés de ta et de λ′ sont
respectivement de 2.6 et de 16.25 séismes par unité de temps. Les vraies valeurs
utilisés pour générer la série de sismicité sont ta = 3.0 et λ′ = 15.0 séismes par
unité de temps.
L'algorithme converge alors vers une solution qui reproduit aux mieux les varia-
tions de sismicité observées. Il faut noter qu'il est nécessaire de déﬁnir au préalable
le nombre de sauts de contrainte (et donc de paramètres) attendu. En fait on réalise
une inversion en ﬁxant tout d'abord un nombre de sauts de contrainte faible. Une
fois le résultat obtenu, on rajoute alors un nouveau saut de contrainte et on refait
une inversion avec ce saut supplémentaire. On s'arrête quand le critère d'information
de Akaike calculé pour un nombre donné de sauts de contrainte est moins bon que
celui calculé avec un nombre inférieur de paramètres (Akaike, 1974).
Pour illustrer la méthode, on présente les résultats d'une inversion de contrainte
réalisée à partir d'une série synthétique de sismicité (Figure 1.8). Cette série synthé-
tique est générée en utilisant la méthode décrite par (1.22). Les paramètres obtenus
après inversion sont inclus dans le tableau 1.1.
On remarque alors que la plupart des paramètres sont bien résolus ; seule la
valeur de ta est assez éloignée de celle imposée. Dans le cas présenté ici, cet écart
s'explique principalement par le fait que les sauts de contrainte sont suﬃsamment
rapprochés. En eﬀet, l'estimation de ta ne se fait que grâce au temps de retour de
la sismicité vers sa valeur de référence, or cette valeur de référence ne persiste pas
longtemps car elle est très vite perturbée par une nouvelle variation de contrainte.
Le but de notre procédure était d'inclure ensuite l'hétérogénéité de la variation de
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contrainte comme paramètre supplémentaire dans l'inversion. Cette hétérogénéité
pouvant se quantiﬁer simplement comme l'écart type d'une distribution gaussienne
de contrainte. Une approche similaire, mais en ﬁxant les a priori les temps d'oc-
currence des déclencheurs, a été proposée pour le séisme de Chi-Chi par Marsan et
Daniel (2007). Cependant l'introduction de l'hétérogénéité introduit une trop grande
complexité dans l'évolution de la sismicité et rend ainsi le modèle fortement non-
linéaire. L'inversion de l'écart type de la distribution de contrainte (σS) ainsi que de
sa moyenne (S), obtenue même en ﬁxant le temps des déclencheurs et en recherchant
de façon indépendante ta d'un côté et le couple (S ; σS) de l'autre, reste associée à
des incertitudes importantes (Marsan et Daniel , 2007). Cela provient notamment du
fait que la sismicité réagit principalement à l'hétérogénéité de contrainte aux temps
courts (voir ﬁgure 1.7). Or la sismicité qui suit immédiatement un séisme majeur
n'est souvent que partiellement présente dans les catalogues de sismicité, rendant
ainsi diﬃcile la tâche de retrouver la valeur de cette hétérogénéité (Peng et al., 2007).
L'inversion de contrainte à partir de cette approche n'a donc pas été poursuivie
plus loin. On remarque eﬀectivement avec ces approches rate-and-state (cf. (Diete-
rich et al., 2000; Helmstetter et Shaw , 2006; Marsan et Daniel , 2007)) que même si
la construction théorique est bien en place, il y trop de corrélations entre les diﬀé-
rents paramètres, ce qui aboutit toujours à des solutions très nombreuses et donc
peu discriminantes. Pour poursuivre il faudrait pré-conditionner le problème, c'est
à dire le ré-écrire avec de nouveaux paramètres minimisant leurs corrélations. Ce
travail est laissé pour de futures améliorations. Au lieu de regarder le comportement
global de la sismicité suite à un choc, il a été préféré d'étudier plus ﬁnement la
réponse de la sismicité sur une faille, suite à une perturbation de contrainte, dans le
but de contraindre les caractéristiques de cette perturbation.
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Fig. 1.5  En haut : Nombre de séismes de magnitude m > 1.5 dans la partie
est du ﬂanc sud du volcan Kilauea à Hawaii. Les événements signiﬁcatifs aﬀectant
l'évolution de la sismicité sont mentionnés. En bas : Évolution de la contrainte
déduite de l'évolution de la sismicité en utilisant (1.23) et (1.24). On remarque en
particulier la chute brutale de sismicité et la chute de contrainte associée au moment
du séisme de M = 6.1 de 1989. Figure reproduite d'après Dieterich et al. (2000)
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Fig. 1.6  Variation de la contrainte normalisée, S(t) calculée à partir de la série de
sismicité synthétique générée ﬁgure 1.4. Les trois courbes représentent la variation
de contrainte obtenue en utilisant (1.23) et (1.24). Diﬀérentes valeurs de ta sont
utilisées pour l'inversion : 10 (noir), 3 (gris clair) et 1 (gris foncé) en unité de
temps arbitraire. On remarque, que si le saut de contrainte à T = 6 et d'amplitude
∆S = 4 est bien résolu dans le cas où la valeur de ta est celle utilisée pour générer
la sismicité synthétique (ta = 3), ce n'est pas le cas des deux autres courbes.
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Fig. 1.7  Taux de sismicité normalisé (λ/λ′) par unité de temps normalisé (t/ta)
pour une distribution de contrainte gaussienne de moyenne -2 et pour diﬀérents
écarts type. L'écart type varie de 10−1 à 101 et augmente de 1/5 de décade entre
chacune des courbes du noir au gris.
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Fig. 1.8  Les points gris représentent la série synthétique de sismicité générée en
utilisant les paramètres décrit dans le tableau 1.1. La courbe noire est le résultat de
l'inversion.
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Chapitre 2
Variation de contrainte produite par
un séisme : le cas du séisme de
Parkﬁeld du 28 Septembre 2004
1 Présentation
On a vu dans le chapitre précédent comment retrouver la variation de contrainte
produite par un séisme, en analysant la sismicité globale produite par celui-ci. Ce-
pendant les méthodes qui modélisent la sismicité globale son souvent associées à
des incertitudes importantes. On adopte ici une stratégie diﬀérente pour estimer la
variation de contrainte produite par le séisme de Parkﬁeld, Californie (Mw = 6.0)
de Septembre 2004. L'idée consiste à évaluer la variation de contrainte sur la faille,
produite par la rupture de ce séisme à l'échelle de l'aspérité micro-sismique.
On analyse la sismicité qui s'est produite sur la faille de San Andreas entre 1984
et 2007. Les séismes les plus semblables sur cette période de temps sont relocalisés
par un algorithme de double-diﬀérence (Got et al., 1994). On obtient ainsi une lo-
calisation très précise de ces séismes sur le plan de faille. En supposant une chute
de contrainte typique (3MPa) et une rupture circulaire pour tous les séismes, nous
avons obtenus une taille de rupture pour chacun des séismes relocalisés. Nous avons
alors remarqué que de nombreux séismes présentent des aires de rupture qui se che-
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vauchent. Des groupes de séismes semblables sont alors formés. Les critères utilisés
pour former ces groupes sont : i) similitude des formes d'onde, ii) similitude des
magnitudes et iii) recouvrement des sources.
Dans un premier temps nous avons analysé la dynamique de la sismicité à l'in-
térieur de ces séquences pour la partie intersismique (c'est-à-dire avant le séisme
principal de 2004). Cette analyse révèle deux comportements :
 L'apparition de sismicité aux temps courts, juste après l'occurrence d'un pré-
cédent séisme sur la même aspérité. Cette activité diminue avec le temps qui
sépare les deux évènements. Malgré tout, l'importance relative de ces séismes
déclenchés aux temps courts reste faible car ils ne représentent que 5% des
séismes sur les aspérités.
 La dynamique des séismes sur les aspérités est principalement dominée par leur
quasi-périodicité. Le coeﬃcient de variation est, pour pratiquement toutes les
séquences, inférieur à 1. On remarque de plus, qu'à l'intérieur d'un groupe,
les séismes qui témoignent de la périodicité sont spatialement beaucoup plus
amassés que ceux déclenchés aux temps courts.
Ainsi le comportement des séismes à Parkﬁeld sur les aspérités étudiées est mar-
qué par la quasi-périodicité. Nous avons alors regardé comment cette périodicité est
modiﬁée par le séisme de Parkﬁeld de 2004.
Une grande diversité de comportements est observée suite à ce séisme. Si de nom-
breuses aspérités voient leur activité considérablement augmenter suite au séisme
de 2004, d'autres sont totalement dépourvues de séismes sur toute la période post-
Parkﬁeld. L'absence de séismes sur ces aspérités est constatée alors même que la
récurrence quasi-périodique dans la partie inter-sismique laissait envisager l'appari-
tion d'au moins un séisme. De plus il est remarquable de constater que les baisses
de sismicité, qui sont ici mises en évidence à l'échelle de l'aspérité sismique, ne sont
que très rarement observées lorsque l'on étudie les répliques à une échelle plus grande.
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Cette diversité des comportements sismiques est ensuite traduite en terme de va-
riation de contrainte subie par l'aspérité. La variation de contrainte est décomposée
en deux parties :
 Une variation de contrainte co-sismique qui s'applique instantanément au mo-
ment du séisme de Parkﬁeld.
 Une variation de contrainte post-sismique, qui évolue dans le temps suite au
séisme de Parkﬁeld et qui témoigne du glissement post-sismique subit par la
faille.
Le simple modèle à seuil que nous utilisons permet une bonne description de la
sismicité observée dans la partie post-Parkﬁeld. Il semble ainsi que la sismicité à
Parkﬁeld obéisse à un mécanisme extrêmement simple et quasi-déterministe. Nous
obtenons les valeurs de la contrainte co- et post-sismique sur chacune des aspérités
à partir de l'ajustement des temps d'occurrences des séismes. Il apparaît alors que
la distribution de contrainte est très hétérogène.
La grande variabilité des comportements observés semble ainsi être le résultat
du chargement hétérogène qui s'est appliqué sur la faille au moment du séisme de
Parkﬁeld. Cette grande variabilité ne permet ainsi qu'une description statistique de
la sismicité (loi d'Omori) à grande échelle.
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Inferring the Coseismic and Postseismic Stress Changes
Caused by the 2004, M=6 Parkﬁeld Earthquake from
Variations of Recurrence Times of Microearthquakes
O. Lengliné, D. Marsan
Laboratoire de Géophysique Interne et Tectonophysique, CNRS, Université de Sa-
voie, Le Bourget du Lac, France
Abstract Kinematic models of coseismic stress, inverted from ground motion data,
do not usually ﬁnd good correlation between the location of aftershocks and high
stress patches. In particular, numerous earthquakes are recorded in areas of the fault
where the stress decreases. However most of coseismic slip distributions have limited
spatial resolution (typically not better than ∼ 1km). Here we investigate the stress
changes produced by the 2004, M=6 Parkﬁeld earthquake on and near its rupture
zone, at the scale of magnitude 2-earthquake asperity (∼ tens of meters). After
relocating earthquakes in this zone between 1984 and 2007, we form repeating, highly
similar earthquake sequences and study how the quasi-periodicity of earthquake
occurrence times, observed during the 20 years preceding the 2004 mainshock, is
perturbed by this event. We apply a simple model of seismic cycle to infer the
co- and post-seismic stresses experienced by repeatedly failing asperities. Despite
being spatially sparse, these stress distributions have resolutions only limited by
the typical scale of an asperity. We show that the high spatial variability of the
quasi-deterministic seismicity patterns following the M=6 earthquake, is the result
of an heterogeneous coseismic stress ﬁeld. The emergence of the Omori-Utsu law
observed at large scale (> km) at Parkﬁeld is simply the outcome of averaging such
patterns over many sequences. The fact that the coseismic stress can signiﬁcantly
change over distances of the order of 100m, adds credence to the hypothesis that
earthquake rupture is intrinsically very heterogeneous.
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Introduction
Decay of the body wave displacement spectrum at high frequencies has been
suggested as the signature of coseismic slip heterogeneities on the fault plane [An-
drews , 1980 ; Frankel , 1991]. The typical ω-square slope of this far-ﬁeld displacement
spectrum is interpreted as the result of the self-similarity of earthquake rupture
(Herrero et Bernard , 1984). Slip heterogeneities are also evidenced by inversion of
seismic waves (e.g. Bouchon (1997)), with typically one or several large slip asperi-
ties embedded in a low slip zone. However kinematic rupture models are restricted
to long wavelength (typically < 1Hz), as high frequency radiations are too complex
to model. Although the stress ﬁeld is supposed to be self-similar, and therefore he-
terogeneous at all scales, its estimation is thus limited to the largest scales, hence
ignoring the largest stress variations that are expected to characterize the small
scales (< 1 km). Slip distributions measured from earthquake surface rupture also
attest for a highly variable coseismic slip. This strong variability was observed for
example for the Izmit, 1999 earthquake (Barka et al., 2002), and in a typical of many
other earthquakes (Manighetti et al., 2005). Schmittbuhl et al. (2006) proposed that
the Nojima fault, in Japan, exhibits a strong shear stress spatial variability and that
this heterogeneity results from the geometry of the fault.
The existence of an heterogeneous stress ﬁeld accompanying earthquake rupture
has important implications for the location of future earthquakes [e.g. Beroza, 1991 ;
Parsons , 2008], and more generally on regional scale seismicity patterns. Marsan
(2006) and Helmstetter et Shaw (2006) used a stochastic slip distribution to model
the slip distribution caused by an earthquake, coupled with a rate and state fric-
tion model for reproducing the nucleation process of subsequent earthquakes. These
models can explain why seismic quiescences are commonly not observed in stress
shadows, although these quiescences are predicted by simple, smooth homogeneous
dislocation models. In particular it was shown that most of the seismicity is control-
led by small, highly localized fault patches experiencing the highest stress changes.
Furthermore, the control of seismicity (and in particular aftershocks) by small scale
heterogeneities might explain the absence of correlation between aftershock distri-
bution and slip/stress inversions (see Das et Henry (2003) for a review). However
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Marsan (2006) and Helmstetter et Shaw (2006)'s models are simpliﬁed in the sense
that they consider the mainshock rupture to be independent of the location of po-
tential earthquake nucleation sites, which may not be the case.
It has been proposed to quantify the coseismic stress drop variability on the fault
plane by the evolution of the average seismicity produced on this fault plane [Helm-
stetter et Shaw , 2006 ;Marsan et Daniel , 2007 ; Peng et al., 2007]. However, the eﬀect
of stress drop variability on seismicity is the clearest at short time scale following
the main rupture, i.e. when the main rupture is just ﬁnished and the aftershock pro-
ductivity is at its highest. The heterogeneity of the stress drop is therefore diﬃcult
to constrain as earthquakes are often missed at early times following a mainshock
(Kagan, 2004). Several attempts have been performed to estimate seismicity rates
from the ﬁrst minute onward following a mainshock [Peng et al., 2006 ; Peng et al.,
2006]. However, even when incorporating these early aftershocks, the heterogeneity
of the stress drop remains diﬃcult to constrain.
This manuscript describes an original attempt to detect coseismic stress variations
on the main fault by using aftershock data. Our approach is diﬀerent from the one
proposed by Marsan (2006) and Helmstetter et Shaw (2006) in the sense that ins-
tead of looking at an average, large-scale (∼ 10 km) eﬀect of stress heterogeneity
on the resulting seismicity, we investigate the coseismic stress variation at the scale
(∼ 10m) of a microearthquake asperity. We analyzed micro-earthquakes occur-
rences in the Parkﬁeld area of the San Andreas fault system from 1984 to 2007.
After relocating earthquake and forming earthquake repeating sequences, we show
that seismic slip on an individual earthquake asperity occurs in a remarkably perio-
dic fashion during the interseismic period [Nadeau et al., 1995 ; Nadeau et McEvilly ,
1997 ; Nadeau et McEvilly 1999]. We then exploited this periodicity by analyzing
how it is perturbed by the 2004, Parkﬁeld, M=6 earthquake. This enables us to
quantify the spatial stress variation on ∼ 10 m - size asperities caused by the main-
shock rupture. Although the resulting stress ﬁeld estimate is very sparse, its spatial
resolution is only limited by the typical scale of an asperity.
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Tectonic Setting
We examine the seismicity on the Parkﬁeld segment of the San Andreas fault
system. At its southern end, this segment is bounded by a locked section which last
ruptured during the 1857 Fort Tejon earthquake (Sieh, 1978). On the contrary, the
northern end is freely slipping at 2.5 cm.yr−1 at shallow depth [Harris et Segall ,
1987 ; Murray et al., 2001]. Interseismic slip velocity gradually decreases between
these two bounds. Although the slip speed varies spatially along the fault, it remai-
ned approximately steady for at least 35 years (Titus et al., 2006). However transient,
small, localized aseismic deformations are also observed on the fault plane (Murray
et Segall , 2005), and may impact the seismicity dynamics (Nadeau et McEvilly ,
1999). The Parkﬁeld area appears relatively insensitive to stress transients driven
by seismic waves originating from remote ruptures (Hill et al., 1993). The only signi-
ﬁcant earthquake that occurred in the studied interval (apart from the 2004, M=6
Parkﬁeld earthquake) is the 2003 San Simeon earthquake which did not cause any
signiﬁcant eﬀect on the Parkﬁeld seismicity (Hardebeck et al., 2004).
The Parkﬁeld segment experienced four M∼6 earthquakes since 1922 (1922, 1934,
1966, 2004). All these earthquakes have a similar magnitude, rupture extent and
focal mechanism. Although these earthquakes have diﬀerent hypocenters, they are
considered as repeating earthquakes as it is hypothesized that they have similar rup-
ture zones, [Bakun et McEvilly , 1984 ; Bakun et al., 2005]. The last earthquake of
this M∼6 sequence occurred on the 28th, September 2004. It produced a maximum
coseismic slip of 40 − 50 cm at depth and a signiﬁcant postseismic displacement,
which total moment exceeded the coseismic moment by a factor of almost 2 after 2
months (Langbein et al., 2006). Repeating earthquake sequences are not limited to
M ∼6 earthquakes and were also evidenced in the Parkﬁeld transition area for smal-
ler magnitude earthquakes [Nadeau et al., 1995 ; Waldhauser et al., 2004]. Relocated
seismicity highlights the fact that repeating sequences are not homogeneously dis-
tributed along the fault plane but are rather strongly clustered, typically collapsing
into sub-horizontal streaks [e.g. Rubin et al., 1999 ; Schaﬀ et al., 2002 ; Waldhauser
et al., 2004]. At Parkﬁeld, these seismicity streaks are thought to bound an aseismic
area where most of the coseismic slip of the 1966 and 2004 earthquake took place
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[Waldhauser et al., 2004 ; Thurber et al., 2006]. We will suppose, as commonly as-
sumed (e.g. Nadeau et Johnson (1998)), that repeating earthquakes correspond to
locked asperities embedded in an otherwise creeping fault ; and that the stressing
rate on an asperity is driven by the frictional contrast between the locked asperity
and the aseismic slip surrounding it.
Data and Processing
Earthquake Relocation
We selected a ∼ 75 km long segment of the San Andreas fault which encloses
the 2004, M=6 Parkﬁeld earthquake rupture and its aftershocks (Figure 2.1). This
portion of the San Andreas fault system is densely covered by NCSN (Northern
California Seismic Network) stations. We selected all earthquakes located less than
5 km away from the segment and that occurred between January 1984 and June
2007. Among this set of earthquakes, we only kept those with at least four available
waveforms as recorded by NCSN, vertical component, short period stations. These
waveforms are sampled at 100 Hz and are archived at the NCEDC (Northern Cali-
fornia Earthquake Data Center). We thus obtained a set of 12,230 earthquakes with
a total of 164,152 waveforms.
A 256 sample-long record (2.56 s) with 100 samples before the P wave arrival, is
extracted from each waveform. Earthquakes are then linked together and organized
in multiplets : two earthquakes are linked if their mean coherency computed for at
least 5 stations on a 1.28 s-long window, centered on the P wave arrival, in the fre-
quency interval [1.5-18] Hz, is greater than a given threshold. We let this threshold
vary between 85 % and 95%. Time delays are then computed for all earthquakes pairs
and for all common stations. These delays are computed in the frequency domain as
it allows to obtain estimates with an accuracy better than the sampling period (10
ms). To do so we follow an iterative approach, ﬁrst computing the cross-spectrum
between two waveforms, on a 128 sample-long window, and then extracting its phase.
This phase, weighted by the coherency, is ﬁnally ﬁtted by a linear model between 1.5
and 20 Hz (see Figure 2.2). We imposed this ﬁt to pass by the origin. The estimated
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Fig. 2.1  Map of the seismicity on the San Andreas fault near Parkﬁeld. Black
dots represent the epicenters of earthquakes that occurred in the studied interval
(1984-2007). The rectangle denotes the selected area. Squares are HRSN seismic
stations and triangles are NCSN seismic stations. The star shows the epicenter of
the 2004, M=6 earthquake. Inset map : location of the Parkﬁeld area in California,
on the San Andreas fault trace (shown as a thick line).
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slope gives the time delay between the two windows. The two windows are aligned
and we iterate the procedure until convergence is reached [Got et al., 1994 and Got
et Okubo 2003].
Time delays are used to constrain locations and origin time shifts of each ear-
thquake of a given multiplet (Figure 2.3). This step is performed by an iterative
algorithm which progressively downweight inconsistent data measurements (Got et
Okubo, 2003). A 1D, P-wave velocity model is required for this relocation process ;
we extracted 1D velocity proﬁles from the 3D tomography of the Parkﬁeld area
performed by Thurber et al. (2006) and used the velocity proﬁle that is the closest
to the multiplet location. We ﬁnally converted relative relocations to absolute po-
sitions by imposing for all multiplets that the barycentres of the absolute and the
relocated earthquakes are identical. Among the original set of 12,230 earthquakes,
8168 earthquakes are relocated with 4142 of them occurring before the 2004, M=6
Parkﬁeld earthquake (Figure 2.4).
Forming repeating sequences
Many relocated earthquakes have overlapping sources (e.g. Figure 2.3). These
earthquakes ruptured the same asperity, and form a repeating sequence. We iden-
tiﬁed sequences of repeating earthquakes, consisting of events with : i) identical
rupture sizes, ii) identical recorded waveforms, and iii) overlapping sources. Pre-
vious studies based their identiﬁcation of repeating sequences either on waveform
similarity alone [Nadeau et al., 1995 ; Nadeau et McEvilly , 1997], or according to
criteria based on source overlap and magnitude diﬀerence. For example, Waldhauser
et Ellsworth (2002) linked earthquakes, that have more than 50 % of source overlap
and magnitude diﬀerence less than 0.5. Here, we considered that two earthquakes
belong to the same repeating sequence if : (i) their mean coherency is greater than
90%, (ii) if the source overlap between the two earthquakes is greater than 70% in
the horizontal direction and 35% in the vertical direction and, (iii) if the diﬀerence
of magnitude is less or equal to 0.2. We assumed a circular rupture for all earth-
quakes, where the rupture radius, r (in km), is given by the relation : r = 100.5(m−4)
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Fig. 2.2  A and B : Waveforms recorded at station PMM for two earthquakes of
a common multiplet. C : Coherency computed between the two waveforms. In this
example, the coherency is very high, attesting for the high similarity between the
two waveforms. D : Phase of the cross spectrum computed for same two waveforms
as above. Phase measurements (circles) are weighted at each frequency according
to the coherency (Got et al. (1994)). A linear ﬁt of the weighted phase is displayed
as a black line. The ﬁt is only performed in the frequency interval [1.5Hz-20Hz], as
shown by the gray area. The time delay between the two earthquakes is given by
the slope of the linear ﬁt, here equal to 25.9 ms.1. PRÉSENTATION 43
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Fig. 2.3  Example of the relocation process for a multiplet. Left : Cross section
showing the original locations of the earthquakes. The inner rectangle denotes the
area represented in the ﬁgure on the right. Right : Cross section of the relocated
earthquakes. For both ﬁgures, the circles give the approximate rupture dimension,
assuming a constant mean stress drop of 3MPa for all earthquakes and a circu-
lar rupture. Note that all relocated earthquakes in this multiplet have overlapping
sources, and very similar rupture sizes.
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Fig. 2.4  Top : Cross section of the seismicity along the San Andreas fault at
Parkﬁeld. Black dots are the original earthquake locations. The star shows location
of the 2004, M=6 hypocenter. Bottom : Relocated earthquakes. The circles give the
earthquake rupture dimension, assuming a 3MPa mean stress drop. The origin of the
cross section is the location of the 2004, M=6 Parkﬁeld earthquake, and distances
are positive in the SE direction.
where m is the magnitude of the earthquake. This relation is derived for a constant
mean stress drop, ∆σ, of about 3MPa, using the relation linking earthquake radius
and moment r =
(
7M0
17∆σ
)1/3, with M0 the seismic moment (Kanamori et Anderson,
1975). We do not impose the same source overlap requirement in the vertical and
in the horizontal directions, in order to take into account a better performance of
the relocation process along the horizontal direction. This set of criteria (A) leads
to the formation of 3883 repeating sequences but most of these sequences only have
1 single event, while 320 repeating sequences (totalizing 2479 earthquakes) have at
least 3 events each. We also tested how this grouping is dependent on our criteria
by alternatively considering two other sets of parameters : one corresponding to a
relatively tight selection approach (B) and the other one to a relatively loose se-
lection (C). Table 1 details the parameters used for the three selection sets. The
selection proposed is chosen as a good compromise between grouping too dissimilar
earthquakes (which will possibly not belong to a common asperity) in the one hand,
and a selection where too few earthquakes will remain due to uncertainties in the re-
location, source geometries, and noise in the recorded waveforms, on the other hand.
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Selection Mean Coherency Source overlap in the ∆m N1+ N3+ N3+eq
threshold horizontal direction
A (preferred) 90% 70% 0.2 3883 320 2479
B (tight) 95% 70% 0.2 4791 299 2144
C (loose) 90% 50% 0.5 2739 196 3128
Tab. 2.1  Table detailing the parameters used for linking two earthquakes in order
to build a repeating sequence. Selection A, B and C refer to the preferred, the
tight and the loose set of parameters, respectively. The source overlap imposed in
the vertical direction is half of what is required in the horizontal direction. The
maximum diﬀerence of magnitude is noted ∆m. N1+ is the number of sequences
with at least 1 earthquake. The number of sequences with at least 3 earthquakes is
denoted by N3+ while the resulting number of earthquakes in these N3+ sequences is
N3+eq . Note that the loose selection links more earthquakes together, but in a smaller
number of sequences, resulting in repeating sequences with typically many more
events than with the two other selections.
Detection of Early Aftershocks of the 2004 Parkﬁeld Earth-
quake
It is likely that aftershocks of the 2004, M=6 mainshock are missing in the NCSN
dataset due to the high seismic activity in the ﬁrst hours following this earthquake.
The absence of early aftershocks is commonly observed even in densely covered
areas but is believed to be mainly a detection problem (Kagan, 2004). Working spe-
ciﬁcally on the aftershock sequence of the 2004, M=6 Parkﬁeld earthquake, Peng
et al. (2006) found that numerous earthquakes were missed in the NCSN catalog
at the time of their study, however even after accounting for these missed events,
an early aftershock deﬁciency was still observed during the ﬁrst 132 s following the
mainshock initiation. Our goal is here not to detect all short term aftershocks of
the 2004, Parkﬁeld earthquake, but only those which belong to previously identiﬁed
repeating sequences.
To complement the NCSN dataset, we exploited the measurements performed
by HRSN (High Resolution Seismic Network) stations (Figure 2.1). These stations
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have a good signal to noise ratio as they are installed in boreholes. We selected the
DP1 channel, which corresponds to the vertical component channel recording at 250
samples/sec. Our procedure for identifying early aftershocks can be decomposed in
the following steps :
1. We extracted the continuous signal on the DP1 channel for all HRSN stations
for 24 hours, with 1 hour before and 23 hours after initiation of the Parkﬁeld
2004 event.
2. For each repeating sequence previously formed we used the last earthquake of
the sequence as the target event representative of the whole sequence. Recall
that all earthquakes of a given sequence have very similar waveforms, hence
the choice of the target event has little eﬀect on this study. In order to work
with the maximum number of sequences, we used the set of parameters of
selection C, see Table 1. We then extract the corresponding waveforms on
DP1 channel of HRSN stations for all the target events. Speciﬁcally, a 512
point long window centered on the P-wave is selected, for all HRSN stations.
Unfortunately it was not possible to obtain these waveforms for all target
earthquakes. Most of the target events with no available waveforms occurred
before 2001. Among the 4791 repeating sequences, 1542 sequences were without
any waveform available for the target earthquake. A total of 1402 out of these
1542 sequences correspond to sequences with the last event occurring before
March 2001.
3. We pass the waveform of target event on the continuous record of each sta-
tion. At each time step the target waveform and the continuous signal are
aligned and the mean coherency between these two signals is computed in the
frequency range 1.5 to 22.5 Hz. The target event window is then shifted by a
tenth of the window length (∼ 0.2 s) and a new coherency is computed. This
gives the coherency versus time for a given station and sequence.
4. We compute the maximum coherency over a 6 second interval for all stations
that recorded the target event. This is done to account for the propagation of
the P wave between stations : a 6s interval ensures that all the HRSN stations
can potentially have recorded the target earthquake. Finally the maximum
1. PRÉSENTATION 47
CHAPITRE 2. VARIATION DE CONTRAINTE PRODUITE PAR UN SÉISME : LE
CAS DU SÉISME DE PARKFIELD DU 28 SEPTEMBRE 2004
coherency for the target earthquake is averaged over all stations.
5. An aftershock is detected and associated to a repeating sequence if the ﬁnal
coherency, exceeds a certain threshold (Figure 2.5). We tested three diﬀerent
coherency thresholds at 99%, 95% and 90%.
6. Numerous detected events could not be linked to aftershocks listed in the
NCSN dataset (Figure 2.6). These new events are thus included in our re-
peating sequences. If a detection is associated to more than one repeating
sequence, we include it in the repeating sequence characterized by the higher
coherency.
Figure 2.7 shows the aftershock rate for all the repeating sequences, when inclu-
ded the new detected events. The decay is best modeled by a power law when the
95% threshold is used. A p-value of 0.71 is then found, in agreement with p = 0.74
obtained by Peng et al. (2006). We therefore keep this 95% threshold for the re-
mainder of this study.
Dynamics of Repeating Earthquakes During the In-
terseismic Stage
We studied the temporal patterns associated with repeating earthquake sequences.
We focused on earthquakes that occurred before the 2004 M=6 mainshock and thus
that were not perturbed by coseismic nor postseismic eﬀects. For each repeating
sequence with at least four earthquakes before the 2004 mainshock, we deﬁned the
mean inter-event time (T r) as the mean of the time intervals, Tr, between two suc-
cessive earthquakes. For each sequence, we deﬁne the normalized inter-event times as
Tr/T r. Figure 2.8 shows the probability density function of all the normalized times,
for the three sets of selection parameters. A power law decay at short normalized
times (up to 0.1) is visible for all selection sets. This decrease is similar to an Omori
law decay of the number of aftershocks. Remarkably, a clear peak in the distribution
is also observed close to unity, implying that the recurrence is quasi-periodic as long
as Tr/T r > 0.1. This peak is mostly pronounced in distributions A and B : taking
looser criteria (as C) implies mixing distinct asperities with distinct quasi-cycles,
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Fig. 2.5  Figure detailing the short-term earthquake detection process. A : Maxi-
mum coherency computed over 24 hours for an identiﬁed event and all HRSN re-
cording stations, averaged over 6 seconds. The 2004, M=6 Parkﬁeld earthquake
occurred 1 hour and 15 minutes after the beginning of the record and is associated
with the coherency jump. The highest peak (3.2 hours), with a coherency greater
than 99% is associated with the detection of an aftershock not listed in the NCSN
dataset. B : Continuous record on the DP1 channel of station CCR of the HRSN.
The record is displayed over 24 hours as represented above. An intense earthquake
activity is visible on this record. C : Waveform of the target event used for the
detection (gray) and of the continuous signal (black) at the time of the highest co-
herency peak (∼ 3.2 hours). The two waveforms recorded on the DP1 channel of
station CCR are nearly identical, as expected given the very high coherency found
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Fig. 2.6  Number of detected events as a function of the elapsed time since the
occurrence of the 2004, M=6 Parkﬁeld earthquake. A : Number of detected events
already listed in the NCSN catalog. B : Number of detected events considered as
new events, i.e., not listed in the NCSN catalog. The diﬀerent line styles refer to the
diﬀerent coherency thresholds , see text.
hence partly destroying the apparent quasi-periodicity of the sequences. It could
therefore be expected that tighter and tighter criteria would lead to an even more
obvious periodicity. The size of the dataset does not however allow us to investigate
further.
A clear distinction between two diﬀerent behaviors is highlighted. At short normali-
zed times (Tr < 0.1× T r), the dynamics of earthquakes is dominated by interactions
at the asperity scale, (i.e. at ∼ 10m scale). However, the proportion of earthquakes
involved in these triggering mechanisms is low (∼ 5%.). During this regime, the pro-
bability of an earthquake occurrence decreases with time as interactions get weaker.
The second regime (Tr > 0.1 × T r) is driven by steady stress accumulation, and is
characterized by the quasi-periodicity of earthquake recurrence times.
Periodicity
We further investigate the 2nd regime of repeating sequences, i.e., quasi per-
iodicity, previously identiﬁed by [Nadeau et al., 1995 ; Nadeau et McEvilly , 1997 ;
Nadeau et Johnson, 1998 ; Nadeau et McEvilly , 1999]. We computed the coeﬃcient
of variation for all repeating sequences with at least four events and which occurred
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Fig. 2.7  Earthquake rate computed for all earthquakes in our relocated catalog
that followed the 2004, M=6 Parkﬁeld earthquake, including the new events detected
in the ﬁrst 23 hours after the M=6 earthquake. The diﬀerent colors indicate the
diﬀerent coherency threshold used in the detection process. Crosses are values not
aﬀected by the detection procedure (> 23hr). The decay is best adjusted by a
power law ﬁt with an exponent p = 0.71 for the 95% coherency threshold.
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Fig. 2.8  Probability densities for normalized recurrence times for the three sets
of selection criteria. Uncertainty bars associated to each time interval are computed
according to a Poisson law. The dashed line displayed between 10−3 to 10−1 is a
T r/Tr power law decay. A peak in the distribution around 1 is observed for all selec-
tion sets. Note that high probabilities associated with short normalized recurrence
times only represent 5% of the seismicity, and is in fact a minor characteristic of the
distribution.
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Fig. 2.9  Histograms depicting the COV distribution for the three diﬀerent set
of selection criteria A to C. The mean COV, is also given for each distribution.
The preferred selection (A) has a distribution of COV similar in shape to the one
obtained with a tighter approach (B) but contains more repeating sequences.
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before the 2004, M=6 Parkﬁeld earthquake. The coeﬃcient of variation (COV) is
the ratio for a repeating sequence of the standard deviation of Tr over the mean
inter-event time (T r). A COV of 0 implies a perfectly periodic recurrence while a
COV = 1 is characteristic of a Poissonian (i.e. random) sequence. The COV values
obtained for the three sets of parameters are mostly lower than 1, cf Figure 2.9, as
expected in case of quasi-periodicity. This behavior can be interpreted as the result
of a constant stressing rate acting on the asperities, in which case there must exist
a relation between the mean recurrence time and the mean moment of a repea-
ting sequence. To test this, we converted magnitude into moment using the relation
log10M0 = 16.1+1.5m (Hanks et Kanamori , 1979). The variation of moment with
recurrence time is shown in Figure 2.10 together with the values found by Nadeau
et Johnson (1998) when analyzing repeating sequences at Parkﬁeld for smaller ma-
gnitude events. Although there exists a strong variability, a global trend appears,
consistent with the T r ∝ M0.170 relation found by Nadeau et Johnson (1998). Such
a relation must imply a stress drop dependence with the earthquake moment, at
odds with the constant mean stress drop generally observed over a large range of
earthquake moments (Abercrombie, 1995). The variable stress drops relation pro-
posed by Nadeau et Johnson (1998) possibly leads to ∼ 2GPa stress drops for the
smallest events. Such high stress drops are in contradiction with estimates obtained
for small Parkﬁeld earthquakes for which stress drops of the order of [1-10] MPa
are found (Imanishi et al., 2004). However the high stress drop hypothesis results
from the assumption that slip occurring on asperities is uniquely due to seismic slip.
This view is not supported by an earthquake nucleation model for which aseismic
slip is found to play an important role. In particular, the proportion of slip released
aseismically is found to be dependent of the asperity size (Chen and Lapusta, sub-
mitted manuscript). This eventually leads to the recurrence time vs moment scaling
obtained (see Figure 2.10).
Short term triggering
We examined earthquakes that occurred at short normalized recurrence times
(Tr < 0.1 × T r) in a repeating sequence. Such short term repeating earthquakes
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Fig. 2.10  Variation of the mean recurrence time of a repeating sequence as a
function of the mean moment of the sequence. Circles are from this study and
crosses are values reported in Nadeau et Johnson (1998). The line is the log10(t) =
4.85 + 0.17 log10(M0) relation reported in Nadeau et Johnson (1998), where t is the
mean recurrence time in seconds and M0 is the mean moment of the sequence in
dyne.cm.
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were already observed on the Hayward fault (Waldhauser et Ellsworth, 2002) and
on the San Andreas fault (Nadeau et al., 1995). Some insight on these earthquakes
can be obtained by looking at their spatial repartition relative to the barycenter
of the sequence. Spatial densities of short-term and of long term (Tr > 0.1 × T r)
earthquakes are displayed in Figure 2.11 for the three selection sets. Long-term
earthquakes (which are mainly periodic) are tightly clustered at the barycenter of
the asperity. On the opposite, short term earthquakes occur randomly in the source
area of the repeating sequence. We propose two explanations to account for this
repartition :
1. Short term earthquakes are the consequence of the remaining stress left by the
preceding earthquake on the same asperity. This can happen if the preceding
earthquake did not rupture the entire asperity or if its slip distribution is very
heterogeneous. Dreger et al. (2007) imaged, using an empirical Green's function
deconvolution, the rupture process of a sequence of repeating earthquakes
on the San Andreas fault at Parkﬁeld. They showed that many parts of the
ruptured asperity experienced high positive stress changes, albeit the mean
stress changes on the asperity is negative.
2. A second hypothesis is that these earthquakes ruptured a very close-by but
distinct asperity. This idea was proposed by Rubin (2002) when investigating
microearthquakes on the San Andreas and on the Calaveras faults : most of
the earthquakes tend to occur at the edge of the rupture of the immediately
preceding earthquake. They are produced by the stress concentrations induced
by slip on the asperity. This explanation implies that this short term eﬀect is
mainly due to uncertainties in the relocation process and source geometry :
more accurate locations and rupture extents could indeed help separating our
repeating sequences into smaller, but more periodic sequences that then would
not show this short term triggering. This might be here a possible scenario for
the smallest asperities which source area (i.e., the asperity size) is close to the
relocation uncertainties.
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Fig. 2.11  Spatial repartition of short term (< 0.1 × T r) (Top) and long term (>
0.1 × T r) (Bottom) earthquakes in a repeating sequences compared to the multiplet
barycenter, for the three selections A-C. Distances were normalized by the estimated
rupture radius (black circle) of each earthquake, and densities were computed by
stacking all the sequences. The x-axis is the along strike distance whereas the y-
axis is the depth. Long-term, mostly periodic, repeating earthquakes are much more
clustered than short term earthquakes, which hypocenters are more or less randomly
scattered around the mean rupture.
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Inﬂuence of Selection Parameters in Forming Repeating Se-
quences
We observed that, when building repeating sequence with a loose selection (C),
we increase the number of earthquakes per sequence. Earthquakes are thus added to
repeating sequences formed with tighter selection criteria (A and B), or repeating
sequences are merged. The addition of new earthquakes mostly occur at short time
scales following the occurrence of an earthquake on an asperity. The decay rate of
these short term earthquakes with time is similar to an Omori law. This power law
decay is indicative of a triggering process, short term earthquakes being certainly
induced by slip on a neighboring asperity.
When setting a tighter set of selection criteria, the periodicity of repeating earth-
quake sequence is not improved (COV = 0.48 for (A) and COV = 0.49 for (B)).
This is certainly because we reject earthquakes that really belong to an identiﬁed
asperity but for which relocation uncertainties make them erroneously distinct from
their repeaters. As the periodicity is similar, if not better, for selection (A) and as
there is a larger number of earthquakes and repeating sequences we decided to keep
this selection (A) as our preferred selection.
Perturbation caused by the 2004, M=6 mainshock
Observations
In this section we study the perturbation caused by the 2004, M=6 Parkﬁeld
earthquake (hereafter denoted M6) on repeating earthquake sequences. In particu-
lar we investigate whether the periodicity is preserved or modiﬁed following the
mainshock by quantifying this perturbation in terms of a coseismic and postseismic
stress changes, for each identiﬁed asperity.
Almost all the the post-Parkﬁeld seismicity is localized in areas which also expe-
rienced earthquakes in the 1984-2004 period. At ﬁrst glance it thus seems that the
spatial distribution of the seismicity was not perturbed by the M6 earthquake. This
conclusion was already reached by Thurber et al. (2006). When looking more care-
fully, it appears that most post-M6 seismicity activates asperities that were locked
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during the 20 previous years : among the 4026 relocated earthquakes occurring af-
ter the M6 earthquake, 955 took place in pre-identiﬁed asperities. The remaining
3071 earthquakes could not be linked to pre-existing repeating sequences. From
these 3071 earthquakes, 875 are organized in 126 repeating sequences with at least
4 earthquakes each (according to selection criteria A). An example of such a repea-
ting sequence is displayed in Figure 2.12. We do not know whether these asperities
were locked or were rather aseismically slipping during the 1984-2004 interval. The
example shown in Figure 2.12 is similar to the observation by Schaﬀ et al. (1998)
who identiﬁed repeating earthquake sequences in the aftermath of the Loma Prieta
earthquake.
The opposite behavior can also be observed, namely a repeating sequence identiﬁed
in the 1984-2004 interval but with no earthquake occurring in the post-M6 inter-
val. Figure 2.13 shows such an example with an asperity periodically failing in the
pre-2004 period (low COV value of 0.11), and not rupturing any longer after the
M6 earthquake, although the previous periodicity would suggest that an earthquake
should have occurred there by June 2007. We will in our study assume that such an
asperity has been locked by stress unloading at the time of the mainshock.
Two other typical asperity behaviors are illustrated in Figures 2.14 and 2.15. These
two sequences are almost perfectly periodic in the pre-M6 interval as indicated by
their low COV values. However at the time of the M6 earthquake, they gave rise to
two distinct behaviors. In the ﬁrst example, (Figure 2.14), a numerous earthquake
activity is observed following the M6 earthquake. This activity appears to decay
with time following the mainshock, similarly to what is observed in Figure 2.12.
Finally, in the second example (Figure 2.15) we observe that a single earthquake
occurred after the mainshock, the periodicity noticed in the pre-M6 interval being
almost preserved : the mean recurrence time is 3.2 years in 1984-2004, and is 4.0
years elapsed between the last pre-M6 earthquake and the post-M6 earthquake.
Despite all these diﬀerent behaviors, it is remarkable to realize that adding all the
repeating sequences together yield a power law, Omori-Utsu, decay for the collective
dynamics, as observed in Figure 2.7. While the building block (asperities) act al-
most deterministically, or at least in a very predictable way, when perturbed by the
mainshock, summing over all those very diﬀerent patterns require a purely statis-
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tical description. The previous examples of ﬁgures 2.12-2.15 show that an asperity
can either be unloaded, loaded (both co and post-seismically), or not signiﬁcantly
perturbed, by the M6 mainshock. We here aim at analyzing the complete popula-
tion of asperities in order to investigate how these stress perturbations are spatially
distributed.
Model of Coseismic and Postseismic Stress Changes
All the identiﬁed asperities (i.e. repeating sequences), do not show the same dy-
namics in response to the M6 earthquake. This diﬀerence can be interpreted as a
diﬀerence in stress changes undergone by each asperity. We propose to decompose
the stress variation in two terms : i) a coseismic stress, which eﬀect is instanta-
neous, at the time of the M6 earthquake and ii) a postseismic stress, which is time
dependent. We will then estimate these two stress changes for each asperity, solely
from earthquake occurrence times. To do this, we propose a simple model describing
the stress history on an asperity. Earthquake occurrence on an asperity is modeled
as a perfectly predictable system : in the absence of any stress perturbation, the
time interval between two consecutive earthquakes, Tr, is constant, as is the mean
stress drop on the asperity, σc, (Figure 2.16). The perfectly predictable dynamics
(i.e., periodicity) is considered valid for the whole time period preceding the 2004,
M=6 Parkﬁeld earthquake. This implies that the stressing rate, for a given asperity,
is constant for the whole 20 years period (1984-2004). This is the simplest model
than can reproduce the observed periodicity. The mean stressing rate at an asperity
can be written :
σ˙0 =
σc
T r
(2.1)
At the time of the 2004, M=6 Parkﬁeld earthquake, an instantaneous coseismic
stress variation, σco, is imposed by the main rupture on each asperity. This coseismic
eﬀect is then followed by a postseismic stress increase, mainly due to afterslip (Freed ,
2007), which is time dependent and modeled as : σpost(t) = A log(t/τ +1) where t is
the time following the Parkﬁeld earthquake and A and τ are constants. This form
is chosen as it empirically well reproduces the evolution of slip following the 2004,
Parkﬁeld earthquake [Langbein et al., 2006 ; Freed , 2007]. Furthermore a logarithmic
1. PRÉSENTATION 59
CHAPITRE 2. VARIATION DE CONTRAINTE PRODUITE PAR UN SÉISME : LE
CAS DU SÉISME DE PARKFIELD DU 28 SEPTEMBRE 2004
0.0 0.5 1.0 1.5 2.0 2.5
Time in seconds
0 5 10 15 20
Time in years (since 01/01/1984)
Fig. 2.12  Example of an identiﬁed repeating sequence. The top graph displays
the occurrence times of earthquakes in the repeating sequence as circles. The line
at 20.7 years is the time of the 2004, M=6 Parkﬁeld earthquake. The bottom graph
shows the waveforms recorded on the same NCSN station for each earthquake on
the sequence, aligned on the P-wave arrival. The ﬁrst earthquake of the sequence
is associated with the upper waveform and the last earthquake with the bottom
trace. No earthquakes occurred in the pre-M6 interval. Recurrence times increase
with time after the mainshock. This asperity was very likely locked since at least
1984, and then was loaded both co- and post-seismically by the mainshock.
60 1. PRÉSENTATION
CHAPITRE 2. VARIATION DE CONTRAINTE PRODUITE PAR UN SÉISME : LE
CAS DU SÉISME DE PARKFIELD DU 28 SEPTEMBRE 2004
0.0 0.5 1.0 1.5 2.0 2.5
Time in seconds
0 5 10 15 20
Time in years (since 01/01/1984)
COV = 0.09
Fig. 2.13  Same as in Figure 2.12 for a diﬀerent sequence. The COV of the repeating
sequence, computed in the pre-M6 interval is 0.09. The robust periodicity of this
sequence is greatly aﬀected by the occurrence of the M=6 earthquake. Although the
waveforms remain similar, numerous earthquakes occurred in a short time interval
after the mainshock. The recurrence times eventually increase, as expected from a
typical Omori-Utsu law.
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Fig. 2.14  Same as in Figure 2.12 for a diﬀerent sequence. In this example, no
earthquake occurred between the Parkﬁeld, 2004 earthquake and the end time of
our study, June 2007. According to the periodicity observed for the 20 previous
years, an earthquake should have taken place before June 2007. This absence of
such an earthquake suggests a stress unloading caused by the 2004, M=6 Parkﬁeld
earthquake.
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Fig. 2.15  Same as in Figure 2.12 for a diﬀerent sequence. Here, the periodicity
observed before the 2004 mainshock is not signiﬁcantly modiﬁed by the mainshock.
evolution of slip, similar to the one proposed, is also predicted by a rate and state
friction model and observed for various afterslip sequences [Marone et al., 1991 ;
Montési , 2004 ; Perfettini et Avouac, 2004]. This postseismic eﬀect is superimposed
on the tectonic long term stressing rate σ˙0 determined by (2.1). We also considered
that the stress drop remains constant during the postseismic stage, equal to σc. This
last assumption seems at odds with the apparent stress drop increase with recurrence
time observed for a repeating earthquake sequence and in laboratory experiments
[Vidale et al., 1994 ; Marone et al., 1995 ; Marone, 1998]. However no signiﬁcant
increase in stress drop was observed following the 2004, Parkﬁeld earthquake either
for a repeating sequence (Dreger et al., 2007) or globally for the whole aftershock
sequence (Allmann et Shearer , 2007). We thus suppose that the variation of stress
drop with recurrence time, on Parkﬁeld repeating sequences, is weak enough such
that our constant stress drop (σc) hypothesis is reasonable. Our simple threshold
model gives that
σ˙0ti + σpost(ti) + σco + σ0 = σc,i, (2.2)
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which describes the stress of an asperity following an earthquake i rupturing this
asperity. The time between earthquake i and M6 is denoted ti, and σc,i = σc × i.
The initial stress on the asperity, at the time of the Parkﬁeld earthquake is σ0 with
σ0 =
TM6 − T0
T r
(2.3)
with T0 the time of the last pre-M6 earthquake in the repeating sequence. We ob-
tained after rearranging (2.2) and dividing by σc
i =
ti
T r
+
A
σc
log
(
ti
τ
+ 1
)
+
σco
σc
+
TM6 − T0
Tr
(2.4)
This equation implies that the earthquake occurrence times can be used to to
condition the three parameters : A/σc, τ and σco/σc . The latter parameter is the
coseismic stress change produced by the 2004 Parkﬁeld earthquake on an asperity,
normalized by the mean stress drop characteristic of earthquakes on this asperity.
We work with repeating sequences with at least 3 earthquakes in the pre-M6 interval
(after removing potential short term earthquakes), in order to obtain an estimate
of the mean recurrence time and of the initial stress on the asperity at the time of
the M6 earthquake. Furthermore, we also impose the number of earthquakes in the
post-M6 interval to be at least equal to 4 for resolving the three parameters using
(2.4).
Parameters, A/σc and τ can also be resolved for asperities with earthquakes
occurring only after the M6 mainshock, in which case we used
i =
A
σc
log
(
ti
τ
+ 1
)
+ C (2.5)
instead of equation (2.4) since T r is not known. The value of C in (2.5) is the sum
of the initial stress and the stress change imposed by the mainshock rupture.
Results
We computed the postseismic stress changes for 126 repeating sequences with
at least 4 earthquakes in the post-M6 interval. Among these 126 sequences, 37 of
them also have at least 3 earthquakes before the M6 earthquakes ; the periodicity
could then be estimated, and thus we could also compute a coseismic stress change.
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Fig. 2.16  Sketch of the earthquake model. The stress on an asperity is represented
as a function of time. It increases linearly with time before the 2004, M=6 earthquake
(TM6). Each time the stress reach a stress threshold σthreshold, an earthquake occurs
in this repeating sequence (materialized as a little star). Each failure produces a
constant stress drop (∆σ) on the asperity, implying a constant recurrence time (Tr)
between two consecutive earthquakes in the pre-M6 interval. The last earthquake in
the pre-M6 sequence occurs at time T0. Following the M6 earthquake, an immediate
coseismic stress change (σco) is applied on the asperity. This stress change can be
positive or negative. A postseismic eﬀect, which evolves logarithmically with time,
is then superimposed to the pre-M6 constant stressing rate. Earthquakes observed
up to the time of our study, Tend, are modeled with such a stress history.
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We removed 4 repeating sequences associated with a high misﬁt after inversion,
resulting in 33 sequences with an estimated coseismic stress change. From these 33
repeating sequences, we display the evolution of the number of earthquakes on ﬁve
asperities following the M6 earthquake (Figure 2.17). It shows that our model is
able to well reproduce the evolution of the seismicity. In particular the number of
occurrences is well ﬁtted by a logarithmic function. This is similar to the 1/t decay
of the inverse recurrence time observed by Schaﬀ et al. (1998) in repeating sequences
following the Loma Prieta earthquake. Parameter uncertainties are computed from
the a posteriori covariance matrix of the inversion procedure. We see in ﬁgure 2.17
that τ and σco/σc are correlated, especially when there are few constrains at short
time scales, i.e. for negative stress changes. Despite a close proximity of these ﬁve
repeating sequences, all located in a square of 1 km2, a diversity of stress change
and τ values is resolved. In particular, both negative and positive stress changes are
experienced by these close-by asperities.
Coseismic Stress changes
The main characteristic of the stress distribution is its high variability (Figure
2.18). As noticed in Figure 2.17, even closely spaced asperities may have very dif-
ferent stress variations. Overall, computed (normalized) coseismic stress changes
range from -2.1 to 0.8. This stress distribution is very sparse, as are the locations of
the repeating sequences. However, we are able to resolve stress change with a good
resolution. There is no signiﬁcant trend in the coseismic normalized stress change
with distance along strike or depth. There neither appears any correlation between
the inferred coseismic stress changes and the coseismic slip inverted by Custódio
et al. (2005), which is expected if small-scale heterogeneities rather than large-scale
stress indeed control aftershock occurrences.
Postseismic Stress Changes
If only a coseismic stress change is assumed on each asperity, then according to
a simple threshold model, the quasi periodicity of each repeating sequence should
resume after the ﬁrst post-M6 earthquake of each sequence. This is clearly not the
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case for many repeating sequences (e.g. Figures 2.13 and 2.12). We rather identiﬁed
an abundant earthquake activity on these repeating sequences following the M6.
This may be attributed to the pronounced afterslip which is observed following the
Parkﬁeld, 2004 earthquake [Langbein et al., 2006 ; Freed , 2007]. We computed the
postseismic parameters A/σc and τ = 1/B from equation (2.4) for all sequences
with at least 4 earthquakes in the post-M6 interval. Equation (2.5) was used instead
of (2.4) for those sequences for which no T r could be estimated (e.g. less than 3
events before the M6 earthquake). Although the postseismic stress model could be
ﬁtted to a greater number repeating sequences than for the coseismic stress, the
distribution remains sparse (Figure 2.19). The mean value of A/σc is 1.4 and its
standard deviation is 0.8. The time constant of the postseismic process is distributed
over a much wider range as it spans almost ﬁve order of magnitude (Figure 2.19),
with a mean value of 2.8 days and a 95% conﬁdence interval in [0.25 ; 33] days. The
time constant τ can be interpreted as the time delay between the start of M6 rupture
and the onset of the postseismic stress. There is thus a correlation between the total
postseismic slip produced on an asperity in the long term and the value of τ for
a constant value of A/σc. As computed values of A/σc are distributed in a narrow
range compared to τ , the logarithm of the time constant is inversely proportional
to the total post-seismic slip experienced by an asperity. A remarkable feature of
the distribution τ is the strong variation observed along the fault plane (Figure
2.19). These variations are observed at small scales with amplitudes higher than
those associated with uncertainties. It implies that the reloading process is far from
being uniform over the whole fault. It is, however possible to distinguish a global
increase of τ in the northwestern part of the fault and for the greatest depth. This
is consistent with the afterslip distribution obtained using GPS (Freed , 2007), for
which most of the afterslip was localized in two shallow patches : one immediately
shallower than the mainshock to the southeast and the other one around 5 km depth
at 15 km from the mainshock to the northwest.
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Fig. 2.17  Evolution of the number of earthquakes for ﬁve repeating sequences as a
function of time (in days) since the M6 earthquake (1-5). The normalized coseismic
stress change, σco, and the time constant of the postseismic stress, τ , are indicated for
each sequence. The black vertical arrow at the beginning of each repeating sequence
shows the stress step experienced by the sequence. The curve in black shows the
best model, and the two dashed curves are the 95% conﬁdence interval. The bottom
right ﬁgure is a cross-section showing the location of the ﬁve repeating sequences on
the fault plane. The size of each circle is representative of the approximate asperity
size.
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Fig. 2.18  Normalized coseismic stress changes, function of position. Top graph :
cross section of all repeating sequences for which a normalized coseismic stress
changes was computed. Each circle represents a distinct repeating sequence with
color referring to the normalized stress change amplitudes ; the circle radius is the
same for all sequences. Some sequences are too close together to display them all.
Grey dots are all relocated earthquakes. The coseismic slip distribution, enclosed
in the dashed rectangle, obtained by Custódio et al. (2005) is also displayed. The
small black box indicates the sequences shown in ﬁgure 2.17. Bottom graph : σco/σc
function of the distance along fault. The error bars are estimate uncertainties.
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Fig. 2.19  Same as Figure 2.18 but for the postseismic eﬀect. The time constant
of the postseismic eﬀect (τ , in days) is computed for all repeating sequences with at
least four earthquakes in the post-M6 interval.
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Discussion
The limitations of our computed stress distribution must be discussed. First of
all, because we used a threshold model, the inverted coseismic normalized stress,
σco/σc, cannot exceed 1. This limits the extent of positive stress amplitude. Strong
negatives stress changes cannot be resolved either. This restriction is the consequence
of our choice to use only sequences with at least four earthquakes in the post-M6
interval, and of the short duration of the post-M6 interval. Indeed, a strong negative
coseismic stress change will cause an important delay of the ﬁrst post-M6 earthquake
occurrence time, which would prevent us to observe the required 4 earthquakes in
the ∼ 2.7 years following the 2004 mainshock. This restriction also applies to the
determination of the highest values of the time constant τ . As a consequence, large
positive and negative coseismic stresses cannot be resolved, and the estimation of
the mean stress change is likely to be biased. It should therefore be emphasized that
the computed stress changes are likely to be much smoother than the actual stress
heterogeneity experienced on the fault plane.
Second, our coseismic stress inversion is very dependent on the occurrence times
of early post-M6 earthquakes. Despite our detection procedure aimed at recovering
short term earthquakes missed by the NCSN catalog, it is very possible that several
earthquakes were not detected. This is particularly the case for the ﬁrst 30 seconds
following the Parkﬁeld earthquake, when the recorded signal is saturated by the
mainshock waveform and the coda. However, Peng et al. (2006) suggest that the
earthquake rate following the Parkﬁeld earthquake decays more slowly in the ∼ 30s
- 130s interval than at later times. If a slow decay extends down to the rupture
initiation, this would downweight the relative importance of possibly missed after-
shocks. Our model could be modiﬁed to account for these missed earthquakes by
allowing the coseismic stress to exceed 1, hence triggering more than just a single
aftershock. This would not aﬀect the post-seismic stress inversion.
Our stress distribution is conditioned by the location of asperities (i.e. repeating
sequences) : stress changes are only resolved at some locations that represent a par-
ticular kind of frictional regime, diﬀerent to the rest of the fault. The large area
with the largest inverted coseismic slip is mostly devoid of repeating sequences. It is
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possible that the stress ﬁeld in this area might be smoother than the one obtained
at the location of repeating sequences.
The spatial resolution of our stress distribution is much better than the one usually
obtained when inverting the coseismic slip from geodetic or ground motion data.
Slip inversions of the 2004, M=6 Parkﬁeld earthquake, all revealed that the slip
distribution (hence the stress distribution) is highly variable [Custódio et al., 2005 ;
Johanson et al., 2006 ; Langbein et al., 2006 ; Liu et al., 2006 ; Murray et Lang-
bein, 2006 ; Custódio et Archuleta, 2007 ; Kim et Dreger , 2008 ; Ma et al., 2008] but
are limited to long wavelength (∼ 1km). Our computed distribution of normalized
coseismic stress changes, despite large uncertainties, highlights a signiﬁcant hetero-
geneity at smaller scale. It is also possible that the stress variability extends over
smaller scales than the asperity size where it was resolved (tens of meters).
While the global evolution of the seismicity following the M6 earthquake is well re-
presented by a power law, Omori-Utsu decay (see Figure 2.7), as commonly observed
for the majority of aftershock sequences it is only an average, large-scale evolution.
Small-scale seismicity patterns can greatly diﬀer from this overall evolution. Even if
computed coseismic stress changes are obtained through a very simple model, and
have large uncertainties, the observation of a great variety of small-scale patterns is
robust. In particular, we clearly observed many cases (e.g. Figure 2.14) of decrease,
or absence of seismicity following the M6 earthquake. Such decreases of seismicity,
or quiescences, are rarely observed when investigated at larger scale [Parsons , 2002 ;
Marsan, 2003 ; Felzer et Brodsky , 2005] : the average evolution is dominated by trig-
gering mechanisms and thus leads to the observed Omori law, even in areas where
the stress unloading is most common.
Finally, we can also speculate on the reasons which cause signiﬁcant variations of
τ at small scale. The initial slip speed is important in controlling the value of τ
[Marone et al., 1991 ; Helmstetter and Shaw submitted manuscript 2008 ]. As this
initial slip speed depends on the heterogeneous coseismic slip, this can lead to a
strong spatial variability of τ . Another explanation relies on the hypothesis that
the normal stress on the fault is highly variable, which can be expected given the
roughness of the fault plane.
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Conclusion
We showed that the dynamics of repeating earthquake sequences during the inter-
seismic stage is characterized by two distinct regimes : a short term triggering regime
which accounts for a few percents of the total seismicity and a long term periodic
recurrence. We used this periodicity to model the predicted behavior of earthquake
asperities following the Parkﬁeld, M6 earthquake. We clearly observed distinct evo-
lutions of the repeating sequences in response to this perturbation. Albeit numerous
sequences display an increase of activity decaying with time following the Parkﬁeld
event, some others have their activity shut down at the time of the mainshock. We
used a simple model to translate these perturbations of the periodicity in terms of
stress changes (both coseismic and postseismic). The result highlights a signiﬁcant
variability of the coseismic stress distribution and of the afterslip characteristic time
over the fault plane, attesting for the heterogeneous nature of the coseismic rup-
ture and of the creep rheology. We propose that the commonly observed Omori law,
describing the aftershock evolution, is a large-scale average of smaller scale, highly
variable, quasi-deterministic recurrence patterns.
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Chapitre 3
Analyse de la variation de contrainte
produite par le remplissage d'un
réservoir magmatique
1 Présentation
On s'intéresse ici à suivre l'évolution de la contrainte à l'intérieur d'un édiﬁce
volcanique lorsque celui-ci est soumis à l'accumulation de magma en profondeur.
Pour cela, on identiﬁe sur trois volcans basaltiques (Kilauea et Mauna Loa à Ha-
waii et Piton de la Fournaise sur l'île de la Réunion) des périodes d'accumulation
magma. Ces diﬀérentes périodes ont été mises en évidence par des informations gra-
vimétriques, géochimiques ou géodésiques.
En sélectionnant la sismicité proche du réservoir magmatique en inﬂation, on s'aper-
çoit que celle-ci suit une évolution qui peut être très bien décrite par une accélération
exponentielle. Dans le même temps la déformation enregistrée au sommet des vol-
cans Kilauea et Mauna Loa semble évoluer en décélérant. On propose un modèle
physique d'accumulation de magma dans un réservoir. Dans ce modèle, le réservoir
magmatique en profondeur est alimenté par une source de magma dont la pression
est supposé constante. L'accumulation de magma dans le réservoir provoque alors
une diminution de la quantité de magma qui entre à l'intérieur de celui-ci. En suppo-
sant le milieu parfaitement élastique, la variation de contrainte produite à la surface
75
CHAPITRE 3. ANALYSE DE LA VARIATION DE CONTRAINTE PRODUITE PAR
LE REMPLISSAGE D'UN RÉSERVOIR MAGMATIQUE
de la chambre magmatique évolue avec la même dynamique partout dans l'édiﬁce
volcanique. On en déduit alors la forme de l'évolution de la déformation verticale
enregistrée en surface d'après un tel modèle, qui suit ∼ (1 − exp(−t/τ)), où τ est
la constante de temps du phénomène. Les données de déformation indiquent une
bonne adéquation avec le modèle proposé.
Un modèle de fracturation, est ensuite utilisé pour relier la contrainte à la sismicité.
Ce modèle est souvent employé pour décrire la rupture de matériaux très hétéro-
gènes. Une analogie est donc faite entre la partie sommitale du volcan et un système
complexe dont la fracturation est marquée par un seuil critique.
En appliquant l'évolution de contrainte, déduite du modèle d'accumulation de magma,
au modèle de fracturation, on montre alors que l'évolution de la sismicité suit une
loi exponentielle, comme nous l'avons observé.
On propose ainsi de caractériser les phases d'accumulation de magma pour les vol-
cans basaltiques à partir de l'évolution des deux observables : sismicité et déforma-
tion. Enﬁn, même si l'évolution de la sismicité telle que décrite par notre modèle ne
permet pas de déﬁnir le temps auquel se produira une future éruption, la connais-
sance de l'état de contrainte à l'intérieur du volcan devrait permettre une meilleure
évaluation des phénomènes à venir.
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Abstract We analyzed the evolution of volcano-tectonic (VT) seismicity and de-
formation at three basaltic volcanoes (Kilauea, Mauna Loa, Piton de la Fournaise)
during phases of magma accumulation. We observed that the VT earthquake ac-
tivity displays an accelerating evolution at the three studied volcanoes during the
time of magma accumulation. At the same times, deformation rates recorded at the
summit of Kilauea and Mauna Loa volcano were not accelerating, but rather tend
to decay. To interpret these observations, we propose a physical model describing
the evolution of pressure produced by the accumulation of magma into a reservoir.
This variation of pressure is then used to force a simple model of damage, where
damage episodes are equivalent to earthquakes. This model leads to an exponential
increase of the VT activity and to an exponential decay of the deformation rate du-
ring accumulation phases. Seismicity and deformation data are well ﬁtted by such
an exponential model. The time constant, deduced from the exponential increase
of the seismicity, is in agreement with the time constant predicted by the model of
magma accumulation. This VT activity can thus be a direct indication of the accu-
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mulation of magma at depth, and therefore can be seen as a long-term precursory
phenomenon, at least for the three studied basaltic volcanoes. Unfortunately, it does
not allow the prediction of the onset of future eruptions, as no diverging point (i.e.,
critical time) is present in the model.
Introduction
Active volcanoes host abundant earthquake activity. In particular, volcano-tectonic
(VT) earthquakes are shear failure events and can be used as indicators of the stress
state of the volcano (McNutt , 1996). Here, we use VT seismicity occurring over long
time-scales (years) to extract information about magma accumulation in a reservoir
at depth. Accumulation of magma in a reservoir produces an increase of pressure
in the volcanic ediﬁce above it. The rate of shear failures, that reﬂects the level of
stress in the ediﬁce, increases as this stress level grows with time. Our goal is here
(1) to detect and characterize this seismic trend : which volume is aﬀected, and the
shape of the seismicity acceleration ; and (2) to study how the magmatic forcing
controls the rate of VT seismicity.
We analyze three eﬀusive volcanoes : Kilauea and Mauna Loa in Hawaii and Piton
de la Fournaise in La Réunion. These volcanoes have all experienced recent erup-
tions and are well instrumented. We consider time periods when signiﬁcant magma
accumulation is known to have occurred at these volcanoes : From September 1977
to January 1983 at Kilauea volcano, the 1975-1984 inter-eruptive period at Mauna-
Loa volcano and the 1.2 years preceding the 1998 eruption of Piton de la Fournaise
volcano.
We analyzed the evolution of VT seismicity during these three periods. Previous
works that focused on pre-eruptive seismicity rates over short time scales (a few
days) reported that VT earthquake activity follows a power-law acceleration [Voight ,
1988 ; Kilburn et Voight , 1998 ; De la Cruz-Reyna et Reyes-Dávila, 2001 ; Chastin
et Main, 2003 ; Collombet et al., 2003]. Albeit the power-law model appears to cor-
rectly follows the evolution of seismicity, an exponential acceleration is at least as
good to reproduce the cumulative number of earthquakes during the three stu-
died inﬂationary phases. Such an exponential acceleration can be explained by a
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model accounting for the accumulation of magma into a reservoir. This model pre-
dicts the stress history produced by the replenishment of a magma reservoir, as
σ(t) ∼ A(1− exp(−Bt)). A simple critical failure model is ﬁnally proposed to relate
the stress evolution to the VT earthquake rate.
Magma Accumulation Periods
In this section we present evidence for long periods of magma accumulation at
depth for the three volcanoes, in order to select suitable time windows for analyzing
the VT seismicity trend. During accumulation periods, magma is continuously in-
jected into a reservoir, while the magma release from the reservoir is by comparison
negligible.
At Kilauea volcano, evidence for magma accumulation exists for the period prece-
ding the January 1983 eruption. Following the 1975 Kalapana, M=7.2 earthquake, a
high rate of magma intrusion (0.18 km3.yr−1) is estimated (Cayol et al., 2000) based
on deformation measurements. Because the eruption rate during this time period is
negligible (0.006 km3.yr−1, Dzurisin et al. (1984)) compared to the intrusion rate,
magma must have been stored below the volcano. The depth of the summit magma
reservoir is estimated (although poorly constrained) at 3 to 5 km depth [Tilling et
Dvorak , 1993 ; Wallace et Delaney , 1995]. Magma storage can also take place in the
rift zones [Delaney et al., 1990 ; Cayol et al., 2000]. Magma rift storage is promoted,
following the Kalapana earthquake, by normal faulting in the upper south ﬂank
(Gillard et al., 1996). As the Uwekahuna tiltmeter at the summit of Kilauea vol-
cano began to show inﬂation following the September 1977 eruption (Delaney et al.,
1990), it is hypothesized that magma began accumulating under Kilauea caldera
since this date (Dzurisin et al., 1980). We thus deﬁne the accumulation period at
Kilauea summit between the end of the September 1977 eruption and the beginning
of the 1983 eruption.
The two most recent eruptions at Mauna Loa volcano took place in 1975 and 1984.
Following the 1975 eruption, measurements of trilateration lines across the summit
caldera showed extension (Lockwood et al., 1987). Dry-tilt measurements at the sum-
mit indicated rapid inﬂation just after the 1975 eruption, later becoming moderate
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but still continuing up to the 1984 eruption (Lockwood et al., 1987). An elastic mo-
del with a point source located at 3 km depth and with a total swelling volume of
22 ± 6 × 106m3 was used to ﬁt the deformation data recorded between 1977 and
1981. It was found to be in good agreement with observations (Decker et al., 1983).
The homogeneous composition of the erupted magma during the 1984 eruption led
Rhodes (1988) to propose that a reservoir located 3-4 km deep beneath the summit
caldera has been continuously replenished in magma between the 1975 and the 1984
eruption.
Signiﬁcant magma accumulation is thought to have occurred at Piton de la Four-
naise volcano preceding the March 1998 eruption. The 1998 eruption was the ﬁrst
to occur after six years of quiescence following the 1992 eruption. This quiescence
is relatively long compared to the average 11-month inter-eruption interval between
1920 and 1992 (Lahaie et Grasso, 1998). The estimated volume of magma release
during the 1998 eruption is about 60× 106m3 (Aki et Ferrazzini , 2000). This volume
of magma, or at least a signiﬁcant part, might have been stored at depth prior to
the eruption. This is suggested by the increase of the coda amplitude for summit
stations after 1996 which was interpreted as resulting from the ﬁlling of reservoirs
by ascending magma (Aki et Ferrazzini , 2000). However no signiﬁcant deformation
was detected by spaceborne radar interferometry in the two years preceding the 1998
eruption (Sigmundsson et al., 1999). Two microgravity ﬁeld surveys (November 1997
and March 1998) encompassing the 1998 eruption revealed that a 5.4 × 1010 kg mass
increase occurred during this interval (Bonvalot et al., 2008). The collected gravity
data were best modeled when considering a source of mass increase at sea level.
The discrepancy between the absence of surface deformation and the accumulation
of magma at depth is suggested by Bonvalot et al. (2008) to result from magma
compressibility. The beginning of the accumulation period is diﬃcult to date. We
propose that the accumulation may have started on November 26, 1996 after the
occurrence of a swarm of earthquakes located at sea level beneath the central cone,
the ﬁrst seismic crisis since August 1992 (Aki et Ferrazzini , 2000). We exclude from
our analysis the last 35 hours preceding the eruption, when earthquakes are caused
by the dike propagation to the surface (Battaglia et al., 2005). We deﬁned a time
window corresponding to a magma-accumulation induced stress extending from No-
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vember 26, 1996 to March 7, 1998.
Data
Earthquake Catalogues
We analyzed earthquake datasets corresponding to the selected time periods, as
described in the previous section. For Kilauea and Mauna Loa volcanoes we used
the Hawaiian Volcano Observatory (HVO) earthquake catalogue. This catalogue
contains all earthquakes recorded by the HVO seismic network during the 1970-
2003 period. This network is speciﬁcally designed to record earthquakes related to
volcanic processes. The local magnitude for each earthquake in the catalogue is re-
ported. The average location accuracy for shallow earthquakes (≤ 4 km) occurring
near the summit is 500 m in both horizontal and vertical directions. At Piton de la
Fournaise volcano we used a catalogue compiled by the Observatoire Volcanologique
du Piton de la Fournaise (OVPF). The seismic moment of each earthquake in the
period 1996-1999 has been estimated. We computed magnitudes based on moments
reported in the earthquake catalogue. We use the relation logM0 = 16.1 + 1.5m
to convert moment (M0) into magnitude (m) (Hanks et Kanamori , 1979). Two dif-
ferent classes of earthquakes are reported : summit earthquakes and those that fall
outside the summit area. Recorded earthquakes are labeled as summit events if they
are located in a 2 km× 2 km area below the summit down to 6 km depth.
We can draw a link between Hawaii's magnitude and Piton de la Fournaise's magni-
tude. We ﬁrst convert magnitude into moment in Hawaii by using the relation obtai-
ned by Zúñiga et al. (1988) : logM0 = 16.6+1.1M , where M is the local magnitude
computed in Hawaii. If we use the same relation for converting moment into moment-
magnitude as done for Piton de la Fournaise, we ﬁnd that 1.5 ×m = 0.5+1.1 ×M ,
where m is the magnitude reported for Piton de la Fournaise and M is the magni-
tude reported in Hawaii. Thus an event with a magnitude 2 at Piton de la Fournaise
volcano will have a magnitude 2.3 in Hawaii. However there is no real need in our
study to have a unique magnitude scale for all volcanoes as each volcano is studied
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separately.
Spatial Selection of Earthquakes
We selected VT earthquakes located in zones that are most likely to be inﬂuenced
by the magma accumulation-induced stress. VT earthquakes generated by magma
intrusions are not necessarily generated at the front of the propagating magma body,
but are mostly localized in areas of high stress concentration [Rubin et al., 1998 ;
Rubin et Gillard , 1998]. Local stress concentrations can be produced in volcanoes
by structural heterogeneities (solidiﬁed dikes, sills). Earthquakes induced by reser-
voir inﬂation can be expected to mostly occur in these heterogeneous areas. Hence,
changes in earthquake rate, in areas under the inﬂuence of the chamber inﬂation,
directly reﬂect this increase in stress.
At Kilauea volcano, we focused on seismicity happening in the summit area. Fi-
gure 3.1 shows the recorded seismicity at the summit for the analyzed time period.
Seismicity is strongly clustered in the upper rift zones at about 3 km depth. We
removed deep earthquakes (z > 4 km). These earthquakes are few during the ana-
lyzed time period and could have resulted from the stress generated by slip on a
décollement plane located at 10 km depth (Klein et al., 1987). Focal mechanisms,
for earthquakes occurring between 1980 and 1982 around the summit of Kilauea
volcano, give clues about the local stress ﬁeld. Earthquakes located within ∼ 3 km
of the caldera are expected to reﬂect the local stress ﬁeld produced by the inﬂation
of the summit magma reservoir (Karpin et Thurber , 1987). On the contrary, dike
orientations, inferred for intrusions located 1 to 2 km further downrift, are paral-
lel to the rift zone, and are therefore not controlled by the main magma reservoir
(Karpin et Thurber , 1987). As a consequence we only considered earthquakes in the
domain mostly inﬂuenced by the stress ﬁeld originating from the chamber inﬂation,
i.e., that are less than ∼ 3 km of the caldera.
Almost all the seismicity for the analyzed time period at Mauna Loa volcano was
located in two diﬀerent clusters (Figure 3.2). A ﬁrst group of shallow earthquakes
(< 4 km deep) is located beneath the summit and in the upper southwest rift zone.
A second group of earthquakes is found at intermediate (5-9 km) depth underneath
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the northwest ﬂank. Almost all earthquakes of this deeper cluster occurred during a
swarm in September 1983. A relocation study performed by Baher et al. (2003) on
Mauna Loa earthquakes between April 1983 and April 1984 found that the relocated
northwest seismicity cluster collapses onto a low dip angle fault plane at an average
depth of 8 km. Baher et al. (2003) interpreted the structure as a failed rift zone
and proposed that these earthquake's focal mechanisms are mostly controlled by
the regional stress ﬁeld (see also Gillard et al. (1992)). These earthquakes are thus
related to an east-west extension that might be attributed to the ediﬁce seaward
motion on a basal plane. Given its tectonic origin, this northwest cluster is therefore
not integrated in our study as its evolution is not directly linked to changes in reser-
voir pressure. In contrast, the shallow earthquakes are expected to occur in brittle
rocks capping a magma storage reservoir (Lockwood et al., 1987). As there were no
intrusions nor eruptions in the selected time period, these shallow earthquakes can
be interpreted as resulting from an inﬂating reservoir.
On Piton de la Fournaise volcano, almost all seismicity is located in a 2× 2× 3km3
volume beneath the central cone, at least since 1980 when seismic monitoring star-
ted on the island and up to 1992 (Grasso et Bachèlery , 1995). Earthquakes for the
1996-1998 period are also located in this same area (Battaglia et al., 2005), except
in the last 35 hours immediately preceding the March 1998 eruption, and are thus
strongly clustered in space. In the analyzed time period, more than 98% of the total
seismic moment release is due to summit earthquakes. The relative absence of deep
seismicity is interpreted as the result of an underdeveloped rift zone and the simpli-
city of the magma path (Aki et Ferrazzini , 2001). Conversely, stress concentration
at sea level beneath the summit area resulting from fossil dikes is thought to be res-
ponsible for the observed clustered seismicity (Aki et Ferrazzini , 2001). This further
suggests that the stress generated by a pressure source in the volcanic ediﬁce will be
locally high in this area, causing earthquakes to nucleate. Variations in the rate of
summit earthquakes should thus correlate with stress variations in the ediﬁce. As no
eruption nor intrusion is reported in the analyzed time period, the source of stress
is likely to be a pressurization of the magmatic reservoir.
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Completeness
We must make sure that there exists no signiﬁcant changes in the magnitude
of completeness during the study period, as this could lead to artiﬁcial changes in
the seismicity rate. We compute the magnitude of completeness mc based on the
Gutenberg-Richter relation and a detection function q(m) that gives the probability
that an earthquake of magnitude m is eﬀectively detected (Marsan et Daniel , 2007).
The number of detected earthquakes n(m) with magnitude in the range [m,m+δm],
is modeled as n(m) ∼ 10−bm.q(m). We here take q(m) = 1
2σ
∫ m
−∞ e
−|m′−µ|/σdm′ as it
empirically gives a better ﬁt than other standard detection functions. Inversion of
parameters b, µ and σ is done by a maximum likelihood search. The magnitude of
completeness mc is deﬁned as mc = µ+ σ and corresponds to a 82% probability of
detection. We applied this procedure to the three volcanoes.
No change in the magnitude of completeness is observed at Kilauea volcano (Figure
3.3) between the two time periods 1977-1980 and 1981-1983. We found mc = 2.2.
We performed the same estimation for the selected earthquakes at Mauna-Loa
volcano. However, as there are fewer events (246 events for the 1976-1984 period),
the variation of mc is investigated by considering either the whole time period or
the ﬁnal year preceding the 1984 eruption. For the 1976-1984 time period, we ﬁnd
mc = 2.3. We reduced the number of magnitude bins for the estimation of mc in
1983-1984, taking δm = 0.2, to obtain mc = 2.3 (Figure 3.3). We thus did not
detect any changes in the magnitude of completeness in the catalogue for Mauna-
Loa earthquakes.
For Piton de la Fournaise, computation of the magnitude of completeness is done
for both the whole analyzed time period and for the last four months before the
1998 eruption (half of the total number of earthquakes). The estimated magnitude
of completeness,mc, is 0.4 and 0.3 for the whole and the subset analyzed time period
respectively, see Figure 3.3. We thus considered that the magnitude of completeness
for summit earthquakes at Piton de la Fournaise is mc = 0.4. We summarize our
earthquake selection criteria for the three volcanoes in Table 3.1.
We cannot ensure that earthquakes above the magnitude of completeness are
representative of the whole earthquake population. However there is no way we
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Tab. 3.1  Summary of the criteria used for earthquake selection at the three vol-
canoes.
Volcano Time period Earthquake location mc
Kilauea 12/10/1977 - 03/01/1983 Shallow (<4 km deep) close
to the caldera
2.2
Mauna Loa 07/07/1975 - 25/03/1984 Shallow (<4 km deep) 2.3
Piton de la Fournaise 26/11/1996 - 07/03/1998 Summit earthquakes (<6
km deep)
0.4
could know whether small earthquakes (with magnitude less than the completeness
magnitude) show an exponentially-increasing rate or not, since not all of them are
recorded, by deﬁnition. Moreover, small earthquakes, above mc, do follow the same
trends as larger ones : the opposite would imply a signiﬁcant change in the b-value of
the Gutenberg-Richter law with time. There is no indication of such a phenomenon :
on the contrary, the b-value seems very stable through time for all three volcanoes,
see Figure 3.3. Finally, a signiﬁcant change in the relative rate of earthquakes smaller
thanmc would translate into a signiﬁcant change in the detection function q(m). Our
analysis does not show this (see Figure 3.3). We therefore believe that the relative
proportion of small earthquakes stays constant with time, and that the observed
trends are representative of the trends at all magnitude bins.
Observations
The evolution of the cumulative number of earthquakes above the magnitude of
completeness for the three volcanoes is represented at Kilauea (Figure 3.4, left), at
Mauna Loa (Figure 3.5, left) and at Piton de la Fournaise volcano (Figure 3.6). We
observe a clear acceleration of the cumulative number of earthquakes with time. We
also show the variation of tilt at the Uwekahuna site for the whole time period of the
Kilauea dataset (Figure 3.4, right). The station is situated on the rim of the Kilauea
caldera (Figure 3.1). The plot starts on the 12th of October 1977, when tremor from
the September 1977 eruption ceased, and stops on the 3th of January 1983 at the
onset of the 1983 eruption. At Mauna Loa volcano, dry-tilt data measurements were
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conducted during the inter-eruptive period 1975-1984 (Lockwood et al., 1987). These
data are reported (Figure 3.5, right) as well as measurement locations (Figure 3.2).
We observe, that the acceleration of seismicity occurred while deformation rates at
the same time were not increasing (they rather tend to decay). We will search for
a physical model to explain the long-term variation of both the seismicity and the
deformation which exhibit opposite patterns (Figure 3.4, and especially Figure 3.5).
It should be noted that, while intrusions and eruptions occurred at Kilauea in the
investigated time period, none of them stopped the acceleration of the seismicity.
Indeed, the acceleration trend resumed following each of these magmatic events.
This can be explained at Kilauea by the very small lava volume produced by these
eruptions (the maximum lava release is occurred during the September 1982 eruption
and estimated to 0.003 km3) compared to the ﬁlling rate estimated at 0.18 km3.yr−1
during this time period (Cayol et al., 2000). In contrast, after the January 1983
eruption, the summit seismicity dropped drastically as only 113 earthquakes, with
m ≥ 2.2, were recorded in the selected area in the 10 years following the eruption.
Model
A physical model explaining the observed patterns of the pre-eruptive seismicity
rate and deformation should relate the stress history of the volcano during its pre-
eruptive stage and the induced seismicity. It therefore needs two components :
1. A ﬁrst component describing the evolution of stress, in a volcanic ediﬁce,
caused by the replenishment of a magmatic reservoir. This model assumes a
magmatic chamber surrounded by a purely elastic medium and a constant
magma source overpressure.
2. A seismicity model which links the stress history to a VT earthquake rate.
Our approach is equivalent to a damage model in a heterogeneous medium,
and is based on a critical point hypothesis.
Our aim is to model the observed variations with a minimum number of parameters.
Many volcanic phenomena, possibly leading to earthquake nucleation, are disregar-
ded in this study. These include gas pressure increase produced by magma cooling,
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heating of groundwater, tectonic or dynamic strain. However, the magma accu-
mulation process is the only common phenomenon identiﬁed at the three studied
volcanoes for the whole analyzed time periods. We therefore consider it as being the
only source of stress variation in the ediﬁce.
A Model of Magma-Induced Stress
Our model is based on the inﬂation of a spherical magma reservoir at depth Hr
and of radius ar fed by a conduit of length Hc and radius ac (Figure 3.7). The ascent
of magma in a cylindrical conduit, in laminar ﬂow conditions is described by the
Poiseuille law, which gives the mass ﬂux Q at height z as :
Q =
pia4c
8µ
[
−dP
dz
− ρmg
]
(3.1)
where dP/dz is the vertical pressure gradient, µ is the magma viscosity and ρm the
magma density. We assume the magma viscosity and density to be constant over all
the conduit. The diﬀerent pressure sources acting on the magma in the pipe are :
1. the source pressure Ps corresponding to the pressure at the bottom of the pipe,
which is considered as constant. This pressure is the sum of the lithostatic
pressure Plitho at the source depth zs and an overpressure ∆Ps :
Ps = Plitho(zs) + ∆Ps (3.2)
2. the reservoir pressure Pr(t) corresponding to the pressure at the top of the
pipe which increases as the reservoir is fed from the source. It is the sum of
the lithostatic pressure at the reservoir depth zr and an overpressure ∆Pr(t) :
Pr(t) = Plitho(zr) + ∆Pr(t) (3.3)
In the following we will consider that
∆Pr(t) = ∆P
0
r +∆P (t) (3.4)
where ∆P 0r is the initial overpressure at the beginning of the accumulation
and ∆P (t = 0) = 0.
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Accounting for these diﬀerent sources of pressure and setting ρr as the density of
rocks surrounding the magma chamber, it follows that
Q(t) =
pia4c
8µHc
[∆Ps −∆Pr(t) + (ρr − ρm)gHc] (3.5)
(Pinel et Jaupart , 2003). We link the volume of injected magma ∆Vin(t) into the
reservoir with its overpressure variation ∆P (t) through the expression (Delaney et
McTigue, 1994)
∆Vin(t) = ∆P (t)
pia3r
G
, (3.6)
where G is the rigidity modulus. We further assume that no magma leaves the
chamber during the accumulation period. This assumption is valid for all three
volcanoes, and even for Kilauea volcano where the erupted volume is insigniﬁcant
compared to the ﬁlled volume during the analyzed period. It then follows from (3.5)
and (3.6) that
d∆P (t)
dt
=
Ga4c
8µHca3r
(P −∆P (t)) (3.7)
where P is a constant term with P = ∆Ps − ∆P 0r + (ρr − ρm)gHc. This is a
simple diﬀerential equation, which solution is given by
∆P (t) = P
(
1− exp
(−t
τ
))
. (3.8)
where
τ =
8µHca
3
r
Ga4c
. (3.9)
is a characteristic time. As the magmatic stress-induced seismicity is strongly clus-
tered in space at the three volcanoes for the analyzed time periods and did not
show any migration, it is reasonable to consider that the variation of pressure at
the seismicity location will be proportional to (3.8). As ∆P (t) can be expressed
as a function of the maximum vertical uplift umaxz (t) (i.e. the vertical uplift at the
inﬂation center) with
∆P (t) =
GH2r
a3r(1− ν)
umaxz (t), (3.10)
where ν is the Poisson's ratio, one can obtain the evolution of umaxz (t) from (3.8)
and (3.10) :
umaxz (t) =
(1− ν)a3r
GH2r
P
(
1− exp
(−t
τ
))
. (3.11)
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This gives the evolution of the vertical uplift at the top of the magmatic reservoir,
i.e., where it is maximum. The evolution of uz(t) at diﬀerent locations around the
reservoir is recovered by
uz(t, r) = u
max
z (t)[1 + (r/Hr)
2]−3/2, (3.12)
where r is the horizontal distance between the observation point and the inﬂation
center. The uplift uz(t, r) will thus evolve with the same characteristic time τ as
umaxz (t), in a purely elastic medium.
Our model does not account for magma compressibility. As proposed by John-
son (1992), magma compressibility may accommodate the volume of newly added
magma. We hypothesize that the variation of pressure during the magma accumula-
tion phase is small, compared to the total pressure in the reservoir. This is likely to
be the case as the lithostatic stress at reservoir depths for the three studied volcanoes
is of the order of 100 MPa. Conversely the order of magnitude of overpressure detec-
ted before eruptions at Piton de la Fournaise volcanoes is close to 1 MPa (Brenguier
et al., 2008). By applying the results of Johnson (1992) and Johnson et al. (2000)
we ﬁnd that the eﬀect of compressibility is to change the timescale of τ but the evo-
lution of stress will remain similar to (3.8). Thus, at Piton de la Fournaise volcano,
where compressibility is thought to have played a role in the pre-1998 eruption, the
stress history will remain similar to the other volcanoes.
The variation in tilt at Kilauea volcano is ﬁtted with an exponential model follo-
wing the form of (3.11). The ﬁt is not performed over the whole time period, as
this would include deﬂation events that occurred late in this time period. We only
considered measurements that reﬂect the inﬂation of the ediﬁce, and that are not
aﬀected by deﬂation or inﬂation caused by a localized batch of magma. Indeed, local
deformations, close to the tiltmeter site, can produce strong amplitude signals but
are not necessarily related to a strong change of pressure in the reservoir. We thus
only take into account measurements taken before the ﬁrst intrusion that occurred
after the 1977 eruption (i.e., the 29th, May 1979 intrusion event (Klein et al., 1987)).
The evolution of the tilt data is well described by (3.11), see Figure 3.8. The time
constant τ is equal to 1.13 yr ±0.05 yr at the 95% conﬁdence level, and R2 = 0.98.
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Although the time resolution of tilt data at Mauna Loa volcano is not as good as
for Kilauea volcano, a slowing down of the tilt increase is observed during the inter-
eruptive period (Figure 3.5, right). Relative tilt time series are modeled with (3.11)
but we impose the time constant τ to be the same at the three tiltmeter sites. The
least square estimates is τ = 7.3 yr with a [5.1 − 12.8] years 95% conﬁdence interval.
This time constant is not well constrained as there are only a few data points at
early times.
Evidence for the a(1 − exp(b.t)) growth of the vertical displacement due to the
ﬁlling of a magmatic reservoir can also be found in examples of the cycles of inﬂation-
deﬂation episodes after the beginning of the 1983 eruption in the middle east rift
zone, in 1983. Dvorak et Okamura (1987) found that vertical displacements at the
surface during inﬂationary stages match an evolution similar to (3.11). One can
also consider the case of the Grimsvötn volcano, Iceland : Following the 1998 erup-
tion, vertical displacement appears to follow the same exponential trend (Sturkell
et al., 2003). Another example of an exponentially decaying vertical displacement
rate is also suggested for Westdahl volcano, Alaska (Lu et al., 2003). The inﬂation
at Westdahl volcano was modeled by an exponential function with a time constant
of about 6 years (Lu et al., 2003). A last example is provided from recorded vertical
displacements at Kilauea volcano during a volcanic crisis in 1996. Cycles of inﬂation
of the order of 10 µm recorded on a time-scale of 1 to 3 minutes were followed by
rapid deﬂations (Ohminato et al., 1998). The evolution of the vertical displacement
during inﬂationary stages is thought to result from magma accumulation into a sub-
horizontal crack and displays an evolution similar to (3.11) (Ohminato et al., 1998).
As the vertical displacement observed during inﬂationary stages obeys (3.11), at
least to the ﬁrst order, it is reasonable to suppose that the change in pressure in the
rock surrounding the magmatic reservoir will follow (3.8).
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Relating Stress and VT Earthquakes
The analyzed seismicity at Kilauea and Mauna Loa occurs primarily along the
upper rift zones. These areas are very heterogeneous as solidiﬁed dikes, veins and
joints are present. At Piton de la Fournaise, the summit area of the volcano is envisio-
ned as a network of dikes and sills (Lénat et Bachèlery , 1990). These heterogeneities
create stress concentrations, thought to be responsible for the observed clustering
of earthquakes. Hill (1977) proposed that stress concentrations are produced in the
intervals between adjacent dikes. In Hill 's model, VT earthquakes occur on oblique
faults linking two dikes. We here postulate that stress concentrations, in the dama-
ged areas, induce shear failure earthquakes wherever the shear stress is greater that
the normal stress.
The complex summit structure of Piton de la Fournaise and power-law distributions
characterizing many phenomena related to this volcano, has led Grasso et Bachèlery
(1995) to conclude that the dynamics of the volcano is governed by self-organized
criticality. The complexity of this dynamics is well recovered by a cellular automaton
model characterized by a critical pressure (Lahaie et Grasso, 1998). We interpret
summit and near summit seismicity at the three studied volcanoes as the result of
brittle failure in a disordered medium. The global breakdown of the system is repre-
sented by a ﬁrst order transition of the shallow part of the ediﬁce and is symbolized
by an eruption. Studies of critical ruptures in heterogeneous media reveal that the
evolution of cumulative damage D, prior to the global failure, with the controlling
stress σ, exhibits a relation of the form [Garcimartin et al., 1997 ; Zapperi et al.,
1997 ; Johansen et Sornette, 2000].
D = A+B(σc − σ)−γ, (3.13)
where σc is the critical stress and γ ∈ [0; 1], is the critical exponent. We simply
interpret the cumulative damage, D, as the cumulative number of earthquakes. A
uniformly increasing stress dσ/dt = constant produces a power-law acceleration
near the critical point as stated by (3.13). The acceleration takes a diﬀerent form if
the forcing stress follows the evolution of pressure as found in (3.8) :
D(t) = A+B
[
σc − P0 − P
(
1− exp
(−t
τ
))]−γ
, (3.14)
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where P0 = Plitho(zr) + ∆P 0r is the initial stress of the system. An eruption will
occur if the shallow part of the volcanic ediﬁce ruptures, i.e. when the critical stress
is reached. Thus, an eruption happens if P + P0 > σc. If the asymptotic ﬁnal stress
of the system, P + P0, is assimilated to the critical stress σc, (3.14) then becomes
D(t) = A+B′ exp
(
γt
τ
)
, (3.15)
i.e., we obtain an exponential acceleration of the seismicity. If P + P0 > σc, a de-
viation from the pure exponential form will appear. In this case the full form of the
stress evolution (3.14) should be used to quantify the evolution of seismicity. Howe-
ver this deviation from the exponential form will remain low if (σc − P0 − P )/P or
t/τ is low.
Discussion
We presented a coherent model to link the stress history with deformation and
seismicity for a basaltic volcano undergoing a magma replenishment phase. We now
compare how accurately this model is able to recover the observed seismicity and
deformation trends.
For each earthquake time series (Figures 3.4-3.6), an exponential and a power-law
ﬁt are performed. The ﬁts are done by minimizing a least-square criterion. The
power-law ﬁt is performed as a reference ﬁt. It is generally reported as a good
phenomenological model for earthquake rates in pre-eruptive phases [Voight , 1988 ;
Kilburn et Voight , 1998 ; Chastin et Main, 2003 ; Collombet et al., 2003]. Denoting
N(t) the cumulative number of earthquakes at a time t following the beginning of
magma accumulation, the two ﬁts are performed using three parameters a, b and
c : N(t) = a × exp(b × t) + c and N(t) = a × (te − t)b + c, where te is the time of
eruption, with all time in years.
Both the power-law and the exponential model appear to match remarkably well
the evolution of the seismicity for all three volcanoes. The goodness of ﬁts are eva-
luated with the coeﬃcient of determination, R2, which is derived from the maximum
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Tab. 3.2  Parameters deduced from ﬁts of an exponential and a power-law model
on seismicity data. Pdlf refer to the Piton de la Fournaise volcano.
Volcano Exponential Power-law
a b (year−1) c R2 a b c R2
Kilauea 210 0.345 -232 0.99 -529 0.508 1160 0.98
Mauna Loa 0.872 0.591 -3.00 0.99 -250 0.135 322 0.93
PdlF 31.5 2.35 -49.3 0.99 -881 0.273 892 0.96
likelihood and can be written, R2 = 1 −∑i(yi − fi)2/∑i(yi − y¯)2, where y is the
observed data vector and f is the modeled data vector, the overbar denotes the
mean. The R2 coeﬃcient is never lower than 99% for the exponential model. Com-
paratively we obtain R2 = 0.98, 0.93 and 0.96 for the power-law ﬁts respectively
at Kilauea, Mauna Loa and Piton de la Fournaise. The exponential ﬁts still remain
good when setting c = 0 (R2 > 98%). Table 3.2 details all the parameter values
obtained. Moreover a good exponential ﬁt and power-law ﬁt are recovered when
increasing mc for the three volcanoes or when the total moment released is ﬁtted
rather than the number of earthquakes. In these two cases, time constants obtained
when ﬁtting with the exponential model are similar to those reported in Table 3.2.
The exponential form of the evolution of the seismicity is thus consistent with the
prediction of our proposed model (Equations 3.14 and 3.15).
Furthermore we can investigate if the characteristic time proposed in our model
is coherent with the one obtained when ﬁtting the data. At Kilauea volcano for
example, we ﬁnd τ = 1.13 yr when ﬁtting the tilt data. The order of magnitude
of this value of τ can be obtained using typical estimates of the parameters ente-
ring its deﬁnition (equation 3.9), e.g. using : µ = 100Pa.s, G = 7.5GPa, ar = 2
km, Hc = 20 km and ac = 0.5m. There are, however, considerable uncertainties on
most parameters, strongly aﬀecting the value of τ . For example, slight changes in the
poorly constrained conduit radius, ac, will cause important variations of τ . Finally it
is interesting to compare the time constant deduced from the seismicity and the one
obtained by ﬁtting the tilt data. We hypothesize that the evolution of the seismicity
at Kilauea volcano can be described by (3.15). As γ = 1/2 in the mean-ﬁeld theory
1. PRÉSENTATION 93
CHAPITRE 3. ANALYSE DE LA VARIATION DE CONTRAINTE PRODUITE PAR
LE REMPLISSAGE D'UN RÉSERVOIR MAGMATIQUE
(Zapperi et al., 1997), we should have τseis = 2.τtilt. At Kilauea volcano, we obtai-
ned 2.90 yr for τseis and 2.27 yr for 2.τtilt hence two values that are coherent with
our model. The same relation should also be veriﬁed at Mauna Loa volcano if we
considered (3.15) as a valid description of the underlying phenomenon. We obtained
τseis = 1.7 yr and 2.τtilt = 14.6 yr at Mauna Loa volcano. This discrepancy between
the two time constants can be explained if the asymptotic ﬁnal stress at Mauna Loa
volcano is larger than the critical stress, thus one should use (3.14) as the correct
model. We test this hypothesis by ﬁtting a model similar to (3.14) to the Mauna Loa
seismicity. This model can be written : N(t) = a + b (c+ exp(t/(2τtilt)))−0.5 where
τtilt, the time constant deduced from the geodetic data is forced in the model. The
resulting ﬁt has a R2 = 97% lower than the exponential form of (3.15) but still
better than the power law ﬁt and can be hypothesized as a reasonable scenario for
Mauna Loa.
Power-law accelerations of the rate of summit VT seismicity have been found
preceding dike intrusions or eruptions at Kilauea and Piton de la Fournaise, see
[Chastin et Main, 2003 ; Collombet et al., 2003]. However these accelerations are ob-
tained only after stacking over multiple sequences and are no more than 10 days long.
Eruptions at Piton de la Fournaise are preceded by short (∼ 10 days) pressurization
of the ediﬁce (Brenguier et al., 2008). A power-law acceleration of the seismicity
has also been found at andesitic volcanoes for a single eruption at the same ∼ 10
days timescale, i.e. at Bezymianny, Kamchatka (Voight , 1988) and Soufriere Hills,
Montserrat (Kilburn et Voight , 1998). The diﬀerence between a power law model
and an exponential model has implication on the physical mechanism driving the
deformation. Because both models are linked to the stress evolution, the diﬀerence
between the two models reﬂects a diﬀerence in the loading process. The exponential
model which is proposed is related to slow, decelerating condition. This is the case
of the magma accumulation. The power law model is generally related to a constant
stressing rate model (e.g. (Johansen et Sornette, 2000)). This might happen when
the evolution of pressure is fast, as during the propagation stage of a single dike.
It thus provides an explanation about the limited time scale of power-laws obser-
vations. Furthermore, the power-law signature of an intruding dike can be hidden
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by the global process materialized by the magma accumulation. This might be a
reason why the power-law associated with eruptions is only recovered on average at
basaltic volcanoes. It is also remarkable to note that (3.14) can also leads to a power
law acceleration. This case might happen on a limited time-scale during the late
stage of failure (t À τ) if P + P0 > σc. Albeit the evolution of seismicity remains
exponential during most of the accumulation phase, at the last stage of failure, the
evolution will take a diﬀerent form with D(t) ∝ (tc− t)−γ, where tc is a critical time
deﬁned by tc = −τ ln((P + P0 − σc)/P ).
In the case of a basaltic volcano, the propagation of a single dike may not release
the total pressure stored in the ediﬁce and will possibly only connect a small magma
pocket with limited storage capacity to the surface. This event will thus not aﬀect
the increase of pressure associated with the replenishment of the magma reservoir
unless the whole ediﬁce is so close to failure that all pockets are interconnected and
the entire ediﬁce erupts (Lahaie et Grasso, 1998). The critical stress of the volcanic
ediﬁce is thus not necessarily associated with all eruptions. The small eruptions are
part of the global process leading to a major eruption which stopped the loading
process, and released a largest volume of magma. This major eruption materiali-
zed the ediﬁce failure. This might explain why an acceleration of the seismicity is
observed during the whole time interval, 1977-1983, at Kilauea volcano despite the
occurrence of multiple eruptions. At andesitic volcanoes, eruptions lead to an almost
complete relaxation of the pressure. This is suggested by the longer time interval
between eruptions with higher explosivity index (Simkin et Siebert , 2000).
One notable feature of power-law accelerations is that they could provide an a
priori prediction of the eruption onset time (Kilburn et Voight , 1998) : The VT
activity, N(t) = a × (te − t)b + c, becomes singular at te. However, a power-law
acceleration is only found when averaging over multiple sequences at basaltic vol-
canoes [Chastin et Main, 2003 ; Collombet et al., 2003], and the short time scale of
the acceleration at andesitic volcanoes limits its applicability for mitigating volcanic
hazards (Kilburn et Sammonds , 2005).
At last, we would like to emphasize that the physical model we proposed could
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not have been resolved based on seismicity data alone. Such an analysis, limited to
seismicity data, would not have been able to reject a power law model. It is the
conjunction of both deformation and seismicity data that allows us to discriminate
between possible models. It highlights the importance of building models based on
the evolution of multiple parameters.
Conclusion
We showed here that during the three studied phases of magma accumulation,
VT seismicity, close to inﬂation centers, can be well described by an exponential
increase. This increase of seismicity occurred while deformation rates recorded at
the same time at Kilauea and Mauna Loa volcano were decreasing. We proposed a
model that accounts for both seismicity and deformation. We studied the evolution
of pressure of a magmatic reservoir undergoing a replenishment from a source region
at depth. A constant source overpressure was hypothesized and the evolution of the
reservoir pressure is controlled by the addition of new magma. However, the increase
of pressure in a reservoir, reduces the rate of newly entering magma in the reservoir,
and thus introduces slow, decelerating, loading condition. These mechanisms led to a
pressure rate exponentially decaying over the time of magma accumulation process.
The same evolution was obtained for vertical deformation if an elestic medium is
assumed. This shape of deformation is often observed on volcanoes during inﬂation
stages and appears to explain the deformation at Kilauea and Mauna Loa. Finally
a simple model of rupture was used to link the load history to the evolution of seis-
micity. This simple model is able to reproduce the observed exponential evolution
of the seismicity. We thus propose that magma accumulation at basaltic volcanoes
may be characterized by a broad scale process and that this process can be identiﬁed
by a combined analysis of both geodetic and seismic data.
We ﬁnally propose that a precursory pattern emerges at long time scales (years),
and is likely to be related to the accumulation of magma in a reservoir, at least for
the three studied volcanoes. This precursory phenomenon might be represented by
an exponential acceleration of the seismicity. Vertical displacement at the surface
can also attest for the accumulation of magma. However displacements are diﬃ-
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cult to detect if the reservoir is deep. The deformation pattern may also be highly
sensitive to local, small shallow intrusions or eruptions. The evolution of the seis-
micity during inﬂationary stages may thus provide indirect information about the
state of stress in the ediﬁce. Unfortunately it will not allow for a prediction about
the timing of future eruptions, as no singularity is present in the model. However,
the knowledge of an ongoing magmatic reservoir replenishment might be helpful for
mitigating volcanic hazards as it provides the timeliness for risk management and
further instrumentation deployment on and around the volcano.
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Fig. 3.1  Map view and east-west cross section of the summit area of the Ki-
lauea volcano. Analyzed earthquakes are represented as black dots and rejected
earthquakes as gray dots. Boundaries for the earthquake selection are based on our
knowledge of the stress ﬁeld related to the magma reservoir, as deﬁned by (Karpin
et Thurber , 1987). Depth range of earthquake selection extends from surface to 4
km depth. Triangles represent HVO seismic stations. The square on the rim of the
caldera is the location of the Uwekahuna tiltmeter station. A large scale map of this
area is inset in Figure 3.2. Note that some of the black dotted earthquakes are latter
removed from the selection as they have a magnitude lower than the magnitude of
completeness.
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Fig. 3.2  Same as Figure 3.1 for the Mauna Loa volcano. Squares are tilt mea-
surement locations. The enclosed map gives the location of the two areas around
Kilauea (KI) and Mauna Loa (ML) summit displayed in this ﬁgure and in ﬁgure 3.1
.
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Fig. 3.3  Number of earthquake n(m) by magnitude bins at Kilauea, Mauna Loa
and Piton de la Fournaise volcano. For each plot the arrow refers to the computed
magnitude of completeness. The magnitude of completeness is estimated to be 2.2
and 2.3 respectively at Kilauea and Mauna Loa volcano for both time periods. The
magnitude of completeness is 0.3 and 0.4 at Piton de la Fournaise for the whole
and the subset time period. The b value of the Gutenberg-Richter relation is 1.2 at
Kilauea and Mauna Loa volcano and 0.9 at Piton de la Fournaise volcano.
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Fig. 3.4  Left : Evolution of the cumulative number of earthquakes, N(t), for the se-
lected seismicity at Kilauea volcano between October 1977 and January 1983. Grey
areas (mostly seen as black vertical lines, given the short time duration) represent
known intrusion or eruption episodes. The dark grey curve represents the best expo-
nential ﬁt and the light grey curve the best power-law ﬁt. These two curves mostly
overlap. Right : Tilt measurements at the Uwekahuna site on the rim of the Kilauea
caldera, at the summit of the volcano. The location of the tiltmeter site is shown in
Figure 3.1. We display the tilt along a N60◦W orientation, radial to the common
center of summit inﬂation and deﬂation. Deﬂation and inﬂation events are associa-
ted with eruption/intrusion events. The increase of the tilt measurements between
eruptions is associated with inﬂation. The dashed line indicates the time of the ﬁrst
intrusion that occurred after the 1977 eruption.
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Fig. 3.5  Left : Evolution of the cumulative number of earthquakes preceding the
1984 eruption at Mauna-Loa volcano. No eruption nor intrusion took place during
this time period. The best exponential ﬁt is the dark grey curve and the best power-
law ﬁt the light grey curve. Right : Relative tilt magnitude at Mauna Loa volcano
for the inter-eruptive period 1975-1984. Tilts measurements were performed at three
sites around the Mauna Loa caldera (Figure 3.2). The dark line is the best ﬁt to the
data obtained using (3.11)
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Fig. 3.6  Evolution of the cumulative number of earthquakes in the ∼ 1.2 years
preceding the 1998 eruption at Piton de la Fournaise. No eruption nor intrusion took
place during this time period. The best exponential ﬁt is the dark grey curve and
the best power-law ﬁt the light grey curve. These two curves overlap.
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Fig. 3.7  Sketch showing the geometry of the model. A spherical reservoir at depth
Hr and of radius ar is fed by magma ﬂowing through a cylindrical conduit of radius
ac and length Hc. The magma is deﬁned by its viscosity µ and its density ρm. The
density of rocks surrounding the magma chamber is ρr. Ps is the source pressure and
is supposed to be constant. Pr(t) is the reservoir pressure, which varies with time.
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Fig. 3.8  Relative tilt magnitude between 12th of October 1977 (end of the 1977
eruption) to the ﬁrst intrusion after this eruption, on 29th May 1979 (dotted vertical
line on Figure 3.4). The dark line is the best ﬁt to the data obtained using (3.11).
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Chapitre 4
Déclenchement auto-entretenu de la
sismicité
1 Introduction
1.1 Importance des petits séismes dans le déclenchement de
la sismicité
On a vu au chapitre 2.2 comment modéliser l'eﬀet d'un séisme sur la sismi-
cité. En général seules les variations de sismicité induites par les séismes les plus
importants sont considérées, car, individuellement ce sont eux qui provoquent les
modiﬁcations de sismicité les plus importantes. Cependant, ces séismes importants
(en terme de magnitude et aussi de longueur de faille) sont aussi ceux qui sont les
moins nombreux. Il convient alors de s'interroger sur le rôle des plus petits séismes
dans le déclenchement de la sismicité (Hanks , 1992). Il a été montré par exemple
que ces petits séismes déclenchent de la sismicité à proximité de leur zone de rupture
(Rubin, 2002; Hainzl et Fischer , 2002; Fischer et Horálek , 2005) (Figure 1.1). Il est
alors nécessaire de savoir si cette sismicité, déclenchée par les plus petits séismes,
représente une part plus importante que celle due aux séismes les plus importants.
Marsan (2005) montre que du fait de la localisation fractale des hypocentres, les
contraintes libérées même par les petits séismes seront aussi importantes que celles
résultant des plus gros séismes aux endroits où se produit la sismicité (Figure 4.2).
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Fig. 4.1  Densité spatiale de la pre-
mière réplique qui suit un séisme re-
présentée par rapport à ce séisme.
Cette sismicité est le résultat d'un
essaim de sismicité qui s'est produit
en 2000 à la frontière entre la Ré-
publique Tchèque et l'Allemagne. On
voit que l'essentiel de la sismicité
est produite principalement à proxi-
mité du séisme qui vient d'avoir lieu.
Figure reproduite d'après Fischer et
Horálek (2005).
Helmstetter (2003) a analysé directement le nombre de séismes produit collective-
ment par intervalle de magnitude. En comparant la productivité avec le nombre de
séismes par intervalle de magnitude (loi de Gutenberg-Richter), Helmstetter (2003)
montre que le déclenchement des séismes est principalement l'eﬀet des petites ma-
gnitudes (Figure 4.2).
Il convient alors de prendre en compte l'eﬀet des plus petits séismes dans l'inter-
prétation de la sismicité et l'on ne peut pas se contenter de modéliser le seul eﬀet des
plus gros séismes. Le signal de sismicité peut donc s'interpréter comme la somme :
d'une contribution due à des variations de contrainte extérieures à la sismicité d'une
part et due au déclenchement de la sismicité par elle même d'autre part (Figure
5). Ainsi, si l'on souhaite retrouver la signature dans la sismicité d'une perturbation
quelconque, il est important d'arriver à extraire sa seule signature et donc d'éliminer
la sismicité qui résulte simplement des séismes précédents (Figure 4.3).
On peut alors s'interroger si l'eﬀet de ces interactions n'a pas modiﬁé le signal
que nous avons étudié dans nos deux cas d'étude présentés dans cette thèse (à savoir
à Parkﬁeld et sur les volcans basaltiques). On peut cependant montrer que dans ces
deux systèmes particuliers, l'eﬀet de l'auto-entretien de la sismicité est faible. En
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The role of small earthquakes in redistributing crustal elastic stress
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Fig. 4.2  À gauche : Densité de probabilité de la contrainte produite à l'endroit d'un
séisme par tous les séismes qui le précède pour diﬀérents intervalles de magnitude
de ces séismes. On voit ainsi que tous les intervalles de magnitudes, qui sont de
longueur égale, contribuent autant à la valeur de la contrainte. Figure reproduite de
Marsan (2005). À droite : Nombre de séismes déclenchés en fonction de la magnitude
(rond) et nombre de séismes total en fonction de la magnitude (croix). Le nombre de
séismes N(m) produit par l'intervalle de magnitude m est simplement 10(α−b)m, avec
α la pente de la productivité et b la pente de la loi de Gutenberg-Richter. Ici α = 0.72
et b = 1.08. Il y donc, collectivement, de moins en moins de séismes produits par
des séismes de plus en plus importants, d'après Helmstetter (2003).
eﬀet dans le cas des volcans basaltiques que nous avons étudié, il est tout à fais remar-
quable de constater que la sismicité qui suit les éruptions est extrêmement faible sur
les trois volcans. L'activité sismique semble donc être principalement contrôlée par
les processus magmatiques. De plus Traversa et al. (2007) montrent, en analysant
diﬀérents systèmes volcaniques, que la sismicité sur les volcans est principalement
le fait de variations de contrainte produites par des processus magmatiques et ne
résulte que faiblement des interactions entre séismes.
Dans le cas de la sismicité à Parkﬁeld nous nous sommes limités à l'étude de la
sismicité sur des aspérités sismiques. Bien que l'on ai montré que des séismes pou-
vaient prendre place sur la même aspérité suite au glissement sismique de l'aspérité,
on a vu également que ces séismes déclenchés aux temps courts sont peu nombreux
et la dynamique des aspérités semble principalement se manifester sous la forme
d'une répétition quasi-périodique. La périodicité de ces séismes sur les séquences
analysées laisse ainsi supposer que le rôle des interactions entre séismes est faible
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Système SismicitéPerturbation
Fig. 4.3  Schéma expliquant le rôle d'un algorithme de declustering. L'idée consiste
à éliminer la boucle d'auto-entretien pour n'obtenir qu'une variation de sismicité
directement causée par la perturbation de contrainte considérée.
sur les aspérités à Parkﬁeld.
1.2 Les diﬀérentes approches de declustering
Plusieurs tentatives ont été faites pour retrouver le taux de sismicité non-corrélé
(ou taux de fond) à partir de la sismicité (Reasenberg , 1985; Gardner et Knopoﬀ ,
1974). Malheureusement, la plupart de ces méthodes reposent sur la déﬁnition de
paramètres arbitraires dont le résultat ﬁnal est fortement dépendant. Une autre
méthode intéressante est celle présentée par Zhuang et al. (2002). Dans cette mé-
thode les interactions entre séismes sont modélisées selon un modèle ETAS. L'idée
consiste alors à inverser les paramètres de ce modèle ETAS à partir de la sismicité.
Cependant, un problème lié à cette méthode est que même si le modèle ETAS peut
s'avérer correct pour décrire l'évolution temporelle de la sismicité, une incertitude
demeure quand au choix de la description de la densité spatiale de la sismicité.
De plus, un autre problème vient du fait que l'inversion proposée n'est pas stable
et dépend fortement des paramètres a priori qui sont entrés (Veen et Schoenberg ,
2006). Cependant cette diﬃculté peut être surmontée à l'aide d'un algorithme de
type Expectation-Maximization. Cependant même dans ce cas les résultats trouvés
restent toujours conditionnés par le choix du modèle (ici ETAS) utilisé.
Enﬁn signalons, une dernière approche présentée par Hainzl et al. (2006) qui per-
met d'estimer la proportion de séismes de fond dans une population de séismes.
Cette méthode repose sur la distribution des temps de récurrences entre séismes
qui est approximée par une loi gamma. Dans ce cas, le taux de séismes de fond est
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simplement le rapport entre la variance et la moyenne de cette distribution. Ce-
pendant, cette approche ne marche pas quand la loi gamma ne représente plus une
bonne description de la sismicité, ce qui peut se produire couramment (Hardebeck ,
2007). Dans ce cas, il est nécessaire d'utiliser la description complète des temps de
récurrence entre séismes proposée par Saichev et Sornette (2007) mais l'inversion
des nombreux paramètres est alors diﬃcile à réaliser (Hardebeck , 2007). De plus ce
dernier cas considère également la sismicité comme le résultat d'un processus ETAS
et donc dépendant d'un modèle particulier.
Enﬁn la méthode que nous présentons ici consiste à estimer l'eﬀet de la sismicité
sur son propre déclenchement de façon à soustraire ensuite cette contribution à la
sismicité totale pour ne retrouver que la sismicité produite par une perturbation
donnée. Cette méthode a l'avantage de ne reposer que sur un nombre minimum
d'hypothèses. On montre que cette méthode est capable de recouvrir le taux de
sismicité non-corrélé dans le cas où celui ci résulte d'un chargement supposé sta-
tionnaire (comme c'est le cas dans les zones tectoniques). On présente également
par la suite plusieurs tentatives pour adapter la méthode aux cas où l'on suppose la
perturbation variable dans le temps.
2 Présentation de la méthode
L'idée originale de la méthode de declustering présentée ici a été proposée par
David Marsan. Ma contribution a principalement consisté à réaliser et à analyser
des tests sur la méthode. De plus j'ai également participé au développement de la
méthode notamment dans le cadre de son application en 3 dimensions avec prise en
compte de l'anisotropie de la sismicité déclenchée par les plus grands séismes.
Marsan et Lengliné (2008) décomposent la sismicité comme la somme d'un processus
de Poisson stationnaire et d'une cascade de sismicité où chaque séisme est déclenché
par la contribution des séismes précédents. On montre alors, dans ce cas, qu'il est
possible d'isoler le potentiel de déclenchement des séismes par intervalle de magni-
tude, et qu'on peut également retrouver la valeur du taux de sismicité non-corrélé
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(le taux de fond). Cependant la valeur de ce taux de fond est très dépendante de la
valeur de la magnitude de complétude (mc) du catalogue de sismicité utilisé. Plus
la valeur de mc est basse, plus le taux de fond est faible. Bien que l'hypothèse d'un
taux de sismicité de fond stationnaire puisse sembler adéquate pour modéliser la
sismicité dans une zone tectonique comme la Californie du Sud, cela n'est pas forcé-
ment vraie dans tous les contextes tectoniques et à toutes les époques. Ainsi il peut
être intéressant de retrouver les variations du taux de fond car ces variations sont
la signature directe de processus asismiques transitoires (glissement lent, déclenche-
ment dynamique ...). L'étude des variations du taux de fond peuvent également être
particulièrement intéressantes sur un volcan, comme dans le ﬂanc sud du Kilauea
où les variations de sismicité sont le résultat des variations de contraintes produites
dans la zone de rift. On va donc proposer ici quelques pistes pour éliminer les inter-
actions entre séismes et récupérer un taux non corrélé, dépendant du temps.
2.1 Cas où le taux de fond est stationnaire
On présente ici les principaux aspects de la méthode de declustering. En parti-
culier on se limitera au cas strictement temporel. L'approche reste la même dans
le cas spatio-temporel, on ajoute simplement une dimension supplémentaire. Pour
plus de détails sur la méthode présentée ici et pour l'étude du cas spatio-temporel,
on pourra se référer à Marsan et Lengliné (2008) qui est reproduit à l'annexe C de
cette thèse. Deux schémas montrent le fonctionnement de l'algorithme (ﬁgures 4.4
et 4.5).
On considère que le taux de sismicité, µ(t), peut s'écrire à n'importe quel instant
t comme
µ(t) = µ0 +
j∑
i=1
λ(t− ti,mi), (4.1)
où µ0 est un taux de sismicité de fond, stationnaire et λ(∆ti,mi) représente la
sismicité provoquée par le séisme i de magnitude mi et qui s'est produit à l'instant
ti. L'indice j est l'indice maximum possible tel que tj < t. On appellera λ le kernel
de déclenchement dont l'ensemble des valeurs sont déﬁnies dans des intervalles de
magnitude et de diﬀérence de temps préalablement ﬁxés. Le but consiste alors à
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Fig. 4.4  Schéma représentant l'approche de declustering présentée ici. La variation
du taux de sismicité, représentée en gris peut se décomposer comme la superposition
d'un déclenchement du aux séismes et d'un taux de fond stationnaire. L'idée consiste
alors à retrouver la capacité de déclenchement des séismes en fonction de leur ma-
gnitude (diﬀérentes couleurs) et du temps.
retrouver les valeurs de ce kernel ainsi que la valeur de µ0. On fera l'hypothèse par la
suite que deux séismes de même magnitude déclenchent un même nombre de séismes,
de plus on considère également que les contributions individuelles des diﬀérents
séismes s'additionnent. Ces deux hypothèses, de champ moyen et de linéarité sont
assez fortes mais permettent un traitement beaucoup plus simple de la sismicité. Il
est important cependant de noter qu'il existe de nombreux modèles de sismicité qui
sont non-linéaires. C'est notamment le cas par exemple dans le modèle rate-and-
state que nous avons vus à la section 2. Dans un tel modèle, le déclenchement de
sismicité dépend alors également du moment où se produit le séisme déclencheur
par rapport au reste de la sismicité.
On calcule alors dans un premier temps les poids wi,j qui représentent la contribution
au déclenchement du séisme j par le séisme i. De la même façon on appelle w0,i,
la probabilité pour que le séisme i soit un séisme de fond, c'est à dire qu'il ne
soit pas déclenché par un autre séisme. On utilise, pour initialiser le processus, une
estimation a priori du kernel λ. On peut alors écrire dans un premier temps :
wi,j = λ(tj − ti,mi), (4.2)
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Fig. 4.5  Schéma expliquant le fonctionnement de l'algorithme de declustering.
Une initialisation des probabilités de déclenchement des séismes est proposée puis
commence le processus d'itération. Ces probabilités sont utilisées pour calculer les
valeurs du kernel. Des nouvelles valeurs de poids sont calculées à partir du kernel puis
normalisées pour obtenir des nouvelles probabilités. Le processus est répété jusqu'à
ce qu'une convergence soit obtenue.
et
w0,i = µ0. (4.3)
Puis on normalise ces valeurs pour obtenir des probabilités, c'est à dire qu'on consi-
dère qu'un séisme j ne peut être déclenché que par la somme des séismes qui le
précède plus la contribution du taux de fond, ainsi on aboutit à :
wk,j = wk,j/
(
j−1∑
i=1
wi,j + w0,j
)
, (4.4)
w0,j = w0,j/
(
j−1∑
i=1
wi,j + w0,j
)
. (4.5)
Finalement à partir de ces poids on peut alors recalculer la valeur du kernel en
utilisant
λ(∆t,∆m) =
1
∆t
N∑
i=1
N∑
j=i+1
wi,jΘ(tj − ti ∈ [t; t+∆t])×Θ(mi ∈ [m;m+∆m]) ,
(4.6)
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oùΘ(X) est une fonction qui prend la valeur 1 si la propositionX est vraie et 0 sinon.
Les valeurs de t, ∆t, m et ∆m sont les intervalles ﬁxés lors de la paramétrisation.
La valeur de µ0 est simplement donnée par µ0 = 1/T
∑N
i=1w0,i avec N le nombre
total de séismes enregistrés dans la durée T . En itérant le processus mentionné ci-
dessus on obtient, après convergence, la valeur ﬁnale du kernel qui représente le
déclenchement provoqué par un séisme dans une gamme de magnitude donnée à
diﬀérents instants. On obtient également la valeur ﬁnale du taux de fond µ0 mais
celle ci est très dépendante de la magnitude de coupure (Marsan et Lengliné, 2008).
On représente ﬁgure 4.6 le kernel temporel obtenu, pour trois intervalles de ma-
gnitude, lors de l'analyse de la sismicité à Parkﬁeld entre 1984 et 2004 à partir du
catalogue relocalisé de Thurber et al. (2006). Dans ce cas, on utilise la même méthode
que celle décrite plus haut mais en intégrant également l'information spatiale.
Éxaminons les résultats obtenus après le declustering du catalogue dans sa partie
avant le séisme de Parkﬁeld de 2004. On cherche alors à quantiﬁer le paramètre de
productivité χ et le paramètre p qui sont retrouvés par un ajustement du type
λ(t,m) = χt−p entre 10−3 et 10 jours. Si le paramètre p ne varie pas sensiblement
avec la magnitude, il n'en est pas de même avec la productivité qui augmente avec
la magnitude (Figure 4.7). Cette augmentation de χ avec la magnitude suit une
évolution de type ∝ 100.47m. Il convient tout de même de noter que cette évolution
n'est déduite que de trois intervalles de magnitude. On voit donc que l'application
de la méthode de declustering sur les séismes de la zone de Parkﬁeld sont cohérents
avec ceux obtenus au chapitre 2.
3 Cas où le taux de fond n'est pas stationnaire
3.1 Introduction
On cherche maintenant à étendre la méthode présentée plus haut dans le cas où
le taux de fond n'est plus stationnaire. Le travail présenté ici est encore préliminaire.
Diﬀérentes pistes capables de détecter les variations temporelles d'un forçage quel-
conque à partir de la sismicité sont explorées. On veut être ainsi capable de détecter
dans la sismicité le signal de perturbations transitoires pouvant matérialiser la si-
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Fig. 4.6  Kernel temporel obtenu après application de la méthode de declustering
à la sismicité de la zone de Parkﬁeld, Californie. La variation du taux de sismicité
en fonction du temps est indiquée pour trois intervalles de magnitude. Il est impor-
tant de noter que la sismicité comprend des séismes semblables, localisés toujours au
même endroit, et des séismes qui n'apparaissent que de manière unique. On note tou-
tefois, pour les grands intervalles de temps, une augmentation du taux de sismicité
qui correspond à la répétition quasi-périodique d'un séisme sur la même aspérité. On
pourra également remarquer que cette augmentation du taux de sismicité est obtenue
à des temps plus longs pour des magnitudes plus importantes.
gnature de processus asismiques. La tâche est donc plus diﬃcile que précédemment
car il faut pouvoir estimer le potentiel de déclenchement des séismes tout en tenant
compte de variations de sismicité résultant de la variation du taux de fond et non
plus simplement d'interactions entre séismes. Dans le cas uniquement temporel, on
peut réécrire le nouveau problème à partir de (4.1)
µ(t) = µ0(t) +
j∑
i=1
λ(t− ti,mi), (4.7)
avec µ(t) le taux de sismicité à un instant t. La résolution de ce problème a son
importance lorsque l'on considère la sismicité produite par des glissements lents où
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Fig. 4.7  Variation des facteurs p et χ en fonction de la magnitude pour les résultats
du kernel présentés ﬁgure 4.6.
bien déclenchée par le passage d'une onde dans les zones géothermiques. En eﬀet
dans ce dernier cas on remarque que la sismicité décroît en général en 1/t comme
pour les répliques à proximité de la zone de faille (Brodsky , 2006). Il est donc im-
portant de voir si cette décroissance en 1/t représente directement la signature de la
perturbation de contrainte où bien si cette signature est modiﬁée par l'interaction
entre les séismes. Cette étape est nécessaire avant de pouvoir proposer un modèle
pouvant rendre compte du phénomène responsable du déclenchement dynamique
des séismes.
Dans la suite on supposera qu'une déformation transitoire, responsable d'une
augmentation de sismicité, se produit à un instant T et persiste pendant un inter-
valle de temps ∆T (Exemple ﬁgure 4.8). L'eﬀet de la déformation transitoire sur
la sismicité est modélisé comme une variation du taux de fond. On cherche alors
à retrouver le temps d'initiation et le temps de ﬁn de ce phénomène transitoire
ainsi que son intensité (mesurée par la variation du taux de sismicité de fond). Pour
cela, nous présentons deux méthodes qui reposent sur deux approches diﬀérentes
du problème. La première méthode tente de retrouver la perturbation transitoire en
supposant connue la forme de cette déformation et en calculant une fonction coût.
La deuxième approche tente quant à elle de modéliser directement la déformation
transitoire mais suppose connue le commencement de la perturbation.
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Fig. 4.8  Série de sismicité synthétique générée à partir du modèle ETAS. La courbe
noir montre l'évolution du nombre de séismes au cours du temps. Le trait gris en
pointillé indique la valeur du taux de fond dont on remarque l'augmentation dans la
partie en grise entre 800 et 810.
3.2 Première méthode
On va tester la performance des diﬀérentes méthodes en utilisant des données
synthétiques. On comparera alors les résultats obtenus à ceux imposés lors de la gé-
nération des données synthétiques. On génère une série temporelle de sismicité syn-
thétique à partir d'un modèle ETAS. Le modèle ETAS permet de prendre en compte
les interactions entre séismes dans la génération de sismicité (voir par exemple Helm-
stetter (2003). Les temps des séismes, t, sont compris entre 0 et 1000 (en unité de
temps arbitraire). Pour modéliser l'eﬀet d'une déformation transitoire, on fait varier
le taux de sismicité de fond, λ0. Celui-ci est de 3 par unité de temps dans l'intervalle
t ∈ [0; 800]∪ [810; 1000] et il est dix fois plus important (i.e. λ0 = 30) pour la période
t ∈ [800; 810]. La ﬁgure 4.8 montre un exemple d'une série synthétique obéissant aux
conditions déﬁnies ci-dessus.
On montre alors qu'il est possible d'estimer la valeur du taux de fond sur une période
donnée, si celui-ci est stable sur cette période. Pour cela, il est nécessaire d'avoir une
estimation du kernel de déclenchement λ.
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Calcul de la fonction coût
Par exemple, intéressons nous aux séismes qui se sont produits avant la per-
turbation (t < 800). On suppose que l'on connaît le potentiel de déclenchement
(λ(∆t,m)) de chacun des séismes de cet intervalle. Ce potentiel de déclenchement
peut être calculé par la méthode présenté dans Marsan et Lengliné (2008). Étant
donné ce kernel, on cherche à déterminer le meilleur taux de sismicité de fond qui
permet d'expliquer la sismicité observée. On introduit la fonction de vraisemblance
déﬁnit par Ogata et Katsura (1988) :
J(θ) =
∫ Tmax
0
λ(θ)dt−
N∑
i=1
ln(λi(θ)), (4.8)
qui peut se récrire de façon plus explicite dans notre cas
J(θ) = λ0.Tmax +
N∑
i=1
∫ Tmax−ti
0
λ(t,mi)dt−
N∑
i=1
ln
(
λ0 +
i∑
j=1
λ(ti − tj,mj)
)
, (4.9)
où θ représente l'ensemble des paramètres θ = {λ0, λ(t,m)}, Tmax est la durée totale
de l'intervalle sélectionnée (ici 800) et N est le nombre de séismes dans cet intervalle.
Connaissant le kernel λ(t,m), on peut alors obtenir la meilleure valeur de λ0 au sens
de la fonction coût J en diﬀérenciant simplement J et en posant ∂J(θ)
∂λ∗0
= 0.
∂J(θ)
∂λ∗0
= Tmax −
N∑
i=1
1
λ∗0 +
∑i
j=1 λ(ti − tj,mj)
. (4.10)
Ce qui nous conduit à résoudre l'égalité suivante
Tmax =
N∑
i=1
1
λ0 + Ci
(4.11)
avec Ci =
∑i
j=1 λ(ti− tj,mj). On remarque que ∀i ∈ [1;N ], Ci ∈ R+, alors 1λ∗0+Ci est
une fonction strictement décroissante avec λ∗0. La somme de fonctions strictement
décroissantes étant également une fonction strictement décroissante, alors le terme
de droite de l'équation (4.11) est une fonction décroissante de λ∗0. Il y a donc au
maximum une solution positive à l'équation (4.11). Il y aura une solution positive
si Tmax <
∑N
i=1
1
Ci
et aucune solution positive sinon. La meilleure valeur de λ0,
(c'est à dire λ∗0), est résolue à partir de (4.11) en utilisant un simple algorithme
de dichotomie. Lorsqu'il existe une solution positive, l'algorithme converge vers la
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solution rapidement en quelques itérations. La ﬁgure 4.9 représente la valeur J en
fonction des valeurs de λ0 pour une réalisation du catalogue synthétique et résolue
dans l'intervalle [0 ;800]. Le minimum de la fonction coût est trouvé pour une valeur
(λ∗0 = 2.8) proche de celle imposée qui est de 3.0. Comme démontré ci-dessus ce
minimum est le seul minimum.
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Fig. 4.9  Variation de la fonction coût J pour diﬀérentes valeurs de λ0. Le minimum
est trouvé pour une valeur de 2.8, proche de la valeur utilisé pour générer cette
série de sismicité synthétique. La partie inférieure droite du graphique représente
simplement un zoom autour du minimum.
Application dans le cas où le temps d'initiation de la perturbation est
connu
On voit donc qu'il est possible, moyennant l'utilisation d'une fonction coût de
retrouver la valeur du taux de sismicité de fond si celui ci est constant. On va
maintenant s'intéresser au cas de la perturbation transitoire. Dans ce cas, on ne
connaît ni l'amplitude, ni la durée ∆T de la perturbation. Dans un premier temps,
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on supposera connu, le temps origine T . On adopte alors la stratégie suivante :
1. On calcule le kernel d'interactions λ(t,m) à partir des séismes de l'intervalle
[0;T ].
2. On calcule la meilleure valeur du taux de fond pour la période [0;T ] en mi-
nimisant la fonction de coût par la méthode décrite plus haut. On note cette
valeur λ1∗0
3. Pour chaque séisme i tel que ti > T , on calcule le meilleur taux de fond sur la
période [T ; ti] et l'on note cette valeur λ2∗0,i.
4. On suppose alors que, suite à la déformation transitoire, le système retourne à
sa valeur de référence λ1∗0 pour toute la période [ti;Tmax]. On peut alors calculer
une fonction de coût globale qui prend en compte la période totale [T ;Tmax].
Cette fonction coût, Li s'écrit pour chaque séisme i, Li = Ja(i)+Jb(i) où Ja(i)
et Jb(i) sont les fonctions coût calculées respectivement durant les périodes
[T ; ti] et [ti;Tmax]. On peut alors écrire
Li = λ
2∗
0,i(ti − T ) + λ1∗0 (Tmax − ti) −
i∑
k=i0
ln
(
λ2∗0,i +
k∑
j=1
λ(tk − tj,mj)
)
−
N∑
k=i+1
ln
(
λ1∗0 +
k∑
j=1
λ(tk − tj,mj)
)
(4.12)
où i0 est le premier indice tel que ti0 > T . Le terme incluant l'intégration du
kernel à été supprimé car il reste constant quelque soit i.
5. La valeur minimum de Li donne la durée du transitoire de déformation, ∆T =
ti − T , ainsi que le taux de sismicité de fond durant cette période, λ2∗0,i.
Les résultats de cette méthode sont présentés ﬁgures 4.10 et 4.11.
Application dans le cas où le temps d'initiation de la perturbation est
inconnu
On voit que la méthode est bien capable d'estimer à la fois la durée et l'intensité
de la variation du taux de fond dans le cas où on a supposé connu le temps d'initiation
du phénomène. On cherche maintenant à s'aﬀranchir de cet a priori. On considère
cependant toujours que le kernel λ(t,m) a été obtenu sur une période stable du taux
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Fig. 4.10  Variation de la fonction Li avec le temps de ﬁn supposé du transitoire
ti. Le minimum de Li est obtenu pour un temps proche de la valeur imposée de 810.
de sismicité de fond non aﬀecté par la perturbation transitoire. On fait une fois de
plus l'hypothèse que suite à la perturbation transitoire, le taux de fond retourne
à sa valeur initiale. On emploie alors une procédure assez similaire à celle décrite
précédemment sauf que l'on fait en plus une recherche systématique sur la valeur
de début de la perturbation. On teste donc un ensemble de couples (T ; ∆T ) sur
une grille de valeurs possible. Le meilleur couple de valeurs, au sens de la fonction
coût, nous permet d'obtenir tous les paramètres qui caractérisent la perturbation
transitoire. Les résultats de cette procédure, appliquée à la même série de sismicité
synthétique, sont présentés ﬁgure 4.12 et montrent un bon accord avec les paramètres
imposés.
On voit donc que la méthode présentée est suﬃsamment robuste pour pouvoir
estimer les paramètres qui déﬁnissent une perturbation transitoire. Certes, la mé-
thode présentée ici souﬀre de plusieurs limitations, i) il est nécessaire d'avoir une
estimation des valeurs du kernel, λ, ii) la forme de la déformation transitoire est
également imposée (constante). Cependant nous avons montré que les paramètres
de la déformation sont estimés correctement. De plus il est possible de décomposer
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Fig. 4.11  Variation de la meilleure valeur du taux de fond λ2∗0,i calculé pour un
temps de ﬁn du transitoire ti. Le cercle représente la valeur pour laquelle la fonction
de coût est minimum. Pour cette valeur, le taux de fond est proche de la valeur de
30 séismes par unité de temps, la valeur imposée lors de la génération de la série
synthétique.
n'importe quelle forme d'évolution de la déformation transitoire en une série de sauts
de valeurs constantes de λ0. Cette application reste à implémenter dans des études
futures.
3.3 Deuxième méthode
On présente ici une autre méthode qui permet de retrouver la variation du taux
de sismicité non-corrélé dans le cas où celui-ci est supposé varier dans le temps.
On fait ici l'hypothèse que l'on connaît l'instant où commence le phénomène res-
ponsable de la non-stationnarité du taux de fond. L'idée consiste ici à modéliser
cette perturbation comme un séisme mais seul dans sa classe de magnitude. On va
alors simplement considérer que des séismes sont déclenchés par ce séisme virtuel.
Concrètement, on ajoute alors un séisme au moment où commence la perturbation
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Fig. 4.12  En Haut : Variation du meilleur taux de fond calculé pour la période
transitoire en fonction du début de cette période transitoire. Les diﬀérents niveaux
de gris indiquent les durées de la déformation transitoire, des plus courtes (noires)
aux plus longues (blanches). En Bas : Valeurs de la fonction coût en fonction des
diﬀérents scénarios. La valeur minimum de la fonction coût est obtenue pour une
perturbation commençant à t = 800 et pour une durée proche de celle imposée.
et on assigne à ce séisme une magnitude telle qu'il soit seul dans son intervalle de
magnitude. L'eﬀet de fond est ﬁnalement la somme du taux de fond stationnaire
plus la modiﬁcation du taux de fond pouvant être directement attribuée au séisme
virtuel. Comme pour la première méthode, présentée dans la section précédente, on
ne travaille ici aussi que dans le domaine temporel.
On génère à l'aide d'un modèle ETAS des séries temporelles de sismicité synthétiques
pour lesquelles le taux de fond est modiﬁé à un instant donné et évolue ensuite selon
diﬀérents comportements. On représente les résultats obtenus pour trois diﬀérents
cas (Figure 4.13). Pour chacun de ces trois cas, le taux de fond, lorsqu'il n'est pas
perturbé, est constant et vaut µ0 = 3 par unité de temps. Lorsqu'il est perturbé, le
taux de fond suit les évolutions suivantes
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1. (A) On impose une variation du taux de fond dans l'intervalle t ∈ [800; 900].
Dans cet intervalle, le taux de fond augmente de façon linéaire avec le temps.
Ce cas revêt un intérêt uniquement didactique et ne semble pas correspondre à
une évolution clairement identiﬁée d'un processus tectonique ou magmatique.
2. (B) Le taux de fond est modiﬁé dans l'intervalle t ∈ [800; 810], il vaut 10 fois
plus que dans les deux autres périodes. Ce cas est le même que celui étudié avec
la première méthode. Ce cas matérialise l'eﬀet d'une déformation transitoire
dont l'activité est constante au cours du temps. Il peut s'agir par exemple de
le modiﬁcation de la vitesse de glissement sur une faille.
3. (C) On fait varier le taux de fond dans l'intervalle [800; 1000]. Pendant toute
cette durée, le taux de fond décroît en t−0.5 mais on impose qu'il ne descende
jamais sous la valeur de référence (µ0 = 3). Ce dernier cas schématise l'eﬀet
d'une perturbation qui diminue au cours du temps comme une diﬀusion. Une
telle évolution est souvent envisagée pour décrire la migration de ﬂuides (voir
par exemple Bosl et Nur (2002)).
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Fig. 4.13  En haut : Variation du nombre total de séismes au cours du temps pour
les 3 cas présentés. La période grise, correspond à la période pendant laquelle le taux
de sismicité de fond est perturbé. En bas : variation du nombre de séismes de
fond au cours du temps. La courbe noire correspond au valeurs vraies de la série
synthétique. La courbe grise représente les valeurs obtenues en appliquant la méthode
présentée plus haut.
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On voit alors que l'on arrive assez bien à reproduire l'évolution du taux de sis-
micité de fond dans le cas où l'on connaît le moment à partir duquel celui-ci est
perturbé. On note toutefois une légère tendance à sous estimer la valeur du taux
de fond par rapport à la valeur imposée. Cette deuxième méthode a l'avantage, par
rapport à celle présentée précédemment, de ne pas faire d'a priori sur la forme de
la sismicité recherchée. On est donc ainsi capable de reconstruire l'évolution de la
sismicité à partir de n'importe quelle variation de la perturbation de contrainte (et
non plus seulement quand cette variation est constante au cours du temps).
3.4 Conclusion
Nous avons montré ici qu'il est possible de distinguer la sismicité déclenchée par
un forçage extérieur au système de la sismicité induite par les séismes eux mêmes. En
faisant l'hypothèse que le taux de sismicité de fond reﬂète directement la contrainte
imposée au système, nous avons tout d'abord analysé le cas où le taux de fond est
stationnaire. Puis, en étendant la méthode pour le cas où le taux de fond est variable
dans le temps, nous avons suggérés deux diﬀérentes approches qui permettent de
retrouver la variation de celui-ci. Ces diﬀérentes approches, bien qu'imparfaites,
laissent supposer que l'estimation des variations temporelles du taux de fond est
possible. Des développements et des tests sont encore nécessaires pour bien évaluer
le potentiel et les limites de ces deux méthodes. De plus il sera nécessaire par la suite
de rajouter la dimension spatiale, pour suivre également l'étendue géographique de
la perturbation transitoire. Ces méthodes devront être capables à terme d'identiﬁer
la signature de processus asismiques en profondeur, permettant ainsi de compléter
ou de suppléer les données géodésiques habituellement utilisées pour caractériser de
tels processus.
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Chapitre 5
Conclusion - Perspectives
Ce travail de thèse a été consacré à l'estimation des variations de contrainte,
dans diﬀérents contextes, et par diﬀérentes approches, à partir des variations de
sismicité. Une telle approche a été jusqu'à présent rarement entreprise, la plupart
des études se focalisant sur le problème direct, c'est à dire la description de la sis-
micité produite par une perturbation de contrainte. Citons toutefois Dieterich et al.
(2000); Helmstetter et Shaw (2006); Marsan et Daniel (2007) qui s'interessent au
problème inverse. L'étude réalisée dans cette thèse a montré que la démarche in-
verse est possible dans les cas simples qui ont été présentés. Cela permet donc de
suivre l'évolution du chargement qui s'applique sur un système considéré à partir de
l'observable abondant et facilement accessible qu'est la sismicité. De plus, la connais-
sance des variations de contrainte qui se produisent à l'intérieur d'un système sont
également très utiles pour contraindre les mécanismes physiques qui se déroulent
à l'intérieur de celui-ci. Il est alors possible de déﬁnir l'importance de diﬀérents
modèles de transfert de contrainte dans leur rôle vis à vis du déclenchement de la
sismicité.
Dans le chapitre 2 sur la variation de contrainte produite par la rupture du
séisme de Parkﬁeld de 2004, il apparaît que la contrainte co-sismique produite par
ce séisme est très hétérogène. La variation de la constante de temps du glissement
post-sismique, pour des aspérités même proches, laisse également supposer que le
glissement dans les parties stables de la faille est très variable spatialement. L'es-
sentiel de la sismicité qui s'est produite suite au séisme de Parkﬁeld est donc le fait
125
CHAPITRE 5. CONCLUSION - PERSPECTIVES
de quelques aspérités très actives sismiquement, tandis que de nombreuses aspérités
ont une activité très faible suite à ce séisme. Ainsi la loi d'Omori, observée à Park-
ﬁeld suite au séisme de Septembre 2004, n'est principalement le résultat que des
aspérités qui ont subi les plus grandes variations positives de contrainte ce qui va
dans le sens du modèle proposé par Helmstetter et Shaw (2006); Marsan (2006) pour
décire les répliques, en particulier proches de la faille principale. L'évolution de la
sismicité selon la loi d'Omori peut donc être vue comme une description moyenne du
comportement collectif des aspérités sur la faille, du moins à Parkﬁeld. Chaque aspé-
rité peut être modélisée de manière quasi-déterministe. Le recours à une description
statistique (Omori) n'est donc nécessaire que parce que les aspérités subissent des
contraintes très diﬀérentes. Ce n'est donc pas le processus sismogénique lui même
qui est complexe (un modèle à seuil suﬃt) mais bien la perturbation. Ainsi, il ressort
que la sismicité est très dépendante des caractéristiques du glissement et notamment
des paramètres qui contrôlent la variabilité de ce glissement. Il est alors intéressant
d'analyser la corrélation entre diﬀérentes formes de glissements et la sismicité géné-
rée par ces glissements.
Tout d'abord, il est remarquable de constater que les glissements lents, asis-
miques, récemment découverts dans les zones de subduction des Cascades, Canada
/ États-Unis (Dragert et al., 2001), du Mexique (Kostoglodov et al., 2003) et du
Japon (Ozawa et al., 2002) ne déclenchent qu'une faible activité sismique en regard
du moment total qu'ils relâchent (voir par exemple Liu et al. (2007)). Ce paradoxe
a été étudié par Pollitz et Johnston (2006) qui comparent la sismicité produite par
des glissements asismiques et des séismes de même taille et dans la même zone sur la
Faille de San Andreas. Pollitz et Johnston (2006) montrent alors que les glissements
lents n'engendrent que peu de sismicité en comparaison des séismes. Les auteurs
concluent en suggérant que le transfert de contrainte dynamique est alors la compo-
sante essentielle du déclenchement de la sismicité car il n'y a pas de radiation d'ondes
(hautes fréquences) lors des glissements lents. Cependant, on peut également s'in-
terroger si cette diﬀérence de sismicité produite n'est pas plutôt la conséquence des
propriétés de l'interface sur laquelle s'eﬀectue le glissement. En eﬀet, que ce soit dans
les zones de subduction ou sur la faille de San Andreas, le glissement asismique ne
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semble pas se produire dans la zone sismogène (il existe cependant des incertitudes
importantes sur la localisation de ces glissements). L'interface de frottement stable,
sur laquelle se produisent ces glissements lents, présente donc certainement des ca-
ractéristiques sensiblement diﬀérentes de celle sur laquelle nucléent et se propagent
les séismes. Il faut également relativiser les résultats de Pollitz et Johnston (2006)
dans le sens où il existe aussi des cas où des glissements asismiques déclenchent de
la sismicité (voir par exemple Lohman et McGuire (2007)).
Une autre observation particulière concerne les ruptures sismiques qui se pro-
pagent à des vitesses supérieures à la vitesse des ondes S (supershear). Pour ces
séismes, il a été observé que la faille, ou les parties de la faille, sur lesquelles le glisse-
ment est supershear, sont pratiquement dénuées de sismicité (Bouchon et Karabulut ,
2008). Bouchon et Karabulut (2008) suggèrent que le frottement est uniforme sur
ces parties de la faille avec peu de répliques. L'absence d'hétérogénéités permet à
la rupture de se développer et de se propager rapidement et dans le même temps
inhibe l'apparition de fortes variations de contrainte.
Sur le ﬂanc sud du volcan Kilauea à Hawaii, Dieterich et al. (2003) montrent
que tous les séismes de magnitude M > 5 sont suivis d'une baisse de contrainte
détectable au travers de l'évolution de la sismicité. Il est surprenant de constater
que ces ruptures, qui se propagent sur le plan de décollement de l'édiﬁce volcanique,
inhibent la sismicité alors que de telles baisses de sismicité sont extrêmement rares. Il
est possible de voir dans ces baisses de sismicité, le résultat d'une chute de contrainte
très homogène dans le cadre du modèle rate-and-state (Marsan, 2006; Helmstetter et
Shaw , 2006). Il est tout à fait remarquable de constater que le plan de décollement
sur lequel se sont produits ces séismes est supposé être une interface épaisse et peu
rugueuse composée de sédiments (Nakamura, 1980).
Enﬁn nous pouvons également noter que les séismes profonds (> 300km) en-
gendrent également très peu de répliques (voir par exemple Frohlich (1989) et Wiens
et Gilbert (1996). De plus ces évènements profonds sont associés à une variation de
leur style de rupture par rapport aux évènements superﬁciels (Houston et Vidale,
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1994). Houston et Vidale (1994) suggèrent que ce changement du style de rupture
avec la profondeur est le résultat de l'homogénéisation des propriétés des matériaux
au fur et à mesure de la descente du slab plus en profondeur.
Tous ces cas montrent l'importance de l'hétérogénéité de la rupture sismique
dans la génération des répliques. Dans notre étude sur Parkﬁeld, il n'a malheu-
reusement pas été possible de contraindre la variation de la contrainte co-sismique
avec la distance de manière suﬃsamment précise pour en dégager un exposant de
Hurst caractéristique de la rugosité du champ de contrainte (Schmittbuhl et al.,
2006) . Cependant, nous avons réussi à obtenir des informations sur la variation de
contrainte avec une bien meilleure résolution que celle habituellement obtenue par
l'inversion cinématique du glissement. Il serait intéressant de tester si la méthode
appliquée Parkﬁeld peut être également utilisée pour d'autres séismes. Cela per-
mettrait d'une part de généraliser les résultats trouvés à Parkﬁeld et d'obtenir des
estimations de la chute de contrainte cosismique pour de nombreuses failles.
Le travail réalisé dans la partie 3 a permis d'expliquer l'évolution d'observables
enregistrés à la surface d'un volcan basaltique. La plupart du temps, les observa-
toires volcanologiques enregistrent diﬀérents paramètres qui témoignent de l'activité
du volcan étudié (sismicité, déformations, gaz ...). Ces paramètres servent à ﬁxer des
valeurs de référence déﬁnies en période non-éruptive. L'imminence d'une éruption
est alors signalée par l'écart de l'un ou de plusieurs de ces paramètres par rapport
à leur valeur de référence. Cependant bien que cette approche puisse, dans certains
cas, apporter des résultats intéressants (au Piton de la Fournaise, toutes les érup-
tions sont prédites par une augmentation de la sismicité dans les heures/jours qui la
précède), il n'en reste pas moins que cette approche : i) n'est pas satisfaisante dans
certains cas (exemple du Tungurahua en 1999), ii) ne permet pas d'estimer l'inten-
sité du phénomène à venir, iii) n'apporte aucune connaissance sur les mécanismes
physiques se déroulant à l'intérieur du volcan. Les données issues des observatoires
volcanologiques ne doivent donc pas être seulement utilisées dans le but d'une prévi-
sion à court terme. Il est important de proposer des modèles et des mécanismes qui
peuvent rendre compte de l'évolution globale de l'édiﬁce volcanique. De plus même
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si chaque volcan est le résultat d'une évolution qui lui est propre, les mécanismes de
transfert de magma et ceux associés à la dynamique du volcan ne sont certainement
pas limités à un volcan particulier. Il convient donc d'étudier des mécanismes qui
apportent une connaissance sur l'état du volcan, qui ne sont pas limités à un vol-
can particulier et qui peuvent être identiﬁés par les signaux en surface. C'est cette
approche qui a été réalisée dans l'étude des signaux induits par le remplissage d'un
réservoir magmatique sur les volcans basaltiques. Il a ainsi été possible de montrer
que ce phénomène volcanique est identiﬁable en surface. L'identiﬁcation d'un tel
phénomène rend alors possible une meilleure anticipation de l'activité volcanique à
venir.
Dans un dernier temps, l'étude de l'auto-entretien a montré qu'il était possible
d'estimer la variation de sismicité produite par un chargement supposé uniforme,
comme c'est le cas en Californie du sud, en s'aﬀranchissant des interactions entre
séismes. L'application pour le cas où le chargement n'est pas stationnaire requiert
encore des développements méthodologiques pour être directement applicable. Les
méthodes présentées ici pour résoudre ce problème fournissent des résultats intéres-
sants mais elles ne permettent pas une application systématique car elles nécessitent
une information a priori (par exemple connaître le temps d'initiation de la déforma-
tion transitoire). Le développement de cette méthode devrait permettre notamment
de calculer la variation de sismicité produite directement par des phénomènes pour
lesquels le signal de sismicité est supposé être fortement non-stationnaire (intrusion
de dike, déclenchement dynamique dans les zones géothermiques ...). Cela autorisera
alors une modélisation des mécanismes et des transferts de contrainte responsables
des ces variations de sismicité.
Enﬁn, toutes les études qui ont été réalisées au cours de cette thèse ont pu voir
le jour grâce à une instrumentation continue, déployée aussi bien sur les édiﬁces vol-
caniques qu'à proximité des failles. C'est en analysant des données sur des périodes
de temps de plusieurs années (23 ans dans le cas de Parkﬁeld par exemple) que l'on
a pu mettre en évidence les dynamiques et les mécanismes décrits dans cette thèse.
Il est donc important de concevoir des réseaux qui permettent une observation dans
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le temps la plus longue possible. Même s'il est diﬃcile et coûteux de maintenir une
instrumentation homogène au cours du temps, c'est un eﬀort nécessaire pour com-
prendre la dynamique de phénomènes qui se produisent à des échelles de temps très
variables.
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Annexe A
Calcul de la matrice Jacobienne
La résolution du problème présenté à l'équation (1.31) nécessite le calcul de la
matrice aux dérivées partielles G. Cette matrice est obtenue en dérivant l'expression
du modèle direct par rapport aux diﬀérents paramètres. Pour plus de facilité, le
calcul des dérivées est divisé en deux parties. On pose alors
Giα =
∂gi
∂mα
=
∂Λi
∂mα
+
∂Γi
∂mα
.
Considérons tout d'abord les dérivées de Λ. Il faut dériver à chaque instant ti l'ex-
pression de Λi par rapport à tous les paramètres. On note Ga = ∂Λ∂m et Gb = ∂Γ∂m On
voit tout de suite que plusieurs cas seront à considérer en fonction de l'expression
de Λ, c'est à dire en fonction de la valeur de ti (voir équations 1.29 et 1.30). Dans
la suite on notera G(ti,mα) pour Giα
Calcul des dérivées par rapport aux temps des déclencheurs
Soit Tj un temps de déclencheur quelconque. On distingue alors plusieurs cas :
ti < Tj
Ga(ti, Tj) = 0.
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Tj+1 > ti ≥ Tj
Ga(ti, Tj) = λta
(
− 1
ta
aj − 1ta θjHjεj−1
aj + εj−1
+
1
ta
θjHjεj−1
1 + εj
)
= λ
(
−
(
aj + θjHjεj−1 +Hj − 1− (Hj − 1)
aj + εj
)
+
θjHjεj−1 +Hj − 1− (Hj − 1)
1 + εj
)
= λ
(
−aj + εj
aj + εj
+
Hj − 1
aj + εj
+
1 + εj
1 + εj
− Hj
1 + εj
)
Ga(ti, Tj) = λ
(
Hj − 1
aj + εj
− Hj
1 + εj
)
(A.1)
ti > Tj+1
On considère alors le cas pour lequel Tβ+1 > ti ≥ Tβ avec β > j.
Ga(ti, Tj) =
∂
∂Tj
(ln [aβ + εβ]− ln [1 + εβ])
or
∂
∂Tj
(aβ + εβ) =
∂εβ
∂Tj
=
β∏
k=j+2
θkHk
∂εj+1
∂Tj
et
∂εj+1
∂Tj
= Hj+1
[
εj
∂θj+1
∂Tj
+ θj+1
∂εj
∂Tj
]
= Hj+1
[
1
ta
εjθj+1 − 1
ta
εj−1θjHjθj+1
]
=
Hj+1θj+1
ta
(εj − εj−1θjHj)
Ga(ti, Tj) = λ
β∏
k=j+1
θkHk(εj − εj−1θjHj)
[
1
aβ + εβ
− 1
1 + εβ
]
(A.2)
Calcul des dérivées par rapport aux sauts de contrainte
ti < Tj
Ga(ti,∆Sj) = 0.
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Tj+1 > ti ≥ Tj
Ga(ti,∆Sj) = λta
∂
∂∆Sj
(
ln
(
aj + εj
1 + εj
))
et donc
Ga(ti,∆Sj) = λta
(
−Hj(εj−1θj + 1)
aj + εj
+
Hj(εj−1θj + 1)
1εj
)
= λta
(−(Hj(εj−1θj + 1)− 1)
aj + εj
+
Hj(εjθj + 1) + 1− 1
1 + εj
)
= λta
(
− εj + 1
aj + εj
+
εj + 1
1 + εj
)
Ga(ti,∆Sj) = λta
(
aj − 1
aj + εj
)
(A.3)
ti > Tj+1
On considère le cas pour lequel Tβ+1 > ti ≥ Tβ avec β > j.
Ga(ti,∆Sj) = λta
∂
∂∆Sj
(
ln
(
aβ + εβ
1 + εβ
))
or
∂εβ
∂∆Sj
=
β∏
k=j+1
Hkθk
∂εj
∂∆Sj
et
∂εj
∂∆Sj
= −Hj(εj−1θj + 1)
et donc
Ga(ti,∆Sj) = −λta
β∏
k=j+1
θkHk(εj−1θj + 1)Hj
[
1
aβ + εβ
− 1
1 + εβ
]
(A.4)
Calcul des dérivées par rapport au temps de répliques
ti < T1
Ga(ti, ta) = 0.
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Tj+1 > ti ≥ Tj
Ga(ti, ta) = λ
[
ln
(
aj + εj
1 + εj
)
∂ta
∂ta
+ ta
∂
∂ta
(
ln
(
aj + εj
1 + εj
))]
= λ
[(
aj + εj
1 + εj
)
+ ta
∂
∂ta
(ln(aj + εj)− ln(1 + εj))
]
Calculons
∂εj
∂ta
on peut montrer que
εj = Hj − 1 +
j−1∑
k=1
(Hjθj)!
(Hkθk)!
(Hk − 1).
Supposons la relation précédent vraie au rang j. Montrons que la relation est vraie
au rang j + 1. On a
εj+1 = [εjθj+1 + 1]Hj+1 − 1
=
[(
Hj − 1 +
j−1∑
k=1
(θjHj)!
(θkHk)!
(Hk − 1)
)
θj+1 + 1
]
Hj+1 − 1
= Hj+1θj+1(Hj − 1) + θj+1Hj+1
j−1∑
k=1
(θjHj)!
(θkHk)!
(Hk − 1) +Hj+1 − 1
= θj+1Hj+1(Hj − 1) +
j−1∑
k=1
(θj+1Hj+1)!
(θkHk)!
(Hk − 1) +Hj+1 − 1
=
j∑
k=1
(θj+1Hj+1)!
(θkHk)!
(Hk − 1) +Hj+1 − 1
= εj+1.
Ainsi la relation est vrai au rang j + 1 et comme elle est vrai également au rang 0,
elle est donc applicable forallj.
On peut alors écrire :
∂εj
∂ta
=
∂
∂ta
(
j−1∑
k=1
(Hjθj)!
(Hkθk)!
(Hk − 1)
)
=
j−1∑
k=1
(Hk − 1)Hj!
Hk!
∂
∂ta
(
θj!
θk!
)
or
∂
∂ta
(
θj!
θk!
)
=
Tj − Tk
t2a
(
θj!
θk!
)
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et ainsi
∂εj
∂ta
=
j−1∑
k=1
Tj − Tk
t2a
(Hjθj)!
(Hkθk)!
(Hk − 1).
on pose alors
Cj =
∂εj
∂ta
pour ﬁnalement obtenir
Ga(ti, ta) = λ
(
ln
(
aj + εj
1 + εj
)
+ ta
[ −(ti−Tj)
t2a
aj + Cj
aj + εj
− Cj
1 + εj
])
(A.5)
Calcul des dérivées par rapport au taux de sismicité de réfé-
rence
ti < T1
Ga(ti, λ) = ti.
Tj+1 > ti ≥ Tj
Ga(ti, λ) = ta ln
(
aj + εj
1 + εj
)
(A.6)
Calcul de la deuxième partie de la matrice jacobienne
Le calcul de Gb est obtenu de la même manière que pour Ga en remplacant
simplement les aj par Aj et en sommant à chaque fois sur tous les déclencheurs
précédents. Il apparait une dérivée supplémentaire quand Tj+1 > ti ≥ Tj et que l'on
dérive par rapport à Tβ avec β = j + 1,
Gb(ti, Tβ) = λ
Aj
Aj + εj
. (A.7)
Finalement on obtient G = Ga +Gb.
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Changements de variables
Certains des paramètres que l'on utilise dans notre problème ne suivent pas une
distribution de type gaussienne. Il est donc nécessaire de déterminer leur distribution
et de trouver le changement de variable adéquat qui ramènera leur distribution à
une distribution gaussienne. La nouvelle matrice aux dérivées partielles peut être
calculée aprés changement de variables par la relation
G
′i
α = G
i
α.
∂m
∂m∗
(B.1)
où G′iα est la nouvelles matrice aux dérivées parielles et m∗ sont les nouveaux pa-
ramètres après changements de variables. Pour les valeurs du saut de contrainte,
∆Sj, il est raisonnable de penser que ce paramètre suit une distribution de type
gaussienne. Intéressons nous aux autres parmètres, pour lesquels ce n'est pas le cas.
Changement de variable aﬀecté à ta
Pour le paramètre ta un changement de variable est nécessaire. En eﬀet ce para-
mètre est borné puisque ta ∈ [0 ; +∞[. Ainsi il est plus aproprié de lui associé une
distribution log-normal
ρ(ta) =
1
(2pi)0.5s
1
ta
exp
(
− 1
2s2
(
ln
ta
ta0
)2)
.
Le changement de variable pour se ramener à une distribution gausienne peut être
écrit de la façon suivante
t∗a =
1
s
ln
(
ta
ta0
)
, ta = ta0 exp(s t
∗
a).
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Comme ta ne dépend que de t∗a, on a alors ∂ta∂m∗ = ∂ta∂t∗a et
∂ta
∂t∗a
= s.ta0 exp(s t
∗
a). (B.2)
Changement de variable aﬀecté aux Tj
Les temps des diﬀérents déclencheurs ont une distribution diﬀérentes. Chacun
des déclencheurs doit se produire entre le moment où débute la série, t0, et le moment
où se produit le dernier séisme de la série, Tmax = tNmax. Sur toute cette durée, la
probabilité est uniforme et vaut :
ρ(Tj) =
1
Tmax
. (B.3)
Le changement de variable pour se ramener à une distribution gaussienne est obtenu
à partir de l'équation suivante (Bernard Valette, communication personnelle)
T ∗j = erf
−1
(
2
∫ Tj
T0
ρ(Tj)dt
)
, (B.4)
où T0 est la médiane de la distribution ρ(Tj). On peut alors écrire :
T ∗j = erf
−1
(
2
∫ Tj
Tmax/2
1
Tmax
dt
)
T ∗j = erf
−1
(
2Tj − Tmax
Tmax
)
(B.5)
et réciproquement
Tj =
Tmax
2
+
Tmax
2
erf(T ∗j ).
On se retrouve dans le même cas que lors du changement de variable aﬀecté à ta ;
c'est à dire que les dérivées des nouveaux paramètres par rapport aux anciens sont
non nulles uniquement lorsque l'on dérive ces paramètres par rapport à ceux dont
ils sont issus :
∂Tj
∂T ∗j
=
Tmax√
pi
exp(−T ∗2j ). (B.6)
Nous avons également considéré un deuxième cas où la distribution du temps des
déclencheurs est légérement diﬀérente. Dans ce cas nous considérons que le temps
d'un déclencheur est borné d'un côté par le délencheur qui le précède (ou par t0 pour
le premier délencheur) et par Tmax (où Tmax = tNmax) de l'autre côté. De plus, comme
aucune autre information n'est disponible pour contraindre les diﬀérents temps des
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T
max
T1
T 2T1
0
0
Tmax
2
BTmax
2
T1-
Tmax0
Tmax0
A
B
C
Fig. B.1  Schéma repréentant les
densités de probabilité associées à cha-
cun des temps des déclencheurs. Pour
le cas (A), on représente la densité de
probabilité associée au temps du pre-
mier déclencheur (T1). Sa densité est
bornée par 0 et Tmax. Sur le schéma
(B) sont représentées les densités de
probabilité associées à T1 (en gris) et
à T2 (en noir). La densité de probabi-
lité de T2 est borné par T1 et Tmax,
elle est de largeur (Tmax − T1)/2 et
a pour médiane (Tmax + T1)/2. Enﬁn
pour le schéma (C), on représente les
distributions de T1, T2 et T3 respec-
tivements en gris clair, gris foncé et
noir.
déclencheurs, la densité de probabilité associée à chacun des Tj reste uniforme sur
tout l'intervalle de temps décrit précédemment (Figure B).
Étant donné la distribution de ρ(Tj) décrite plus haut, on peut alors écrire
ρ(Tj) =
 1Tmax si j = 11
Tmax−Tj−1 si j 6= 1
.
De plus la médiane de la distribution vaut T0 = Tmax+Tj−12 . On obtient ainsi dans le
cas général (j 6= 1)
T ∗j = erf
−1
(
2
∫ Tj
T0
1
Tmax − Tj−1dt
)
T ∗j = erf
−1
(
2Tj − (Tmax + Tj−1)
Tmax − Tj−1
)
(B.7)
et réciproquement
Tj =
Tmax + Tj−1
2
+
Tmax − Tj−1
2
erf(T ∗j ).
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L'équation (B.7) peut se réécrire de la manière suivante
Tj =
1
2
(
Tmax(1 + erf(T
∗
j )) + Tj−1(1− erf(T ∗j ))
)
.
On remarque alors que le calcul de Tj fait intervenir des termes d'indices inférieurs
dans son expression. On réécrit alors l'expression précédente sous la forme :
Ti =
i∑
k=j+1
[
Tmax
2p
(1 + erf(T ∗k )) .
i∏
z=k+1
(1− erf(T ∗z ))
]
+
Tj
2q
i∏
z=j+1
(1− erf(T ∗z ))
(B.8)
pour ∀j ∈ N∗etj < i et avec p = i− (k− 1) et q = i− j. On peut alors calculer ∂Ti
∂T ∗j
.
On obtient alors
∂Ti
∂T ∗j
=
1
2q
(Tmax − Tj−1)
(
i∏
z=j+1
(1− erf(T ∗z ))
)
.
2√
pi
eT
∗2
j (B.9)
pour j < i et
∂Ti
∂T ∗j
=
Ti−1√
pi
eT
∗2
i (B.10)
pour i = j. Toutes les autres dérivés sont nulles. Malgrè une distribution qui peut
sembler plus adéquat, ce changement de variable est apparu moins bon que celui
décrit en premier pour décrire les Tj. En eﬀet, une telle distribution conduisait plus
fréquemment vers des minimums locaux avec la plupart des déclencheurs repoussés à
des temps assez longs. J'ai donc gardé la première forme du changement de variable
lors de l'inversion.
Changement de variable aﬀecté à λ
Plusieurs choix peuvent être envisagés quant au choix de la distribution la plus
appropriée pour décrire le paramètre λ. Toutes ces distributions doivent satisfaire le
fait que le taux de sismicité ne peut pas être négatif : ρ(λ < 0) = 0. Pour satisfaire
cette condition, nous avons simplement utilisé une distribution de type log-normale,
comme celle utilisée pour ta.
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Annexe C
Extending Earthquakes' Reach
Through Cascading
D. Marsan, O. Lengliné
Laboratoire de Géophysique Interne et Tectonophysique, CNRS, Université de Sa-
voie, Le Bourget du Lac, France
Abstract
Earthquakes, whatever their size, can trigger other earthquakes. Main-
shocks cause aftershocks to occur, which in turn activate their own local
aftershock sequences, resulting in a cascade of triggering that extends the
reach of the initial earthquake. A long-lasting diﬃculty is to determine
which earthquakes are connected together, either directly, indirectly, or
not at all. Here we demonstrate that this causal structure can be found
probabilistically, with no a priori model nor parameterization. Large re-
gional earthquakes are found to have a surprisingly short direct inﬂuence
(∼ 10 days), which is then substantially extended (by a factor of 100)
through multiple triggering. Compared to these large mainshocks, small
earthquakes collectively have a greater eﬀect on triggering, showing that
cascade triggering is a key component in earthquake interactions, that
must be accounted for in seismic hazard assessments.
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Earthquakes of all sizes, including aftershocks of a large mainshock, are able to
trigger their own aftershocks (1). The cascade of earthquakes triggering earthquakes,
that in turn trigger new ones, and so on, causes the seismicity to develop complex,
scale-invariant patterns. The causality of  mainshock A triggered aftershock B ,
that appears so obvious if mainshock A happens to be large, must then be modiﬁed
into a more subtle A triggered C1, that triggered C2, ..., that triggered B , whate-
ver the size of A. This has paramount consequences : the physical mechanism that
causes direct triggering (e.g., static or dynamic stress changes, ﬂuid ﬂow, afterslip,
etc) cannot be studied by looking at aftershocks that were indirectly triggered by
the mainshock. Moreover, if indirect triggering is important in the overall after-
shock budget (2-5), then direct triggering is bound to be conﬁned to spatial ranges
and characteristic times shorter than the size of the total aftershock sequence (that
includes all direct and indirect aftershocks). How much shorter is still an open ques-
tion, as so far there existed no simple nor standard way to eﬃciently discriminate
direct and indirect triggering in the data.
Seismologists mostly resort to so-called declustering algorithms to separate earth-
quakes between mainshocks and aftershocks (6-10). All these methods have arbitrary
rules, and are heavily parameter dependent. Recently, more sophisticated methods
have looked at the possibility of performing stochastic declustering, i.e., by determi-
ning the probability that earthquake A triggered earthquake B. This overseeds the
usual approach of binary linking one aftershock to one single given mainshock : an
earthquake is now inﬂuenced by all preceding earthquakes, according to inﬂuence
weights. Stochastic declustering methods (11), however, are model-dependent, as
the inﬂuence of a trigger earthquake is constrained to follow a speciﬁc law, which
parameters are then inverted to best ﬁt the data using a maximum likelihood ap-
proach.
Here we show that the probability of directly and indirectly triggering aftershocks
can be estimated with no a priori model. A rapidly converging algorithm with a
small number of hypotheses (linearity, mean-ﬁeld) can decipher the complex seismi-
city time series, to ﬁnd the underlying triggering inﬂuences exerted by earthquakes
of all sizes. The branching structure of the triggering process is then revealed using a
simple approach, that avoids complex, model-dependent inversions and arbitrary pa-
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rameters. A notable result is that even large earthquakes causally trigger aftershocks
only during a relatively short time span which, in the case of California, does not
last more than about 10 days. They however continue to aﬀect regional seismicity
for a much longer time period (> years), and over larger, time-increasing distances,
through the local triggering caused by their aftershocks. This cascading eﬀect, do-
minated by small shocks, thus appears to be a crucial component in earthquake
interactions.
Seismicity is considered as a point process, in time, space and magnitude. The
observed (dressed) seismicity rate density λ(x, t) (number of earthquakes per unit
time and unit area) at position x and time t is modeled as
λ(x, t) = λ0 +
∑
ti<t
λi(x, t) (C.1)
where λ0 is the uniform background rate density (number of background earth-
quakes per unit time and unit area), and λi(x, t) is the (bare) contribution of
earthquake i that occurred at xi, ti, representing the aftershocks directly caused
by this earthquake. We only assume that (i) the triggering process is linear, [i.e.,
the bare contributions λi(x, t) sum up], and (ii) a mean-ﬁeld response to the oc-
currence of an earthquake can be estimated that depends only on its magnitude,
λi(x, t) = λ(|x− xi|, t− ti,mi), hence two earthquakes of equal magnitude are mo-
deled similarly.
The algorithm works as follows :
1. Knowing an a priori bare kernel λ(|∆x|,∆t,m) and λ0, we compute the trig-
gering weights wi,j = αjλ(|xj − xi|, tj − ti,mi) if ti < tj , wi,j = 0 otherwise,
and the background weights w0,j = αjw0,j. The normalization coeﬃcients αj
are such that
j−1∑
i=1
wi,j + w0,j = 1 (C.2)
2. The updated bare rates are then computed as
λ(|∆x|,∆t,m) = 1
Nm × δt× S(|∆x|, δr)
∑
i,j∈A
wi,j (C.3)
where A is the set of pairs such that |xu − xj| = |∆x| ± δr, mi = m± δm and
tj− ti = t±δt (δt,δr and δm are discretization parameters), Nm is the number
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of earthquakes such that mi = m± δm, and S(|∆x|, δr) is the surface covered
by the disk with radii |∆x| = ±δr. The a posteriori background rate is
λ0 =
1
T × S
N∑
j=1
w0,j (C.4)
where T is the duration of the time series (containing N earthquakes) and S is
the surface analyzed. This corresponds to stacking all the aftershocks following
mainshocks i of similar magnitudes, but counting an aftershock j according to
its weight wi,j.
Starting with an initial guess for λ(|∆x|,∆t,m), these two steps are iterated until
convergence is reached-that is, until the weights (or the rates) do not change sub-
stantially during an iteration. Tests were conducted on synthetic catalogs, showing
the ability of the algorithm to correctly estimate the cascade structure (9).
We analyzed seismicity in southern California (10) from 1 January 1984 to 31 De-
cember 2002. We considered only the N = 6190m ≥ 3 earthquakes in the catalog,
both for completeness reasons and because the method uses a N×N weight matrix,
preventing the analysis of too large a data set on a standard desktop computer.
The completeness magnitude is estimated to be 2.2 for this catalog. The method
was slightly modiﬁed to account for the fact that the background earthquakes are
nonuniformly distributed in space (9). The rates had roughly an Omori-Utsu decay
λt(t,m) = χt
−p (Fig. C.1), where χ is the productivity. The p value increased withm
(Fig. C.2A), as observed previously (11) for dressed aftershock sequences, although
with a saturation at m ≥ 6. The rates decayed signiﬁcantly more slowly when
considering the full cascade including indirectly triggered aftershocks. The dressed p
values were 0.2 to 0.4 units smaller than the bare p values (Fig. C.2A). The produc-
tivity parameter grew as = χ ∼ 10am, with a = 0.60± 0.07 and a = 0.66± 0.04 for
the bare and dressed kernels, respectively (Fig. C.2B). This yielded a signiﬁcantly
lower scaling exponent than previous estimates (3, 12-14) for dressed sequences.
The densities were well ﬁtted with a λs(x, y,m) ∼ [1 + (r/L)]−3 law, hence a
r−2 decay of the number of aftershocks (Fig. C.1). The bare inﬂuence length L was
remarkably small, ranging from 0.35km at 4 ≤ m < 5 to 6.6km at m ≥ 7. It grew as
100.43m (Fig. C.2D), which is close to the 100.5m dependence expected for the rupture
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Fig. C.1  Estimated rates and densities for California. (A and B) Bare kernels ;
(C and D) dressed kernels. The best power laws for the temporal rates λt(t,m) and
the best [1 + (r/L)]−3 laws for the densities λr(x, y,m) are shown as black dashed
lines. The background temporal rate λ0,t [black horizontal line in (A) and (C)] is
computed as
∑N
i=1w0,i/T . In (C) and (D), the dressed kernels (continuous lines) are
compared to the bare ones (color dashed lines). The densities λr have been vertically
shifted for clarity.
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Fig. C.2  Characteristics of bare (blue) and dressed (purple) aftershock sequences.
(A and B) p values and productivity parameters χ from the ﬁts λt(t,m) = χt−p
of Fig. C.1. Productivity grows as 100.60±0.07m (bare) and 100.66±0.04m (dressed).
(C) Durations of the sequences. The dressed duration follows 100.35m. (D) Inﬂuence
lengths L estimated from the [1 + (r/L)](3 ﬁts of the spatial densities. (E) Mean
epicentral distance between mainshocks and aftershocks versus time following the
mainshock. (F) Same as (E), for epicentral distance normalized by the bare inﬂuence
length L of the mainshock. The best power laws r ∼ δtH give (E) H = −0.01± 0.03
(bare), H = 0.19± 0.04 (dressed), and (F) H = 0.08± 0.02 (bare), H = 0.21± 0.06
(dressed).
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length of small to intermediate size earthquakes (15). The bare length was 0.35km
for 3 ≤ m < 5, which is due to the limited resolution on the relative hypocenter
positions, as conﬁrmed by the break in scaling at ∼ 400m for the correlation inte-
gral (Fig. C.3A). The dressed inﬂuence lengths were about 5 times the bare ones.
These inﬂuence lengths were not maximum triggering distances : Many aftershocks
were triggered past L. Relaxing the point-like earthquake hypothesis aﬀected these
results for the large mainshocks. Using distances to the rupture plane rather than
epicentral distances, the bare kernel of m ≥ 6 mainshocks was moved toward longer-
range triggering, greater aftershock productivity, and longer durations (9).
The durations of aftershock sequences (Fig. C.2C) were computed by (i) calculating,
for all the mainshocks, the delays after which the last direct and last indirect af-
tershocks occurred, and (ii) averaging these delays conditioned on the magnitude of
the mainshock. The duration of direct aftershock sequence was largely independent
of the mainshock magnitude and was generally short (on the order of 10 to 15 days
for m ≥ 3 aftershocks). The dressed sequence, however, lasted longer for larger
mainshocks, following a 100.35m increase. This implies that short-lasting triggering
mechanisms, acting at the time scale of a few days, could be the key process, along
with the cascading eﬀect, in controlling earthquake dynamics.
The slow expansion of aftershock zones has been reported in previous studies (16,
17). We measured the mean distance r between mainshock and aftershock with time
δt separating the two earthquakes. This distance was constant for bare aftershocks,
whereas for dressed aftershocks it slowly grew as r ∼ δ0.19 (Fig. C.2E). We reached
similar conclusions when considering the distance normalized by the bare inﬂuence
length L of the mainshock (Fig. C.2F). This shows that cascading triggering drives
the expansion of aftershock zones : The spatial pattern of direct triggering was al-
most constant with time, ruling out triggering by ﬂuid movements or viscoelasticity
at the time scales examined here.
The number of earthquakes directly triggered by all the earthquakes of a given
magnitude slowly decreased with this magnitude, demonstrating the importance of
small shocks in controlling the regional seismicity. The collective production scales
as 10(a−b)m ; here, a = 0.6 for the bare aftershocks (Fig. C.2B) and b = 1.05 (Fig.
C.3B).
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The background spatial function g(r) decayed as r−0.43, which is equivalent to saying
that the background earthquake epicenters are fractally distributed with dimension
D = 1.57. This is conﬁrmed by the correlation integral of the background earth-
quakes (Fig. C.3A), counting the number of pairs of earthquakes with distance less
than a given value, each pair (i, j) being weighted by w0,i×w0,j. The similar b values
of the Gutenberg-Richter laws (18) for the total and the background earthquakes
(Fig. C.3B) suggest that the dynamic rupture extent is not a priori controlled by
the triggering mechanism (either previous earthquakes or aseismic processes such as
tectonic loading) at work.
We obtained a background rate of 0.17m ≥ 3 earthquakes per day in southern
California over the years 1984 to 2002, which corresponds to 19.5% of the total rate
of m ≥ 3 earthquakes. The remaining ∼ 80% can therefore be considered as resul-
ting from stress transfer and fault interaction processes, causing the seismicity to
be heavily clustered in time. Such a proportion at the magnitude cutoﬀ mc = 3 is
coherent with the estimates in the range 18% to 24% we obtained using other non-
parametric methods (19). The values computed using the present method, however,
depend on mc : Cutting at larger magnitudes increases the relative proportion of
background earthquakes to 32% at mc = 4 and 68% at mc = 5. A larger cutoﬀ
causes the removal of small triggering earthquakes ; earthquakes that were triggered
by small shocks are then more likely to be seen as background earthquakes (20).
Inversely, decreasing mc would yield smaller percentages of background events. The
19.5% proportion at mc = 3 is therefore an overestimation of the actual background
contribution.
Declustering of earthquake catalogs aims at removing the aftershock clusters, kee-
ping only statistically independent mainshocks. The declustering algorithms by
Gardner and Knopoﬀ (4) and Reasenberg (5) are the most classical methods. We
ran these two methods along with ours (Fig. C.4). The present method is better at
identifying an underlying Poisson process, and it eﬃciently removes the aftershock
clusters following large mainshocks such as the 1992 Landers and 1999 Hector Mine
earthquakes. Moreover, it does not rely on any parameterization.
Cascading of aftershock triggering is an essential component of seismicity. It has a
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Fig. C.3  Comparison of total (blue) and background (red) seismicity. (A) Number
of pairs N(r) with epicentral distance less than distance r, along with estimates of
the fractal correlation dimensionD such that N(r) ∼ rD. (B) Number of occurrences
versus magnitude, scaling as 10−b×m.
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scale-invariant structure, making earthquake declustering an ill-deﬁned problem :
The statistical dependence between earthquakes increases when decreasing the va-
lue of mc, so that the remaining set of declustered mainshocks heavily depends on
mc. Because of this cascading, the aftershock sequence initiated by a mainshock is
substantially extended, mostly in time. Conversely, what appears at ﬁrst as an after-
shock cluster related to a well-identiﬁed mainshock is in fact mostly caused not by
the mainshock itself, but rather by intermediate aftershocks. When decreasing mc,
the direct triggering eﬀect due to large mainshocks could potentially be even further
reduced relative to direct triggering by small shocks. This is particularly critical
for understanding the physical mechanisms that cause earthquake triggering : The
testing and validation of models ﬁrst require the correct relation of the aftershocks
to their trigger, rather than to an older, generally bigger, ancestor in the triggering
chain.
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Fig. C.4  Comparison of declustering algorithms. (A to D) Latitude versus time of
occurrence of m ≥ 3 earthquakes. (A) All earthquakes in the catalog. (B) Decluste-
red catalog using the method of (4). (C) Declustered catalog using the algorithm of
(5). Parameters are rfact = 8, which gives the number of mainshock rupture lengths
up to which a mainshock is supposed to trigger aftershocks ; the maximum ahead-
time for linking an aftershock to a cluster, which is 1 day if only one event belongs
to the cluster, or 5 days otherwise ; a probability P = 95% of conﬁdence of observing
the next earthquake in the cluster ; χk = 0.5, the correction term for increasing the
magnitude of completeness during clusters ; and a minimum of ﬁve earthquakes per
cluster. We used the data set with mc = 2.0 but show the declustered earthquakes
with m ≥ 3. Using mc = 2.0 improved the algorithm. (D) Declustered catalog using
the present method (model-independent stochastic declustering). (E) Cumulative
time series of the three declustered catalogs. The two vertical lines indicate the time
of occurrence of the 1992 Landers and 1999 Hector Mine earthquakes.
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Résumé Diverses approches permettant de retrouver la variation de contrainte dans dif-
férents contextes sont abordées. La sismicité est utilisée comme observable dans chacun de
ces problèmes. Une méthode d'inversion de contrainte basée sur les équations du modèle de
frottement rate-and-state est tout d'abord présentée. Dans un deuxième temps, la variation
de contrainte produite par une rupture pluri-décakilométrique est analysée. Cette analyse
a permis de caractériser les changements de contrainte co- et post-sismique produits par
le séisme de 2004 à Parkﬁeld (Mw = 6.0), sur des aspérités sismiques avec une résolution
encore jamais atteinte. Il ressort en particulier que la variation de contrainte produite par
ce séisme sur son plan de rupture est très hétérogène. En outre, il résulte de cette hétérogé-
néité que la loi d'Omori décrivant l'évolution temporelle des répliques ne correspond qu'à
un comportement moyen de l'ensemble des aspérités sur une faille, chaque aspérité sui-
vant quant à elle une dynamique quasi-déterministe. L'étude de la variation de contrainte
produite par le remplissage d'un réservoir magmatique a également été réalisée. Sur trois
volcans basaltiques (Kilauea et Mauna Loa, à Hawaii et Piton de la Fournaise sur l'île de
la Réunion), l'évolution de la sismicité et de la déformation résultant de ce remplissage est
décrite. Cette description permet alors l'identiﬁcation d'un processus magmatique à partir
des signaux induits en surface, en particulier à partir du taux de sismicité. Dans un dernier
temps, le rôle de la sismicité dans son propre déclenchement est évalué. Une méthodologie
ne reposant que sur deux hypothèses simples permet de recouvrir la part de la sismicité
qui ne résulte pas d'interactions entre séismes. Finalement, plusieurs extensions de cette
méthode, dans le cas où le chargement est non-stationnaire, sont décrites pour retrouver
la signature de transitoires asismiques.
Abstract Several approaches leading to the stress evolution in various situations are
addressed. The evolution of seismicity is used in each case as an observable, allowing to go
back to the stress evolution. After brieﬂy reviewing earthquake generating mechanisms, a
stress inversion method based on the rate-and-state friction model is presented. Secondly,
stress changes resulting from a strong earthquake are analyzed. This analysis allows to
recover co- and post-seismic stress variations, experienced by single asperities, following
the 2004, Mw = 6.0 Parkﬁeld earthquake. The estimated stress changes show an hetero-
geneous distribution. It results that the Omori law that describes aftershock sequences is
only a mean behavior of the whole population of asperities on the fault plane, each aspe-
rity having a quasi-deterministic occurrence pattern. The estimation of the stress evolution
produced by an accumulation of magma in a reservoir is also performed. The identiﬁcation
of an ongoing replenishment phase is based on the analysis of seismicity and deformation
at three basaltic volcanoes (Kilauea an Mauna Loa, Hawaii and Piton de la Fournaise,
Réunion island). The description of such signals is detailed and allows the characteriza-
tion of a magmatic phenomenon from surface records, especially from seismicity rates. At
last, the eﬀect of interacting earthquakes on the global seismicity signal is investigated. A
model-independent stochastic declustering technique is proposed. The method is capable
of determining the part of the seismicity that does not result from earthquake interactions.
Several extensions of the method are proposed to retrieve the signature of aseismic tran-
sients from a non-stationary background earthquake rate.
Mots-Clés : dynamique de la sismicité, variation de contrainte, frotte-
ment rate and state, volcans basaltiques, Parkﬁeld, declustering
