This paper is concerned with the performance of multi-commodity capacitated networks with continuous flows in a deterministic but time-dependent environment. For a given timedependent origin-destination (O-D) table, it asks if it is easy to find a way of regulating the input flows into the network so as to avoid queues from growing in it. It is shown that even if the network structure is very simple (unique O-D paths) finding a feasible regulation scheme is a 'hard' problem. More specifically, it is shown that even if all input functions are smooth, there are instances of the problem with a finite but possibly very large number of solutions. Furthermore, finding whether a particular instance of the problem has one feasible solution is an NP-hard problem because it is related to the Directed Hamiltonian Path problem of graph theory by a polynomial transformation. It is also shown that the discrete-time version of the problem is NP-complete.
heuristic components that should exploit problem-specific features.
The problem in question consists of a network, which is characterized by finite sets of origins, O = {o i }, destinations, E = {e j } and bottlenecks, B = {b k }, where I = |O|, J = |E|, and K = |B|; and a time interval T = [t B , t E ]. For every O-D pair there is a unique (used) path which includes a subset of B. These data are summarized with 0-1 indicators, γ ijk , that are 1 if bottleneck b k is on the path from o i to e j and zero otherwise. Given for each origin-destination pair is a cumulative arrival function A ij : R → R + , which is continuous and non-decreasing with piecewise-continuous derivatives, and set to zero (arbitrarily) at the beginning of the interval, A ij (t B ) = 0. As is conventional in fluid queueing approximations (see Newell, 1982) , this function denotes the number of vehicles with destination e j that would be ready to depart o i by time t if unrestricted. (It is assumed that all the vehicles present at o i are embedded in the same queue, and that the queue is FIFO.) Given for each bottleneck is a non-negative capacity function c k : R → R + , which is piecewise-continuous. Finally, given for each (i, k) 1 is a non-negative travel time from o i to b k , τ ik , along the unique path; this is the traffic flow model of the problem.
The solution for this problem is specified in terms of piecewise-differentiable control functions, d i (t) , that give the delay imparted to the vehicles released at time t from origin o i .
Because all of the vehicles entrapped in a queue share the same delay, the delay functions suffice to determine cumulative departure curves D ij (t) by O-D pair, as follows:
This is the FIFO condition. Clearly, the departure functions should be non-decreasing, and
should not exceed the arrival functions; therefore we also require:
where an overdot is used to denote the derivative with respect to time. Here, and in Equation 3 below, the constraints are not considered for values of (i, j, t) whereḊ ij (t) does not exist. The capacity condition is:
The argument ofḊ ij expresses the fact that the flows at bottleneck b k had to be released from o i a trip time earlier. This constraint implies that the number of vehicles passing a bottleneck in any time interval cannot exceed the integral of the capacity function over the interval, whether or not the interval includes points of discontinuity. Finally, we require all queues to be cleared outside a time interval of interest:
Equations (1)- (4) specify the feasibility of a control. Given a feasible solution to these constraints, the ramp metering strategy is given byḊ i· (t) = jḊ ij (t), which defines the time-dependent rate at which vehicles should be released from each origin o i .
Equations (1)- (4) can be cast in the standard form of control theory including a differential equation of state dynamics. This can be done in a variety of ways; e.g. by using {d i (t), D ij (t)} as the "state" and letting the derivative of the FIFO condition be part of the dynamic equation withḋ i (t) (the reciprocal metering rates) as controls. Formulation (1)-(4) is retained, however, because it is better suited for our purposes. The control theory formulation would be completed by defining an objective function. This is not done here, however, because our goal is examining the nature of the feasible region. Section 3 shows that even in cases where the input data are smooth, there are instances where the feasible region defined by (1)-(4) consists of a finite, but large number of "points." This negates the usefulness of variational methods. Section 4 shows that identifying where one such point exists is an NP -hard problem, and Section 5 that the version of (1)-(4) formulated in discrete time is NP -complete.
A ramp metering feasibility problem
Consider the following decision problem which is a feasibility version of the access control optimization problem. The problem as specified includes smoothness conditions on the input and output functions (n-differentiability, for any fixed n ≥ 1) that are sufficient to allow the use of any variational solution method.
Capacitated Network Access Control Problem with FIFO (CNAP)
Instance: Given are finite sets O = {o i }, E = {e j }, and B = {b k }; and a real interval
Question: Does there exist piecewise 2-differentiable functions
Thus, CNAP determines whether or not a feasible dynamic access control strategy exists for a given system. It will now be shown that there is a subset of CNAP whose instances only admit a finite number of feasible solutions. given by
CNAP instances with sequential release solutions
All travel times between origins and bottlenecks are zero, τ ik = 0 ∀ i, k, and the time interval
The arrival and capacity functions for instances of type U SR will be described using smooth pulse functions; see Figure 2 and the following definition: 
Note that as δ → 0, p ∆ approximates a rectangular pulse of length ∆. Additionally, the properties above imply that p ∆ (t) is symmetric about t = ∆ 2 and that R p ∆ (t)dt = ∆. In the descriptions to follow, assume that δ 1 and let p 1 (t) be abbreviated by p(t).
The cumulative arrival functions for each origin o i are identical and specified in terms of the dynamic arrival rates:Ȧ
with A ij (t B ) = 0 ∀ i, j. Thus, vehicle arrivals at each origin consist of a smooth pulse of arrivals for destination (bottleneck) e 1 (b 1 ), followed by a pulse for destination ( The bottleneck capacity functions for b 1 and b 2 are defined to be two periodic series of pulses, identical except for a time shift:
As shown in Figure 3 (c), there are exactly I capacity pulses for each bottleneck; the maximum number of vehicles that can be served by each is R c 1 (t)dt = R c 2 (t)dt = I.
It should be clear that all instances of type U SR have feasible solutions and are thus "yes"
instances. One such solution is to serve origin 1 first without metering beginning at t = −δ, holding all other origins until t = 2 − δ. At t = 2 − δ, origin 2 is also released while origins o i , i > 2 are held, and so on. Mathematically, this is equivalent to setting
so that the departure curves for each O-D pair consistent with (1) are just the arrival curves translated in time by a non-negative, origin-specific delay. Clearly then, (2) is satisfied and since the maximum delay is 2(I −1), we see from Figure 3 
2I + δ and thus (4) is satisfied as well. To verify that the capacity condition is also satisfied, note that the specified τ ik and γ ijk , and the constant time shifts imply that the LHS of (3) is:
Substitution of (10) or (11) in (14) reduces it to (12) or (13) depending on k, i.e.: 
If ( 
For the discussion that follows, it will be convenient to define a function Proof. The sufficiency of the condition clearly follows from symmetry; since each origin has an identical arrival function, the arguments that were given earlier to show the feasibility of the sequential release v i = i also apply to any permutation.
To show necessity, first note from (10)-(13) that:
Further, it is claimed that:
The proof of (18) is by contradiction. First note that insofar as τ ij = 0 ∀ i, j, integration of condition (3) ensures both that:
and that: (4) and (17) ensure
. This is impossible, however, since it contradicts (20). Thus, (18) holds.
To continue the necessity proof, suppose now that it is feasible to release from t = −δ to 1 − δ a positive number of vehicles from more than one origin such that (18) is satisfied in the interval. It is shown now that this would lead to a subsequent violation of (18) and therefore that a single origin must be released from −δ to 1 − δ. Let o be an origin which has released the most vehicles by time 1 − δ, i.e.
The FIFO condition, therefore, implies that origin o needs to discharge > 0 vehicles for bottleneck b 1 (and all other origins need to discharge more) before any vehicles for bottleneck b 2 could be released; such a discharge requires time t > 0. Thus,
Since (18) is satisfied at t = 1−δ and
condition (18) By induction, therefore, we conclude that exactly one origin must be fully released at times Proposition 3.1 shows that all problem instances of type U SR have an arbitrarily large but finite number of feasible solutions and therefore that the associated optimization problems cannot be solved with variational methods. It will now be shown that CNAP is an NP -hard problem through a polynomial transformation of the Directed Hamiltonian Path problem.
The continuous-time CNAP is NP -hard
A Hamiltonian path on a directed graph G = (V, A) with numbered vertices is a sequence Karp (1972) shows that the problem of the existence of a Hamiltonian cycle in an undirected graph was NP -complete, and Garey and Johnson (1979) extends this result to show that determining the existence of a Hamiltonian path on a directed graph (problem DHP) is also NP -complete. In this section, it is shown that every DHP instance, G, can be polynomially-transformed to an instance of CNAP, denoted U HP (G). 
Let G = (V, A) (where I = |V |) be an instance of DHP, and let
The network structure descriptors are specified as follows (see Figure 4 for a depiction):
Thus, travel times are zero between all origins and bottlenecks b I+1 and b I+2 , as well as from origin o i to bottleneck b i for all i. The time interval T is given by t B = −δ and t E = 2(I +1)+δ.
Next, bottleneck capacities are specified as follows:
Thus, bottlenecks b I+1 and b I+2 have periodic capacities identical to those described for instances of type U SR , while the other bottlenecks have constant capacity.
Finally, the arrival functions are specified as follows: Proof. This is true since the constraints defining U HP (G) include a subset (pertaining to destinations e I+1 and e I+2 ) that defines an instance of type U SR as a subproblem. Thus, the necessity claim of Proposition 3.1 holds.
Proposition 4.1 guarantees that every solution to U HP corresponds to an ordering of the origin releases. Next, the permutations that satisfy the remaining constraints are characterized.
It is also easy to verify the following: 
Theorem 1

Every instance of DHP is polynomially-transformable to CNAP.
Proof. The instance of CNAP denoted U HP (G) can clearly be generated in a time bounded by a polynomial function of the size of the DHP instance G = (V, A). Now it is shown that G contains a directed Hamiltonian path if, and only if, there exists a feasible metering scheme
, ∀ i, t is a feasible metering scheme. To see this, note that P is a Hamiltonian path and therefore
.., I. Thus, P is a permutation of origins satisfying the conditions of Proposition 4.3 and its associated sequential release solution, Proof. Since a known NP -complete problem is polynomially-transformable to CNAP, but CNAP / ∈ NP , the result follows.
The discrete-time CNAP is NP -complete
To this point, this paper has shown that the network access control problem is difficult to solve by applying variational methods to a continuous formulation. Often, difficult control theory problems are attacked by formulating a tractable mathematical program to solve a discretized version of the control problem. This section completes the discussion of the hardness of optimal access control by showing that the discrete-time version of CNAP is in the problem class NPcomplete.
The natural way to discretize the problems described in Section 1 is to partition the study time period T into many small intervals of width ξ > 0 and then assume that the arrival flows and bottleneck capacities are constant within each of these intervals. Additionally, it is necessary to approximate the vehicle delays and trip times using integer multiples of ξ in order to properly model the FIFO queues; all vehicles that arrive in an interval will depart together and experience the same delay. Such an approximation can be refined arbitrarily by letting
These ideas are formalized below:
Discretized Capacitated Network Access Control Problem with FIFO (DNAP)
Instance: Given are finite sets O = {o i }, E = {e j }, and B = {b k }; rationals t E ∈ Q + 0 and
where
Theorem 2
DNAP is NP -complete.
Proof. Verifying that DNAP ∈ NP is straightforward. The instance can be encoded with a length that is O(|O| · |E| · |B| · N ) since all data is integer or rational, and functions are defined on finite sets. Furthermore, it is straightforward to see that a non-deterministic algorithm could verify whether a "guess" assignment of integers d i (t) satisfies (25)- (29) Note first that Definition 3.1 is not needed, and that Definition 3.2 needs to be modified for discrete intervals 4 . In the new definition, the two sides of (16) Thus, DHP is polynomially-transformable to DNAP, and DNAP is NP -complete.
Notes
1 In this paper, index variable i always refers to origins, j to destinations, k to bottlenecks, and t to time. Unless otherwise stated, the generic notation ∀ i is equivalent to i = 1, 2, ..., I, ∀ j ≡ j = 1, 2, ..., J, ∀ k ≡ k = 1, 2, ..., K, and ∀ t ≡ ∀ t ∈ R. Furthermore, when the symbols and are subscripted by one or more variables without specifying a range, it should be understood that it is the full range for the variable in question; e.g. i = 1, ..., I, j = 1, ..., J, etc. 
