ABSTRACT Popular recommendation algorithms such as k-nearest neighbors and Slope One are appropriate for different situations. In this paper, we propose an approach, which will be termed as adaptive mechanism for recommendation algorithm ensemble (AMRE). The AMRE consists of three parts, including a set of agents, a reward-function, and a roulette. First, each agent corresponds to a recommendation algorithm. It also contains a reward value to determine whether it should be retained or replaced. Second, a rewardfunction is designed to update the reward value according to recommendation results. Wrong recommendations bring punishments, while the right ones bring rewards. Finally, the roulette chooses another agent when the reward value is below a given threshold. The experimental results on MovieLens datasets show that the AMRE outperforms 11 well-known algorithms and two classical ensemble methods on Accuracy, Recall, and F1-measure.
I. INTRODUCTION
Collaborative filtering (CF) [1] is one of the most successful and popular algorithms in recommendation systems (RSs). It aims at identifying interesting items for users based on available user preferences. Various CF algorithms have been generated for different situations. Matrix factorization (MF) algorithms [2] mine potential factors of users and items to estimate missing values. They perform well when the rating data are relatively sparse. Slope One algorithms [3] consider the difference between ratings of items for users who rated both. They are appropriate for the situation where items are not updated frequently and items are significantly less than users. k-nearest neighbors (k-NN) algorithms [4] take advantage of users with similar purchase histories or items that tend to be rated similar. They are suitable for the situation [2] where most users have rated many items.
Recently, ensemble learning and adaptive learning have attracted much attention in building RSs. Ensemble learning [5] , [6] such as Bagging [7] , Boosting [8] , and Stacking [9] are previously proposed to handle classification problems. Yang and Yao [10] proposed an ensemble selector for attribute reduction and Yu and Wang [11] proposed a general cluster ensemble framework for both two-way decision clustering and three-way decision. In RSs, Jahrer et al. [12] improved Accuracy by blending the traditional Bagging with other approaches. Bar et al. [13] also proposed an adaptation of several ensemble techniques for CF to decrease the root mean square error (RMSE). Adaptive learning adjusts and optimizes itself with the least manual tuning [14] during data processing and analysis. It has been successfully used in various fields, such as granular computing [15] , [16] , sensor drift [17] , congestion control [18] and fuzzy control [19] . In RSs, Luo and Yang [20] adopted the gradient descent method adapting to the prediction error. Deng et al. [21] proposed a dynamic adaptive CF to allow new data to enter the system at a rapid rate. To the best of our knowledge, there are few works on the combination of adaptive learning and ensemble learning in RSs.
In this paper, we propose an approach called adaptive mechanism for recommendation algorithm ensemble (AMRE). The goal is to obtain better predictions for each item through dynamically switching to an appropriate recommendation algorithm. AMRE consists of three parts, including a set of agents, a reward-function and a roulette.
First, each agent corresponds to a recommendation algorithm and a reward value, which determines whether it should be retained or replaced. The candidate recommendation algorithms include k-NN with different similarity/distance measures and weighted Slope One. The reward value is employed to indicate the goodness of the current agent. Second, based on the correctness of the current recommendation, the rewardfunction feeds back a reward or a punishment to update the reward value. Finally, the roulette is implemented to switch among agents by a randomly selected strategy. Once the reward value is below a given threshold, the roulette will choose another agent. AMRE is similar to a game with players, a referee and a coach corresponding to the agents, rewardfunction and roulette, respectively.
AMRE is different from existing ensemble learning and adaptive learning methods on RSs. Most ensemble learning methods (see, e.g., [12] , [13] ) obtain a final prediction through weighting the predictions of several recommendation algorithms. In contrast, AMRE dynamically selects an appropriate recommendation algorithm for rating prediction. Most adaptive learning methods (see, e.g., [21] ) adjust parameters within an individual recommendation algorithm. In contrast, AMRE adaptively switches among different recommendation algorithms.
Experiments are undertaken on two MovieLens datasets (943 users × 1,682 movies and 706 users × 8,570 movies) with two screening rate. We adopt the ''leave-item-out'' scenario to compare AMRE with individual recommendation algorithms as well as ensemble methods. Results show that AMRE outperforms eleven well-known individual CF algorithms and two classical ensemble methods in terms of Accuracy, Recall, and F1-measure.
The rest of paper is organized as follows: Section II presents some preliminary knowledge including rating system, CF, ensemble learning and adaptive learning. Section III describes AMRE in detail. Section IV presents the experimental results on two Movielens datasets. Finally, a summary and the future outlook of our work are presented in Section V.
II. RELATED WORK
This section reviews preliminary knowledge such as rating system, CF, ensemble learning and adaptive learning. Table 1 lists the notations used throughout this paper.
A. RATING SYSTEM
In a recommender system, it can be supposed that each user has rated some items. Let U = {u 1 , u 2 , . . . , u n } be the set of users and T = {t 1 , t 2 , ..., t m } be the set of items. The rating function is [22] 
where V is the rating level used by users to evaluate items. For convenience, the rating system is represented with an n × m rating matrix R = (r i,j ) n×m , where r i,j = R(u i , t j ), 1 ≤ i ≤ n, and 1 ≤ j ≤ m. r i,j = 0 indicates that user u i has not rated 
is the set of co-rating users who have rated both item t j and item t q . Table 2 lists an example rating system, where V = {1, 2, 3, 4, 5}. C 2,4 = {u 3 , u 6 , u 9 } is the set of co-rating users who have rated both item t 2 and item t 4 . 
B. COLLABORATIVE FILTERING
Most CF algorithms calculate similarity/distance among items for rating prediction. Table 3 summarizes some popular similarity/distance measures for CF. 1) BC [23] , [24] is defined to measure similarity between two probability distributions. Let pd j,x and pd q,x be the probability distribution of the rating x in item t j and item t q , respectively. 2) Cosine [25] is defined to measure the angle between the rating vectors of two items. Let r j = (r 1,j , r 2,j , . . . , r n,j ) T and r q = (r 1,q , r 2,q , . . . , r n,q ) T be the rating vector of item t j and item t q , respectively. 3) Pearson [26] is defined to consider the linear correlation between two ratings vectors. Let r j and r q be the average rating of item t j and item t q , respectively. 4) CPCC [27] is defined to consider the impact of positive and negative ratings on the basis of Pearson. Let r med be the median rating of V . 5) Jaccard [28] is defined as the number of the intersection divided by the number of the union of the rating users. [29] consists of three factors, namely Proximity, Impact, and Popularity. Let Pr(r i,j , r i,q ), Im(r i,j , r i,q ) and Po(r i,j , r i,q ) be the value of Proximity, Impact and Popularity between rating r i,j and rating r i,q , respectively. 7) MCFV [30] is defined to measure the angle between the multi-channel feature vectors of two items. Let d j and d q be the multi-channel feature vectors of item t j and item t q , respectively. 8) TMJ [31] is defined to integrate Triangle [31] and Jaccard similarities. Triangle considers both the length and the angle between the rating vectors of two items, namely the information of co-rating users, while Jaccard considers more information of non co-rating users. 9) ED [32] , [33] is defined as the linear distance between two points in Euclidean space. 10) MD [34] is defined as the difference between the average ratings of two item. To predict the rating of user u i to item t j , we first find item t j 's k nearest neighbors, which are already rated by u i . Denote this neighbor set as N (t j ), the prediction is given by
Slope One algorithms calculate predictions directly without using distance measures. The weighted Slope One algorithm [3] computes the prediction as
where
C. ENSEMBLE LEARNING Ensemble learning integrates multiple algorithms to achieve better predictive performance than any of them [35] , [36] . The current ensemble methods can be broadly divided into two categories, namely serialization methods and parallelization methods. Serialization methods make strong dependencies among algorithms and their representative method is Boosting [8] . Parallelization methods do not have such dependency and their representative methods are Bagging [7] and Random Forest [37] . Bagging combines different predictions that individual algorithms trained in their respective sampling sets. It usually employs the averaging method for regression tasks and the voting method for classification tasks.
Denote the prediction obtained in agent a k as p k i,j . The simple averaging method for dealing with continuous predictions is represented as
Denote the prediction marker set as {c 1 , c 2 , . . . , c H }. The predictions of agent a k are represented as an H-dimensional
is the output of p k i,j on predictive marker c z . The plurality voting method for dealing with discrete predictions is represented as
D. ADAPTIVE LEARNING
Adaptive learning usually optimizes itself by adjusting parameters during data processing and analysis [38] . VOLUME 7, 2019 Its application in RSs has also received widespread attention. Shahabi and Chen [39] structured a model to automatically learn the confidence values by utilizing implicit users' relevance feedback. Deng et al. [21] proposed an adaptive personalized recommendation with fast learning ability. It allows new users, items and ratings to enter the system at a rapid rate. Luo and Yang [20] adopted the gradient descent method to minimize the prediction error and set the deviation coefficient to adaptive the prediction error.
III. AMRE MECHANISM
In this section, we describe the adaptive mechanism in the following three aspects. First, we introduce the framework of AMRE. Then, we define the reward-function to update the reward value. Finally, we illustrate the adaptive recommendation process through agent switching and recommendation by one agent.
A. THE PROPOSED FRAMEWORK Figure 1 shows our AMRE framework. It is a continuous iterative process with four aspects. First, the roulette randomly selects an agent from the agent set A = {a 1 , a 2 , . . . , a M }.
Each agent corresponds to a recommendation algorithm and a reward value v. Second, ratings are predicted by the recommendation algorithm in the current agent. Third, based on the correctness of the current recommendation, the rewardfunction feeds back a reward or a punishment to update v. Fourth, the roulette is triggered to choose another agent when v < v min . 
B. THE REWARD-FUNCTION
To illustrate the reward-function, we introduce two matrices. One is the interest matrix RM , the other is the recommendation matrix PM . According to the threshold α, the rating matrix R = (r i,j ) n×m can be transferred to the interest matrix RM = (rm i,j ) n×m , where
otherwise.
In other words, 1 and −1 indicate that the user likes and dislikes the item, respectively. 0 indicates unknown. According to the threshold β, the prediction matrix P = (p i,j ) n×m can be transferred to the recommendation matrix PM = (pm i,j ) n×m , where
In other words, 1 and −1 indicate the recommend and non-recommend behaviors, respectively. By comparing PM with RM , the set of user-item pairs { i, j |r i,j = 0} are classified into four regions, namely, true recommendation (RY ), false recommendation (RN ), false non-recommendation (NY ) and true nonrecommendation (NN ). For example, α = 3.5 and β = 4, with r i,j = 5 and p i,j = 2.4, user-item pair i, j is classified into NY . The numbers of user-item pairs in the four regions are given by
Thus, based on the correctness of the recommendation, the reward-function is defined as
where w − and w + indicate punishment and reward, respectively. Then we introduce the update process of the reward value v. For the item t j , when it is recommended to the user u i , u i will be added to the user set U . For any i ∈ U , the reward value is updated as
If the reward value v is less than the threshold v min , the roulette will be triggered to choose another agent.
C. ADAPTIVE RECOMMENDATION
There are two processes of adaptive recommendation for each item. One is agent switching and the other is recommendation by one agent.
1) AGENT SWITCHING
Algorithm 1 illustrates the process of agent switching for item t j . We employ ''leave-item-out'' scenario which first leaves out all ratings of the current item. Then, ratings of the users in user set U are given to predict the remaining ratings.
Algorithm 1 Agent Switching
Input: R, A, CN , γ Output: P 1: cn = 0; 2: initialize P;
Choose agent a k ∈ A;
6:
Predict and recommend using agent a k , update cn, P and U accordingly; 7: if (cn = CN or |U | = n j ) then 8: break;
9:
end if 10: end while 11: return P;
Step 1 (lines 1-3) initialize cn, P and U . Where cn indicates the actual number of consecutive non-recommendation, the user set U is initialized as the top γ of the total number of users who have rated item t j .
Step 2 (line 5) selects an agent a k ∈ A by a random selection technique in the roulette.
Step 3 (line 6) performs predictions and recommendations by agent a k . During the execution of the agent a k , cn, P and U will be updated accordingly. Since it is an important part, Section III-C.2 is designed to illustrate it in particular.
Step 4 (lines 7-9) determines whether to terminate the adaptive recommendation of item t j when agent a k is replaced. If cn reaches the upper bound CN , or |U | reaches the upper bound n j , the adaptive recommendation for item t j will be terminated directly. Otherwise, the loop continues and the roulette will be triggered to choose another agent.
2) RECOMMENDATION BY ONE AGENT
Algorithm 2 illustrates the recommendation process by one agent for item t j .
Step 1 (line 3-4) predicts the remaining ratings by the recommendation algorithm in agent a k . Then item t j is recommended to the user u i * with the highest prediction q i * (line 4).
Step 2 (lines 5-20) discusses two situations of recommended and non-recommended, respectively. If prediction q i * is no less than the threshold β, item t j will be recommended to user u i * . Otherwise, it will not be recommended to user u i * .
Step 2.1 (lines 5-16) shows the recommended situation: (2) If user u i * dislikes item t j (lines 9-11), the rewardfunction will feed back a punishment w − .
After obtaining the feedback (lines 12-13), user u i * is added to the user set U and the prediction p i * ,j is updated. When the reward value v is lower than the threshold v min (lines 14-16), the current agent will be replaced directly.
Step 2.2 (lines [17] [18] [19] [20] shows the non-recommended situation. If it happens, the current agent will be replaced directly after updating cn.
D. A RUNNING EXAMPLE
We now explain the adaptive recommendation process. Here we set α = 3, β = 3.5, w − = −0.75, w + = 0.5, v 0 = 0.1, v min = 0, v max = 1 and CN = 3. Figure 2 shows a running example for item t 1 in Table 2 . At the beginning, the ratings r 1,1 = 3 and r 2,1 = 4 are given. The ratings of the user set {u 3 , u 5 , u 6 , u 8 , u 9 } are predicted based on r 1,1 and r 2,1 . In this process, the roulette selects agents a 1 , a 3 and a 2 in turn. Figure 2 (a) depicts the recommendations by agent a 1 . In the first round, the recommendation algorithm of agent a 1 is in charge of predicting ratings of users in {u 3 , u 5 , u 6 , u 8 , u 9 }. After sorting predictions in descending order, the candidate list of the first round is (u 6 , u 5 , u 8 , u 3 , u 9 ). Because the highest prediction of 4.5 is higher than the threshold β = 3.5, item t 1 is recommended to user u 6 . Table 2 shows the actual rating of user u 6 to item t 1 is 5 which is higher than the threshold α = 3, namely the recommendation is correct. Then the reward-function feeds back a reward of w + = 0.5 to update the reward value v to 0.6, and cn remains at 0. The rating of user u 6 is set to be known accordingly. In the second round, ratings of users in {u 3 , u 5 , u 8 , u 9 } are predicted. The sorted candidate list of the second round is (u 8 , u 5 , u 3 , u 9 ). Then item t 1 is recommended to user u 8 . Since this recommendation is incorrect, the reward-function feeds back a punishment w − = −0.75 to update the reward value v to −0.15. Because −0.15 is lower than the threshold v min = 0, the roulette is triggered to choose another agent a 3 after setting the rating of user u 8 to be known. Figure 2 (b) depicts the recommendations by agent a 3 . In the first round, ratings of users in {u 3 , u 5 , u 9 } are predicted. The sorted candidate list of the first round is (u 5 , u 3 , u 9 ). Then item t 1 is recommended to user u 5 , and the rewardfunction feeds back a reward w + to update the reward value v to 0.6. The rating of user u 5 is set to be known accordingly. In the second round, ratings of users in {u 3 , u 9 } are predicted. The sorted candidate list of the second round is (u 9 , u 3 ). Since the prediction of item t 1 is below the threshold β, item t 1 is not recommended to user u 9 . Therefore, cn is updated to 1 and the roulette is triggered to choose a 2 as the next agent. Figure 2 (c) depicts the recommendations by agent a 2 . In the first round, ratings of users in {u 3 , u 9 } are predicted. The sorted candidate list is (u 3 , u 9 ). Then item t 1 is recommended to user u 3 and the reward-function feeds back a reward w + . The reward value v is updated to 0.6, cn is updated to 0. The rating of user u 3 is set to be known accordingly.
In the second round, the rating of user u 9 is predicted and item t 1 is recommended to user u 9 . Then the reward-function feeds back a punishment w − to update the reward value v to −0.15. Since ratings for all users have received feedbacks, the adaptive recommendation process for item t 1 is terminated.
IV. EXPERIMENTS
In this section, we design the sets of experiments to answer the following questions: i) Does AMRE mechanism outperform individual well-known CF algorithms? ii) Does AMRE mechanism outperform classical ensemble methods?
A. DATASETS
We use two MovieLens datasets (943 users × 1,682 movies and 706 users × 8,570 movies). AMRE requires an appropriate number of ratings to better implement adaptive recommendations, so we discard unpopular items that only have a small number of ratings. For each dataset, we first calculate the number of ratings for each item. Then the maximum of these numbers is selected in each dataset. Finally, we discard items whose ratings are less than the product of the screening VOLUME 7, 2019 rate θ and the maximum. Table 4 lists the detail of four datasets with different θ. 
B. EVALUATION METRICS
Based on the four regions mentioned in Eq. (9), we evaluate performances by adopting four metrics, namely Accuracy, Recall, Precision and F1-measure. Accuracy is the ratio of the number of correct predictions to the total, which is defined as
Recall is the ratio of the number of correct recommendations to the number of actual likes, which is defined as
Precision is the ratio of the number of correct recommendations to the total number of recommendations, which is defined as
F1-measure is the harmonic mean of Recall and Precision, which is defined as
C. EXPERIMENT DESIGN
We design two sets of experiments to answer the questions raised at the beginning of this section. Exp1. We add eleven individual well-known CF algorithms to AMRE as agents, including Slope One and 10 k-NN measures: BC, Cosine, Pearson, CPCC, Jaccard, PIP, MCFV, TMJ, ED and MD. Then, we compare the performance of AMRE with the above eleven individual recommendation algorithms on different datasets in four metrics.
Exp2. We generate eleven data subsets (with replacement) containing 80% of the original dataset, and each of them is used for one CF algorithm, respectively. Then, we adopt the voting method and the averaging method to combine predictions obtained in different subsets. By integrating the predictions of the above eleven CF algorithms, we compare the performance of AMRE with these two ensemble methods on dataset ML706u (0.2). We employ ''leave-item-out'' scenario which first leaves out all ratings of the current item. Then the initial known ratio γ is given, which indicates that the top γ of the total ratings for the current item are used as the initial known rating.
Parameters are set as follows. γ = 20%, α = 3, β = 3.6, w − = −0.7, w + = 0.5, v 0 = 1, v min = 0, v max = 5 and ρ = 1.
D. RESULTS
Two sets of experiments are undertaken to answer each of the questions raised at the beginning of the section. Tables 5, 6 , 7 and 8 compare the four metrics obtained by AMRE and other individual recommendation algorithms. The AMRE mechanism achieves the best performance in terms of Accuracy, Recall, and F1-measure, but achieves a lower in Precision.
1) COMPARISON WITH INDIVIDUAL CF ALGORITHMS
Compared with the best individual algorithms on four datasets, the Accuracy of AMRE is higher by 6.2%, 7.0%, 7.1% and 8.3%, respectively. The Recall is higher by 10.1%, 10.3%, 10.1% and 10.8%, respectively. The F1-measure is higher by 4.0%, 4.4%, 4.4% and 5.0%, respectively. The Precision is lower by 6.6%, 5.1%, 4.7% and 3.8%, respectively. four metrics. As is seen, AMRE mechanism always performs the best in terms of Accuracy, Recall and F1-measure regardless of the k value, but not Precision. Figure 7 compares AMRE with other two ensemble methods on dataset ML706u (0.2) by setting different k values. Similar to the last set of experiment, AMRE always obtains the best in Accuracy, Recall and F1-measure regardless of the k value, but obtains a lower Precision. Compared with two ensemble methods, Accuracy of AMRE is higher by 7.2% -14.5% and 5.2% -13.3%, Recall is higher by 12.0% -18.4% and 9.6% -17.0%, Precision is lower by 2.1% -3.5% and 2.1% -3.5%, F1-measure is higher by 4.3% -9.0% and 3.0% -8.2%, respectively.
2) COMPARISON WITH ENSEMBLE METHODS

E. DISCUSSIONS
AMRE obtains the best in Recall indicates that there are many recommended behaviors in mechanism. With the increase of recommended behaviors, the Precision will decrease accordingly. In other words, Recall and Precision are contradictory in the current situation. Therefore, we introduce F1-measure to consider them comprehensively. Experimental results show that AMRE is superior to the above CF algorithms and ensemble methods in general.
The two comparative experiments illustrate that different users are suitable for different recommendation algorithms (i.e., to obtain better predictions) for each item. Therefore, AMRE dynamically switches to an appropriate recommendation algorithm to achieve higher recommendation quality than individual algorithms and ensemble methods.
According to the above analysis, we can answer the questions raised at the beginning of this section.
1) AMRE outperforms eleven individual well-known CF algorithms in terms of Accuracy, Recall and F1-measure on four datasets. 2) AMRE outperforms two classical ensemble methods in terms of Accuracy, Recall and F1-measure on four datasets.
V. CONCLUSION AND FURTHER WORK
In this paper, we proposed AMRE with three parts, namely a set of agents, a reward-function and a roulette. AMRE obtains appropriate predictions by adaptively switching among recommendation algorithms. Experimental results show that AMRE is superior to well-known CF algorithms and classical ensemble methods in terms of Accuracy, Recall and F1-measure. Since AMRE is based on realtime feedback from users, it is especially suitable for online recommendation.
The following research topics deserve further investigation.
1) New agents with diverse base recommendation algorithms. For better recommendation, we will integrate more types of recommendation algorithms into AMRE. 2) New selection strategies for the roulette. One way of improving the effectiveness of AMRE might be weighted selection strategies. We hope that this work opens a new door to adaptive learning for recommendation problems. 
