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Let 
equation 
be a domain in R" and let m e N  be given. We study the initial-boundary value problem for the 
~ ( t ,  X, Dirnu(t, x), fi:atu(t, x), a:u(t, x)) =f(t, X) 
with a homogeneous Dirichlet boundary condition; here u is a scalar function, 6:u := (~u),,,,, and 
certain restrictions are made on F guaranteeing that energy estimates are possible. We prove the existence 
of a value of T > 0 such that a unique classical solution u exists on [0, T ]  x R. Furthermore, we show that 
T +  a, if the data tend to zero. 
1. Introduction 
Let R be a domain in R" and let m e  N be given. For every sufficiently smooth 
function u defined on [0, T ]  x i2 we set 
g u ( t ,  X)  := (fi:"u(t, x), O:a,u(t, x), a:u(t, x)). 
In this paper we study for a scalar function u the mixed problem 
F ( t ,  x, %4t, x)) = f ( t ,  x) in [0, T ]  X Q  (1.1) 
on [O, T ]  x aQ (1.2) 
u(0, x) = U O ( X ) ,  a,u(0, x) = u ' ( x )  in R (1.3) 
- D m - 1  u ( t , x )  = o  
under certain restrictions on F guaranteeing that (1.1) is a non-linear wave equation, 
For example, 
~ ( t ,  x, g u ( t ,  x)) = a:u(t, x) - c a,(t, x, D:u(~, x))gu(t, x)  ( 1.4) 
( U I Q Z  
where the coefficient a, have to obey a special ellipticity condition (compare (2.16)). 
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The restrictions made on F can be roughly described as follows. Differentiating (1.1) 
with respect to t and dividing the result by aF/a(a:u) we obtain 
a:u(t, x )  + d,( t )a*u(t ,  x )  + @,(t)a:u(t, x )  = g u ( c ,  x )  (1 3) 
in [0, T ]  x Q here du( c ) and 9,,( t )  denote families of spatial operators of order 2m 
and in, respectively, having coefficients depending on ( t ,  x ,  9 u (  t ,  x ) ) ,  and gu is suitably 
defined (compare (2.7)-(2.11)). We suppose that du( t )  is uniformly strongly elliptic for 
every t E [O, TI. Furthermore, we assume that there exists a (not necessarily positive) 
constant c E [w such that 
Re(a,(c)rp,rp) ~ ~ 1 1 r p 1 1 ~  for rp~fi"'(a), ~ E C O ,  T I ,  (1.6) 
where ( . , . ) and 11 . I( denote the inner product and the norm in L2(R), and k"(n) 
denotes the closure of C;(C2) in the mth Sobolev space Hm(R). We mention that (1.6) 
holds in the case in = 1 if only F is supposed to be real valued. For details compare 
section 2 and especially Assumption 2.1. 
We prove the existence of a T > 0 such that (1.1)-(1.3) has a unique solution 
with k 2 [n/2m] + 6 (  [ r ]  := max k E N : k < r}). Then u is a classical solution (com- 
pare Lemma 5.1). For functions UEV! we understand (1.2) in the sense that 
u ( t )  = u(t ,  .)E iim(n) for t E LO, T I .  (1.8) 
We require that the solution u of (1.1)-(1.3) satisfies 
for a given M > 0, since the properties of du and Bu mentioned above will only be 
supposed if u satisfies (1.9). In order to guarantee (1.9) we have to assume that the data 
(and F) are suitable. 
Definition 1.1. Let u0~C2"'(fi) ,  u ' ~ C ' " ( f i )  and f eC([O,  T ]  xf i ) .  We say that 
(uo, u ' , f )  E 9 if and only if there exists a u2 E C(fi) such that 
F(0 ,  x ,  fi:'"uo(x), DFu'(x), u 2 ( x ) )  = f ( O ,  x )  in R, (1.10) 
sup(lfi:"u0(x)l + ( f i ,"u ' (x)(  + lu2 (x ) l )  i i M .  
x r R  
Now we can formulate the main theorem of this paper: 
(1.11) 
Theorem 1.1. Let k 2 k, := [n/2m] + 6 and M > 0 be given. Assume chat F satisfies 
Assumption 2.1 and that u o ~ H k m ( R ) ,  u' EH(~-')'"(R),  fEV;-2 n Ck--'([O, T I ,  L2(Sl))  
such that ( uo, u ' ,  f )  E 9 satisjies the natural compatibility condition of order k (compare 
section 3). Then there exists a T'E(O, T ]  depending only on 
(1.12) 
(and F ,  R, M )  such that (1.1)-(1.3) has a unique solution UE%!+, which is a classical 
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solution. If the assumptions are satisjed jor  every k 2 k,, then 
uEC03([0, T'] xf i ) .  (1.13) 
Remark (1) The regularity conditions made on uo and u1 are necessary conditions for 
a solution u to be in %?$, as will be shown in section 3. Therefore, we can continue the 
solution u for t > T' by Theorem 1.1 as long as sup IQu(t, x)l < 4M. If Assumption 
2.1 is satisfied for every M > 0, then we can continue the solution until a blow-up 
occurs. 
Remark (2) In addition to Theorem 1.1 we prove that 
X € i i  
T' 2 O(log1ogN-') as N 1 0  (1.14) 
(compare section 7). 
Remark (3) If problem (1.1)-(1.3) is quasilinear as in example 2 at the end of the 
section 2, it suffices to suppose that k 2 k,  1 in Theorem 1.1. This can be shown by 
a modification of the proof of Lemma 6.1. 
In the case m = 1, k 2 [n /2]  + 8, Theorem 1.1 has already been proved by Shibatah 
and Tsutsumi [7]. In addition to generalization of their result to higher values of m we 
give a simpler proof, which makes possible the estimate (1.14). 
The proof of Theorem 1.1 is based on the following idea: let u E %?$? be a solution of 
(1.1)-(1.3). Differentiating (1.1) with respect to t we obtain (1.5). We set u := a,u and 
conclude that 
(1.15) 
a:u ( t )  + d , ( t ) o ( t )  + ~@~(t)a,u(t) = gu(t)  for te[O, TI, 
U ( t ) € P I " ' ( Q )  for t E [0, TI, 
u ( 0 )  = ul, a,u(o) = u2, 
u ( t )  = u0 + J: ~ ( t )  d t  for C E  [0, TI. (1.16) 
Here we omit the variable x and understand the equations in &(a). Then (u, u )  
(sufficiently smooth) is a solution of (1.15) and (1.16) if and only if u = a,u and u solves 
(1.1)-( 1.3). 
We define a mapping 0 : u H 0[ u ]  by 
0[u](t):= uo + l u ( r ) d r  for ~ E [ O ,  T I ,  (1.17) 
where u is the unique solution of (1.15). By an existence theorem for linear equations 
contained in [6] it follows that (D is a mapping from 
k 
j= 1 
I 
59; := n Cj( [0, TI,  H"-""'(Q)) (1.18) 
into itself. Note that C([O, TI, H'"'(f2)) does not contain @\, but W$. By energy 
estimates it follows that 0 is a contraction. This will give us the existence and 
uniqueness of a fixed point u€@? of 0 for some T' > 0, which is a solution of 
(1.1)-(1.3). The higher regularity of u can be proved by induction in the same time 
interval [0, T']. 
486 P. Lesky Jr. 
This method could also be applied to hyperbolic systems and to hyperbolic 
equations with non-linear boundary conditions. In a conference in March 1990 the 
author learned that H. Koch [ 5 ]  uses the same idea to study equations of second 
order (m = 1) with non-linear boundary conditions. 
The author is thankful to Prof. Leis for giving him the opportunity of staying one 
and a half year in the stimulating atmosphere of his group. 
This paper was partially supported by the Deutsche Forschungsgemeinschaft 
(SFB 256). 
2. Notation and assumptions 
By R we denote a domain in R" having a smooth boundary aR E C such that aR is 
bounded (or empty) or such that R has the form 
= R"' x nl (2.1) 
with bounded nl c R"-"'. The set Cg(R) consists of all the infinitely many differ- 
entiable functions having compact support in R. Futhermore, let 
C',(R):= (cp~Cj(R):atcp is bounded in R for a E N z ,  la1 ~ j } ,  
where (a1 := a1 + . . + a,,. For every sufficiently smooth function cp we set 
Dicp := (3:cp:aE N;, la1 = j ) ,  Dicp := (a",:aE N;, la1 ~ j )  (2.2) 
( j E  N). By ( . , . ) and [I . I( we denote the inner product and the norm in &(a), and 
11 . /I denotes the norm in the jth Sobolev space Hj(R). 
If u E %': (compare (1.7)), then 
k 
j = O  
l u ( t ) l k : =  ~ ~ a ! u ( f ) ~ ~ ( k - j ) m  for t E I O ,  (2.3) 
For U E @ $  (compare (1.18)) we set 
k 
lu(t)l;:= 1 I l a ! ~ ( t > l l ( k - ~ ) m  + ~ ~ u ( t ) l ~ ( k - l ) m  
j =  1 
= l a t u ( f ) l k - l  + ~ ~ u ( t ) ~ ~ ( k - l ) m  for tE[o, (2.5) 
IIIUIIIi,T:= l u ( t ) l ; .  (2.6) 
[O, TI 
In order to pose the assumptions to be made on F ,  we set p := ( p o ,  pl, p2) with 
po = (&): JaJ  < 2m), p1 = (p\#): 1/31 < m) and pg), p$#), pz E @. This notation means 
that in the case p = 9 u ( t ,  x) we have pg) = a:u(t, x), p i f i )  = a$a,u(t, x) and 
p2 = a:u(t, x). The operators d, and 33, used in (1.5) and (1.15) are given by 
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where 
(2.9) 
(2.10) 
Furthermore, gu used in (1.5) and (1.15) is given by 
Note that %(t, x )  has 
u(n,m):=( 2m + n ) + (  m + n  ) + 1  
(2.12) 
components. We impose the following conditions on F.  
Assumption 2.1. Let k E  N and M ,  T > 0 be given. Then 
(i) F~Ckk-Z)m+l ( [ O ,  T ]  x ii x { /4 E Rq(n*m): 1 /4( < M }). 
(ii) F(t ,  x ,  0 )  = 0 in [0, T ]  x fi. 
(iii) a F ( t ,  x ,  p ) / a p z  is real valued and 
(iv) There exists a d2 > 0 such that 
(-1)'"Re a,(t,x,p)5">d2151zm on [ O , T l x ~ x { p : 1 p 1 < M }  
1111 =2m 
for every {E R" (t" := . . . 5:). Furthermore, for every U E % ' ~  (k, := [n/2m] + 4) there exists a d3 > 0, which may depend on IIIuIIIk,, T, such that 
II &.(t) - d,*(t))rp II < d3  II rp I lm for rp eH2"'(n) n hm(n), t E [0, T I ;  (2.13) 
here d . * ( t )  denotes the adjoint operator to dJt) with D ( d , ( t ) )  = HZm(Q) 
n Hm(n). 
(0) For every u E gF there exists a d4 E R (not necessarily positiue), which may depend 
Re (gu(t)rp,  rp> 2 d,llrpI12 for r p e m n ) ,  tECO,  T I .  (2.14) 
with 
Condition (2.14) seems to be complicated. However, in the case m = 1 this condition 
on l l l ~ l l l ~ , , ~ ,  such that 
Condition (2.13) means that the part of d, containing the derivatives 
m + 1 < (a1 < 2m is symmetric. An analogous condition was used in [2]. 
is satisfied for every real-valued F, since 
c (b,(t,. 9 W r ) ) ? h  rp) = - c (rpl a!Cb& * 3 3 4 t ) ) r p I )  
= - 1 (rp, b,(t, f 9 w t ) ) a ! c p )  - 1 <cp, [3!b,(t*. 9 -wl))lrp) 
181=1 I81 = 1 
181=1 181 = 1 
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and therefore 
1 
R e ( g u ( t ) ~ , ~ )  = - 5  C ( ~ , C a ~ b p ( t , . , ~ ~ ( t ) ) l ~ )  + (bo(t9.,gu(t))V, V >  
1,= 1 
2 c II cp II 2. 
In the same way it follows in the case m = 2 that (2.14) holds if F is real-valued and 
satisfies 
(2.15) - C b,(t,  x ,  p ) P  2 0 on LO, T I  x fi x { p :  IPI < M } 
181 = 2 
for every g E R". If m E N and 9 J t )  is elliptic for every t E [0, T I ,  then (2.14) also holds. 
Example 1.  Let F be defined by (1.4). Then Assumption 2.1 is satisfied if 
(CO, TI x f i x  {Po:lPol d M I )  a, cbk - 2)m + 1 
is real valued for la1 = 2 and 
(2.16) 
Example 2. For the quasilinear equation let 
F ( t ,  x, %(t,  x ) ) : =  a:u(t, x )  
3. The compatibility condition 
Let (uo, u 1 , f ) s 9  be given and let UE%; with k 2 [ n / 2 m ]  + 3 be a solution of 
(1.1)-(1.3). Then it holds that u ( t ) ~ h " ( R )  and UEC'-'([O, T I ,  H"(R)). Note that 
this means that there exist functions a i u  E C (  [0 ,  T I ,  H"(R)) such that 
aj-lu(t + h )  - aj-'u(t) 
l l m + O  as h - 0  h 
- ll 
for 0 -= t c T, j =  1 , .  . ., k - 1. If t = 0 or t = T, (3.1) must hold as h 10 or h 7 0, 
respectivEly . 
Since H"(f2 )  is closed in H"(R), we conclude from u ( t ) ~ h " ( R )  and (3.1) that 
a:'u(t)~&'"''R) for t~ [0, T ] , j  = 0,. . . , k - 1.  In particular, we have 
a{u(O)~h"'(R) for j = 0,. . . , k - 1 .  ( 3 4  
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In order to formulate the compatibility condition, we note that aju(0) = u j  for 
j = 0, 1,2, where u2 is given by (uo, u l ,  f ) ~ f  and (1.10) and (1.1 1); the fact that 
a,"u(O) = u2 will be proved by Lemma 3.1 below. We express aju(0) for j  2 3 in terms 
of uo, ul, u2 and$ Differentiating (1.1) with respect to t we obtain 
a:u(t)  = g,,(t) - d , ( t ) a , u ( t )  - B,,(t)a,"u(t) for ~ E [ o ,  r ]  
(compare (1 S), (2.7)-(2.11)). Further differentiation yields 
= a:'-3g,,(t) - C 
v = o  
(3 .3 )  
j - 3  j - 3  
v = o  
u j : = a j - 3 g , , ( 0 ) -  ( ) 
x { [ a ; ~ , ( o ) ] u j - 2 - ~  + [a:.?a,,(o)luj- 1 - v }  (3.4) 
for j  = 3, . . . , k, where we have set Q'u(0) := up for p = 0,. . . , j  - 1 in the coefficients 
of a ; d , , ( O )  and a;.?a,,(O). Note that uj = aju(0) for j = 0,. . . , k from our considera- 
tions. 
Definition 3.1. Let (uo, u ' , f ) ~ S  be given. W e  say that (uo, u ' , f )  satisjes the compat- 
ibility condition of order k E N, i f d ~  H"(l2) for j = 0, . . . , k - 1, where u2 is given by 
(1.10) and ( l . l l ) ,  and ui is dejned by (3.4) for j 2 3.  
Now we show that the solution u2 of (1.10) and (1.11) is unique. 
Lemma 3.1. Assume that uo E C2"'(fi), u1 E Cm(@ f ( 0 ) ~  C(a) and that F satisjes 
Assumption 2.1 for some k 2 2. Let x E be j x e d .  I f  y E 42 solves 
F ( 0 ,  x ,  DfmuO(x), D;u'(x),  y )  = f (0, x), 
lfi,""uo(x)l + I&'u'(x)l + lyl < M ,  
(3 .5)  
(3.6) 
then y is  unique. 
Proof: This proof is the same as a proof in [7]. Let y, ,  y ,  E C be two solutions of (3.5) 
and (3.6). Then it holds that 
loZm~o(~)l + lD;u'(x)l + ly1 + O(y2  - yl)l  < M 
for 0 < 0 d 1. Furthermore, we have 
0 = F(0,  x, i p U O ( X ) ,  D;u'(x), y1)  - F(0,  x, l p U O ( X ) ,  B;u'(x),  y2) 
= - jol g(0, x, %?"uo(~),  &'u'(x), Y, + O ( y ,  - y , ) )  ( y 2  - y , )  dO. 
Since M ( 0 ,  x, p ) / a p ,  > 0, this implies that y ,  = y, .  
Our considerations yield the following lemma. 
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Lemma 3.2. Let k 2 [n/2m] + 3 and M > 0 be given. Suppose that F satisfes Assump- 
tion 2.1 and that u 0 ~ H k " ' ( a ) ,  u 'EH(~- ' )" '  (a), fEU",-2 such that ( u 0 , u 1 , f ) ~ 9 .  If 
UEV';. is a solution of (1.1)-(1.3) with the property (1.9), then it holds that aiu(0) = d, 
where u2 is determined by (1.10)-(1.11) and u j  is given by (3.4) for j = 3,. . . , k,  
Furthermore, (uo, ul, f) satisfes the compatibility condition of order k. 
Let U E  V';. (k 2 [n/2m] + 3) be a solution of (1.1)-(1.3). According to Lemma 3.2 it 
holds that 
Lemma 3.3. Let k 2 [n/2m] + 4 and R > 0 be given and let all assumptions of 
Lemma 3.2 be satisfied. Furthermore, suppose that 
l lUoIIkm + l I U 1 l l ( t - l ) m  + I f ( O ) l k - 2  G R. 
Then there exists a positive number c = c (R ,  k )  such that 
I \Ui I I (k - j )m G C(IIUol lkm + I I U 1 l l ( k - l ) m  + \ f ( o ) l k - 2 )  
forj = 2,. . ., k. 
Proof: At first we prove (3.8) f o r j  = 2. We set 
B := SUP { IV, F ( 0 ,  X, p)l : x E a, Ip (  G M}, 
where V, F := (aF /app ,  aF/ap\@), aF/ap2 : 1 a I s 2m, 1 G m). Furthermore, we set 
%(O, x )  := (@'uo(x) ,  Dyu'(x), u2(x ) ) .  Let X E R  be fixed. From F ( 0 ,  x, 0) = 0 and 
(1.10) we conclude that 
f (0 ,  x) = F(O, x ,  9 4 0 ,  X I )  - F(0, x, 0) 
= V,F(O, x, @9u(O, x))@:muo(x), Dyu'(x) ,  u 2 ( x ) )  (3.10) 
for some Oe(0, 1). Note that (aF/ap,) ( t ,  x, p )  2 d ,  > 0 by Assumption 2.1. Hence we 
obtain from (3.9) and (3.10) that 
(3.11) lu2(x)1 < d; 'C l f (O ,  x)l + B(Ifi l"uO(x)l  + I ~ W ( X ) l ) l  
for X E R .  This implies that 
II u2 II C( IIf(0) II + II uo II 2m + II u1 II m).  (3.12) 
We differentiate (1.10) with respect to xi and divide the result by aF/ap2.  This yields 
for X E R ,  i = 1,. . . , n. It follows by induction that 
1. 
Y j =  1 
a:u2(x)  = C hV'(0, X ,  9u(O, x)) n [ D i ( D l m u o ( ~ ) ,  D:u'(x),f(O, x ) ) I Y J  
(3.13) 
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for xeR, (a (  < (k - 2)m, where the summation extends over ally = ( y l , .  . . , yIaI) with 
l m l  
1 < 1 j I r j i  IaI 
j =  1 
and functions hr) consist of derivatives of F. Note that (k - 2)m 2 [n /2 ]  + 2 and that 
atF(0, x, 0) = 0 on a. With Corollary A.4 and Lemma A.6 we obtain that 
(3.14) IIazu211 G ~ ( ~ ~ u o ~ ~ k m  + IIul I I ( k - l ) m  + I I f ( O ) I I ( k - 2 ) m )  
for JaJ  < (k - 2)m. This together with (3.12) proves (3.8) for j = 2. 
In order to prove (3.8) f o r j  2 3 we rewrite (3.3) for t = 0 as 
j -  2 
Y i =  1 
a;u(o, X )  = 1 ?yo, X, ~ U ( O ,  x)) n (DxzmUi(x), D:u~+~(x),  a:f(o, X ) ) Y (  
( j  = 3 , .  . , , k); here the summation extends over all y = ( y l , .  . . , y j )  with 
and the functions h7;" consist of derivatives of F. In order to apply Lemma A.6 to the 
product in (3.15) we have to set 
(Dfmur'~, f i ~ u ~ / ~ + l ,  a ; l m f ( ~ ) )  for r = im, i = 1,. . . , j - 2, 
( 0  otherwise. w, := 
Then we obtain from (3.15) by Corollary A.4, Lemma A.6 and Lemma A.2 (for 
functions that are constant in t )  that 
(3.16) ( j -  i = l  ) l I U j I I ( k - j ) m  G c 1 I IUiI l (k - i )m + I f ( o ) l k - 2  . 
From this (3.8) for j = 3, . . . , k follows by induction. 
the compatibility condition of order k. 
We conclude this section by proving the existence of data (uo, u ' , f )  E 9 satisfying 
Lemma 3.4. Let k 2 [n/2m] + 3 and M > 0 be given. Suppose that F satisfies Assump- 
tion 2.1 and that u 0 ~ C ~ ' " ( Q ) ,  u ' E C ( ~ - ' ) ' "  (a), f ~ C ( ~ - ~ ) " ( [ 0 ,  T ]  x a )  such that 
f ( 0 ) ~  Cf-')"'(a) and 
where B is defined by (3.9) and dl is given by Assumption 2.1. Then it holds that 
(uo, u 1 , f ) e , 9  and u j ~ C f - j ) " ' ( Q )  c k"'(f2) for j = 2, . . . , k - 1. I n  particular, 
(uo, ul, f )  satisjies the compatibility condition of order k. 
Proof. Let 
S := { x E R: there exists a y = y ( x )  E C such that (3.5) and (3.6) hold}. (3.18) 
Note that S' := { XER: uo(x) = u'(x) -f(O, x) = 0} t S, since F(0,  x ,  0) = 0 and 
therefore y ( x )  = 0 on S'. 
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By the implicit function theorem it follows that S is an open subset of R with respect 
to the usual metric on R c R". In fact, if x E S, then (aF/ap2) (0, x, p) 2 d ,  > 0 and the 
implicit function theorem implies the existence of a neighbourhood U of x and a 
solution Y E C ( U )  of (3.5). By (3.11) and (3.17) we obtain that l o f m u O ( x ) l  
+ l@'u'(x)l+ ly(x)l  < 4 M  on U.  Hence we have U c S. Moreover, we obtain that 
y € C ( S ) ,  since the solution y of (3.5) and (3.6) is unique by Lemma 3.1 and since for 
every x E S there exists such a neighbourhood U with y E C (  U ) .  
On the other hand, since Y E  C(S) ,  it follows from the continuity assumptions made 
on F, uo, u1 andf that S is a closed subset of R. Thus S = R and Y E  C(R). Since S' c S, 
we have y ~ c ~ ( R ) .  Setting u2 := y we obtain (uo, ul, f )eY.  Using (3.13) and (3.15) we 
conclude that U ~ E  C$-j)'"(R) for j = 2, . . . , k. Hence Lemma 3.4 is proved. 
4. The existence of the fixed point of 0 
In this section we study the mapping @, which is defined by (1.17) and (1.15). First 
we prove the following Lemma. 
Lemma 4.1. Let k 2 [n/2m] + 5 and M > 0 be given. Suppose that F satisjies Assump- 
tion 2.1 and that u o ~ H k m ( R ) ,  u1 E H ( ~ - ' ) ~ ( R ) , ~ E V ? ~ - ~  n Ck- ' ( [O ,  T I ,  Lz(R)) such 
that (uo, ul ,  f) E 9 satisfies the compatibility condition of order k (compare Definitions 
1 .1  and 3.1). Then for every suflciently large R > 0 there exists a T, > 0 such that 
maps 
(4.1) 
into itself; where d is giuen by ( 1 .  lo), ( 1 . 1  1) and (3.4)forj 2 2. Here T, depends only on 
R, k and 
- 
A ( R ,  T,) := { U E V ? ~ ~ : ~ ~ ~ U ~ ~ ~ ~ ,  < R,  a;u(O) = ~ ' ( j  = 0,. . . , k - l ) }  
Kk = lu(O)1; + JOT I ( a 1 f ( ~ ) l k - 3  + IIa:-'f(z)Il)dz + l i l a t f l l l k - 3 . T  (4.2) 
where 
Proof: We suppose that R, T, > 0 are arbitrary, but fixed. Let u E &(R, T,) be given. 
In a first step we show that u satisfies (1.9) for sufficiently small T,. 
By Sobolev's lemma we obtain for ( t ,  x )  E [0, TI 3 x fi that 
i gu( t ,  x )  - w o ,  X ) i  = ia,aJ(ot, x) i t  G c1  iiiuiii;,T,t G clRT,.  (4.3) 
Since I9u(O,x)\  < $ M  for X E G  by ( l . l l ) ,  it follows that I9u( t ,x ) l  G M for 
( t ,  X ) E  [O, T I ]  x fi if TI < M/2c1 R. 
In the next step we prove @ [ u ]  E@., . Consider (1 .1  5). Formally differentiating this 
equation j - 2 times with respect to t and comparing the result with (3.4) we conclude 
that (formally) 
(4.4) aju(o) = ~ j +  E Pim(n), j = 0,. . . , k - 2. 
Hence (ul, u2, 9.) satisfies the natural compatibility condition for problem (1.15) of 
order k - 1. From (2.9) and Lemma A.l  we obtain - 
a,(. , . , 9 u )  - a , ( .  , . , O)EV~,T'. 
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The same holds for b,. From (2.1 1) we obtain by Lemma A.l and Corollary A S  that 
g u ~ @ ~ ; z  c q y n ~ ~ - ~ ( [ o ,  TJ, ~~(0)). 
From the linear existence theorem ( (1 .1)  in [6]) it follows that (1.15) has a unique 
solution u E W!; I .  Therefore (4.4) holds. Furthermore we conclude from (1.17) and 
U E W ~ ~ T ; ~  that @[U]EC([O, T,], H(k-l)m(D)), a,@[u] = UE%\;'. This proves that 
@[u]E@+,. Note that we have 
a:'@[u](O) = uj for j = 0,. . . , k - 1 (4.5) 
by (1.17) and (4.4). 
In the next step we prove @ [ u ] ~ d ( R ,  Tl). We suppose that Tl < 1, TL< 1/R. By 
dj ( j  = 1, 2,. . . )  we denote positive constants depending only on k and N,. It holds 
for ~ E [ O ,  Tl]. With Lemma 8.1 we obtain that 
laa(t,- , ~ u ( t ) ) - a a ( t , . , O ) I k - 3  Gd2, (4.7) 
la,(t,. , W t ) )  - aa(t,. 9 0)Ii-z G d j  R (4.8) 
for ~ E [ O ,  TI]. The same estimates hold for b,. We apply Theorem 1.1 of [6] to (1.15). 
This yields 
(4.9) 
1 lU(t)lk-l < d ~ % e x p ( ~ 2 ~ )  l u ( o ) l k - l  + c2 ( ~ ~ a ~ - 2 g u ( 7 ) ~ ~  + [ l: 
+ d51gu(t)lk-3 
for ~ E [ O ,  T,] ,  where c2 = c 2 ( R ) .  Note that 
I O(O)lk- I = lazu(o)lk- 1 < 13k 
and that by Lemma A.l and Corollary A S  
lgu(t)lk-3 d6, 1; (ll~:-2gu(T)ll + Isu(T)lk-3)d7 < d7Tl + d,RTl 
for ~ E [ O ,  T']. Hence it follows from (4.9) that 
I4t)lk-l G d, + dloexP(c2t)(l + CZTl(1 + R ) )  
for ~ E [ O ,  TI]. With (1.15) we conclude that 
I@[uI(t)L < I I U o I I ( k - l ) m  + IIU(T)II(k-l)rndT + I~(t)It-l 
~ d l l + d l o e x p ( c 2 t )  1 + -  ( l + c z T l ( l + R ) )  (4.10) 
c 
( cl2) 
for te[O, TI]. Note that c2 in (4.9) can be chosen so that c2 2 1. Furthermore, note 
that d,, and d,, depend only on k and I?&. We suppose that 
(4.1 1) R 2 dl, + a l o e ,  
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(4.12) 
Then (4.10) implies that I l l @ [ ~ ] l l l ; , ~ ,  < R. This together with (4.5) proves that 
@ C u l e A ( R ,  Tl). 
The next lemma contains the contraction property of @. 
Lemma 4.2. Let all assumptions of Lemma 4.1 be satisjied. Furthermore let R > 0 be 
given. Then there exists a T2 > 0 such that 
lll@[ull - @[u21111;- l ,T2  zlllul 1 - u 2 ~ ~ ~ - k - l , T z  (4.13) 
for all u l ,  u , E A ( R ,  T z )  with @Cull ,  @[u,]  E A ( R ,  Tz). Here T2 depends only on R, k 
Remark. If U E A ( R ,  T,), then @ [ u ] E A ( R ,  T2) if and only if Ill@[~]111;,~, G R. 
Proof of Lemma 4.2. We suppose that T2 > 0 is arbitrary, but fixed. We set 
uj := a,@[uj] ( j  = 1, 2). Then we have 
and ~ ~ ~ a I f ~ ~ ~ ~ -  3 ,  T'  
l u j ( t ) l k - l  I @ ' C u j l ( t ) l k  G (4.14) 
fortE[O, T 2 ] ; j =  1,2.Letw:=ul -u2.Sinceujsatisfies(1.15)withu=uj(j= 1,2),it 
holds that 
aTw(t) + .dUI( t )W(t )  + g'. ,( t)a,w(l)  
(4.15) 
(4.16) 
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Using (1.1 7) we conclude that 
rt 
< ( d ,  t d9)(T: + T2)exp(d8 TZ)lllul - U 2 1 1 1 ~ - 1 , T ~  (4.19) 
for t E [0, T,].  We choose T, > 0 so small that 
( d ,  + d , )  ( T :  + Tz) exp(d8 T2) G +. 
Then (4.19) implies (4.13) and Lemma 4.2 is proved. 
By Lemma 4.1 and Lemma 4.2 we obtain the existence of a fixed point of Q, in the 
following way: suppose that all the assumptions of Lemma 4.1 are satisfied. Let 
u ~ E @ $  be a function with @(O) = ui for j = 0,. . . , k - 1 (compare, for example, 
Lemma A.8). We choose 
(4.20) 
where d, and dlz are the constants of (4.1 1). Note that R depends only on k and Ek. 
Furthermore, we set 
(4.21) 
with T,, Tz being the numbers of Lemma 4.1 and Lemma 4.2. Then the following 
statements hold: 
R : =  max (IIl~ollli.T,dlz + 2dlle}, 
TI:= min { T,, T . } ,  
(i) &(R, T') # @ (since ~ , E & ( R ,  T'). 
(ii) CD maps &(R, T') into itself. 
(iii) For u l ,  uz E &(R, T') (4.13) holds with T, being replaced by T'. 
The proof of Banach's fixed-point theorem yields the existence of a fixed-point 
In order to prove the uniqueness of a fixed point of $ in @;,, we suppose that all the 
assumptions of Lemma 4.1 are satisfied. Let ul, u2 E g$ be two fixed points of CD. We 
u € @ y  of a). 
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choose 
R := max { l l l ~ l l l l i , T ' Y  lll~,lll-,,.~~. 
By O [ u j ]  = uj (j = 1,2) and Lemma 4.2 it follows that ul(t)  = U , ( t )  in some interval 
[0, T, ] .  Note that T, > 0 depends only R. Hence a further application of Lemma 4.2 
yields u l ( t )  = u, ( t )  in [0, 2T,]. After a finite number of steps we obtain u l ( t )  = u,( t )  
in [0, T ' ] ,  We have proved the following theorem. 
Lemma 4.3. Let all the assumptions of Lemma 4.1 be satisjied. Then there exists a 
T' > 0 depending only on k and i k  such that 0 has a j x e d  point u E @""T; '. If k 2 [ n/2m] 
+ 6, then this fixed point is unique in @$: I .  
5. The fixed point of @ and the solution 
Let UE@; with k 2 [n/2m] + 4 be a fixed point of 0. Note that 
D;!%uEC;-j([O, T ]  x f i )  j = 0, 1, 2 (5.1) 
by the following lemma: 
Lemma 5.1. Let k 3 k ,  := [n/2m] + 1 and let uu~%'Rk,. Then it holds that 
D;!"uE CE-kz-j([O, T ]  x fi) j = 0,. . . , k - k, .  (5.2) 
We shall give the proof of Lemma 5.1 at the end of this section. Consider the fixed 
point UE WRk, of 0. It follows from the definition of 0 that (u,  u )  = (u,  a ,u)  is a solution 
of (1.15) and (1.16). By the definition of d,, a, and gu (compare (2.7)-(2.11)) we obtain 
from u = a,u and (1.15) that 
o = 1: [a:U(T, X )  + d , ( z ) a , u ( z ,  x )  + a',(z)a:u(t, x )  
= W ,  X, %(t,  x)) -f ( t ,  X) - F(O, X, 9 4 0 ,  x)) +f(O, x)  
for (t, x) E [0, T ]  x S Z .  Taking into account the fact that F (0, x, %(O, x ) )  = f (0, x )  by 
(l.lO), we conclude that ( 1 . 1 )  holds 
Note that a , u ( t )  = u ( t ) ~ f i " ' ( S Z )  n Cp(fi) for t E  [0, T I .  Therefore, the following 
relation holds: 
- 
D : - l u ( t ,  X) = 0 on [O, T ]  x 3R. 
Since the same holds for u o ( x ) ,  we obtain from 
u(t ,  X)  = u 0 ( x )  + U(T, X) dz J: 
that u satisfies (1.2). Furthermore, (1.3) holds. Hence u is a classical solution of 
(1.1)-(1.3). In addition to this it follows from Lemma A.7 that uEVk,. 
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On the other hand, every solution U E W ;  of (1.1)-(1.3) is a fixed point of 0, which 
follows from the construction of problem (1.15) and (1.16). Together with Lemma 4.3 
we have proved the following lemma. 
Lemma 5.2. Let all assumptions of 4.1 be satisfied. Then there exists a T' > 0 depending 
only on k and i k  such that (1. I)-( 1.3) has a classical solution, u E 'X;; '. Furthermore, it 
holds 
( [ O , T ' ] x n )  for j=O,  . . . ,  k - k , - 1  (5.3) fi.imu C i - k z  - 1 - j  
(k, = [ n/2m] + 1). I f  k 2 [n/2m] + 6, then u is unique in U",; I .  
Remark. Lemma 5.2 differs from Theorem 1.1 in two points. First, if all the assump- 
tions of Theorem 1.1 are satisfied, then Lemma 5.2 gives a solution u E @: instead of 
u E%'$,. The second difference is that T' in Lemma 5.2 depends on k. Both problems 
will be solved in the next section. 
Proof of Lemma 5.1. We prove that for U E  C( [0, TI,  Hkzm(Q))  that the following holds: 
u E C,( [O ,  T ]  x fi). (5.4) 
U ( ~ ) E H ~ Z ~ ( O )  c ~ , ( f i )  for ~ E [ o ,  T I .  (5.5) 
l u ( t l ,  - u ( t 2 ,  x)l cllu(tl) - u ( t Z ) l l k 2 m  + as l l  + l 2  (5.6) 
Note that k2m 2 [n /2]  + 1 .  Hence Sobolev's lemma yields 
Moreover, we obtain that 
for x E fi. Since (5.6) is uniform with respect to x E & we conclude from (5.5) and (5.6) 
that (5.4) holds. 
Letk 3 k, ,u~%'$ .Theni tho lds thata~D~~j"afu~C([O,  T],Hk2'"(R))forIaI + i < k 
- k, - J .  Thus we obtain by (5.4) that (5.2) is valid. 
6. Higher regularity and the proof of Theorem 1.1 
The gap between Lemma 5.2 and Theorem 1 . 1  will be bridged by the following 
lemma. 
Lemma 6.1. Let k 2 k, = [n /2m]  + 6 and let all the assumptions of Lemma 4.1 be 
satisfied. I f u ~ % ; - '  is a solution of(1.1)-(1.3), then U E V ~ , .  
Before proving Lemma 6.1 we consider Theorem 1.1. Let k 2 k,  and let all the 
assumptions of Theorem 1 . 1  be satisfied. Lemma 5.2 gives us the existence of a T' > 0 
such that (1.1)-(1.3) has a solution UEW$?-'. This T' depends only on Note 
that ik0 < cN by Lemma 3.3. Hence T' depends only on N. From Lemma 6.1 we 
obtain that u E %'?,. Further application of Lemma 6.1 yields successively 
u ~ % ' l r T q + I ,  . . . , W;.. Finally it follows from Lemma 5.1 that u has the regularity 
property (5.2), so that (1.13) follows if the assumptions of Theorem 1 .1  are satisfied for 
every k 2 k,. This proves Theorem 1.1. 
Proof of Lemma 6.1. This proof is a modification of a proof contained in [7]. Let 
UE'XL,-' be a solution of (1.1)-(1.3). Then (1.15) and (1.16) hold with u = a,u. We 
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with iia and &, being defined analogously to 2. We set w ( t )  := a:u( t )  and rewrite 
(6.1) as 
a:w(t) + M ( t ) a , w ( t )  + .w(t)a:w(t) 
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and 
q t )  = c g,(t)a: 
l y 1 6 2 m  
:= 2[afdu(t)J - V,,g(t,. , Q u ( t ) ) . f i : "  
C [a:a,u(t)]V,,aa(t, . , g u ( t ) )  .D:" 
[aga:u(t)]V,,b,(t,. , W t ) )  .D,'". (6.8) 
+( la1 Q 2 m  ) 
+ ( 181Qm ) 
Note that ah(t) = aa( t , .  , Q u ( t ) )  for lor1 = 2m, so that d ( t )  is a family of uniformly 
elliptic operators. Furthermore, bb(t) = b,(t, . , g u ( t ) )  for IBI 2 1. Hence (2.14) holds 
with BJt) being replaced by # ( t ) .  From Lemma A.l  and Corollary A.3 we obtain 
that h ~ % ? ' k , - ~  and that the coefficients a:(t) have a representation 
(6.10) 
The same holds for bb(t), g,( t ) ,  a,b,(t,. , Q u ( t ) ) .  
linear problem 
From (1.15) and (6.4) we conclude that w = l Y f  u E %'$- is a solution of the following 
a:w(t) + . d y t ) a , w ( t )  + Byt)a:w(t) 
= h ( t )  - 9 ' ( t ) w ( t )  - 2[a,&?,,(t)]a,w(t) (6.1 la) 
w(t)Eplm(R) for t E [0, TI, (6.1 1 b) 
w(0) = u2, a,w(o) = u3, a fw(0)  = u4. (6.1 lc) 
We prove the existence of a solution  WE^^-' of (6.11) by the method of successive 
approximation (compare [3]). Let w ~ E % ' ! + - ~  with aiwo(0)  = uJ+2  for j = 0,. . . , 
k - 3 (compare Lemma A.8). We define wj  f o r j  2 1 successively by 
for t € [ O ,  TI, 
a:uj+l(t) + d ' ( t ) u j + l ( t )  + *(l)aruj+l(t)  
= h ( t )  - S ( t ) w j ( t )  - 2[a,&tU(t)]a,wj(t)  for CECO, T I ,  (6.12a) 
uj+ l ( t ) ~ f i ~ ( ~ )  for t E [ O ,  TI, (6.12b) 
uj+l(o) = u3, a,uj+,(0) = u4, 
f t  
(6.12~) 
wj+,( t ) := u2 + u j + , ( ~ ) d t  for te[O, TI.  (6.13) 
J O  
We prove wj E @;-' by induction. Let wj E @$-2, then 
h - q - ) w j  - 2 [ a , ~ , , ( . ) ] a , ~ ~ ~ G $ - ~ .  
We apply Theorem 1.1 of [6] to problem (6.12) and obtain u j + ,  E %$-3. Hence (6.13) 
implies wj+ E gk-2. 
Note that a;wj(0) = uV+* ( v  = 0,. . . , k - 2) for every j~ N. We consider the 
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differences uj+ - uj ,  wj+  - wj. The following relations hold 
r e  + .ew + 9 3 ~ 4 1  - u j ( t ) ~  
= { - q t )  - 2[a,w,(t)]a,) [wj(t) - wj- l ( t ) l  for t E [o, TI, (6.14a) 
u j + , ( t )  - u j ( t ) E i i m ( n )  for t E [0, T I ,  (6.14b) 
quj+ l(o) - ayuj(o) = o for v = 0,. . . , k - 2 (6.14~) 
and 
wj+ ' ( t )  - wj(t) = [ u j + l ( t )  - u j ( t ) ]  dt  for ~ E [ O ,  TI. (6.15) s: 
With Corollary A.3 we conclude that 
I{g(t) + 2[azgu(t)Iar} ( W j ( t )  - Wj-l(t))l- i-4 c , lwj(t)  - wj-l(t)l- i-Z, 
I {g(t )  + 2Caf%,(t)iat) ( w j ( t )  - wj-l(t))lk-5 c Z l w j ( t )  - W j - l ( t ) l k - 3  
< c2 1: Iwj( t )  - W ~ - ~ ( T ) I ; - - ~  dt. 
Applying the energy estimate of Theorem 1.1 in [6] to (6.14) we obtain that 
Iuj+l ( t )  - u j ( t ) l k - 3  G c3  Iwj(r) - Wj-l(T)lwk-2d0 J: 
with c3 > 0 depending on T. With (6.15) it follows that 
with c4 := c3 T. By induction we obtain from (6.16) that 
(6.17) 
for t E [0, TI. This implies that { wj} converges in Y)-'. We denote the limit by w. 
Since uj  = a,wj, the sequence { u j }  converges in %\-3 to a,w. Hence it follows from 
(6.12) and (6.13) that WE@%-' is a solution of (6.11). 
It remains to be shown that w = a: u. Let w('), w(')E %?)-3 be two solutions of (6.1 1). 
Then (6.14) and (6.15) hold with wj - wj- 1, uj+  - uj and wj+ - wj being replaced by 
w(') - w ( ~ )  9 ,  a w(') - & w ( ~ )  and w(') - w ( ~ ) ,  respectively. The same argument that leads 
to (6.17) gives us 
for everyjE N. It follows that w(') = w('). This proves a:u =  WE@)-^. 
We rewrite (1.15) as 
&,,(t)a,u(t) = g, ( t )  - a:u(t) - Bu(t)a:u(t).  (6.18) 
Differentiation with respect to t yields 
.e.(t)a:u(t) = a,g,(t) - a;'u(t) - g u ( t ) a : u ( t )  
- raZ&.(t)iafu(t) - ~ ~ , , ~ t ) i a : ~ ( t ) .  (6.19) 
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Taking into account that u E%;- ' ,  a;u E@$-' we conclude that the right-hand side of 
(6.19) is an element of C([O, TI, H(k-4)m(R)). The elliptic regularity theory (compare 
[6]) yields a:uEC([O, TI, H(k-Z)m(f2)). Hence we have a,2uE%'$-2. 
In the same way we conclude from (6.18) that a,u~%';-- '  and therefore UEG?;. 
Finally, it follows by Lemma A.7 that u E Gf\. 
7. The existence interval for small data 
In this section we study solutions UE%$ ( k  2 k,) of(l.1)-(1.3) with I I I u I I I ; , , ~  < Ro,  
where R, > 0 is chosen so that 
I%(t,x)l < c l l ~ u ( t ) l l ~ ~ o ~ 3 ~ m < c R o  <iM for(t,x)e[O,T]xfi (7.1) 
by Sobolev's lemma. We suppose that all the assumptions of Theorem 1.1 are satisfied 
for every T > 0 and that 
- ko , 
:= ~ ~ u J ~ ~ ( k o - j ) m  + ( l a r f ( t ) l k o - 3  + IIa?-'f(t)ll)dL 
j = O  
According to Theorem 1.1 there exists a T > 0 and a solution UE%! of (1.1)-(1.3). 
Since lu (0 ) l io  < < $Ro by (7.2), we can choose T so small that I u(t)l-k, < R, for 
~ E [ O ,  TI.  We use @[u] = u to prove an a priori estimate for lu( t ) l ; , .  
By (4.9) and u = a, @ [ u ]  we have 
l a r @ C u l ( t ) l k ~ - l  < dl exp(dZt) ~ a t @ [ u l ( o ) ~ k ~ - l  [ 
+ J;(llaY2gu(T)ll + lgu(T)lko-3)d~ + d31su(t)lk,-3 for tECO,  TI. 1 (7.3) 
Here and in the following we denote by d j ( j  = 1,2, . . .) positive constants that can be 
chosen independently of all UE%; with JJJuJJJ;,,~ < R,. From (2.11) and a,F(r, x,O) 
= 0 on [0, T] x fi we conclude by Lemma A.l and Corollary A.4 that 
I g u ( t ) l k o - 3  < d 4 ( l a r f ( t ) l k ~ - 3  + l u ( t ) l k ~ - l ) ~  
IIa?-2gu(t)II < d S ( I a r f ( t ) I k o - 3  + IIaP-'f(t)II + I ~ ( t 1 I - k ~ )  
and therefore 
for te[O, TI. With lar@[u](0)lko-, < I? we obtain from (7.3) that 
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From this and lu(t)J,, < R, we conclude by induction that 
(te[O, TI;  j = 0, 1,. . .). Note that @"u] = u. Lettingj + co we obtain 
l ~ ( t ) l - ~ ,  < fi d , ,  exp 
G dl0 expC(d11 + 1) exp(d2t)l fi 
for t E [0, TI. We set 
(7.7) 
for sufficiently small i. Then it holds that Iu(t)&, < R, for tc[O, T3]. 
We denote by [0, T4] the largest interval on which the solution UE%; of (1.1)-(1.3) 
exists. It holds that T4 > T3. In fact, if we assume T4 < T3, then it follows with 
lu(T4)lio d R ,  and (7.1) that all the assumptions of Theorem 1.1 are satisfied in 
[ T4, a). Hence there exists a AT > 0 and a solution 
iic n Ci([T,, T4 + AT], H"-j)"(R)). k 
j = O  
Note that @ti( T4) = a;u( 7') for j = 0,. . . , k by the considerations of section 3. 
Therefore we can extend the solution u E%$, to a solution U E % $ , + ~ ~  in contradiction 
to the definition of T4. Thus we have proved T4 > T3 = O(loglog(l/$)) as i 5. 0. 
Using Lemma 3.3 we obtain (1.14). 
Appendix 
In the first part of this section we study G(t ,  x, Qu(t ,  x)), where 
GECLk-2)m+1 ([0, T] x fi x ( p ~ l R ~ ( " * ~ ) } )  (A.1) 
and u E %?$ for some k 2 k, := [ n/2m] + 4. 
Lemma A.1. Let k k, = [n/2m] + 4 and G satisfying (A.l) be given. 
(i) we set G"(t, x)  := ~ ( t ,  X, g ~ ( t ,  x)) - ~ ( t ,  X, 0). UE@$ n w?, then i i ~ G k - 2  
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and 
I e( t ) l i -  2 d c1( + I u( - l ) ( k - 2 ) m l  u( t)l kt ( A 4  
I e ( t ) l k - 3  < C,(l + l u ( t ) l k - l ) ' k - 3 ' m 1 u ( t ) ~ k - l  (A.3) 
for t E [0, T ]  with cl, c2 > 0 depending only on k, G and 0. 
(ii) I ~ u , ,  u , E @ - ~ ~ ~ ,  then 
IG(t, * 9 Qul(t)) - ( 3 4 . 9  Q ' U Z ( t ) ) L Z  < C3IUl(t) - uZ(t)l;, (A.4) 
IG(t,. 7 Q U , ( t ) )  - G(t , .  9 %2(t))lk-J < C4(Ul(t) - u , ( t ) l k - 1 ,  (A.5) 
for tc[O, TI ,  where c3, c4 > 0 depend only on k,  G, R and lllu1lll~,~, I I I u ~ I I I ; . ~ .  
Before we can prove Lemma A.l we need two lemmata given in the following. 
Lemma A.2. Suppose that i,j E No such that r := min { i, j ,  i + j - [ n/2] - 1 } 2 0. Then 
f o r f ~ C ( C 0 ,  T I ,  Hi(R)), gEC([O, T I ,  H'(R)) it holds thatfgEC([O, T I ,  H'(R)) and 
I I f ( t ) ~ ( t ) l l ~ ~ ~ l l f ( ~ ) l l i l l ~ ( ~ ) l l j  for t ~ C 0 , T l  ( A 4  
with c > 0 depending only on R, i and j ;  here fg  denotes the pointwise multiplication o f f  
and g. 
ProoJ Let t E [0, T ]  be fixed and suppose that r = 0. We prove that 
II f ( t ) g ( t )  II c II f ( t )  II i II g ( t )  I l j  for t~ LO, 7'1. (A.7) 
I f  i = [n/2] + 1, thenf(t)ECb(fi) and I f ( t , x ) l  6 c I l f ( t ) l l i  for ( t ,  x)E[O, T I  x f i  by 
the lemma of Sobolev. Hence (A.7) follows immediately. The same holds if 
j = [n/2]  + 1. 
We suppose that i,j < [n/2] and i + j = [n/2] + 1. Note that i, j 2 1. We set 
2n n 
p := 7. -- __ 
9.- n - 2i' I 
Then we have 2/q + 2/p = 1, q 2 2 and 
n 2n 
2 < p =  <- [ n / 2 ] +  1 - j  n - 2 j .  
From Sobolev's lemma (compare [ 13) it follows that f ( t ) E  LJR), g ( t )  E LJR) and 
II f ( t )  IIL,(R) c II f ( t )  II i r  II g ( t )  II Lp(R) 6 c II g ( t )  II j 
for t E [0, TI]. Holders inequality yields (A.7). 
From (A.7) we conclude that 
l l f ( t l ) g ( t l )  -f(tZ)g(t2)11 G Ilf(t1)lli Ilg(tl) - g(t2)llj 
+ Ilf(t1) -f( t2)IIiI l~(t2)ll j  
for t , ,  t Z E  [0, T ]  and hencefge C([O, TI ,  L2(R)).  This proves Lemma A.2 in the case 
r = 0. For r > 0, Lemma A.2 follows by induction. 
Corollary A.3 (i) Let u E %\, D E %?; with r := min[ k, 1, k + 1 - [n/2m] - 1 } 2 0. Then 
uu E U> and 
l u ( t ) u ( t ) l r  c l u ( t ) l k l u ( t ) l l  for t E I O ,  T I ,  ( A 4  
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where c > 0 depends only on R, k,  1 and r. 
(ii) Let U E @ \ ,  U E ~ ;  with r := min { k, I ,  k + 1 - [n/2m] - 2) 2 1 .  Then uue@; and 
lu(t)u(t)l; < clu(t)l;lu(t)l; for tECO,  T I ,  (A.9) 
with c > 0 depending on a, k, 1 and r. 
ProoJ Note that ( k  + I)m 2 [n/2] + 1 in case (i) and (k + 1 - 2)m 2 [n/2] + 1 in 
case (ii), respectively. Corollary A.3 follows from Lemma A.2 by the Leibnitz rule and 
the definition of %?; and @; (compare (1.7), (l.lS), (2.3) and (2.5)). 
Proof of Lemma A. l .  At first we prove by induction that 
(A.lO) I G"E C(C0, TI, ff'(R)), I I c " ( t ) l l l  c l ( l  + ~ u ( f ) ~ k - l ) l ~ u ( c ) ~ k - l  for t E C o ,  
for 1 = 0,. . . , ( k  - 3)m. 
It holds that 
IIat)II G czlu(t)l, for tECO, TI, (A.11) 
1 C (  t, x, p) - G( t ,  x, 0)( < c2 1p1 for (t, x, p )  E [0, T] x fi x Rq(n,m). 
since 
In the same way we obtain from 
a , G ( t , ~ )  = (a ,G)( t ,x ,gu( t ,x ) )  - (a ,c ) ( t ,x ,o)  
+ V,G(C, X, 9u( t ,  x ) p a t u ( t ,  x) (A.12) 
that IIa,G"(t)ll < c31u(t)13 for t E [ O ,  TI. This implies G"EC([O, TI, L2(R)) =%?:and 
(A.lO) is proved for 1 = 0. In the case 1 = 1 we obtain from 
(A.13) 
and the above argument that Il(aG"/ax,) (t)I( G c4(u(t)I3 ( i  = 1 , .  . . , n). Furthermore 
it follows that aG/axi E C( [0, TI, L2(R)), since 
for t,, t ,  E [0, TI. 
(A.13). We obtain from the induction hypothesis that 
Let (A.lO) be proved for 1 = 0,. . . , L - 1 with 2 < L < (k - 3)m and consider 
1 ac ac -(. , . , S U )  - -(. , . ,O)€C([O, TJ,HL-l(n)), axi axi (A.14) 
V,,G(. ,. , 9 u )  - V,,G(. , . ,O)EC([O, T],HL-l(R)). 1 
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Obviously it holds that 
With Lemma A.2 it follows from (A.13)-(A.15) that aG/axiEC([O, TI,  HL-' (R))  
for i = 1,. . . , n. This proves the first part of (A.lO) for 1 = L. By an analogous 
argument we obtain the estimate in (A.lO) for I = L. Hence (A.lO) is proved for 
I = 0,. . . , (k - 3)m. 
In the next step we prove 
(A. 16) 
for I = 0, . . . , k - 3 by induction. In the case 1 = 0, (A.16) is already proved by (A.lO). 
For I = 1, (A.16) follows from (A.12) by the same argument that proves (A.lO) in the 
case I = 1. Let (A.16) be proved for I = 0,. . . , L - 1 with 2 < L < k - 3 and consider 
(A.12). The induction hypothesis yields 
( a ~ c ) ( . , . , 9 u ) - ( a ~ G ) ( . , . , o ) E g k - i ,  
V,G (. , . , 9 u )  - V,G (. , . , 0)Egk- l .  
Together with 
and Corollary A.3 it follows that 
a@at E gk- . 
(A. 17a) 
(A.17b) 
(A. 17c) 
(A.18) 
Using (A.lO) we conclude that GE%';. The estimate in (A.16) with 1 = L can be proved 
in the same way. Hence (A.16) holds for I = 0,. . . , k - 3, which proves (A.3). In order 
to prove 6~%'\-'  and (A.2), we start from (A.16) with I = k - 3. The argument 
leading to (A.18) yields ac"/at~%'$-~. This implies together with EE%\ -~  that 
GE @-'. The estimate (A.2) follows analogously. 
In order to prove the second part of Lemma A.l we note that 
lG(t, X, 9 ~ 1 ( t ,  x)) - G(t, X, 9u2(t ,  x))l < clgu,(t, X) - %(t,  x)l 
(( t ,  x) E [0, T ]  x fi) and therefore 
~ ~ G ( c , - 9 9 u 1 ( c ) ) -  G ( t , * ~  9uz( t ) l l  < cIul(t)-  UZ(t)lk-l. 
From this estimate the assertion follows by the same argument as above. 
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Corollary A.4. Suppose that k 2 [n/2rn] + 4, R > 0 and UJE H ( k - j ) m ( f l )  for] = 0, 1 ,2  
with (Iuo Ilk,,, + IIul I I (k-  l ) m  + 11 u2 I I ( k - Z ) m  < R.  Let G satisfy (A.1). We set 
G*(x)  := G(0, X, D;"'UO(X), D;U' (X) ,  u '(x))  - G(0, X ,  0). 
Then G * E H ( ~ - ~ ) ' " ( R )  and 
IIG*Il(k-2)m < C ( I I U o l l k m  + I I U 1 l l ( k - l ) m  + ~ ~ u 2 ~ ~ ( k - 2 ) m ) ~  (A.19) 
where c > 0 depends on k ,  R, G and Q. 
The proof of Corollary A.4 is the same as the proof of (A.lO). 
Corollary AS. Let k 2 k2 = [n/2mJ + 4 and G satisfying (A.l)  be given. Furthermore 
suppose that uE@;nW:k,Z and V E @ - ~ .  Then G ( .  , . , Q u ) v E @ - ~  and 
I G ( t , '  , 9 u ( t ) ) v ( t ) I k - 3  Q cl(l + IU(t)lk-l)(k-3)m(U(t)lk-1(~(t)lk-3r 
I l a : - 2 [ c ( t ,  9 9u(t))u(r)1 11 < c2(1 + I U ( t ) ( k - l ) ( k - 2 ) m ~ U ( t ) ~ ; ~ ~ ( ~ ) ~ k - 3  
(A*20) 
+ c,lla:-2u(t)ll (A.21) 
for t E[O, T I ,  where cI ,  c2,  c3 > 0 depend only on k ,  G and R. 
Proof: The assertion (A.20) can be shown by Lemma A.l, Corollary A.3 and 
G ( t , .  , aU(t ) )v ( t )  = [ G ( t , .  , 9 u ( t ) )  - G ( t , .  , O ) ] U ( ~ )  + G ( t , .  , O)u( t )  
( ~ E [ O ,  TI ) .  Equation (A.21) follows analogously from the Leibnitz rule and 
Lemma A.2. 
Lemma A.6. Let k 2 [n/2] + 1 and wj  = (w:.'), . . . , w p ) )  E C( [0, T I ,  H k - J  (a)) for 
1 < j < k be given. Zfyj€ Nz such that 
k 
1 <  1 j l y j l < I  (A.22) 
j =  1 
for some 1 < k ,  then 
1 
j =  1 
n wj"~C([0, T J ,  Hk- ' (SZ) ) ,  (A.23) 
(A.24) 
where 
SJ SI 
i =  1 i = O  
wj" := n (Wy))"', )I wj( t )  1) k - j := 1) wy'( f )  1) k -  j 
and the constant c > 0 depends only on k ,  1 and 0. 
Proof: We perform induction with respect to I E  N. If 1 = 1, we have y 1  = (0,. . . , 0, 1, 
0, . . . . , 0) and (A.23), (A.24) are obvious. 
Let (A.23) and (A.24) be proved for 1 < 1 < L - 1 with L < k. We assume that 
y j €  Nz ( j  = 1, . . . , L )  are given such that (A.22) holds with 1 = L. We have the 
following two cases: 
( 1 )  lyLl = 1. Then (yl 1 = . * . = IyL- I = 0 and (A.23), (A.24) are obvious. 
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(2) IyLJ = 0. We assume that ZfZ:jlyjl = L. Otherwise the assertion follows dir- 
ectly from the induction hypothesis. Let J := max { j ~  N : l y j l  # O}. We set 
J -  1 
j =  1 
(A.25) 
where fJ€  N",Js chosen SO that ( y J  - f J J I  = 1, fJ < y J .  Note that 
Thisimplies that [ f J 1  = O i f J  > L - J a n d  l y j l  = OifL - J < j < J - 1. Hence 
it follows from w = uwP-7~ together with the induction hypothesis and 
Lemma A.2 that (A.23) and (A.24) hold for 1 = L. This concludes the proof of 
Lemma A.6. 
Lemma A.7. Let k > [n/2m] + 5 and suppose that Assumption 2.1 holds and that 
UE@) is a solution of (1.1)-(1.3), where f e % i - ' .  Then U E % : .  
Proof: Let t,b E Cm(R) with supp $ c R. We multiply (1.1) with t,b and differentiate the 
result with respect to xi  (i = 1,. . . , n). This yields 
(A.26) 
where 
Note that h E C (  [0, T I ,  H ( k - 3 ) m ( Q ) ) .  From elliptic regularity theory (compare [6]) we 
obtain t,bau/ax,E C([O, TI,  H(k-' )"'(R)). Similar considerations can be made at the 
boundary of R, so that it follows that UE C( [0, T I ,  H('-')'"+l(n)) (if R has the form 
(2.1), compare the considerations in [6]). From this and (A.27) we obtain h E C( [0, TI,  
H(k-3)m+1(R)). Repeating this step m - 1 times we conclude that UEC([O, TI,  
H "(R)). Since u E @-, this implies u E %:. 
Lemma A.8. Let k 2 2 and suppose that uie H"-""(R) for j = 0,. . . , k - 1. Then 
there exists a function UE@$ with aju(0) = uJ for j = 0,. . , , k - 1. 
Proof: At first we assume that k is even. Let iij E H('-j)"( R n )  for j = 0, . . . , k - 1 be 
extensions of uj onto R" (compare [l]). We define an operator A by 
D(A) := {uEL~([W"):(  - A)"'uE L2(Rn)} ,  
Au:= ( - A)"'u for U E D ( A ) .  
(A.28) 
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Then A is a positive and self-adjoint in Lz(Iw"). Let u be the solution of 
(A.29) 
aju(0) = iij for j  = 0,. . . , k - 1 . 1  
It follows by spectral theory and by elliptic regularity theory that (A.29) has a solution 
k 
UE n C j ( [ O ,  TI ,  H ' k - J ) " ( I W " ) ) .  
j = O  
The restriction u of u on R is the desired function. Note that U E V ~ , .  
Then 
If k is odd, then we choose WE%?)-' such that a:'w(O) = u j + l  for j  = 0,. . . , k - 2. 
u ( t )  := u0 + [: W ( Z )  dz 
is the desired function. 
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