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Bei der Betrachtung der technologischen Entwicklung im Verlauf der Menschheitsgeschich-
te oder auch spezieller der letzten Jahrzehnte kommt man zu dem Schluss, dass sich diese
Entwicklung zunehmend beschleunigt. Dies mag zu einem gewissen Teil der Perspektive
geschuldet sein, mit der man aus der eigenen Zeit auf vergangene Entwicklungen blickt.
Auch daru¨ber, ob diese Beschleunigung zwangsla¨ufig auf so etwas wie eine technologische
Singularita¨t, wie sie zum Beispiel Kurzweil in [2] prognostiziert, hinauslaufen muss, kann
treﬄich gestritten werden. Nicht abzustreiten ist jedoch, dass zu allen Zeiten der tech-
nologische Fortschritt neue Probleme aufwarf oder neue Fragen zu stellen erlaubte, deren
Lo¨sungen zu suchen oder zu realisieren wiederum in Grenzbereiche des technologischen
Fortschritts fu¨hrte. Viele moderne Systeme und Produkte haben einen Grad an Komple-
xita¨t, der von einzelnen Menschen, ganz gleich ob von u¨berragender Intelligenz, ohne die
Unterstu¨tzung von Computern nicht beherrschbar wa¨re. Ein bekanntes Beispiel ist die
Halbleiterindustrie, in der nur Computer noch in der Lage sind, Entwurf und Layout ihrer
eigenen wichtigsten Komponenten zu beherrschen. A¨hnliche Situationen finden sich an den
Spitzen aller Bereiche der Technologie oder Natur- und Ingenieurwissenschaft, sei es Sta-
tik, Dynamik, Elektronik, Maschinen oder Software. Computersysteme sind in der Lage,
durch schiere Geschwindigkeit fu¨r Menschen nahezu unendlich dauernde Berechnungen in
endlicher Zeit zu lo¨sen. Diese Fa¨higkeit kann, mit Hilfe geeigneter Algorithmen, dazu ge-
nutzt werden, hochdimensionale Aufgaben und komplexe Fragen objektiv zu beantworten,
die Menschen nicht lo¨sen ko¨nnen. Das menschliche Gehirn, obgleich in anderer Hinsicht
zu unvergleichlichen Leistungen fa¨hig, ist in seiner Fa¨higkeit, solche Aufgaben objektiv als
Ganzes zu bearbeiten, stark limitiert. Viele Aufgaben, die im Kontext und an der Spitze der
Entwicklung moderner Technologie auftreten, stellen solche komplexen Probleme dar und
lassen sich mit den Werkzeugen des menschlichen Gehirns, also beispielsweise Erfahrungs-
wissen, Abstraktionsvermo¨gen, Vereinfachung und Modularisierung, nicht mehr lo¨sen, und
bedu¨rfen daher der Unterstu¨tzung durch geeignete computergestu¨tzte Methoden.
1
1.1 Komplexita¨t als Motivation fu¨r Optimierungsal-
gorithmen
Die Notwendigkeit, gute oder beste Lo¨sungen fu¨r ein Problem zu finden, ist nicht auf An-
wendungen in den Ingenieurwissenschaften beschra¨nkt, sondern erstreckt sich u¨ber alle
Lebensbereiche. Viele Fragen, auch des allta¨glichen Lebens, lassen sich als Optimierungs-
aufgaben formulieren, bei denen ausgewa¨hlte oder vorgegebene vera¨nderliche Gro¨ßen derart
gewa¨hlt werden mu¨ssen, dass ein davon abha¨ngiges Ergebnis im Hinblick auf ebenfalls aus-
gewa¨hlte oder vorgegebene Bewertungsmaßsta¨be gut ausfa¨llt. Umgangssprachlich spricht
man bereits von Optimieren, wenn eine Vera¨nderung vorgenommen wird, die das Ergebnis
verbessert. Dass dieses Ergebnis auch formal als optimal bezeichnet werden kann, ist im
Allgemeinen weder der Fall noch tatsa¨chlich erforderlich.
Der Mensch ist beim Lo¨sen vieler solcher Probleme zu erstaunlichen Leistungen fa¨hig. Viele
allta¨glich und zum Teil unbewusst durchgefu¨hrte klassische Ingenieursaufgaben, aber auch
handwerkliche Ta¨tigkeiten oder beispielsweise das Wu¨rzen beim Zubereiten von Speisen,
stellen relativ komplexe Probleme dar, die von Experten in wenigen Iterationsschritten
gelo¨st werden ko¨nnen. Fu¨hrt man sich vor Augen, was die Voraussetzungen fu¨r diese Leis-
tungen sind, dann werden jedoch auch schnell die Grenzen der menschlichen Fa¨higkeiten
klar. Die erfolgreiche Anwendung erfordert im Allgemeinen Erfahrung, die sich als erlerntes
Modell des Prozesses betrachten la¨sst, der dem Zusammenhang zwischen vera¨nderlichen
Entscheidungsgro¨ßen und dem Ergebnis zugrunde liegt. Dieses gedankliche Modell bildet,
mehr oder weniger genau und vollsta¨ndig, den n-dimensionalen Raum der Entscheidungs-
gro¨ßen auf denm-dimensionalen Raum der Ergebnisgro¨ßen ab. Von denm×n theoretischen
Zusammenha¨ngen ist jedoch oft nur eine begrenzte Untermenge tatsa¨chlich relevant. Die
Aufgabe ist zum einen einfacher lo¨sbar, je kleiner die Werte von m und n sind, zum ande-
ren je weniger Kopplungen in dieser fiktiven Modellstruktur auftreten. Auf das Beispiel des
Wu¨rzens von Speisen bezogen kann dies bedeuten, dass die Salzigkeit als Ergebnisgro¨ße im
Wesentlichen von der variablen Menge des Salzes abha¨ngt, das hinzugefu¨gt wird. Natu¨rlich
ha¨ngt das tatsa¨chliche Ergebnis auch vom Salzgehalt der anderen Zutaten ab. Das Vorhan-
densein eines (gedanklichen) Modells jedoch, das die Salzigkeit als Ergebnis von Salzmenge
pro Gesamtmenge beschreibt, unterscheidet bereits deutlich zwischen Menschen mit und
ohne Kocherfahrung. Die Erweiterung eines solchen Modells um weitere Verkopplungen,
also um den Einfluss anderer Zutaten auf die Salzigkeit oder um die Wirkung des Salzes
auf andere Ergebnisgro¨ßen, beispielsweise Farbe oder Konsistenz der Speisen, macht den
Unterschied zwischen Laien und Experten aus.
Neben solchen strukturellen Vereinfachungen ist die Generalisierbarkeit der Gedankenmo-
delle eine weitere wichtige Erfolgsvoraussetzung. Diese ermo¨glicht es dem Experten, sein
Modell auf verschiedene a¨hnliche Prozesse anwenden zu ko¨nnen und so das Potential seiner
Erfahrungen effizient zu nutzen. Der Zusammenhang der Salzigkeit ist beispielsweise nicht
auf ein spezielles Gericht beschra¨nkt, sondern unter Beru¨cksichtigung einiger Nebenbedin-
gungen auf viele Gerichte anwendbar. Der Experte gru¨ndet sein Gedankenmodell weniger
auf die konkreten, allgemeingu¨ltigen analytischen Zusammenha¨nge, sondern trainiert einen
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Pra¨diktor auf Grundlage von Beobachtungen. Entsprechend gelten sich daraus ergebende
Einschra¨nkungen fu¨r die Fa¨higkeit der Gedankenmodelle zur Extrapolation. Voraussetzung
fu¨r die Generalisierbarkeit ist daher vor allem die Fokussierung auf eine Doma¨ne, in der
die gleichen grundlegenden Mechanismen wirken.
Diese drei wichtigsten Voraussetzungen, Dimensionen des Prozesses, Grad der effektiven
Verkopplung und Beschra¨nkung auf eine Doma¨ne, sind fu¨r komplexere technische Problem-
stellungen ha¨ufig nicht mehr erfu¨llt.
Der technische Fortschritt und die Entwicklung immer sta¨rker integrierter Systeme fu¨hrt
dazu, dass es fu¨r ein betrachtetes System unter Umsta¨nden keinen dezidierten Experten
gibt, sondern jeweils nur Expertenwissen zu Teilaspekten eines Problems vorhanden ist.
Sehr deutlich, wenngleich nicht darauf beschra¨nkt, wird dieses Problem fu¨r mechatronische
Systeme und deren Entwicklung. Die ganzheitliche Betrachtung des Systems, die im Zen-
trum des Konzepts der Mechatronik steht, bedeutet, dass mechanische, elektrische und in-
formationstechnische Komponenten eines Systems nicht isoliert betrachtet werden ko¨nnen
oder sollen. Werden einzelne Komponenten eines Systems nicht isoliert betrachtet, so ergibt
sich daraus eine gro¨ßere Anzahl von Variablen und eine ho¨here Dimension des Lo¨sungs-
raums. Das Fehlen der Konzentration auf einzelne Komponenten hat auch zur Folge, dass
sich ein Ergebnis oder eine Verbesserung nicht nach einem einzelnen Kriterium bewerten
la¨sst. Im Kontext des mechatronischen Entwurfs ergeben sich neben Kriterien, die unmit-
telbar die angestrebte Funktionalita¨t beschreiben, ha¨ufig weitere Kriterien, beispielsweise
Energieeffizienz, Herstellungs- oder Wartungskosten, Dauerfestigkeit, Robustheit, Benut-
zerfreundlichkeit oder Vergleichbares. Mehrere, unter Umsta¨nden konfliktiona¨re Kriterien
fu¨hren zu einer großen Komplexita¨t der Optimierungsaufgabe. Die starke Verkopplung in-
nerhalb der Systeme ergibt sich nicht aus dem mechatronischen Ansatz, sondern stellt eine
Grundannahme und Motivation fu¨r diesen dar. Die Verbindung zwischen den verschiede-
nen Ingenieursdisziplinen fu¨hrt zu einer doma¨nenu¨bergreifenden Problemformulierung und
gefa¨hrdet damit auch die dritte genannte Voraussetzung fu¨r die Beherrschbarkeit der Op-
timierungsaufgabe durch einen menschlichen Experten.
Die begrenzten Fa¨higkeiten eines Experten, die Systeme ausreichend zu erfassen und ge-
danklich zu modellieren, werden abgelo¨st durch eine formale Beschreibung des Problems.
Eine analytische Modellierung und vollsta¨ndige mathematische Beschreibung des Systems
erlaubt es im besten Fall, eine optimale Lo¨sung fu¨r das beschriebene Problem und des-
sen Randbedingungen geschlossen anzugeben. Ist dies nicht mo¨glich, ko¨nnen Algorithmen,
abha¨ngig von den Eigenschaften der Problembeschreibung, das System im Hinblick auf
definierte Kriterien optimieren oder eine optimale Lo¨sung ermitteln. Die Beschreibung der
Optimierung als Algorithmus ero¨ffnet ganz allgemein die Mo¨glichkeit, die Leistungsfa¨hig-
keit des Algorithmus mit der Leistungsfa¨higkeit der verwendeten Rechner zu skalieren, und
so komplexe Probleme zu lo¨sen, deren Anforderungen die Fa¨higkeiten eines menschlichen
Experten weit u¨bersteigen.
Abha¨ngig von Eigenschaften und Randbedingungen des Optimierungsproblems bieten sich
eine Vielzahl von Algorithmen und Methoden an. Prima¨r unterscheidet man drei Arten von
betrachteten Problemen [3]. Eigentliche Optimierungsprobleme, bei denen nur der erreich-
bare Wert der Kriterien fu¨r die optimale Lo¨sung interessant ist und Entscheidungsprobleme,
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bei denen nur die Erfu¨lltheit einer diskreten Bedingung fu¨r diese Kriterien betrachtet wird,
sind ha¨ufig eher von theoretischem Interesse. Darin unterscheiden sie sich von Suchpro-
blemen, bei denen neben dem Kriterienwert auch die Werte der Lo¨sungsvariablen selbst
interessant sind und die damit auch praktische Lo¨sungen fu¨r gestellte Probleme anbieten.
Fu¨r alle in dieser Arbeit betrachteten Optimierungsprobleme wird angenommen, dass es
sich um Suchprobleme handelt.
Verschiedene Eigenschaften eines Suchproblems bestimmen daru¨ber hinaus, welche Algo-
rithmen fu¨r das Problem anwendbar sind und wie gut ihre zu erwartende Leistungsfa¨higkeit
ist. Die Eigenschaften des Problems sind zum einen die Eigenschaften des Zusammenhangs
zwischen Lo¨sungsvariablen und Kriterien, beispielsweise dessen Nichtlinearita¨t, ob es sich
um eine analytische Beschreibung handelt oder ob eine rein numerische Simulation ver-
wendet wird. Zum anderen sind Art und Anzahl sowohl der Lo¨sungsvariablen als auch
der Kriterien entscheidend fu¨r die Wahl eines geeigneten Optimierungsalgorithmus. Bieten
sich fu¨r die Suche nach lokalen Optima differenzierbarer Probleme Algorithmen wie das
Newton-Verfahren an, so ist man bei der Suche nach einem globalen Optimum eher auf
heuristische Verfahren angewiesen, die ha¨ufig von der Natur inspiriert sind. Bei der Be-
trachtung hochdimensionaler Probleme mit mehreren Kriterien bieten populationsbasierte
Verfahren, die eine Lo¨sungsmenge anstelle einer einzelnen Lo¨sung ermitteln, Vorteile. Ein
charakteristisches Beispiel fu¨r komplexe technische Systeme ist ein Optimierungsproblem,
bei dem fu¨r mehrere reellwertige Lo¨sungsparameter im Hinblick auf mehrere Kriterien
und Nebenbedingungen ein globales Optimum gesucht ist, bei dem fu¨r den nichtlinearen
Zusammenhang zwischen Parametern und Kriterien jedoch keine geschlossene analytische
Beschreibung und entsprechend keine Gradienten zur Verfu¨gung stehen, sondern dessen
Eigenschaften durch eine Simulation oder ein Experiment abgebildet werden.
Das in dieser Arbeit zentrale Anwendungsbeispiel, die Parameteroptimierung fu¨r den Regler
eines hydraulischen Ventils, stellt ein so zu charakterisierendes Optimierungsproblem dar.
Diese Art von Problemstellung erfordert leistungsfa¨hige Optimierungsalgorithmen, deren
Mechanismen durch ein leistungsfa¨higes natu¨rlich vorkommendes Optimierungsverfahren,
die natu¨rliche Evolution von Lebewesen, inspiriert sind.
1.2 Die Darwinsche Evolutionstheorie als Inspiration
fu¨r Optimierungsalgorithmen
Die natu¨rliche Evolution von Lebewesen, der grundlegende Mechanismus zur Entwicklung
komplexer Lebensformen und Arten, wurde von Charles Darwin entdeckt und als Evoluti-
onstheorie in seinem Werk ’On the Origin of Species’ [4] aus dem Jahr 1859 beschrieben.
Darwin beschreibt darin einen Prozess, den er als natu¨rliche Zuchtwahl bezeichnet. Dieser
funktioniert auf der Grundlage der Vererbung von angeborenen Eigenschaften von Eltern
auf deren Nachkommen. Zufa¨llig vera¨nderte Eigenschaften eines Lebewesens, Mutationen,
werden mit ho¨herer Wahrscheinlichkeit an einen Nachkommen weitergegeben, wenn diese
Vera¨nderungen fu¨r sein U¨berleben oder seinen Fortpflanzungserfolg von Nutzen sind. Im
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Gegensatz zur von Darwin verwendeten Analogie, der ku¨nstlichen Zuchtwahl, findet jedoch
keine Entscheidung u¨ber die Qualita¨ten einer vera¨nderten Eigenschaft statt, die Vererbung
wird einfach dadurch wahrscheinlicher, dass ein langlebiges oder sexuell erfolgreiches Le-
bewesen potentiell mehr Nachkommen besitzt, die diese Eigenschaft erben ko¨nnen. Der
relative Fortpflanzungserfolg eines Individuums wird nach Darwin als Fitness bezeichnet.
Diese Fitness beruht maßgeblich auf der Angepasstheit eines Individuums an seine Umwelt,
ist aber nicht mit ihr gleichzusetzen. Fu¨r einzelne Lebewesen ist deren Fitness selbst nicht
unbedingt relevant, sie beschreibt vielmehr ru¨ckblickend anhand der Ha¨ufigkeit des Auf-
tretens in Nachkommen den Erfolg ihrer Gene. Das Konzept der Genetik war Darwin bei
der Entstehung seiner Theorie jedoch nicht bekannt, es geht auf seinen Zeitgenossen Gre-
gor Mendel zuru¨ck. Entsprechend ist Darwins urspru¨ngliche Theorie nicht frei von Fehlern
im Detail, in den 150 Jahren seit der Vero¨ffentlichung durch Darwin sind jedoch zahlrei-
che Lu¨cken geschlossen worden. Die Genetik stellt dabei die wohl wichtigste Besta¨tigung
fu¨r die Evolutionstheorie dar. Viele der Beobachtungen, die zur Erkla¨rung der natu¨rlichen
Evolution herangezogen wurden, offenbaren ihren eigentlichen Sinn und Zweck erst in Ver-
bindung mit dem Konzept von Genen und deren Funktionsweise. Der Evolutionsbiologe
Richard Dawkins beschreibt in ’The Selfish Gene’ [5] sehr anschaulich die Bedeutung der
Gene und deren U¨berleben als eigentlichen Zweck von Evolution. Einen guten und an-
schaulichen U¨berblick sowohl u¨ber die Evolutionstheorie als auch deren Geschichte bieten
Zrzavy, Storch und Mihulka in [6].
Die Evolution, im Wesentlichen eine statistische Verschiebung von Vererbungsha¨ufigkei-
ten, hat lokal und auf wenige Individuen begrenzt betrachtet kaum Auswirkungen, son-
dern muss fu¨r eine große Anzahl von Individuen und u¨ber viele Generationen, also lange
Zeitra¨ume betrachtet werden. Damit wird sie zur Ursache fu¨r sowohl die Entwicklung der
hoch komplexen Lebensformen, die wir heute kennen, als auch fu¨r deren große Diversita¨t
und Artenvielfalt. Der Grund fu¨r beide Effekte ist, dass eine Spezialisierung im Allge-
meinen einen Vorteil im Hinblick auf die Fitness darstellt. Sowohl im Hinblick auf zum
Beispiel klimatische oder geografische Unterschiede zwischen verschiedenen Regionen der
Erde als auch im Hinblick auf o¨kologische Nischen, also spezielle Teile des Lebensraums,
wie zum Beispiel Wasseroberfla¨che, Baumkronen et cetera, oder spezielle Teile des verfu¨g-
baren Nahrungsspektrums, ist ein Individuum mit angepassten Eigenschaften, die speziell
oder ausschließlich in dieser Nische von Vorteil sind, einem Generalisten bei gleichem Ener-
gieaufwand u¨berlegen.
Das Potential des evolutiona¨ren Mechanismus als Optimierungsverfahren zeigt sich also
nicht nur in der Tatsache, dass er in der Lage ist Lo¨sungen fu¨r komplexe Probleme zu
schaffen. Hervorzuheben sind auch die große Robustheit und die Tatsache, dass Evolution
nach dem gleichen Prinzip fu¨r eine große Zahl unterschiedlicher Optimierungsprobleme,
also Kombinationen von Lebensformen und deren Lebensraum, zuverla¨ssig funktioniert.
Zuru¨ckzufu¨hren ist dies darauf, dass die Mechanismen der Evolution ohne abstrakte Kennt-
nisse u¨ber das betroffene Individuum, dessen Verhalten oder dessen Leistungen funktionie-
ren. Die einzige Voraussetzung fu¨r Evolution ist das Vorhandensein einer Struktur mit der
Fa¨higkeit sich zu reproduzieren. Dies ist eine Aufgabe, die in der natu¨rlichen Evolution der
DNA als Tra¨ger der genetischen Information zukommt, die theoretisch aber nicht auf diese
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beschra¨nkt sein muss. Vor allem anderen ist aber die Fa¨higkeit, nicht nur eine einzelne
Lo¨sung, eine Spezies zu verbessern, von zentraler Bedeutung fu¨r die Leistungsfa¨higkeit der
Evolution als Optimierungsverfahren. Sie hat daru¨ber hinaus die Fa¨higkeit, gleichzeitig
große und mehrdimensionale Lo¨sungsra¨ume mit vielen o¨kologischen oder regionalen Ni-
schen durch verschiedene Spezies zu bevo¨lkern. Neben diesen Vorteilen verblasst beinahe
die Tatsache, dass Evolution nicht im engeren Sinne eine Optimierung darstellt, da weder
die erzielten Ergebnisse noch das angestrebte Ziel optimale Lo¨sungen sind. Relevant fu¨r die
Evolution ist stets nur der relative Vergleich von Individuen in einer Konkurrenzsituation,
der dazu fu¨hrt, dass vielmehr schlechte Lo¨sungen vermieden als tatsa¨chlich gute Lo¨sungen
gesucht werden. Beispiele fu¨r nicht optimale oder perfekte, aber dennoch sehr erfolgreiche
Lebensformen finden sich in der Natur in großer Zahl. Es fa¨llt wegen der großen Zahl der
konfliktiona¨ren Kriterien, nach denen die Angepasstheit eines Individuums an seine Umwelt
zu bewerten wa¨re, tatsa¨chlich schwer, etwas wie ein Optimum u¨berhaupt zu formulieren.
Wegen der großen Zeitra¨ume, in denen Evolution stattfindet, la¨sst sich das Vermeiden von
schlechten Lo¨sungen und die Suche nach optimalen Lo¨sungen gleichsetzen. Das bedeutet
aber auch, dass Evolution, solange die sie motivierende Konkurrenzsituation besteht, nie
vollsta¨ndig abgeschlossen ist.
Evolutiona¨re Algorithmen
Evolutiona¨re Algorithmen (EA) bilden gemeinsam mit Fuzzy-Systemen und neuronalen
Netzen die Gru¨ndungs-Disziplinen des Gebiets der Computational Intelligence (CI). Me-
thoden, die diesem Gebiet zugerechnet werden, zeichnen sich dadurch aus, dass sie ver-
gleichsweise universelle Ansa¨tze zur Problemlo¨sung bieten, indem sie auf eine Formalisie-
rung oder Modellierung des Wissens u¨ber ein Problem weitgehend verzichten. Dies muss
kompensiert werden durch einen im Allgemeinen ho¨heren Rechenaufwand im Vergleich
mit klassischen Problemlo¨sungsverfahren [7]. Die EAs bilden eine Klasse von Verfahren,
deren Funktionsweise die biologische Evolution zum Vorbild hat. Wie auch bei den neu-
ronalen Netzen geht es dabei nicht um eine exakte Imitation der biologischen Evolution.
Diese ist in Details noch nicht vollsta¨ndig erkla¨rt und generell zu komplex, um sinnvoll
als Optimierungsverfahren modelliert und implementiert werden zu ko¨nnen. Auch die real
auftretenden Zeitra¨ume und Populationsgro¨ßen sind bei Weitem zu groß. Der vereinfachte
Evolutionsmechanismus, der den Algorithmen zugrunde liegt, ist daher zwar in der Lage
komplexe technische Probleme zu lo¨sen, deren Komplexita¨t ist aber nicht vergleichbar mit
den Leistungen und Problemen der biologischen Evolution.
Die ersten Ansa¨tze zu EAs finden sich bereits in den fu¨nfziger Jahren und im Laufe der
Zeit haben sich, neben einigen anderen, drei wichtige Ansa¨tze etabliert.
• Die Evolutionsstrategien gehen zuru¨ck auf Rechenberg [8] und Schwefel [9] und wur-
den speziell fu¨r technische Optimierungsprobleme entwickelt. Sie zeichnen sich durch
adaptive Eigenschaften der Optimierungsstrategie und die Verwendung kontinuierli-
cher Lo¨sungsparameter aus.
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• Genetische Algorithmen wurden von Holland [10] und De Jong [11] begru¨ndet. Ur-
spru¨nglich werden hier Lo¨sungen bina¨r kodiert, sie eignen sich daher besonders fu¨r
kombinatorische Probleme.
• Die Genetische Programmierung stellt eine Entwicklung dar, die maßgeblich durch
Koza [12] popularisiert wurden. Im Gegensatz zu den anderen genannten Ansa¨tzen,
die vor allem auf die Parameteroptimierung abzielen, geht es bei der genetischen
Programmierung um die Entwicklung optimaler Strategien und Programme.
Daru¨ber hinaus ist historisch auch die Evolutiona¨re Programmierung relevant, die auf Fogel
[13] zuru¨ckgeht, heute praktisch jedoch nur noch eine geringe Bedeutung hat. Fu¨r die
vorliegende Arbeit sind vor allem die beiden erstgenannten Verfahren relevant, die sich
inhaltlich nicht immer eindeutig voneinander abgrenzen lassen.
1.3 Optimierung als Werkzeug in den Ingenieurwis-
senschaften
Computergestu¨tzte Optimierungsmethoden im Allgemeinen und EAs im Speziellen sind
geeignet, komplexe ingenieurwissenschaftliche Probleme erfolgreich zu lo¨sen. Die Verfah-
ren stellen dabei jedoch keinen Ersatz fu¨r die Leistungen und Ta¨tigkeiten eines Ingenieurs
dar, sondern stehen diesem als Werkzeug zur Verfu¨gung. Die Optimierung dient dazu, eine
optimale Lo¨sung zu ermitteln oder anzuna¨hern, bedarf dazu aber zuna¨chst einer Definiti-
on des Problems. Diese Definition, die Gestaltung der Bewertungs- oder Fitnessfunktion,
die Parametrierung und die Auswahl geeigneter Bewertungskriterien, erfordert den Einsatz
von Wissen u¨ber den Prozess und die angestrebte Lo¨sung. Die Leistung des Entwicklers ist
dabei, eine mo¨glichst pra¨zise und zur Optimierung geeignete Problemdefinition zu erstel-
len und diese in einem iterativen Prozess auf Grundlage von Ergebnissen der Optimierung
zu hinterfragen, zu bewerten und gegebenenfalls anzupassen. Die Realisierung der Bewer-
tungsfunktion selbst, also beispielsweise Anbindung oder Transfer des realen Prozesses,
erfordert ebenfalls die Fa¨higkeiten und Kenntnisse eines Ingenieurs mit entsprechendem
Expertenwissen. Die Optimierung kann entsprechend nicht als Alternative zum klassischen
Entwicklungsprozess gesehen werden, der ja ebenfalls als Ergebnis die Lo¨sung fu¨r ein zuvor
gestelltes Problem liefert. Vielmehr kann sie diesen im Detail erleichtern, indem sie fu¨r
wohldefinierte Teilprobleme Lo¨sungen liefert, auf denen der weitere Entwicklungsprozess
aufgebaut werden kann.
1.3.1 Integration von Optimierungsalgorithmen und Experten-
wissen
Die Anwendung computergestu¨tzter Optimierungsverfahren verschiebt wie beschrieben die
Aufgaben des Anwenders oder Experten von der Lo¨sung des eigentlichen Problems hin
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zur geeigneten Definition von Kriterien und Randbedingungen. Fu¨r komplexe Optimie-
rungsprobleme stellt diese Definition an sich eine komplexe Aufgabe dar. Vom Anwender
werden Entscheidungen gefordert, die im Zusammenspiel mit dem Optimierungsalgorith-
mus maßgeblich das Ergebnis der Optimierung bestimmen. Die Definition des Problems
ist auf der einen Seite ausschlaggebend fu¨r das Ergebnis, da sie implizit die Formulierung
der Anforderungen an eine optimale Lo¨sung entha¨lt. Auf der anderen Seite ist sie in ver-
schiedener Hinsicht, aber prima¨r durch die resultierende Komplexita¨t, entscheidend fu¨r die
Leistungsfa¨higkeit, die Laufzeit und die Erfolgsaussichten des Optimierungsalgorithmus.
Ein wichtiger Aspekt fu¨r das erfolgreiche Lo¨sen der Aufgabe ist es daher, diese Entschei-
dungen
”
richtig“ zu treffen. Den Anwender hierzu in die Lage zu versetzen, ist Teil der
Konzeption und Entwicklung einer Optimierungsmethode. Dieses Ziel kann dadurch er-
reicht werden, dass die Schnittstellen zwischen Anwender und Algorithmus, an denen diese
Entscheidungen einwirken, derart gestaltet werden, dass der Experte sein Wissen optimal
in diese Entscheidungen einbringen kann.
Speziell im Blick auf technische Fragestellungen ergeben sich daraus Anforderungen, die
an den Charakter und die Eigenschaften der Entscheidungen gestellt werden. Aus dem
Anspruch, ein mo¨glichst universelles Werkzeug bereitzustellen, ergibt sich jedoch auch die
Anforderung, wenig von dem Wissen des Experten vorwegzunehmen oder Annahmen be-
zu¨glich der Entscheidungen in der Optimierungsmethode zu verwenden. Aus diesen Anfor-
derungen ergeben sich die zentralen Fragen, die zur Integration von Expertenwissen und
Optimierungsalgorithmen zum Lo¨sen komplexer ingenieurwissenschaftlicher Probleme zu
beantworten sind.
1.3.2 Optimierungsmethoden im Entwurfsprozess
Im mechatronischen Entwurfsprozess nach VDI-Richtlinie 2206 [14], der in seiner Konzep-
tion als exemplarisch fu¨r viele Entwurfs- und Entwicklungsmethoden betrachtet werden
kann, ergeben sich verschiedene Ansatzpunkte, in denen Optimierungsalgorithmen einen
konstruktiven Beitrag leisten ko¨nnen [15]. Mo¨gliche Anwendungen fu¨r die numerische Op-
timierung ergeben sich zum einen in der Struktur- oder Parameteridentifikation, da der
Entwurfsprozess stark auf der Verwendung von Modellen beruht. Evolutiona¨re Algorith-
men ko¨nnen erfolgreich zur Identifikation von Modellparametern, aber auch von geeigneten
Modellstrukturen angewendet werden, wie beispielsweise von Braun et al. in [16, 17] ge-
zeigt.
Zum anderen ergeben sich Anwendungen in der Funktionsoptimierung, wo der Einsatz
von Optimierungsalgorithmen die Mo¨glichkeit ero¨ffnet, die Funktion eines geeignet pa-
rametrierten Teilsystems im Hinblick auf das Verhalten des Gesamtsystems zu optimie-
ren. Hier stellen Optimierungsalgorithmen aufgrund der Eigenschaften des Problems, die
aus der ganzheitlichen Betrachtung des Systems resultieren, unter Umsta¨nden die einzige
praktikable Mo¨glichkeit dar (vgl. Abschnitt 1.1). Ein Schwerpunkt der Anwendungsmo¨g-
lichkeiten ist dabei die Regelungstechnik, nicht zuletzt, da sie eine zentrale Komponente
mechatronischer Systeme verko¨rpert. Sie zeichnet sich zudem dadurch aus, dass der Reg-
ler im Allgemeinen ein Teilsystem mit definierten Parametern darstellt, das Verhalten des
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Gesamtsystems jedoch eine vergleichsweise große Sensitivita¨t hinsichtlich dieser Reglerpa-
rameter aufweist.
1.3.3 Hardware-in-the-Loop-Optimierung
Die Optimierung mit evolutiona¨ren Algorithmen stellt, verglichen mit anderen Optimie-
rungsverfahren, wenige Anforderungen an die Eigenschaften des Optimierungsproblems.
Neben der Existenz einer konkreten numerischen Bewertung fu¨r eine Lo¨sung gibt es keine
weiteren notwendigen Eigenschaften wie beispielsweise die Existenz oder Berechenbarkeit
der Gradienten dieser Bewertung. Dies ermo¨glicht im Hinblick auf die Optimierung techni-
scher Systeme den Ansatz der Hardware-in-the-Loop-Optimierung (HIL). Dabei wird der
klassische Weg verlassen, der beispielsweise bei der Parameteroptimierung beschritten wird:
ein Modell des Systems zu identifizieren, modellbasiert zu optimieren und die Ergebnisse
dann wieder auf das reale System zu u¨bertragen. Verwendet man ein Modell als Grundlage
fu¨r die zur Optimierung verwendeten Bewertungen, kann man bei der Modellierung die
vom Optimierungsverfahren geforderten Eigenschaften im Modell beru¨cksichtigen [18]. Die
Modellbildung an sich kann sich jedoch abha¨ngig vom betrachteten System als aufwa¨ndig
und als an sich schon komplexe Optimierungsaufgabe darstellen [19]. Daru¨ber hinaus be-
steht das inha¨rente Risiko, dass ein Fehler oder eine in Kauf genommene Vereinfachung
zwischen Realita¨t und Modell dazu fu¨hren, dass die Ergebnisse einer Optimierung nicht
auf das reale System u¨bertragbar sind. In diesem Fall liegt eine Art der U¨beranpassung
der Lo¨sung an das Modell vor, die auf Eigenschaften des Modells zuru¨ckzufu¨hren ist, die
die reale Strecke nicht aufweist.
Der HIL-Ansatz umgeht diese Probleme, indem in der beschriebenen Vorgehensweise die
Optimierung amModell durch eine Optimierung am realen System ersetzt wird. Die Bewer-
tung einer Lo¨sung erfordert in der Konsequenz ein reales Experiment anstelle einer Simu-
lation mit einem Modell. Eine (U¨ber-)Anpassung an Modelleigenschaften und -fehler wird
vermieden, alle Aspekte und externe Beeinflussungen des Systems ko¨nnen direkt im Ex-
periment abgebildet werden und erfordern keine zusa¨tzliche Modellierung. Dem gegenu¨ber
steht das Risiko einer Anpassung an das konkret verwendete Exemplar der betrachteten
Strecke. Ein Beispiel dafu¨r ist das Ausnutzen von konkreten Auspra¨gungen von Streckenpa-
rametern innerhalb von Fertigungstoleranzen durch die Optimierung. Dies kann ebenfalls
die Generalisierbarkeit und U¨bertragbarkeit des Optimierungsergebnisses und damit die
Robustheit von Ergebnis und Methode einschra¨nken.
Daru¨ber hinaus fehlt mit einem Systemmodell auch die Grundlage fu¨r einen formalen Stabi-
lita¨tsnachweis. Ein weiterer Nachteil von HIL ist der unter Umsta¨nden große experimentelle
und messtechnische Aufwand. Die Durchfu¨hrung von Bewertungen am realen Prozess in
Echtzeit kann sich im Hinblick auf den gesamten Zeitaufwand im Vergleich mit der Ver-
wendung eines Modells abha¨ngig von dessen Komplexita¨t sowohl positiv als auch negativ
auswirken. Die HIL-Bewertung unterliegt realen Bedingungen, also auch realen Sto¨rungen
und Umwelteinflu¨ssen, die die Reproduzierbarkeit einer Bewertung einschra¨nken, da sie
nicht ohne Weiteres wie in einem Modell kontrolliert werden ko¨nnen. Die HIL-Optimierung
beinhaltet demzufolge einen stochastischen Prozess, dessen Kontrolle je nach Anwendung
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technisch anspruchsvoll sein kann und maßgeblich den fu¨r die Bewertungsexperimente er-
forderlichen Aufwand mitbestimmt.
Das zentrale Anwendungsbeispiel dieser Arbeit, das hydraulische Regelventil, wird HIL op-
timiert. Die prima¨re Motivation sind dabei die Schwierigkeit, ein ausreichend gutes Modell
fu¨r das System aufzustellen und der Anspruch, Betriebsbedingungen realistisch beru¨cksich-
tigen zu ko¨nnen. Die genannten Herausforderungen, die sich durch die HIL-Optimierung
ergeben, motivieren die in dieser Arbeit behandelten Untersuchungen zur Robustheit der
entwickelten Methoden und technischen Maßnahmen zur schnellen, sicheren und reprodu-
zierbaren HIL-Bewertung der Regelung von Hydraulikventilen.
1.4 Zielsetzung der Arbeit
Diese Arbeit hat sich zum Ziel gesetzt, Benutzerwissen in Form von Pra¨ferenzen fu¨r Lo¨-
sungen interaktiv in einen evolutiona¨ren Algorithmus zu integrieren. Dies dient zum einen
dazu, den mit multikriteriellen Optimierungsproblemen verknu¨pften Entscheidungsprozess
zu unterstu¨tzen. Gleichzeitig wird die Leistungsfa¨higkeit des Optimierungverfahrens im
Hinblick auf das zielgerichtete Ermitteln der pra¨ferierten Lo¨sungen erho¨ht. Im Rahmen
dieser Arbeit wird eine Methode zur interaktiven multikriteriellen Optimierung entwickelt
und im Detail analysiert, die sich von bekannten Methoden (vgl. Abschnitt 2.3) vor allem in
der Charakteristik der Entscheidung und in der Reduktion von Annahmen hinsichtlich der
Struktur der Pra¨ferenzen des Anwenders unterscheidet. Diese innovativen Eigenschaften
haben die praktische Anwendbarkeit der Methode im ingenieurwissenschaftlichen Kontext
zum Ziel. Ein wichtiger Aspekt dabei ist es, die grundsa¨tzlich bei jeder Optimierungsme-
thode auftretende und oft komplexe und erfolgsbestimmende Pra¨ferenzentscheidung fu¨r
den Experten in einer Form zu gestalten, die einen gro¨ßtmo¨glichen Vorteil fu¨r die Opti-
mierung bei mo¨glichst geringer Belastung des Experten ermo¨glicht. Daru¨ber hinaus ist es
ein Ziel, die Qualita¨ten der EAs als universelle Problemlo¨ser nicht durch eine problems-
pezifische Pra¨ferenzintegration einzuschra¨nken. Weiter ist fu¨r die praktische Anwendung
wichtig, dass die Methode robust ist gegenu¨ber Unsicherheiten sowohl im Zielsystem als
auch in der Pra¨ferenzartikulation des Anwenders.
Die Methode zielt auf Anwendungen im Bereich des Entwurfs und der Parameteropti-
mierung von Regelungssystemen, da hier die verwendeten abstrakten Gu¨temaße und die
subjektive Bewertung des Systemverhaltens durch einen Experten nicht immer in einem di-
rekten Zusammenhang stehen. Das Systemverhalten jedes Reglers oder geregelten Systems
ist im Allgemeinen ein Kompromiss, der von technischen Mo¨glichkeiten und Anforderun-
gen, aber auch von den konkreten Anwendungsszenarien der Systeme abha¨ngt.
Technischer Schwerpunkt der Arbeit ist die Optimierung von Reglern fu¨r Hydraulikven-
tile. Hierbei handelt es sich um mechatronische Systeme, deren Komplexita¨t und deren
Bandbreite in Modellvielfalt und Anwendungsfeldern die Entwicklung und Verwendung
universeller Ansa¨tze zur Optimierung motivieren. Dass die Optimierungsmethode kein Mo-
dellwissen u¨ber das betrachtete System beno¨tigt, ist ein wichtiger Aspekt ihrer universellen
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Anwendbarkeit und ermo¨glicht im konkreten Anwendungsfall eine HIL-Optimierung. Dar-
aus ergeben sich technische Fragen, deren Beantwortung einen weiteren wichtigen Teil
dieser Arbeit bilden. Zentrale Fragestellungen sind dabei verschiedene Aspekte von Ro-
bustheit der Lo¨sung und der Bewertung, die sich aus der Betrachtung von realen Systemen
mit Unsicherheiten, Sto¨rgro¨ßen und rauschanfa¨lliger Signalverarbeitung ergeben.
Die vorliegende Arbeit entwirft und erforscht ein Optimierungsverfahren, das sich im Kon-
text der Ingenieurwissenschaften als unterstu¨tzendes Werkzeug fu¨r den menschlichen Ent-
wickler anbietet. Die Arbeit analysiert und belegt dessen Leistungsfa¨higkeit an einer kon-
kreten Anwendung und zeigt so exemplarisch, wie die Methode fu¨r Aufgaben im Entwick-
lungsprozess eingesetzt werden kann.
1.5 Gliederung
Die vorliegende Arbeit gliedert sich in mehrere Abschnitte, in denen Konzept und Me-
thode der interaktiven Integration von Pra¨ferenzen erla¨utert, analysiert und anschließend
angewendet werden. In Kapitel 2 wird zuna¨chst der Stand der Technik dargestellt und die
vorliegende Arbeit in diesen Kontext eingeordnet. Das Kapitel 3 stellt die Methode zur
interaktiven Optimierung vor und diskutiert die grundlegenden Konzepte von Pra¨ferenz-
modellierung und Entscheidungsfindung. Kapitel 4 umfasst die Analyse des Algorithmus
und die Untersuchung der Parameter und Unsicherheiten der Modellierung. Das 5. Kapitel
behandelt die Anwendung der multikriteriellen evolutiona¨ren Algorithmen fu¨r regelungs-
technische Problemstellungen und die Optimierung dynamischer Systeme sowie den Aspekt
der Robustheit in der Optimierung. Kapitel 6 dokumentiert und analysiert die Anwendung
der entwickelten Methoden zur Optimierung von Reglern fu¨r Hydraulikventile, beschreibt
den verwendeten Versuchsaufbau und zeigt exemplarische Ergebnisse. In Kapitel 7 finden




Die vorliegende Arbeit ist thematisch interdisziplina¨r ausgerichtet und umfasst Aspekte
aus den Themenbereichen der evolutiona¨ren Algorithmen, der Optimierung dynamischer
Systeme, der Regelung von Hydraulikventilen sowie der Entscheidungsfindung und Model-
lierung von Pra¨ferenzen. Dieses Kapitel umfasst sowohl Grundlagen als auch den Stand der
Technik in den genannten Themengebieten und dient der Einordnung der Arbeit in deren
Kontext.
2.1 Evolutionsstrategien
Evolutionsstrategien (ES) stellen eine Klasse der evolutiona¨ren Algorithmen dar (vgl. Ab-
schnitt 1.2), die im Kontext der Ingenieurwissenschaften am weitesten verbreitet sind. Sie
grenzen sich von genetischen Algorithmen im Wesentlichen dadurch ab, dass sie fu¨r die
Optimierung von Problemen mit reellwertigen Lo¨sungsparametern und nicht fu¨r kombina-
torische Probleme konzipiert sind. Da fu¨r praktische technische Problemstellungen diese
klare Unterscheidung nicht existiert oder die Art der Probleme ineinander u¨berfu¨hrbar ist,
kann und sollte man auch die Klassen der Algorithmen nicht immer klar trennen.
Das Ziel einer Evolutionsstrategie ist die Optimierung einer Zielfunktion f : Rn → R, die
einen Lo¨sungsvektor x mit n reellen zu optimierenden Parametern, der auch als Chromo-
som bezeichnet wird, auf einen reellwertigen Fitnesswert abbildet, der die Gu¨te der Lo¨sung
beschreibt. Die Funktion f(x) kann auch nur in einem Teilbereich des Rn definiert sein.
Der Algorithmus beginnt mit der zufa¨lligen Initialisierung einer Startpopulation L(0), die
aus µ Individuen besteht. Die Parameter oder Chromosomen der Individuen werden im
Allgemeinen auf geeignete Weise zufa¨llig im Gu¨ltigkeitsbereich ausgewa¨hlt, ko¨nnen aber
bei vorhandenem Vorwissen auch gezielt platziert werden. Die nachfolgende Population
L(t+1) jeder Population L(t) wird erzeugt, indem aus einer selektierten Untermenge, den
Eltern, λ Nachkommen erzeugt werden. Diese entstehen zum einen durch die Rekombina-
tion, bei der aus zwei oder mehr Eltern ein Nachkomme erzeugt wird, indem diese aus-
gewa¨hlte oder zufa¨llige Teile ihres Chromosomes miteinander zu einem neuen Individuum
kombinieren. Der zweite evolutiona¨re Mechanismus ist die Mutation, eine zufa¨llige normal-
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verteilte Variation des Chromosomes mit vergleichsweise kleiner Standardabweichung um
dessen Ausgangswert. Evolutionsstrategien ko¨nnen, mu¨ssen aber nicht, beide Mechanis-
men in verschiedenen Auspra¨gungen anwenden. Die Mutation dient dabei, aufgrund ihres
lokalen Charakters, eher der Tiefensuche.
Der Mechanismus der Rekombination dient praktisch dazu, dass sich gute Lo¨sungen austau-
schen, um weiter besser werden zu ko¨nnen. Direkt den genetischen Algorithmen entlehnt
ist die diskrete Rekombination, bei der jeweils einzelne Parameter oder Abschnitte der
Chromosomen beteiligter Individuen gegeneinander ausgetauscht werden. Speziell fu¨r re-
ellwertige Parameter geeignet ist die intermedia¨re Rekombination, bei der das Chromosom
des Nachkommen als (gewichteter) Mittelwert der Chromosomen der Eltern entsteht. Ver-
breitete Varianten sind Kombinationen und Erweiterungen dieser Mechanismen.
Verschiedene Mutationsverfahren verwenden unterschiedliche Anpassungen der Mutations-
schrittweite, die die Varianz der zufa¨lligen Vera¨nderungen beschreiben. Hier sind einfache
deterministische Anpassungen u¨ber den Fortschritt der Evolution, aber auch verschiede-
ne dynamische Adaptionen verbreitet. Bekannte Beispiele stellen die 1/5-Erfolgsregel nach
Rechenberg [8] oder die Beru¨cksichtigung der Schrittweite als zu optimierenden Parameter
nach Schwefel [9] dar. Eine weitere erfolgreiche Methode ist die Beru¨cksichtigung korrelier-
ter Mutationen, beispielsweise die CMA-ES nach Hansen und Ostermeier [20], die durch
die Adaption einer Kovarianzmatrix in der Lage ist, bei der Suche auch Abha¨ngigkeiten
zwischen den Dimensionen des Lo¨sungsraums zu beru¨cksichtigen.
Fu¨r alle so erzeugten Nachkommen wird mittels der Fitness-Funktion eine Bewertung er-
mittelt, auf deren Grundlage die Selektion der na¨chsten Population L(t+1) erfolgt. Dabei
verwenden Evolutionsstrategien das Elite-Prinzip, bei dem sich, bewertet anhand ihrer
eindeutigen Gu¨te f , immer die besten µ Individuen durchsetzen. Man unterscheidet dabei
verschiedene Strategien hinsichtlich der Zusammensetzung der Menge von Individuen, aus
der die na¨chste Generation selektiert wird. Die Plus-Strategie, bei der aus der vereinigten
Menge von Eltern und Nachkommen, also aus µ+ λ Individuen, ausgewa¨hlt wird, hat die
Eigenschaft, einmal erreichte Gu¨tewerte zu erhalten. Der Nachteil besteht in dem Risiko
der Konvergenz in ein lokales Minimum. Die Komma-Strategie, bezeichnet auch als (µ,λ)-
ES, verringert dieses Risiko, indem nur aus den erzeugten Nachkommen selektiert wird.
Dem dabei mo¨glichen Verlust einmal erreichter Lo¨sungen kann durch ein zusa¨tzliches Ar-
chiv vorgebeugt werden.
Diese Schritte werden bei einer ES so lange iterativ wiederholt, bis ein definiertes Ab-
bruchkriterium erreicht ist. Dies kann das Erreichen einer definierten maximalen Rechen-
zeit, einer Anzahl von Generationen oder Funktionsauswertungen sein. Das Erreichen einer
Mindestgu¨te, das Ausbleiben einer weiteren Verbesserung oder die Konvergenz im Sinne
der Unterschiede in der Gu¨te der Population ko¨nnen ebenfalls als Abbruchkriterien verwen-
det werden. Fu¨r einen U¨berblick u¨ber Evolutionsstrategien und EAs im Allgemeinen sowie
fu¨r Literaturverweise zu Details der einzelnen Methoden sei auf Gerdes et al. [7] verwiesen.
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2.2 Multikriterielle evolutiona¨re Algorithmen
Die meisten realen Optimierungsprobleme lassen sich, wie schon in Abschnitt 1.1 ange-
merkt, nur unzureichend durch ein einzelnes Kriterium zur Beschreibung der Gu¨te einer
Lo¨sung charakterisieren. Gerade bei der Optimierung technischer Systeme stellt die opti-
male Lo¨sung oft einen Kompromiss zwischen verschiedenen Aspekten dar, es handelt sich
also um multikriterielle oder auch multiobjektive Probleme (MOP). Naheliegende Beispiele
sind der Kompromiss zwischen Haltbarkeit und Gewicht eines Bauteils, zwischen Qualita¨t
und Preis eines Produkts oder zwischen Anstiegszeit und U¨berschwingen einer Sprungant-
wort eines Dynamischen Systems. Ein anschauliches Beispiel ist der Kompromiss zwischen
Komfort und Geschwindigkeit eines Verkehrsmittels.
Eine Alternative dazu, diesen Kompromiss bereits bei der Formulierung der Gu¨tefunktion
zu beru¨cksichtigen, stellt die multikriterielle Optimierung dar. Deren Ziel ist nicht eine
einzelne optimale Lo¨sung, sondern es sind optimale Kompromisse zwischen mehreren Kri-
terien.
Diese Menge von Lo¨sungen, die optimale Kompromisse im Hinblick auf definierte Kriterien
darstellen, wird Pareto-Menge genannt. Deren Abbildung durch die nun mehrdimensionale
Fitnessfunktion f in den Kriterienraum wird als Pareto-Front bezeichnet. Fu¨r alle Lo¨sun-
gen l ∈ LP , die Teil der Pareto-Menge sind, gilt, dass es keine Lo¨sung gibt, die in einem der
Kriterien besser ist, ohne gleichzeitig in mindestens einem anderen Kriterium schlechter zu
sein.
Zur Beschreibung des Verha¨ltnisses, in dem zwei Lo¨sungen zueinander stehen ko¨nnen,
wird der Begriff der Pareto-Dominanz verwendet [21]. Allgemein ausgedru¨ckt dominiert
ein Vektor a = (a1, a2, ..., ak) der La¨nge k einen Vektor b = (b1, b2, ..., bk) der gleichen
La¨nge, bezeichnet mit a ≺ b, wenn gilt:
∀i ∈ {1, 2, ..., k} : ai ≤ bi ∧ ∃i ∈ {1, 2, ..., k} : ai < bi . (2.1)
Lo¨sungen des Optimierungsproblems ko¨nnen jeweils als Tupel l = {x, f}, bestehend aus
den Vektoren der Parameter x sowie der Kriterien f beschrieben werden. Eine Lo¨sung l1
dominiert eine weitere Lo¨sung l2, wenn fu¨r deren Kriterienvektoren f1 ≺ f2 gilt. Trifft diese
Bedingung oder deren Gegenteil f2 ≺ f1 fu¨r zwei Lo¨sungen nicht zu, so sind deren Kriterien-
vektoren entweder identisch oder aber nicht vergleichbar. Fu¨r alle Pareto-optimalen Lo¨sun-
gen, die gemeinsam die Pareto-Menge bilden, gilt, dass keine sie dominierenden Lo¨sungen
existieren und sie untereinander nicht vergleichbar sind. Formal ist die Pareto-Menge LP
als Untermenge des gesamten Lo¨sungsraums Ω definiert als:
LP := {x ∈ Ω | ¬∃x′ ∈ Ω f(x′) ≺ f(x)} . (2.2)
Das Ziel einer multikriteriellen Optimierung ist es, diese Pareto-Menge oder Pareto-Front
ganz oder teilweise zu ermitteln oder zu approximieren, was im Ergebnis zu einer Menge
von Lo¨sungen fu¨hrt. In dem speziellen Fall, dass die Kriterien nicht miteinander in Kon-
flikt stehen, dominiert eine einzige Lo¨sung alle anderen, was die Pareto-Front auf einen
einzelnen Punkt reduziert.
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EAs sind im Speziellen fu¨r die multikriterielle Optimierung geeignet, da sie aufgrund ihrer
Eigenschaft, auf ganzen Populationen von Lo¨sungsindividuen zu basieren, die Vorausset-
zung zum Approximieren einer Menge von Pareto-optimalen Lo¨sungen erfu¨llen. Der zen-
trale Unterschied zwischen dem klassischen EA mit skalarer Fitness und der evolutiona¨ren
multikriteriellen Optimierung (EMO) besteht darin, dass die Fitness eines Individuums
nicht direkt mittels der aus der Fitnessfunktion gewonnenen Bewertung abgeleitet werden
kann, sondern zuna¨chst aus deren Ergebnis, den Kriterien, ermittelt werden muss, bei-
spielsweise in Form der Dominanzrelation der beteiligten Individuen.
Die multikriteriellen evolutiona¨ren Algorithmen, englisch: Multi-objective Evolutionary Al-
gorithms (MOEA), bilden ein umfangreiches eigenes Forschungsgebiet innerhalb des Ge-
biets der evolutiona¨ren Algorithmen, das eng mit dem Gebiet des Operations Research
(OR) [22] und dabei speziell dem Multi-Criteria Decision Making (MCDM) verknu¨pft ist.
Fu¨r einen detaillierten Einblick in diese Vielfalt von Algorithmen und Methoden sei hier
auf die U¨bersichtswerke von Coello Coello, Lamont und Van Veldhuizen [21] sowie Deb [23]
oder Fonseca und Flemming [24] verwiesen. Einen historischen U¨berblick bietet ebenfalls
Coello Coello in [25]. Einen Vergleich im Hinblick auf die Leistungsfa¨higkeit verschiedener
MOEA bieten Zitzler et al. in [26].
Pareto-Dominanz als Selektionsgrundlage
Das Herleiten einer eindeutigen Fitness als Grundlage fu¨r eine Selektionsentscheidung aus
der multikriteriellen Bewertung der Individuen stellt den zentralen Aspekt eines MOEA
dar. Hier stellt sich die EMO als eine Verbindung der Fragestellungen Optimierung und
Entscheidung dar, auf die in Abschnitt 3.1 na¨her eingegangen wird. Eine Lo¨sung besteht
darin, das MOP in ein skalares Problem zu transformieren und mit herko¨mmlichen Me-
thoden zu lo¨sen. Die im eigentlichen Sinne multikriteriellen Ansa¨tze zielen jedoch auf die
Approximation der Pareto-Front durch eine Menge LPˆ Pareto-optimaler Lo¨sungen und
verwenden in der Mehrheit dominanzbasierte Selektionsverfahren.
Exemplarisch fu¨r viele im Detail unterschiedliche Verfahren wird das nondominated sor-
ting, eine Sortierung nach dem Grad der Nichtdominiertheit, betrachtet [27]. Dabei wird
aus der gesamten aktuellen Population L die Untermenge Ld=1 der nicht-dominierten Lo¨-
sungen identifiziert, entfernt und mit einem Rang d = 1 versehen. Aus der reduzierten
Menge L\Ld=1 werden die nun nicht-dominierten Lo¨sungen mit dem Rang d = 2 versehen
und ebenfalls entfernt. Dieser Vorgang wird so lange fortgesetzt, bis allen l ∈ L ein Rang
zugeordnet wurde, der auf diese Weise den Grad der Nichtdominiertheit der Individuen
beschreibt. Eine Selektion, die sich prima¨r an diesem Rang als Fitness orientiert, bevor-
zugt die jeweils aktuell Pareto-optimalen Lo¨sungen und fu¨hrt so zu einer Approximation
der wahren Pareto-Front.
Dieser prima¨re Selektionsmechanismus allein ist jedoch nicht ausreichend. Die Pareto-Front
ist im Allgemeinen eine zumindest abschnittsweise stetige Hyperebene im Kriterienraum,
weshalb theoretisch eine unendliche Zahl Pareto-optimaler Lo¨sungen existieren kann. Da
sich demnach auf einem beliebig kleinen Teil der Pareto-Front unendlich viele optimale
Lo¨sungen platzieren lassen, erfordert die Approximation der gesamten Front durch eine
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endliche Population von Lo¨sungen einen zusa¨tzlichen Mechanismus, der eine Verteilung
der Lo¨sungen erwirkt. Dieser kann als A¨quivalent zum Besetzen o¨kologischer Nischen in
der natu¨rlichen Evolution angesehen werden und wird deshalb auch als Niching bezeichnet.
Auch hier existiert eine Vielzahl verschiedener Methoden. Popula¨r sind Verfahren, die ei-
ne sekunda¨re Selektion innerhalb der Lo¨sungsmenge gleichen Ranges dadurch realisieren,
dass im Parameter- oder Kriterienraum eng benachbarte, also a¨hnliche, Lo¨sungen abgewer-
tet werden. Diese Crowding Distance fo¨rdert die Diversita¨t innerhalb der Lo¨sungsmenge
und fu¨hrt dadurch zu der angestrebten Verteilung. Andere Algorithmen verwenden ver-
schiedene Niching-Verfahren mit a¨hnlicher Zielsetzung. Der SMS-EMOA [28] zum Beispiel
maximiert den Beitrag einer einzelnen Lo¨sung zur S-Metrik [29], die das von der Lo¨sungs-
menge dominierte Hypervolumen im Kriterienraum beschreibt. Ein adaptives Raster im
Lo¨sungsraum stellt bei PAES [30] den Niching-Mechanismus dar. Beim SPEA [31] wird der
Dominanz-Rang um einen Faktor erga¨nzt, der den Dominanz-Rang archivierter Lo¨sungen
verwendet, um eine Verteilung der Individuen sicher zu stellen. Diese und andere Verfahren
fu¨hren zu im Detail unterschiedlichen Verteilungen der Lo¨sungen auf der approximierten
Pareto-Front, deren vergleichende Bewertung zwangsla¨ufig subjektiv vom gewu¨nschten Er-
gebnis abha¨ngt. Ein Mechanismus, der die Verteilung der Lo¨sungen beeinflusst, stellt daher
zwangsla¨ufig einen Ansatzpunkt zur progressiven oder interaktiven Beru¨cksichtigung von
Pra¨ferenzen in der evolutiona¨ren Optimierung dar.
Referenz-Algorithmus: NSGA-II
Als Grundlage und Referenz fu¨r in dieser Arbeit entwickelte Methoden und Algorithmen
wird der bekannte und verbreitete Non-dominated Sorting Genetic Algorithm (NSGA-II)
von Deb et al. [32] verwendet. Der Algorithmus basiert auf dem beschriebenen Verfahren
zur Sortierung nach Grad der Nichtdominiertheit. Der NSGA-II ist relativ leistungsfa¨hig
hinsichtlich seiner Geschwindigkeit und der universellen Anwendbarkeit fu¨r verschiedene
Problemklassen, zumindest fu¨r Probleme mit kleiner Zahl von Kriterien, und ist aus diesen
Gru¨nden verbreitet und zum Vergleich geeignet. Das Bild 2.1 zeigt schematisch verein-
facht den Ablauf des Algorithmus. Der Algorithmus initialisiert und bewertet zuna¨chst
eine Startpopulation. In jeder Generation erzeugt der Algorithmus aus der aktuellen Popu-
lation Nachkommen mit den evolutiona¨ren Operatoren Rekombination und Mutation (vgl.
Abschnitt 2.1) und generiert einen Dominanz-Rang fu¨r jedes Individuum der zusammen-
gefassten Menge aus der Eltern- und deren Nachkommen-Population. Dieser Rang wird
zur Selektion der na¨chsten Eltern-Population durch die beschriebene Crowding-Distance
erga¨nzt, um eine diverse Pareto-Front zu erzeugen.
Beim NSGA-II handelt es sich um den in der Literatur aktuell am ha¨ufigsten als Referenz
verwendeten MOEA. Obwohl er nachweislich in verschiedenen Szenarien durch andere Al-
gorithmen u¨bertroffen wird, stellt er doch entsprechend des No Free Lunch-Theorems [33]
einen guten Kompromiss dar. Das Theorem besagt vereinfacht, dass alle (optimalen) Op-
timierungsverfahren fu¨r die Gesamtheit aller mo¨glichen Probleme gleich gute Leistungen
erbringen und eine Verbesserung fu¨r eine Klasse von Problemen entsprechend zwangsla¨ufig
















Bild 2.1: Ablaufdiagramm des MOEA
Kompromiss hinsichtlich der universellen Anwendbarkeit, des Implementierungsaufwands
und der Ausfu¨hrungszeit dar und ist daher aus Ingenieursperspektive geeignet.
2.3 Interaktive evolutiona¨re Optimierung
Fu¨r die meisten realen, technischen und nichttechnischen Problemstellungen sind die Pro-
zesse der Entscheidungsfindung und der Optimierung stark miteinander verknu¨pft. Der
Weg zur Ermittlung einer optimalen Lo¨sung schließt dabei, unter Umsta¨nden an verschie-
denen Stellen, Entscheidungsprozesse mit ein. Diese ko¨nnen sich auf die Formulierung des
Optimierungsproblems, auf die Optimierungsstrategie oder auf die Wahl einer Kompro-
misslo¨sung beziehen. Wie beispielsweise von Parmee et al. [34] und Horn [35] oder Evans
[36] in verschiedenen Kontexten formuliert, lassen sich drei Mo¨glichkeiten zur Integration
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von Entscheidungen und Optimierung hinsichtlich des Zeitpunktes der Entscheidung re-
lativ zum Optimierungsprozess unterscheiden, die a priori Entscheidung, die a posteriori
und die progressive oder interaktive Entscheidung. Auf die konkreten Unterschiede wird in
Abschnitt 3.1 im Detail eingegangen.
Der Schwerpunkt dieser Arbeit liegt auf der interaktiven Pra¨ferenzartikulation als Me-
thode zur progressiven Integration des Entscheidungsprozesses und der multikriteriellen
Optimierung. Obwohl sich speziell fu¨r praktische Anwendungen von MOEA die progressi-
ven Techniken aus verschiedenen Gru¨nden anbieten [21], stellen diese in der einschla¨gigen
Literatur eher eine Nische dar. Ein mo¨glicher Grund dafu¨r ist, dass die progressive Technik
im Allgemeinen einen Gewinn an Leistung des Optimierungsverfahrens erkauft durch einen
vergro¨ßerten Aufwand fu¨r den menschlichen Entscheider. Dieser Mehraufwand ist einerseits
nur schwer und fu¨r jeden individuellen Fall zu bewerten, der Umgang damit und dessen
Reduktion stellt aber andererseits eine zentrale Motivation fu¨r diese und andere Arbeiten
in diesem Kontext dar.
Generell sind zwar die Fragen, auf welche Art die Pra¨ferenzen formuliert werden und wann
diese in die Optimierung eingreifen, klar zu trennen. Fu¨r eine a priori Artikulation fehlt fu¨r
reale Anwendungen jedoch im Allgemeinen die belastbare Grundlage fu¨r eine Entscheidung,
die erst durch die Optimierung entsteht. Die Formulierung von Pra¨ferenzen auf Grundlage
einer endgu¨ltigen oder vorla¨ufigen Lo¨sungsmenge hingegen ist Grundlage sowohl fu¨r inter-
aktive Techniken als auch fu¨r eine a posteriori Auswahl [37] geeigneter Lo¨sungen, so dass
sich die meisten Ansa¨tze im Wesentlichen nur durch den Zeitpunkt ihrer Anwendung wa¨h-
rend oder nach der Optimierung unterscheiden. Die in der Literatur verbreiteten Ansa¨tze
fu¨r interaktive evolutiona¨re Algorithmen (IEA) lassen sich entsprechend ihrer Arbeitswei-
se und Repra¨sentation der Pra¨ferenzen in verschiedene Kategorien einteilen. Der folgende
U¨berblick stu¨tzt sich im Wesentlichen auf Coello Coello et al. [21].
• Eine erste Kategorie umfasst Methoden der Vorgabe erwu¨nschter Ziele. Die ers-
ten Ansa¨tze hierzu finden sich bei Tanaka und Tanino [38] sowie Tanino et al. [39]
und Fonseca und Flemming [40]. Die Methoden basieren auf Zielvorgaben in Form
einer Einteilung in zufriedenstellende und nicht zufriedenstellende Lo¨sungen oder auf
Zielpunkten oder akzeptablen Grenzwerten im Kriterienraum. Diese Vorgaben fließen
dann in den Ranking-Mechanismus des MOEA als zusa¨tzliche Kriterien ein und ko¨n-
nen interaktiv wa¨hrend der Optimierung vera¨ndert werden. Einen weiterentwickelten
Ansatz stellen Tan et al. in [41] vor, allerdings urspru¨nglich als a priori Methode. Der
Kriterienraum wird dabei durch Zielpunkte und deren logische Verknu¨pfung in Berei-
che eingeteilt, die im Ranking unterschiedlich behandelt werden. Deb et al. [42] sowie
Thiele et al. [43] verwenden Referenzpunkte zur Beschreibung pra¨ferierter Lo¨sungen.
Der relativ einfachen Repra¨sentation und Implementierung dieser Zielvorgaben steht
der Nachteil entgegen, dass zum einen viel Information u¨ber das Problem und die
erreichbaren Lo¨sungen zur Formulierung der Ziele erforderlich ist und dass zum an-
deren die interaktive Beeinflussung des Rankings eine große Zahl nicht-dominierter
Lo¨sungen erfordert, um effektiv zu wirken.
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• Eine weitere Kategorie stellt die Verwendung von Nutzenfunktionen [44] dar, die
ebenfalls urspru¨nglich auf [40] zuru¨ckgeht. Diese Ansa¨tze verwenden eine Funktion,
die auf Grundlage der multikriterellen Bewertung ein eindeutiges Ranking ermit-
telt. Diese Funktion beschreibt die Pra¨ferenzen des Anwenders im Hinblick auf die
Relevanz der Kriterien und kann in Form einer linearen gewichteten Summe oder
beispielsweise auch als Fuzzy-System oder neuronales Netz [45] repra¨sentiert sein.
Ausgangspunkt dieser Ansa¨tze ist eine a priori Beschreibung der Pra¨ferenzen, die
progressiv angepasst werden kann. Greenwood et al. [46] leiten eine Rangfolge von
Kriterien aus einer formulierten Rangfolge einer Menge von Lo¨sungen ab. Der Ansatz
von Branke et al. [47] verwendet eine Beschreibung der Pra¨ferenzen durch minimale
und maximale lineare Gewichtungen und generiert daraus eine Modifikation des do-
minanzbasierten Rankings. Meneghetti et al. verwenden in [48] einen Ansatz, in dem
der Entscheider eine pra¨ferierte Lo¨sung aus einer Menge nicht-dominierter Lo¨sungen
wa¨hlt. Aus dieser Auswahl werden abschnittsweise lineare Nu¨tzlichkeitsfunktionen
fu¨r jedes Kriterium erzeugt, die u¨ber Ungleichungen einen zula¨ssigen Bereich des
Kriterienraums begrenzen. Mehnen et al. betrachten in [49] einen Ansatz mit Nu¨tz-
lichkeitsfunktionen unter spezieller Beru¨cksichtigung verrauschter Prozesse. Wagner
und Trautmann pra¨sentieren in [50] einen a¨hnlichen Ansatz in Kombination mit ei-
nem SMS-EMOA und bieten daru¨ber hinaus eine gute Einordnung in den Literatur-
kontext. Der gro¨ßte Nachteil der meisten dieser Ansa¨tze dieser Kategorie ist, dass sie
im Allgemeinen fu¨r die Pra¨ferenz keine Intransitivita¨ten, also logische Widerspru¨che
in der Pra¨ferenzaussage bei der verknu¨pften Betrachtung mehrerer Einzelrelationen,
erlauben. Sie setzen daher voraus, dass die Pra¨ferenz pra¨zise und eindeutig formuliert
werden kann. Daru¨ber hinaus basieren viele Ansa¨tze auf der Annahme, dass alle Kri-
terien als unabha¨ngig voneinander betrachtet werden ko¨nnen, die Bewertung eines
Kriteriums also nicht lokal vom Wert eines anderen abha¨ngt, sondern global fu¨r den
ganzen Kriterienraum beschrieben werden kann.
• Ein dritte Gruppe von Ansa¨tzen basiert auf Pra¨ferenzrelationen, die im Hinblick
auf die Optimierungskriterien definiert werden. Der Ansatz, der auf Cvetkovic und
Parmee [51, 52] zuru¨ckgeht, ist urspru¨nglich als a priori Methode konzipiert, kann
aber interaktiv verwendet werden [34]. Er basiert im Kern auf der linguistischen Be-
schreibung der Pra¨ferenz des Entscheiders fu¨r ein Paar von Kriterien. Die Motivation
fu¨r diese Art der Beschreibung ist verknu¨pft mit der Anwendung der Verfahren fu¨r
Design-Probleme, bei denen die psychologische Betrachtung der Entscheidungssitua-
tion von Bedeutung ist. Die gewonnene Information wird verwendet, um entweder
durch gewichtetes Zusammenfassen der Kriterien oder eine Modifikation des Pareto-
Rankings das Verhalten des MOEA zu beeinflussen. Das hier beispielhaft genannte
Verfahren erfordert Transitivita¨t der Bewertung von Kriterienpaaren, daru¨ber hin-
aus ist die Skalierbarkeit der Methode eingeschra¨nkt, da die Anzahl der notwendigen
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Entscheidungen, zumindest theoretisch, quadratisch von der Anzahl der Kriterien
abha¨ngt.
• Die vierte wichtige Kategorie stellen die Outranking-Verfahren dar. Die von Re-
kiek et al. [53] oder Massebeuf et al. [54] vorgeschlagenen Verfahren basieren beispiels-
weise auf einem Entscheidungsanalysewerkzeug namens PROMETHEE [55], andere
Autoren verwenden ELECTRE [56]. Einen Ansatz, der NSGA-II verwendet, jedoch
die Pareto-Dominanz durch ein auf Fuzzy-Pra¨ferenzen basierendes Outranking er-
setzt, pra¨sentieren Fernandez et al. in [57]. Generell ist diese Kategorie stark mit
Themen aus dem OR verbunden. Es werden verschiedene Verfahren und Werkzeuge
verwendet, um aus Entscheidungen ein Ranking abzuleiten. Viele der dabei verwen-
deten Verfahren stellen aber durch eine große Zahl von zu wa¨hlenden Parametern
selbst bereits ein komplexes Optimierungsproblem dar.
U¨ber die genannten Kategorien hinaus existieren weitere Ansa¨tze, die sich entweder nicht
eindeutig zuordnen lassen oder von geringerer Bedeutung beziehungsweise Verbreitung
sind. Detaillierte Literaturverweise findet man von Coello Coello in [21] oder [58]. Wei-
tere Beitra¨ge, die ihrerseits als U¨bersicht in diesem Themengebiet dienen ko¨nnen, gibt es
von Cvetkovic et al. [59] oder Rachmawati und Srinivasan [60]. Der Beitrag von Sathe
et al. [61] entha¨lt ebenfalls eine U¨bersicht u¨ber repra¨sentative Ansa¨tze fu¨r I-MOEAs und
verwendet eine interessante graphische Methode zu deren systematischen Einordnung.
Die Zahl aller Vero¨ffentlichungen im Themengebiet der IEAs ist relativ groß. Die hier ge-
nannten Beitra¨ge stellen eine exemplarische Auswahl relevanter Vero¨ffentlichungen dar, die
Auswahl erhebt jedoch keinen Anspruch auf Vollsta¨ndigkeit.
Ein großer Teil der Literatur na¨hert sich dem Thema von einer theoretischen Perspektive
und betrachtet ku¨nstliche Benchmark-Probleme. Einen Ansatz zur theoretischen Analyse
von interaktiven EAs bietet Rudolph in [62] in Form einer Beschreibung durch stochasti-
sche Automaten.
Die praktischen Applikationen von IEA erstrecken sich u¨ber verschiedenste Anwendungsge-
biete. Takagi und Ohsaki [63] beschreiben die Verwendung einer interaktiven Optimierung
zur Anpassung von Ho¨rhilfen. Madar et al. beschreiben in [64] die Anwendung in der
chemischen Prozesstechnik. Filipic und Juricic beschreiben in [65] eine Anwendung zur
Optimierung von Reglerparametern. Einen U¨berblick u¨ber zahlreiche weitere Anwendun-
gen mit Schwerpunkten auf solchen mit einem kreativen oder ku¨nstlerischen Aspekt sowie
im Bereich des Designs, bei denen ein subjektiver Aspekt in der Beurteilung zwingend
erforderlich ist, gibt Takagi in [66].
Einordnung der vorliegenden Arbeit
Das in dieser Arbeit vorgeschlagene Verfahren basiert auf den eigenen Beitra¨gen [67, 68,
69, 70] und la¨sst sich in der oben eingefu¨hrten Kategorisierung am ehesten dem Outran-
king zuordnen. Pra¨ferenzen werden in Form eines relativen Rankings oder Vergleichs von
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zwei Lo¨sungen ausgedru¨ckt. Im Kontrast zu vielen anderen Verfahren dieser Kategorie
[21] wird dabei auch explizit die Vergleichbarkeit von Lo¨sungen beru¨cksichtigt. Aus den
beurteilten Vergleichen wird weder eine explizite Aussage zu Pra¨ferenzen im Hinblick auf
Kriterien noch eine konkrete globale Nutzenfunktion abgeleitet. Die Beschreibung der Pra¨-
ferenz des Entscheiders und ein entsprechendes Ranking von Lo¨sungsvorschla¨gen anhand
von paarweisen Vergleichen von Lo¨sungsrepra¨sentanten hat verschiedene Vor- und Nachtei-
le, verglichen mit zum Beispiel Nutzenfunktionen [71, 72], und stellt die zentrale Idee des
in dieser Arbeit vorgestellten Konzepts fu¨r einen IEA dar. Die pra¨ferenzbasierte Selektion
von Lo¨sungen erfolgt mittels berechneter Pra¨ferenz- und Vergleichbarkeits-Indizes, die di-
rekt auf Grundlage bekannter bewerteter Vergleiche ermittelt werden. Diese stellen damit
lokale Modelle dar, deren konkrete Interpretation von der zu bewertenden Population ab-
ha¨ngig ist und die daher keine allgemeingu¨ltige Beschreibung der tatsa¨chlichen Pra¨ferenzen
darstellen. Diese Eigenschaften des interaktiv erstellten Pra¨ferenzmodells haben zur Folge,
dass das Verfahren mit einer minimalen Zahl an zu wa¨hlenden Parametern auskommt, was
es von vielen anderen Verfahren, speziell aus der Kategorie Outranking, unterscheidet. Hin-
sichtlich der Struktur und Eigenschaften der tatsa¨chlichen Pra¨ferenzen sind, anders als bei
der Verwendung von Nutzenfunktionen, keine einschra¨nkenden a priori Annahmen erfor-
derlich, abgesehen von der Voraussetzung, dass in einer prinzipiell beliebig kleinen lokalen
Umgebung fu¨r im Kriterienraum a¨hnliche Lo¨sungen auch entsprechend a¨hnliche Pra¨feren-
zen gelten. Dieser lokale Ansatz und die Beru¨cksichtigung der Vergleichbarkeit machen die
vorgeschlagene Methode, im Kontrast zu Pra¨ferenzrelations-Methoden, robust und tole-
rant gegenu¨ber Intransitivita¨ten. Sie ist in der Lage widerspru¨chliche Beurteilungen durch
den Entscheider sowie zeitlich im Verlauf des Optimierungsprozesses vera¨nderliche Beur-
teilungen zu verarbeiten und weist damit genug Robustheit fu¨r die angestrebte praktische
Anwendung in ingenieurwissenschaftlichen Fragestellungen auf.
2.4 Optimierung von Hydraulikventilreglern
Zur Regelung von Hydraulikventilen und hydraulischen Systemen im Allgemeinen kommen
zahlreiche klassische sowie fortgeschrittene Regelungskonzepte und Entwurfsverfahren zur
Anwendung. Einen breiten U¨berblick bieten Jelali und Kroll in [73]. Die Verwendung von
EAs zur Optimierung von Reglern ist dagegen vergleichsweise wenig verbreitet. Ottersbach
in [74] sowie Nicolaus et al. in [75] beschreiben die Verwendung eines EA zur Optimierung
eines Reglers fu¨r ein Proportional-Wegeventil mittels der Bewertung anhand eines skalaren
Fuzzy-Gu¨temaßes. Aufbauend auf dieser Bewertung beschreibt eine eigene Arbeit [76] die
Optimierung fu¨r ein komplexeres kaskadiertes Regelungskonzept fu¨r mehrstufige Hydrau-
likventile. Ein weiterer eigener Beitrag [77] pra¨sentiert die multikriterielle HIL-Optimierung
von Hydraulikventilreglern mittels eines MOEA. In [78] pra¨sentieren Braun et al. die An-
wendung eines MOEA mit Fitness-Surrogatmodellen fu¨r das gleiche Zielsystem. Im eigenen
Beitrag [79] wird die Anwendung einer interaktiven Optimierung fu¨r die Parameteropti-
mierung des Reglers beschrieben, die auch in dieser Arbeit als Anwendungsszenario im
Fokus steht. Einen Beitrag zur Auslegung und Strukturoptimierung von Reglern fu¨r Hy-
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draulikventile mittels MOEA leisten Braun et al. in [80]. In [81] wird das Konzept der
Modellunterstu¨tzung ausgeweitet auf den Aspekt der Sicherheit bei der HIL-Optimierung
von Hydraulikventilen.
Die multikriterielle Optimierung im Kontext von Hydrauliksystemen ist Teil einer Arbeit
von Andersson [82]. Er befasst sich mit der Optimierung von Reglern hinsichtlich des Kom-
promisses zwischen Regelfehler und Energieeffizienz und betrachtet dabei auch Aspekte der
Robustheit und der geeigneten Parametrierung von Lo¨sungen. In [83] verwenden Trachte
und Albrecht ein HIL-Konzept zum Test von Ventilen der Mobilhydraulik. Im erweiterten
Kontext bewegt sich die Arbeit von Braun et al. [16, 17], in der ein MOEA zur struktur-







Jedes Optimierungsverfahren und somit auch die evolutiona¨re Optimierung hat zum Ziel,
optimale Lo¨sungen fu¨r ein gegebenes Problem zu finden oder zu approximieren. Die Frage
jedoch, was eine Lo¨sung zu einer optimalen Lo¨sung macht, wird nicht durch das Optimie-
rungsverfahren und allenfalls indirekt durch das Optimierungsproblem bestimmt, sondern
ist allgemein davon abha¨ngig, was ein Benutzer oder Experte von der Lo¨sung erwartet.
Diese Benutzerpra¨ferenzen sind das prima¨re Kriterium und haben sowohl auf die Defini-
tion des Optimierungsproblems und dessen Randbedingungen als auch auf die Auswahl
der zu verwendenden Optimierungskriterien Einfluss. Allgemein formuliert bestimmen die
Pra¨ferenzen alle Entscheidungen, die der Benutzer im gesamten betrachteten Entwicklungs-
prozess trifft. Darunter fallen zum einen sehr grundsa¨tzliche Entscheidungen, beispielsweise
fu¨r einen abstrakten Lo¨sungsweg oder den Einsatz eines Optimierungsverfahrens. Die die-
sen Entscheidungen zugrunde liegenden Pra¨ferenzen lassen sich im Allgemeinen einfach und
pra¨zise formulieren und liegen außerhalb des hier betrachteten Optimierungsprozesses. Zum
anderen muss der Benutzer Entscheidungen treffen, beispielsweise die Entscheidung fu¨r eine
spezielle Parametrierung des entwickelten Systems, fu¨r die er seine Pra¨ferenzen gar nicht,
nur unpra¨zise oder abha¨ngig von Einflu¨ssen des aktuellen Kontextes des Entwicklungs-
oder Optimierungsprozesses formulieren kann. Dieses Kapitel stellt eine Methode vor, die
Entscheidungen im Zusammenhang mit dem Optimierungsprozess in diesen integriert. Sie
hat das Ziel, die Belastung des Benutzers durch diese schwierige Art von Entscheidungen
zu reduzieren, dessen Pra¨ferenzen aber trotzdem zur effizienten Optimierung zu verwenden,
um Lo¨sungen zu ermitteln, die optimal im Sinne eben dieser Pra¨ferenzen sind.
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3.1 Zusammenhang von Entscheidung und Optimie-
rung
Im Kontext multikriterieller Probleme unterscheidet man drei grundsa¨tzliche Mo¨glichkei-
ten zur Integration von Entscheidungen und Optimierung hinsichtlich des Zeitpunktes der
Entscheidung, Methoden mit a priori Entscheidung, mit a posteriori Entscheidung und
Methoden mit progressiver oder interaktiver Entscheidung. Beispiele und einen U¨berblick
zum Stand der Technik progressiver Methoden bietet Abschnitt 2.3. Die Unterschiede und
Charakteristika der drei Kategorien werden im Folgenden aus Perspektive der Entschei-
dungsfindung erla¨utert.
3.1.1 A priori Entscheidung
Die zur Lo¨sung des Gesamtproblems erforderlichen Entscheidungen werden vor der eigent-
lichen Optimierung getroffen. Das Optimierungsproblem wird dabei derart formuliert, dass
es durch ein einziges skalares Gu¨temaß oder Kriterium abgebildet wird. Gegebenenfalls kon-
fliktiona¨re Kriterien eines urspru¨nglich multikriteriellen Problems mu¨ssen hierbei geeignet
zusammengefasst werden, beispielsweise durch eine gewichtete Summe. Unter der bereits
formulierten Annahme, dass sich kaum ein Problem in allen Aspekten durch ein einzelnes
Gu¨tekriterium beschreiben la¨sst, ergeben sich bei diesem Ansatz verschiedene Probleme.
Nur im Falle einer konvexen Pareto-Front (bei Betrachtung aus Richtung des Minimums)
la¨sst sich jeder Kompromiss durch eine Gewichtung der einzelnen Kriterien beschreiben
[84]. Daneben ist es generell schwierig eine Entscheidung fu¨r einen Kompromiss zu treffen,
ohne die Menge der mo¨glichen Alternativen zu kennen oder abscha¨tzen zu ko¨nnen.
Das Bild 3.1 zeigt das Beispiel eines einfachen Transportproblems, bei dem ein optimales
Verkehrsmittel fu¨r eine gegebene Reise gewa¨hlt werden muss. Das Bild verdeutlicht bei-
spielhaft das Zusammenfassen der beiden fiktiven Kriterien f1 = ”
Kosten“ und f2 = ”
Zeit-
aufwand“ zu einem skalaren Kriterium f =
”
w1·Kosten+w2·Zeitaufwand“ durch eine ge-
wichtete Summe. Es resultiert eine virtuelle neue Dimension, die eine eindeutige Ord-
nung der betrachteten Elemente erlaubt. Im konkreten Beispiel fu¨hrt dies zur Reihenfolge
B > A > C > D. Kritisch ist dabei die Wahl des Gewichtungsverha¨ltnisses w1w2 . Im Allge-
meinen stehen, wie auch im hier gewa¨hlten Beispiel, die Einheiten der einzelnen Kriterien
nicht miteinander im Zusammenhang. Die Entscheidung fu¨r eine Gewichtung legt jedoch
eine Relation der Einheiten zueinander fest und erfordert daher Wissen u¨ber die zu erwar-
tenden Kriterienwerte. Das Bild zeigt die Pareto-Front als gestrichelte Linie, beispielhaft
sind drei Pareto-optimale Lo¨sungen und eine weitere Lo¨sung markiert. Die Gewichtung
kann als orthogonale Projektion aus dem zweidimensionalen Kriterienraum auf die durch
die gewa¨hlte Gewichtung bestimmte neue Achse der aggregierten Kriterien dargestellt wer-
den. Das globale Optimum fu¨r das skalare Kriterium wird bestimmt durch den Schnitt-
punkt dieser Achse mit der Pareto-Front. Dort existiert eine eindeutige, im Sinne dieser


























Bild 3.1: Beispiel: Reduktion des Kriterienraumes auf ein skalares Kriterium durch gewich-
tete Summation
Pareto-Front sind, werden von dieser Lo¨sung dominiert. Fu¨r die gesamte Lo¨sungsmenge
kann entsprechend immer eine vollsta¨ndige Ordnung ermittelt werden.
Ist die Entscheidung fu¨r eine Gewichtung oder ein anderes skalares Gu¨tekriterium getrof-
fen, stellt sich die eigentliche Optimierung als vergleichsweise einfach dar. Fu¨r das Lo¨sen
auch nichtlinearer und komplexer Probleme mit nur einem Kriterium stehen neben einer
Vielzahl evolutiona¨rer Methoden auch zahlreiche andere bewa¨hrte Problemlo¨sungs- und
Optimierungsmethoden zur Verfu¨gung (siehe Abschnitt 2.1).
3.1.2 A posteriori Entscheidung
Wird die Entscheidungsfindung dem eigentlichen Optimierungsverfahren nachgeordnet, so
zielt dieses nicht auf das Auffinden einer einzelnen optimalen Lo¨sung, sondern auf das
Approximieren der Menge mo¨glicher Kompromisse fu¨r alle Gu¨temaße des Problems, der
Approximation der Pareto-Menge. Der Entscheider sieht sich nun mit der Aufgabe konfron-
tiert, aus dieser im Allgemeinen beliebig großen Menge eine einzelne Lo¨sung auszuwa¨hlen,
die seinen Pra¨ferenzen am besten entspricht. Diese Entscheidung kann, im Gegensatz zur
a priori Entscheidung, unter Kenntnis aller mo¨glicher Alternativen getroffen werden. Ein
Benutzer kann, eine ausreichend pra¨zise Approximation der wahren Pareto-Front voraus-
gesetzt, objektiv abscha¨tzen, wie viel quantitativer Verlust in einem gegebenen Kriterium
der Gewinn in einem anderen bedeutet. Der angena¨herte lokale Gradient der Pareto-Front
an einer betrachteten Stelle charakterisiert dabei den Kompromiss. Umgekehrt kann dieser,
zumindest im Fall einer konvexen Form der Front, auf ein Gewichtungsverha¨ltnis der Kri-

















Bild 3.2: Beispiel: Pareto-Front optimaler Kompromisse als Grundlage fu¨r die Entscheidung
Das Bild 3.2 zeigt eine mo¨gliche Pareto-Front fu¨r das bereits bekannte Beispiel des Trans-
portproblems. Mehrere Verkehrsmittel, in diesem Beispiel alle Lo¨sungen auf der gestrichel-
ten Linie, stellen optimale Kompromisse zwischen f1 =”
Kosten“ und f2 =”
Zeitaufwand“
dar und sind das Ergebnis der multikriteriellen Optimierung. Alle diese Lo¨sungen sind





tereinander aber im Sinne der Pareto-Dominanz nicht vergleichbar. Bei der Beurteilung
der Lo¨sung
”
Schnellzug“ zum Beispiel, kann der Entscheider mo¨gliche Alternativen beru¨ck-
sichtigen. In die Entscheidung kann beispielsweise mit einbezogen werden, wie viel mehr
Kosten die Reduktion des Zeitaufwands durch die Lo¨sung
”
Kleinwagen“ bedeuten wu¨rde.
Die Probleme dieser Vorgehensweise liegen zum einen im Detail des Entscheidungspro-
zesses. Der Benutzer sieht sich mit einer sehr großen Menge von Alternativen und damit
verbunden mit einem sehr aufwa¨ndigen Prozess der Auswahl konfrontiert. Zum anderen ist
gerade fu¨r hochdimensionale Optimierungsprobleme die Approximation der Pareto-Front
schwierig. Ein auch als
”
Fluch der Dimensionalita¨t“ [85] bekannter Effekt erkla¨rt sich da-
durch, dass die zur Beschreibung einer Funktion notwendige Anzahl von Daten, also in
diesem Fall Lo¨sungsprototypen oder Individuen zur Approximation der Pareto-Front, expo-
nentiell mit der Dimension steigt. Noch daru¨ber hinaus verha¨lt sich die Wahrscheinlichkeit
P (li , lj), dass eine beliebige gegebene Lo¨sung li von einer zufa¨lligen anderen lj dominiert
wird, mit P (li , lj) = 1/2dk ebenfalls exponentiell zur Dimension dk des Kriterienraumes.
Beide Effekte erschweren erheblich die Konvergenz eines MOEA und fu¨hren zu einem stark
erho¨hten Rechen- und Zeitaufwand oder ko¨nnen, da sich die klassischen dominanzbasier-
ten Selektionsmechanismen nicht uneingeschra¨nkt skalieren lassen [86, 87], die Konvergenz
auch ganz verhindern. Betrachtet man die Optimierung unter der Voraussetzung eines
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festen Budgets von Individuen und Bewertungen und des Vorhandenseins eines lokalen
interessanten Bereichs der gesamten Pareto-Front, dann wird die Optimierung durch die
Approximation von nicht interessanten Bereichen ineffizient. Zum einen entfa¨llt auf die
Approximation der relevanten Teilbereiche nur ein Teil des zur Verfu¨gung stehenden Bud-
gets von Bewertungen. Zum anderen reduziert die Verteilung von Populationen limitierter
Gro¨ße auf die gesamte Pareto-Front die ra¨umliche Auflo¨sung der Approximation.
3.1.3 Progressive Entscheidung
Um die Einschra¨nkungen und Probleme der beiden zuerst genannten Ansa¨tze zu eliminie-
ren, zielt die progressive Integration der Entscheidungsfindung darauf ab, nur die Vorteile
der beiden Strategien durch eine Verlagerung des Entscheidungsprozesses in den Optimie-
rungsprozess zu verknu¨pfen. Anstelle einer einzelnen monolithischen Entscheidung vor oder
nach der Optimierung wird der Entscheidungsprozess hier in mehrere einzelne Entscheidun-
gen u¨ber den Verlauf der Optimierung hinweg verteilt. Die Integration der Entscheidung
resultiert in einem geschlossenen Kreis aus Optimierung und menschlichem Entscheider wie
in Abb. 3.3 dargestellt. Der Entscheider fungiert dort a¨hnlich einem Regler und beeinflusst
den Optimierungsprozess durch das Formulieren einer Auswahl auf Grundlage seiner im
Allgemeinen abstrakten Pra¨ferenzen oder Vorstellungen von einer optimalen Lo¨sung und
einer vom aktuellen Zustand der Optimierung bestimmten Menge von Alternativen. Am
Ende des gesamten Prozesses steht eine einzelne Lo¨sung oder eine reduzierte Lo¨sungsmen-
ge, die den vorgegebenen Pra¨ferenzen bestmo¨glich entspricht.
Dieses Schließen des Kreises erfordert die Beantwortung einiger zentraler Fragen:
1. Welche Alternativen sollen dem Entscheider als Entscheidungsgrundlage vorgeschla-
gen werden und auf welche Art werden sie pra¨sentiert?
2. Welche Art und Anzahl von Entscheidungen darf oder muss der menschliche Ent-
scheider treffen?
3. Wie wird die aus der Entscheidung gewonnene Information zur Beeinflussung der
Optimierung genutzt?
Kybernetisches Versta¨ndnis eines Entscheidungsprozesses
Bei der Betrachtung von Entscheidungsprozessen im kybernetischen Sinn nach von Foerster
[88] kann der Entscheider als Teil eines geschlossenen, zeitdiskreten Regelkreises betrachtet
werden, in dem er iterativ abha¨ngig von einem aktuellen Zustand durch seine Entscheidung
die weitere Entwicklung des Prozesses und damit den folgenden Zustand beeinflusst. Dies
stellt eine Analogie zu dem in Bild 3.3 dargestellten Kreis dar. Fu¨r die anhand dieses Bilds
definierten Fragestellungen lassen sich Entsprechungen in der formalen Betrachtung von
Entscheidungsprozessen finden.
Die Entwicklung der in dieser Arbeit pra¨sentierten Methode der interaktiven Optimierung
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basiert auf einer im folgenden Abschnitt 3.2 dokumentierten Analyse des Entscheidungspro-
zesses und daraus abgeleiteten Konsequenzen. In Abschnitt 3.3 wird auf dieser Grundlage
ein Verfahren entwickelt, das die drei zentralen Fragen im Zusammenhang mit der inte-
grierten Entscheidungsfindung geeignet beantwortet.
Interaktive Beeinflussung
der Optimierung  
Entscheidungsfindung des 
menschlichen Benutzers







Bild 3.3: Erga¨nzung der multikriteriellen evolutiona¨ren Optimierung durch einen mensch-
lichen Entscheider zu einem geschlossenen Kreis
3.2 Entscheidungsfindung im Entwicklungsprozess
Die Entscheidungsfindung durch einen Menschen ist allgemein beschrieben ein kognitiver
Prozess, der das Ziel hat, zur Auswahl aus mehreren Alternativen zu fu¨hren. Die meisten
einfachen Entscheidungen, die Menschen treffen, laufen dabei vo¨llig unbewusst ab. An der
Grenze zur bewussten Entscheidung findet man Vorga¨nge, die als Intuition beschrieben
werden ko¨nnen. Wirklich bewusste und komplexere Entscheidungsprozesse finden nur dann
statt, wenn die betrachteten Fragen auf diese Art eigentlich nicht entscheidbar sind [88].
Der dann stattfindende Entscheidungsprozess nutzt zusa¨tzliche externe, perso¨nliche oder
im Problem selbst veranlagte Informationen, um fu¨r diese Fragen eine Auswahl treffen zu
ko¨nnen. Ein Entscheidungsprozess la¨sst sich formal in die folgenden Schritte gliedern [89]:
1. Feststellen eines Entscheidungsbedarfs
2. Analyse des Entscheidungsumfeldes
3. Ermittlung der Alternativen
4. Beurteilung der zu erwartenden Konsequenzen jeder Alternative
5. Entscheidung oder Umsetzung einer Alternative
6. Beobachtung der Konsequenzen und gegebenenfalls Revision der Entscheidung
Die Integration der Entscheidungsfindung in einen Optimierungsprozess muss die einzel-
nen Schritte und Aspekte des Prozesses beru¨cksichtigen. Das in dieser Arbeit vorgestellte
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Verfahren hat zum Ziel, mo¨glichst große Teile dieses Prozesses zu vereinfachen oder zu au-
tomatisieren und der direkten Verantwortung des menschlichen Entscheiders zu entziehen
und auf den Optimierungsalgorithmus zu verlagern, um die Belastung des Entscheiders
zu reduzieren. Das Feststellen eines Entscheidungsbedarfs sowie die Analyse des Entschei-
dungsumfeldes und die daraus resultierende Ermittlung der Alternativen kann weitgehend
automatisiert stattfinden. Durch eine geeignete Gestaltung der Entscheidung selbst (vgl.
Abschnitt 3.2.2) wird die Beurteilung der Konsequenzen der Entscheidung in die Na¨he einer
intuitiven Entscheidung verlagert. Die ru¨ckblickende Beurteilung der Entscheidung kann
ebenfalls automatisiert und zur Adaption des Entscheidungsprozesses genutzt werden.
3.2.1 Belastungen durch Entscheidungen
Die Entscheidung selbst wird unter verschiedenen Gesichtspunkten als Belastung fu¨r den
Benutzer betrachtet. Auf der Seite des Algorithmus stellt die Interaktion mit einem Men-
schen einen vergleichsweise langsamen Prozess dar, der die Bearbeitungszeit erho¨ht. Ge-
stu¨tzt auf die ausreichend große Rechenleistung aktuell verfu¨gbarer Computersysteme und
die im Allgemeinen recht geringe Komplexita¨t der verwendeten evolutiona¨ren Operatoren
kann die eigentliche Rechenzeit fu¨r den EA praktisch vernachla¨ssigt werden. Fu¨r die meis-
ten realen Anwendungen stellt die Fitnessbewertung der Lo¨sungen die deutlich gro¨ßeren
Anforderungen an die Rechenleistung. Allerdings ist die Zeitskala, auf der ein menschlicher
Benutzer seine Entscheidungen trifft, erheblich langsamer, weshalb bereits die unvermeid-
lichen Wartezeiten bei der interaktiven Optimierung maßgeblich fu¨r die gesamte Laufzeit
sind. Eine Herausforderung fu¨r den Optimierungsalgorithmus ergibt sich aus der zu er-
wartenden Ungenauigkeit und mo¨glichen Fehlern in der Entscheidung, die die Nutzbarkeit
und Belastbarkeit der Informationen einschra¨nken. Schließlich ist auch aus der Sicht des
Experten selbst die Entscheidungsfindung der aufwa¨ndigste und am meisten belastende
Teil des ansonsten automatisierten Optimierungsprozesses. Unter den genannten Aspekten
betrachtet ergibt sich fu¨r die Integration des Entscheidungsprozesses die Aufgabe, zum
einen die Anzahl der vom Menschen zu treffenden Entscheidungen mo¨glichst zu reduzie-
ren, zum anderen diese Entscheidungen so weit wie mo¨glich zu vereinfachen, auch um die
Wahrscheinlichkeit fu¨r fehlerhafte Entscheidungen zu minimieren.
3.2.2 Psychologische Betrachtung der Entscheidungssituation
Die Entscheidung, die dem Experten abverlangt wird, ist in verschiedener Hinsicht so zu
gestalten, dass die Entscheidung selbst mo¨glichst wenig kognitive Belastung darstellt und
wenig anfa¨llig fu¨r Fehler im Entscheidungsprozess ist. Die Charakterisierung von Entschei-
dungssituationen fu¨hrt zu der folgenden Reihe zentraler Aspekte [89], deren konkrete Aus-
gestaltung maßgeblich ist fu¨r die potentielle Belastung und Fehleranfa¨lligkeit, die mit der
Entscheidung verbunden ist.
• Die Optionenmenge ist vollsta¨ndig vorgegeben und geschlossen, eine Auswahl und
Aufbereitung der Optionen ist dadurch nicht erforderlich.
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• Die Entscheidung ist einstufig, es ist nicht erforderlich weitere Entscheidungen zu
treffen, die direkt durch vorangegangene Antworten bestimmt werden.
• Die Entscheidung ist einmalig. Eine spezifische Entscheidung muss oder kann nicht
wiederholt werden. Dies macht zwar zum einen die Konsequenzen aus fehlerhaften
Entscheidungen gravierender, zum anderen wird aber der Entscheider vom mo¨glichen
Druck konsistente Entscheidungen zu treffen entlastet.
• Der kognitive Aufwand wird gering gehalten. Prima¨r durch eine intuitiv interpre-
tierbare Repra¨sentation der Optionen und ihrer Konsequenzen kann die prinzipiell
als reflektiert zu klassifizierende Entscheidung in Richtung einer stereotypen oder
sogar routinisierten Entscheidung vera¨ndert werden, deren erforderlicher kognitiver
Aufwand geringer ist [89].
• Die Wahl wird anhand von Pra¨ferenzen getroffen, eine Abwa¨gung des tatsa¨chlichen
Nutzens wird durch die Gestaltung der Entscheidungssituation vermieden. Wird nur
ein relativer Vergleich der Optionen gefordert, ist dieser durch den Entscheider einfa-
cher zu quantifizieren als eine absolute Abscha¨tzung des Nutzens der Konsequenzen
der betrachteten Entscheidungsoptionen.
Die geeignete Beru¨cksichtigung dieser Aspekte betrifft die Entscheidung selbst als den
zentralen Punkt des Entscheidungsprozesses. Daru¨ber hinaus wird die Belastung fu¨r den
Entscheider auch indirekt dadurch beeinflusst, wie erfolgreich die u¨brigen Schritte des Ent-
scheidungsprozesses vom Entscheider auf den Algorithmus verlagert werden ko¨nnen.
3.2.3 Partielle Ordnung in teilweise unbekannten Lo¨sungsmen-
gen
Die durch einen integrierten Entscheidungsprozess ermittelte Pra¨ferenz dient dazu, inner-
halb einer Menge nicht vergleichbarer Pareto-optimaler Lo¨sungen eine Diskriminierung zu
erzielen. Diskriminierung bedeutet in diesem Kontext die Unterscheidung auf Grundlage
einer Wertung. Fu¨r die evolutiona¨re Selektion ist es ausreichend, eine pra¨ferierte Teilmenge
zu bestimmen und fu¨r die na¨chste Generation auszuwa¨hlen. Dazu ist es nicht no¨tig, eine
vollsta¨ndige Ordnung fu¨r alle Lo¨sungen ln ∈ L innerhalb der Lo¨sungsmenge L herzustellen,
es genu¨gt eine partielle Ordnung, die es ermo¨glicht, die Lo¨sungsmenge in eine zu selektie-
rende Menge LS und eine Menge LR mit nicht selektierten Lo¨sungen zu unterteilen. Dabei
gilt fu¨r die Ordnungsrelation der Lo¨sungen in der Menge (L,≥):
li ≥ lj :⇔ ∀i, j | li ∈ LS ∧ lj ∈ LR . (3.1)
Nur im Fall eines eindimensionalen Optimierungsproblems mit einem Kriterium f ∈ R
entspricht diese Ordnungsrelation auch der bekannten mathematischen Relation fi ≥ fj
und fu¨hrt in jedem Fall zu einer totalen Ordnung der Mengen. Im multikriteriellen Fall
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gilt die Dominanzrelation (L,,), die einem
”
komponentenweise gro¨ßer oder gleich“ (≥n)
fu¨r das n-Tupel der Kriterien entspricht, und fu¨hrt zu der Selektionsbedingung:
fi ≺ fj :⇔ ∀i, j | li ∈ LS ∧ lj ∈ LR . (3.2)
Da diese Relation aufgrund der Nichtvergleichbarkeit von Kriterien-Tupeln (fi ⊀" fj) nicht
fu¨r alle Lo¨sungspaare {li, lj} auch immer einer Ordnungsrelation entspricht (li ≷ lj), fu¨hrt
diese im Allgemeinen nur zu einer Teilordnung der Menge L, die nicht in jedem Fall eine
eindeutige Teilung in LS und LR erlaubt. Da die Wahrscheinlichkeit fu¨r die Nichtvergleich-
barkeit wie in 3.1.2 beschrieben mit der Dimension des Problems steigt, sind zusa¨tzliche
Mechanismen oder Informationen erforderlich, um eine eindeutige Selektionsentscheidung
treffen zu ko¨nnen. Dabei ist es abermals nicht erforderlich eine totale Ordnung fu¨r L zu
erzielen, eine Ordnung, die die Gleichung 3.1 erfu¨llt, reicht aus. Die erforderliche Informati-
on, um die notwendige Sortiertheit herzustellen, la¨sst sich dabei am besten u¨ber paarweise
Relationen von Lo¨sungen beschreiben. Da die Teilung in LS und LR prima¨r durch die an-
gestrebte Gro¨ße dieser Mengen bestimmt wird, existiert kein absolutes Kriterium fu¨r die
Zuordnung einer Lo¨sung zu einer der Mengen. Ist jedoch fu¨r eine Lo¨sung bekannt, dass
li ∈ LS, so la¨sst sich daraus ableiten
lj ∈ LS : ∀lj | lj ≥ li ∧ li ∈ LS . (3.3)
Ebenso gilt im umgekehrten Fall
lj ∈ LR : ∀lj | lj ≤ li ∧ li ∈ LR . (3.4)
Darauf basierend kann eine zum Zweck der Selektion von LS ausreichende partielle Ordnung
allein durch die Verwendung relativer Vergleiche von Lo¨sungspaaren aufgebaut werden,
ohne ein absolutes skalares Kriterium verwenden zu mu¨ssen.
3.2.4 Vergleichbarkeit von Lo¨sungen
Eine Beschreibung der Pra¨ferenz im Kriterienraum erfordert abha¨ngig von deren Realisie-
rung verschiedene Annahmen bezu¨glich der Struktur oder mathematischen Eigenschaften
der Nutzenfunktion des Anwenders. So impliziert beispielsweise die Summe von positiv
gewichteten Kriterien als Nutzenfunktion die Monotonie und Linearita¨t der Benutzerpra¨-
ferenz in allen Kriterien. Das Konzept der lokalen Modellierung anhand relativer Vergleiche
erlaubt die Abbildung einer nichtlinearen Nutzenfunktion, erfordert aber immer noch die
Monotonie im Hinblick auf die einzelnen Kriterien. Das Konzept der Nichtvergleichbarkeit
von Lo¨sungskandidaten ermo¨glicht indirekt voneinander unabha¨ngige lokale nichtlineare
Nutzenfunktionen fu¨r verschiedene Regionen des Kriterienraums. Aus Sicht der multikrite-
riellen Optimierung ist es dabei das Ziel, nur Lo¨sungen, die miteinander vergleichbar sind,
also fu¨r die die gleiche Nutzenfunktion gu¨ltig ist, zum Zweck der Selektion miteinander in
Konkurrenz zu setzen. Lo¨sungen hoher Pra¨ferenz verschiedener Bereiche sollen hingegen
voneinander unabha¨ngig und parallel weiter optimiert werden.
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Abstrakt lassen sich also Pra¨ferenz und Vergleichbarkeit als Aspekte einer Ordnungsrelation
betrachten, in der zwei Lo¨sungen li und lj in drei grundsa¨tzlichen Beziehungen zueinander
stehen ko¨nnen. Es kann eine Pra¨ferenz von li gegenu¨ber lj bestehen (li " lj), beide ko¨nnen
nicht vergleichbar sein (li ‖ lj) oder aber beide sind vergleichbar und es gilt fu¨r beide die
gleiche Pra¨ferenz (li = lj). Diese Notation dient der Abgrenzung gegenu¨ber den im Prinzip
gleichen Relationen, die hinsichtlich der Pareto-Dominanz auftreten ko¨nnen. Sie werden
jedoch als zusa¨tzliche Relation und als im Allgemeinen unabha¨ngig von der Dominanzre-
lation im Kriterienraum betrachtet.
Das Bild 3.4 soll mittels des Beispiels einer fiktiven Transport- oder Reiseaufgabe das
Konzept der Vergleichbarkeit verdeutlichen. Das Bild zeigt die fiktive Pareto-Front fu¨r das
Problem, dessen grundlegende Kriterien die Kosten sowie der Zeitaufwand der Reise sind.
Alle markierten Lo¨sungen A bis D sind hinsichtlich der Dominanzrelation nicht vergleich-
bar und nicht-dominiert und stellen somit optimale Kompromisse dar, fu¨r die zusa¨tzlich die
Pra¨ferenz des Benutzers formuliert werden soll. Denkbar ist ein Benutzer mit einer Pra¨fe-
renz, die sowohl das Bahnreisen als besonders komfortabel als auch den PKW wegen seiner
Geschwindigkeit in Erwa¨gung zieht. Weiter denkbar ist, dass dieser Lo¨sung A gegenu¨ber
B vorzieht, da fu¨r die Entscheidung zwischen zwei PKW die sportliche Fahrweise pra¨fe-
riert wird, davon unabha¨ngig ein Regionalzug D dem Schnellzug C vorgezogen wird, da
der Fahrplan hier eine flexible Abfahrtszeit ermo¨glicht. Die verschiedenen der Pra¨ferenz zu
Grunde liegenden Annahmen werden dadurch abgebildet, dass fu¨r A und B sowie C und
D jeweils eine klare Dominanzrelation formuliert wird, Elemente verschiedener Gruppen
jedoch nicht miteinander verglichen werden. Die vollsta¨ndige Pra¨ferenzrelation kann also
formuliert werden als:













"... ist besser als ..."
"... ist besser als ..."




Bild 3.4: Beispiel zur Interpretation der Vergleichbarkeit von Lo¨sungen
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3.3 Integration der Entscheidungsprozesse in den Op-
timierungsalgorithmus
Die Nutzung der Benutzerpra¨ferenzen stellt eine Erweiterung eines multikriteriellen evolu-
tiona¨ren Algorithmus dar. Der hier beschriebene und den Ergebnissen und Analysen zu-
grunde liegende Algorithmus ist der in Abschnitt 2.2 bereits beschriebene NSGA-II. Die Be-
einflussung durch Benutzerpra¨ferenzen beschra¨nkt sich auf den Selektionsmechanismus, die
anderen Komponenten wie Mutations- oder Rekombinationsoperatoren entsprechen dem
Ursprungsalgorithmus. Die Anwendbarkeit der beschriebenen interaktiven oder pra¨ferenz-
basierten Mechanismen ist jedoch nicht auf den genannten Basisalgorithmus beschra¨nkt,
sondern kann prinzipiell auch mit anderen Realisierungen eines MOEA verwendet werden.
Auf eine vergleichende Analyse verschiedener Basisalgorithmen wird in dieser Arbeit ver-
zichtet, da die Eignung von NSGA-II als leistungsfa¨higer und vergleichsweise universeller
MOEA weitgehend unumstritten ist und dieser als Referenzverfahren in der Literatur weit
verbreitet ist [25].
Die Erweiterung der Selektion um die Beru¨cksichtigung progressiv formulierter Pra¨feren-
zen macht aus dem Algorithmus einen interaktiven MOEA (I-MOEA). Bild 3.5 zeigt den
prinzipiellen Ablauf dieses erweiterten Algorithmus. An die Stelle, an der sich im NSGA-II
die Selektion basierend auf Pareto-Dominanz und der sogenannten Crowding Distance als
Mechanismus zur gleichma¨ßigen Verteilung der Lo¨sungen auf der Pareto-Front findet, tritt
fu¨r die pra¨ferenzbasierte Selektion zuna¨chst eine auf der Pareto-Dominanz basierende Vors-
elektion. Die Benutzerpra¨ferenzen sind nur dann relevant, wenn anhand der Optimierungs-
kriterien nicht eindeutig Lo¨sungen selektiert werden ko¨nnen, also eine Anzahl n > µ nicht-
dominierte Lo¨sungen ermittelt wurden. Fu¨r die Menge Ld=1 aller dieser Individuen wird
die Pra¨ferenz anhand des aktuellen Modells ermittelt und dient als Grundlage zur Auswahl
der am sta¨rksten pra¨ferierten Untermenge LS der gewu¨nschten Populationsgro¨ße µ. Das
Pra¨ferenzmodell basiert auf einer Datenbank von real durch den Experten bewerteten Lo¨-
sungspaaren und wird fu¨r jeden Selektionsprozess herangezogen. Diese Datengrundlage des
Pra¨ferenzmodells wird bei Bedarf sukzessive erweitert durch das interaktive Bewerten von
Lo¨sungspaaren aus der Menge Ld=1 der nicht-dominierten Lo¨sungen. Ist die Erweiterung
der Datengrundlage fu¨r die Pra¨ferenzmodellierung erforderlich oder erwu¨nscht, werden dem
Experten in Abha¨ngigkeit der gewa¨hlten Strategieparameter ein oder mehrere Lo¨sungspaa-
re zu Bewertung vorgelegt. Aus der aktuellen Teilpopulation Ld=1 werden wie nachfolgend
in Abschnitt 3.4.3 beschrieben informationsmaximierende Lo¨sungspaare ausgewa¨hlt und
dem Experten mittels der in Abschnitt 3.4.1 eingefu¨hrten Schnittstelle zur Entscheidung
vorgelegt. Die bewerteten Lo¨sungspaare werden der Datengrundlage des Pra¨ferenzmodells
hinzugefu¨gt. Besteht zu Beginn des Optimierungsprozesses noch keine Datengrundlage fu¨r
das Pra¨ferenzmodell, so werden dem Experten mehrere Fragen gestellt, die zufa¨llig, also
























Bild 3.5: Flussdiagramm des MOEA mit interaktiver Pra¨ferenzintegration
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3.4 Interaktives Erfassen und Abbilden von Pra¨feren-
zen
Die vollsta¨ndige Pra¨ferenzentscheidung eines Benutzers bezu¨glich eines Lo¨sungspaares {li, lj}
la¨sst sich formal durch einen Pra¨ferenzwert σ (li, lj) ∈ [−1, 1] und ein Vergleichbarkeitsat-
tribut ρ (li, lj) ∈ [0, 1] beschreiben. Eine relative Pra¨ferenz von σ = 1 ist die gro¨ßtmo¨g-
liche Pra¨ferenz fu¨r li und entspricht einer absoluten Dominanz hinsichtlich der Pra¨ferenz
(li " lj). Ein σ = −1 ist die inverse Entscheidung und bedeutet die gro¨ßtmo¨gliche Pra¨fe-
renz von lj u¨ber li. Fu¨r den Vergleichbarkeitsindex ρ = 1 sind beide Lo¨sungen miteinander
vergleichbar, fu¨r ρ = 0 sind beide Lo¨sungen nicht vergleichbar (li ≷ lj)und sollen in keiner-
lei direkten Wettbewerb miteinander treten. Ein Benutzer kann seine Pra¨ferenz im Hinblick
auf zwei mo¨gliche Lo¨sungen eines Problems formulieren, indem er die Werte σ und ρ fu¨r
den relativen Vergleich der Kandidaten wa¨hlt. Andersherum kann die Pra¨ferenz fu¨r ein
Lo¨sungspaar durch diese beiden Werte eindeutig beschrieben werden.
Diese Relation wird als Erga¨nzung zur Pareto-Dominanz und demnach nur fu¨r untereinan-
der nicht-vergleichbare Lo¨sungskandidaten ermittelt. Fu¨r diese kann der MOEA auf Grund-
lage der Pareto-Dominanz keine Entscheidung treffen, ein Teil des Entscheidungsprozesses
ist damit also schon automatisiert durchgefu¨hrt. Große Teile des in Abschnitt 3.2 skizzier-
ten Entscheidungsprozesses ergeben sich als Teil des Algorithmus und finden ohne Betei-
ligung des Benutzers statt. Die initiale Feststellung des Entscheidungsbedarfs ergibt sich
unmittelbar aus dem Selektionsprozess. Nur sofern ein U¨berschuss nicht-dominierter, also
im Sinne ihrer Dominanz-Relation nicht-vergleichbarer Lo¨sungen vorhanden ist, entsteht
der Bedarf eines zusa¨tzlichen Merkmals zur Selektion. Die mo¨glichen Alternativen sind
dadurch bereits fu¨r eine Entscheidung aufbereitet, dass nur nicht-dominierte und hinsicht-
lich ihrer Eignung als eindeutig diskriminierende Repra¨sentanten ausgewa¨hlte Lo¨sungen als
Alternativen zur Verfu¨gung stehen. Das Entscheidungsumfeld wird durch die vom Benut-
zer erfragte, lediglich relative Bewertung zweier Alternativen stark reduziert. Der Benutzer
muss nur Umfeldfaktoren beru¨cksichtigen, die direkt seine Pra¨ferenzen beeinflussen, bereits
getroffene Entscheidungen hingegen mu¨ssen nicht beru¨cksichtigt werden. Die Motivation
fu¨r die zu treffende Entscheidung ist neben dem grundsa¨tzlichen Anspruch ein optimales
Ergebnis zu erzielen, die ja auch dem Einsatz eines Optimierungsverfahrens zugrunde liegt,
stark abha¨ngig vom Optimierungsproblem, dem aktuellen Fortschritt der Optimierung und
mo¨glicherweise auch strategischen U¨berlegungen des Anwenders. Wie die Pra¨ferenz an sich
kann auch die Motivation fu¨r eine konkrete Entscheidung im Verlauf des Entwicklungs-
oder Optimierungsprozesses variieren, sich beispielsweise in verschiedenen Phasen der Op-
timierung auf verschiedene Detaillierungsgrade einer Lo¨sung beziehen. Das Verfahren zur
interaktiven Integration von Benutzerpra¨ferenzen muss dies beru¨cksichtigen ko¨nnen.
3.4.1 Schnittstelle zur interaktiven Pra¨ferenzartikulation
Ist eine Entscheidung der beschriebenen Form durch einen Benutzer erforderlich, werden
die beiden Lo¨sungskandidaten mittels einer grafischen Schnittstelle dargestellt. Ein Bei-
spiel fu¨r den Aufbau der Schnittstelle ist in Bild 3.6 zu sehen. Im Wesentlichen besteht
die Schnittstelle aus Eingabe-Elementen fu¨r die Werte σ und ρ, einer Visualisierung der
Lo¨sungen sowie den Zugriffsmo¨glichkeiten auf einige Verwaltungsfunktionalita¨ten (siehe
Anhang C). Ein Schieberegler und Kno¨pfe ermo¨glichen die Eingabe der Werte fu¨r σ und
ρ. Weitere Kno¨pfe erlauben den Zugriff auf Parameter des Verfahrens, die Korrektur bis-
heriger Bewertungen und verschiedene Methoden, die manuelle Interaktion zu beenden,
ohne die Optimierung abzubrechen. Die dem relativen Vergleich dienende Visualisierung
der Lo¨sungen ist problemspezifisch und kann grundsa¨tzlich beliebig gewa¨hlt werden, in
diesem Beispiel zeigt sie jeweils die Sprungantwort eines durch die zu bewertende Lo¨sung
charakterisierten dynamischen Systems. Die eigentliche Entscheidung kann damit sowohl
im Kriterien- als auch im Lo¨sungsraum oder basierend auf beliebigen Zusatzinformationen
getroffen werden. Da der relative Vergleich zum Ziel hat, die eigentliche Entscheidung mo¨g-
lichst intuitiv treffen zu ko¨nnen (vgl. Abschnitt 3.2), bietet sich eine grafische Darstellung
an, die ebenfalls einen mo¨glichst intuitiven Vergleich erlaubt. Fu¨r den Einsatz im techni-
schen Entwicklungsprozess bietet sich eine Betrachtung an, die auch ohne den Einsatz von
Optimierungsmethoden zur Beurteilung eines Prototypen einer Lo¨sung anwendungsspezi-
fisch Verwendung findet.
3.4.2 Instanzbasierte Pra¨ferenzmodellierung
Alle bewerteten Lo¨sungspaare bilden die Basis fu¨r die Modellierung der Benutzerpra¨fe-
renzen in Form eines instanzbasierten Modells. Jedes Paar bildet dabei eine Instanz der
Datenbank Dσ. Fu¨r ein unbekanntes Lo¨sungspaar wird basierend auf dessen A¨hnlichkeit zu
den gespeicherten Instanzen ein lokales Pra¨ferenzmodell ermittelt. Dem liegt die Annahme
zugrunde, dass der Benutzer Lo¨sungspaare, die sich a¨hnlich sind, auch a¨hnlich bewerten
wu¨rde.
Die pra¨ferenzbasierte Selektion stellt eine Erweiterung der dominanzbasierten Auswahl dar,
die A¨hnlichkeit von Lo¨sungen wird daher wie diese ebenfalls im Kriterienraum ermittelt.
Prinzipiell ist die Methode jedoch nicht darauf beschra¨nkt, eine Betrachtung der A¨hnlich-
keit beispielsweise im Parameterraum ist ebenfalls denkbar. Abha¨ngig ist dies davon, ob
fu¨r den gewa¨hlten Raum die dem Verfahren zugrunde liegende Annahme gilt, dass a¨hnliche
Pra¨ferenzen fu¨r lokale a¨hnliche Lo¨sungen gelten.
Da absoluten Kriterienwerten wenig Aussagekraft zugemessen wird und die Unabha¨ngig-
keit der Raumdimensionen nur erhalten bleibt, wenn lediglich die relative Ordnung von
Lo¨sungen in einem Kriterium betrachtet wird, ist zur Ermittlung von A¨hnlichkeiten eine
Normalisierung des Kriterienraums erforderlich. Da weder Skalierung noch Minima und
Maxima der einzelnen Kriterien a priori bekannt oder im Verlauf der Optimierung kon-
stant sind, werden zur variablen Normierung der Kriterien die jeweils bisher aufgetretenen
Minima und Maxima verwendet. Die A¨hnlichkeit des zu bewertenden Paares {la, lb} mit
jedem Paar {pi, pj} aus der Menge Dσ wird bestimmt durch den Abstand d der Lo¨sungen
im auf diese Art normalisierten Kriterienraum nach Gleichung 3.6. Die vera¨nderliche Nor-
mierung sorgt dafu¨r, dass sich auch die formale A¨hnlichkeit eines Lo¨sungspaares im Verlauf
der Evolution vera¨ndern kann und als relative A¨hnlichkeit im Kontext der Verteilung von
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Bild 3.6: Beispiel fu¨r eine grafische Benutzerschnittstelle zur interaktiven Pra¨ferenzartiku-
lation
Lo¨sungen in der gesamten Lo¨sungsmenge betrachtet werden muss.
d({la, lb}, {pi, pj}) = ||f(xi)− f(xa)||2 + ||f(xj)− f(xb)||2 . (3.6)
Formal kann ein und dasselbe Lo¨sungspaar in zwei Erscheinungsformen betrachtet werden,
also in diesem Fall auch als Paar {lb, la}. Da die Definition der Pra¨ferenzbeschreibung
durch σ und ρ symmetrisch und daher fu¨r die beiden mo¨glichen Paare redundant ist, wird
hier nur eine der Varianten betrachtet. Entsprechend wird die A¨hnlichkeit jeweils nur zur
a¨hnlichsten Variante jedes bekannten Prototypenpaares ermittelt. Der gewichtete Einfluss
eines einzelnen Trainingsdatenpaares ist bestimmt durch eine Gauß’sche Verteilung u¨ber
dieses Abstandsmaß
ω({la, lb}, {pi, pj}) = exp
(




in der dmin dem mittleren kleinsten Abstand innerhalb der aktuell zu bewertenden Menge
entspricht.
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Die Scha¨tzung der Pra¨ferenz fu¨r jedes aktuell betrachtete Lo¨sungspaar wird entsprechend
dieser Gewichtung mehr oder weniger durch alle Instanzen der Pra¨ferenzdatenbank beein-
flusst.
Die gescha¨tzte Pra¨ferenzrelation fu¨r ein Paar {la, lb} wird als gewichtete Summe der Pra¨-
ferenzen aller Trainingspaare berechnet als:
σˆ({la, lb}) =
∑
i,j σ(pi, pj)ω({la, lb}, {pi, pj})∑
i,j ω({la, lb}, {pi, pj})
. (3.8)
Die Vergleichbarkeit ρˆ jedes Paares wird auf die gleiche Art bestimmt:
ρˆ(la, lb) =
∑
i,j (ρ(pi, pj)− 1)ω({la, lb}, {pi, pj})∑
i,j ω({la, lb}, {pi, pj})
. (3.9)
In beiden Fa¨llen wird die ermittelte gewichtete Summe durch die Summe aller Gewich-
tungen dividiert. Die gescha¨tzte Pra¨ferenz und Vergleichbarkeit aller aktuell betrachteten
Lo¨sungspaare ist die Grundlage fu¨r die in Abschnitt 3.5 beschriebene Scha¨tzung der Pra¨-
ferenz fu¨r eine einzelne Lo¨sung und die darauf basierende Selektion.
3.4.3 Informationsmaximierende Auswahl von Entscheidungskan-
didaten
Nahezu unabha¨ngig vom tatsa¨chlich zu optimierenden Problem stellt zumindest aus Sicht
des Experten die interaktive Bewertung von Prototypen den gro¨ßten Teil des Gesamt-
aufwandes fu¨r die Optimierung dar (vgl. Abschnitt 3.2.1). Ein wichtiger Aspekt einer in-
teraktiven Optimierung ist es daher, mit mo¨glichst wenigen Interaktionen eine schnelle
Konvergenz der Suche zu erzielen, was beide fu¨r den Gesamtaufwand relevanten Aspekte,
na¨mlich Anzahl der Gu¨tebewertungen und Anzahl der Interaktionen, positiv beeinflusst.
Um die Anzahl der dem Experten gestellten Fragen zu reduzieren, gilt es aus gestellten
Fragen den gro¨ßtmo¨glichen Informationsgewinn zu erzielen. Informationsgewinn bedeutet
in diesem Zusammenhang eine Verbesserung der auf den modellierten Pra¨ferenzen basie-
renden Selektion. Die Grundidee der umgesetzten Methode ist es daher, als maßgebliches
Kriterium zur Auswahl maximal diskriminierender Fragen die mit den mo¨glichen Ergebnis-
sen der Entscheidung einhergehende A¨nderung der Selektionsentscheidung zu verwenden.
Die zu erwartende A¨nderung wird anhand des Vergleichs zwischen dem bisherigen Modell
und dem um das zu erwartende Ergebnis der Entscheidung als zusa¨tzliches Trainingsdatum
erweiterten Modell abgescha¨tzt.
Hierzu werden zuna¨chst fu¨r jedes Lo¨sungspaar, das einen Kandidaten fu¨r eine zu stellende
Frage darstellt, mo¨gliche Antworten basierend auf dem aktuellen Modell prognostiziert.
Der zu erwartende Einfluss, den diese prognostizierten Antworten auf die Selektion ha¨tten,
entscheidet u¨ber die zu stellenden Fragen.
Das Bild 3.7 zeigt schematisch den Ablauf dieses Algorithmus zur Auswahl informations-
maximierender Entscheidungskandidaten im Detail. Die durchgezogenen Pfeillinien stellen
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in dieser Abbildung den Ablauf des Algorithmus dar, in Abweichung zu herko¨mmlichen
Flussdiagrammen sind hier jedoch mehrere parallele Pfade mo¨glich, die auch als parallel
bearbeitet betrachtet werden. Die gestrichelten Pfeillinien sind so zu interpretieren, dass die
Informationen des Startpunkts zu jeder Zeit an deren Ende zur Verfu¨gung stehen oder an-
gefordert werden ko¨nnen. Der beschriebene Ablauf erfolgt in jeder Generation, in der neue
Entscheidungen durch den Experten erfragt werden sollen. Er findet jeweils auf Grundlage
der aktuellen Populationen statt. Eingangsgro¨ßen des dargestellten Systems sind zum einen
eine aktuelle Approximation der Pareto-Front, also eine Menge nicht-dominierter und da-
her auf dieser Grundlage nicht vergleichbarer Lo¨sungen (siehe 1 in Bild 3.7), zum anderen
die Menge oder auch Datenbank aller bisher bewerteten Lo¨sungspaare (siehe 2 ).
Die Menge Ld=1 der nicht-dominierten Lo¨sungen als Grundlage fu¨r die Auswahl der interak-
tiv zu bewertenden Lo¨sungspaare besteht im Allgemeinen aus zahlreichen Lo¨sungsprototy-
pen, die insgesamt die ganze Breite aller aktuell optimalen Kompromisse abdecken, jedoch
im Einzelfall einander auch sehr a¨hnlich sein ko¨nnen. Als tatsa¨chliche Entscheidungsgrund-
lage dient daher eine Menge von Repra¨sentanten, deren Gro¨ße von der zu verarbeitenden
Menge an Informationen abha¨ngt. Es werden c repra¨sentative Prototypen durch die An-
wendung eines hierarchischen Clustering-Algorithmus [90, 91] ermittelt (siehe 3 ). Hierbei
wird die Menge der Lo¨sungen im normalisierten Kriterienraum hierarchisch, beginnend bei
den beiden a¨hnlichsten Individuen, in Gruppen von Lo¨sungen mit gro¨ßtmo¨glicher A¨hnlich-
keit zusammengefasst. Als Repra¨sentant jeder Gruppe dient die Lo¨sung, die dem Zentrum
des jeweiligen Clusters am na¨chsten liegt. Die Clusteranzahl c wird prima¨r dadurch be-
stimmt, dass sich aus der Anzahl der Repra¨sentanten direkt die Zahl mo¨glicher Vergleiche
ergibt. Die tatsa¨chliche A¨hnlichkeit der Lo¨sungen innerhalb eines Clusters ist zweitrangig,
auch wird auf eine Anpassung der Clusterzahl auf die im Allgemeinen unbekannte Struktur
der Verteilung der Lo¨sungen im Kriterienraum verzichtet.
Aus der Menge der Lo¨sungsrepra¨sentanten werden alle mo¨glichen Paare gebildet. Besitzt
die Menge die Ma¨chtigkeit |Lc| = c so ergeben sich daraus c(c−1)2 mo¨gliche Paare. Die wei-
teren Schritte werden fu¨r jedes mo¨gliche Paar durchgefu¨hrt.
Fu¨r die Untersuchung und Bewertung der Relevanz des Lo¨sungspaares {la, lb} wird zu-
na¨chst die Pra¨ferenzentscheidung σˆ durch das aktuelle Modell gescha¨tzt (siehe 4 ). Dies
erfolgt analog zu dem auch fu¨r die spa¨tere Selektion angewendeten Scha¨tzverfahren, das
in Abschnitt 3.5.1 detailliert beschrieben ist. Ergebnis der Scha¨tzung sind σˆ{la, lb} und
ρˆ{la, lb}, die erwartete relative Pra¨ferenz und Vergleichbarkeit des Paares. Die Abscha¨tzung
der Relevanz der Bewertung dieses Paares beruht auf der Annahme, dass die tatsa¨chliche
Entscheidung der prognostizierten a¨hnlich sein wird, aber dennoch von ihr abweicht. Diese
Annahme ist insofern zula¨ssig, als dass eine exakt korrekte Vorhersage nur durch eine ex-
akte Abbildung der Pra¨ferenzen durch das Modell mo¨glich ist. In diesem Fall ist aber eine
Erweiterung der Datenbasis gar nicht erforderlich und die Auswahl von Entscheidungskan-
didaten obsolet. Die mo¨gliche Variabilita¨t der Antwort im Vergleich zur Scha¨tzung wird
durch zwei hypothetische, der gescha¨tzten Entscheidung a¨hnliche Antworten nachgebildet,
na¨mlich σˆ{la, lb}+ " und σˆ{la, lb}− " (siehe 5 ). Beide Antworthypothesen werden parallel









































































Bild 3.7: Ablaufdiagramm des Verfahrens zur Auswahl informationsmaximierender Ent-
scheidungskandidaten
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Modelle werden verwendet, um fu¨r die aktuelle Population je eine Selektionsreihenfolge
(R+#,R−#) hinsichtlich der gescha¨tzten Pra¨ferenz zu ermitteln (siehe 6 ). Diese Vorgehens-
weise wird ebenfalls analog zu der spa¨teren tatsa¨chlichen Selektion wie in Abschnitt 3.5
beschrieben durchgefu¨hrt.
Die ersten µ potentiell selektierten Individuen beider simulierten Rangfolgen werden mit
der Rangfolge der ohne dieses neue Trainingsbeispiel ermittelten vorla¨ufigen Selektionsent-
scheidung R0 verglichen. Als Sensitivita¨tsmaß dient die Summe der Verschiebungen der




(R+ε (i)−R0 (i)) ∆(−) =
µ∑
i=1
(R−ε (i)− R0 (i)) . (3.10)
Die Abweichung ∆ in der Selektionsreihenfolge stellt den Gradienten des mo¨glichen Infor-
mationsgewinnes dar. Davon ausgehend, dass die gro¨ßere der beiden A¨nderungen durch
eine dem lokalen Trend gegenla¨ufige Entscheidung hervorgerufen wird, dient die kleinere
der beiden A¨nderungen ∆R = min (∆+,∆−) als Kriterium fu¨r die Relevanz einer Ent-
scheidung (siehe 7 ). Dabei wird angenommen, dass die lokale Charakteristik der Pra¨fe-
renz des Experten auch durch deren erweiterte Umgebung gestu¨tzt wird. Es werden also
Entscheidungsprototypen ermittelt, die das aktuelle Pra¨ferenzmodell pra¨zisieren, dessen
lokale Auflo¨sung aber nicht unbedingt erweitern, da hierzu eine sta¨rkere Vergro¨ßerung der
Datenbasis erforderlich ist. Fu¨hren lokale Unstetigkeiten, Minima oder Maxima in der tat-
sa¨chlichen Pra¨ferenz des Benutzers dazu, dass die mo¨gliche spa¨tere Antwort signifikant von
der Scha¨tzung abweicht, so kann auf dieser Grundlage die Anzahl der Bewertungen erho¨ht
werden, um die Auflo¨sung des Modells zu erho¨hen und auch diese Charakteristik abbilden
zu ko¨nnen.
Abha¨ngig von der verfu¨gbaren Kapazita¨t zur Bewertung von Lo¨sungspaaren werden nun
diejenigen zur Entscheidung vorgelegt, die dem ermittelten Kriterium entsprechend den
gro¨ßtmo¨glichen Informationsgewinn versprechen (siehe 8 ). Wie oft und wie viele reale
Bewertungen durch einen Experten durchgefu¨hrt werden, sind einstellbare Parameter des
beschriebenen Verfahrens, die sich an der gewu¨nschten oder akzeptierten Belastung des Ex-
perten durch Entscheidungen sowie am konkreten Optimierungsproblem orientieren. Der
Einfluss dieser Parameter wird in Kapitel 4 na¨her untersucht. Alle tatsa¨chlich bewerte-
ten Paare werden der aktuellen Pra¨ferenzdatenbank hinzugefu¨gt und dienen den folgenden
Selektionsprozessen als Grundlage. Abschließend wird die vom Experten tatsa¨chlich getrof-
fene Entscheidung mit der a priori Vermutung verglichen, die Abweichung steht als Maß
fu¨r die aktuelle Qualita¨t des Pra¨ferenzmodells zur Verfu¨gung ( 9 , siehe Abschnitt 4.4.2).
3.5 Pra¨ferenzbasierte Selektion
Die pra¨ferenzbasierte Selektion stellt eine Erweiterung eines auf der Pareto-Dominanz ba-
sierenden Selektionsverfahrens dar, das das prima¨re Selektionskriterium in Form einer Do-
minanzrangfolge liefert. Mit Hilfe der pra¨ferenzbasierten Selektion soll nun lediglich zwi-
schen den nicht-dominierten und daher durch den Dominanz-Rang nicht unterscheidbaren
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Lo¨sungen differenziert werden. Das ermittelte Pra¨ferenzmodell dient dabei dazu, fu¨r die
nicht-dominierten Lo¨sungen Ld=1 der aktuellen Population eine Selektionsentscheidung zu
bestimmen, ohne direkt die Pra¨ferenz fu¨r alle Lo¨sungen aufwa¨ndig ermitteln zu mu¨ssen.
3.5.1 A¨hnlichkeitsbasierte Pra¨ferenzscha¨tzung
Um eine Aussage bezu¨glich der Pra¨ferenzen des Experten innerhalb der aktuell betrach-
teten Lo¨sungsmenge treffen zu ko¨nnen, werden mit dem instanzbasierten Pra¨ferenzmodell
die Pra¨ferenzrelation und Vergleichbarkeit aller mo¨glichen Lo¨sungspaare gescha¨tzt. Diese
werden gebildet aus der Kombination jeder der n Lo¨sungen mit den jeweils anderen n− 1
Lo¨sungen der Menge Ld=1. Entsprechend der in Abschnitt 3.4.2 beschriebenen Vorgehens-
weise erha¨lt man Pra¨ferenzinformationen zu allen Lo¨sungspaaren. Die fu¨r die Selektion
erforderliche Ordnung innerhalb der Menge wird in Form eines Pra¨ferenz- und eines Ver-
gleichbarkeitsindexes abgebildet.
Fu¨r jede Lo¨sung wird aus allen Paaren, an denen diese beteiligt ist, ein aggregierter Pra¨fe-




b=1 σˆ(la, lb)ρˆ(la, lb)∑n
b=1 ρˆ(la, lb)
. (3.11)
Dieser Index γσ bildet die mittlere relative Pra¨ferenz einer Lo¨sung im Vergleich zu ihren
unmittelbaren Mitbewerbern ab. Die Vergleichbarkeit ρˆ der Lo¨sung beschra¨nkt dabei den
Wettbewerb auf mehr oder weniger disjunkte Untermengen a¨hnlicher Individuen der ge-





ρˆ(la, lb) . (3.12)
Die Indices mu¨ssen grundsa¨tzlich anders interpretiert werden als die ihnen zugrunde lie-
genden Paarbewertungen. γσ ist zu verstehen als Erfolgsquote im direkten Vergleich mit
den Mitbewerbern, γρ hingegen gibt Auskunft u¨ber die Menge mit dieser Lo¨sung konkur-
rierender Kandidaten. Beide Indices haben keinerlei generelle Aussagekraft bezu¨glich der
Benutzerpra¨ferenzen fu¨r die Lo¨sung und haben ausschließlich im Kontext der aktuellen
Lo¨sungsmenge und des aktuellen Pra¨ferenzmodells eine Bedeutung.
3.5.2 Kompromissbildung zwischen Vergleichbarkeit und Pra¨fe-
renz
Fu¨r die endgu¨ltige pra¨ferenzbasierte Selektion der neuen Elternpopulation sind die er-
mittelten Pra¨ferenz- und Vergleichbarkeitsindices die maßgeblichen und als voneinander
unabha¨ngig betrachteten Kriterien. Die Selektion der Individuen zielt zum einen auf ei-
ne Maximierung im Hinblick auf deren Pra¨ferenz, zum anderen dient eine Minimierung
des Vergleichbarkeitsindex der gleichma¨ßigen Verteilung der Individuen auf verschiedene
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unter Umsta¨nden disjunkte Bereiche der Pareto-Front. Dieser Mechanismus ist vergleich-
bar mit bekannten und in allen MOEAs verwendeten Verfahren zur Diversifikation der
Pareto-Menge wie beispielsweise einer Crowding Distance oder anderer Niching-Verfahren,
bei denen dicht benachbarte Lo¨sungen fu¨r die Selektion abgewertet werden. Im Unter-
schied dazu wird durch den Vergleichbarkeitsindex nicht die ra¨umliche Nachbarschaft der
Lo¨sungen im bekannten Kriterienraum, sondern deren A¨hnlichkeit oder Nachbarschaft im
teilweise unbekannten, durch die Pra¨ferenz des Benutzers erweiterten Raum verwendet.
Als Anforderung ergibt sich die simultane Maximierung von γσ und Minimierung von γρ,
um ein ausgeglichenes Verha¨ltnis zwischen Verbesserung und Erforschung zu erreichen.
Die Menge LS wird ausgewa¨hlt entsprechend dem multikriteriellen Selektionsschema nach
Fonseca [40], bei dem der Rang eines Individuums von der Anzahl der von ihm domi-
nierten Lo¨sungen abha¨ngig ist. Die µ Individuen mit dem besten Rang werden als Eltern
der na¨chsten Generation selektiert. Prinzipiell sind hier alle multikriteriellen Selektions-
verfahren geeignet, die auf die Selektion Pareto-optimaler Kompromisse abzielen, ohne die
Kriterien quantitativ gegeneinander zu gewichten. Die Selektion anhand von Pra¨ferenz und
Vergleichbarkeit ist also eine Abbildung des im Allgemeinen ho¨her dimensionalen Kriteri-
enraumes auf einen zweidimensionalen Pra¨ferenzraum.
3.5.3 Bedeutung der Vergleichbarkeit fu¨r den Selektionsprozess
Die pra¨ferenzbasierte Selektion erga¨nzt die vorgelagerte dominanzbasierte Vorselektion und
bildet eine zusa¨tzliche Entscheidungsgrundlage, die darauf abzielt die Konvergenz der Opti-
mierung durch eine Reduktion des Kriterienraums zu befo¨rdern. Die gro¨ßtmo¨gliche Reduk-
tion stellt dabei die Reduktion auf ein einzelnes skalares Gu¨temaß dar, wie es in der reinen
Pra¨ferenzreihenfolge betrachteter Lo¨sungen zu finden ist. Durch die zusa¨tzliche Beru¨cksich-
tigung der Vergleichbarkeit wird diese maximale Reduktion relativiert, die beschriebene
pra¨ferenzbasierte Selektion liegt im Bereich zwischen einer rein multikriteriellen Selektion
und einer eindimensionalen Pra¨ferenzreihenfolge als skalare Nu¨tzlichkeitsfunktion.
Werden im Extremfall alle betrachteten Lo¨sungen fu¨r vergleichbar gehalten, so entspricht
die Selektion der gescha¨tzten Pra¨ferenzreihenfolge und reduziert den Kriterienraum damit
auf ein einzelnes Kriterium. Werden im anderen Extremfall alle Lo¨sungen als nicht ver-
gleichbar behandelt, so sind im ku¨nstlich erzeugten Raum aus Pra¨ferenz und Vergleichbar-
keit alle Lo¨sungen Teil der Pareto-Front und damit gleichwertig. Die Selektion entspricht
damit vollsta¨ndig der dominanzbasierten Selektion im urspru¨nglichen Kriterienraum. In
allen anderen Fa¨llen bewegt sich die Selektion demnach in Abha¨ngigkeit der tatsa¨chlich
getroffenen Entscheidungen zwischen diesen beiden Extremen und la¨sst sich durch entspre-
chende Entscheidungen in die eine oder andere Richtung beeinflussen.
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Kapitel 4
Parameter und Unsicherheiten der
Pra¨ferenzmodellierung
Der vorgestellte Algorithmus verwendet zur Optimierung modellierte Pra¨ferenzen eines
Experten. Um die Funktionsfa¨higkeit des Verfahrens zu belegen, sind mehrere Aspekte zu
beachten. Zum einen wird u¨berpru¨ft, inwiefern die tatsa¨chlichen Pra¨ferenzen des Exper-
ten durch das gewa¨hlte Modell abgebildet werden und welche Parameter des Algorithmus
diese Eigenschaften beeinflussen. Des Weiteren wird bewertet, wie die Parameter der Pra¨-
ferenzmodellierung und der Selektion die Optimierung in ihrer Konvergenzgeschwindigkeit
und Pra¨zision beeinflussen und wie robust das Verfahren gegenu¨ber Unsicherheiten in der
Pra¨ferenz ist.
4.1 Evaluation mit Test-Funktionen
Um fu¨r die genannten Analysen und Bewertungen reproduzierbare und objektiv quantifi-
zierbare Ergebnisse zu erzielen, werden Experimente mit bekannten Benchmark-Problemen
durchgefu¨hrt. Diese Test-Funktionen besitzen einen vollsta¨ndig bekannten Lo¨sungsraum
und ein bekanntes Optimum in Form einer Pareto-Front, die einfache Implementierung der
Funktionen und eine schnelle Ausfu¨hrungszeit einzelner Bewertungen erlauben daru¨ber
hinaus die Durchfu¨hrung einer großen Zahl von Experimenten.


















(|xi|0,8 + 5 sin (xi)3) . (4.2)
Diese Funktion ist mit ihren zwei Kriterien f1 und f2 gut zu visualisieren, die Anzahl
der Parameter nx und damit die Komplexita¨t des Problems la¨sst sich frei skalieren. Die
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Charakteristik der Pareto-Front der Funktion besteht sowohl aus konkaven wie auch aus
konvexen Abschnitten und entha¨lt Unstetigkeiten. Sie stellt daher eine vergleichsweise uni-
verselle Herausforderung fu¨r das Optimierungsverfahren dar.
Eine umfangreichere Betrachtung und quantitative Analyse auf Grundlage verschiedener
weiterer ausgewa¨hlter Benchmark-Funktionen finden sich in Anhang A.
4.1.1 Simuliertes Benutzerentscheidungsverhalten
Bei der Entwicklung und Analyse interaktiver Mechanismen fu¨r EAs erweist sich die Ein-
beziehung eines menschlichen Experten als problematisch. In erster Linie ist die zeitliche
Beanspruchung des Experten durch die hohe Anzahl von Versuchen und Entscheidungen
kaum tragbar. Um das Verhalten verschiedener Varianten einer Optimierung objektiv mit-
einander zu vergleichen, muss das Antwortverhalten des Experten reproduzierbar sein.
Es ist jedoch nicht gewa¨hrleistet, dass ein menschlicher Entscheider u¨ber einen la¨ngeren
Zeitraum und wiederholte Experimente hinweg konsistente Entscheidungen trifft. Um ei-
ne objektive Analyse der Methoden zu gewa¨hrleisten, wird daher der Experte durch ein
ku¨nstliches, dafu¨r jedoch transparentes und konsistentes Entscheidungsmodell ersetzt, wel-
ches ein mo¨gliches plausibles Entscheidungsverhalten nachbildet. Dieses ku¨nstliche Modell
u¨bernimmt anstelle des Experten die Beantwortung der ihm gestellten vergleichenden Be-
wertungen. Die evolutiona¨re Optimierung selbst und das interaktiv erlernte Pra¨ferenzmo-
dell verfu¨gen u¨ber keinerlei Kenntnisse dieses ku¨nstlichen Modells. Das Modell erlaubt die
reproduzierbare Analyse hinsichtlich Ha¨ufigkeit und Auswahl der Vergleiche unterschiedli-
cher Varianten der Interaktionsstrategie sowie von Parametern des Pra¨ferenzmodells.
Das Antwortverhalten des ku¨nstlichen Entscheidungsmodells zielt auf die Minimierung des
Abstands von Lo¨sungen zu entweder einem oder mehreren hypothetischen optimalen Zielen
fRef im normalisierten Kriterienraum. Die das Benutzermodell definierenden hypothetischen
Zielpunkte liegen dabei in der Na¨he der tatsa¨chlichen Pareto-Front, jedoch im nicht rea-
lisierbaren Gebiet des Kriterienraums. Das Optimum aus Sicht des Entscheidungsmodells
ist die Pareto-optimale Lo¨sung mit dem kleinsten Abstand zum hypothetischen Zielpunkt.
Aus diesem Optimierungsziel leitet sich folgende abstandsbasierte Pra¨ferenzrelation fu¨r ein
Paar {li, lj} her:
σM (li, lj) =
||f(xj)− fRef ||− ||f(xi)− fRef ||
||f(xi)− fRef ||+ ||f(xj)− fRef || . (4.3)
Die Pra¨ferenz ergibt sich aus der normierten Differenz der Absta¨nde beider Lo¨sungen zum
Zielpunkt fRef , wobei die na¨here der beiden Lo¨sungen bevorzugt wird. Im Falle mehrfacher
konkurrierender Zielpunkte wird nur denjenigen Paaren eine Pra¨ferenz zugewiesen, bei
denen beide Lo¨sungen demselben Zielpunkt am na¨chsten liegen. Ist dies nicht der Fall, so
wird das Paar als nicht vergleichbar (ρ = 0) bewertet.
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4.1.2 Eindeutiger Pra¨ferenzschwerpunkt
Um die grundsa¨tzliche Funktionalita¨t der pra¨ferenzbasierten Optimierung zu verdeutlichen,
werden die drei in Abschnitt 3.1 vorgestellten Mo¨glichkeiten der Kombination von Opti-
mierung und Entscheidung anhand eines Beispiels miteinander verglichen. Die Kursawe-
Funktion mit nx = 6 Parametern dient als Test-Funktion, der Referenzpunkt ist gewa¨hlt
als fRef = (−35;−21,5). Die Konvergenz der interaktiven Optimierung mit Entscheidungs-
modell wird verglichen mit einem multikriteriellen EA, dessen Selektion nur auf dem
Dominanz-Ranking und einem Niching-Mechanismus basiert. Ebenfalls verglichen wird ein
skalarer EA, als dessen Fitness der euklidische Abstand der Lo¨sungen zum Referenzpunkt
fRef dient. Es wird erwartet, dass sich die interaktive Methode als weniger effizient ge-
genu¨ber einer skalaren Optimierung mit praktisch a priori bekannten Pra¨ferenzen verha¨lt,
jedoch die Konvergenz der ungerichteten multikriteriellen Optimierung zur Pareto-Front
u¨bertrifft. Die Konvergenz wird anhand des Abstandes zwischen dem Referenzpunkt und
der am na¨chsten gelegenen Lo¨sung in der aktuellen Population bewertet. Der skalare Al-
gorithmus optimiert direkt den Abstand zum Referenzpunkt, der multikriterielle Algorith-
mus dagegen beru¨cksichtigt diesen Abstand nicht, da alle nicht-dominierten Lo¨sungen als
gleichwertig behandelt werden. Die interaktive Optimierung hat kein a priori Wissen u¨ber
den Referenzpunkt, mit fortschreitender Optimierung bildet das erlernte Pra¨ferenzmodell
jedoch den Abstand zum Referenzpunkt ab. Zur Visualisierung der unterschiedlichen Kon-
vergenzverhalten wird eine Population mit lediglich µ = 10 Eltern und λ = 50 Nachkommen
u¨ber 20 Generationen evolviert. Die Bilder 4.1 bis 4.3 zeigen jeweils die Entwicklung der
Population gegen die Pareto-Front. Der Grauwert illustriert das Fortschreiten der Genera-
tionen, von hellgrau zu Beginn bis zu schwarz in der letzten Generation.
















Die skalare Optimierung des Abstandes zum Referenzpunkt, dargestellt in Bild 4.1, kon-
vergiert schnell in Richtung Pareto-Front in der Umgebung des Referenzpunktes fRef . Ei-
ne lineare Gewichtung zugrunde liegender Kriterien konvergiert nicht unbedingt in ein
einziges Minimum. Die Verwendung des euklidischen Abstandes zum Referenzpunkt als
Fitness-Bewertung fu¨hrt jedoch zu einem eindeutigen Ergebnis.
Multikriterielle Optimierung:
Die multikriterielle Optimierung ohne die Beru¨cksichtigung von Pra¨ferenzen entwickelt sich
in Richtung der globalen Pareto-Front wie in Bild 4.2 gezeigt. Da der Referenzpunkt bei
der Optimierung in keiner Weise beru¨cksichtigt wird, verteilen sich die Lo¨sungen gleichma¨-
ßig u¨ber die Pareto-Front. Die Konvergenz im Bezug auf den Referenzpunkt ist demnach
erwartungsgema¨ß langsamer.












Bild 4.2: Entwicklung der Population fu¨r einen Referenzpunkt fRef = (−35;−21,5): Multi-
kriterielle Optimierung
Multikriterielle Optimierung mit pra¨ferenzbasierter Selektion
Die Integration des Pra¨ferenzmodells zur Selektion resultiert in einer schnelleren Konver-
genz in Richtung des Referenzpunktes, wie in Bild 4.3 dargestellt. Zu beachten ist, dass
sich der I-MOEA auf Grundlage der paarweisen Vergleiche entwickelt. Die Population ent-
wickelt sich in Richtung des Referenzpunktes, obgleich zu Beginn langsamer. Der Einfluss
des Modells und auch das Akquirieren von Modellinstanzen beginnen nicht mit der ers-
ten Generation, da nur fu¨r mehr als µ nicht-dominierte Lo¨sungen die Pra¨ferenz als Ent-
scheidungskriterium in die Selektion einbezogen wird. Das Pra¨ferenzmodell wird mit dem
Fortschreiten der Optimierung genauer und na¨hert sich dem skalaren Optimum.
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Bild 4.3: Entwicklung der Population fu¨r einen Referenzpunkt fRef = (−35;−21,5): Pra¨fe-
renzbasierte Optimierung
Das Bild 4.4 zeigt fu¨r alle drei zuvor dargestellten Optimierungsverla¨ufe die Konvergenz der
aktuell jeweils im Sinne des Abstandes zum Referenzpunkt besten Lo¨sungen. Die Darstel-
lung ist das Ergebnis einer Mittelwertbildung u¨ber 25 unabha¨ngige Optimierungen. Erwar-
tungsgema¨ß zeigt die skalare Optimierung die schnellste und auch final beste Konvergenz,
das in der Abbildung betrachtete Fehlermaß ist a¨quivalent zum verwendeten skalaren Opti-
mierungskriterium. Der MOEA erreicht zu keinem Zeitpunk der betrachteten Optimierung
den Abstand des skalaren EA. Dessen Ergebnis wird als Teil der Pareto-Front zwar theo-
retisch auch vom MOEA erreicht, die Anzahl der erforderlichen Fitnessbewertungen ist
aber erheblich ho¨her und liegt deutlich außerhalb der fu¨r diese Betrachtung analysierten
Laufzeit des Algorithmus. Die Konvergenz des I-MOEA liegt zwischen der der beiden ande-
ren Ansa¨tze. Zu Beginn entsprechen der tatsa¨chlich ausgefu¨hrte Algorithmus wie auch die
Entwicklung des betrachteten Abstands dem des MOEA. Ist eine eindeutige Selektionsent-
scheidung auf Grundlage des Dominanzrankings und ohne Beru¨cksichtigung der Pra¨ferenz
zur Unterscheidung nicht-dominierter Lo¨sungen mo¨glich, ist der Algorithmus identisch mit
dem klassischen MOEA. Mit fortschreitender Optimierung wa¨chst die Pra¨ferenzdatenbank
durch wiederholte simulierte interaktive Fragen an und bildet dadurch zunehmend scha¨rfer
die tatsa¨chliche Pra¨ferenz, in diesem Fall die Entfernung zum Referenzpunkt, ab. Das Ver-
halten der pra¨ferenzbasierten Selektion na¨hert sich dadurch dem des skalaren Algorithmus
an. Die Wahl der Parameter fu¨r das Verfahren zur Pra¨ferenzmodellierung, speziell die In-
tensita¨t der Interaktion und damit die Quantita¨t und Qualita¨t der der Pra¨ferenzscha¨tzung
zugrunde liegenden bewerteten Instanzen, bestimmen die Einordnung der Konvergenz der
Methode zwischen der des MOEA und des skalaren EA, also zwischen keinem und voll-
sta¨ndigem Wissen um die tatsa¨chlichen Pra¨ferenzen.
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Bild 4.4: Vergleich der Konvergenz der Algorithmen fu¨r einen Referenzpunkt
4.1.3 Disjunkte Pra¨ferenzschwerpunkte
Das Konzept der Beru¨cksichtigung von Nichtvergleichbarkeit von Lo¨sungspaaren ermo¨g-
licht es, die Optimierung auf mehrere disjunkte Regionen des Kriterienraums zu fokus-
sieren. Dieser Abschnitt analysiert beispielhaft hierfu¨r die Konvergenz der Optimierung
in Richtung zweier separater Referenzpunkte fu¨r die zweidimensionale Kursawe-Funktion.
Das verwendete Benutzermodell hat eine positive Pra¨ferenz fu¨r die dem Referenzpunkt
na¨her gelegene Lo¨sung, sofern beide Lo¨sungen na¨her an diesem als an einem anderen Re-
ferenzpunkt liegen. Liegen die Lo¨sungen nahe zu verschiedenen Referenzpunkten, so wird
das Lo¨sungspaar als nicht vergleichbar eingestuft. Die Konvergenz des Algorithmus, aus-
gedru¨ckt durch die Summe der beiden ku¨rzesten Absta¨nde zu den Referenzpunkten, wird
fu¨r die multikriterielle Optimierung, zwei parallele skalare Optimierungen sowie die pra¨fe-
renzbasierte Optimierung verglichen. Die Algorithmen nutzen jeweils Konfigurationen mit
µ = 20 Eltern und λ = 100 Nachkommen. Bild 4.5 zeigt die Entwicklung der Population
u¨ber den Verlauf der Optimierung hin zu den beiden Referenzpunkten fRef,1 = (−53;−21)
und fRef,2 = (−60;−13). Das Bild 4.6 vergleicht die Konvergenz der drei beschriebenen
Algorithmen im Hinblick auf die Summe der kleinsten Absta¨nde zu den Referenzpunkten.
Die Ergebnisse basieren wieder auf der Mittelwertbildung u¨ber 25 unabha¨ngige Optimie-
rungen. Fu¨r den skalaren Algorithmus werden einzelne La¨ufe fu¨r beide Referenzpunkte
zusammengefasst, jedem dieser La¨ufe steht entsprechend nur die Ha¨lfte der Auswertungen
zur Verfu¨gung. Der Algorithmus mit pra¨ferenzbasierter Selektion u¨bertrifft nicht nur den
normalen multikriteriellen Algorithmus, sondern ist im Mittel auch effizienter als die Kom-
bination der skalaren Optimierungen. Dies zeigt deutlich die Mo¨glichkeiten der interaktiven
Optimierung zur Anna¨herung der Pareto-Front in Bereichen, die von Interesse fu¨r den Be-
nutzer sind. Die initial deutlich gro¨ßere Breite der Suche des MOEA mit pra¨ferenzbasierter
Selektion im Vergleich zum EA verhindert eine vorzeitige falsche Konvergenz, die zu dem
im Mittelwert fu¨r den EA schlechteren Ergebnis fu¨hrt.
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Bild 4.5: Entwicklung der Population fu¨r disjunkte Pra¨ferenzregionen
Bereits fu¨r den Fall eines nur zweidimensionalen Optimierungsproblems zeigt sich der Vor-
teil der interaktiven Integration von Pra¨ferenzen. Nachdem ein ausreichendes Pra¨ferenz-
modell erlernt ist, ist die Leistung des interaktiven Algorithmus mit dem einer skalaren
Optimierung vergleichbar. Anders als bei dieser ist jedoch keine a priori Festlegung der
Pra¨ferenzen notwendig. Der Algorithmus bleibt multikriteriell und ist nicht auf ein einzel-
nes Ziel beschra¨nkt.

























Bild 4.6: Vergleich der Konvergenz der Algorithmen fu¨r mehrere Referenzpunkte
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4.1.4 Einfluss der Dimension des Kriterienraums
Die Verbesserung der Konvergenz der Optimierung im Hinblick auf den pra¨ferierten Teil der
Pareto-Front ha¨ngt unabha¨ngig von den gewa¨hlten Parametern der Strategie maßgeblich
auch von der Dimension des betrachteten Kriterienraums ab. Das Konvergenzverhalten des
dominanzbasierten MOEA wird, wie bereits in Abschnitt 3.1.2 aufgezeigt, mit wachsender
Dimension des Suchraumes exponentiell schlechter. Die Reduktion auf ein skalares Gu¨te-
maß ist davon hingegen unbeeinflusst. Die pra¨ferenzbasierte Selektion entspricht ebenfalls
einer Reduktion unabha¨ngig von der urspru¨nglichen Dimension des Kriterienraums auf nur
zwei Dimensionen. Dies zeigt sich bei ho¨heren Raumdimensionen als wachsender Vorteil
gegenu¨ber der rein dominanzbasierten Selektion. Das Bild 4.7 zeigt diesen Effekt beispiel-
haft abermals anhand der bereits bekannten Kursawe-Funktion. Die urspru¨nglich zweidi-
mensionale Funktion wird zwei- und dreifach, mit entsprechend gro¨ßerer Zahl Parameter,
gleichzeitig ausgewertet, um ein vier- beziehungsweise sechsdimensionales Problem ver-
gleichbarer Struktur zu erhalten. Wie auch schon fu¨r das in Bild refKonvVerglKur gezeigte
Beispiel werden die dominanzbasierte, die pra¨ferenzbasierte und die skalare Optimierung
verglichen.









































































Bild 4.7: Einfluss der Dimension des Kriterienraumes auf die Konvergenz zum Referenz-
punkt
Die Bewertung der linken Abbildung, also des zweidimensionalen Falls, entspricht quali-
tativ der Bewertung aus Abschnitt 4.1.2, das Konvergenzverhalten des pra¨ferenzbasierten
Verfahrens liegt zwischen dem MOEA und dem skalaren Algorithmus. Diese Reihenfolge
bleibt auch in den beiden anderen Fa¨llen erhalten, der MOEA konvergiert jedoch deut-
lich schlechter mit wachsender Dimension. Auch das pra¨ferenzbasierte Verfahren verliert
leicht im Vergleich zum skalaren EA, dies la¨sst sich vor allem durch die dominanzbasier-
te Vorselektion erkla¨ren, generell wird das Problem komplexer, was fu¨r alle Verfahren zu
langsamerer Konvergenz und gro¨ßeren Absta¨nden zum Referenzpunkt fu¨hrt.
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4.2 Einfluss von Modellparametern
Die Funktionsweise und die Qualita¨t der in Kapitel 3 vorgestellten Methode ha¨ngt von
vielen Faktoren ab, von denen einige unbekannt, problemspezifisch oder auch abha¨ngig
vom Benutzer und seinen individuellen Entscheidungen sind, andere aber als Parameter
der Strategie oder des Pra¨ferenzmodells betrachtet werden ko¨nnen.
Wa¨hrend der laufenden Optimierung ha¨ngt die Approximationsgu¨te des erlernten Pra¨fe-
renzmodells vor allem von der Art und Anzahl der zur Verfu¨gung stehenden Instanzen ab.
Diese wiederum werden beeinflusst durch die Ha¨ufigkeit der Interaktion g und die Anzahl
der gestellten Fragen N . Fu¨r diese Analyse werden alle g Generationen N Fragen durch
das Entscheidungsmodell beantwortet.
Im Gegensatz zu vielen herko¨mmlichen Modellierungsaufgaben ist die absolute Approxi-
mationsgu¨te im Kontext der evolutiona¨ren Optimierung weniger relevant. Entscheidend ist
vielmehr der Einfluss der gescha¨tzten Benutzerpra¨ferenzen auf die Selektionsentscheidung.
Der Approximationsfehler des Benutzermodells bewirkt, dass die pra¨ferenzbasierte Selek-
tion andere Lo¨sungen auswa¨hlt, als der Entscheider wa¨hlen wu¨rde. Dieser Selektionsfehler
kann definiert werden als die Anzahl der fehlerhaft selektierten besten Lo¨sungen im Ver-
gleich zur idealen Selektion anhand des nominellen Entscheidungsmodells. Die Tabelle 4.1
zeigt den Einfluss der Anzahl der Fragen und der Ha¨ufigkeit der Interaktion auf den mitt-
leren Selektionsfehler eines evolutiona¨ren Laufs fu¨r die bereits bekannte Kursawe-Funktion
mit µ = 25 Eltern und λ = 100 Nachkommen u¨ber 50 Generationen. Die in der Tabelle
angegebenen Fehlerraten sind das Ergebnis einer Mittelwertbildung u¨ber zehn unabha¨ngige
Optimierungsla¨ufe.
Die Ergebnisse zeigen, dass eine deutliche Reduktion der Interaktionsrate sowohl in der
Anzahl der Fragen als auch deren Ha¨ufigkeit lediglich zu einer moderaten und durchaus
akzeptablen Verschlechterung der Selektionsqualita¨t fu¨hrt.
Tabelle 4.1: Rate der falschen Selektionen in Prozent
N = 100 N = 25 N = 10 N = 5
g = 1 2,98 3,34 4,18 5,24
g = 5 4,09 4,91 5,39 6,68
g = 10 4,90 5,75 5,98 6,92
4.2.1 Statische Betrachtung des Pra¨ferenzmodells
Das folgende Beispiel belegt, dass das instanzbasierte Pra¨ferenzmodell in der Lage ist, Pra¨-
ferenzen, wie sie durch das in Gleichung 4.3 beschriebene Entscheidungsmodell abgebildet
werden, zu modellieren. Um die Qualita¨t des Modells unbeeinflusst von durch die evolutio-
na¨re Optimierung verursachten Effekten beurteilen zu ko¨nnen, werden zuna¨chst einfache
statische Szenarien betrachtet. Fu¨r ein eindimensionales Szenario bilden zwei disjunkte Re-
ferenzpunkte die Grundlage fu¨r das Entscheidungsmodell. Das Pra¨ferenzmodell basiert auf
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den aus zehn a¨quidistant im betrachteten Raum verteilten Prototypen gebildeten Instan-
zen.
Bild 4.8: Pra¨ferenzrelation von Lo¨sungspaaren (la, lb) des ku¨nstlichen Benutzermodells
σM(la, lb) (links) und des gescha¨tzten Pra¨ferenzmodells σˆ(la, lb) basierend auf Instanzen
bestehend aus zehn Prototypen (rechts)
Bild 4.9: Vergleichbarkeitsindex von Lo¨sungspaaren (la, lb) des ku¨nstlichen Benutzermodells
σM(la, lb) (links) und des gescha¨tzten Pra¨ferenzmodells σˆ(la, lb) (rechts)
Die Bilder 4.8 und 4.9 vergleichen die nominelle ku¨nstliche Benutzerpra¨ferenz und nomi-
nelle Vergleichbarkeit von Lo¨sungen mit denen der gescha¨tzten Modelle. Die gescha¨tzten
Modelle basieren auf 45 paarweisen Vergleichen der zehn gleichma¨ßig verteilten Proto-
typen. Die dem Benutzermodell zugrunde liegenden Referenzpunkte im eindimensionalen
Kriterienraum sind fRef,1 = 35 und fRef,2 = 65 und jeweils mit einer horizontalen und
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vertikalen Linie markiert. Beide Achsen der Grafiken bilden jeweils den gleichen eindimen-
sionalen Raum ab, sie sind aber den beiden unterschiedlichen Elementen der betrachteten
Paare zugeordnet. Das Bild 4.8 zeigt, dass die nominelle Pra¨ferenz σ(la, lb) (links) und
die gescha¨tzte Pra¨ferenz σˆ(la, lb) (rechts) prinzipiell u¨bereinstimmen, der in der Na¨he der
Zielpunkte nicht kontinuierliche Verlauf der nominellen Pra¨ferenz wird jedoch durch die
gewichtete Mittelwertbildung u¨ber die Instanzen deutlich gegla¨ttet.
Das Bild 4.9 vergleicht entsprechend die tatsa¨chliche und die gescha¨tzte Vergleichbarkeit
eines Lo¨sungspaares (la, lb). Fu¨r die nominelle Vergleichbarkeit sind die zwei Zielregionen
Φ1 = {X|X ∈ [0, 50]} und Φ2 = {X|X ∈ [50, 100]} strikt disjunkt. Die Approximation
dieser diskreten Partitionierung durch das gescha¨tzte Modell weist wiederum in der Grenz-
region einen gegla¨tteten Verlauf auf. Dies fu¨hrt dazu, dass Lo¨sungen in der Grenzregion
beiden Referenzpunkten gleichermaßen zugeordnet werden. Diese Unscha¨rfe ist direkt von
der Anzahl und der Na¨he der zur Verfu¨gung stehenden Modellinstanzen abha¨ngig. Je mehr
Information vorliegt, desto pra¨ziser wird das Modell, aufgrund seiner Eigenschaften als
lokales Modell und der Abstandsgewichtung werden Unstetigkeiten oder Spru¨nge in der
wahren Pra¨ferenz oder Vergleichbarkeit jedoch immer kontinuierlich approximiert.

























































Bild 4.10: Qualita¨t der Approximation von Pra¨ferenz und Vergleichbarkeit fu¨r unterschied-
liche Anzahlen von Beispielinstanzen fu¨r einen (links) oder zwei (rechts) Referenzpunkte
Die Pra¨zision der Abbildung der Pra¨ferenzen durch das erlernte Modell ha¨ngt unmittelbar
von der Anzahl der Instanzen ab, die verwendet werden. Das Bild 4.10 zeigt diesen Zu-
sammenhang fu¨r Modellszenarien mit einem und mit zwei ku¨nstlichen Referenzpunkten.
Fu¨r eine Menge gleichma¨ßig in nur einer Dimension verteilter Lo¨sungen werden die Pra¨-
ferenz und Vergleichbarkeit auf Grundlage verschiedener Mengen von Instanzen ermittelt.
Diese Instanzen sind entsprechend dem in Abschnitt 4.1.1 eingefu¨hrten Entscheidungsmo-
dell auf Grundlage der durch vertikale Linien markierten Referenzpunkte ermittelt. Die
gepunktete Linie repra¨sentiert die volle Modellkenntnis, Pra¨ferenz und Vergleichbarkeit
sind hier nicht anhand von Instanzen, sondern unmittelbar mit Hilfe des Entscheidungs-
modells ermittelt. Die instanzbasierten Pra¨ferenzmodelle stellen jeweils eine Anna¨herung
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dieser Verteilung dar. Die Instanzen sind jeweils alle Kombinationen ebenfalls gleichma¨ßig
verteilter Lo¨sungsrepra¨sentanten. Die linke Abbildung zeigt die Pra¨ferenz fu¨r Modelle mit
verschiedener Anzahl von Instanzen fu¨r ein Beispiel mit einem einzelnen Referenzpunkt.
Die rechte Seite zeigt ein Beispiel mit zwei Referenzpunkten, entsprechend ist hier auch die
Vergleichbarkeit der Lo¨sungen relevant und ebenfalls fu¨r alle Modelle dargestellt. Fu¨r bei-
de Beispiele gilt, dass sich die Lage des Maximums der Pra¨ferenz mit wachsender Zahl an
Instanzen dem Maximum fu¨r die volle Kenntnis des Entscheidungsmodells anna¨hert. Der
Wert des Maximums variiert dabei, dies ist eine Folge der unvermeidbaren Vera¨nderung
der Absta¨nde durch die jeweils unterschiedliche Gleichverteilung der vera¨nderlichen Anzahl
von repra¨sentativen Lo¨sungen. Auch die Unterschiede fu¨r beide Maxima der Verteilung im
rechten Beispiel sind dadurch verursacht, die ermittelte Vergleichbarkeit ist ebenfalls von
diesem Abstand abha¨ngig und gleicht in der Selektion diese Unterschiede aus.
4.3 Strategieparameter der Pra¨ferenzintegration
Die Integration der pra¨ferenzbasierten Selektion sowie der Pra¨ferenzmodellbildung erfor-
dern die Wahl verschiedener Parameter. Diese bestimmen zum einen entscheidend die Leis-
tungsfa¨higkeit und das Ergebnis der Optimierung, sind aber zum anderen auch bestimmend
fu¨r die Art und Intensita¨t der Belastung fu¨r den Entscheider. Ein naheliegendes Beispiel fu¨r
diesen Konflikt ist es, dass eine maximale Intensita¨t der Interaktion die beste Modellierung
gewa¨hrleistet, jedoch eine unverha¨ltnisma¨ßige Belastung des Entscheiders verursacht. Im
Detail kann aber auch die Frequenz der Befragung oder die Art der Fragen mit Interes-
sen des Entscheiders in Konflikt stehen. Im Allgemeinen ist die Wahl jeder Konfiguration
ein Kompromiss zwischen diesen Aspekten. Die im folgenden Abschnitt gezeigten Unter-
suchungen und Ergebnisse treffen daher keine absoluten Aussagen zur Parametrierung der
Strategie, sondern stellen vielmehr die Grundlage zur objektiven Kompromissbildung dar.
Die hier betrachteten Parameter betreffen die Modellierung selbst nur indirekt, die In-
tegration der Pra¨ferenzmodellierung bestimmt direkt nur Menge, Art und Zeitpunkt der
Akquise neuer Modellinstanzen. Hierfu¨r ist zum einen wichtig, wann der Entscheider wie
viele Fragen zu beantworten hat. Ein zweiter Aspekt ist die Wahl einer repra¨sentativen
Auswahl von Prototypen als Grundlage fu¨r die Entscheidung, hierzu wird der Einfluss des
Clusterings der Lo¨sungsmenge betrachtet.
4.3.1 Die Intensita¨t der Benutzerinteraktion
Die Intensita¨t der Interaktion wird bestimmt durch die Zeitpunkte oder die Frequenz der
Befragung und die Anzahl der Fragen, die jeweils gestellt werden. Unter der Vorausset-
zung eines gleichma¨ßigen Fortschritts der generellen Konvergenz des Algorithmus in jeder
Generation ist bei gegebener Anzahl von Fragen deren gleichma¨ßige Verteilung u¨ber die
Generationen optimal. In diesem Fall kann die Intensita¨t der Interaktion als Quotient
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von Fragen und Generationen betrachtet und verglichen werden. Die Bilder 4.11 und 4.12
dienen zur Bewertung des Pra¨ferenzmodells im Verlauf einer Optimierung fu¨r die Kursawe-
Testfunktion mit einem einzelnen Pra¨ferenz-Referenzpunkt. Das betrachtete Kriterium fu¨r
die Qualita¨t des Modells ist auch hier nicht die eigentliche Scha¨tzung der Pra¨ferenz, sondern
der Selektionsfehler im direkten Vergleich mit einer hypothetischen Entscheidung basierend
auf der vollen Kenntnis der Pra¨ferenzen. Die pra¨ferenzbasierte Selektion jeder Generation
wird mit der optimalen Entscheidung verglichen. Die Permutationen beider Reihen werden
mit der Abstandsdifferenz zum Referenzpunkt des Entscheidungsmodells gewichtet. Da-
durch haben Fehler in der Entscheidung dann einen großen Einfluss auf das Kriterium, wenn
sie die Auswahl einer tatsa¨chlich gravierend weniger pra¨ferierten Lo¨sung verursachen. Eine
lokal falsche Reihenfolge im Kriterienraum benachbarter Lo¨sungen hingegen hat praktisch
fu¨r den Algorithmus kaum negative Auswirkungen und wird auch durch diese Gewichtung
weniger beru¨cksichtigt. Das Bild 4.11 zeigt den Mittelwert des gewichteten Selektionsfeh-
lers von zehn Optimierungen u¨ber je 50 Generationen fu¨r verschiedene Intensita¨ten der
Interaktion. Als Vergleich dargestellt ist ebenfalls eine rein zufa¨llige Selektion aus allen
nicht-dominierten Kandidaten. Dies verdeutlicht den Einfluss der generellen Konvergenz
des Algorithmus zur Pareto-Front auf die Entwicklung des betrachteten Kriteriums. Der

























1 Entscheidung / Generation
2 Entscheidungen / Generation
5 Entscheidungen/ Generation
0,5 Entscheidungen / Generation
0,2 Entscheidungen / Generation
Zufällige Selektion
Bild 4.11: Vergleich des abstandsgewichteten Selektionsfehlers fu¨r verschiedene Interakti-
onsraten u¨ber den Verlauf der Generationen
Vergleich der Verla¨ufe erlaubt bei Betrachtung der Ergebnisse fu¨r ein, zwei und fu¨nf Fragen
pro Generation zum einen die Interpretation, dass ein Mehraufwand an zusa¨tzlichen Instan-
zen nicht in jedem Fall zu einer proportionalen Verbesserung des Modells fu¨hrt, sondern
im Bezug auf den Selektionsfehler zu einem Minimum konvergiert. Dies ha¨ngt jedoch stark
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von der Charakteristik der tatsa¨chlichen Pra¨ferenzen ab, fu¨r das hier verwendete einfache
Entscheidungsmodell ist diese Konvergenz schneller zu erwarten, da vergleichsweise wenige
Instanzen fu¨r dessen Modellierung ausreichen. Die Betrachtung der Ergebnisse fu¨r 0.2 oder
0.5 Entscheidungen pro Generation im Vergleich zur zufa¨lligen Selektion la¨sst schließen,
dass zu wenige Instanzen im Zusammenhang mit der dynamischen Entwicklung der Popu-
lationen im Verlauf der Optimierung zu einem Selektionsergebnis fu¨hren ko¨nnen, dessen
Fehler u¨ber dem der zufa¨lligen Lo¨sungsauswahl liegt. Die Begru¨ndung dafu¨r liegt zum einen
in der zu starken Vereinfachung der Pra¨ferenzabbildung durch wenige Instanzen, zum an-
deren in den mit fortschreitender Konvergenz zur Pareto-Front wachsenden Anforderungen
an das Pra¨ferenzmodell, das zunehmend a¨hnlichere Lo¨sungen diskriminieren muss. Erlernte
Instanzen, die zu Beginn der Optimierung in einem gro¨ßeren Kontext zu einer richtigen
Selektion fu¨hren, sind unter Umsta¨nden bei fortschreitender Fokussierung der Optimierung
auf einen lokalen Bereich des Suchraumes nicht mehr fu¨r eine sinnvolle Unterscheidung der
Lo¨sungen geeignet. Fu¨r Anwendungen mit realen menschlichen Entscheidern wird dieser
Effekt mo¨glicherweise durch eine zeitliche Vera¨nderlichkeit der tatsa¨chlichen Pra¨ferenzen
versta¨rkt; diese Art von Unsicherheiten werden spa¨ter in Abschnitt 4.4 im Detail behandelt.

























Bewertung von 2 zufälligen Paaren
Bewertung gezielt ausgewählter Paare
Zufällige Selektion
Bild 4.12: Vergleich des Selektionsfehlers fu¨r die interaktive Bewertung gezielt gewa¨hlter
und zufa¨llig gewa¨hlter Prototypen-Paare
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4.3.2 Bewertung der gezielten Auswahl von Interaktionskandi-
daten
Das Ziel der in Abschnitt 3.4.3 beschriebenen gezielten Auswahl informationsmaximieren-
der Entscheidungskandidaten ist die Reduktion der Bewertungen durch den Entscheider
bei gleicher Qualita¨t des Pra¨ferenzmodells. Das Bild 4.12 vergleicht den schon in Bild 4.11
gezeigten Selektionsfehler fu¨r eine zufa¨llige Auswahl von zwei neuen Instanzen in jeder Ge-
neration mit dem Fehler fu¨r eine gezielte Auswahl der zwei Instanzen mit dem gro¨ßten zu
erwartenden Informationsgewinn. Zum Vergleich ist auch hier wieder der Fehler fu¨r eine
Zufallsauswahl dargestellt.
Der Vergleich zeigt einen deutlich reduzierten Selektionsfehler bei der Verwendung der ge-
zielt ausgewa¨hlten Paare und belegt damit die bei gleichem Aufwand fu¨r den Entscheider
verbesserte Qualita¨t des Pra¨ferenzmodells.
4.3.3 Reduzierte Repra¨sentation der Lo¨sungsmenge
Die Verwendung eines Clustering-Verfahrens zur Auswahl von repra¨sentativen Lo¨sungen
ist in erster Linie durch die Notwendigkeit begru¨ndet, die Menge der Daten, fu¨r die eine
Benutzerinteraktion und Pra¨ferenzscha¨tzung durchgefu¨hrt wird, zu reduzieren. Im idealen
Fall stellt die gesamte Lo¨sungsmenge die Grundlage fu¨r die Auswahl geeigneter Inter-
aktionskandidaten dar. Praktisch erfordert dies jedoch eine exponentielle, und damit im
Allgemeinen zu große, Rechenzeit. Das Ergebnis der Reduktion durch Clustering stellt al-
so immer einen Kompromiss zwischen Rechenzeit und Qualita¨t der Repra¨sentanten dar.
Die Wahl der Methode und Parametrierung ist dem untergeordnet. Durch den iterativen
Charakter der interaktiven Abfrage der Pra¨ferenzen ist die Qualita¨t eines einzelnen Repra¨-
sentanten ebenfalls von untergeordneter Bedeutung. Eine Zufallsauswahl einer geeigneten
Untermenge wa¨re bei gleichma¨ßiger Verteilung der Lo¨sungen prinzipiell ebenfalls geeignet.
Die Verwendung eines hierarchischen Clustering-Verfahrens ermo¨glicht jedoch die Wahl
von Repra¨sentanten aus Lo¨sungsmengen, die durch die pra¨ferenzbasierte Selektion selbst
induzierte ungleichma¨ßige Verteilungen von Lo¨sungen aufweisen.
4.4 Der Umgang mit Modellunsicherheiten
Eine zentrale Eigenschaft der Klasse der in dieser Arbeit zur Modellierung der Pra¨ferenzen
verwendeten lokalen instanzbasierten Modelle ist, dass die Modellqualita¨t mit wachsender
Datenbasis in Form von Modellinstanzen generell besser wird, vorausgesetzt die Instanzen
sind vollsta¨ndig korrekte Beschreibungen des modellierten Prozesses, also frei von Fehlern
oder Unsicherheiten. In den vorangegangenen Abschnitten ist untersucht und dargestellt
worden, dass die praktische Verwendung dieser Modelle jedoch einen Kompromiss im Hin-
blick auf die Modellqualita¨t erfordert, da das Generieren zusa¨tzlicher Instanzen immer
auch eine zusa¨tzliche Belastung des eingebundenen Entscheiders durch weitere Fragen be-
deutet. Daru¨ber hinaus ist die Annahme, dass die erzeugten Instanzen frei von Fehlern,
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Ungenauigkeiten oder Unsicherheit sind, fu¨r praktische Anwendungen und reale menschli-
che Entscheider nicht haltbar. Auf der anderen Seite ist fu¨r die hier gezeigte Anwendung
von Pra¨ferenzmodellen zur Selektion von Lo¨sungen die Anforderung an die Qualita¨t dieser
Modelle insofern limitiert, als dass nur eine korrekte diskrete Selektionsentscheidung und
nicht die absolute Genauigkeit der einzelnen Pra¨diktion entscheidend fu¨r Erfolg und Qua-
lita¨t des global betrachteten Optimierungsprozesses ist. Um sa¨mtliche dieser Aspekte zu
beru¨cksichtigen, ist ein Modellmanagement erforderlich, das einen Kompromiss zwischen
der Modellqualita¨t und dem Aufwand fu¨r den Entscheider ermittelt.
4.4.1 Wechselwirkungen von Problem, Benutzer und Parame-
tern
Die durch das kontinuierlich trainierte Modell pra¨dizierte Pra¨ferenz weicht aus verschiede-
nen Gru¨nden von der tatsa¨chlichen Pra¨ferenz des Benutzers ab. Zum einen ist ein instanz-
basiertes Modell auch unter der Annahme vollsta¨ndig fehlerfreier Instanzen nur an diesen
Stu¨tzstellen auch exakt, fu¨r andere Stellen des Lo¨sungsraumes findet eine Interpolation
statt. Der Fehler dieser Interpolation ha¨ngt von der Anzahl und Platzierung der Instanzen
ab. Grundsa¨tzlich fu¨hrt eine gro¨ßere Zahl bekannter Instanzen im lokalen Umfeld zu einer
besseren Modellierung. Das absolute Ergebnis ist jedoch von der im Allgemeinen nicht voll-
sta¨ndig bekannten Charakteristik des Problems abha¨ngig. Eine gro¨ßere Zahl lokaler Minima
und Maxima oder sich a¨ndernder Gradienten der die Pra¨ferenz beschreibenden Funktion
erfordern auch eine gro¨ßere Zahl von lokalen Stu¨tzstellen in Form von Modellinstanzen.
Ein anderer Aspekt der Unsicherheit der Pra¨ferenzmodellierung entsteht durch die Unsi-
cherheit der einzelnen Modellinstanzen. Diese wiederum kann verschiedene Ursachen haben:
Fehlerhafte Bewertungen durch den Entscheider
Eine naheliegende Ursache ist die fehlerhafte Bewertung eines Prototypenpaares durch
den Entscheider. Ein Bedienfehler oder das unaufmerksame Durchfu¨hren der Bewertung
fu¨hrt zu einer fehlerhaften Modellinstanz. Die verschiedenen Bemu¨hungen, die Anzahl der
Befragungen und Instanzen zu reduzieren, fu¨hren hier dazu, dass eine einzelne falsche
Instanz gravierende Auswirkungen auf das Modell haben kann. Die in Anhang C gezeigten
Methoden zur Visualisierung der aktuellen Pra¨ferenzen erleichtern es dem Benutzer seinen
Fehler ru¨ckwirkend zu erkennen und zu beheben.
Unsicherheit in der tatsa¨chlichen Pra¨ferenz
Bleibt man beim Bild der Nu¨tzlichkeitsfunktion, die ein Entscheider auch unbewusst sei-
nen Bewertungen zu Grunde legt, dann bedeutet die Wahl einer relativen Pra¨ferenz fu¨r
ein zu bewertendes Prototypenpaar einen Transfer von dieser globalen Pra¨ferenz auf eine
andere lokale Beschreibung. Fu¨r einen solchen kognitiven Prozess kann auch bei identischen
Bedingungen und Voraussetzungen keine vollsta¨ndig exakte Reproduzierbarkeit erwartet
werden. Die Unsicherheit ist hier maßgeblich davon bestimmt, wie gut der Entscheider die
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Repra¨sentation der betrachteten Lo¨sungen in seiner Nu¨tzlichkeitsfunktion wiederfindet,
oder praktisch formuliert, wie gut die Darstellungsart der Lo¨sung mit den Vorstellungen
des Entscheiders u¨bereinstimmt.
Veraltete Modellinstanzen
Jede Modellinstanz beschreibt lokal die Pra¨ferenz des Anwenders, entscheidend fu¨r die Be-
wertung einer Modellinstanz ist jedoch deren Auswirkung auf die Selektion. Die Qualita¨t
einer Instanz kann daher nicht absolut betrachtet werden, sondern ist unmittelbar von
dem Kontext abha¨ngig, in dem sie verwendet wird. So kann ein bewertetes Lo¨sungspaar
beispielsweise zur Selektion in einem gro¨ßeren Kontext des Kriterienraumes mit sehr un-
terschiedlichen Lo¨sungen sinnvoll beitragen, jedoch die lokale Charakteristik der Pra¨ferenz
nicht beru¨cksichtigen. A¨ndert sich nun der Kontext der Entscheidung, zum Beispiel durch
das Konvergieren der Optimierung, werden fu¨r Lo¨sungen in diesem lokalen Kontext durch
das gleiche Modell fehlerhafte Selektionsentscheidungen getroffen.
Zeitvariante Pra¨ferenzen
Der Prozess der interaktiven Optimierung stellt auch fu¨r den Entscheider einen kontinu-
ierlichen Zugewinn an Informationen dar. Eine der Sta¨rken von evolutiona¨ren Methoden
oder auch allgemein von populationsbasierten Optimierungsverfahren besteht im Informa-
tionsgewinn, der im Bezug auf die Eigenschaften des betrachteten Problems erzielt wird.
Dieser Lernprozess des Entscheiders ist zentrale Ursache fu¨r die Zeitvera¨nderlichkeit von
Pra¨ferenzen. Auch diese Vera¨nderung fu¨hrt dazu, dass Modellinstanzen nicht mehr sinnvoll
oder auch negativ zum Modell beitragen.
Eine Mo¨glichkeit, diesen beiden zeitlich bedingten Problemen zu begegnen, ist das gezielte
Vergessen a¨lterer Instanzen des Modells. Um eine fu¨r die angestrebte Qualita¨t ausreichende
Anzahl von Instanzen zu erhalten, ist jedoch tendenziell eine gro¨ßere Anzahl an Bewertun-
gen, also ein gro¨ßerer Aufwand, erforderlich. Andererseits fu¨hrt die konstant anwachsende
Kardinalita¨t der Menge an Instanzen jedoch dazu, dass einzelne, und damit auch a¨ltere
Instanzen an Einfluss verlieren. Eine genu¨gend kleine Vera¨nderung der Pra¨ferenz voraus-
gesetzt, ko¨nnen diese Problemursachen also vernachla¨ssigt werden.
Nicht abgebildete Kriterien
Die einzelnen Modellinstanzen stellen eine Verbindung zwischen den Optimierungskriterien
und der Pra¨ferenz des Benutzers dar, da die A¨hnlichkeit von Lo¨sungspaaren und Instan-
zen im Kriterienraum ermittelt wird (vgl. Abschnitt 3.4.2). Das Pra¨ferenzmodell ist im
idealen Fall eine eindeutige Abbildung der Benutzerpra¨ferenzen auf den Kriterienraum.
Die Formulierung der diese Abbildung bestimmenden Bewertungen erfolgt jedoch im All-
gemeinen unabha¨ngig von diesem. Der Benutzer vergleicht Lo¨sungsprototypen basierend
auf einer individuellen und problemspezifischen Visualisierung, die auch mehr Informatio-
nen enthalten kann, als im Kriterienraum eindeutig beschrieben wird. Die Bewertung von
Aspekten, in denen Lo¨sungen oder Lo¨sungspaare sich unterscheiden, die sich aber nicht
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in den Kriterien widerspiegeln, kann zu mehrdeutigen Abbildungen zwischen Pra¨ferenz-
und Kriterienraum fu¨hren. In der Folge erhalten, abha¨ngig von den vorhandenen Modellin-
stanzen, Paare von Prototypen mit identischer Repra¨sentation zur Pra¨ferenzentscheidung
unter Umsta¨nden unterschiedliche Pra¨ferenzscha¨tzungen. Fu¨r die lokale Modellierung der
Pra¨ferenz eines unbekannten Lo¨sungspaares fu¨hrt dies durch eine Mittelwertbildung von
allen in Frage kommenden Mehrdeutigkeiten zu einer fehlerhaften Modellaussage und einer
Unsicherheit in der Pra¨ferenzscha¨tzung.
4.4.2 Validierung von Pra¨ferenzscha¨tzungen
Die Mo¨glichkeit zum aktiven Modellmanagement wird durch die sta¨ndige Bewertung der
Modellqualita¨t im Laufe der Optimierung ero¨ffnet. Die einzige Information zur Pra¨ferenz,
die außerhalb des betrachteten Prozesses vorliegt und dadurch eine belastbare Aussage
u¨ber die aktuelle Qualita¨t des Pra¨ferenzmodells ermo¨glicht, sind die Aussagen des befrag-
ten Entscheiders. Jede echte Bewertung wird mit einer a priori Scha¨tzung verglichen und
gibt somit Aufschluss u¨ber die aktuelle Modellqualita¨t zum Zeitpunkt vor der letzten in-
teraktiven Befragung. Fu¨r alle Elemente der Menge DI der interaktiv bewerteten Prototy-







(|σ(Pi)− σˆ(Pi)|) . (4.4)
Der resultierende Wert von κ beschreibt den aktuellen Modellfehler des durch die Instanzen
Dσ bestimmten Pra¨ferenzmodells zum Zeitpunkt unmittelbar vor der letzten Interaktion.
Einschra¨nkungen zur Aussagekraft von κ ergeben sich durch die Betrachtung der Auswahl
der Interaktionskandidaten PI . Diese werden wie in Abschnitt 3.4.3 beschrieben nach dem
gro¨ßtmo¨glichen Einfluss auf die Selektionsentscheidung und damit auch hinsichtlich der
maximalen Unsicherheit des aktuellen Pra¨ferenzmodells ausgewa¨hlt. Der Wert κ ist da-
her eher als Abscha¨tzung der unteren Grenze des Pra¨diktionsfehlers und nicht als generelle
Aussage zur Unsicherheit einer Pra¨ferenzscha¨tzung geeignet. Daru¨ber hinaus macht die mi-
nimierte Zahl der bewerteten Paare und die dadurch an Einfluss gewinnende Unsicherheit
einer einzelnen Bewertung die aktuelle Qualita¨t κ zu einem ebenfalls mit großer Unsicher-
heit behafteten Wert.
Das Bild 4.13 zeigt die Entwicklung von κ fu¨r Optimierungsverla¨ufe mit unterschiedlicher
Intensita¨t von Interaktion. Die zu Grunde liegenden Daten stammen von der bereits be-
trachteten Optimierung der Kursawe-Testfunktion mit einer jeweils unterschiedlichen Zahl
von Bewertungen pro Generation. Die Entwicklung von κ ist dabei fu¨r 20 einzelne Optimie-
rungen gemittelt und zeigt dessen Durchschnittswert fu¨r die jeweils gleiche Generation. Dies
ist die Ursache fu¨r den in den ersten Generationen zu verzeichnenden Verschleifungseffekt,
da die pra¨ferenzbasierte Selektion in Abha¨ngigkeit von der zum Teil zufa¨lligen Zahl der
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Bild 4.13: Entwicklung des Modellfehlers fu¨r Optimierungen mit verschiedenen Interakti-
onsraten
ermittelten nicht-dominierten Lo¨sungen in unterschiedlichen Generationen begonnen wird.
Generell ist der erwartete Zusammenhang zwischen Intensita¨t der Interaktion und Qualita¨t
des Modells erkennbar, eine gro¨ßere Zahl von Instanzen verbessert die Vorhersage. Mit dem
Verlauf der Optimierung reduziert sich jedoch der Modellfehler fu¨r alle Interaktionsraten
durch die allgemeine Konvergenz des Algorithmus, die auch bei gro¨ßerem Modellfehler er-
reicht wird. Diese Beobachtung stu¨tzt erneut die Annahme, dass ein ho¨herer Aufwand zwar
mit der Qualita¨t korreliert ist und zu einem reduzierten Modellfehler, jedoch nicht direkt
proportional zu besseren Ergebnissen fu¨hrt. Dies macht einen individuellen Kompromiss






Innerhalb der zahlreichen Einsatzmo¨glichkeiten fu¨r Optimierungsverfahren in vielen Be-
reichen der Ingenieurwissenschaften stellt die Optimierung dynamischer Systeme einen
wichtigen Anwendungsbereich dar. Die Bandbreite der Anwendungen, speziell im Bereich
des Entwurfs mechatronischer Systeme, wurde bereits einleitend in Abschnitt 1.3.2 skiz-
ziert. Das Ziel der Optimierung dynamischer Systeme ist es, das dynamische Verhalten
eines durch die zu optimierenden Parameter beschriebenen Systems an ein gegebenes oder
als gewu¨nscht vorgegebenes Verhalten anzupassen. Soll dabei das Systemverhalten an das
Verhalten eines anderen Systems angeglichen werden, so handelt es sich dabei allgemein
ausgedru¨ckt um eine Modellierung des Systemverhaltens, die schematisch in Bild 5.1 dar-
gestellt ist. Wird ein gewu¨nschtes Verhalten des optimierten Systems oder eines dieses
System enthaltenden Gesamtsystems abstrakt formuliert, so entspricht dies eher einem
Entwurfsverfahren, beispielsweise einer Reglerauslegung, dargestellt in Bild 5.2. Die fu¨r
beide Anwendungen zu verwendenden Verfahren unterscheiden sich nicht grundsa¨tzlich,
auch ist diese allgemeine Betrachtung zuna¨chst unabha¨ngig von einer konkreten Art des
Modells oder des zu optimierenden Systems. Fu¨r beide Fa¨lle stellt k die zu optimierenden
Parameter dar. Die Vektoren q und q′ sind die beobachteten oder gemessenen beziehungs-
weise gewu¨nschten Ausgangsgro¨ßen der Systeme als Reaktion auf eine Anregung w. Diese
Gro¨ßen bilden die Grundlage zur Ermittlung der Bewertungskriterien J. Die bei der Op-
timierung dynamischer Systeme speziell zu beachtenden Aspekte betreffen zum einen die
Repra¨sentation des Systems als Lo¨sungsparameter eines Individuums, zum anderen die
Bewertung des dynamischen Systemverhaltens und die Definition geeigneter Fitnessfunk-
tionen und Kriterien.
Dieses Kapitel diskutiert die Optimierung der dynamischen Systeme mit dem Fokus auf
dem Aspekt deren Bewertung. Als Grundlage dient daher eine vergleichsweise einfache
Repra¨sentation, die sich auf lineare und zeitinvariante Systeme mit fester Struktur be-
schra¨nkt. Die zur Bewertung von Prototypen verwendeten Mechanismen sind, wenn auch
nicht vollsta¨ndig unabha¨ngig, prinzipiell auch fu¨r die Optimierung komplexer Repra¨senta-
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tionen wie beispielsweise nichtlinearer Systeme oder variabler Systemstrukturen anwend-
bar. Die Nomenklatur fu¨r regelungstechnische Gro¨ßen und Bezeichnungen orientiert sich
in diesem Kapitel an der DIN EN 60027-6 [93], im Falle von Konflikten mit im Kontext
des Algorithmus in den vorangegangenen Kapiteln verwendeten Bezeichnungen wird fu¨r
diese eine abweichende Nomenklatur eingefu¨hrt. Der Buchstabe σ bezeichnet in diesem
Kapitel, abweichend von den vorangegangenen, klassisch die Standardabweichung, die Lo¨-
sungsparameter sind ab hier mit k bezeichnet, da x in diesem Kontext u¨blicherweise einen
Zustandsvektor darstellt.
Führungsgröße /









Bild 5.1: Optimierung dynamischer Systeme: Systemidentifikation
Neben der Auswahl geeigneter Gu¨temaße zur Bewertung des Systemverhaltens ist die Ro-
bustheit der Bewertungen ein wichtiger Aspekt bei der Optimierung dynamischer Systeme.
Die in den Bildern 5.1 und 5.2 allgemein als z zusammengefassten Sto¨rungen beinhalten
unterschiedliche Mechanismen, die Einfluss auf die Robustheit der Bewertung einer Lo¨sung
oder auch auf die Lo¨sung selbst haben. Unabha¨ngig von verschiedenen mo¨glichen Ursachen
der Sto¨rungen teilt sich das Problem der Robustheit im Kontext der Optimierung in zwei
Bereiche. Auf der einen Seite ist es notwendig, die Kriterien zur Bewertung von Lo¨sun-
gen robust und reproduzierbar zu gestalten, um die Konvergenz der Optimierung nicht zu
gefa¨hrden. Auf der anderen Seite ist die Robustheit der Lo¨sung selbst gegenu¨ber Unsicher-
heiten ein Ziel der Optimierung.
5.1 Optimale und optimierte Regler
Im Kontext der Optimierung von Regelungssystemen ist es notwendig, die zwei a¨hnlichen
Begriffe des optimierten Reglers und des optimalen Reglers gegeneinander abzugrenzen. Die
Anwendung evolutiona¨rer Algorithmen fu¨hrt, wie in Abschnitt 2.1 erla¨utert, im Allgemei-
nen zu einer Approximation der optimalen Lo¨sung oder Lo¨sungsmenge, man erha¨lt einen
optimierten Regler. Die tatsa¨chliche optimale Lo¨sung ist im Allgemeinen unbekannt und















Bild 5.2: Optimierung dynamischer Systeme: Reglerauslegung
male Lo¨sung hinsichtlich bestimmter Gu¨temaße bekannt, das optimale Reglergesetz la¨sst
sich direkt ableiten. Ist fu¨r die betrachtete Kombination von Regelstrecke und Gu¨temaß
eine optimale Lo¨sung ermittelbar, so ist die Optimierung durch eine heuristische Methode
obsolet. Fu¨r eine lineare Regelstrecke, wie in Abschnitt 5.3.2 als Beispiel eingefu¨hrt, und ein
quadratisches Gu¨temaß, wie in Abschnitt 5.2 definiert, kann beispielsweise mit dem LQR-
Verfahren (Linear Quadratic Regulator) ein optimales Reglergesetz ermittelt werden. Der
LQR-Entwurf basiert im Wesentlichen auf der Lo¨sung von Ricatti-Differentialgleichungen
und fu¨hrt fu¨r ein Gu¨temaß JLQR zu einem optimalen Zustandsregler. Die allgemeine For-
mulierung [94] des quadratischen Gu¨temaßes, das fu¨r den Entwurf von verbrauchs- und




(xTQx+ uTRu)dt . (5.1)
Die Matrizen Q und R sind Diagonalmatrizen mit Gewichtungsfaktoren fu¨r die betrach-
teten Gro¨ßen auf der Hauptdiagonalen. Eine Kompromissbildung zwischen den Fehlern
der einzelnen Zustandsgro¨ßen und dem Verbrauch erfolgt u¨ber die Wahl dieser Gewichte.
Die Wahl der Gewichtungsmatrizen des Gu¨temaßes entspricht einer a priori Pra¨ferenzarti-
kulation, das Gu¨tekriterium ergibt sich praktisch aus einer gewichteten Summe einzelner
Kriterien.
Detaillierte Informationen zur Auslegung dieser und auch anderer optimaler Regler findet
man beispielsweise bei Fo¨llinger in [94].
5.2 Gu¨temaße und Bewertung von Systemverhalten
Die Beschreibung dynamischer Systeme erfolgt u¨blicherweise in zwei Doma¨nen, dem Zeit-
bereich und dem Frequenzbereich. Die Bewertung von Systemverhalten kann entsprechend
ebenfalls in beiden Doma¨nen erfolgen, der Schwerpunkt der hier verwendeten Kriterien liegt
aber aus verschiedenen Gru¨nden bei der Bewertung im Zeitbereich. Die in theoretischen
Aspekten u¨berlegene Frequenzbereichsbetrachtung erweist sich fu¨r praktische Experimente
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mit realen Messbedingungen als aufwa¨ndiger zu realisieren und als fehleranfa¨lliger. Dar-
u¨ber hinaus entsprechen die Szenarien, die zur Bewertung im Zeitbereich geeignet sind, eher
den u¨blichen Anwendungsszenarien im regelungstechnischen Kontext und sind dadurch fu¨r
Anwender und Prozessexperten transparenter und intuitiver zu beurteilen.
5.2.1 Bewertung von Sprungantworten
Ein bewa¨hrtes Mittel zur Bewertung und Identifikation von dynamischen Systemen ist
die Beobachtung des Systemverhaltens bei sprungfo¨rmiger oder auch impulsfo¨rmiger An-
regung. Diese normierte Vera¨nderung des Systemeingangs fu¨hrt zu einer Anregung des
gesamten Spektrums im Frequenzbereich und ist daher fu¨r lineare Systeme ausreichend,
um umfassende Informationen u¨ber das Systemverhalten zu erlangen [95]. Im Gegensatz zu
einer mo¨glichen Bewertung des Systems im Frequenzbereich ermo¨glicht die Sprungantwort
daru¨ber hinaus eine vergleichsweise intuitive visuelle Inspektion durch einen regelungstech-
nisch vorgebildeten Anwender. Vera¨nderungen des Verhaltens lassen sich im Hinblick auf
vordergru¨ndig wichtige Aspekte der Systemdynamik wie Geschwindigkeit oder Genauig-
keit leicht anhand der Beobachtung des Ausgangs des auf diese Art angeregten Systems
beurteilen.
Zur formalen Beschreibung von Sprungantworten existieren eine Reihe verschiedener Kenn-
gro¨ßen, die sich zum Teil erga¨nzen, zum Teil redundant auf verschiedene Aspekte des
Vergleichs zwischen dem sprungfo¨rmigen Verlauf des Systemeingangs qstep(t) und dem re-
sultierenden zeitlichen Verlauf des Ausgangs q(t) beziehen. Die Maße zur Beschreibung
einer Sprungantwort sind in der DIN IEC 60050-351 [96] definiert.
Bei der Wahl von Maßen zur Beschreibung der Sprungantwort, die als Optimierungskri-
terien geeignet sind, ergeben sich unter Umsta¨nden abweichende Anforderungen. Die ma-
thematische Pra¨zision oder anschauliche Berechenbarkeit sind sekunda¨r, wichtiger fu¨r die
Optimierung ist zum einen die lokale Stetigkeit der Kriterien, um eine mo¨glichst einfache
Abbildung der Optimierungsparameter auf diese Kriterien zu erzielen, zum anderen die
vollsta¨ndige Beschreibung der Sprungantwort mit einer minimalen Anzahl von einzelnen
Kriterien, um die Komplexita¨t des Optimierungsproblems zu begrenzen.
Die im Folgenden beschriebenen Kriterien stellen eine geeignete Auswahl zur Beschreibung
dar, da sie alle Aspekte eines erwu¨nschten Systemverhaltens beschreiben ko¨nnen, erheben
aber keinen Absolutheitsanspruch. Im konkreten und praktischen Anwendungsfall ha¨ngt
die Wahl geeigneter Kriterien unter Umsta¨nden von weiteren Randbedingungen wie der
Signalqualita¨t, der Messbarkeit und Messgenauigkeit sowie mo¨glichen Einschra¨nkungen im
Hinblick auf die Durchfu¨hrbarkeit einer sprungfo¨rmigen Anregung ab.
Charakteristische Gro¨ßen der Sprungantwort
Die Anstiegszeit Ta, auch als Anschwingzeit oder Anregelzeit bekannt, kennzeichnet die
Zeit, die der Systemausgang beno¨tigt, um als Reaktion auf die Anregung den Endwert des
Sprunges oder des betrachteten Toleranzbereichs um diesen Wert herum zum ersten Mal
zu erreichen. Wird der Sollwert des Sprungs nicht erreicht, so ergibt sich theoretisch eine
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Ta =∞. Da praktisch jedoch kein unbegrenzter Zeitraum betrachtet wird, muss hier eine
Ausnahmebehandlung erfolgen.
Die Einschwingzeit Te kennzeichnet den Zeitpunkt, zu dem sich das Signal zum letz-
ten Mal außerhalb des Toleranzbereichs befindet. Dadurch charakterisiert das Kriterium
anteilig sowohl die absolut erreichte stationa¨re Genauigkeit als auch das dynamische Ein-
schwingverhalten des Systems. Fu¨r eine Sprungantwort ohne U¨berschwingen sind Anstiegs-
und Einschwingzeit identisch. Eine die Eignung fu¨r die evolutiona¨re Optimierung einschra¨n-
kende Eigenschaft des Kriteriums ist das mo¨gliche Auftreten von Unstetigkeiten bei konti-
nuierlicher A¨nderung des Systems. Dies ist bedingt durch das vollsta¨ndige Eintreten einer
Schwingungsperiode in den Fehlerschlauch, bei dem trotz nur kleiner A¨nderung der Am-
plitude die Te zur na¨chsten Periode springt.
Das maximale U¨berschwingen U¨ einer Sprungantwort ist die Differenz zwischen dem
Maximalwert der Sprungantwort und dem Sprungsollwert. Sofern der Zielwert nicht er-
reicht wird, ist das minimale U¨berschwingen als U¨min = 0 definiert. Das Nichterreichen
des Zielwertes muss dann erga¨nzend von anderen Kriterien, beispielsweise von der bereits
beschriebenen Anregelzeit, bestraft werden.









Bild 5.3: Skizze einer Sprungantwort mit charakteristischen Gro¨ßen
Integral des quadratischen Fehlers
Ein allgemeines Kriterium fu¨r den Vergleich und die Bewertung des Unterschiedes von zwei
Signalverla¨ufen, die sich u¨ber ihren zeitlichen Verlauf (oder allgemein auch eine andere
Gro¨ße) einander zuordnen lassen, ist das Integral des quadratischen Fehlers (ISE - Integral
of Squared Error). Fu¨r einen normierten Sprung der Ho¨he qstep als verwendete Referenz
berechnet sich das ISE der Sprungantwort q(t) fu¨r den Zeitraum zwischen dem Auftreten






und wird angewendet auf die Fehlerfla¨che zwischen dem Sprung am Eingang und dem
Systemausgang.
Eine Variante des ISE ist das zeitlich gewichtete Integral des quadratischen Fehlers (ISTE
- Integral of Squared Time-weighted Error). Hier wird der Fehler mit der Zeit linear sta¨rker
gewichtet. Als Gu¨temaß eignet es sich fu¨r Vorga¨nge wie sprunghafte Anregungen, bei denen




t(q(t)− qstep)2dt . (5.3)
Beide Gu¨temaße setzen ein asymptotisches Abklingen des Fehlers voraus, allgemein gilt
daher te =∞. Fu¨r die praktische Umsetzung zur Bewertung von Zeitreihen ist die korrek-
te Wahl von te kritisch, um ein aussagekra¨ftiges Gu¨temaß zu erzielen.
Das ISE und das ISTE unterscheiden sich von den anderen Kriterien dadurch, dass hier
kein singula¨res Ereignis im Verlauf der Sprungantwort, sondern deren gesamtes Verhalten
erfasst und beurteilt wird. Dies fu¨hrt unweigerlich zu einer U¨berschneidung mit anderen
Kriterien. Bei der gemeinsamen Verwendung mit den beiden zuvor genannten Kriterien
hat das durch Ta und U¨ beschriebene dynamische Verhalten ebenfalls Einfluss auf das ISE ,
dieses erga¨nzt aber eine Beschreibung der statischen Genauigkeit und des Einschwingver-
haltens. Das ISTE verschiebt durch die zeitliche Gewichtung den Schwerpunkt der Bewer-
tung von den dynamischen Vorga¨ngen zum Sprungzeitpunkt hin zum Ausregelverhalten
und ist somit im Allgemeinen eher zur Kombination mit Ta und U¨ geeignet.
Eine Alternative zur Verwendung eines quadratischen Fehlermaßes ist das Integral der Ab-
solutwerte der Fehler (IAE), dessen Berechnung die gleiche Fla¨che wie dem ISE zugrunde
liegt, bei dem der Betrag des Fehlers jedoch nicht quadratisch eingeht.
Quadratische Gu¨temaße haben, wie schon in Abschnitt 5.1 angedeutet, eine große Bedeu-
tung im Kontext der optimalen Regelung. Das JLQR entspricht einer gewichteten Kombi-
nation von mehreren ISE fu¨r alle einzelnen Zustands- und Stellgro¨ßen des Systems.
5.2.2 Analyse der Sto¨ranfa¨lligkeit der Kriterien
Im Kontext der Optimierung realer Systeme und Prozesse, beispielsweise der HIL-Optimierung,
erfolgt die Bewertung von Lo¨sungen unter Umsta¨nden auf Grundlage von Messungen phy-
sikalischer Gro¨ßen, die einen Teil der Fitnessfunktion bilden. Real gemessene Signale weisen
einen Sto¨ranteil auf, der unterschiedlich sein kann und vereinfachend als weißes Rauschen,
also als normalverteilter Zufallsprozess angenommen werden kann. Die Eignung von Kri-
terien zur Bewertung ha¨ngt davon ab, wie und wie stark diese durch die im betrachteten
Prozess zu erwartende Sto¨rung beeinflusst werden.
Um die unterschiedliche Charakteristik des Verhaltens der Kriterien im Hinblick auf sto-
chastische Sto¨rungen des betrachteten Signals zu bewerten, wird eine exemplarische Sprun-
gantwort q(t) eines schwingfa¨higen PT2-Systems mit einer Sto¨rung in Form einer normal-
verteilten Zufallsvariablen θ = N (0, σSig) beaufschlagt. Die Sprungantwort ist normiert
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auf einen statischen Endwert von Eins, fu¨r jeden Zeitpunkt ergibt sich der Wert der ge-
sto¨rten Sprungantwort als q˜(t) = q(t) + θ. Die Standardabweichung σSig des Rauschens
wird variiert und die Auswirkungen auf die beschriebenen Kriterien werden ausgewertet.
Die Tabelle 5.1 zeigt Mittelwerte und Standardabweichung der ermittelten Kriterien fu¨r
ausgewa¨hlte Werte fu¨r σSig, das Bild 5.4 zeigt den relativen Fehler, der durch die Sto¨rung
verursacht wird. Grundlage der Abbildung sind je eintausend Experimente fu¨r jedes be-
trachtete σSig,i = 10−3i fu¨r ∀i : i ∈ N ∧ i ∈ [0, 50].





























































Bild 5.4: Auswirkungen verschieden starker Sto¨rungen einer Sprungantwort auf die Krite-
rien
zer Strich gezeigt und die Standardabweichung als symmetrisches graues Intervall um den
Mittelwert fu¨r die beschriebenen Kriterien in Abha¨ngigkeit von der Sta¨rke der Sto¨rung.
Die unterschiedlichen Charakteristiken der Kriterien im Bezug auf die Auswirkungen eines
gesto¨rten Signals treten deutlich hervor. Fu¨r das U¨berschwingen U¨ steigt die Standardab-
weichung des Fehlers proportional zu der Standardabweichung der Sto¨rung, daneben stellt
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sich jedoch ein mittlerer Fehler ein, der auch in etwa proportional ist. Die Anstiegszeit Ta
variiert ebenfalls proportional zur Sto¨rung, im Mittel ist sie jedoch unbeeinflusst. Der Ein-
fluss eines Fehlerschlauchs um den Sollwert wird beim Kriterium Te, der Einschwingzeit,
besonders deutlich. Fu¨r Sto¨rungen mit einer kleineren Standardabweichung als σSig = 0,01
ist das Kriterium nahezu unbeeinflusst, da sich die Sto¨rung innerhalb des Fehlerschlauchs
bewegt. Ist dieser u¨berschritten, so nimmt auch der mittlere Fehler schnell zu, auf bis zu
mehr als doppelt vergro¨ßerte Werte des Kriteriums. Fu¨r starke Sto¨rungen wird kein Ein-
schwingen mehr erkannt, der Fehler wird nur durch die maximal beru¨cksichtigte Dauer der
Sprungantwort Te, max = 3s begrenzt, der Mittelwert na¨hert sich fu¨r große σSig dieser
oberen Grenze.
Die zweite Zeile des Bildes zeigt die Kriterien, die nicht ein diskretes Ereignis im Verlauf
der Sprungantwort, sondern ein Integral u¨ber deren gesamten Verlauf beru¨cksichtigen. Bei
etwa gleich großem Ansteigen ihrer Standardabweichungen fu¨r steigende σSig unterscheiden
sich die Kriterien deutlich im Hinblick auf den Mittelwert. Die beiden Kriterien ISE und
ISTE beru¨cksichtigen fu¨r ihre Berechnung einen quadratischen Fehler, entsprechend zeigt
auch der Mittelwert des Fehlers einen quadratischen Zusammenhang mit der Sta¨rke der
Sto¨rung. Der Fehler wa¨chst aufgrund der zusa¨tzlichen Gewichtung fu¨r das ISTE deutlich
schneller. Das IAE hingegen zeigt einen linearen Zusammenhang zwischen der Sto¨rung
und dem Mittelwert des resultierenden Fehlers.
Tabelle 5.1: Ermittelte Kriterien fu¨r eine Sprungantwort mit exemplarischen Sto¨rungen
σSig U¨ σU¨ Ta σTa Te σTe
0 0,208 0 0,96 0 2,30 0
0,005 0,210 0,004 0,96 0,007 2,30 0,03
0,01 0,214 0,007 0,96 0,014 2,35 0,51
0,05 0,260 0,032 0,96 0,071 8,47 2,33
σSig ISE σISE ISTE σISTE IAE σIAE
0 5,00 0 1,64 0 8,58 0
0,005 5,00 0,02 1,65 0,01 8,75 0,04
0,01 5,01 0,05 1,69 0,03 8,98 0,08
0,05 5,25 0,22 2,90 0,24 11,24 0,37
Fu¨r die Beurteilung sind Mittelwert und Standardabweichung differenziert zu betrachten.
Wa¨hrend ein gro¨ßerer mittlerer Fehler allein noch nicht unbedingt ein Problem darstellt,
kann eine große Unsicherheit eine Selektion auf Grundlage dieses Kriteriums negativ be-
einflussen und zu fehlerhaften Selektionen fu¨hren. Ist der Fehler proportional zur Sto¨rung,
sind diese Unsicherheiten unter Umsta¨nden abscha¨tzbar. Noch problematischer sind daher
Effekte, die einen mehr diskontinuierlichen Zusammenhang zwischen Sto¨rung und Fehler
aufweisen, wie es bei Te zu beobachten ist.
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Die Tabelle 5.1 entha¨lt als Referenz zu Bild 5.4 die ermittelten absoluten Werte der Krite-
rien und deren Standardabweichung. Die erste Zeile fu¨r jedes Kriterium entha¨lt die fu¨r die
ungesto¨rte Sprungantwort ermittelten Kriterien, entsprechend ist die Standardabweichung
fu¨r alle Kriterien σ = 0. Die weiteren Zeilen zeigen Mittelwert und Standardabweichung
fu¨r jeweils tausend Auswertungen der mit einer jeweils gleich starken Rauschsto¨rung be-
aufschlagten Sprungantwort. Die Daten der einzelnen Zeilen entsprechen den in Bild 5.4
fu¨r die entsprechenden σSig aufgetragenen Werten der Kriterien und Fehler, allerdings sind
in der Tabelle die Absolutwerte angegeben, um einen Bezug zur realen Sprungantwort zu
ermo¨glichen.
5.2.3 Kritische Diskussion der Kriterien
Alle Kriterien zur Bewertung von Sprungantworten zeigen verschiedene Vor- und Nachteile.
Die Anwendung multikriterieller Optimierungsverfahren ermo¨glicht es hier jedoch durch In-
kaufnahme von Redundanzen innerhalb der verwendeten Kriterien, eine Kombination sich
gegenseitig erga¨nzender Vor- und Nachteile zu erzielen. Da diese sich in Abha¨ngigkeit der
betrachteten Anwendung und verschiedener Rahmenbedingungen vera¨ndern, ist die kon-
krete Kombination von Kriterien hier lediglich exemplarisch betrachtet.
Fu¨r die Kriterien Ta sowie U¨ ist ein singula¨res Ereignis wie das erstmalige Erreichen eines
Wertes entscheidend. Wird eine Sprungantwort eines real gemessenen Systems betrachtet,
so besteht durch ein u¨berlagertes Rauschen fu¨r diese Kriterien eine relevante Wahrschein-
lichkeit fu¨r einen Fehler, da ein einzelner rauschbedingter Messfehler eine kleinere Ta oder
einen vergro¨ßerten Wert von U¨ zur Folge haben kann. Das ISE hingegen ist durch das
Integrieren mehrerer Messwerte vergleichsweise unempfindlich gegen diesen Effekt. Dem
entgegen steht, dass der Wert eines Integral- oder Summenkriteriums deutlich schlechter
interpretierbar und wenig intuitiv zu bewerten ist. Hier sind die zuerst genannten Kriterien
deutlich im Vorteil. Es bietet sich daher beispielsweise eine Kombination der drei genann-
ten Kriterien an. Die Verwendung von Te als Kriterium sowohl fu¨r das statische als auch
das dynamische Verhalten kann abha¨ngig von der betrachteten Anwendung zu einer Re-
duktion der Kriterienzahl fu¨hren, jedoch mit den bereits genannten Nachteilen eines unter
Umsta¨nden nicht-kontinuierlichen Kriterienraums.
Neben dem Informationsgewinn, den man durch die Bewertung mit einem Kriterium er-
zielen will, sind die wichtigsten Aspekte und Einflussfaktoren bei der Auswahl geeigneter
Kriterien:
• Realisierbarkeit der Bewertung und technische Rahmenbedingungen des Systems
• Wahl der Anregung des Systems und Qualita¨t der Messung
• Anforderungen an die Interpretierbarkeit der Kriterien
• Minimierung der Dimension des Kriterienraumes zur Optimierung
• Robustheit und Reproduzierbarkeit der Bewertungen
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• Reproduzierbare evolutiona¨re Fitness, also Dominanzrelation in der Lo¨sungsmenge
Diese Aspekte ko¨nnen fu¨r ein betrachtetes Kriterium nicht pauschal behandelt werden.
Die Relevanz einzelner Aspekte oder deren Konsequenzen fu¨r die Definition geeigneter
Kriterien sind abha¨ngig von der betrachteten Problemformulierung und mu¨ssen individuell
beru¨cksichtigt werden.
5.3 Robustheit von Lo¨sungen und Optimierung
Bei der Anwendung evolutiona¨rer Algorithmen und a¨hnlicher Optimierungsverfahren er-
folgt die Bewertung einer mo¨glichen Lo¨sung auf Grundlage der Auswertung einer Zielfunkti-
on oder Fitnessfunktion. Fu¨r viele reale Anwendungsszenarien, etwa wenn die auszuwerten-
de Funktion Experimente und Messungen erfordert, oder wenn ein System mehr Variablen
als die in der Optimierung beru¨cksichtigten Parameter umfasst, ist eine Auswertung nicht
zuverla¨ssig reproduzierbar. In solchen Fa¨llen stellt sich bei wiederholter Auswertung einer
Lo¨sung deren Bewertung nicht als einzelner definierter Punkt im Kriterienraum, sondern
vielmehr als mehrdimensionale Verteilung in Abha¨ngigkeit stochastischer oder determinis-
tischer Variablen dar. Diese Variablen ko¨nnen problemabha¨ngig unterschiedlicher Herkunft
sein. Beispiel fu¨r eine stochastische Variable ist ein mo¨gliches Messrauschen oder der in den
Bildern 5.1 und 5.2 gezeigte Einfluss einer Sto¨rgro¨ße. Deterministische Variablen sind bei-
spielsweise unterschiedliche Bedingungen fu¨r das Experiment zur Bewertung der Lo¨sung.
Auch diese ko¨nnen als Sto¨rgro¨ße betrachtet werden, sind aber in der Regel bekannt oder
selbst gewa¨hlt. Einen Spezialfall dieser Art Variable stellen die Parametertoleranzen dar.
Kann nicht sichergestellt werden, dass eine Lo¨sung exakt wie optimiert auch umsetzbar
ist, so wird die Robustheit der Lo¨sung durch die Sensitivita¨t gegenu¨ber Variationen der
Parameter bestimmt.
Die zentrale Motivation zur Beru¨cksichtigung der Robustheit ist durch die Eigenschaft von
EAs begru¨ndet, nicht prima¨r nach optimalen Lo¨sungen zu suchen, sondern schlechte Lo¨sun-
gen zu vermeiden. Die populationsbasierte Struktur des Algorithmus ero¨ffnet Individuen
die Mo¨glichkeit, aufgrund einer einmaligen, zufa¨llig oder deterministisch besseren, nicht re-
produzierbaren Bewertung, die Ergebnisse in den folgenden Generationen zu beeinflussen.
Eine Selektion auf Grundlage dieser Bewertungen fu¨hrt dazu, dass der Algorithmus poten-
tiell in dadurch entstehenden Nischen des Kriterienraums konvergiert, auch wenn diese nur
zufa¨llig oder tempora¨r existieren.
Daher ist es notwendig, die Kriterien zur Bewertung von Lo¨sungen robust und reprodu-
zierbar zu gestalten, um eine korrekte und stabile Wirkungsweise der evolutiona¨ren Selek-
tionsmethoden und damit generell das Funktionieren der Optimierung zu gewa¨hrleisten.
Große Unsicherheiten in der Bewertung von Lo¨sungen gefa¨hrden die Konvergenz des Algo-
rithmus. Daru¨ber hinaus kann in verschiedenen Komponenten und Operatoren des MOEA,
beispielsweise der Selektion, der Mutation oder des Elite-Archives, durch die Beru¨cksich-
tigung der die Robustheit bestimmenden Mechanismen ein robustes Optimierungsergebnis
erzielt werden.
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5.3.1 Beru¨cksichtigung stochastisch beeinflusster Fitnessfunkio-
nen
Die mit Rauschen behaftete Messung eines zu bewertenden Signals oder generell die ex-
perimentelle Bewertung eines realen Systemverhaltens mit Unsicherheiten fu¨hrt zu einer
stochastischen Verteilung fu¨r die erwarteten Werte der Kriterien zur Bewertungen einer
Lo¨sung. Unter der Voraussetzung normal verteilter, unkorrelierter Sto¨reinflu¨sse und wei-
terer Idealisierungen ergibt sich auch fu¨r die Kriterienwerte eine Normalverteilung. Diese
Annahme trifft nicht in allen Fa¨llen zu (vgl. Bild 5.4), stellt aber eine gute Grundlage fu¨r
weitere U¨berlegungen dar, da u¨ber die konkrete Verteilung im Allgemeinen keine Informa-
tionen vorliegen.
Die durch diese Art der Effekte verursachte Unsicherheit ist durch den Vorgang der Be-
wertung der Lo¨sung, nicht durch die Lo¨sung selbst verursacht. Das Ziel geeigneter Maß-
nahmen ist es daher nicht, die Unsicherheit der Bewertung mit in der Fitnessfunktion
zu beru¨cksichtigen, sondern diese mo¨glichst zu eliminieren. Die Sensitivita¨t verschiede-
ner Kriterien gegenu¨ber Signalsto¨rungen wurde in Abschnitt 5.2.3 bereits angesprochen.
Um das Auftreten solcher Fehler zu reduzieren, werden Methoden der Signalverarbeitung
angewendet. Eine durch einzelne Ausreißer verursachte fehlerhafte Ermittlung beispiels-
weise des U¨berschwingens la¨sst sich durch eine Median-Filterung des gemessenen Signals
verhindern. Andere verbreitete und bewa¨hrte Methoden sind zum Beispiel ein gleitender
Mittelwert sowie eine Tief- oder Bandpassfilterung des Signalverlaufs. Hier stehen die Ver-
meidung von Ausreißern und die generelle Verfa¨lschung des Signalverlaufes potentiell im
Konflikt zueinander. Die Wahl einer ausreichend hohen Abtastrate ermo¨glicht jedoch die si-
chere Filterung einzelner gesto¨rter Abtastungen. Sind fehlerhaft ermittelte Kriterien durch
solche Maßnahmen der Signalkonditionierung nicht vollsta¨ndig zu vermeiden, folgt darauf
die Erkennung und Handhabung zufa¨llig fehlerhafter Bewertungen. Die angenommene Ver-
teilung der auftretenden Sto¨rung wird genutzt, um durch Mittelwertbildung u¨ber mehrere
wiederholte Bewertungen den tatsa¨chlichen Wert zu ermitteln. Abha¨ngig von der Charak-
teristik der Sto¨rungen bietet sich alternativ auch ein Median u¨ber mehrere Bewertungen
oder ein Mittelwert unter Ausschluss von Ausreißern an.
In der Literatur finden sich einige Analysen zum Einfluss stochastisch gesto¨rter Fitness-
funktionen auf die Optimierung sowie verschiedene Ansa¨tze zum Umgang mit gesto¨rten
Bewertungen. Goh und Tan vergleichen in [97] und [98] die Leistungsfa¨higkeit verschiede-
ner MOEA unter dem Einfluss von verrauschten Fitnessfunktionen und schlagen erga¨n-
zende Mechanismen vor, die die Anfa¨lligkeit der Algorithmen im Hinblick auf Konvergenz
und Diversita¨t der Lo¨sungen reduzieren. Im Kontext der Evolutionsstrategien bescha¨ftigt
sich Beyer in [99] mit dem Einfluss von Rauschen und Konsequenzen fu¨r die Optimierung.
Beyer und Sendhoff entwickeln in [100] Testfunktionen speziell fu¨r die Betrachtung von
durch Rauschen induzierten Multimodalita¨ten und leiten darauf basierend Empfehlungen
fu¨r die Wahl der Optimierungsstrategie ab. Deb und Gupta betrachten in [101] das Ro-
bustheitsproblem mit Blick auf die Vera¨nderung der Pareto-Front und deren Form. Mit
dem Konflikt zwischen ho¨herer Robustheit durch eine gro¨ßere Anzahl von Auswertungen
und dem dadurch vergro¨ßerten Aufwand bescha¨ftigen sich Di Pietro et al. in [102].
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Obwohl sich EAs gerade fu¨r reale Anwendungen und gesto¨rte Fitnessfunktionen anbieten,
ist die Zahl der systematischen Analysen im Vergleich zur Gesamtzahl an Publikationen in
diesem Gebiet eher gering, wenngleich die oben genannten nur einen kleinen ausgewa¨hlten
Teil dieser Vero¨ffentlichungen darstellen. Erkla¨rt werden kann dies dadurch, dass eine ge-
sto¨rte Fitnessfunktion zwar allgemein im Sinne eines abstrakten Rauschens, jedoch immer
auch problemspezifisch betrachtet werden kann. Ein problemspezifisches Herangehen und
Reduzieren oder Quantifizieren von Sto¨rungen ist fu¨r eine Anwendung isoliert betrachtet
erfolgversprechender als allgemeine Lo¨sungen im Sinne sto¨rungstoleranter Algorithmen.
Auch in dieser Arbeit liegt das Hauptaugenmerk auf der Betrachtung von Sto¨rungen und
Robustheit aus der Perspektive des Optimierungsproblems und auf der entsprechenden
Auswahl der verwendeten Kriterien.
5.3.2 Beispiel: Lineares Modell eines Hydraulikventils
Die verschiedenen Aspekte der Optimierung dynamischer Systeme lassen sich anhand eines
Beispiels leichter verdeutlichen. Als solches dient ein einfaches lineares Modell eines hydrau-
lischen Wegeventils in Form einer U¨bertragungsfunktion 2. Ordnung nach Gleichung 5.4.
Das Modell ist im Allgemeinen nicht in der Lage, die fu¨r dessen Regelung relevanten Cha-
rakteristika eines Wegeventils abzubilden und dient nur der vereinfachten Beru¨cksichtigung
der Dynamik eines solchen Ventils in gro¨ßeren Modellzusammenha¨ngen. In seiner Funktion
als vereinfachtes Beispiel kann ein solches Modell jedoch auch zur Veranschaulichung ver-
schiedener Aspekte der Regleroptimierung verwendet werden. Die U¨bertragungsfunktion
in Gleichung 5.4 na¨hert das U¨bertragungsverhalten eines Wegeventils ohne die Beru¨cksich-
tigung dessen starker Nichtlinearita¨t und Hysterese an. Auch hydrodynamische Einflu¨sse
sind nicht beru¨cksichtigt. Der Modelleingang ist der Strom des Ventilmagneten, die Aus-
gangsgro¨ße ist die Position des Ventilkolbens.
GHVM(s) =
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s2 + 1071s+ 70860
(5.4)
Die Parameter des Modells wurden anhand aufgezeichneter Ein- und Ausgangsdaten mit-
tels eines Regressionsverfahrens identifiziert, das Bild 5.5 zeigt die Charakteristik der U¨ber-
tragungsfunktion anhand eines Bodediagramms und der Sprungantwort.
Das System wird in diesem Kapitel exemplarisch verwendet, um verschiedene Aspekte der
Optimierung dynamischer Systeme anschaulich und in einem von unkontrollierten Einflu¨s-
sen isolierten und definierten Szenario diskutieren zu ko¨nnen.
5.3.3 Analyse der Robustheit anhand eines Beispiels
Um den Einfluss verschiedener stochastischer Sto¨rungen auf das Optimierungsergebnis un-
tersuchen zu ko¨nnen, werden die Auswirkungen von Rauscheinflu¨ssen simuliert, die gezielt








































Bild 5.5: Bodediagramm (links) und Sprungantwort (rechts) der als Ventilmodell verwen-
deten linearen U¨bertragungsfunktion
ihre Wirkung auf die Optimierung analysiert. Als Grundlage dient auch hier das in Ab-
schnitt 5.3.2 eingefu¨hrte lineare Systemmodell, das mit einem einfachen PI-Regler geregelt
wird, dessen Reglerparameter evolutiona¨r optimiert werden. Als U¨bertragungsfunktion des
geschlossenen Regelkreises ergibt sich
RPI(s) =
(KPTNs+ 1)GHVM
(KPTNs+ 1)GHVM + TNs
(5.5)
mit k = [KP TN ]
T als zu optimierende Parameter.
Die Kriterien zur Bewertung einer Lo¨sung mit den Parametern k ergeben sich aus der Aus-
wertung der Sprungantwort h(t,k). Die beiden Kriterien Anstiegszeit und U¨berschwingen




. Eine normalverteilte Rauschsto¨rung mit
variierter Standardabweichung wirkt auf die Parameter k, die ermittelte Sprungantwort
am Ausgang des geschlossenen Kreises h(t) oder auf die daraus ermittelten Kriterien J.
In den drei betrachteten Fa¨llen wirkt die Sto¨rung in Form einer normalverteilten mehrdi-
mensionalen Zufallsvariablen θ = N (0, σe), deren Dimension jeweils der der gesto¨rten Gro¨ße
entspricht. Verschiedene Standardabweichungen σe bestimmen die Intensita¨t der Sto¨rung.
Die gesto¨rten Gro¨ßen ergeben sich fu¨r jede Komponente unabha¨ngig als J˜i = (θi + 1)Ji
fu¨r die Kriterien, als k˜i = (θi + 1)ki fu¨r alle Parameter und als q˜i = (θi + 1)qi fu¨r den
Vektor der mit der Abtastzeit τ bis zum Zeitpunkt tende abgetasteten Sprungantwort
q = h(ti)∀ti ∈ [0, τ, 2τ, ..., tende].
Analysiert wird der Einfluss dieser Sto¨rung auf die Konvergenz der Optimierung, die Ge-
schwindigkeit, mit der eine Approximation der Pareto-Front ermittelt wird. Grundlage der
ermittelten Daten sind jeweils 10 wiederholte und gemittelte Optimierungen mit der Kon-
figuration aus Anhang D.1.
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Einfluss der Sto¨rung auf die Approximation der Pareto-Front
Die Konvergenz der Optimierung kann durch Sto¨rungen in der Fitnessfunktion beeinflusst
werden. Ein aussagekra¨ftiges Maß dafu¨r ist die Anzahl der bis zum betrachteten Zeit-
punkt ermittelten nicht-dominierten Lo¨sungen. Da die Fitnessfunktion des verwendeten
Beispiels keine lokalen Minima aufweist, erreicht die Optimierung zuverla¨ssig die Maximal-
gro¨ße der Elite-Population durch die Approximation der Pareto-Front. Vera¨nderungen in
der Entwicklung der Populationsgro¨ße ko¨nnen daher als Vera¨nderungen der Konvergenz-
geschwindigkeit interpretiert werden.
Bild 5.6 zeigt die Entwicklung der Gro¨ße der Elite-Population fu¨r Optimierungen von auf
verschiedene Art und in verschiedener Intensita¨t gesto¨rten Fitnessfunktionen. Fu¨r alle drei
Arten der Sto¨rung und fu¨r jeweils alle σi ∈ {10−4, 10−3, 2 · 10−3, 10−2, 2 · 10−2, 10−1} ist
die Gro¨ße der Elite-Population u¨ber die Anzahl durchgefu¨hrter Fitnessbewertungen aufge-
tragen. Die ersten drei Darstellungen zeigen die verschiedenen Arten von Sto¨rung fu¨r alle
σ, das vierte Bild zeigt einen Vergleich der Sto¨rungen fu¨r ein σ = 0,01. In Bild 5.6 oben
links wirkt die Sto¨rung auf die Reglerparameter.
Fu¨r alle σ mit Ausnahme des gro¨ßten (σ = 0,1) entspricht die Entwicklung der Menge
nicht-dominierter Lo¨sungen in etwa der in allen Bildern als durchgezogene schwarze Linie
dargestellten Referenzoptimierung ohne Sto¨rung, in einigen Fa¨llen wird deren Konvergenz
u¨bertroffen. Begru¨ndet ist dies durch die Tatsache, dass eine Sto¨rung auch Konfiguratio-
nen von Parametern ermo¨glicht, die außerhalb des durch die Parametergrenzen limitier-
ten Lo¨sungsraumes liegen. Diese Lo¨sungen u¨bertreffen sehr wahrscheinlich alle Lo¨sungen,
die innerhalb dieser Grenzen liegen in zumindest einem Kriterium und sind daher nicht-
dominiert. Dieser Effekt kann sich u¨ber den Verlauf der Evolution versta¨rken, da Lo¨sungen
am Rand des Parameterraumes, die den beschriebenen Vorteil nutzen ko¨nnen, dadurch in
der Selektion evolutiona¨r bevorzugt sind und sich in der Population halten. Oben rechts
zeigt das Bild 5.6 die Auswirkung einer Sto¨rung auf die Kriterien. Es zeigen sich Verlang-
samungen, die qualitativ im Wesentlichen der Gro¨ße der Sto¨rung entsprechen. In diesem
Sto¨rungsfall kann eine vollsta¨ndig symmetrische Verteilung der Abweichungen von der ur-
spru¨nglichen Lage im Kriterienraum vorausgesetzt werden, fu¨r den Fall der gesto¨rten Pa-
rameter ist lokal fu¨r eine Lo¨sung immerhin noch die Annahme gu¨ltig, dass diese Verteilung
fu¨r jede der Raumrichtungen symmetrisch ist. In diesen Fa¨llen ist die Wahrscheinlichkeit
dafu¨r, dass der gesto¨rte Lo¨sungsvektor J˜ eine beliebige andere Lo¨sung fa¨lschlicherweise do-
miniert und damit das Selektionsergebnis verfa¨lscht, prima¨r abha¨ngig von deren Abstand
zueinander. Unter Vernachla¨ssigung der konkreten Form der Pareto-Front kann im Allge-
meinen davon ausgegangen werden, dass die Rate der falschen Selektionen, die fu¨r eine
langsamere Konvergenz der Lo¨sungsmenge zur Pareto-Front verantwortlich ist, abha¨ngig
ist vom Verha¨ltnis der Standardabweichung der Sto¨rung zum durchschnittlichen Abstand
der Lo¨sungen innerhalb der Population.
Die Darstellung unten links in Bild 5.6 zeigt den Einfluss einer Sto¨rung des simulierten
Signals der Sprungantwort. Hier zeigt sich die gravierendste Beeintra¨chtigung bei gro¨ßeren
Sto¨rungen. Fu¨r Sto¨rungen der Daten, auf deren Grundlage die Kriterien ermittelt werden,
sind fu¨r die verwendeten Kriterien theoretisch zwei Szenarien zu unterscheiden. Zum einen
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Bild 5.6: Auswirkungen verschiedener Sto¨rungen auf die wa¨hrend der Optimierung ermit-
telte Anzahl nicht-dominierter Lo¨sungen
kann eine Vera¨nderung des Wertes direkt das Kriterium vera¨ndern. Der Wert des Krite-
riums U¨, die gro¨ßte auftretende Amplitude, ist um den Betrag der Rauschamplitude an
dieser Stelle vergro¨ßert oder verringert. Die Auswirkungen der Sto¨rung entsprechen dann
im Wesentlichen den Auswirkungen von gesto¨rten Kriterien. Zum anderen ist jedoch auch
eine Vera¨nderung des durch die Kriterien bewerteten Ereignisses selbst mo¨glich, was zu
deutlicher fehlerhaften Bewertungen fu¨hren kann.
Bei normalverteiltem Rauschen mit relativ großen Amplituden, die ein eigentlich kontinu-
ierliches Signal sto¨ren, ist es erheblich wahrscheinlicher, dass ein einzelner gesto¨rter Wert
vor dem eigentlichen Erreichen des Zielwerts zu einer verku¨rzten Anstiegszeit fu¨hrt, als
dass andersherum alle a¨hnlichen benachbarten Werte des urspru¨nglichen Signals derart ge-
sto¨rt werden, dass eine fa¨lschlicherweise deutlich la¨ngere Anstiegszeit ermittelt wird. Dies
fu¨hrt zu einer asymmetrischen Verteilung der Fehler im Kriterienraum und einer dadurch
gro¨ßeren Wahrscheinlichkeit einer fehlerhaften Selektionsentscheidung.
Die vierte Darstellung (unten rechts) zeigt einen Vergleich des Einflusses aller Sto¨rungen
fu¨r ein ausgewa¨hltes σ = 0,01. Das Verha¨ltnis des Einflusses der unterschiedlichen Sto¨run-
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gen zueinander besta¨tigt die Interpretation der separaten Betrachtung. Die Sto¨rung des
Signals hat den gro¨ßten Einfluss, die Parametersto¨rung hingegen wirkt sich gar nicht ne-
gativ aus. Die quantitative Interpretation ist jedoch durch die Definition der Sta¨rke der
Sto¨rung relativ zum gesto¨rten Wert eingeschra¨nkt. Alle Sto¨rungen entwickeln ihren Ein-
fluss im Kriterienraum, der Zusammenhang zwischen den Doma¨nen, in denen die Sto¨rung
auftritt, ist jedoch problemspezifisch.
Fu¨r den Optimierungsprozess ist letztlich nur eine Ordnung innerhalb der Lo¨sungsmenge
Grundlage der Selektion, ein und die selbe Ordnung kann aber unterschiedlich zu Stande
kommen. Fu¨r den Kriterienraum ist daher der relative Unterschied zwischen Lo¨sungen rele-
vant. Der Zusammenhang zwischen Parameter- und Kriterienraum wird in diesem Beispiel
bestimmt durch eine U¨bertragungsfunktion eines geschlossenen Regelkreises. Der Einfluss
der absoluten Parameterwerte und damit auch der Einfluss der Sto¨rung dieser Parameter
ist von der Charakteristik des geregelten Systems abha¨ngig. Die gezeigten Daten dienen
daher nur einer qualitativen Interpretation und der Illustration ausgewa¨hlter Mechanismen
und lassen keine quantitativen Schlu¨sse bezu¨glich der Sto¨ranfa¨lligkeit zu, die sich direkt
auf andere Optimierungsprobleme u¨bertragen lassen.
Das Bild 5.7 zeigt die Auswirkungen der verschiedenen Sto¨rungen auf die Ergebnismen-



















































Bild 5.7: Verteilung der Fehler im Kriterienraum
gen der betrachteten Optimierungen. Fu¨r die beiden Dimensionen des Kriterienraums, Ta
und U¨, werden der Mittelwert und die Standardabweichung des Fehlers aller Lo¨sungen der
finalen Elitepopulation betrachtet. Der Fehler, die Differenz zwischen den in der Optimie-
rung ermittelten und den ungesto¨rten Kriterien, ist gemittelt fu¨r alle Wiederholungen der
Optimierung und fu¨hrt fu¨r jedes σ zu einer Ellipse, deren Mittelpunkt dem Mittelwert und
deren Radius jeweils der Standardabweichung des Kriteriums entspricht. Die drei Abbil-
dungen zeigen die drei verschiedenen betrachteten Arten von Sto¨rung. Im Allgemeinen ist
davon auszugehen, dass der Mittelwert des Fehlers aller gesto¨rten Populationen immer in
Richtung Minimum verschoben ist, niemals in die andere Richtung, da die Wahrschein-
lichkeit fu¨r die Zugeho¨rigkeit zu der betrachteten Elite-Population praktisch nur durch
Verbesserungen von Lo¨sungen vergro¨ßert wird.
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Fu¨r die Betrachtung der gesto¨rten Kriterien wird deutlich, dass fu¨r die Elite-Individuen
eine zufa¨llige Verbesserung beider Kriterien ein direkter Vorteil ist. Die Verteilungen sind
mit wachsender Sto¨rung in negativer Richtung verschoben. Fu¨r gesto¨rte Parameter ergibt
sich keine offensichtliche Verschiebung der Verteilungen, wie auch bei der Betrachtung der
Konvergenz in Bild 5.6 zeigt sich der nur geringe systematische Einfluss. Bemerkenswert bei
der Betrachtung der Verteilungen fu¨r den Signalfehler ist die Tatsache, dass der Mittelwert
der Verteilungen, betrachtet im Verha¨ltnis zur Standardabweichung, deutlicher in Richtung
der Anstiegszeit Ta verschoben ist. Dies wird durch das Bild 5.4 besta¨tigt. Hier zeigt sich,
dass ein durch eine Sto¨rung zufa¨llig fehlerhaftes Ta sowohl verbessert als auch verschlech-
tert werden kann, das U¨berschwingen U¨ hingegen so gut wie immer schlechter wird. Da
nur Verbesserungen in einem Kriterium die Wahrscheinlichkeit fu¨r eine Elite-Zugeho¨rigkeit
erho¨hen, setzen sich eben diese Fehler auch in den betrachteten Populationen sta¨rker durch.
5.3.4 Zeitabha¨ngig variierende Fitnessfunktion
Treten Sto¨rungen zwar nicht rein zufa¨llig auf, lassen sich aber auch nicht unmittelbar
im Sinne der Bedingungen des Experiments beeinflussen, so fu¨hrt dies allgemein zu einer
zeitabha¨ngigen Variation der Fitnessfunktion. Die Zeit ist dabei nicht immer der prima¨re
Faktor, aber auch andere korrelierte Vera¨nderungen, die beispielsweise durch wiederholte
Durchfu¨hrungen des Experiments verursacht werden, ko¨nnen als zeitliche Variation be-
trachtet werden.
Die Problematik dieser Sto¨reinflu¨sse betrifft im Wesentlichen zwei Aspekte der Optimie-
rung. Vordergru¨ndig ist zuna¨chst problematisch, dass bei sich vera¨ndernden Fitnessfunk-
tionen die gefundenen optimalen Lo¨sungen nur zeitlich begrenzt als optimal betrachtet
werden ko¨nnen. Im Ergebnis fu¨hrt dies zu Lo¨sungen, die, vergleichbar zur Situation beim
Vorliegen einer statischen Sto¨rung der Optimierungsbedingungen, eine U¨beranpassung an
die Verha¨ltnisse zum Optimierungszeitpunkt darstellen. La¨uft die zeitliche Variation auf
einer Zeitskala ab, die verglichen mit dem Optimierungsprozess deutlich gro¨ßer ist, so be-
schra¨nkt sich das Problem auch darauf. Die Optimierung an sich funktioniert in diesem
Fall und fu¨hrt zu optimalen Lo¨sungen, lediglich deren Gu¨ltigkeit ist durch die zeitliche Ver-
a¨nderung begrenzt. Der zweite und gravierendere Aspekt der zeitlichen Variation tritt auf,
wenn die Fitnessfunktion auch wa¨hrend einer Optimierung Vera¨nderungen unterworfen ist,
die nicht vernachla¨ssigbar sind.
Fu¨r einige Strategievarianten der Optimierung ist eine Vergleichbarkeit von Lo¨sungen aus
verschiedenen Generationen erforderlich. Wurden diese jedoch mit signifikantem zeitlichen
Abstand bewertet, so kommt dies der Bewertung mit einer unterschiedlichen Fitnessfunk-
tion gleich. Elite-Strategien sind hier besonders anfa¨llig, da sie ein Archiv von nicht-
dominierten Lo¨sungen u¨ber die gesamte Optimierung pflegen. Komma-Strategien hinge-
gen sind so gut wie nicht betroffen, da nur Bewertungen einer Generation miteinander
konkurrieren. Vorausgesetzt wird dafu¨r, dass die Fitnessfunktion fu¨r eine Generation als
unvera¨ndert betrachtet werden kann.
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Grundsa¨tzlich kann diesem Problem abgeholfen werden, indem durch erneutes Auswerten
a¨lterer Individuen sichergestellt wird, dass eine identische Fitnessfunktion Grundlage der
aktuellen Selektionsentscheidung ist. Bei Plus-Strategien ist hierfu¨r lediglich das erneute
Auswerten der Eltern-Generation erforderlich, eine Elite-Strategie macht aber eine Neu-
bewertung des in der Regel umfangreicheren Elite-Archivs notwendig. Um gerade bei auf-
wa¨ndigeren Fitnessfunktionen den Aufwand zu begrenzen, ist es mo¨glich, die Anzahl realer
Bewertungen durch Abscha¨tzungen und Pra¨diktionen der zu erwartenden Vera¨nderung zu
reduzieren. Auf Grundlage der Annahme, dass der Vera¨nderung der Fitnessfunktion ein
Effekt oder Trend zu Grunde liegt, dessen Auswirkungen auch im Kriterienraum lokale
A¨hnlichkeiten aufweisen, kann die zu erwartende Vera¨nderung der Kriterien bei erneu-
ter Bewertung anhand der beobachteten Vera¨nderung benachbarter Individuen gescha¨tzt
werden. Stroud et al. kombinieren zu diesem Zweck beispielsweise den bekannten Kalman-
Filter mit evolutiona¨ren Algorithmen [103]. Hatzakis et al. verwenden in einem a¨hnlichen
Kontext stochastische Zeitreihenmodelle zur Vorhersage einer Bewertung [104].
Zu beachten ist bei diesen Methoden jedoch, dass die gefundenen Lo¨sungen trotz der robus-
ten Optimierung nicht unabha¨ngig von der zu Grunde liegenden Fitnessfunktion betrachtet
werden ko¨nnen. Ein optimales Ergebnis ist lediglich optimal unter den beru¨cksichtigten Be-
dingungen, eine Generalisierung daru¨ber hinaus ist nicht mo¨glich, vor allem da der Zustand
der zeitlich vera¨nderlichen Fitnessfunktion fu¨r die angestrebte Anwendung im Allgemei-
nen nicht vorhergesagt werden kann. Fu¨r die in dieser Arbeit thematisierte Optimierung
von Regelungssystemen ist es daher vorzuziehen, entweder zeitlich vera¨nderliche Aspekte
der Bewertung zu eliminieren, beispielsweise indem Maßnahmen fu¨r stabile Betriebsbedin-
gungen getroffen werden, oder jedoch die Vera¨nderlichkeit der Bedingungen konzeptionell
zu beru¨cksichtigen, indem beispielsweise die betrachteten Systeme adaptiv [105] ausgelegt
werden.
5.3.5 Sensitivita¨t von Parametern in der Optimierung
Ein weiterer wichtiger Aspekt von Robustheit im Kontext von Optimierung ist verknu¨pft
mit der Sensitivita¨t der Lo¨sungsparameter. Vordergru¨ndig ist diese zuna¨chst vor allem rele-
vant fu¨r die Anwendung einer ermittelten Lo¨sung. Ein Regelungssystem ist unter anderem
dann robust, wenn dessen Verhalten wenig sensitiv ist gegenu¨ber einer Variation seiner Pa-
rameter. Im Kontext der evolutiona¨ren Optimierung kommt der Sensitivita¨t der Parameter
jedoch eine weitere Bedeutung zu. Eine wichtige Voraussetzung fu¨r die Wirkungsweise der
evolutiona¨ren Optimierung ist es, lokale Eigenschaften der im Allgemeinen unbekannten
Zusammenha¨nge zwischen Parametern und Kriterien zu erhalten und zu nutzen. Die Me-
chanismen der Optimierungsalgorithmen, in erster Linie Mutationsoperatoren, ko¨nnen von
einer Kenntnis u¨ber die Sensitivita¨t von Parametern profitieren, da auf diesem Weg die
bereits in Abschnitt 2.1 eingefu¨hrte Balance zwischen Tiefen- und Breitensuche erhalten
oder erzeugt werden kann.
Das wichtigste und urspru¨ngliche Beispiel fu¨r eine Anpassung des Mutationsoperators an
die Sensitivita¨t ist die 1/5-Erfolgsregel nach Rechenberg [8] und Schwefel [106]. Neuere,
obgleich schon erfolgreiche und etablierte Methoden und Algorithmen in diesem Bereich
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stellen die CMA-ES von Hansen et al. [20, 107] und deren Weiterentwicklung fu¨r die mul-
tikriterielle Optimierung von Igel et al. [108] dar. Bei diesem Verfahren wird wa¨hrend der
Optimierung eine Kovarianz-Matrix adaptiert, die eine individuelle Anpassung der Schritt-
weite der Mutation fu¨r alle Parameter an deren Sensitivita¨t ermo¨glicht. Dies bewirkt eine
im Vergleich mit rudimenta¨ren Strategien erheblich gesteigerte Effizienz bei der Explora-
tion des Lo¨sungsraums.
Im Hinblick auf die Anwendung einer ermittelten Lo¨sung stellt die Robustheit im Sinne
der Sensitivita¨t jedoch unter Umsta¨nden kein absolutes Ziel, sondern vielmehr ein weiteres
Kriterium dar. Gesucht ist in solchen Fa¨llen nicht eine besonders robuste Lo¨sung, sondern
ein optimaler Kompromiss zwischen der Robustheit und den u¨brigen Kriterien, die mit der
Robustheit unter Umsta¨nden in Konflikt stehen. Jin et al. fu¨hren Robustheit in [109] als
zusa¨tzliches zu maximierendes Optimierungskriterium fu¨r einen MOEA ein.
Sensitivita¨t gegenu¨ber Parametervariationen als Optimierungskriterium
Motiviert durch die Tatsache, dass der Gegenstand der Optimierung, sei es HIL oder im
Modell, wenngleich aus unterschiedlichen Gru¨nden, selten exakt dem System der beabsich-
tigten Anwendung entspricht, entsteht der Gedanke, die Sensitivita¨t der Fitness hinsichtlich
der Lo¨sungsparameter in der Optimierung zu beru¨cksichtigen. Im Allgemeinen ergibt sich
dann auch hier ein Kompromiss zwischen der Qualita¨t einer Lo¨sung und ihrer Sensitivita¨t.
Ist nun a priori bekannt, dass die ermittelten Parameter nur mit begrenzter Pra¨zision in
der Anwendung reproduziert werden ko¨nnen, ist es sinnvoll eine Lo¨sung zu wa¨hlen, deren
Sensitivita¨t geringer ist, auch wenn dies auf Kosten der prima¨ren Qualita¨t, also der be-
trachteten Kriterien geht.
Entscheidendes Maß fu¨r die zu erwartende Vera¨nderung der Kriterien ist deren Sensitivi-
ta¨t gegenu¨ber allen Lo¨sungsparametern. Wird ein Lo¨sungsparameter variiert, so vera¨ndert
sich unter Umsta¨nden der Wert fu¨r alle Kriterien. Diese Sensitivita¨ten sind im Allgemei-
nen nicht unabha¨ngig voneinander und abha¨ngig vom Arbeitspunkt, also der betrachteten
Ausgangslo¨sung. Bild 5.8 verdeutlicht anhand eines einfachen eindimensionalen Beispiels
die Sensitivita¨t als lokal zu erwartende Fitnessvera¨nderung. Die gleiche Variation im Pa-
rameterraum, hier betrachtet als finite Differenz x ± δ, fu¨hrt je nach Arbeitspunkt zu
unterschiedlichen Vera¨nderungen im Kriterienraum.
Die Sensitivita¨t einer Lo¨sung gegenu¨ber Parametervariationen kann durch (partielle) Gra-
dienten fu¨r alle Kriterien f im Hinblick auf alle Parameter x ermittelt werden. Der maximale
Gradient charakterisiert vereinfachend die Sensitivita¨t der Lo¨sung gegenu¨ber Variationen
und definiert einen Sensitivita¨tsindex χ:
χ (l = {x, f}) = max (|∇f |) ,














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































gen einfließen. Die Robustheit einer Lo¨sung wird so anhand des aktuellen Modellwissens
gescha¨tzt und zur Bewertung der Lo¨sung hinzugezogen.








(∣∣d+1 ∣∣ , ∣∣d−1 ∣∣) , ...,max (∣∣d+nx∣∣ , ∣∣d−nx∣∣))T
d+j =
f ∗i (x1, ..., xj + δ, ..., xnx)− fi (x)
δ
d−j =
fi (x)− f ∗i (x1, ..., xj − δ, ..., xnx)
δ
(5.7)
Die Gleichungen 5.7 beschreiben die Berechnung der Scha¨tzung χ˜ fu¨r die Sensitivita¨t auf
Grundlage einer Kombination realer und modellbasierter Bewertungen. Sie basiert, a¨quiva-
lent zu Gleichung 5.6 auf einer Matrix gescha¨tzter und angena¨herter partieller Gradienten
∇˜f . Im Unterschied zur Berechnung werden die Gradienten durch finite Differenzen ersetzt.
Fu¨r die definierte lokale Variation jedes Parameters in beide Richtungen wird der gro¨ßere
Einfluss fu¨r jedes Kriterium ermittelt. Dieser ergibt sich aus der Abweichung zwischen dem
real ermittelten Wert fi des Kriteriums fu¨r die Ausgangslo¨sung und dem durch das Modell
gescha¨tzten Wert f ∗i des Kriteriums fu¨r die Konfigurationen mit xj ± δ. Grundlage fu¨r χ˜
ist damit der Gradient des Fitnessmodells an der betrachteten Stelle.
Das Bild 5.9 zeigt beispielhaft das Ergebnis einer einfachen Optimierungsaufgabe, der Mi-






































Bild 5.9: Beispiel fu¨r Sensitivita¨t als zusa¨tzliches Kriterium
nimierung einer im linken Bild als gestrichelten Linie gezeigten Funktion f auf Basis einer
Logarithmusfunktion mit einem Parameter x. Diese origina¨r monokriterielle Funktion ist
um die Sensitivita¨t der Lo¨sung als zweites Kriterium erweitert und fu¨hrt zu einer nicht-
dominierten Lo¨sungsmenge, die in der rechten Abbildung im Kriterienraum mit f(x) und
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χ˜ sowie in der linken Abbildung als f(x) u¨ber x dargestellt ist.
Die Einfa¨rbung der einzelnen Individuen dient nur der einfacheren Zuordnung zwischen
beiden Bildern. Die Gro¨ße der Lo¨sungsmenge ist der anschaulicheren Visualisierung hal-
ber auf 20 Individuen begrenzt. Das Beispiel verdeutlicht, wie ein Optimierungsproblem
durch die zusa¨tzliche Beru¨cksichtigung der Sensitivita¨t von Lo¨sungen um einen zusa¨tzli-
chen Kompromiss und damit um eine Dimension erweitert wird.
Diese Methode ist grundsa¨tzlich gut geeignet, die im realen Entwurfsprozess relevante In-
formation bezu¨glich der Robustheit eines Parameters bereits im Optimierungsprozess zu
beru¨cksichtigen. Praktisch ist jedoch die Verwendung lokaler Surrogatmodelle nur fu¨r Op-
timierungsprobleme mit relativ kleinem Parameterraum sinnvoll, da andernfalls eine große
Menge Daten fu¨r die Modelle erforderlich ist. Dieser Mehraufwand steht wiederum in Kon-
flikt mit dem Ziel, die Menge durchzufu¨hrender Fitnessbewertungen zu reduzieren.
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Kapitel 6
Optimierung von Reglern fu¨r
Hydraulikventile unter
Betriebsbedingungen
Der Anwendungsschwerpunkt der in dieser Arbeit entwickelten und vorgestellten Metho-
den ist die Optimierung von Parametern von Reglern fu¨r Hydraulikventile. Diese Systeme
stellen aus verschiedenen Gru¨nden eine Herausforderung dar, die den Einsatz von Opti-
mierungsalgorithmen motiviert.
Hydraulikventile sind komplexe mechanische oder auch mechatronische Systeme, die eine
Vielzahl von durch ihren Anwendungszweck oder ihre Bauart verursachten Nebenbedin-
gungen erfu¨llen mu¨ssen. Hohe zu erwartende Belastungen durch intensiven Betrieb im
industriellen Anwendungskontext und die durch hohen hydraulischen Druck notwendige
massive Bauart fu¨hren zu verschiedenen nichtlinearen Systemeigenschaften. Die Ursachen
dafu¨r sind sowohl statische Arbeitspunktabha¨ngigkeiten als auch dynamische Reibungsef-
fekte oder magnetische Hysterese. Daraus ergibt sich die Notwendigkeit fu¨r die Anwendung
vergleichsweise komplexer Regelungssysteme, um die genannten Eigenschaften beherrschen
zu ko¨nnen. Diese Komplexita¨t wiederum macht es nur schwer oder gar unmo¨glich, ohne
Unterstu¨tzung durch Algorithmen eine optimale Lo¨sung fu¨r Parametrierungen von Reglern
zu finden.
Daru¨ber hinaus sind die an diese Systeme gestellten Anforderungen vielfa¨ltig und nicht tri-
vial zu definieren. Bei der Suche nach einem optimierten Regler sind verschiedene Aspekte
des Systemverhaltens gegeneinander abzuwiegen und gleichzeitig eine Vielzahl von Robustheits-,
Umgebungs- und Anwendungsbedingungen einzubeziehen. Die Beru¨cksichtigung mehrerer
miteinander in Konflikt stehender Kriterien empfiehlt allein schon die Verwendung eines
MOEA. Daru¨ber hinaus ergeben sich Schwierigkeiten, die sich aus Expertenwissen erge-
benden Anforderungen an das Systemverhalten abstrakt als Optimierungskriterien zu for-
mulieren. In beiden Fragestellungen bietet die interaktive Integration von Pra¨ferenzen eine
Mo¨glichkeit, Expertenwissen gewinnbringend in der Optimierung einzubringen.
Dieses Kapitel dokumentiert exemplarisch die Anwendung der in Kapitel 3 vorgestellten
multikriteriellen evolutiona¨ren Algorithmen mit Integration von Benutzerpra¨ferenzen zur
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Optimierung von Hydraulikventilreglern. Die Grundlagen fu¨r die Optimierungskriterien
ergeben sich aus den in Kapitel 5 beschriebenen Untersuchungen und Betrachtungen zur
Optimierung dynamischer Systeme.
6.1 Hydraulische Regelventile
Regelventile, auch als Regel-Wegeventile bezeichnet, sind solche Proportional-Wegeventile,
die aufgrund der Charakteristik ihrer Volumenstrom-Kennlinie und ihrer Steuerkanten spe-
ziell fu¨r den Einsatz in hydraulischen Regelungsaufgaben geeignet sind. Bei diesen Ventilen
vera¨ndert die Positionierung eines Kolbens im Ventil den Weg zwischen den verschiedenen
Anschlu¨ssen und beeinflusst so Richtung und Menge des O¨lflusses durch das Ventil. Im
Gegensatz zu Schaltventilen, die nur diskrete Schaltstellungen haben, ermo¨glicht bei dros-
selnden Wegeventilen die kontinuierliche Vera¨nderbarkeit der Kolbenposition eine stetige
Vera¨nderung der O¨ffnungen im Ventil.
Die konkreten Bauformen und Ausstattungen von Wegeventilen sind extrem vielfa¨ltig [113].
Neben der Gro¨ße der Ventile, ausgedru¨ckt durch ihre Nenngro¨ße, unterscheidet man ver-
schiedene manuelle, elektrische oder mehrstufig hydraulische Mo¨glichkeiten die Kolbenposi-
tion zu verstellen. Weiter ko¨nnen verschiedene Typen von Anschlu¨ssen des Ventils sowie Art
und Konfigurationen des Steuerkolbens unterschieden werden. Schließlich existieren noch
verschiedene Arten von Reglern sowie Sensoren zum Erfassen der Regelgro¨ßen. Daru¨ber
hinaus erstreckt sich eine unu¨berschaubare Anzahl von im Detail unterschiedlichen Konfi-
gurationsmo¨glichkeiten, die den jeweiligen Datenbla¨ttern der oben genannten Ventiltypen
zu entnehmen sind. Diese Details sind mehrheitlich fu¨r die Anwendung der Optimierung
nicht relevant. Die meisten der vorher genannten Merkmale haben zwar einen deutlichen
Einfluss auf das Ergebnis der Optimierung, stellen aber keinen prinzipiellen Unterschied fu¨r
die Anwendbarkeit der Methode dar. Aus diesem Grund beschra¨nkt sich die Betrachtung in
diesem Kapitel auf nur eine Bauform des Ventils und betrachtet lediglich unterschiedliche
Konzepte zur Regelung.
Bei den in dieser Arbeit betrachteten Ventilen handelt es sich um sogenannte direktge-
steuerte 4/4-Regel-Wegeventile mit elektrischer Wegru¨ckfu¨hrung der Nenngro¨ße NG6. Eine
schematische Darstellung eines solchen Ventils zeigt das Bild 6.1 [114]. Ein Steuerkolben
4 bewegt sich in einer Hu¨lse innerhalb eines Ventilgeha¨uses 1 . In diesem eingegossene
Kana¨le und die Kolbenform sowie -position bestimmen den Fluss von O¨l durch das Ventil.
Der Kolben eines direktgesteuerten Ventils wird mittels eines Proportionalmagneten 2
verstellt, der, gekontert durch eine Feder auf der anderen Seite, eine Kraft auf den Kolben
ausu¨bt. Die Kraft ist idealerweise proportional zum elektrischen Strom durch die Spule
des Magneten und wird von einer Endstufe erzeugt, die u¨blicherweise ein Teil des Reglers
ist. Dieser Strom kann daher als dessen Stellgro¨ße betrachtet werden. Die elektrische Weg-
ru¨ckfu¨hrung 3 ist ein Sensor, der, in einem Geha¨use mit dem Magneten verbaut, mittels
eines induktiven Wirkungsprinzips die lineare Verschiebung des Kolbens erfasst und diese
Regelgro¨ße in Form einer proportionalen Spannung dem Regler als Ist-Wert zur Verfu¨gung
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Bild 6.1: Schnittzeichnung eines 4/4-Regel-Wegeventils, Quelle: Bosch Rexroth AG
stellt. In der dargestellten Bauform ist der Regler 5 direkt am Ventil in einem auf dem
Magneten und Ventilko¨rper montierten Geha¨use untergebracht.
Die Bezeichnung 4/4 bezeichnet zuerst die Anzahl der hydraulischen Anschlu¨sse, danach
die Zahl der logischen Schaltstellungen des Kolbens, die jedoch bei diesem Ventiltyp stetig
ineinander u¨bergehen. Die vier Anschlu¨sse werden, wie in Bild 6.1 zu sehen, mit P, T,
A und B bezeichnet. Der Anschluss P ist u¨blicherweise verbunden mit der Druckversor-
gung. Der Anschluss T ist die Verbindung zum Tank beziehungsweise die Ru¨ckleitung. Die
Anschlu¨sse A und B sind die Arbeitsanschlu¨sse des Ventils. Im normalen Betrieb regelt
das Ventil einen O¨lstrom von der Druckversorgung u¨ber Anschluss P zu einem der beiden
Arbeitsanschlu¨sse A oder B beziehungsweise von B oder A u¨ber Anschluss T zuru¨ck zum
Tank.
Das Arbeitsprinzip des 4/4-Ventils wird durch Bild 6.2 verdeutlicht. Die Darstellung zeigt
symbolisch nach DIN ISO 1219 [115] die Konfiguration des Ventils.
Zwischen den Anschlu¨ssen und den Symbolen fu¨r Magnet, Feder und Regler links und
rechts zeigt das Bild in seiner Mitte vier Quadrate, die die mo¨glichen logischen Konfigu-
rationen des Ventils darstellen und die Verbindungen innerhalb des Ventils symbolisieren.
Die durchgezogenen Linien u¨ber und unter drei der vier Quadrate zeigen an, dass hier ein
stetiges Verhalten vorliegt und diese Konfigurationen kontinuierlich ineinander u¨bergehen.
Legt man ein Quadrat zwischen die skizzierten Anschlu¨sse, dann zeigen die Linien oder
Pfeile innerhalb die Konfiguration des Ventils. Die linke Konfiguration ist die sogenannte







Bild 6.2: Symbolische Darstellung eines direktgesteuerten 4/4-Regel-Wegeventils
im Normalbetrieb keine Rolle spielt. Die verbleibenden drei Symbole charakterisieren den
normalen Arbeitsbereich des Ventils. In der rechten Konfiguration ist der Anschluss P mit
dem Anschluss A verbunden, durch den so O¨l von der Quelle zu einem angeschlossenen
Verbraucher fließen kann. Gleichzeitig kann durch den mit T verbundenen Anschluss B
O¨l zuru¨ckfließen. Steht das Ventil in der Mittelstellung, sind alle Anschlu¨sse gedrosselt
miteinander verbunden. Idealisiert betrachtet fließt jedoch kein O¨l und das Ventil gilt als
geschlossen. Aufgrund der Steuerkantencharakteristik ohne U¨berdeckung, die einer linea-
ren Volumenstromkennlinie dient, fließt jedoch praktisch immer eine geringe Menge, was
durch die Verbindungen mit eingezeichneten Drosseln angezeigt ist. Zwischen diesen bei-
den Konfigurationen bewegt sich die positive Ha¨lfte des kontinuierlichen Arbeitsbereichs.
Eine Stellung des Ventils vollsta¨ndig in der rechten Konfiguration entspricht einer Stel-
lung von 100% im Arbeitsbereich und dem maximalen Volumenstrom in der beschriebenen
Richtung. Die Mittelstellung entspricht 0%, Stellungen dazwischen erlauben einen Volu-
menstrom zwischen 0% und 100% proportional zur Position des Kolbens. In der linken
der Betriebskonfigurationen fließt O¨l von P nach B und von A zuru¨ck nach T. Dieser Teil
des Arbeitsbereichs wird aufgrund des umgekehrten Flusses mit negativem Vorzeichen ver-
sehen und erstreckt sich von -100% bei voller O¨ffnung bis 0% in der Mittelstellung. Fu¨r
die in diesem Kapitel betrachteten Regler stellt diese Kolbenposition die Regelgro¨ße dar
und wird u¨ber diese Definition des Arbeitsbereichs als relative Gro¨ße im Wertebereich von
-100% bis 100% verwendet.
6.2 Struktur und Realisierung von Ventillagereglern
Die Lageregler, deren Parameter im Rahmen dieser Arbeit optimiert werden, sind Teil eines
Regelkreises, der neben dem Regler und der in Abschnitt 6.1 beschriebenen Regelstrecke
weitere periphere Komponenten entha¨lt. Bild 6.3 zeigt den Aufbau des Regelkreises. Dem
fu¨r die Optimierung betrachteten Lageregler ist ein Stromregler in einem unterlagerten
Regelkreis nachgeordnet. Dieser erzeugt abha¨ngig von der Differenz zwischen dem vom
Lageregler vorgegebenen Stromistwert isoll und dem gemessenen Strom in der Endstufe iist
eine Stellgro¨ße in Form eines Faktors tPWM. Dieser gibt das Tastverha¨ltnis fu¨r die in der
Endstufe erzeugte pulsweitenmodulierte (PWM) Spannung vor, die erzeugt wird, um den
Magnetaktuator zu treiben.
Die Regelgro¨ße des a¨ußeren Regelkreises ist die Kolbenposition. Diese wird durch einen
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Lagesensor erfasst und als yist zuru¨ckgefu¨hrt. Der Sensor arbeitet nach dem Prinzip eines
Differentialtransformators und wird entsprechend als LVDT (Linear Variable Differential
Transformer) bezeichnet. An eine Prima¨rspule, die um eine gemeinsame Achse mit Magne-
tanker und Ventilkolben platziert ist, wird eine Wechselspannung angelegt. Die induzierte
Spannung in zwei ebenfalls um diese Achse liegenden Sekunda¨rspulen ha¨ngt dann vom
Kopplungsfaktor zwischen den Spulen ab, der von der aktuellen Position der Achse be-
stimmt wird. Die Differenz beider Sekunda¨rspannungen dient zur pra¨zisen Berechnung der












Bild 6.3: Blockschaltbild der Struktur des Regelkreises fu¨r ein Ventil
Gegenstand der Optimierung sind Parameter des Lagereglers, der generell bei gleicher
oder a¨hnlicher Struktur der Peripherie auf verschiedene Arten realisiert sein kann. Der
Fokus dieser Arbeit liegt auf digitalen Reglern, deren Struktur in Form eines Programms
festgelegt ist und deren Parameter als Variablen vera¨ndert werden ko¨nnen. Daru¨ber hinaus
wird jedoch auch die Optimierung von Parametern analoger Regler betrachtet, die in Form
von analogen Schaltungen realisiert sind und deren Parameter durch elektrische Bauteile
repra¨sentiert werden.
6.2.1 Digitale Regelung
Der Lageregler ist in Form eines C-Programms realisiert und wird als kompilierte Soft-
ware auf einer integrierten Elektronik ausgefu¨hrt, die neben der beschriebenen Peripherie
einen zentralen Prozessor umfasst. Praktisch arbeitet der Regler als digitales System in
einem diskreten Takt und mit diskretisierten Signalen. Da sowohl die Ausfu¨hrungszeit des
Programms als auch die Auflo¨sung der Signale ausreichend groß sind, kann der Regler zur
anschaulichen Darstellung, aber auch zur Parameteroptimierung als quasi-kontinuierlich
betrachtet werden. Der Regler selbst sowie die ermittelten Parameter werden vor ihrer An-
wendung in ein a¨quivalentes Abtastsystem u¨berfu¨hrt.
Der verwendete Regler ist in seiner Grundstruktur ein nichtlinear erweiterter PID-Regler.
Die Struktur des Reglers, der von der Bosch Rexroth AG entwickelt wurde, ist in dieser
Arbeit als gegeben angenommen. Gegenstand der evolutiona¨ren Optimierung sind Para-
meter verschiedener Komponenten des Reglers. Ein Strukturbild des Reglers ist in Bild 6.4
dargestellt. Als Eingangsgro¨ßen liegen der vorgegebene Sollwert ysoll sowie die gemessene
Kolbenposition yist vor. Die Differenz aus beiden bildet die Regelabweichung und dient als
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Eingang fu¨r den P- und den I-Zweig des Reglers. Der D-Zweig in Form der U¨bertragungs-
funktion GD(s) verwendet direkt den Ist-Wert yist. Die Regelabweichung wird im P- und
im I-Zweig jeweils nichtlinear versta¨rkt. Die dazu verwendete Kennlinie ist abschnittsweise
linear zusammengesetzt und wird u¨ber Stu¨tzstellen definiert. Zur versta¨rkten Regelabwei-
chung wird im I-Zweig zum einen der mit einem Faktor kID versta¨rkte Ausgang des D-
Zweigs addiert. Zum anderen beeinflusst ein Anti-Windup-System die Versta¨rkung dieser
Signalsumme, bevor sie integriert wird. Das Anti-Windup-System vergleicht am Ausgang
des Reglers, ob die minimale oder maximale Grenze des zula¨ssigen Wertebereichs fu¨r die
Stellgro¨ße erreicht ist und reduziert in diesem Fall die Versta¨rkung kI im I-Zweig. Die Stell-
gro¨ße isoll ergibt sich als die auf ein Intervall [imin imax] begrenzte Summe der einzelnen
Zweige des Reglers.
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Bild 6.4: Blockschaltbild des Lagereglers
Neben den einfachen skalaren Versta¨rkungsfaktoren im I-Zweig verteilen sich die zu opti-
mierenden Parameter auf die Stu¨tzstellen und Stu¨tzwerte der Versta¨rkungskennlinien sowie
die Pol- und Nullstellen der U¨bertragungsfunktion im D-Zweig (siehe Gleichung 6.1).
Parametrisierung der Kennlinien
Der Anspruch der nichtlinearen Versta¨rkungskennlinie ist es, dem nichtlinearen Verhalten
der Regelstrecke mittels verschiedener Versta¨rkungen fu¨r unterschiedliche Signalbereiche zu
begegnen. Vereinfachend wird dabei die Regelabweichung, die die Eingangsgro¨ße darstellt,
in positiver sowie in negativer Richtung in die Kategorien Klein-, Mittel- und Großsignal
eingeteilt. Daraus ergeben sich sechs Bereiche, fu¨r die eine konstante, aber jeweils eine
unterschiedliche Versta¨rkung realisiert wird. Daraus ergibt sich die abschnittsweise lineare
Struktur der Versta¨rkungskennlinie, die in Bild 6.5 dargestellt ist. Die linke und die rechte
Seite zeigen zwei alternativ verwendete Parametrisierungen mit verschiedenen Vor- und
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Bild 6.5: Varianten zur Parametrisierung der Versta¨rkungs-Kennlinien
Bei der in Bild 6.5 links gezeigten Variante sind Stu¨tzstellen und -werte als freie Parameter
gewa¨hlt. Dazu kommt als Nebenbedingung, dass der Nulldurchgang im Ursprung liegt. Fu¨r
Eingangswerte jenseits der minimalen und maximalen Stu¨tzpunkte wird konstant mit deren
Stu¨tzwert extrapoliert, was einer oberen und unteren Begrenzung des Ausgangs entspricht.
Die rechts gezeigte Variante der Parametrisierung verwendet nur Stu¨tzstellen sowie Ver-
sta¨rkungen oder Steigungen zwischen den definierten Stu¨tz- beziehungsweise Knickstellen.
Der Ausgangswert zwischen zwei Stu¨tzstellen ergibt sich als Summe der mit der entspre-
chenden Versta¨rkung multiplizierten Eingangsgro¨ße und einem Offset, der sich aus der
benachbarten Stu¨tzstelle ergibt. Weitere Parameter sind der minimale und der maxima-
le Ausgangswert. Beide Varianten haben verschiedene Vorteile. Wa¨hrend die Verwendung
von Stu¨tzpunkten eine bessere Entkopplung zwischen der A¨nderung einzelner Parameter
und der resultierenden A¨nderung des Ein-/Ausgangsverhaltens gewa¨hrleistet, erlaubt die
Definition von Knickstellen und Versta¨rkungen die einfachere Definition mo¨glicherweise
sinnvoller zusa¨tzlicher Nebenbedingungen, beispielsweise von Minimal- oder Maximalver-
sta¨rkungen.
Parametrisierung der U¨bertragungsfunktion
Die dynamische Charakteristik im D-Zweig wird von einer U¨bertragungsfunktion GD(s)
bestimmt, die u¨ber ihre Pol- und Nullstellen sowie eine Versta¨rkung definiert ist:
GD(s) = kD
(N1 − s)s
(P1 − s)(P2 − s)(P3 − s) . (6.1)
Der differenzierende Charakter entsteht durch eine feste Nullstelle im Ursprung, daru¨ber
hinaus bilden eine Nullstelle, drei Polstellen und die Versta¨rkung kD die freien Parame-
ter. Eine Parametrisierung von GD(s) u¨ber Pol- und Nullstellen zeigt sich als vorteilhaft
gegenu¨ber anderen mo¨glichen Varianten wie zum Beispiel der Parametrisierung u¨ber die
Koeffizienten, da sie sta¨rker die lokalen Zusammenha¨nge zwischen der A¨nderung einzel-
ner Parameter und der A¨nderung des Gesamtverhaltens erha¨lt [16]. Diese Eigenschaft ist,
wie schon gezeigt, vorteilhaft fu¨r die evolutiona¨re Optimierung. Fu¨r die reale Implementie-
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rung in der Steuerungselektronik wird die kontinuierliche U¨bertragungsfunktion in diskrete
Differenzengleichungen u¨berfu¨hrt.
6.3 Versuchsaufbau fu¨r die Regleroptimierung
Die meisten klassischen Ansa¨tze zum Entwurf und zur Optimierung von Reglern sehen
ein Modell der Regelstrecke als integralen Bestandteil des Prozesses vor. Abha¨ngig vom
Streckenmodell und dem verwendeten Regelungskonzept lassen sich damit analytisch oder
basierend auf Simulationen ein geeigneter Regler und dessen Parameter ermitteln. Der
potentielle Nachteil dieser Methode besteht im unter Umsta¨nden erheblichen Aufwand,
der fu¨r die Erstellung und Identifikation eines geeigneten Modells besteht. Daru¨ber hinaus
stellt ein Modell immer eine Vereinfachung gegenu¨ber der abgebildeten Realita¨t dar, der
Reglerentwurf und die optimierten Parameter beziehen sich entsprechend auch immer auf
diese Vereinfachung. Die U¨bertragbarkeit des Reglers auf die reale Strecke ha¨ngt von der
Qualita¨t des Modells ab, im Allgemeinen entsteht jedoch eine U¨beranpassung des Reglers
an das verwendete Modell und die bei der Modellierung beru¨cksichtigten Aspekte der Stre-
cke sowie deren a¨ußere Einflussgro¨ßen.
Der alternative, hier verfolgte Ansatz der Hardware-in-the-Loop-Optimierung (HIL) be-
steht darin, das Modell im Entwurfsprozess direkt durch die reale Strecke zu ersetzen. Zum
einen kann dadurch die komplexe Modellierung des Hydraulikventils vermieden werden.
Speziell die Anwendung von evolutiona¨ren Optimierungsverfahren und deren zuverla¨ssige
Fa¨higkeit zum Auffinden von Minima in großen Suchra¨umen resultieren in hohen Anfor-
derungen an die Modellqualita¨t. Modellfehler, die ein solches lokales Minimum erzeugen,
fu¨hren dadurch zu einer U¨beranpassung des Optimierungsergebnisses an das Modell. Zum
anderen vereinfacht der HIL-Ansatz die Anwendung des Optimierungsverfahrens auf ver-
schiedene Regelstrecken. Das System erlaubt den einfachen Austausch der eingebundenen
Regelstrecke gegen eine andere, wohingegen der klassische Optimierungsansatz ein neues
Modell oder eine erneute Identifikation erfordern wu¨rde.
Diesen Vorteilen gegenu¨ber steht der Realisierungsaufwand des HIL-Systems sowie eben-
falls der Aspekt der Robustheit und Stabilita¨t der Optimierungsergebnisse, in diesem Fall
jedoch resultierend aus Unsicherheiten der Umgebungs- und Einflussgro¨ßen und nicht aus
Unsicherheiten der System- beziehungsweise Modelleigenschaften. Die prima¨re Herausfor-
derung bei der Umsetzung der HIL-Optimierung ist daher, die freien Parameter des Reglers
fu¨r die Optimierung zuga¨nglich zu machen und gleichzeitig die Echtzeitfa¨higkeit des Expe-
riments zu gewa¨hrleisten. Eine spezielle Herausforderung stellt hierbei die vergleichsweise
große Zahl der fu¨r die evolutiona¨re Optimierung notwendigen Fitnessbewertungen dar, die
jeweils ein eigenes HIL-Experiment erfordern. Die zweite Herausforderung besteht darin,
die freien Streckenparameter und die Umgebungsbedingungen im HIL-Experiment abbil-
den zu ko¨nnen sowie Sto¨rgro¨ßen erfassen oder kontrollieren zu ko¨nnen.
Das Bild 6.6 zeigt einen U¨berblick u¨ber den gesamten Versuchsaufbau und dessen wesent-
liche Komponenten. Das Gesamtsystem kann in drei Bereiche gegliedert werden, die u¨ber
verschiedene Gro¨ßen und Signale miteinander verbunden sind. Der linke Teil des Bildes
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Bild 6.6: Schematische U¨bersicht des Versuchsaufbaus
zeigt den Matlab-Rechner, auf dem der Optimierungsalgorithmus mittels der MOrEA-
Toolbox (siehe Anhang C) ausgefu¨hrt wird und der fu¨r den Anwender die Schnittstelle
zum Experiment oder dessen automatische Steuerung darstellt.
In der Mitte des Bildes befindet sich das im folgenden Abschnitt 6.3.1 beschriebene Echt-
zeitsystem, das mittels einer Glasfaser-Kommunikationsverbindung angebunden ist. Der
rechte Teil des Bildes zeigt das Hydrauliksystem, detailliert beschrieben in Abschnitt 6.3.2,
das aus dem Ventil selbst, dem Versuchsaufbau und einem Hydraulikaggregat besteht.
Verschiedene Sensoren erfassen relevante Gro¨ßen des Experiments und sind an das Echt-
zeitsystem angebunden, daru¨ber hinaus besteht eine Verbindung zwischen Matlab-Rechner
und Anlagensteuerung u¨ber einen Kommunikationsbus.
6.3.1 Echtzeitsimulation des digitalen Reglers
Um schnell und in großer Zahl HIL-Experimente mit variierten Parametern durchfu¨hren
zu ko¨nnen, ist es erforderlich, dass sowohl die zu optimierenden Parameter zuga¨nglich und
zuverla¨ssig vera¨nderlich sind, als auch dass die relevanten Mess- und Systemgro¨ßen mit
hoher Abtastrate und ausreichender Qualita¨t aufgezeichnet beziehungsweise erzeugt werden
ko¨nnen. Die Verwendung eines digitalen Regelungskonzepts ermo¨glicht es, den Regler durch
ein digitales Echtzeitsystem zu ersetzen. Die Software, die die Reglerstruktur auf der realen
Reglerelektronik implementiert, wird stattdessen auf diesem Echtzeitrechner ausgefu¨hrt.
Dieser bietet die Mo¨glichkeit, Reglerparameter u¨ber definierte Schnittstellen zu a¨ndern und
die zur Bewertung erforderlichen Signale des Regelkreises aufzuzeichnen. Daru¨ber hinaus
dient der Echtzeitrechner zur Aufzeichnung und Kontrolle weiterer Systemgro¨ßen und zur
Steuerung des Ablaufs der Experimente.
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6.3.2 Hydraulik-Experimentalsystem
Der Zweck des hydraulischen Versuchsaufbaus besteht darin, Sto¨rgro¨ßen und Umgebungs-
bedingungen fu¨r das Hauptventil als betrachtete Regelstrecke im zu optimierenden System
mo¨glichst realistisch und reproduzierbar abbilden zu ko¨nnen. Die wichtigsten Komponenten
sind dabei ein Hydraulikaggregat als Druckversorgung, ein Proportionalventil zur Simula-
tion von Belastungen und die Sensorik zum Erfassen von Umgebungsgro¨ßen. Das Bild 6.7
zeigt den Aufbau in Form eines Hydraulikschaltplanes nach DIN ISO 1219 [116]. Zur Ver-
einfachung wurde auf die Darstellung nicht relevanter Komponenten verzichtet, na¨here


















Bild 6.7: Vereinfachter Hydraulik-Schaltplan des Versuchsaufbaus
Relevante hydraulische Gro¨ßen werden u¨ber Druckaufnehmer und Temperatursensoren auf-
genommen, die u¨ber einen Messversta¨rker direkt an die Versuchssteuerung angebunden
sind. Wie in Bild 6.7 dargestellt, werden Druck phyd und O¨ltemperatur thyd am P-Anschluss
des Hauptventils sowie die Dru¨cke an dessen Arbeitsanschlu¨ssen A und B erfasst. Diese
Sensoren lassen sich jedoch mittels flexibler Messanschlu¨sse auch abha¨ngig vom durchge-
fu¨hrten Versuch an verschiedenen Stellen des Aufbaus platzieren.
Dem P-Anschluss des Hauptventils ist ein kleiner Druckspeicher mit 0,125 l Volumen vor-
gelagert, um wa¨hrend der Versuche auftretende Drucksto¨ße zu mindern und so die Gefahr
von Scha¨den am Versuchsaufbau zu reduzieren.
An den Arbeitsanschlu¨ssen A und B des Hauptventils ko¨nnen statisch, mittels einer ma-
nuellen Drossel (optional und nicht abgebildet), oder dynamisch verschiedene Lastsitua-
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tionen abgebildet werden. Ein weiteres Proportional-Wegeventil, dessen Anschlu¨sse P und
A sowie B und T u¨ber eine Adapterplatte verbunden sind, funktioniert dadurch wie eine
elektrisch beta¨tigte und geregelte Drossel und verbindet die Arbeitsanschlu¨sse des Haupt-
ventils. Abha¨ngig vom vorgegebenen Sollwert qhyd kann diese Verbindung ganz geschlossen
oder definiert geo¨ffnet werden. Dynamische Sto¨rgro¨ßen ko¨nnen durch die Vorgabe einer
Sollwertfunktion durch die Versuchssteuerung realisiert werden. Eine charakterisierende
statische Volumenstrom-Kennlinie des Lastventils findet sich in Anhang B.4.1.
6.4 Bewertung und Fitnessfunktion
Die betrachtete Regleroptimierung fu¨hrt zu Individuen mit einem Lo¨sungsvektor k, der sich
aus den 24 in Abschnitt 6.2 definierten Parametern zusammensetzt. Bei diesen handelt
es sich um Stu¨tzpunkte der Versta¨rkungskennlinien, Versta¨rkungsfaktoren und Pol- und
Nullstellen einer U¨bertragungsfunktion. Jeder durch ein Individuum repra¨sentierte Regler
wird durch ein HIL-Experiment im beschriebenen Versuchsaufbau erprobt. Auf Grundlage
der Ergebnisse dieses Experiments wird ein Kriterienvektor J(k) ermittelt, der das Ergebnis
der Fitnessfunktion darstellt.
6.4.1 Bewertungsexperiment
Die Bewertung eines Reglers erfolgt auf Grundlage mehrerer Sprungantworten, die in ei-
nem Experiment als Ausgangsverhalten des geregelten Systems bei Vorgabe einer definier-
ten Stimulus-Funktion als Sollwert aufgezeichnet werden. Die Stimulus-Funktion setzt sich
aus mehreren konstanten Eingangswerten zusammen, die eine Folge von sprungfo¨rmigen
Anregungen bilden. Die Spru¨nge sind so gewa¨hlt, dass verschieden große Amplituden in
verschiedenen Bereichen des Arbeitsraums abgedeckt werden. Tabelle 6.1 zeigt fu¨r die Folge
der Sollwerte die Arbeitsraumposition, den Zeitpunkt, zu dem dieser eingestellt wird, und
die sich daraus ergebende Dauer und Amplitude des Sprungs. Die in der Tabelle beschrie-
bene Sprungfolge ist als Sollwert beispielsweise in den Bildern 6.10 und 6.13 dargestellt.
Tabelle 6.1: Die Sprungfolge der Stimulusfunktion
Sprung # – 1 2 3 4 5 6 7 8 9
Zeitpunkt [ms] 0 10 120 165 210 240 350 395 425 470
Dauer [ms] 10 110 45 45 30 110 45 30 45 45
Mindestla¨nge [ms] 10 100 30 30 25 100 30 25 35 35
Sprungamplitude [%] – 175 -0,4 -20,6 11 -165 0,4 -2 41,6 -40
Position [%] -85 90 89,6 69 80 -85 -84,6 -86,6 -45 -85
Fu¨r jedes Individuum werden zuna¨chst die zu bewertenden Reglerparameter eingestellt.
Danach wird fu¨r einen definierten Zeitraum das Ein-/Ausgangsverhalten des geschlossenen
Regelkreises gemessen, wa¨hrend die Stimulus-Funktion als Sollwert vorgegeben wird. Die
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Kolbenposition als Ausgangsgro¨ße des Systems wird dazu synchron aufgezeichnet und an-
hand der Unstetigkeiten des Sollwerts in einzelne Sprungantworten zerlegt. Die Abweichung
zwischen der in der Tabelle angegebenen Mindestla¨nge der Spru¨nge und deren tatsa¨chlicher
Dauer dient der Absicherung auswertbarer Messdaten und der Vermeidung von Synchroni-
sierungsproblemen. Die Verla¨ngerung der einzelnen Abschnitte garantiert die angegebene
Mindestla¨nge der Messungen, die als Grundlage fu¨r die Bewertung dienen.
6.4.2 Kriterien und Bewertung der Sprungantworten
Bei der Bewertung der einzelnen Sprungantworten wird auf einige der in Abschnitt 5.2
vorgestellten Kriterien zuru¨ckgegriffen, die nach den in Abschnitt 5.2.3 diskutierten U¨ber-
legungen ausgewa¨hlt sind. Fu¨r jede der Sprungantworten werden die Anstiegszeit Ta und
das maximale U¨berschwingen U¨ ermittelt, um einen Kompromiss zwischen Geschwindig-
keit und Genauigkeit im Anstiegsverhalten abzubilden. Hinzu kommt noch das Kriterium
ISTE, um die Kompromissmenge um den Aspekt der stationa¨ren Genauigkeit zu erweitern
und lokale Minima auszuschließen, die sich bei der ausschließlichen Verwendung der ande-
ren Kriterien ergeben ko¨nnen.
Im Hinblick auf die Komplexita¨t des Optimierungsproblems sind jedoch Kompromisse er-
forderlich. Wie in Abschnitt 2.2 dargestellt, kann der dominanzbasierte Selektionsmecha-
nismus eines MOEA nicht uneingeschra¨nkt fu¨r eine große Anzahl von Kriterien skaliert
werden. Mit dem formulierten Ziel, dass die verschiedenen Spru¨nge alle relevanten Berei-
che des Arbeitsraums abdecken, ergibt sich eine theoretische Gesamtzahl von 27 Kriterien
zur Bewertung. Die Zahl ergibt sich aus der Anzahl von 9 unabha¨ngigen Spru¨ngen mit
jeweils 3 ermittelten Kriterien, zu viel, um sinnvoll eine Pareto-Front approximieren zu
ko¨nnen. Der gewa¨hlte Ansatz, um die Kriterien zu reduzieren, fasst die Kriterien der ein-
zelnen Sprungantworten zu einer gewichteten Summe fu¨r mehrere Spru¨nge zusammen. Fu¨r
alle Sprungantworten werden jeweils die Kriterien Ta und ISTE zusammengefasst. Das Kri-
terium U¨ wird fu¨r Gruppen von Spru¨ngen ermittelt, die nach definierten Kategorien zusam-
mengefasst sind. Spru¨nge bis 20% des Arbeitsraums werden dabei als Kleinsignalspru¨nge
(KS), im Bereich zwischen 20% und 100% als Mittelsignalspru¨nge (MS) und Spru¨nge von
mehr als 100% als Großsignalspru¨nge (GS) bezeichnet. Diese Maßnahmen fu¨hren zu einer
Reduktion auf fu¨nf Kriterien, stellen aber im Bezug auf die zu erwartende Objektivita¨t
des Optimierungsergebnisses einen Kompromiss dar. Die dabei notwendigen Festlegungen
von Gewichtungen und Kategorien stellen eine a priori Entscheidung auf Grundlage von
Annahmen dar, die sich im Nachhinein durch das Ergebnis der Optimierung nicht mehr
eindeutig belegen lassen und daher problematisch sind. Die geeignete Wahl von Gewich-
tungen ist daher empirisch auf der Basis von experimentellen Optimierungen validiert.
Die Normierung, Gewichtung und Zusammenfassung der Bewertungend er einzelnen Spru¨n-
ge fu¨hrt daru¨ber hinaus dazu, dass die resultierenden Kriterien als einheitenlose Gro¨ßen
betrachtet werden mu¨ssen und lediglich relativ zueinander und nicht absolut interpretiert
werden ko¨nnen.
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6.4.3 Definition von Randbedingungen und Parametergrenzen
Fu¨r sowohl die Parameter als auch die Kriterien gelten Grenzen und Bedingungen, die
sich zum einen aus technischen Gru¨nden und zum anderen aus dem gewu¨nschten System-
verhalten ergeben. Fu¨r die Suche nach einem globalen Optimum werden die Grenzen der
Parameter generell so groß wie mo¨glich gewa¨hlt. Eine erste Einschra¨nkung ergibt sich da-
her aus der technischen Begrenzung der verwendeten Variablen in der Implementierung der
digitalen Reglerstruktur. Weitere Einschra¨nkungen ergeben sich aus technischen Bedingun-
gen. Versta¨rkungsfaktoren sind immer positive Werte, Polstellen der U¨bertragungsfunktion
immer negative. Knickstellen von Kennlinien liegen innerhalb des definierten Eingangsbe-
reichs, der durch die maximal mo¨gliche Regelabweichung begrenzt ist.
Daru¨ber hinaus wird der Suchraum des Algorithmus basierend auf Erfahrungen aus durch-
gefu¨hrten Optimierungen iterativ angepasst. Eine weitere Einschra¨nkung der Parameter-
grenzen auf Bereiche, in denen Pareto-optimale Individuen zu erwarten sind, kann die
Optimierung erheblich beschleunigen.
Aus beru¨cksichtigten Nebenbedingungen ergeben sich weitere verkoppelte Einschra¨nkun-
gen mehrerer Parameter. Um der evolutiona¨ren Optimierung fu¨r bestimmte Parameter
einen maximal großen Gu¨ltigkeitsbereich zu ermo¨glichen, aber gleichzeitig Mehrdeutigkei-
ten zu verhindern, werden gemeinsame Bedingungen fu¨r mehrere Parameter formuliert.
Diese Bedingungen werden im Ablauf des Optimierungsalgorithmus nach dem Anwenden
der Rekombinations- und Mutationsoperatoren durch eine Korrektur- oder Reparaturfunk-
tion erzwungen. Fu¨r die Polstellen der U¨bertragungsfunktion wird durch eine Korrektur die
Bedingung P1 > P2 > P3 sichergestellt, um eine eindeutige Repra¨sentation der Lo¨sung zu
gewa¨hrleisten. Fu¨r die Knick- oder Stu¨tzstellen der Kennlinien gilt die Reparaturbedingung
e1 < e2 < ... < e6, um ungu¨ltige Lo¨sungen mit nicht eindeutigen oder nicht monotonen
Kennlinien zu verhindern.
Im Bereich der Kriterien werden Nebenbedingungen definiert, die die Definition von Op-
timalita¨t u¨ber die Pareto-Optimalita¨t hinaus erweitern. Auf der Grundlage von festem,
a priori bekanntem, Expertenwissen ko¨nnen Teile des Kriterienraumes, in dem Pareto-
optimale Lo¨sungen liegen, als nicht-optimal abgewertet werden. Diese Bereiche werden im
Allgemeinen durch maximale oder minimale Werte fu¨r einzelne Kriterien definiert. Die do-
minanzbasierte Selektion von Individuen ist um eine zusa¨tzliche Bestrafung von Versto¨ßen
gegen diese Grenzen erweitert.
6.4.4 Robustheit und Reproduzierkeit der Bewertung
U¨ber die in Abschnitt 5.3 diskutierten Aspekte der Robustheit von Bewertungen hinaus
ergibt sich aus den hier zur Bewertung verwendeten HIL-Experimenten ein weiterer. Wegen
der großen Anzahl fu¨r die Optimierung erforderlicher Bewertungen stellen eine mo¨glichst
kurze Dauer einer einzelnen Ausfu¨hrung der Fitnessfunktion sowie die schnelle Abfolge aller
Auswertungen ohne unno¨tige Wartezeiten zwei zentrale Ziele der technischen Realisierung
dar. Aus der schnellen wechselweisen Abfolge von U¨bertragung neuer Reglerparameter und
Aufzeichnung des Positionssignals des angeregten Ventils ergibt sich, dass die Bewertung
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eines Individuums nicht mehr unabha¨ngig von einer anderen, vorangegangenen Bewertung
betrachtet werden kann. Wa¨hrend des A¨nderns der Reglerparameter ergibt sich kurzzeitig
eine undefinierte Systemkonfiguration. Diese und unter Umsta¨nden auch die Dynamik des
vorher bewerteten Reglers haben Einfluss auf den Systemzustand zu Beginn der Aufzeich-
nung der na¨chsten Bewertung. Die mo¨glichen Konsequenzen fu¨r die Bewertung werden
besonders deutlich am Beispiel des Zustands der Kolbenposition. Befindet sich diese, zum
Beispiel wegen einer instabilen Reglerkonfiguration in der vorangegangenen Bewertung, an
einer anderen Stelle des Arbeitsraumes als durch den Stimulus vorgesehen, so vera¨ndert
dies die Bedingungen fu¨r den folgenden Sprung. Die tatsa¨chliche Sprungho¨he entspricht
faktisch nicht mehr der fu¨r die Bewertung angenommenen. Das Problem tritt zwar eben-
falls innerhalb der Sprungfolge einer Bewertung auf, hier ist jedoch der Regler, der fu¨r
diesen Zustand verantwortlich ist, identisch mit dem Regler, der auch bewertet wird.
In der implementierten Steuerung der Bewertungsexperimente sind Mechanismen vorgese-
hen, die einen definierten Anfangszustand fu¨r jede Messung herstellen sollen. Der Regelkreis
wird wa¨hrend der U¨bertragung neuer Parameter aufgetrennt. Im offenen Regelkreis wird
der Magnetaktuator mit einer Stellgro¨ße gesteuert, die statisch der Position zu Beginn des
Stimulus entspricht. Der Beginn der Stimulus-Funktion und damit auch die Messung der
Position werden nach dem Schließen des Regelkreises mit neuen Parametern erst dann get-
riggert, wenn sich die Kolbenposition innerhalb eines definierten Fehlerschlauches um den
Startwert befindet. Damit werden vergleichbare Anfangsbedingungen fu¨r alle Bewertungen
erzwungen. Die Ru¨ckkopplung der aktuellen Kolbenposition erlaubt im Vergleich mit einer
konstant verzo¨gerten Ausfu¨hrung der na¨chsten Messung eine Reduktion der Ausfu¨hrungs-
zeit bei unproblematischen Konfigurationen. Im anderen Extremfall, wenn eine Reglerkon-
figuration instabil oder nicht in der Lage ist, den Startwert des Stimulus zu erreichen,
wird der Trigger der Messung nach einer definierten maximalen Wartezeit ausgelo¨st. In
diesem Fall ist zwar die Bewertung nicht reproduzierbar, im Falle eines instabilen Reglers
sind die verwendeten Kriterien fu¨r Sprungantworten jedoch generell nicht in der Lage, den
Regler differenziert zu bewerten, sondern bestrafen lediglich die instabile Lo¨sung durch
hohe Werte aller Kriterien. Fu¨r die Optimierung ist dies ausreichend, da eine differenzierte
Vergleichbarkeit fu¨r Lo¨sungen mit schlechter Fitness nicht erforderlich ist. Dies gilt nur
unter der Voraussetzung, dass nicht alle Individuen nicht bewertbar sind und dadurch ein
ausreichender Teil der aktuellen Population fu¨r die Selektion vergleichbar ist.
6.4.5 Interaktionsschnittstelle
Als Grundlage fu¨r eine Entscheidung im Prozess der interaktiven Optimierung (I-MOEA)
dient, wie in Abschnitt 3.4.1 eingefu¨hrt, eine Schnittstelle, die dem Anwender Lo¨sungsalter-
nativen visualisiert und ihm die Mo¨glichkeit zur Artikulation seiner Pra¨ferenz bietet. Die
Visualisierung ist im Detail grundsa¨tzlich problemspezifisch gestaltet. Fu¨r die Optimierung
der Hydraulikventilregler wird dem Anwender die Sequenz der Sprungantworten beider
Lo¨sungen zum Vergleich vorgelegt. Da sich die Bewertung aller Aspekte des komplexen
Problems auf Grundlage nur dieser Abbildung als schwierig gestaltet, wird die Darstellung
durch weitere Informationen erga¨nzt. Das Bild 6.8 zeigt die verwendete Schnittstelle. Die
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Sprungantworten werden durch eine tabellarische Darstellung der Kriterien fu¨r die einzel-
nen Sprungantworten erga¨nzt. Diese finden sich nicht einzeln, sondern nur in Form einer
gewichteten Summe in den tatsa¨chlichen Optimierungskriterien wieder. Sie stellen daher
eine zusa¨tzliche Information zur Bewertung der Lo¨sungen dar. Da die Sprungsequenz sehr
unterschiedliche Amplitudenbereiche umfasst, ist eine Inspektion aller Spru¨nge in einer
einheitlichen Darstellung schwer mo¨glich. Unterstu¨tzt wird der Entscheider daher von ei-
nem Vergro¨ßerungswerkzeug, das eine Detailansicht von Ausschnitten ermo¨glicht. In einem
zusa¨tzlichen Fenster werden Eigenschaften der Parameter der betrachteten Individuen vi-
sualisiert. Die Darstellung zeigt die Versta¨rkungskennlinien, die Pol- und Nullstellen sowie
die einzelnen Versta¨rkungsfaktoren. Sie ermo¨glicht es, Pra¨ferenzen auszudru¨cken, die nicht
im Kriterien- sondern im Parameterraum begru¨ndet sind. Optional ermo¨glicht die Darstel-
lung einen u¨berlagerten Vergleich mit einer ausgewa¨hlten Referenzlo¨sung.
Die Eingabekomponenten der Schnittstelle bieten die in Abschnitt 3.4.1 vorgestellten Mo¨g-
lichkeiten zur Artikulation der Pra¨ferenzen und den Zugriff auf weitere technische Optionen
zur Steuerung der Optimierung.
Bild 6.8: Interaktionsschnittstelle zur Ventillageregleroptimierung
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6.5 Optimierungsergebnisse
Fu¨r das im Vorangegangenen beschriebene Optimierungsproblem wird die Pareto-Front
approximiert und die Reproduzierbarkeit anhand einer mehrfachen Wiederholung der Op-
timierung belegt. Dem gegenu¨bergestellt wird das Ergebnis der interaktiven Optimierung,
bei der zum einen ein ku¨nstlicher Referenzpunkt einen reproduzierbaren Vergleich ermo¨g-
licht, zum anderen ein realer Experte seine Pra¨ferenzen anwendet. Die Ergebnisse der Opti-
mierungen werden gegenu¨bergestellt und verglichen, um sowohl eine quantitative Aussage
u¨ber die durch die interaktive Optimierung erzielte Beschleunigung als auch eine qualita-
tive Aussage u¨ber die erzielten Ergebnisse zu erreichen.
Ausgewa¨hlte Ergebnisse werden hinsichtlich ihrer Robustheit gegenu¨ber Variationen der
Umgebungsbedingungen analysiert. Daru¨ber hinaus wird untersucht, inwiefern die Beru¨ck-
sichtigung vera¨nderlicher Umgebungsbedingungen wa¨hrend der Optimierung die Robust-
heit der Ergebnisse beeinflusst.
6.5.1 Multikriterielle Optimierung
Die multikriterielle Optimierung wird durchgefu¨hrt u¨ber 100 Generationen mit einer Popu-
lation von µ = λ = 100 Individuen. Dabei wird NSGA-II als MOEA ohne Beru¨cksichtigung
von Pra¨ferenzen eingesetzt, mit dem Ziel, die vollsta¨ndige Pareto-Front zu approximieren.
Details zur Konfiguration des Algorithmus finden sich in Anhang D.2, die Betriebsbedin-
gungen sind drucklos mit blockierten Arbeitsanschlu¨ssen gewa¨hlt, die Temperatur des Auf-
baus entspricht etwa 40◦C. Die Optimierung erzeugt eine fu¨nf-dimensionale Pareto-Front,
deren Projektionen auf alle Paare von je zwei der Kriterien in Bild 6.9 gezeigt ist. Die an
den Achsen aufgetragenen Kriterien mu¨ssen wie in Abschnitt 6.4.2 erla¨utert als einheitenlos
betrachtet werden. Die unterschiedlichen kleinen Symbole aller gezeigten Lo¨sungen dienen
dazu, die Zuordnung zwischen den einzelnen Projektionen zu erleichtern. Eine Lo¨sung ist
in allen Projektionen durch das gleiche Symbol dargestellt. Alle Lo¨sungen stellen optimale
Kompromisse hinsichtlich der verwendeten Kriterien dar, viele der Individuen sind jedoch
keine akzeptablen Lo¨sungen fu¨r die tatsa¨chliche Applikation als Regler. Lediglich eine Un-



























































































Beispiel 2 (Min. ÜGS und ÜMS)
Beispiel 3 (maximales ISTE)
Beispiel 4 (maximales ÜGS)
Beispiel 5 (kleinstes ISTE)
Bild 6.9: Approximierte Pareto-Front / Ergebnismenge der Ventilregleroptimierung mit
NSGA-II
Um die Reproduzierbarkeit dieser Ergebnismenge zu charakterisieren, findet sich ein tabel-
larischer Vergleich mehrerer Optimierungen in Anhang B.1.
Eine repra¨sentative Auswahl von Individuen ist mit gro¨ßeren grauen Symbolen in jeder
Projektion markiert, sie stellen eine subjektive Auswahl oder Extremwerte in einzelnen
Kriterien dar. Die in der Legende dokumentierten Symbole fu¨r unterschiedliche Beispiello¨-
sungen markieren in jeder Projektion den Punkt, der diesem Beispiel entspricht. So findet
man das Beispiel 3 in der Projektion oben links ungefa¨hr an der Stelle Ta ≈ 0,0095 und
ISTE ≈ 0,35 auf der rechten Seite des Bildes. Die gleiche Lo¨sung findet man in der zwei-
ten Projektion an der Stelle U¨GS ≈ 0 bei gleichem ISTE in der rechten unteren Ecke des
Koordinatensystems, in der unteren linken Projektion auf U¨GS und U¨KS findet man die
entsprechend markierte Lo¨sung in der Na¨he des Koordinatensystemursprungs. Die Sprun-
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gantworten des geregelten Ventils fu¨r alle fu¨nf so markierten Lo¨sungen sind in Bild 6.10
gezeigt. Ziel der Darstellung dieser unterschiedlichen Beispiele ist es, einen Eindruck von
der Diversita¨t und Bandbreite der Unterschiede innerhalb der Menge nicht-dominierter Lo¨-
sungen zu vermitteln.




























Beispiel 2 (Min. ÜGS und ÜMS)
Beispiel 3 (maximales ISTE)
Beispiel 4 (maximales ÜGS)
Beispiel 5 (kleinstes ISTE)








Beis l 2 (Min. ÜGS und ÜMS)
Beis l 3 (maximales ISTE)
Beis l 4 (maximales ÜGS)
Beis i l 5 (kleinstes ISTE)
Bild 6.10: Vergleich der beispielhaft ausgewa¨hlten Sprungantworten aus der Ergebnismenge
der multikriteriellen Optimierung des Ventilreglers
6.5.2 Interaktive Optimierung mit Entscheidungsmodell
Aus einem bekannten optimierten Individuum wird durch eine Verschiebung in Richtung
Minimum aller Kriterien ein ku¨nstlicher Referenzpunkt erzeugt. Dieser liegt durch die Ver-
schiebung im nicht-erreichbaren Teil des Lo¨sungsraums und dient als Grundlage fu¨r das
in Abschnitt 4.1.1 beschriebene Entscheidungsmodell. Die Ergebnisse von Optimierungen
mit simulierter Interaktion unterschiedlicher Intensita¨t, deren Konfiguration im Anhang
D.3 festgehalten ist, werden analysiert.
Untersucht wurden unterschiedliche Interaktionsraten ri, lediglich die Ergebnisse mit ri =
2, also zwei Entscheidungen in jeder Generation, werden hier analysiert, Ergebnisse fu¨r
ri = 0,5 und ri = 0,25 finden sich in Anhang B.2.
In Bild 6.11 ist der Verlauf der interaktiven Optimierung als Entwicklung der Population
im Kriterienraum dargestellt. Fu¨r alle mo¨glichen Projektionen auf Kriterienpaare sind die
Individuen als Punkte dargestellt, deren Graustufe der jeweiligen Generation entspricht.
Im Verlauf der Optimierung werden die Individuen immer dunkler dargestellt. Man erkennt
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deutlich die zunehmende Fokussierung auf den als helles Kreuz eingezeichneten Referenz-
punkt. Die Verwendung eines einzelnen eindeutigen Referenzpunkts fu¨hrt dazu, dass fu¨r
die simulierte Interaktion zwei Lo¨sungen immer vergleichbar sind und daher eine eindeutige



















































































Bild 6.11: Entwicklung der Population im Kriterienraum u¨ber den Verlauf der interaktiven
Optimierung eines Hydraulikventilreglers
In Bild 6.12 ist diese Fokussierung im Kriterienraum wa¨hrend der Optimierung deutlich zu
erkennen. Hier sind Minimal- sowie Maximalwerte fu¨r alle Kriterien der Population u¨ber die
Generationen aufgetragen, gezeigt sind jeweils die Mittelwerte auf Grundlage von je drei
wiederholten Optimierungen. Die schwarzen Linien markieren die entsprechenden Werte
fu¨r die interaktive Optimierung (I-MOEA), die grauen Linien fu¨r die dominanzbasierte
Optimierung (MOEA) mit NSGA-II. Die gestrichelte Linie zeigt die Lage des verwendeten
Referenzpunkts. Fu¨r die Kriterien ISTE und Ta ist deutlich erkennbar, dass die Minimal-
und Maximalwerte der interaktiven Optimierung deutlich dichter am Referenzpunkt liegen
als fu¨r den MOEA und dass der Referenzwert innerhalb des Intervalls dieser Werte liegt.
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Im Fall von U¨GS liegt der Referenzpunkt nicht zwischen beiden Werten, was darauf zuru¨ck-
zufu¨hren ist, dass der Referenzpunkt unerreichbar vor der Pareto-Front liegt. Der Bereich
mit dem minimalen euklidischen Abstand umschließt auf ein einzelnes Kriterium bezogen
in diesem Fall nicht notwendigerweise den Referenzpunkt.


















































Bild 6.12: Vergleich der Verla¨ufe von Minimal- und Maximalwerten der Kriterien fu¨r einen
MOEA und eine interaktive Optimierung eines Hydraulikventilreglers
Das Bild 6.13 zeigt den Vergleich der Sprungantworten der als Referenzpunkt verwende-
ten und einer wa¨hrend der Optimierung gefundenen Lo¨sung mit der sta¨rksten Pra¨ferenz.
Die im Bild integrierten Tabellen dokumentieren die fu¨r die einzelnen Spru¨nge ermittel-
ten Bewertungskriterien, die die Grundlage fu¨r die Optimierungskriterien bilden. Der Ver-
gleich zeigt, dass der Referenzpunkt und das Ergebnis prinzipiell miteinander vergleichbare
Lo¨sungen darstellen. In der Detailbetrachtung der Tabellen u¨bertrifft das Ergebnis des I-
MOEA fu¨r die meisten Spru¨nge die Referenzlo¨sung, diese ist lediglich fu¨r die kleinsten
Sprungamplituden in den Spru¨ngen 2 und 6 besser. Das Ergebnis belegt exemplarisch die
Fa¨higkeit der interaktiven Optimierung, auf eine pra¨ferierte Region des Lo¨sungsraums zu
fokussieren, um dort versta¨rkt Detailaspekte der Lo¨sung entwickeln zu ko¨nnen.
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 # |  ISTE   |Ta[ms]| U[%] 
−−−−−−−−−−−−−−−−−−−−−−−−−−−
 1 |    0,85 | 19,3 | 0,1  
 2 |2,7e−006 | 16,9 | 0,0  
 3 |  0,0037 |  4,1 | 0,9  
 4 |6,2e−005 |  3,8 | 0,3  
 5 |    0,43 | 17,3 | 0,0  
 6 |6,1e−007 |  4,5 | 0,0  
 7 |7,5e−007 |  2,8 | 0,4  
 8 |   0,037 |  9,6 | 0,0  
 9 | 0,00041 |  9,1 | 0,3  
 # |  ISTE   |Ta[ms]| U[%] 
−−−−−−−−−−−−−−−−−−−−−−−−−−−
 1 |    0,94 | 22,2 | 0,1  
 2 |7,9e−007 |  7,4 | 0,1  
 3 |  0,0042 |  6,3 | 0,6  
 4 |6,9e−005 |  6,1 | 0,4  
 5 |    0,56 | 19,1 | 0,1  
 6 |4,3e−007 |  2,9 | 0,0  
 7 |1,4e−006 |  2,5 | 0,3  
 8 |   0,044 | 11,1 | 0,1  




Bild 6.13: Vergleich der Sprungantworten der als Referenz verwendeten Lo¨sung und eines
ausgewa¨hlten Ergebnisses der interaktiven Optimierung
6.5.3 Interaktive Optimierung mit realer Bewertung
Die Optimierung mit realer Interaktion ist aufgrund der intuitiven Bewertung und theo-
retisch unbekannter realer Pra¨ferenzen des Entscheiders schwer zu bewerten. Eine hier
exemplarisch dokumentiert real bewertete Optimierung, durchgefu¨hrt ebenfalls mit der in
Anhang D.3 dokumentierten Konfiguration und einer Interaktionsrate von ri = 0,5, verwen-
det als Orientierung oder Leitbild fu¨r die getroffenen Entscheidungen die Sprungantwort
aus Bild 6.13. Bild 6.14 zeigt analog zu Bild 6.12 die Entwicklung und Fokussierung der
Kriterien im Verlauf der Optimierung im Vergleich zur dominanzbasierten Selektion.
Qualitativ ist der Verlauf der Minima und Maxima vergleichbar mit dem durch die ku¨nst-
lich simulierte Interaktion erzielten Ergebnis. Auch die Sprungantworten der ermittelten
Ergebnismenge sind mit denen der simulierten Interaktion vergleichbar, die Fokussierung
ist im Vergleich jedoch nicht so deutlich ausgepra¨gt. Die Hauptunterschiede begru¨nden sich
zum einen in der Mo¨glichkeit, Lo¨sungen als nicht-vergleichbar zu klassifizieren. Die Wahl
dieser Option bei der Bewertung fu¨hrt zu einer gro¨ßeren Bandbreite selektierter Lo¨sungen
und kann unter Umsta¨nden, wie zwischen Generation 30 und 40 sichtbar, auch nachtra¨g-
lich wieder zu einer Verbreiterung des pra¨ferierten Bereichs fu¨hren. Wird in einer Region
erstmals eine Lo¨sung als nicht-vergleichbar den Modellinstanzen hinzugefu¨gt, so werden
a¨hnliche Lo¨sungen mit urspru¨nglich schwacher Pra¨ferenz nun in einem anderen, potentiell
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lokalen Kontext bewertet und somit eher selektiert. Daru¨ber hinaus kann der menschli-
che Entscheider Pra¨ferenzen nie so eindeutig ermitteln und ausdru¨cken wie die Simulation
und erzeugt damit zwangsla¨ufig intransitive Bewertungen, die ebenfalls zu einer weicheren
Fokussierung fu¨hren.

















































Bild 6.14: Vergleich der Verla¨ufe von Minimal- und Maximalwerten der Kriterien fu¨r einen
MOEA und eine real bewertete interaktive Optimierung eines Hydraulikventilreglers
6.5.4 Praktische Umsetzung realer interaktiver Optimierung
U¨ber die in Abschnitt 6.5.3 dargestellte Anwendung der Methode der interaktiven Optimie-
rung hinaus ist das Verfahren von mehreren unterschiedlichen Anwendern fu¨r die Optimie-
rung von Ventillagereglern erfolgreich eingesetzt worden. Das Spektrum der Erfahrungen
der Anwender erstreckt sich dabei von unterschiedlichen Experten fu¨r Ventilregler u¨ber
Experten fu¨r Optimierungsalgorithmen bis hin zu technisch ausgebildeten, aber unerfahre-
nen Anwendern. Der objektive Erfolg ist dabei nur schwer einzuscha¨tzen, da die konkreten
Pra¨ferenzen, also die Vorstellungen der Anwender von einer guten Lo¨sung, nicht bekannt
sind. Daru¨ber hinaus muss der Einsatz des I-MOEA, wie in Abschnitt 1.3 erla¨utert, als
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Teil eines iterativen Prozesses betrachtet werden, dessen Ergebnis im konkreten Anwen-
dungsfall nicht isoliert betrachtet werden kann. Es zeigt sich jedoch, dass Expertenwissen
hinsichtlich kritischer Aspekte der Lo¨sung und deren Zusammenha¨nge dabei hilft, bei der
interaktiven Optimierung aus der großen Zahl als Grundlage zur Bewertung angebotener
Informationen auszuwa¨hlen.
Der Einsatz des entwickelten I-MOEA erlaubt es, innerhalb einiger Stunden HIL-Optimierung
Ergebnisse zu erzielen, die ohne dessen Einsatz nach mehreren Tagen erzielt werden konn-
ten. Aus dieser experimentellen Erprobung der Methode sind Aspekte der technischen Rea-
lisierung der Interaktion abgeleitet. Dies betrifft in erster Linie die tatsa¨chliche Belastung
des Anwenders durch Entscheidungen, die tatsa¨chlich nicht wie vereinfacht angenommen
als proportional zur Anzahl gestellter Fragen betrachtet werden kann. Die lange Dauer der
HIL-Optimierung motiviert Mo¨glichkeiten, in den Optimierungsprozess einzugreifen, um
manuell einzelne fehlerhafte Entscheidungen ru¨ckga¨ngig zu machen oder um eine begonne-
ne Optimierung unbeaufsichtigt und ohne Interaktion fortzusetzen.
6.5.5 Untersuchung der Robustheit von Lo¨sungen
Fu¨r die praktische Anwendung optimierter Reglerkonfigurationen stellt sich die entschei-
dende Frage, ob oder in welchem Maß das in der Optimierung erzielte Verhalten auch in
der Praxis und unter realen Betriebsbedingungen reproduzierbar ist. Der automatisierte
Hydraulikpru¨fstand ero¨ffnet die Mo¨glichkeit zur systematischen Untersuchung von Regler-
konfigurationen bei verschiedenen Betriebsbedingungen. Eine repra¨sentative Auswahl von
Ergebnissen der Optimierung aus Abschnitt 6.5.1 wird bei verschiedenen Konfigurationen
von zwei Parametern der Betriebsbedingungen untersucht. Betrachtet wird eine Variati-
on des Betriebsdrucks phyd und des O¨lflusses zwischen den Arbeitsanschlu¨ssen A und B,
charakterisiert durch die O¨ffnung qhyd des Sto¨rventils. Konkret betrachtet werden die in
Tabelle 6.2 dargestellten Kombinationen dieser beiden Parameter. Fu¨r fu¨nf Reglerkonfi-
Tabelle 6.2: Bei der Robustheits-Analyse verwendete Konfigurationen der Betriebsbedin-
gungen
Konfiguration # 1 2 3 4 5
phyd in bar 0 100 100 200 200
qhyd in % 0 0 100 0 100
gurationen, die bereits in Bild 6.9 ausgewa¨hlt und in Bild 6.10 dargestellt sind, wird die
Bewertung unter allen Betriebsbedingungen je 50 mal wiederholt durchgefu¨hrt, um sowohl
die Robustheit gegenu¨ber A¨nderungen der hydraulischen Gro¨ßen als auch die Unterschiede
in der Robustheit bei verschiedenen Konfigurationen zu ermitteln. Das Bild 6.15 visuali-
siert einen Teil der so gewonnenen Daten im Kriterienraum. Die Symbole entsprechen da-
bei den Beispiello¨sungen, die Fa¨rbung bezeichnet die verschiedenen Betriebsbedingungen.
Aus allen betrachteten Konfigurationen von Druck und Durchfluss sind nur die jeweiligen
Extremwerte dargestellt, die schwarz gefu¨llten Symbole markieren die durchschnittliche
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Bewertung, die ein Individuum bei phyd = 0bar und qhyd = 0%, also den Bedingungen, die
auch bei der Optimierung herrschten, erzielt. Die grau gefu¨llten Symbole zeigen die Mittel-
werte der Bewertungen bei einem Druck von phyd = 200 bar und geschlossenem Sto¨rventil
qhyd = 0%. Die weiß gefu¨llten Symbole kennzeichnen die Ergebnisse fu¨r phyd = 200 bar
und qhyd = 100%, also den maximalen Durchfluss und die entsprechend zu erwartenden






















































































Beispiel 2 (Min. ÜGS und ÜMS)
Beispiel 3 (maximales ISTE)
Beispiel 4 (maximales ÜGS)
Beispiel 5 (kleinstes ISTE)
phyd=0 bar,  qhyd=0 %
phyd=200 bar,  qhyd=0 %
phyd=200 bar,  qhyd=100 %
Bild 6.15: Einfluss vera¨nderter Betriebsbedingungen auf die Bewertung ausgewa¨hlter Bei-
spielindividuen
Die Darstellung erlaubt die Beurteilung der Robustheit einzelner Lo¨sungen gegenu¨ber Ver-
a¨nderungen der Betriebsbedingungen. Anordnung und Abstand der Symbole fu¨r ein Indivi-
duum geben Aufschluss daru¨ber, hinsichtlich welcher Kriterien mehr oder weniger Vera¨nde-
rungen auftreten. Dabei wird deutlich, dass auch die Robustheit keine absolute Eigenschaft
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ist, sondern ein zusa¨tzlicher Aspekt der Kompromissbildung oder Bewertung durch den An-
wender. Unter den hier betrachteten Lo¨sungen befindet sich keine, die als absolut robuster
als andere gelten kann, deren gemittelte Bewertungen also in allen Projektionen dicht bei-
einander liegen. Sehr wohl zeigt sich aber die unterschiedliche Robustheit von Lo¨sungen
jeweils hinsichtlich verschiedener Kriterien. Beispielhaft herausgestellt an den Beispiello¨-
sungen 1 und 3 erkennt man einen großen Einfluss der Bedingungen auf das Ta, der bei allen
anderen Lo¨sungen deutlich kleiner ausfa¨llt. Diese beiden Lo¨sungen zeigen jedoch, gemein-
sam mit Beispiel 5, im Hinblick auf U¨GS kaum einen Einfluss, ganz im Gegensatz zu 2 und
4. Am selben Beispiel ist auch erkennbar, dass die A¨hnlichkeit von Individuen im Kriteri-
enraum nicht in jedem Fall einen Ru¨ckschluss auf ein a¨hnliches Verhalten hinsichtlich der
Robustheit ermo¨glicht. Wa¨hrend fu¨r die benachbarten Beispiele 1 und 3 auch die relative
Anordnung der Ergebnisse verschiedener Bedingungen zueinander a¨hnlich ist, stellen sich
bei 2 und 4 trotz a¨hnlicher Lage im Kriterienraum und im Betrag a¨hnlicher Vera¨nderungen
durch verschiedene Bedingungen entgegengesetzte Richtungen dieser Vera¨nderungen ein.
Aus den Untersuchungen lassen sich also keine Aussagen u¨ber den allgemeinen Einfluss von
A¨nderungen der Betriebsparameter oder die globale Robustheit einer Ergebnismenge ab-
leiten. Die Analyse erzeugt zusa¨tzliche Informationen, die dem Anwender oder Entscheider
zur Bewertung und Auswahl einer geeigneten Lo¨sung zur Verfu¨gung stehen. Die ermittelten
lokalen Zusammenha¨nge zwischen Betriebsparametern und Bewertung einer Lo¨sung ko¨n-
nen dazu dienen, Aspekte von Robustheit bereits in der Optimierung zu beru¨cksichtigen
(vgl. Abschnitt 6.6), mu¨ssen aber individuell im Kontext der angestrebten Eigenschaften
der optimierten Lo¨sungen bewertet werden.
Eine weitere Ebene der Betrachtung der Robustheit ist der Einfluss von Betriebsbedingun-
gen nicht auf die absoluten oder mittleren Werte der Kriterien fu¨r ein Individuum, sondern
deren Einfluss auf die Sensitivita¨t der Bewertung gegenu¨ber Sto¨rungen oder stochastischen
Einflu¨ssen. Hierzu wird die Verteilung von 50 Bewertungen bei jeder Konfiguration der
Betriebsparameter analysiert, um einen Aufschluss daru¨ber zu erhalten, ob die Reprodu-
zierbarkeit einer Lo¨sung von diesen Parametern abha¨ngt.
In Bild 6.16 sind Mittelwerte und Standardabweichungen exemplarisch fu¨r eine einzel-
ne Lo¨sung (Beispiel 1) jeweils als Verteilungen fu¨r die betrachteten Experimente in den
Projektionen des Kriterienraums dargestellt. Die Tabelle 6.3 zeigt die Auswertung der Ex-
perimente fu¨r dieses Beispiel in Form von Mittelwert, Standardabweichung und Minimal-
sowie Maximalwert fu¨r alle Bewertungskriterien bei den verschiedenen Konfigurationen.
In Bild 6.16 sind in den bekannten Projektionen des Kriterienraums die Mittelwerte der
Bewertungen bei einer Konfiguration dargestellt und erga¨nzt um Ellipsen, deren Radi-
en den Standardabweichungen der Bewertungen in dieser Konfiguration entsprechen. Die
La¨nge der Halbachsen der Ellipsen geben den Einfluss einer Vera¨nderung der Betriebskon-
figuration auf die Reproduzierbarkeit der Bewertungen fu¨r die Kriterien dieser Projektion
an. Die Darstellung zeigt einerseits, dass sich kein allgemeiner Zusammenhang zwischen
der Standardabweichung und der Betriebskonfiguration herstellen la¨sst. Andererseits stellt
auch diese Analyse dem Anwender zusa¨tzliche Informationen zur Verfu¨gung, die er bei der
individuellen Beurteilung einer Lo¨sung beru¨cksichtigen kann, entweder im direkten Ver-














































































 phyd=200 bar,  qhyd=100 %
phyd=200 bar,  qhyd=0 %
phyd=100 bar,  qhyd=100 %
phyd=100 bar,  qhyd=0 %
phyd=0 bar,  qhyd=0 %
Bild 6.16: Verteilung der Ergebnisse von jeweils 50 wiederholten Bewertungen einer Lo¨sung
bei verschiedenen Betriebsbedingungen
Mindestanforderungen genu¨gt. Fu¨r die exemplarisch betrachtete Lo¨sung lassen sich schwa-
che Zusammenha¨nge ablesen, die zum Beispiel fu¨r Ta oder U¨GS auf eine Reduktion der
Streuung der Bewertungen fu¨r Konfigurationen mit offener Drossel qhyd = 100% hindeu-
ten. Die entsprechenden Daten fu¨r die u¨brigen in Bild 6.15 dargestellten Lo¨sungen finden
sich in Anhang B.3.
6.6 Robuste HIL-Optimierung
Ein Ansatz, um die Robustheit der optimierten Lo¨sungen zu verbessern, besteht darin, die
angestrebten oder zu erwartenden Betriebsbedingungen bereits bei der Optimierung zu be-
ru¨cksichtigen. Sind die Bedingungen der angestrebten Anwendung bereits a priori bekannt,
so kann das fu¨r die Bewertung im Rahmen der Fitnessfunktion beru¨cksichtigt werden, in-
dem diese unter den angestrebten Bedingungen durchgefu¨hrt wird. Das Ergebnis ist, wie
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Tabelle 6.3: Fu¨r Beispiel-Ergebnis 1: Mittelwert, Standardabweichung, Minimum und Ma-
ximum fu¨r alle Optimierungskriterien bei verschiedenen Konfigurationen der Versuchsbe-
dingungen
phyd = 0, phyd = 100, phyd = 100, phyd = 200, phyd = 200,
qhyd = 0 qhyd = 0 qhyd = 100 qhyd = 0 qhyd = 100
ISTE
∅ 0,22257 0,22257 0,21610 0,22995 0,21715
σ 0,00111 0,00163 0,00307 0,00171 0,00267
min 0,21907 0,21689 0,20805 0,22300 0,20864
max 0,22475 0,22615 0,22045 0,23266 0,22074
Ta
∅ 0,01256 0,01201 0,01039 0,01145 0,01022
σ 0,00108 0,00081 0,00026 0,00051 0,00014
min 0,00991 0,00948 0,00984 0,01003 0,00992
max 0,01361 0,01321 0,01096 0,01253 0,01056
U¨GS
∅ 0,00445 0,00476 0,00388 0,00420 0,00377
σ 0,00065 0,00064 0,00033 0,00048 0,00037
min 0,00342 0,00335 0,00297 0,00302 0,00277
max 0,00564 0,00570 0,00450 0,00504 0,00444
U¨MS
∅ 0,01079 0,01166 0,02015 0,01077 0,02878
σ 0,00410 0,00557 0,00543 0,00344 0,00543
min 0,00482 0,00489 0,01386 0,00737 0,01945
max 0,02431 0,02847 0,03478 0,02196 0,04154
U¨KS
∅ 0,06241 0,06511 0,10283 0,06948 0,15395
σ 0,00657 0,00444 0,00707 0,00688 0,00968
min 0,05153 0,05467 0,08607 0,05850 0,13747
max 0,08895 0,07725 0,11631 0,08831 0,17782
in Abschnitt 6.5.1 bis 6.5.3 gezeigt, eine Menge optimaler Lo¨sungen fu¨r jeweils diese Be-
dingungen. Diese Lo¨sungen sind aber gegenu¨ber A¨nderungen dieser Betriebsbedingungen
generell nicht robuster als in Abschnitt 6.5.5 ermittelt. Wie dort gezeigt, ist der Einfluss von
sich a¨ndernden Parametern der Betriebsbedingungen sehr unterschiedlich fu¨r verschiedene
lokale Lo¨sungen und die verschiedenen betrachteten Kriterien. Daru¨ber hinaus sind die be-
trachteten Gro¨ßen keine diskreten Konfigurationen, die isoliert zu betrachtende Szenarien
erzeugen, sondern stellen ein Kontinuum dar, das eine vollsta¨ndige Beru¨cksichtigung aller
potentiellen Konfigurationen unmo¨glich macht.
Der hier verfolgte Ansatz zur robusten Optimierung sieht vor, einzelne potentiell kritische
Konfigurationen zu identifizieren und zur Bewertung von Lo¨sungskandidaten zu verwen-
den. Dem liegt die Annahme zu Grunde, dass sich zwischen den Bewertungskriterien und
den Parametern der Betriebsbedingungen zumindest na¨herungsweise ein monotoner Zu-
sammenhang ergibt, der durch Experimente an diskreten Punkten in diesem Konfigura-
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tionsraum angena¨hert werden kann. Die fu¨r die Selektion verwendeten Kriterien ergeben
sich dann aus den geeignet verarbeiteten Ergebnissen von mehreren einzelnen solcher Ex-
perimente.
6.6.1 Optimierung mit Bewertung bei variierten Betriebsbedin-
gungen
Um auf Grundlage mehrerer Bewertungen einer Lo¨sung bei unterschiedlichen Bedingungen
Kriterien zu definieren, die zur Selektion robuster Lo¨sungen fu¨hren, gibt es verschiedene
mo¨gliche Ansa¨tze. Diese sind in erster Linie bestimmt durch die Erwartungen, die an die
optimierte Lo¨sung gestellt werden, und die zu erwartenden Bedingungen, unter denen diese
Erwartungen erfu¨llt werden mu¨ssen. Im Allgemeinen stellt die Robustheit einer Lo¨sung ein
zusa¨tzliches Kriterium dar, das potentiell in Konflikt steht mit den prima¨ren Kriterien, die
die Qualita¨t der Lo¨sung beschreiben (vgl. Abschnitt 5.3). Idealerweise entstehen daher auf
Grundlage mehrerer Bewertungen neue Kriterien, die die angestrebte Approximation der
Pareto-Menge um diesen Aspekt erweitern und so eine objektive a posteriori Entscheidung
erlauben. Dazu kann beispielsweise aus mehreren Bewertungen eine Standardabweichung
oder ein anderes Maß der Variation ermittelt werden, das als Beschreibung der Robustheit
geeignet ist.
Aus praktischen Gesichtspunkten sprechen verschiedene Gru¨nde gegen diese Methode. Zum
einen erfordert die Berechnung einer Standardabweichung eine ausreichend große Stichpro-
be, die einen stark vergro¨ßerten experimentellen Aufwand zur Folge haben kann. Speziell
bei einem Prozess wie dem hier betrachteten, bei dem neben den kontrollierten Parametern
der Betriebsbedingungen weitere stochastische Gro¨ßen die Bewertung beeinflussen, ist eine
große Zahl von Bewertungen erforderlich, um diese unterschiedlichen Einflu¨sse eindeutig
trennen zu ko¨nnen. Zum anderen fu¨hrt die Beru¨cksichtigung der Robustheit jedes Kriteri-
ums zu einer starken Vergro¨ßerung der Dimension des Kriterienraums, was die bekannten
Probleme fu¨r die Konvergenz und Laufzeit der Optimierung nach sich zieht.
In vielen Anwendungsfa¨llen ist die Beru¨cksichtigung von Robustheit als Dimension der
Kompromissmenge schon daher nicht notwendig, da sich eindeutige Nebenbedingungen als
Mindestanforderungen formulieren lassen, die direkt in die Optimierungskriterien einfließen
ko¨nnen. Je nachdem ob fu¨r die angestrebten Anwendungen die Betriebsbedingungsparame-
ter lokal um ein spezifisches Szenario verteilt liegen oder ob die Robustheitsanforderungen
fu¨r einen definierten Bereich des Konfigurationsraums eingehalten werden sollen, bieten
sich der Mittelwert der Kriterien fu¨r alle Experimente oder auch deren Maximalwert als
konservative Abscha¨tzung des schlechtesten zu erwartenden Falls an.
Unter der vereinfachenden Annahme, dass der Einfluss von phyd und qhyd fu¨r jedes Kri-
terium einzeln betrachtet zu einer monotonen A¨nderung fu¨hrt, wird die Optimierung aus
Abschnitt 6.5.1 wiederholt. Dabei wird jedes Optimierungskriterium gebildet als der Ma-
ximalwert dieses Kriteriums bei drei Experimenten mit den Konfigurationen phyd = 0bar,
qhyd = 0% sowie phyd = 100 bar, qhyd = 0% und phyd = 100 bar, qhyd = 100%.
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6.6.2 Analyse der Ergebnisse der robusten Optimierung
Das Ergebnis der beschriebenen Optimierung ist, wie auch beim normalen MOEA, eine
Approximation der Pareto-Front in dem durch die gleichen Kriterien definierten Raum.
Der Unterschied besteht darin, dass die Werte, die die einzelnen Lo¨sungen fu¨r das jeweilige
Kriterium erhalten, nicht direkt aus der Bewertung abgeleitet werden ko¨nnen, sondern sich
wie beschrieben aus dem Maximalwert von drei Bewertungen ergeben. Das Bild 6.17 zeigt


























































































Optimierung mit "robuster" Bewertung
Ergebnis des normalen MOEA
Bild 6.17: Vergleich der Ergebnismengen von normaler und robuster Optimierung
Beim Vergleich beider Lo¨sungsmengen fa¨llt zuna¨chst die global vermeintlich bessere Kon-
vergenz der Ergebnismenge des MOEA auf. Viele dieser Lo¨sungen dominieren Teile der
Lo¨sungsmenge der robusten Optimierung und liegen in den dargestellten Projektionen er-
kennbar na¨her am Koordinatenursprung. In der gewa¨hlten Darstellung hat dies zwei Ursa-
chen: Zum einen muss beru¨cksichtigt werden, dass durch die gewa¨hlte Art der Bewertung
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eine identische Lo¨sung in der robusten Optimierung ho¨chstens gleich gut oder schlechter
bewertet werden kann verglichen mit dem normalen MOEA. Andersherum kann sich bei
einer Selektion auf Grundlage einer einzelnen Bewertung eine Lo¨sung durch eine einzelne
gute Bewertung, zufa¨llig abweichend oder durch die Betriebsbedingungen verursacht, ein-
facher durchsetzen als bei mehrfacher Bewertung.
Dieser Effekt liegt in einer Gro¨ßenordnung, die anhand der Daten fu¨r die ausgewa¨hlten Bei-
spiele in Abschnitt 6.5.5 abgescha¨tzt werden kann, und erkla¨rt allein nicht die Unterschiede
zwischen beiden Lo¨sungsmengen. Am deutlichsten in der Projektion von Ta und ISTE zu
erkennen ist, dass gro¨ßere zusammenha¨ngende Bereiche der Pareto-Front wegfallen. Hier
liegt die Ursache nicht in einer unabha¨ngigen zufa¨lligen Streuung der Bewertungen, sondern
in Eigenschaften, die fu¨r a¨hnliche Individuen auch a¨hnliche Auswirkungen haben. Indivi-
duen in diesem Bereich erzielen nicht in allen betrachteten Szenarien eine nicht-dominierte
Bewertung und werden daher in der robusten Optimierung nicht selektiert. Dies entspricht
der definierten Zielsetzung, die nicht im eigentlichen Sinne darauf abzielt Lo¨sungen zu fin-
den, die sich unter allen Bedingungen gleich verhalten, sondern die unter allen Bedingungen
eine Mindestanforderung erfu¨llen, die wiederum als Kompromiss hinsichtlich aller Kriterien
zu verstehen ist.
6.7 Sicherheit durch mehrstufige modellgestu¨tzte Op-
timierung
Bei der evolutiona¨ren Optimierung stellen Versuch und Irrtum einen wichtigen Teil des
Mechanismus dar. Im Kontext dieser HIL-Optimierung jedoch stellt die Bewertung insta-
biler Regler potentiell ein Risiko fu¨r den Versuchsaufbau oder sogar beteiligte Personen
dar, das nicht vollsta¨ndig zu vermeiden ist. Abgesehen von Maßnahmen basierend auf Vor-
wissen im Bezug auf Systemeigenschaften, das in die Definition des Optimierungsproblems
einfließt, ko¨nnen Erweiterungen des Optimierungsalgorithmus angewendet werden, um das
Risiko fu¨r Scha¨den zu reduzieren. Da potentiell problematische Individuen mit hoher Wahr-
scheinlichkeit auch schlecht bewertet werden, stellen die Erweiterungen des MOEA, die
Surrogatmodelle fu¨r die Fitnessbewertung nutzen, um die Anzahl der realen Bewertungen
zu reduzieren, indirekt auch eine Maßnahme zur Vermeidung sicherheitskritischer Bewer-
tungen dar. Diese Methode wird von Braun et al. in [80, 111] vorgestellt und in [78] fu¨r die
Optimierung der hier betrachteten Hydraulikventilregler angewendet. Fu¨r die Beurteilung
der Sicherheit einer Bewertung ist eine modellbasierte Scha¨tzung der Fitness des Individu-
ums aber nicht in jedem Fall ausreichend. Der in [81] vorgestellte Ansatz zur mehrstufigen
Modellunterstu¨tzung integriert, zusa¨tzlich zur Fitnessmodellierung, eine weitere Modell-
stufe, die das dynamische Verhalten des Ventils, also der Regelstrecke, simuliert, um eine
besser generalisierbare Vorhersage des Verhaltens des geregelten Systems zu ermo¨glichen.
Das Bild 6.18 zeigt den Ablauf des um zwei Modellstufen erweiterten Algorithmus. Die
Ergebnisse realer Auswertungen der Fitnessfunktion werden in Form der ermittelten Kri-
114
terien direkt zum Training des datenbasierten Fitnessmodells benutzt und in Form des
gemessenen Ein- und Ausgangsverhaltens als Identifikationsdaten fu¨r ein Dynamikmodell
verwendet. Das verwendete Modell, eine strukturvariable Kombination verschiedener linea-
rer und nichtlinearer Modellelemente, und das Identifikationsverfahren sind in [16, 17, 80]
publiziert und erla¨utert.
Bild 6.18: Ablauf des erweiterten MOEA mit zweistufiger Modellunterstu¨tzung
Die Erweiterung des Algorithmus erlaubt die Nutzung spezifischen Systemwissens, um
Risiken zu reduzieren, jedoch auf Kosten einer ho¨heren Laufzeit. Die Simulation des dyna-
mischen Verhaltens dient, im Gegensatz zur Fitnessmodellierung, nicht dazu, die Zahl der
realen Auswertungen zu reduzieren, sondern stellt einen Kompromiss zwischen Aufwand
und Risiko dar. Daru¨ber hinaus fu¨hrt die Verwendung von a priori Systemwissen dazu,
dass das Optimierungsergebnis zum Teil vom verwendeten Modell, und damit auch von
der Qualita¨t der Modellidentifikation, beeinflusst wird. Das Verfahren ist daher geeignet
fu¨r erste Optimierungen an unbekannten Systemen, ist jedoch bei den in diesem Kapitel
gezeigten Optimierungsergebnissen nicht verwendet.
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6.8 U¨bertragbarkeit auf andere Ventiltypen und an-
dere Regelungskonzepte
Die hier entwickelte Optimierungsstrategie ist grundsa¨tzlich auf andere Aufgaben u¨ber-
tragbar. Das Bewertungsverfahren und alle anderen Aspekte der Optimierung dynamischer
Systeme beziehen sich jedoch auf diese Art von Anwendung und setzen daher gewisse A¨hn-
lichkeiten der Optimierungsprobleme voraus. Die Methode wurde auf verschiedene Ventile
mit digitalen Reglern und auch auf Ventile mit als Analogschaltung realisierten Reglern
u¨bertragen. Das grundsa¨tzliche Regelungskonzept ist bei allen Systemen identisch, leichte
Abweichungen in der Struktur fu¨hren zu vera¨nderten Lo¨sungsparametern, die aber in der
Funktion den in Abschnitt 6.2.1 beschriebenen Parametern a¨hnlich sind. Die Unterschiede
zum beschriebenen System ergeben sich in Form einer vera¨nderten Architektur des Ver-
suchs. Wird die Reglerstruktur nicht, wie beschrieben, in einem Echtzeitsystem abgebildet,
ergeben sich zusa¨tzliche technische Herausforderungen im Hinblick auf die Kommunika-
tion. Fu¨r die Optimierung analoger Reglerschaltungen ergibt sich aus der Beschra¨nkung
auf tatsa¨chlich verfu¨gbare Bauteile, die die Parameter des Reglers bilden, ein kombina-
torisches Problem. Dies erfordert neben den vera¨nderten technischen Anforderungen des
Versuchsaufbaus auch Vera¨nderungen der evolutiona¨ren Operatoren.
Das Optimierungsverfahren ist grundsa¨tzlich auch u¨bertragbar auf a¨hnliche Probleme mit
abweichenden Eigenschaften. Die A¨hnlichkeit bezieht sich dabei auf die Parametrierung und
die Bewertung, die Abweichungen beziehen sich auf das System, das deren Zusammenhang
maßgeblich bestimmt. Ein Beispiel fu¨r diese Art der U¨bertragung ist ein Ventil abweichen-
der Baugro¨ße mit a¨hnlicher Arbeitsweise. Um fu¨r ein Ventil der Nenngro¨ße NG10 einen
Regler zu optimieren, muss zum einen die Dauer der einzelnen Sollwerte der Sprungfolge
verla¨ngert werden, da das Ventil wegen der gro¨ßeren Massentra¨gheiten und Abmessun-
gen nicht die gleiche Geschwindigkeit erreichen kann. Die Art der Bewertung setzt jedoch
das Einschwingen oder zumindest die theoretische Mo¨glichkeit dazu voraus. Zum anderen
mu¨ssen die Elemente der Bewertungsfunktion u¨berpru¨ft oder angepasst werden, die wie in
Abschnitt 6.4.2 beschrieben a priori Kenntnisse und Annahmen fu¨r einen Kompromiss hin-
sichtlich der Komplexita¨t der Kriterien nutzen. Auch die minimal und maximal zula¨ssigen
Parameterwerte sind problemspezifisch gewa¨hlt und erfordern eine Anpassung.
Alle diese unterschiedlichen Systeme und Anwendungen bilden zwar eigensta¨ndige Opti-
mierungsprobleme, fu¨hren qualitativ aber zu keinen anderen Aussagen im Hinblick auf den
Schwerpunkt dieser Arbeit. Auf die detaillierte Darstellung der Systeme, Experimente und
der Optimierungsergebnisse wird aus diesem Grund verzichtet. Die Parametrierung und
Bewertung von Lo¨sungen mu¨ssen fu¨r jede Anwendung neu gestaltet oder hinsichtlich der
A¨hnlichkeit zu bestehenden Systemen untersucht und beurteilt werden. Die Mechanismen
zur interaktiven Optimierung sind jedoch, wie in Kapitel 4 anhand von Testfunktionen ge-
zeigt, universell anwendbar. Zum Nachweis deren grundsa¨tzlicher Eignung zur Optimierung
dynamischer Systeme im Allgemeinen und zur HIL-Optimierung von Hydraulikventilen im
Speziellen dient exemplarisch die in diesem Kapitel dargestellte erfolgreiche Anwendung




Die wachsende Komplexita¨t technischer Systeme motiviert die Verwendung von computer-
gestu¨tzten Optimierungsverfahren im Kontext deren Entwicklungsprozesse. Evolutiona¨re
Algorithmen stellen dabei eine der wichtigsten und leistungsfa¨higsten Methoden dar, weil
sie zum einen in der Lage sind, bei minimalem Vorwissen globale Optima fu¨r komplexe
Optimierungsprobleme zu ermitteln. Zum anderen erlaubt ihre populationsbasierte Funk-
tionsweise einen multikriteriellen Ansatz, der als Ergebnis optimale objektive Kompromisse
zwischen verschiedenen konfliktiona¨ren Kriterien erlaubt, die fu¨r die Anspru¨che an die Lo¨-
sung fu¨r viele technische Probleme charakteristisch sind.
Die in diesem Zusammenhang entstehende Fragestellung der Kombination von Optimie-
rung und Entscheidungsfindung ist der zentrale Aspekt dieser Arbeit. Die interaktive Op-
timierung bietet hier die Mo¨glichkeit, Optimierungsprobleme mittels der Integration von
Entscheidungsprozessen effizient zu lo¨sen, ohne dabei entweder schwierige oder problema-
tische a priori Annahmen treffen zu mu¨ssen oder aber aufwa¨ndig die ganze Pareto-Front
zu approximieren. Der in dieser Arbeit verfolgte Ansatz basiert darauf, Expertenwissen
in Form von Pra¨ferenzen zur Verbesserung der Optimierung und deren Ergebnissen zu
erschließen, das u¨ber die formulierten Bewertungskriterien hinausgeht. Die durch die Me-
thode realisierten zentralen Zielsetzungen sind dabei die folgenden:
• Der Methode liegen keine Annahmen oder Modelle bezu¨glich der Struktur der Pra¨-
ferenzen des Anwenders zu Grunde, eine wichtige Voraussetzung fu¨r ihre Robustheit
und Praxistauglichkeit.
• Die Art der Entscheidungen und die Grundlage, auf denen diese getroffen werden
mu¨ssen, orientieren sich an der Anwendung und dem Anwender und nicht am Opti-
mierungsverfahren.
• Die interaktiv zu treffenden Entscheidungen sind mo¨glichst einfach und daher nahezu
intuitiv zu treffen.
• Die Anzahl der notwendigen Entscheidungen als Belastung fu¨r den Anwender wird
auf ein Minimum reduziert.
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Die vorgestellte Methode zur interaktiven multikriteriellen evolutiona¨ren Optimierung stellt
eine Erweiterung des Selektionsmechanismus von dominanzbasierten MOEA dar, die zwi-
schen nicht-dominierten Lo¨sungen weiter unterscheidet, indem deren Pra¨ferenzen und Ver-
gleichbarkeit innerhalb der betrachteten Lo¨sungsmenge beru¨cksichtigt werden. Die Metho-
de erreicht die angestrebten Eigenschaften durch ein instanzbasiertes Pra¨ferenzmodell, das
aus paarweisen relativen Vergleichen von ausgewa¨hlten Prototypen erzeugt wird. Die vor-
ausgesetzte lokale A¨hnlichkeit der Pra¨ferenzen fu¨r Lo¨sungen erlaubt auf Grundlage weniger
Modellinstanzen die Scha¨tzung der Pra¨ferenz des Anwenders fu¨r ganze Populationen als
Grundlage fu¨r die Selektionsentscheidung im evolutiona¨ren Algorithmus. Die Auswahl der
Prototypen, die dem Anwender zum Erzeugen von Modellinstanzen iterativ im Verlauf
des Optimierungsprozesses zur Entscheidung vorgelegt werden, geschieht mit dem Ziel, aus
mo¨glichst wenigen Antworten des Entscheiders einen maximalen Informationsgewinn zu
erzielen. Mittels des so erzeugten Modells lassen sich aufgrund dessen lokalen Charakters
prinzipiell beliebige Pra¨ferenzen eines Anwenders abbilden. Außer der Annahme, dass fu¨r
in beliebig kleiner Umgebung benachbarte Lo¨sungen a¨hnliche Pra¨ferenzen gelten, sind fu¨r
die Struktur der Pra¨ferenzen keine Einschra¨nkungen wie Transitivita¨t, Monotonie oder an-
dere mo¨gliche Eigenschaften einer beschreibenden Funktion erforderlich.
Diese Arbeit beschreibt und analysiert die zur interaktiven Optimierung entwickelte Me-
thode zuna¨chst auf Grundlage von ku¨nstlichen Testproblemen, und belegt ihre Funkti-
onsfa¨higkeit sowie dass sie die angestrebten Eigenschaften erfu¨llt. In einem zweiten Teil
wendet sich die Arbeit der Anwendung der Methode der interaktiven Optimierung im
Kontext dynamischer Systeme und der konkreten Anwendung fu¨r die Optimierung von
Hydraulikventilreglern zu. Bei der Optimierung im Kontext dynamischer Systeme sind die
Wahl geeigneter Kriterien und Maße zur Beurteilung von Systemverhalten im Zeitbereich
sowie der Aspekt der Robustheit von Bewertung und Kriterien die zentralen Aspekte der
Arbeit. Auf Grundlage einer Analyse der Vor- und Nachteile unterschiedlicher Maße zur
Charakterisierung von Sprungantworten wird ein Konzept zur Bewertung realer Prozesse
in HIL-Experimenten vorgeschlagen und begru¨ndet.
Die exemplarische Anwendung der entwickelten Methode ist die Optimierung von Parame-
tern fu¨r Regler hydraulischer Proportional-Wegeventile. In diesem Zusammenhang wird,
zur Optimierung anhand von HIL-Bewertungen unter realen Testbedingungen, der Auf-
bau eines Hydraulikpru¨fstandes und Experimentalsystems beschrieben. Diese Anlage er-
mo¨glicht es, das dynamische Verhalten von geregelten Ventilen unter angena¨hert realen
Betriebsbedingungen, also variierten Druck- und Lastbedingungen, experimentell zu u¨ber-
pru¨fen. Der hohe Grad an Automatisierung des Versuchsaufbaus und die Mo¨glichkeit zum
Software-gesteuerten und reproduzierbaren Konfigurieren der Betriebsbedingungen ermo¨g-
licht eine systematische und statistisch aussagekra¨ftige Analyse von Optimierungsergebnis-
sen basierend auf einer großen Zahl von Experimenten.
Die bei der Optimierung von Hydraulikventilreglern erzielten und in dieser Arbeit pra¨sen-
tierten Ergebnisse zeigen die praktische Einsetzbarkeit und Leistungsfa¨higkeit der entwi-
ckelten Methode zur interaktiven Optimierung. Sie belegen deren Eignung als wirkungsvoll
unterstu¨tzendes Werkzeug im Entwicklungsprozess, das durch das gezielte Erga¨nzen von
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Wissen und Erfahrung eines Anwenders durch CI-Methoden und Optimierungsalgorithmen
Synergien zum effizienten Lo¨sen komplexer Aufgaben erschließen kann.
Im Hinblick auf diese Anwendung ist eine Weiterentwicklung denkbar, die noch sta¨rker die
Mo¨glichkeiten eines stark automatisierten hydraulischen Versuchsaufbaus fu¨r die Optimie-
rung nutzbar macht. An verschiedenen Stellen, an denen sich die vorliegende Arbeit auf
die Betrachtung weniger statischer Szenarien von Versuchsbedingungen beschra¨nkt, zeigen
erste weiterfu¨hrende Arbeiten und Experimente das Potential, auch dynamische Szenari-
en oder Lastsituationen zu beru¨cksichtigen oder ganze Anwendungsszenarien durch einen
HIL-Simulator abzubilden. Diese Ansa¨tze stellen in verschiedener Hinsicht wissenschaft-
liche und technische Herausforderungen dar, fu¨hren daru¨ber hinaus jedoch zwangsla¨ufig
auch zu einer Steigerung der Komplexita¨t des resultierenden zu betrachtenden Optimie-
rungsproblems.
Die wachsende Komplexita¨t von in der Praxis zu optimierenden Systemen oder Prozessen,
selbst mit verursacht durch die zunehmende Leistungsfa¨higkeit von Rechnern und Optimie-
rungsmethoden und die dadurch entstehenden Mo¨glichkeiten beispielsweise zur doma¨nen-
u¨bergreifenden Betrachtung, fu¨hrt zu einer Vera¨nderung der eigentlichen Herausforderun-
gen in der Entwicklung von Optimierungsmethoden. Sowohl die exponentiell wachsende
Leistungsfa¨higkeit von Computern als auch die Entwicklung von skalierbaren Methoden
zu deren effektiven Nutzung fu¨hren dazu, dass die Rechenleistung oder die Bearbeitungs-
zeit immer weniger den limitierenden Faktor fu¨r die Anwendung von CI-Methoden und
Optimierungsalgorithmen darstellen. Technische Lo¨sungen, die den effektiven Einsatz der
Methoden unterstu¨tzen, wie das in dieser Arbeit pra¨sentierte Konzept fu¨r einen automati-
sierten Hydraulikversuchsaufbau, tragen ebenfalls ihren Teil zu dieser Entwicklung bei.
Die Komplexita¨t der betrachteten Anwendungen a¨ußert sich vielmehr auch als Herausfor-
derung fu¨r die Definition geeigneter Optimierungsprobleme und den entscheidenden Aspekt
dabei, die Definition oder Auswahl geeigneter Bewertungskriterien.
Die vorliegende Arbeit stellt einen ersten Schritt zur Lo¨sung dieses Problems dar, in-
dem Teile der konkreten formalen Beschreibung von Pra¨ferenzen als Optimierungskriterien
durch intuitiv artikulierbare relative Bewertungen einfacher Vergleiche ersetzt werden. Dies
ermo¨glicht indirekt auch die Optimierung komplexerer Probleme mit einer gro¨ßeren Anzahl
von Kriterien. Im Rahmen der pra¨sentierten Anwendung, der Optimierung von Hydrau-
likventilreglern, sind jedoch wie beschrieben bei der Definition der Optimierungskriterien
bereits einschra¨nkende a priori Annahmen erforderlich, um die Komplexita¨t des Problems
zu begrenzen.
Ein aussichtsreicher Ansatz, um zuku¨nftig komplexere Aufgaben lo¨sen zu ko¨nnen, ist eine
Fortsetzung der Integration von Expertenwissen und leistungsfa¨higen CI-Methoden. Ein
großer Bedarf an Computerunterstu¨tzung eines bislang verbreitet manuellen Prozesses ent-
steht speziell bei der Aufgabe, aus einer komplexen Problemstellung ein geeignetes Opti-
mierungsproblem zu formulieren. Die interaktive Beeinflussung des Optimierungsprozesses
darf sich hierzu nicht auf einen Entscheidungsprozess innerhalb eines definierten Rahmens
von Kriterien und Lo¨sungsparametern beschra¨nken. Vielmehr muss hierzu die Definition
von Optimierungsproblemen CI-gestu¨tzt und unter Umsta¨nden interaktiv in den gro¨ßeren
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Kontext des Entwicklungsprozesses integriert werden.
Fu¨r die in dieser Arbeit betrachtete Optimierung von Hydraulikventilreglern kann dies be-
deuten, auf eine geschlossene Formulierung des Optimierungsproblems, wie sie in dieser
Arbeit verwendet ist, zu verzichten. Stattdessen wird der Weg zur Lo¨sung des Gesamt-
problems als unter Umsta¨nden iterative Kombination von Teilproblemen betrachtet, deren
Definition sowohl auf interaktiv eingebrachtem Expertenwissen als auch auf optimierten
Lo¨sungen vorangegangen betrachteter Teilprobleme basieren kann. CI-Methoden wie bei-
spielsweise der entwickelte I-MOEA, lo¨sen diese wohldefinierten und in ihrer Komplexita¨t
reduzierten Teilprobleme. Die Interaktion mit dem Anwender umfasst damit nicht nur die
Entscheidung hinsichtlich der Bewertung von Lo¨sungen. Sie beinhaltet daru¨ber hinaus fu¨r
die einzelnen Teilprobleme die Wahl zu optimierender Parameter, die verwendeten Krite-
rien, angewendete Nebenbedingungen und die Ausgestaltung des Bewertungsexperiments,
also beispielsweise die Wahl eines geeigneten Stimulus. Praktisch kann das bedeuten, nicht
eine Stimulus-Funktion mit dem Anspruch zu gestalten, alle relevanten Aspekte des Sys-
temverhaltens abzubilden. Stattdessen fu¨hrt ein Experiment mit vereinfachtem Stimulus,
der nur beispielsweise das Großsignalverhalten abbildet, unter exklusiver Betrachtung der
fu¨r dieses Verhalten relevanten Kriterien zu einer Teillo¨sung fu¨r die Parameter des Reglers,
die einen relevanten Einfluss auf den betrachteten Aspekt des Systemverhaltens haben. Ein
MOEA oder ein anderes Verfahren ist, aufgrund der reduzierten Anzahl von Parametern
und Kriterien, fu¨r diese Optimierungsaufgabe potentiell effizienter und zuverla¨ssiger als fu¨r
das komplexere Gesamtproblem. Die Integration von Algorithmus und Experten, dessen
Aufgabe es ist, die fu¨r diese Problemdefinition notwendigen Entscheidungen zu treffen,
stellt die eigentliche Herausforderung dar. Diese Entscheidungen als einzelne Schritte einer
iterativen Vorgehensweise basieren auf Erkenntnissen aus der Analyse vorheriger Teillo¨sun-
gen. Diese ko¨nnen sich sowohl aus auf Erfahrung basierender als auch aus automatischer,
beispielsweise regelbasierter, Auswertung von Ergebnissen ergeben.
Diese iterative Vorgehensweise stellt eine konsequente Weiterentwicklung des in dieser Ar-
beit propagierten Ansatzes dar, die Sta¨rken von menschlichem Experten und Optimie-
rungsalgorithmus in einer Art zu kombinieren, die gro¨ßtmo¨gliche Synergien im Hinblick




Die Leistungsfa¨higkeit der pra¨ferenzbasierten Selektion in der interaktiven Optimierung
und die universelle Anwendbarkeit des Verfahrens fu¨r verschiedene Optimierungsprobleme
wird belegt durch die Optimierung verschiedener bekannter Benchmark-Probleme. Exem-
plarisch ausgewa¨hlt sind dabei drei Funktionen, die eine konkave, eine konvexe und eine
unstetige Pareto-Front repra¨sentieren [117]. Fu¨r alle drei Funktionen werden aus der echten
Pareto-Front zehn Lo¨sungen zufa¨llig gewa¨hlt, um auf deren Grundlage ku¨nstliche Referenz-
punkte fu¨r die Optimierung zu generieren. Durch Verschiebung dieser Punkte um −1% der
Kriterienraumgro¨ße entstehen nicht erreichbare Referenzpunkte. Die Referenzpunkte und
die Pareto-Front sind jeweils in den Abbildungen A.1, A.3 und A.5 gezeigt. Grundlage
der Analyse sind jeweils fu¨nfmal wiederholte Optimierungen mit jedem einzelnen Refe-
renzpunkt als Grundlage fu¨r das ku¨nstliche Entscheidungsmodell sowie fu¨r fu¨nf Paare von
Referenzpunkten, die durch das jeweils gleiche Symbol markiert sind. Betrachtet wird der
mittlere Abstand |∆f| aller Lo¨sungen der aktuellen Population zum Referenzpunkt fRef in
jeder Generation. Verglichen werden die Rate der Verringerung des Abstandes sowie deren
Reproduzierbarkeit bei wiederholter Optimierung fu¨r zwei verschiedene Parametrierungen
der interaktiven Selektion und bei einer dominanzbasierten Selektion. Die Konfiguration
des Algorithmus ist in Anhang D.4 dokumentiert, als Parameter fu¨r die Interaktion wurden
zum einen zwei Fragen in jeder Generation (Rate ri = 2), zum anderen eine Frage jede
zweite Generation (ri = 0,5) betrachtet.
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A.1 FON-Funktion
Die FON-Funktion dient als Beispiel fu¨r eine konkave Pareto-Front und ist wie folgt defi-
niert:





















−4 ≤ xi ≤ 4 i = 1, 2, ..., nx .
(A.1)































Bild A.1: Pareto-Front und zufa¨llig gewa¨hlte Referenzpunkte fu¨r die FON-Funktion
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Tabelle A.1: FON-Funktion, Entwicklung des Abstands fu¨r einzelne Referenzpunkte
Generation 1 5 10 25 50
Ref. Konfig. |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f|
1
ri = 0, 5 0,757 0,048 0,647 0,093 0,255 0,155 0,041 0,013 0,032 0,012
ri = 2 0,730 0,022 0,633 0,022 0,225 0,090 0,061 0,008 0,028 0,008
NSGA-II 0,678 0,001 0,559 0,041 0,445 0,058 0,423 0,030 0,467 0,033
2
ri = 0, 5 0,681 0,042 0,567 0,042 0,296 0,063 0,052 0,011 0,026 0,004
ri = 2 0,715 0,024 0,620 0,043 0,308 0,104 0,054 0,020 0,033 0,009
NSGA-II 0,749 0,001 0,630 0,044 0,507 0,062 0,477 0,038 0,504 0,049
3
ri = 0, 5 0,795 0,019 0,746 0,031 0,338 0,134 0,058 0,017 0,028 0,003
ri = 2 0,786 0,007 0,693 0,076 0,373 0,126 0,065 0,032 0,025 0,003
NSGA-II 0,988 0,001 0,876 0,045 0,747 0,067 0,678 0,051 0,674 0,075
4
ri = 0, 5 0,989 0,002 0,936 0,039 0,437 0,119 0,032 0,007 0,022 0,005
ri = 2 0,990 0,002 0,885 0,100 0,484 0,178 0,025 0,007 0,017 0,004
NSGA-II 0,927 0,002 0,825 0,075 0,640 0,058 0,665 0,054 0,680 0,070
5
ri = 0, 5 0,937 0,005 0,842 0,086 0,509 0,172 0,042 0,011 0,021 0,006
ri = 2 0,933 0,002 0,824 0,064 0,315 0,139 0,055 0,014 0,021 0,005
NSGA-II 0,575 0,001 0,470 0,035 0,340 0,049 0,383 0,045 0,454 0,074
6
ri = 0, 5 0,678 0,042 0,570 0,106 0,312 0,082 0,062 0,031 0,033 0,013
ri = 2 0,696 0,030 0,549 0,083 0,266 0,082 0,043 0,009 0,031 0,008
NSGA-II 0,615 0,001 0,497 0,034 0,393 0,055 0,378 0,028 0,443 0,020
7
ri = 0, 5 0,729 0,045 0,614 0,084 0,293 0,091 0,068 0,025 0,033 0,013
ri = 2 0,677 0,020 0,579 0,044 0,295 0,087 0,055 0,019 0,024 0,005
NSGA-II 0,957 0,001 0,844 0,045 0,714 0,067 0,646 0,050 0,648 0,073
8
ri = 0, 5 0,960 0,005 0,888 0,041 0,540 0,166 0,034 0,007 0,022 0,006
ri = 2 0,965 0,005 0,859 0,044 0,449 0,133 0,038 0,006 0,024 0,005
NSGA-II 0,754 0,002 0,648 0,067 0,472 0,050 0,525 0,043 0,557 0,076
9
ri = 0, 5 0,810 0,024 0,747 0,053 0,414 0,072 0,047 0,014 0,027 0,004
ri = 2 0,803 0,011 0,640 0,116 0,310 0,161 0,046 0,012 0,024 0,004
NSGA-II 0,883 0,001 0,768 0,045 0,637 0,067 0,583 0,045 0,592 0,067
10
ri = 0, 5 0,900 0,008 0,780 0,071 0,385 0,193 0,053 0,017 0,021 0,001
ri = 2 0,900 0,009 0,832 0,067 0,490 0,216 0,046 0,015 0,028 0,008
NSGA-II 0,577 0,001 0,460 0,030 0,361 0,055 0,353 0,035 0,432 0,023
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Tabelle A.2: FON-Funktion, Entwicklung des Abstands fu¨r Referenzpunkt-Paare
Generation 1 5 10 25 50
Ref. Konfig. |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f|
1 & 6
ri = 0, 5
0,752 0,041 0,664 0,077 0,375 0,126 0,161 0,063 0,062 0,011
0,696 0,042 0,606 0,077 0,346 0,094 0,125 0,044 0,074 0,019
ri = 2
0,767 0,038 0,635 0,094 0,301 0,120 0,106 0,030 0,094 0,038
0,724 0,047 0,585 0,110 0,284 0,110 0,102 0,037 0,064 0,019
NSGA-II 0,678 0,001 0,559 0,041 0,445 0,058 0,423 0,030 0,467 0,033
0,615 0,001 0,497 0,034 0,393 0,055 0,378 0,028 0,443 0,020
2 & 7
ri = 0, 5
0,764 0,011 0,647 0,071 0,321 0,163 0,208 0,027 0,207 0,024
0,961 0,004 0,854 0,066 0,512 0,179 0,134 0,069 0,127 0,042
ri = 2
0,764 0,005 0,693 0,028 0,369 0,176 0,166 0,035 0,137 0,024
0,966 0,002 0,906 0,030 0,549 0,225 0,121 0,035 0,139 0,034
NSGA-II 0,749 0,001 0,630 0,044 0,507 0,062 0,477 0,038 0,504 0,049
0,957 0,001 0,844 0,045 0,714 0,067 0,646 0,050 0,648 0,073
3 & 8
ri = 0, 5
1,165 0,322 1,082 0,307 0,824 0,324 0,816 0,530 0,871 0,537
0,972 0,352 0,870 0,385 0,694 0,442 0,629 0,615 0,560 0,636
ri = 2
1,393 0,810 1,235 0,839 1,030 0,843 0,961 0,901 0,950 0,897
0,819 0,027 0,700 0,098 0,576 0,172 0,552 0,264 0,549 0,277
NSGA-II 0,988 0,001 0,876 0,045 0,747 0,067 0,678 0,051 0,674 0,075
0,754 0,002 0,648 0,067 0,472 0,050 0,525 0,043 0,557 0,076
4 & 9
ri = 0, 5
0,936 0,013 0,859 0,041 0,697 0,102 0,736 0,228 0,721 0,224
0,894 0,007 0,838 0,040 0,618 0,098 0,509 0,223 0,584 0,193
ri = 2
0,930 0,005 0,860 0,030 0,711 0,082 0,648 0,229 0,564 0,182
0,892 0,006 0,840 0,051 0,600 0,107 0,621 0,222 0,716 0,192
NSGA-II 0,927 0,002 0,825 0,075 0,640 0,058 0,665 0,054 0,680 0,070
0,883 0,001 0,768 0,045 0,637 0,067 0,583 0,045 0,592 0,067
5 & 10
ri = 0, 5
0,660 0,017 0,554 0,057 0,342 0,091 0,304 0,096 0,278 0,069
0,707 0,049 0,589 0,082 0,442 0,041 0,249 0,076 0,211 0,058
ri = 2
0,688 0,038 0,557 0,108 0,371 0,100 0,249 0,059 0,163 0,077
0,694 0,061 0,579 0,066 0,402 0,116 0,193 0,056 0,326 0,097
NSGA-II 0,575 0,001 0,470 0,035 0,340 0,049 0,383 0,045 0,454 0,074
0,577 0,001 0,460 0,030 0,361 0,055 0,353 0,035 0,432 0,023
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Bild A.2: Entwicklung des mittleren Abstands der Population zu jeweils den Referenzpunk-
ten Ref1 (oben), Ref6 (mitte) oder Ref1 & Ref6 (unten) fu¨r die FON-Funktion
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A.2 ZDT1-Funktion
Die ZDT1-Funktion dient als Beispiel fu¨r eine konvexe Pareto-Front und ist wie folgt defi-
niert:















0 ≤ xi ≤ 1, i = 1, 2, ..., nx .
(A.2)



























Bild A.3: Pareto-Front und zufa¨llig gewa¨hlte Referenzpunkte fu¨r die ZDT1-Funktion
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Tabelle A.3: ZDT1-Funktion, Entwicklung des Abstands fu¨r einzelne Referenzpunkte
Generation 1 5 10 25 50
Ref. Konfig. |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f|
1
ri = 0, 5 0,658 0,025 0,415 0,041 0,235 0,075 0,187 0,149 0,047 0,075
ri = 2 0,658 0,022 0,370 0,062 0,241 0,037 0,220 0,069 0,043 0,035
NSGA-II 0,668 0,022 0,444 0,032 0,339 0,045 0,277 0,045 0,310 0,019
2
ri = 0, 5 0,702 0,046 0,404 0,045 0,220 0,026 0,082 0,035 0,028 0,033
ri = 2 0,730 0,038 0,409 0,065 0,251 0,104 0,045 0,037 0,029 0,022
NSGA-II 0,670 0,028 0,412 0,035 0,292 0,050 0,278 0,083 0,375 0,027
3
ri = 0, 5 0,705 0,039 0,353 0,068 0,169 0,041 0,095 0,061 0,047 0,065
ri = 2 0,714 0,008 0,388 0,031 0,253 0,086 0,086 0,044 0,021 0,024
NSGA-II 0,789 0,032 0,659 0,075 0,587 0,104 0,452 0,105 0,371 0,051
4
ri = 0, 5 0,779 0,054 0,566 0,096 0,324 0,071 0,175 0,026 0,085 0,091
ri = 2 0,769 0,039 0,526 0,083 0,298 0,149 0,122 0,082 0,211 0,039
NSGA-II 0,688 0,035 0,424 0,057 0,313 0,100 0,368 0,120 0,499 0,048
5
ri = 0, 5 0,779 0,021 0,325 0,037 0,131 0,030 0,018 0,003 0,014 0,001
ri = 2 0,732 0,019 0,320 0,039 0,111 0,021 0,016 0,003 0,013 0,001
NSGA-II 0,670 0,027 0,412 0,034 0,293 0,049 0,277 0,083 0,374 0,027
6
ri = 0, 5 0,683 0,046 0,377 0,081 0,223 0,089 0,092 0,082 0,034 0,022
ri = 2 0,677 0,011 0,384 0,052 0,293 0,079 0,056 0,016 0,010 0,004
NSGA-II 0,689 0,033 0,422 0,051 0,304 0,089 0,336 0,116 0,464 0,046
7
ri = 0, 5 0,750 0,029 0,319 0,054 0,128 0,025 0,020 0,005 0,011 0,003
ri = 2 0,755 0,024 0,342 0,048 0,244 0,111 0,036 0,013 0,016 0,012
NSGA-II 0,741 0,028 0,588 0,064 0,507 0,094 0,386 0,090 0,334 0,037
8
ri = 0, 5 0,745 0,054 0,576 0,077 0,327 0,171 0,124 0,068 0,127 0,144
ri = 2 0,704 0,025 0,467 0,060 0,251 0,071 0,159 0,062 0,022 0,018
NSGA-II 0,678 0,022 0,472 0,039 0,374 0,060 0,295 0,047 0,304 0,020
9
ri = 0, 5 0,635 0,034 0,385 0,060 0,169 0,038 0,104 0,050 0,038 0,033
ri = 2 0,675 0,019 0,404 0,064 0,223 0,042 0,203 0,160 0,029 0,031
NSGA-II 0,704 0,024 0,527 0,052 0,437 0,080 0,335 0,070 0,310 0,024
10
ri = 0, 5 0,690 0,041 0,486 0,114 0,345 0,091 0,206 0,107 0,085 0,084
ri = 2 0,683 0,040 0,452 0,073 0,352 0,062 0,160 0,062 0,105 0,108
NSGA-II 0,673 0,029 0,412 0,038 0,291 0,058 0,287 0,092 0,393 0,033
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Tabelle A.4: ZDT1-Funktion, Entwicklung des Abstands fu¨r Referenzpunkt-Paare
Generation 1 5 10 25 50
Ref. Konfig. |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f|
1 & 6
ri = 0, 5
0,695 0,018 0,416 0,044 0,335 0,061 0,281 0,030 0,258 0,051
0,706 0,036 0,358 0,062 0,248 0,202 0,083 0,059 0,104 0,046
ri = 2
0,675 0,037 0,417 0,039 0,283 0,050 0,234 0,059 0,273 0,039
0,695 0,040 0,329 0,072 0,219 0,109 0,174 0,080 0,066 0,040
NSGA-II 0,668 0,022 0,444 0,032 0,339 0,045 0,277 0,045 0,310 0,019
0,689 0,033 0,422 0,051 0,304 0,089 0,336 0,116 0,464 0,046
2 & 7
ri = 0, 5
0,650 0,026 0,330 0,044 0,208 0,039 0,293 0,209 0,190 0,140
0,741 0,053 0,613 0,122 0,524 0,145 0,415 0,199 0,308 0,144
ri = 2
0,688 0,021 0,343 0,061 0,232 0,065 0,312 0,110 0,245 0,123
0,720 0,027 0,566 0,048 0,385 0,124 0,244 0,129 0,269 0,123
NSGA-II 0,670 0,028 0,412 0,035 0,292 0,050 0,278 0,083 0,375 0,027
0,741 0,028 0,588 0,064 0,507 0,094 0,386 0,090 0,334 0,037
3 & 8
ri = 0, 5
0,831 0,060 0,602 0,077 0,484 0,195 0,319 0,211 0,331 0,235
0,687 0,045 0,398 0,079 0,311 0,069 0,297 0,131 0,206 0,144
ri = 2
0,739 0,046 0,584 0,050 0,349 0,119 0,108 0,065 0,135 0,072
0,659 0,019 0,363 0,030 0,233 0,038 0,326 0,109 0,267 0,110
NSGA-II 0,789 0,032 0,659 0,075 0,587 0,104 0,452 0,105 0,371 0,051
0,678 0,022 0,472 0,039 0,374 0,060 0,295 0,047 0,304 0,020
4 & 9
ri = 0, 5
0,728 0,026 0,396 0,079 0,395 0,134 0,256 0,149 0,175 0,201
0,700 0,049 0,508 0,053 0,355 0,096 0,383 0,161 0,424 0,196
ri = 2
0,710 0,028 0,381 0,076 0,395 0,191 0,264 0,165 0,094 0,077
0,705 0,061 0,528 0,087 0,338 0,094 0,360 0,155 0,501 0,060
NSGA-II 0,688 0,035 0,424 0,057 0,313 0,100 0,368 0,120 0,499 0,048
0,704 0,024 0,527 0,052 0,437 0,080 0,335 0,070 0,310 0,024
5 & 10
ri = 0, 5
0,708 0,036 0,338 0,054 0,219 0,023 0,091 0,039 0,041 0,034
0,717 0,039 0,336 0,055 0,217 0,038 0,104 0,050 0,048 0,030
ri = 2
0,694 0,042 0,351 0,030 0,297 0,117 0,054 0,027 0,020 0,007
0,699 0,041 0,345 0,035 0,301 0,142 0,066 0,032 0,040 0,011
NSGA-II 0,670 0,027 0,412 0,034 0,293 0,049 0,277 0,083 0,374 0,027
0,673 0,029 0,412 0,038 0,291 0,058 0,287 0,092 0,393 0,033
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Bild A.4: Entwicklung des mittleren Abstands der Population zu jeweils den Referenzpunk-
ten Ref1 (oben), Ref6 (mitte) oder Ref1 & Ref6 (unten) fu¨r die ZDT1-Funktion
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A.3 ZDT3
Die ZDT3-Funktion dient als Beispiel fu¨r eine nicht-kontinuierliche Pareto-Front und ist
wie folgt definiert:





















0 ≤ xi ≤ 1, i = 1, 2, ..., nx .
(A.3)






























Bild A.5: Pareto-Front und zufa¨llig gewa¨hlte Referenzpunkte fu¨r die ZDT3-Funktion
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Tabelle A.5: ZDT3-Funktion, Entwicklung des Abstands fu¨r einzelne Referenzpunkte
Generation 1 5 10 25 50
Ref. Konfig. |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f|
1
ri = 0, 5 0,621 0,031 0,382 0,042 0,262 0,079 0,192 0,165 0,102 0,135
ri = 2 0,671 0,036 0,442 0,084 0,209 0,029 0,127 0,064 0,046 0,069
NSGA-II 0,618 0,016 0,447 0,020 0,332 0,042 0,251 0,015 0,272 0,027
2
ri = 0, 5 0,645 0,028 0,465 0,028 0,183 0,052 0,134 0,086 0,056 0,079
ri = 2 0,717 0,050 0,511 0,045 0,227 0,047 0,060 0,073 0,020 0,011
NSGA-II 0,615 0,018 0,384 0,054 0,273 0,050 0,266 0,070 0,310 0,018
3
ri = 0, 5 0,654 0,021 0,335 0,005 0,264 0,075 0,106 0,066 0,041 0,053
ri = 2 0,626 0,037 0,358 0,024 0,250 0,074 0,182 0,160 0,011 0,002
NSGA-II 0,599 0,019 0,362 0,061 0,259 0,058 0,278 0,079 0,325 0,018
4
ri = 0, 5 0,648 0,016 0,372 0,053 0,237 0,019 0,098 0,069 0,050 0,045
ri = 2 0,612 0,034 0,345 0,070 0,225 0,127 0,120 0,104 0,088 0,080
NSGA-II 0,751 0,033 0,694 0,072 0,604 0,100 0,455 0,093 0,428 0,032
5
ri = 0, 5 0,793 0,045 0,534 0,089 0,269 0,143 0,088 0,073 0,077 0,072
ri = 2 0,841 0,060 0,564 0,117 0,202 0,106 0,117 0,074 0,106 0,075
NSGA-II 0,654 0,029 0,384 0,073 0,307 0,085 0,381 0,094 0,409 0,027
6
ri = 0, 5 0,720 0,056 0,355 0,055 0,149 0,029 0,032 0,013 0,010 0,001
ri = 2 0,719 0,040 0,391 0,046 0,244 0,124 0,030 0,004 0,015 0,008
NSGA-II 0,647 0,025 0,540 0,034 0,438 0,073 0,318 0,056 0,311 0,033
7
ri = 0, 5 0,640 0,033 0,468 0,082 0,229 0,051 0,139 0,074 0,076 0,071
ri = 2 0,623 0,055 0,400 0,059 0,127 0,036 0,019 0,007 0,016 0,007
NSGA-II 0,653 0,028 0,384 0,073 0,304 0,083 0,373 0,093 0,401 0,027
8
ri = 0, 5 0,719 0,033 0,382 0,041 0,213 0,096 0,030 0,006 0,009 0,001
ri = 2 0,709 0,022 0,329 0,027 0,142 0,017 0,031 0,005 0,010 0,003
NSGA-II 0,611 0,016 0,440 0,022 0,326 0,042 0,249 0,016 0,272 0,027
9
ri = 0, 5 0,662 0,023 0,389 0,058 0,224 0,064 0,097 0,085 0,046 0,072
ri = 2 0,648 0,036 0,378 0,019 0,218 0,021 0,213 0,055 0,045 0,059
NSGA-II 0,653 0,024 0,545 0,035 0,443 0,073 0,320 0,057 0,312 0,033
10
ri = 0, 5 0,679 0,068 0,474 0,112 0,238 0,078 0,135 0,063 0,116 0,082
ri = 2 0,680 0,019 0,394 0,059 0,194 0,034 0,113 0,075 0,093 0,089
NSGA-II 0,649 0,025 0,541 0,034 0,439 0,073 0,318 0,056 0,311 0,033
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Tabelle A.6: ZDT3-Funktion, Entwicklung des Abstands fu¨r Referenzpunkt-Paare
Generation 1 5 10 25 50
Ref. Konfig. |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f| |∆f| σ|∆f|
1 & 6
ri = 0, 5
0,648 0,028 0,473 0,058 0,304 0,088 0,228 0,053 0,189 0,092
0,693 0,047 0,570 0,098 0,342 0,127 0,278 0,145 0,242 0,175
ri = 2
0,631 0,026 0,419 0,044 0,251 0,095 0,186 0,075 0,129 0,073
0,678 0,035 0,485 0,086 0,252 0,068 0,271 0,130 0,198 0,072
NSGA-II 0,618 0,016 0,447 0,020 0,332 0,042 0,251 0,015 0,272 0,027
0,647 0,025 0,540 0,034 0,438 0,073 0,318 0,056 0,311 0,033
2 & 7
ri = 0, 5
0,674 0,057 0,468 0,079 0,271 0,064 0,136 0,074 0,112 0,091
0,681 0,054 0,444 0,102 0,278 0,049 0,137 0,042 0,121 0,061
ri = 2
0,671 0,017 0,414 0,025 0,222 0,048 0,107 0,035 0,125 0,060
0,685 0,033 0,439 0,065 0,286 0,065 0,122 0,025 0,074 0,062
NSGA-II 0,615 0,018 0,384 0,054 0,273 0,050 0,266 0,070 0,310 0,018
0,653 0,028 0,384 0,073 0,304 0,083 0,373 0,093 0,401 0,027
3 & 8
ri = 0, 5
0,604 0,026 0,356 0,047 0,392 0,124 0,154 0,070 0,226 0,031
0,627 0,039 0,462 0,050 0,303 0,075 0,180 0,039 0,111 0,156
ri = 2
0,617 0,044 0,348 0,051 0,285 0,111 0,181 0,066 0,195 0,083
0,660 0,040 0,369 0,031 0,210 0,055 0,103 0,056 0,096 0,078
NSGA-II 0,599 0,019 0,362 0,061 0,259 0,058 0,278 0,079 0,325 0,018
0,611 0,016 0,440 0,022 0,326 0,042 0,249 0,016 0,272 0,027
4 & 9
ri = 0, 5
0,848 0,072 0,623 0,068 0,246 0,050 0,240 0,102 0,190 0,046
0,717 0,060 0,460 0,053 0,136 0,059 0,110 0,132 0,082 0,086
ri = 2
0,823 0,056 0,634 0,120 0,373 0,173 0,155 0,025 0,136 0,050
0,703 0,045 0,475 0,098 0,266 0,101 0,077 0,041 0,102 0,075
NSGA-II 0,751 0,033 0,694 0,072 0,604 0,100 0,455 0,093 0,428 0,032
0,653 0,024 0,545 0,035 0,443 0,073 0,320 0,057 0,312 0,033
5 & 10
ri = 0, 5
0,669 0,031 0,388 0,070 0,373 0,173 0,220 0,118 0,052 0,030
0,715 0,060 0,533 0,078 0,394 0,107 0,428 0,113 0,571 0,024
ri = 2
0,660 0,036 0,408 0,073 0,417 0,180 0,452 0,178 0,340 0,164
0,734 0,047 0,459 0,072 0,323 0,134 0,201 0,173 0,299 0,170
NSGA-II 0,654 0,029 0,384 0,073 0,307 0,085 0,381 0,094 0,409 0,027
0,649 0,025 0,541 0,034 0,439 0,073 0,318 0,056 0,311 0,033
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Bild A.6: Entwicklung des mittleren Abstands der Population zu jeweils den Referenzpunk-
ten Ref1 (oben), Ref6 (mitte) oder Ref1 & Ref6 (unten) fu¨r die ZDT3-Funktion
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Bild A.7: Entwicklung der Population im Kriterienraum fu¨r die ZDT3-Funktion und die






B.1 Ergebnisse der MOEA-Optimierung
Die Reproduzierbarkeit der Ergebnisse aus Abschnitt 6.5.1 wird durch Tabelle B.1 cha-
rakterisiert. Die fu¨r den dort gezeigten (1) und fu¨nf weitere (2 − 6) Optimierungsla¨ufe
ermittelte Lo¨sungsmenge wird anhand der S-Metrik und der fu¨r jedes Kriterium ermit-
telten Maximal-, Minimal- und Mittelwerte verglichen. Es zeigt sich, dass die Ergebnisse
im Wesentlichen vergleichbar sind und die Anwendung des MOEA zu reproduzierbaren
Ergebnissen fu¨hrt.
Tabelle B.1: Charakterisierung der Lo¨sungsmenge der wiederholten MOEA-Optimierung
eines Hydraulikventilreglers
S-Metrik ISTE Ta
Min Mean Max Min Mean Max
1 8,82298E-06 0,0404 0,1084 0,3347 0,0048 0,0082 0,0120
2 4,05926E-05 0,0399 0,1127 0,4878 0,0047 0,0082 0,0120
3 6,87158E-06 0,0405 0,1002 0,3573 0,0047 0,0080 0,0120
4 3,06803E-05 0,0407 0,0971 0,3088 0,0048 0,0080 0,0120
5 1,51386E-04 0,0423 0,1199 0,2818 0,0051 0,0083 0,0120
6 6,19926E-05 0,0435 0,1143 0,3415 0,0051 0,0086 0,0120
U¨GS U¨MS U¨KS
Min Mean Max Min Mean Max Min Mean Max
1 0 0,0336 0,2446 0 0,0756 0,2000 0,0100 0,3830 1,9268
2 0 0,0438 0,2040 0 0,0774 0,1999 0,0126 0,5394 1,9890
3 0 0,0383 0,1547 0 0,0880 0,1988 0,0089 0,3845 1,8412
4 0 0,0496 0,2469 0 0,0864 0,2000 0,0069 0,5489 1,9640
5 0 0,0430 0,1475 0 0,0927 0,1997 0,0173 0,5859 1,9814
6 0 0,0408 0,2072 0 0,0786 0,1980 0,0119 0,3813 1,7596
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B.2 Ergebnisse der interaktiven Optimierung
Fu¨r die in Abschnitt 6.5.2 gezeigte interaktive Optimierung mit einem ku¨nstlichen Entschei-
dungsmodell wird lediglich die Interaktionsrate ri = 2 im Detail betrachtet. In Bild B.1
erfolgt ein Vergleich mit den anderen Interaktionsraten ri = 0,5 und ri = 0,25. In Bild ist
fu¨r alle Interaktionsraten der minimale Abstand zur besten Lo¨sung u¨ber den Verlauf der
Optimierung dargestellt, als Vergleich dazu ist die Entwicklung dieses Abstandes wa¨hrend
der ausschließlich dominanzbasierten Optimierung aufgetragen. Die Optimierung mit dem
I-MOEA konvergiert interaktiv jeweils na¨her zum Referenzpunkt.
























Bild B.1: Entwicklung des minimalen Abstandes zum Referenzpunkt im Kriterienraum fu¨r
NSGA-II und verschieden konfigurierte interaktive Optimierungen
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B.3 Robustheitsanalyse am Hydraulikpru¨fstand
Die folgenden Tabellen erga¨nzen die in Abschnitt 6.5.5 gezeigten Ergebnisse der Robust-
heitsuntersuchung ausgewa¨hlter Lo¨sungen. Die ausgewa¨hlten Beispiello¨sungen sind in Bild 6.9
und in Bild 6.10 dargestellt. Fu¨r die Verteilung von 50 Bewertungen bei jeder Konfigurati-
on der Betriebsparameter zeigen die Tabellen B.2 bis B.5 Mittelwert, Standardabweichung
und Minimal- sowie Maximalwert fu¨r alle Bewertungskriterien.
Tabelle B.2: Fu¨r Beispiel-Ergebnis 2: Mittelwert, Standardabweichung, Minimum und Ma-
ximum fu¨r alle Kriterien bei verschiedenen Konfigurationen der Versuchsbedingungen
phyd = 0, phyd = 100, phyd = 100, phyd = 200, phyd = 200,
qhyd = 0 qhyd = 0 qhyd = 100 qhyd = 0 qhyd = 100
ISTE
∅ 0,13893 0,13896 0,13969 0,14323 0,14492
σ 0,00270 0,00278 0,00187 0,00120 0,00227
min 0,13344 0,13207 0,13412 0,13812 0,13713
max 0,14325 0,14347 0,14306 0,14488 0,15043
Ta
∅ 0,00874 0,00858 0,00822 0,00808 0,00859
σ 0,00011 0,00015 0,00011 0,00021 0,00092
min 0,00849 0,00822 0,00797 0,00774 0,00770
max 0,00897 0,00881 0,00837 0,00837 0,01077
U¨GS
∅ 0,00000 0,00000 0,00000 0,00000 0,00000
σ 0,00000 0,00000 0,00000 0,00000 0,00000
min 0,00000 0,00000 0,00000 0,00000 0,00000
max 0,00000 0,00000 0,00000 0,00000 0,00000
U¨MS
∅ 0,00000 0,00003 0,00236 0,00144 0,01196
σ 0,00000 0,00015 0,00177 0,00182 0,00242
min 0,00000 0,00000 0,00016 0,00000 0,00697
max 0,00000 0,00107 0,00553 0,00440 0,01657
U¨KS
∅ 0,63297 0,63833 0,80444 0,82609 0,88863
σ 0,02523 0,01649 0,04220 0,05672 0,04485
min 0,58087 0,59000 0,73025 0,75375 0,67990
max 0,70962 0,66662 0,88662 0,93575 0,98717
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Tabelle B.3: Fu¨r Beispiel-Ergebnis 3: Mittelwert, Standardabweichung, Minimum und Ma-
ximum fu¨r alle Kriterien bei verschiedenen Konfigurationen der Versuchsbedingungen
phyd = 0, phyd = 100, phyd = 100, phyd = 200, phyd = 200,
qhyd = 0 qhyd = 0 qhyd = 100 qhyd = 0 qhyd = 100
ISTE
∅ 0,35793 0,35761 0,34214 0,36535 0,33615
σ 0,00391 0,00360 0,00546 0,00394 0,00444
min 0,34512 0,34306 0,32640 0,34899 0,32030
max 0,36413 0,36325 0,34988 0,37489 0,34255
Ta
∅ 0,01593 0,01580 0,01363 0,01467 0,01278
σ 0,00019 0,00012 0,00018 0,00056 0,00039
min 0,01504 0,01540 0,01331 0,01338 0,01172
max 0,01611 0,01604 0,01420 0,01554 0,01330
U¨GS
∅ 0,00039 0,00051 0,00038 0,00074 0,00035
σ 0,00026 0,00027 0,00018 0,00026 0,00019
min 0,00007 0,00020 0,00014 0,00040 0,00000
max 0,00087 0,00100 0,00074 0,00114 0,00094
U¨MS
∅ 0,00373 0,00560 0,00997 0,00348 0,01389
σ 0,00199 0,00326 0,00562 0,00188 0,00439
min 0,00138 0,00183 0,00358 0,00183 0,00713
max 0,00879 0,01270 0,02034 0,00969 0,02563
U¨KS
∅ 0,02197 0,03028 0,06303 0,03317 0,10739
σ 0,00404 0,00279 0,00694 0,00491 0,01086
min 0,01588 0,02350 0,04713 0,02700 0,08302
max 0,03750 0,03750 0,07910 0,04550 0,12910
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Tabelle B.4: Fu¨r Beispiel-Ergebnis 4: Mittelwert, Standardabweichung, Minimum und Ma-
ximum fu¨r alle Kriterien bei verschiedenen Konfigurationen der Versuchsbedingungen
phyd = 0, phyd = 100, phyd = 100, phyd = 200, phyd = 200,
qhyd = 0 qhyd = 0 qhyd = 100 qhyd = 0 qhyd = 100
ISTE
∅ 0,15698 0,15677 0,15402 0,16317 0,16018
σ 0,00218 0,00189 0,00219 0,00182 0,00203
min 0,15212 0,14891 0,14801 0,15697 0,15360
max 0,16152 0,15988 0,15735 0,16582 0,16477
Ta
∅ 0,00762 0,00762 0,00799 0,00788 0,00852
σ 0,00007 0,00007 0,00008 0,00006 0,00012
min 0,00751 0,00751 0,00782 0,00779 0,00823
max 0,00774 0,00778 0,00814 0,00801 0,00891
U¨GS
∅ 0,07137 0,07189 0,06794 0,06220 0,05065
σ 0,00355 0,00106 0,00164 0,00269 0,00231
min 0,06144 0,06946 0,06486 0,05533 0,04701
max 0,07624 0,07483 0,07164 0,06664 0,05496
U¨MS
∅ 0,05899 0,06448 0,07719 0,06256 0,08914
σ 0,00426 0,00246 0,00294 0,00452 0,00372
min 0,05144 0,06109 0,07076 0,05366 0,08277
max 0,06548 0,06953 0,08110 0,06997 0,09734
U¨KS
∅ 0,20296 0,20803 0,16521 0,18726 0,21163
σ 0,00898 0,01033 0,00930 0,01262 0,01558
min 0,18175 0,18525 0,14342 0,15869 0,17740
max 0,22103 0,23694 0,19686 0,21580 0,24708
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Tabelle B.5: Fu¨r Beispiel-Ergebnis 5: Mittelwert, Standardabweichung, Minimum und Ma-
ximum fu¨r alle Kriterien bei verschiedenen Konfigurationen der Versuchsbedingungen
phyd = 0, phyd = 100, phyd = 100, phyd = 200, phyd = 200,
qhyd = 0 qhyd = 0 qhyd = 100 qhyd = 0 qhyd = 100
ISTE
∅ 0,12038 0,11865 0,11670 0,12205 0,11757
σ 0,00239 0,00171 0,00185 0,00167 0,00171
min 0,11499 0,11523 0,11153 0,11873 0,11229
max 0,12511 0,12172 0,12017 0,12599 0,12067
Ta
∅ 0,00664 0,00649 0,00672 0,00651 0,00667
σ 0,00014 0,00008 0,00013 0,00009 0,00007
min 0,00633 0,00620 0,00650 0,00633 0,00647
max 0,00687 0,00668 0,00694 0,00667 0,00681
U¨GS
∅ 0,04802 0,05381 0,04790 0,06409 0,05359
σ 0,00397 0,00343 0,00224 0,00434 0,00194
min 0,04182 0,04866 0,04502 0,05616 0,05027
max 0,05525 0,06008 0,05320 0,07115 0,05740
U¨MS
∅ 0,10386 0,11530 0,12386 0,11290 0,12491
σ 0,00283 0,00220 0,00853 0,00366 0,02111
min 0,09746 0,11039 0,09749 0,10410 0,08136
max 0,10829 0,12082 0,13932 0,11985 0,16119
U¨KS
∅ 0,52990 0,54862 0,44490 0,49561 0,47621
σ 0,01368 0,01458 0,01714 0,02280 0,02379
min 0,50070 0,51902 0,40117 0,45047 0,42361
max 0,55742 0,58386 0,47622 0,54378 0,53869
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B.4 Der Versuchsaufbau
Das Hydraulik-Labor des Lehrstuhls fu¨r Regelungssystemtechnik der Technischen Uni-
versita¨t Dortmund besteht aus einem hydraulischen Aufbau und einem schallgeschu¨tzten
Auswerteraum mit Mess- und Simulationstechnik. Der hydraulische Aufbau, zu sehen in
Bild B.2, besteht aus einem kompakten Versorgungsaggregat (hinten rechts) und einem
Pru¨fstand mit Versuchsaufbauten (vorne in der Mitte). Der gesamte Aufbau befindet sich
in Wannen, die im Fall einer kritischen Sto¨rung und Leckage das gesamte O¨lvolumen auf-
fangen und eine Beeintra¨chtigung der Umwelt verhindern. Die Anlage ist an die zentrale
Ku¨hlwasserversorgung der Universita¨t angebunden und wird von einem zentralen Steuer-
schrank aus kontrolliert und mit Strom versorgt.
Bild B.2: Fotografie des Hydrauliklabors
Der Versuchsaufbau, zu sehen in Bild B.3, ist in einem schlagfesten Kunststoffgeha¨use un-
tergebracht, um im Fall einer Sto¨rung die Gefa¨hrdung des Bedieners zu reduzieren. Im Ver-
suchstisch befinden sich elektrische und hydraulische Anschlu¨sse fu¨r Ventile der Nenngro¨ßen
NG6, NG10 und NG16 in verschiedenen Konfigurationen. Zur Messung hydraulischer Gro¨-
ßen stehen zwei Drucksensoren mit Messversta¨rker sowie ein weiterer kombinierter Druck-
und Temperatursensor zur Verfu¨gung, die mittels Messanschlu¨ssen flexibel an verschiede-
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nen Stellen der Versuchsaufbauten appliziert werden ko¨nnen.
Bild B.4 zeigt eine Detailaufnahme des Inneren des Geha¨uses. Zu sehen sind der An-
schlussblock mit dem Haupt- und dem Lastventil sowie der Druckspeicher zur Da¨mpfung
von Drucksto¨ßen. Hinten rechts sieht man einen montierten Druck- und Temperatursensor
sowie ein Geha¨use, das Leistungs- und Sensorelektronik der Schnittstelle zwischen Ventil
und Echtzeitsystem entha¨lt.
Die Messwerte der Sensoren sowie die Signale zur Kommunikation mit den Komponenten
des Versuchs stehen u¨ber verschiedene analoge und digitale Leitungen im Auswerteraum
zur Verfu¨gung. In dem in Bild B.5 gezeigten Auswerteraum befinden sich Arbeitspla¨tze,
von denen aus Optimierung und Anlage gesteuert werden ko¨nnen. Die zentrale Steuerung
erfolgt u¨ber ein Echtzeitsystem, mit dem auch die Signale der Sensoren ausgewertet und
aufgezeichnet werden und das als Rapid-Prototyping-System fu¨r Ventilregler dient. Als
Echtzeitsystem kommt ein modulares dSpace-System zum Einsatz. Es besteht aus einer
DS1006 Prozessoreinheit und weiteren Modulen fu¨r digitale Ein- und Ausga¨nge sowie D/A-
und A/D-Wandlung. Der Aufbau des Labors und die verschiedenen Kommunikationswege
sind in Bild 6.6 in Abschnitt 6.3 dargestellt.
Bild B.3: Fotografie des Versuchsaufbaus
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Bild B.4: Fotografie des Versuchsaufbaus (Detailansicht)
Bild B.5: Fotografie des Auswerteraums mit Messtechnik
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B.4.1 Details des hydraulischen Aufbaus
Der hydraulische Aufbau des Versuchs ist in Abschnitt 6.3.2 erla¨utert. Die Druckversor-
gung wird durch ein kompaktes Hydraulikaggregat hergestellt. Eine mit 45 kW Leistung
angetriebene Axialkolbenpumpe mit einer maximalen Fo¨rdermenge von 100 l/min ist mit
peripheren Komponenten in einem Geha¨use integriert. Um die Gera¨uschbelastung zu re-
duzieren, sind die relevanten Komponenten von dem 630 l fassenden Tank umgeben, was
zu einer kompakten Bauform fu¨hrt. Die Pumpe verfu¨gt u¨ber eine elektronische Schwenk-
winkelregelung, die den durch einen Messaufnehmer am Pumpenausgang erfassten Druck
auf einem konstanten Sollwert im Bereich von 0 bis 250 bar ha¨lt, indem sie die dazu er-
forderliche Fo¨rdermenge einstellt. Die Begrenzung auf den Maximalwert des Drucks ist
zusa¨tzlich durch ein auch in Bild 6.7 dargestelltes und fest eingestelltes Druckbegrenzungs-
ventil sichergestellt. Die Peripherie des Aggregates umfasst einen Fu¨llstands- und einen
Temperatursensor fu¨r den Tank, eine Umwa¨lzpumpe mit Wa¨rmetauscher, der an eine zen-
trale Ku¨hlwasserversorgung angeschlossen ist, sowie u¨berwachte O¨lfilter im Ru¨cklauf und
im Umwa¨lzkreis. Die Pumpenregelung sowie die U¨berwachung und Steuerung dieser Pe-
ripherie erfolgen u¨ber eine Anlagensteuerung mit einer SPS, die in einem Schaltschrank
untergebracht ist und u¨ber Bedienelemente auch den manuellen Betrieb der Anlage ermo¨g-
licht. Der Zugriff auf Soll- und Istwert der Pumpendruckregelung sowie die Auswertung
und Steuerung weiterer Betriebsgro¨ßen des Aggregates erfolgen u¨ber eine Kommunikati-
onsverbindung zwischen der Anlagensteuerung und der zentralen Versuchssteuerung.
Die Simulation variabler Lasten erfolgt u¨ber ein analog geregeltes Wegeventil, das wie in
Bild 6.7 mit Verbindungen zwischen A und P sowie B und T versehen ist. In Abha¨ngigkeit
der O¨ffnung des Ventils ergibt sich bei einem Druck von 200 bar ein Volumenstrom, der

























Die MOrEA-Toolbox ist eine am Lehrstuhl fu¨r Regelungssystemtechnik der Technischen
Universita¨t Dortmund entwickelte Matlab-Toolbox zur multikriteriellen Optimierung von
Regelungssystemen mit evolutiona¨ren Algorithmen. Das Bild C.1 zeigt die grafische Benut-
zerschnittstelle als zentrales Element, das Zugriff auf die meisten Funktionen der modular
aufgebauten Software erlaubt. Diese modulare Implementierung ermo¨glicht es, verschiede-
ne selbst entwickelte oder der Literatur entnommene Algorithmen zu realisieren und diese
zu erweitern oder miteinander zu kombinieren.
Die gezeigte Schnittstelle erlaubt die Auswahl von zu verwendenden Software-Modulen fu¨r
alle Komponenten des Algorithmus, deren Parametrierung und die Steuerung und U¨berwa-
chung des Optimierungsprozesses. Aus den in einer Ordnerstruktur verfu¨gbaren Kompo-
nenten wird fu¨r jeden Aspekt der Optimierung eine Auswahl von Optionen erzeugt und dem
Anwender zur Auswahl angeboten. Das einfache und flexible Hinzufu¨gen neuer Optimie-
rungsprobleme, aber auch anderer Operatoren fu¨r zum Beispiel Initialisierung, Mutation,
Rekombination oder Ranking und Selektion wird durch festgelegte Schnittstellen ermo¨g-
licht. Die Konfiguration dieser Operatoren wird u¨ber eine zentrale Datenstruktur verwaltet,
in der alle fu¨r eine Optimierung und das Optimierungsproblem relevanten Informationen
abgelegt sind. In Abschnitt D ist diese Datenstruktur fu¨r die in dieser Arbeit verwendeten
Konfigurationen und Optimierungsprobleme dokumentiert.
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Bild C.1: Grafische Benutzerschnittstelle der Optimierungstoolbox MOrEA
Neben den eigentlichen Optimierungsalgorithmen umfasst MOrEA Methoden und Funk-
tionen zur Optimierung und Bewertung regelungstechnischer Probleme sowie der Anbin-
dung realer Versuche zur HIL-Optimierung. Daru¨ber hinaus bietet die Toolbox zahlreiche
Visualisierungs- und Analysewerkzeuge fu¨r einzelne Lo¨sungen oder Lo¨sungsmengen.
Ein zentrales Werkzeug ist der Pareto-Analyser, der in Bild C.2 dargestellt ist. Dieser bietet
verschiedene Mo¨glichkeiten zur Analyse von Ergebnismengen und erlaubt es dem Anwen-
der, interaktiv einzelne Lo¨sungen auszuwa¨hlen und zu visualisieren und Lo¨sungsmengen
einzugrenzen, zu sortieren, zu vergleichen oder statistisch auszuwerten. Die in dieser Ar-
beit verwendeten Darstellungen von Lo¨sungsmengen (zum Beispiel Bild 4.3, Bild 6.9 oder
Bild 6.17) werden mittels dieser Schnittstelle konfiguriert und erzeugt. Das Analysewerk-
zeug ist elementarer Bestandteil des mit der Optimierung verknu¨pften Entscheidungspro-
zesses und ermo¨glicht es, Ru¨ckschlu¨sse u¨ber die Eignung oder Relevanz von Parameter-
grenzen, Kriterien, Nebenbedingungen oder Strategieparametern zu gewinnen und in die
Optimierung zuru¨ckfließen zu lassen.
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Die MOrEA-Toolbox verwendet zur Definition des zu optimierenden Problems eine Be-
schreibung in Form einer Datenstruktur mit Baumcharakter. Alle relevanten charakterisie-
renden Daten, also Populationsgro¨ßen, Generationen, Parameteranzahl und -grenzen sowie
die Kriterienzahl und mo¨gliche Nebenbedingungen werden hier festgelegt. Die in der Op-
timierung zu verwendenden Operatoren und deren Parameter werden kodiert und daru¨ber
hinaus mo¨gliche problemspezifische Parameter.
Die im Folgenden dokumentierten Konfigurationen sind auf die relevanten Eintra¨ge redu-
ziert und ermo¨glichen es, die gezeigten Ergebnisse mit der MOrEA-Toolbox zu reprodu-
zieren. Die in den jeweiligen Optimierungsexperimenten untersuchten und variierten Pa-
rameter sind mit dem Wert “??
”
versehen. Die konkrete Wahl dieser Parameter ist in den
entsprechenden Abschnitten oder Kapiteln behandelt.
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D.1 PI-Regler (verwendet in Kapitel 5)
opt . eva luat ion . funcName = ’ eval PID Contro l l e r ’ ;
opt . eva luat ion . parNumber = 2 ;
opt . eva luat i on . parRange = [ 0 . 0 0 1 0 . 0 0 1 ; . . .
10 1 0 ] ;
opt . eva luat ion . parNames{1} = ’K p ’ ;
opt . eva luat ion . parNames{2} = ’T v ’ ;
opt . eva luat ion . objNumber = 2 ;
opt . eva luat ion . objNames {1} = ’MO’ ;
opt . eva luat ion . objNames {2} = ’T a ’ ;
opt . eva luat ion . tsample = 0 . 0 2 ;
opt . eva luat i on . numsample = 300;
opt . eva luat i on . PIDsys = t f ( [ 0 0 8 6 6 . 1 3 6 4 3 4 5 0 4 3 4 ] , . . .
[ 1 1070.86155449411 70861 .5544941105 ] , 0 ) ;
opt . s i z e . parents = 20 ;
opt . s i z e . pop = 20 ;
opt . s i z e . e l i t e = 100;
opt . s t r a t egy . i n i tPopu l a t i on = ’ r andom In i t i a l i z a t i on ’ ;
opt . s t r a t egy . mutation = ’NSGAII Mutate ’ ;
opt . s t r a t egy . recom = ’NSGAII SBX ’ ;
opt . s t r a t egy . s e lBase = ’ Plus ’ ;
opt . s t r a t egy . selScheme = ’ NSGAII CrowdingDistance ’ ;
opt . ranking . method = ’ NSGAII Fast Non Dominated Sorting ’ ;
opt . s e t t i n g s . stopCond = ’ F i tne s s Tests ’ ;
opt . s e t t i n g s . stopValue = 2000;
opt . s e t t i n g s . runNumber = 30 ;
opt . system . codeVers ion = 2320;
opt . system . matlabVersion = ’ 7 . 1 2 . 0 . 6 3 5 (R2011a ) ’ ;
%% Va r i i e r t e Parameter
opt . eva luat i on . paramete rno i s eSca l e = ?? ;
opt . eva luat i on . s i g n a l n o i s e S c a l e = ?? ;
opt . eva luat i on . ob j e c t i v e n o i s e S c a l e = ?? ;
opt . eva luat ion . r epeat = ?? ;
opt . eva luat ion . robMethod = ?? ;
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D.2 Multikriterielle Ventilregler-Optimierung (verwen-
det in Kapitel 6)
opt . eva luat ion . funcName = ’ eval BR Venti l ’ ;
opt . eva luat ion . objNumber = 5 ;
opt . eva luat ion . parNumber = 24 ;
opt . eva luat ion . objNames {1} = ’ ISTE90 ’ ;
opt . eva luat ion . objNames {2} = ’Tr ’ ;
opt . eva luat ion . objNames {3} = ’MO GS’ ;
opt . eva luat ion . objNames {4} = ’MO MS’ ;
opt . eva luat ion . objNames {5} = ’MO KS’ ;
opt . eva luat ion . c on s t r a i n t = [NaN 2 NaN; . . .
NaN 0.012 NaN; . . .
NaN 0 .5 NaN; . . .
NaN 0.20000000000000001 NaN; . . .
NaN 2 NaN ] ;
opt . eva luat ion . parRange =
[10 0 0 0 0.0001 0 .5 1 −3 0 0 0 0 0.0001 0 .0001 1 . . .
. . . −3 0 0 .5 2 .220 e−016 15000000 −15000 −45000 −30000 −30000;
50 20 10 10 0 .5 2 3 −1 100 25 20 20 0.200 2 3 −1 . . .
. . . 0 . 5 10 10 30000000 −5000 −30000 −20000 −2.220e−016] ;
opt . eva luat i on . DelayPuf f er = 0 . 0 0 5 ;
opt . eva luat ion . parkPos = −85;
opt . eva luat i on . Wartezeit = 0 . 2 0 0 ;
opt . eva luat ion . sequence =
[90 89 .6 69 80 −85 −84.6 −86.6 −45 −85; . . .
0 .100 0 .030 0 .030 0 .025 0 .100 0 .030 0 .025 0 .035 0 . 0 3 5 ] ;
opt . eva luat ion . t sample = 0 . 0001 ;
opt . eva luat i on . lengthSampData = 6500;
opt . eva luat ion . n r o f s t ep s = 9 ;
opt . eva luat i on . ventilNG = 6 ;
opt . s i z e . parents = 100;
opt . s i z e . pop = 100;
opt . s i z e . e l i t e = 100;
opt . s e t t i n g s . stopCond = ’ Generations ’ ;
opt . s e t t i n g s . stopValue = 50 ;
opt . s t r a t egy . i n i tPopu l a t i on = ’ r andom In i t i a l i z a t i on ’ ;
opt . s t r a t egy . mutation = ’NSGAII Mutate ’ ;
opt . s t r a t egy . recom = ’NSGAII SBX ’ ;
opt . s t r a t egy . s e lBase = ’ Plus ’ ;
opt . s t r a t egy . selScheme = ’ NSGAII CrowdingDistance ’ ;
opt . ranking . method = ’ NSGAII Fast Non Dominated Sorting ’ ;
opt . system . codeVers ion = 2521;
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D.3 Interaktive Ventilregler-Optimierung (verwendet
in Kapiel 6)
opt . eva luat ion . funcName = ’ eval BR Venti l ’ ;
opt . eva luat ion . objNumber = 5 ;
opt . eva luat ion . parNumber = 24 ;
opt . eva luat ion . objNames {1} = ’ ISTE90 ’ ;
opt . eva luat ion . objNames {2} = ’Tr ’ ;
opt . eva luat ion . objNames {3} = ’MO GS’ ;
opt . eva luat ion . objNames {4} = ’MO MS’ ;
opt . eva luat ion . objNames {5} = ’MO KS’ ;
opt . eva luat ion . c on s t r a i n t = [NaN 2 NaN; . . .
NaN 0.012 NaN; . . .
NaN 0 .5 NaN; . . .
NaN 0.20000000000000001 NaN; . . .
NaN 2 NaN ] ;
opt . eva luat ion . parRange =
[10 0 0 0 0.0001 0 .5 1 −3 0 0 0 0 0.0001 0 .0001 1 . . .
. . . −3 0 0 .5 2 .220 e−016 15000000 −15000 −45000 −30000 −30000;
50 20 10 10 0 .5 2 3 −1 100 25 20 20 0.200 2 3 −1 . . .
. . . 0 . 5 10 10 30000000 −5000 −30000 −20000 −2.220e−016] ;
opt . eva luat i on . DelayPuf f er = 0 . 0 0 5 ;
opt . eva luat ion . parkPos = −85;
opt . eva luat i on . Wartezeit = 0 . 2 0 0 ;
opt . eva luat ion . sequence =
[90 89 .6 69 80 −85 −84.6 −86.6 −45 −85; . . .
0 .100 0 .030 0 .030 0 .025 0 .100 0 .030 0 .025 0 .035 0 . 0 3 5 ] ;
opt . eva luat ion . t sample = 0 . 0001 ;
opt . eva luat i on . lengthSampData = 6500;
opt . eva luat ion . n r o f s t ep s = 9 ;
opt . eva luat i on . ventilNG = 6 ;
opt . s i z e . parents = 20 ;
opt . s i z e . pop = 100;
opt . s i z e . e l i t e = 100;
opt . s t r a t egy . i n i tPopu l a t i on = ’ r andom In i t i a l i z a t i on ’ ;
opt . s t r a t egy . mutation = ’NSGAII Mutate ’ ;
opt . s t r a t egy . recom = ’NSGAII SBX ’ ;
opt . s t r a t egy . s e lBase = ’ Plus ’ ;
opt . s t r a t egy . selScheme = ’ Pa i rP r e f e r en c eS e l e c t i on ’ ;
opt . ranking . method = ’ NSGAII Fast Non Dominated Sorting ’ ;
opt . s e t t i n g s . stopCond = ’ Generations ’ ;
opt . s e t t i n g s . stopValue = 50 ;
opt . i n t e r a c t i o n . in t e rRate = 2 ;
opt . i n t e r a c t i o n . MaxClusterNumber = 9 ;
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opt . i n t e r a c t i o n . In i t ia lNumberOfCluster s = 2 ;
opt . i n t e r a c t i o n . MaxDecisionNumber = 1 ;
opt . i n t e r a c t i o n . r ea lUse r = 1 ;
opt . i n t e r a c t i o n .maxDBage = 0 ;
opt . i n t e r a c t i o n . s e l e c tPromis ingCand idate s = 1 ;




0 . 0 9 8 1 9 ] ;
opt . system . codeVers ion = 2518;
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D.4 Optimierung von Benchmark-Funktionen (verwen-
det in Anhang A)
opt . eva luat ion . funcName = ’ eval FON ’ ;
opt . eva luat ion . parNumber = 7 ;
opt . eva luat ion . parRange = [−4 −4 −4 −4 −4 −4 −4; . . .
4 4 4 4 4 4 4 ] ;
opt . eva luat ion . objNumber = 2 ;
opt . eva luat ion . objNames {1} = ’ Kriter ium f1 ’ ;
opt . eva luat ion . objNames {2} = ’ Kriter ium f2 ’ ;
opt . i n t e r a c t i o n . RefPoint =
[ 0 . 3 4 7 0 .266 0 .016 0 .935 0 .734 0 .428 0 .048 0 .865 0 .123 0 . 4 8 9 ; . . .
0 .822 0 .863 0 .958 0 .078 0 .492 0 .776 0 .944 0 .261 0 .919 0 . 7 3 5 ] ;
opt . s i z e . parents = 10 ;
opt . s i z e . pop = 50 ;
opt . s i z e . e l i t e = 100;
opt . s t r a t egy . i n i tPopu l a t i on = ’ r andom In i t i a l i z a t i on ’ ;
opt . s t r a t egy . mutation = ’NSGAII Mutate ’ ;
opt . s t r a t egy . recom = ’NSGAII SBX ’ ;
opt . s t r a t egy . s e lBase = ’ Plus ’ ;
opt . ranking . method = ’ NSGAII Fast Non Dominated Sorting ’ ;
opt . i n t e r a c t i o n . MaxClusterNumber = 9 ;
opt . i n t e r a c t i o n . In i t ia lNumberOfCluster s = 2 ;
opt . i n t e r a c t i o n . r ea lUse r = 0 ;
opt . i n t e r a c t i o n .maxDBage = 0 ;
opt . i n t e r a c t i o n . s e l e c tPromis ingCand idate s = 1 ;
opt . s e t t i n g s . stopCond = ’ F i tne s s Tests ’ ;
opt . s e t t i n g s . stopValue = 5000;
opt . s e t t i n g s . runNumber = 5 ;
opt . system . codeVers ion = 2467;
opt . system . matlabVersion = ’ 7 . 8 . 0 . 3 4 7 (R2009a ) ’ ;
%% Va r i i e r t e Parameter
opt . i n t e r a c t i o n . in t e rRate = ?? ;
opt . i n t e r a c t i o n . MaxDecisionNumber = ?? ;
opt . s t r a t egy . selScheme = ?? ;
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