Abstract. Despite its increasing popularity the widespread adoption of product line engineering is still hampered by a Hack of flexible and extensible approaches that can be tailored to deal with diverse organizational specifics such as architectural styles, languages, or modeling notations. Many existing product line approaches focus on process aspects and provide general-purpose modeling approaches. In this paper we present a flexible and extensible variability modeling approach that can be adapted to domain-specific needs. The approach is supported by the meta-tool DecisionKing. The tool treats variability as a prime modeling concept and supports the domain-specific definition of dependencies between model elements. We demonstrate the feasibility of our approach with two case studies in the areas of industrial automation and service-oriented systems.
Introduction
Conventional single-system software engineering is often insufficient to meet the tight budget and schedule constraints faced by software industry. Companies therefore aim at understanding the relationships between similar products to exploit commonalities regarding marketing, technical, or end-user aspects. Software product line engineering (PLE) is based on creating and managing artifacts and processes such that they can be reused for building different yet related products. It has been shown that PLE can increase productivity, reliability, and quality of software development thereby also reducing cost and time-to-market [3, 4, 14, 17, 22] . This is achieved by modeling techniques for capturing the variability of reusable core assets such as requirements, architecture, code, processes, documents, or models.
While there is a strong consensus on the benefits of PLE, it remains challenging for organizations to identify methods and techniques applicable for their particular context, to adapt these methods and techniques to address the specific needs of their domain, and to integrate them with their current practices, tools, and standards [ 16] . A reason for these problems lies in the inflexibility of existing product line modeling approaches and tools which often do not support the diverse needs of different organizations. A key goal of our research is thus to make our methods and tools as flexible as possible.
Variability modeling is central in PLE to capture commonalities and variability of a product line's core assets. Variability has to be understood and modeled at different levels (e.g., requirements, architecture, or implementation level) and for diverse domain-specific artifacts [7] . The traceability between variation points, i.e., decision points describing possible choices about assets' functions or qualities, and the management of variability mechanisms implementing these points are important aspects. The need for a flexible variability modeling approach becomes evident when considering the heterogeneous languages, modeling notations, or architectural styles used by different organizations. There are two important problems faced by both research and industry [7] : (1) there is a lack of integrated variability modeling approaches that work well with arbitrary and heterogeneous types of assets in the product line; (2) there is a lack of flexible and extensible tools that can be tailored to support a particular organization's needs.
In our ongoing research collaboration with Siemens VAI we are developing an approach addressing these issues. DOPLER (Decision-Oriented Product Line Engineering for effective Reuse) is an approach that works with heterogeneous domain-specific artifacts while being independent of specific architectural styles, languages, or modeling notations. The approach is supported by the meta-tool DecisionKing [7] supporting the identification, design, implementation, and maintenance of a product line's assets. Unlike existing general purpose recta-tools [11, 21, 26] DecisionKing provides support for variability as a first class modeling concept. Furthermore, it adopts a rule engine to master the complexity of dependencies in the models. Organizations can also incorporate company-specific capabilities by exploiting the tool's plug-in architecture.
This paper is organized as follows: We describe our variability modeling approach and show how it allows domain-specific adaptations. We present the metatool DecisionKing [7] and discuss method engineering concepts used in our approach. Two case studies illustrate the benefits and feasibility of our approach in two significantly different domains: (i) Together with Siemens VAI, the world's leader in building plants for the iron, steel, and aluminum industries, we are using DOPLER to model the variability of their automation software for continuous casting in steel plants; (ii) In an ongoing research project [5, 10] we are modeling service variability by complementing the i* modeling language [25] with variability modeling. We conclude the paper with a discussion of related work and an outlook on future work.
Product Line Variability Modeling
Leveraging reuse in PLE relies on documenting tacit knowledge about variability and making it explicit and manageable in models [4] . Variability models cover the product line's problem space (stakeholder needs and desired features) and its solution space (architecture and components of the technical solution). Variability models define a product line's assets with organization-and domain-specific properties and dependencies. They capture different variants of features and solution components and their valid combinations, i.e., the possible variants together with constraints and dependencies. Variability models also document fundamental system-wide decisions for the configuration and derivation of a product [8] and the rationale for these decisions.
DOPLER can deal with diverse product line assets and allows arbitrary dependency links between the assets. It relates the assets with decisions for product derivation and customization. The approach is based on a generic variability metamodel ( Fig. 2 ) which has to be extended and adapted to organizational needs. The meta-modei does not encompass every modeling element that may be relevant in certain organizations. It defines just the basic concepts to be modeled on a higher level of abstraction. Unlike a general-purpose meta-model, our approach treats variability as a prime concept by modeling decisions. Fig. 1 [7] .
(1) Domain Modeling. Managing different kinds of assets in a PL relies on the precise definition of their specific characteristics in a domain-specific meta-model. Building such a model requires knowledge about the domain and the organization's settings and specifics. The meta-model defines the types of assets to be included in the product line (e.g., Components, Services, Documents, Properties, etc.) and the possible relationships between the different asset types.
(2) Asset
Modeling. An asset model is created on the basis of a domain-specific meta-model and describes the concrete reusable elements in a product line and dependencies among them. Asset models can often be created semi-automatically if product line development does not start from scratch and core assets already exist. For example, call dependencies defined in existing system configuration files can be utilized to automatically derive requires dependencies among software components that reflect the underlying technical restrictions (cf. Section 5.1). Modeling these dependencies is essential for later product derivation.
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(3) Decision Modeling: Variability stemming from technical or marketing considerations is expressed using decisions to be taken when deriving products from the product line [19] . Decision models link external variability (visible to customers, sales people, or marketing staff) with internal variability (visible to engineers). A decision model is a graph where the nodes represent decisions and the edges represent relationships between them. Decisions are variables which can have special dependencies to other variables. These dependencies are expressed using a rule language. Decisions are presented to decision-takers in the form of questions. Validity conditions restrict the range of possible values. In order to link assets and decisions, assets specify an inclusion condition which has to be satisfied for a particular asset to be included in the final product. This expression can be composed of arbitrary decisions. Decisions and inclusion conditions also establish trace links between user demands and assets [8] . Decision models reduce modeling complexity as they represent variability at a higher level of abstraction. For instance, variability mechanism in the asset base can be changed without having to change the variation points of the system. Experience also shows that fewer decisions are necessary to reach the desired variability than adding variability specifications to all assets [8] .
The core meta-model ( Fig. 2 ) currently supports hierarchical dependencies specifying how the decisions are organized and logical dependencies specifying the known consequences of taking decisions:
Hierarchical dependencies are Boolean expressions that specify when a particular decision is visible to the user. For example, the user needs to decide if an archiving feature is required before taking more specific decisions on the type of database used for archiving. Considering the example in Fig. 3 , this kind of relationship is modeled between the decision DeburrerPredecessor and Deburrer. The decision DeburrerPredecessor is visible to the user only if the value of decision Deburrer is true.
Logical dependencies specify actions that need to be executed after a decision has been taken. Typically, these are business rules that need to be checked (before and) after a decision is taken. In the example presented in Fig. 3 
Adopting Method Engineering Concepts
Method Engineering offers important concepts for achieving a higher level of flexibility: (i) Meta-models have proven to be useful to identify and describe the concepts of a generic method, (ii) Generic methods can be adapted to the actual situation of a project using concepts of Situational Method Engineering (SME) [15] , and (iii) Meta-tools provide a automated support for such adaptations. Our approach is based on these concepts: we provide a generic meta-model, which has to be adapted to domain-specific needs. We also offer tool support through adaptations of our meta-tool DecisionKing.
Meta-model adaptation and evolution. Every domain has its own concepts, dependencies, and rules. These characteristics are defined by a meta-model specifying the attributes, dependencies, syntax, and semantics of these concepts. A meta-model defines the "language" in which domain models can be expressed and from which tools for writing domain models can be generated. While the meta-model is specified by method experts, the models are developed by domain experts using the generated domain-modeling tools. For example, in our approach the core metamodel (Fig. 2) is refined using new asset types together with attributes and relationships among them to support domain-specific concepts. The behavior of model elements is defined by semantic classes, i.e., model element interpreters and dependency resolvers for relationships between the assets.
Meta-models can change just like other models. Variability modeling tools and techniques must be adaptable to provide an effective model-driven development cycle. We allow domain evolution via updates to the meta-model [20] thereby also adapting the variability modeling tool. This allows us to react to changing requirements of the problem domain. For instance, the introduction of new asset types as well as the modification of existing assets requires techniques for schema evolution of already existing models, automatic adaptation of tools, and methods for checking the semantic consistency of the evolved models. The evolution of the rectamodel is of particular interest when introducing a new product line. In order to master the complexity, one can begin with a relatively simple meta-model which is extended as the product line evolves.
Meta-tools and tool extensions. Meta-tools are needed to benefit from the flexibility offered by meta-modeling and meta-model evolution. Such meta-tools allow the generation of specific tools for a target environment. Recent developments in the area of software tools such as the Eclipse platform allow the development of extensible meta-tools that can be augmented with domain-specific capabilities. For instance, the plug-in approach supports a compact core that can be extended with plug-in components tailored to the users' needs to improve focus and reduce clutter by providing a customized user environment [24] . In DOPLER we used a plug-in approach to incorporate a domain-specific rule language, an off-the-shelf rule engine, a model visualization system, and domain-specific tools for semi-automatically creating initial decision models from existing assets.
DecisionKing" A Meta-Tool for Variability Modeling
DecisionKing can be configured to support domain-specific variability modeling with domain meta-models specifying relevant characteristics of the application domain. DecisionKing distinguishes itself from more general-purpose recta-tools like MetaEdit+ [21] or Pounamu [11, 26] by treating variability as a primary modeling concept. Also, the dependencies among model elements are not just plain trace links as they are interpreted using a rule engine. The plug-in-based architecture of the tool makes it flexible and extensible to domain-specific adaptations (cf. Fig. 4 ). The result of adapting DecisionKing for a particular organization is a domain-specific variability model editor for domain-specific assets. Implementing tool-extensions allows a tight integration of this editor with current practices, standards, and existing tools of the organization. Fig. 4 shows an overview of the DecisionKing's capabilities for domain-specific adaptations:
Meta-model editor. An editor allows the creation of domain-specific metamodels by specifying domain-specific asset types (e.g., components, services, data, code, settings, documents, component descriptions), their attributes (e.g., description, URL, cost), and dependencies (e.g., component requires component). Domainspecific behavior can be added to model elements and relationships by providing model element interpreters and dependency resolvers as domain-specific plug-ins. The meta-model adaptation framework (cfi Fig. 4 ) adjusts the variability modeling editor according to the domain-specific recta-model.
Domain-specific tool extensions and plug-ins. The DecisionKing customization framework supports two types of extensions:
(i) We provide extension points for adapting the functionality of the tool. Default implementations of these capabilities can easily be replaced with domain-specific plug-ins without having to touching the tool's implementation. We have created default plug-ins of a rule language, a constraint editor, a rule engine, and a model visualizer. For example, one can provide a model viewer with domain-specific graphical layouts and symbols. Another example is the rule specification language needed to model dependencies among decisions. The language used for this purpose and choice of technology depends highly on the domain and current practices of the organization. We have experimented with different domain-specific languages for rule specification, using JBOSS ~ Rules as the rule engine. We have also tried JESS 2, where we modeled our decisions as facts of an expert shell.
(ii) A generic extension point is provided in the form of a model API which allows arbitrary tools to manipulate, use, or create models. This API has for instance been useful to develop model importers, which analyze the existing asset base to semi-automatically create asset models. The integration of existing domain-specific tools is another important aspect. 
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Case Studies
To demonstrate the feasibility of our approach, we present two case studies from two different contexts. The goal of the case studies was to validate the generic metamodel and to gain experience with method engineering concepts (cf. Section 3) in practical settings. The case studies were also instrumental to demonstrate the usefulness and usability of our tools in different contexts. We describe the meta-I http://www.jboss.com/products/rules 2 http://herzberg.ca.sandia.gov/jess/ model adaptations and domain-specific extensions of our tools developed for the case study contexts, as well as key experiences gained.
Case study 1" Industrial automation
Siemens VAP is the world's leading engineering and plant-building company for the iron, steel, and aluminum industries. In an ongoing research project, we are modeling the variability of their software product line for process automation, optimization, supervision, and material tracking of continuous casting in steel plants. for the relationship requires adds all components required by a certain component as soon as the parent is added to the final system (i.e., by taking a decision during product derivation), information about the deployment structure of the system is modeled using the relationship contributesTo (e.g., a component contributes to the sub-system it belongs to).
Domain-specific extensions and plug-ins.
We developed a tree-based graphical viewer for Siemens VAI variability models based on GEF viewers 5 which is seamlessly integrated in the modeling environment of DecisionKing. In order to represent the relationships between the decisions needed to derive a product, we have implemented a default rule language with Java-like syntax that includes a simple interpreter as part of the rule engine. As already mentioned, Siemens VAI's software components are described using Spring XML. To expedite the modeling process and to ensure consistency of the models with the technical solution we developed a model importer extension capable of analyzing existing component descriptions and creating an initial asset model based on these descriptions. This model importer extension is also capable of suggesting decisions if two Spring XML describe two different implementations of the same interface. The user can decide whether to contribute the decision to the decision model.
Experiences. Despite its simplicity, the meta modeling core provided a good match to describe the variability for the different asset types. A key to accelerate the modeling process are automatic importers. Support for domain evolution turned out to be essential because the characteristics of the problem domain needed to stabilize in the initial stages of product line adoption. We were able to adapt our modeling paradigm to these often-changing requirements. The concepts of domain evolution are important for organizations introducing product lines. It allows them to start with a simple domain-model and adapting it over time as new modeling aspects are needed (cf. Section 4).
Case study 2" Multi-Stakeholder distributed Systems
Multi-stakeholder distributed systems (MSDS) are distributed systems in which subsets of the nodes are designed, owned, or operated by distinct stakeholders [12] . MSDS are quickly gaining importance in today's networked world as, e.g., shown in the field of service-oriented computing. We have been using the i* language [25] to model a service-oriented multi-stakeholder distributed system in the travel domain to validate the usefulness of i* for that purpose. A major goal of the project was to enhance i* with capabilities for variability modeling in the context of our MSDS framework [5] .
Meta-model adaptation. We identified four asset types in our framework relevant to variability modeling: goals, service types, services, and service instances.
The element Goal in DecisionKing's meta-model maps to the element "actor goal" in i*. Different Service types contribute to fulfilling these goals. Available services realizing a service type are modeled as a Service. Finally, available runtime implementations of services can be modeled as Service instances. We also identified two kinds of relationships between the assets: A requires relationship is used whenever the selection of a service leads to the selection of another service. This can be the result of logical dependencies between goals, conceptual relationships between service types, relationships between services, or functional dependencies between service instances. The contributes To relationship is used to capture structural dependencies between assets of different levels. Service instances for example contribute to services. Services contribute to service types which themselves contribute to goals. It is however also possible that a goal is split up into sub-goals. Such compositional relationships between goals can also be modeled using the eontributes To relationship. 
Domain-specific extensions and plug-ins. The dependencies among decisions
were expressed using a domain-specific language; the rules were transformed to JBOSS rules using a rule-converter. We use the JBOSS rule engine to evaluate the dependencies among decisions and the inclusion conditions between assets and decisions (cf. Section 2). We have not yet implemented a specific visualization for service-oriented variability models. The model can however be visualized using the default model viewer. We will develop a connector to tools for the i* modeling approach, e.g., the REDEPEND tool [9] that is capable of storing i* models in XML.
Experiences. The use of DecisionKing in the project confirmed the need for a general-purpose model API that allows arbitrary external tools to update and query the variability model. This capability will a]low us to use DecisionKing as one component in our framework for service monitoring and adaptation. We are planning to utilize variability models to support the controlled runtime adaptation of service-oriented systems, e.g., by replacing a malfunctioning service with a similar service specified in the variability model.
Related Work
We focus the discussion of related work on variability modeling approaches and tools, meta-tools, and plug-in frameworks.
Variability modeling approaches and tools. Many variability modeling approaches have been proposed. Our work was strongly influenced by the work of John and Schmid [19] who presented an approach for orthogonal variability modeling and management across different stages of the software development lifecycle. Similar to their approach we also use decision models for describing the variation of products in a product line. Bachmann et al. [1] have described an approach for representing variability in a uniform way separated from the representation of concrete assets. Their view on variability is similar to our approach. Berg et al. [2] emphasize on the importance of mapping variability between the problem and solution space, an aspect we also address with our approach. Numerous commercial and research tools for variability modeling and management have been developed, for example: Pure: :variants [18] by pure-systems GmbH is a variant and variability management tool for managing software product lines based on feature models and family models. Feature models describe the variability whereas asset modeling is supported by family models describing the software in terms of architectural elements. The family model is extensible; however no specialization hierarchy for the model elements is supported. No explicit support is provided to model domain-specific asset types such as hardware resources, data models, development process guidance, libraries, etc. Gears [ 13] by Big Lever Software Inc. is a development environment for maintaining product family artifacts and variability models. Variability is handled at the level of files and captured in terms of features, product family artifacts, and defined products that can be derived from the variability model. The tool supports the identification of common and variable source code files. Our approach differs form this because we treat all assets as model elements and don't deal with them at file level.
Meta-Tools. Meta-tools can be seen as generators for domain-specific tools. Examples for Meta-tools are MetaEdit+ [21] and Pounamu [11, 26] . MetaEdit+ [21] is a tool for designing a modeling language, its concepts, rules, notations, and generators. The language definition is stored as a meta-model in the MetaEdit+ repository. MetaEdit+ follows the given modeling language definition and automatically provides full modeling tool functionality like diagramming editors, browsers, generators, or multi-user support. Pounamu [26] is a meta-tool for the specification and generation of multiple-view visual tools. The tool permits rapid specification of visual notational elements, the tool information model, visual editors, the relationships between notational and model elements, and behavior. Tools are generated on the fly and can be used for modeling immediately. Changes to the meta-tool specification are immediately reflected in tool instances. Typically meta-tools provide support for their target domain environments but are restricted in their flexibility and integration capabilities with other tools [23] . They do not treat variability as a prime modeling concept, which hampers their use for product line modeling.
Plug-in frameworks. Plug-in concepts are widely used in modem development platforms. DecisionKing is an Eclipse 6 Rich Client Application based on the Eclipse plug-in platform [24] . it uses the platform's plug-in mechanisms to define extension points allowing the integration of different domain-specific plug-ins.
Conclusions and FurtherWork
In this paper we described the DOPLER approach which adopts method engineering concepts supporting the creation of domain-specific variability modeling tools. We presented DecisionKing, a rneta-tool that can easily be tailored to a particular organization's needs by refining its core meta-model and exploiting its plug-in architecture. DOPLER provides tools for the creation and management of the models. The approach does not assume any particular approach to software product line engineering beyond the basic tenets implied by the definition of a software product line. We showed the adaptability of the approach using two case studies in different domains. It is noteworthy mentioning that an automated approach is only as good as the model underlying the approach. Meta-model evolution capabilities allow us to start with a small language first that can be extended in the project after the team has gained some experience and confidence.
We are currently working on the following issues and will report about them in the future:
Use of variability models to support runtime adaptation of systems. We are currently adapting DecisionKing to the domain of ERP systems. We are developing plug-ins allowing to adapt an ERP system at runtime based on variability models.
Validation of the model evolution capability. Our model evolution framework is a great help in coping with changing architectures and implementations of a product line under development. We are currently refining and evolving the variability models for Siemens VAI to further validate our capabilities for model evolution and meta-model evolution.
Improvement of generic visualization support.
We intend to make the current model visualization more generic. The graphical representation of a model has to be changed for different domains because of domain-specific symbols and layouts. This enables the use of symbols and layouts which stakeholders of the domain already know and understand. In particular, we are interested in using graphical ways to specify variability to overcome shortcomings of a purely text-based approach.
