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Abstract. A stochastic mode reduction strategy is applied to multiscale models with a de-
terministic energy-conserving fast sub-system. Specifically, we consider situations where the slow
variables are driven stochastically and interact with the fast sub-system in an energy-conserving
fashion. Since the stochastic terms only affect the slow variables, the fast-subsystem evolves deter-
ministically on a sphere of constant energy. However, in the full model the radius of the sphere slowly
changes due to the coupling between the slow and fast dynamics. Therefore, the energy of the fast
sub-system becomes an additional hidden slow variable that must be accounted for in order to apply
the stochastic mode reduction technique to systems of this type.
1. Introduction
The derivation of reduced models for various complex high-dimensional systems
has been an active area of research for many decades, and it has recently received
increased attention with particular emphasis on practical applications. For example,
a stochastic mode reduction strategy was proposed in the context of atmospheric
applications in [10, 12]. This strategy has been successfully applied to several pro-
totype problems [11, 9, 1], and it also has been applied to more realistic geophysical
examples [5, 4]. The technique builds on the idea of adiabatic elimination of fast vari-
ables in multiscale stochastic systems [7, 6, 8, 16] and assumes the existence of scale
separation between the (low-dimensional) slow and (high-dimensional) fast variables.
In the context of atmospheric applications, it is plausible to consider systems where
the fast variables are driven stochastically and interact with the slow dynamics in
an energy-conserving fashion. Since then, this technique has been extended to purely
deterministic conservative systems with a chaotic deterministic heat bath constituting
the fast variables [13, 14].
In this paper we present a mathematical formalism which extends the stochastic
mode reduction to systems where the fast sub-system is deterministic and energy-
conservative, but the slow variables can evolve in a stochastic or chaotic fashion.
Therefore, unlike in [13], the total energy of the system is not conserved and the
interactions of the slow variables with the fast bath affect the total energy of the
fast sub-system. The most striking examples of such models are coupled parabolic-
hyperbolic systems where the hyperbolic part plays the role of the fast sub-system.
Such models arise, for example, in thermo-elasticity [18, 19, 3] and thermo-visco-
elasticity [17, 2, 15], where they can be viewed as simplified versions of the true
fluid-structure interaction models: the hyperbolic and the parabolic parts describe
the fast-moving waves and the temperature in the domain, respectively.
Applications of the stochastic mode reduction strategy typically require under-
standing the statistical behavior of the fast sub-system. Often, a mixed analytical-
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computational approach can be employed to evaluate the statistical behavior of the
fast conservative sub-system on a shell of constant energy. However, since the en-
ergy of the fast sub-system is changing in time through the interactions with the
slow modes, it is necessary to explicitly introduce the energy of the fast sub-system
as an additional hidden slow variable in order to extend the stochastic mode reduc-
tion strategy to models described in the previous paragraph. We demonstrate that
a closed-form stochastic differential equation for the evolution of the slow dynamics
(including energy) can be derived and the coefficients in this equation can be evalu-
ated from a single numerical simulation of the fast-sub-system on an (arbitrary) shell
of constant energy. Here we illustrate our approach on a simple prototype model –
more realistic examples will be considered in subsequent papers. In particular, we
consider an extended triad model which elucidates analytical and numerical issues of
the stochastic-mode reduction for systems with deterministic conservative heat bath.
2. Prototype Triad Model
To illustrate our approach we consider a prototype extended triad model
x˙=
1
ε
n∑
j,k=1
Axyy1jk yjyk−γx+σW˙ ,
y˙j =
1
ε
n∑
k=1
Ayxyj1kxyk+
1
ε2
n∑
i,k=1
Byyyjik yiyk,
(2.1)
where x is the slow variable, yj , j= 1,. ..,n are the fast variables, n is the total number
of fast variables, and Axyy1jk , A
yxy
j1k , B
yyy
jik are interaction coefficients obeying the energy-
conserving relationships
Axyy1jk +A
yxy
j1k +A
yxy
k1j = 0, (2.2)
Byyyjik +B
yyy
ikj +B
yyy
kji = 0. (2.3)
The fast variables are determined by the ε2 timescale in the equation (2.1) and the
virtual fast sub-system becomes
y˙j =
n∑
i,k=1
Byyyjik yiyk. (2.4)
Condition (2.3) is essential for the formalism presented below. It ensures that the
virtual fast sub-system in (2.4) is energy conservative which guarnatees the existence
of an invariant measure for this sub-system. The existence and uniqueness of this
invariant measure is a necessary condition for the applicability of the approach pre-
sented in this paper. Condition (2.2), on the other hand, ensures that the energy is
conserved by the interactions between the slow variable and the fast modes and, thus,
(2.2) guarantees the existence of the invariant measure for the full model in (2.1).
We stress that we made this assumption for simplicity: the existence of an invariant
mesaure for the full system (2.1) is not necessary for our approach, and the formalism
presented here is also potentially applicable to systems where the interaction between
the slow variables and the fast sub-system is not energy-conservative.
One can attempt to apply the stochastic mode reduction strategy to the model in
(2.1) directly. In the stochastic mode reduction procedure one needs to consider the
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behavior of the fast-subsystem (2.4) and certain statistical properties of y-variables
(e.g. correlations functions) typically enter as coefficients into the reduced model.
The behavior of the fast-subsystem depends drastically on the energy level, but the
energy in the fast modes changes in time due to the interaction with the slow variables.
Therefore, it is necessary to consider the energy of the fast sub-system
E=
n∑
k=1
y2k (2.5)
as an additional slow variable to explicitly keep track of the changes in the statistical
behavior of y-variables. The extended multiscale triad model becomes
x˙=
1
ε
n∑
j,k=1
Axyy1jk yjyk−γx+σW˙ ,
E˙=−21
ε
n∑
j,k=1
Axyy1jkxyjyk,
y˙j =
1
ε
n∑
k=1
Ayxyj1kxyk+
1
ε2
n∑
i,k=1
Byyyjik yiyk,
(2.6)
where we used the property (2.2) to simplify the equation for the energy.
2.1. Stationary Distribution of the Triad Model
The stationary distribution of the generalized triad model (2.6) can be com-
puted explicitly for any ε and it is easy to show that the stationary distribution
for x,y1,. ..,yn is a product of Gaussian distributions with mean zero and identical
variances σ2/(2γ). In particular, the stationary distribution does not depend on the
parameter ε.
The Fokker-Planck equation for the invariant density ρ=ρ(x,y1,..,yn) for
x,y1,. ..,yn in (2.6) can be written as
0 =
(
A0+
1
ε
A1+
1
ε2
A2
)
ρ
where
A0 =γ∂xx+
σ2
2
∂xx,
A1 =−
∑
j,k
Axyy1jk yjyk∂x−
∑
j,k
Ayxyj1kx∂yjyk,
A2 =−
∑
i,j,k
Byyyjik ∂yjyiyk.
The differential operator A0 annihilates the Gaussian density
ρx(x) =
√
2γ√
2piσ
exp
(
− γ
σ2
x2
)
. (2.7)
Operators A1 and A2 annihilate separately any function of the full energy x
2+E with
E in (2.5) due to the conservation of energy properties in (2.2) and (2.3). Therefore,
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they also annihilate the function
ρ=
( √
2γ√
2piσ
)n+1
exp
− γ
σ2
x2+∑
j
y2j
 .
Thus, the invariant measure for x, y1,. ..,yn in (2.6) is a product measure with
x,y1,. ..,yn∼N
(
0,
σ2
2γ
)
.
The stationary distribution for the energy E in (2.5) can be easily derived since the
joint stationary distribution of fast variables is a product of Gaussian densities and,
therefore, the stationary distribution for E is a χ-squared distribution
ρE(s) =Cs
(n−2)/2e−
sγ
σ2 . (2.8)
The joint stationary distribution for the slow variables x and E is a product density
of the corresponding marginal densities in (2.7) and (2.8).
2.2. Limit of Full Model as ε→0
Derivation of the reduced model for x in E in (2.6) proceeds in a typical fashion.
The Kolmogorov backward equation associated with (2.6) for a scalar function u=
u(t,x,E,y1,. ..,yn) is given by
∂tu=L0u+
1

L1u+
1
2
L2u, (2.9)
where the operators above are
L0 =−γx∂x+ σ
2
2
∂xx,
L1 =
∑
j,k
Axyy1jk yjyk∂x+
∑
j,k
Ayxyj1kxyk∂yj −2
∑
j,k
Axyy1jkxyjyk∂E ,
L2 =
∑
i,j,k
Byyyjik yiyk∂yj .
Next, we introduce the projection operator
P ·=
∫
·dµ(~y|E),
where dµ(~y|E) is the invariant measure of the fast sub-system (2.4). The energy of
the fast sub-system does not change in time and, thus, the measure dµ(~y|E) is con-
centrated on the sphere of constant energy. In the absence of additional information,
we assume that the measure dµ(~y|E) is the uniform measure on the sphere, i.e.
dµ(~y|E) =S−1n E1−n/2δ(E−
∑
y2j )d~y, (2.10)
where n is the total number of fast variables, E is the fixed energy in the fast subsys-
tem, S−1n E
1−n/2 is the normalizing factor such that Sn does not depend on E, and
δ(·) is the Dirac delta function.
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Considering the expansion
u=u0+εu1+ε
2u2
and collecting powers of ε we obtain
O(−2) :L2u0 = 0,
O(−1) :L2u1 =−L1u0, (2.11)
O(1) :L2u2 =∂tu0−L0u0−L1u1.
The first equation implies that u0 =u0(x,E,t) and is independent of the fast variables
y1,..,yn since L2 involves differentiation with respect to only y variables. Applying P
to the second equation in (2.11) we obtain the compatibility condition PL1 = 0 (since
P is the projection with respect to the invariant measure of the fast subsystem and,
thus PL2 =L2P= 0). The second equation in (2.11) implies that
u1 =−L−12 L1u0. (2.12)
Finally, substituting (2.12) into the third equation and applying P to both sides
we obtain the reduced (homogenized) equation for u0
∂tu0 =L0u0+Lu0, (2.13)
where L is the reduced operator given by
L=−PL1L−12 L1P. (2.14)
Note, that the stochastic terms in the equation for x which are not affected by the fast
sub-system are simply “carried through” by the mode reduction procedure, i.e. the
reduced backward equation involves the term L0u0, where operator L0 corresponds
to the terms without ε in the equation for x. Derivation of the reduced operator
proceeds in a formal fashion by manipulating the summations in the expression (2.14)
and formally expressing the action of L−12 . Details of the derivation are presented in
appendix A.
The compatibility condition PL1 = 0 implies the following conditions on the sta-
tionary first and second moments of the y-variables in the statistical behavior of the
fast sub-system (2.4)
Eµyj = 0, Eµyjyk = 0 for j 6=k. (2.15)
The first condition is quite plausible, it simply implies the symmetry of the distribu-
tion. The second condition is not obvious. While the the stationary second mixed
moment Eyjyk is zero in the full model, the requirement in (2.15) is for the dynamics
of the deterministic fast sub-system. Therefore, the conditions in (2.15) need to be
verified numerically in the simulations of the fast sub-system on a shell of constant
energy.
The backward reduced operator can be computed explicitly and after substituting
the action of L−12 and some formal manipulations it becomes
L=−E
1/2
n3/2
M
(
(n+1)x∂x+2E∂E−2x2(n+1)∂E
)
+
E3/2
n3/2
M
(
∂xx−2x∂xE−2x∂Ex+4x2∂EE
)
, (2.16)
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where n is the number of fast variables and M is a numerical constant describing
some bulk statistical properties of the fast sub-system. In particular, M is the area
under the fourth-order two-point moment of the fast sub-system (2.4) computed on
the energy level E=n
M =
∑
jkj′k′
Axyy1jkA
xyy
1j′k′
∞∫
0
∫
yjykyj′(τ)yk′(τ)dµ(~y|E=n)dτ. (2.17)
The numerical constant M cannot be deduced analytically and has to be computed
numerically. Nevertheless, this computation needs to be done only once using time-
averaging in the simulations of the fast sub-system. Moreover, the fast sub-system
alone is not a multiscale system and, thus, can be simulated rather easily.
The effective SDE corresponding to the reduced operator (2.16) is
dx=−γxdt−(n+1)MxE
1/2
n3/2
dt+σdW1+
√
2M
(
E
n
)3/4
dW2,
(2.18)
dE=−2M
(
E
n
)3/2
dt+2(n+1)Mx2
E1/2
n3/2
dt−2
√
2Mx
(
E
n
)3/4
dW2.
3. Numerical Simulations
To illustrate the mode reduction approach we choose parameters of the full model
(2.1) as
γ= 1, σ= 2.236, n= dim(~y) = 10. (3.1)
The interaction coefficients are given in Tables B.1 and B.2 in appendix B. The cor-
responding number of triads in the full model is
Number of xyy triads = 10, Number of yyy triads = 19.
We use an analog of the split-step method to integrate the full model (2.1). In
particular, due to the multiscale nature of the full model, the time-stepping for the de-
terministic part of the full model requires a relatively high order discretization formula
in order to correctly represent the energy transfer between x and y-variables during
a single time-step. We observed empirically that the full model is rather sensitive
to the deterministic integrator; thus, we use a RK5 formula to integrate numerically
the deterministic part of the system (2.1). Next, we use Euler discretization to add a
Gaussian random variable which approximates ∆W . The overall (stochastic) scheme
is of order ∆t, but the energy transfer in this numerical scheme is represented much
more accurately. This turns out to be essential. Indeed we observed empirically that
numerical simulations of the full system with the low-order deterministic discretiza-
tion (Euler and RK2) produce severe discrepancies with analytical predictions (e.g.
the stationary distribution of the energy variable given by (2.8)). Both RK4 and RK5
discretizations of the deterministic terms produce similar results in this case, and we
use a higher-order method to ensure the robustness of numerical results.
We compute the statistical properties of the slow variable, x, as well as the statis-
tics of E, since E enters explicitly into the reduced model and stationary statistics of
both variables should be used as a criteria for the comparison between the full model
and the reduced dynamics.
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We use time-averaging combined with Monte-Carlo approach to accelerate com-
putations of the full model in (2.6). In particular, we perform 10 independent runs
with different initial conditions of the full model with T = 40,000 for time-averaging
in each run and then average over these 10 realizations. We use the time-step
∆t= 10−4, 2.5×10−5, 2×10−5, 10−6 for ε= 1, 0.5, 0.25, 0.1, respectively.
The reduced model is integrated using the same method with the RK5 determin-
istic integrator and Euler discretization for the noise. Compared to the full model,
the reduced system is not as sensitive to the choice of the discrete scheme for the
deterministic terms. In particular, the numerical results with the RK2 and RK5 dis-
cretizations are very similar. However, a much smaller time-step is required for the
numerical scheme with the Euler discretization (i.e. the stochastic Euler-Maruyama
scheme) to produce accurate results. We also perform a hybrid approach combin-
ing time-averaging and Monte-Carlo simulations to compute the stationary statistical
properties of the reduced model. We run K= 10 trajectories each with T = 100,000,
∆t= 10−5, and different initial conditions, and then take the average of statistical
quantities. The coefficient M in the reduced model (2.18) computed from the fast
subsystem numerically is
M = 1.2759.
First, we examine the scale separation between the slow and the fast variables in
the full model (2.1). Comparison of correlation functions of the slow variables and a
few fast modes for ε= 1 is presented in Figure 3.1. The corresponding correlation times
for ε= 1 are presented in Table 3. Correlation times are computed as the inverse of the
area under the graph of the normalized correlation function. This simulation shows
that there is a group of y-variables with time-scales comparable to the time-scale of x.
Therefore, we can conclude that there is no time-scale separation between the x and y-
variables for ε= 1. However, we also observe that E is much slower than x. Moreover,
Table 3 demostrates that the scale separation between the slow variables (x,E) and
fast y-variables increases as ε→0. Therefore, although we expect that the stochastic
mode reduction will perform quite well in the limit ε→0, the agreement with the
numerical results for ε= 1 is not guaranteed. In addition, Figure 3.1 also demonstrates
the necessity to include the energy E in the reduced description. The energy E≡E(t)
acts as a hidden stochastic variable which is essential for the derivation of the reduced
model; Figure 3.1 indicates that it is not possible, for instance, to average the reduced
model (2.18) with respect to the stationary distribution for E, since E is much slower
than x.
Next, we examine the behavior of the full model as ε→0 numerically. In partic-
ular, we consider four values of ε
ε= 1, 0.5, 0.25, 0.1
and perform simulations to illustrate changes in the statistical behavior of the full
model as ε→0. The stationary density for x and E agrees very well with the analytical
predictions in (2.7), (2.8) for any ε and we only depict the stationary correlation
functions for x and E in Figures 3.2 and 3.3, respectively. The stationary correlation
function for a stochastic variable z(t) is given by
CFz(τ) =Ez(t)z(t+τ)−(Ez)2
and we normalize correlation functions by the variance, so that CF (0) = 1. Numerical
simulations show that correlation functions of both, x and E, change only slightly
7
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Fig. 3.1. Normalized correlation functions CFx, CFE and CFy2 and CFy7 ; modes y2 and
y7 are among the slowest y-variables and their correlation functions illustrate the absence of scale
separation for ε= 1.
as ε→0. Therefore, we expect that the stochastic mode reduction will be in a good
agreement with the full model even for ε= 1.
As a final step, we compare the equilibrium statistical behavior of the full and
reduced models to validate the performance of the stochastic mode reduction. As
expected, the marginal densities of x and E agree quite well in all simulations. Here
we present only the numerical results for the marginal density of E, the marginal
densities for x computed numerically completely overlap with each other and agree
perfectly with the analytical prediction in (2.7). Comparison of the marginal density
E is presented in Figure 3.4.
Comparison of the two-point statistical quantities is a much more severe test for
the mode-reduction since the mode reduction does not, in general, preserves the time-
scales of the slow variables and the two-point statistics for the full and reduced models
can fail to agree due to the insufficient scale separation or invalidity of the underlying
assumptions (e.g. ergodicity, uniform distribution on the sphere, etc.).
Since the two-point statistical quantities cannot be computed analytically, we
compare the results of numerical simulations of the full model for ε= 0.25, 0.1 and
the reduced model. Comparison of the correlation functions for x and E is presented
in Figure 3.5. Correlation functions for both, x and E in the simulations of the
full model agree very well with the numerical results from the reduced model. This
demonstrates the validity of the mode reduction procedure in the setup considered in
this paper, i.e. when it is necessary to consider the energy of the fast sub-system as
8
Variable CT ε= 1 CT ε= 0.5 CT ε= 0.25 CT ε= 0.1
x 0.3395 0.3433 0.3324 0.3258
E 8.0605 7.7616 7.336 7.218
y1 0.2395 0.0645 0.0177 0.0052
y2 0.3239 0.0828 0.022 0.006
y3 0.3148 0.088 0.025 0.0063
y4 0.1460 0.0403 0.0125 0.0045
y5 0.1706 0.0461 0.0131 0.0046
y6 0.0713 0.0209 0.0068 0.0041
y7 0.4910 0.1255 0.0039 0.0076
y8 0.0570 0.0156 0.0056 0.0041
y9 0.3383 0.0876 0.0244 0.006
y10 0.1126 0.0305 0.0094 0.0041
Table 3.1. Correlation Time (CT) in the simulations of the full model with different values of ε.
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Fig. 3.2. Normalized correlation function of x in the full model (2.1) for ε= 1, 0.5, 0.25, 0.1.
an additional slow variable.
It is also important to compare higher-order statistical quantities to analyze the
non-Gaussian behavior of the system. Since the equilibrium distribution of x is Gaus-
sian and the correlation function exhibits exponential decay, one can be easily deceived
to believe that a linear Ornstein-Uhlenbeck model would be sufficient to accurately
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Fig. 3.3. Normalized correlation function of E in that full model (2.1) for ε= 1, 0.5, 0.25, 0.1.
reproduce the statistical behavior of x. To illustrate the importance of the functional
form of the reduced model in (2.18), we compare the behavior of the fourth-order
two-point moment
Kz(τ) =
Ez2(t+τ)z2(t)
(Ez2)2+2(Ez(t)z(t+τ))2
(3.2)
in Figure 3.6. For Gaussian processes Kz(τ)≡1 for all lags τ . Therefore, Kx(τ) and
KE(τ) measure the non-Gaussian features of the corresponding stochastic processes.
Kx(τ) in the left part of Figure 3.6 demonstrates the non-Gaussian feature of the
stochastic variable x(t). Moreover, this Figure also suggests that the scale-separation
affects the convergence of the higher-order statistics; while correlation functions of x
in the full model for ε= 0.25, 0.1 and the reduced model nearly overlap (Figure 3.5),
there is about 1% discrepancy between the full model with ε= 0.25 and ε= 0.1 and,
also, between the reduced model and the full model with ε= 0.1. The discrepancy
with the full model with ε= 1 and ε= 0.5 (not shown here) is even more severe. On
the other hand, the kurtosis for the slow variable E in the reduced stochastic model
(2.18) is in a much better agreement with the full model (2.6) for all values of ε.
Although the energy variable E is much slower than x in the reduced model (2.18)
(e.g. compare the correlation functions CFE and CFx depicted in Figure 3.5) for the
particular choice of interaction coefficients discussed in this example, the structure
of the reduced equation (2.18) does not allow to average the behavior of E with
respect to the stationary measure of x. In particular, the structure of the diffusion
10
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Fig. 3.4. Marginal Density of the slow variable E in the full model with ε= 0.25, 0.1, Reduced
Model, and the analytical formula in (2.8).
term precludes one from further accelerating the x variable without affecting the joint
stationary distribution for x,E. On the other hand, by the same argument, it would
be impossible to average the behavior of x with respect to the stationary measure for
E, if E was the faster variable. Therefore, the system in (2.18) is the correct reduced
model regardless of the relative behavior of x and E.
4. Conclusions
We have presented an extension of the stochastic mode-reduction strategy for
systems with stochastically perturbed slow variables and energy-conserving fast sub-
system. The coupling between the slow and fast variables induces a slow energy
exchange between the slow variables and fast sub-system, and it is necessary to include
the slowly-evolving energy of the fast sub-system as an additional variable in the
reduced description of the full model. Our numerical simulations demonstrate that the
proposed formalism captures the equilibrium statistical behavior of the slow variables
very well. Moreover, our example also demonstrates that the “hidden” energy variable
can evolve on a much slower time-scale than the slow variables in the full model and,
thus, the statistical behavior of these slow variables cannot be averaged over the
distribution of the energy.
The derivation of the reduced equation follows a standard formalism which relies
on the asymptotic expansion of the backward equation, and the reduced equation
11
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Fig. 3.5. Correlation function of CFx and CFE in the full model (2.1) with ε= 0.25, 0.1 and
in the Reduced model (2.18). The solid blue line (reduced model) overlaps completely with the black
dashed line (full mode with ε= 0.1),
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Fig. 3.6. Kurtosis (3.2) of slow variables x and E in full model with ε= 0.25, 0.1 and in the
Reduced model. The vertical scale for the Kurtosis of x is rather small; errors between the full and
reduced model for the Kurtosis of x are approximately 1%.
involves constants which describe some bulk equilibrium statistical properties of the
fast sub-system. Although these constants cannot be deduced analytically, they can
be computed from a single microcanonical simulation of the fast sub-system on a
shell of constant energy. Such simulation is not particularly demanding since it is
performed on the natural time scale of the fast sub-system, which is not multiscale.
The formalism presented in this paper extends the applicability of the stochastic
mode-reduction strategy. Moreover, this formalism can be applied to purely determin-
12
istic systems with chaotic behavior of the slow variables. Such systems can arise, for
instance, as spectral truncations of coupled hyperbolic-parabolic PDE models, which
will be considered in future work.
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Appendix A. Derivation of the Reduced Operator.
Here, we outline the derivation of the reduced backward operator in (2.16). Sub-
stituting L1 into (2.14) and neglecting derivatives ∂yj to the right of L
−1
2 (since the
effective operator is applied to the function u0(x,E,t) which does not involve the
y-variables), we obtain the following expression for L
−PL1L−12 L1 = (1.1)
−
∑
jkj′k′
∫
(Axyy1jk yjyk∂x+A
yxy
j1kxyk∂yj −2Axyy1jkxyjyk∂E)L−12
(Axyy1j′k′yj′yk′∂x−2Axyy1j′k′xyj′yk′∂E)dµ(~y|E) =
−
∑
jkj′k′
∞∫
0
∫
(Axyy1jk yjyk∂x+A
yxy
j1kxyk∂yj −2Axyy1jkxyjyk∂E)
(Axyy1j′k′yj′(τ)yk′(τ)∂x−2Axyy1j′k′xyj′(τ)yk′(τ)∂E)dµ(~y|E)dτ,
where we substituted the action of L−12 which corresponds to propagating the initial
conditions yj in time using fast sub-system and integrating over all times. Here, yj(τ)
is the solution on the fast sub-system on the energy level E.
Deriving Diffusion Terms.
The diffusion part of the reduced operator can be computed by collecting second
derivatives in (1.1)
Ldiff =
∑
jkj′k′
Axyy1jkA
xyy
1j′k′
∞∫
0
∫
yjykyj′(τ)yk′(τ)ρ(~y|E)d~ydτ
[
∂2x−2x∂x∂E−2x∂E∂x+4x2∂2E
]
,
where ρ(~y|E) is given by (2.10). Let the double-integral in the expression above be
denoted by a constant Q. This constant describes some bulk statistical properties of
the fast sub-system. In particular, it is the area under fourth two-point moment in
fast subsystem.
Q=
∑
jkj′k′
Axyy1jkA
xyy
1j′k′
∞∫
0
∫
yjykyj′(τ)yk′(τ)ρ(~y|E)d~ydτ.
Rescaling of the Fast subsytem.
Note that fast subsystem (2.4) is a deterministic model which conserves the E. On
the other hand, the fast sub-system is invariant under the following transformation
y=
(
E
n
)1/2
y∗, t=
(
E
n
)−1/2
t∗
where y∗ evolves on the energy shell E=n. Hence, the area under the fourth moment
Q can be rewritten as
Q=
(
E
n
)3/2 ∑
jkj′k′
Axyy1jkA
xyy
1j′k′
∞∫
0
∫
y∗j y
∗
ky
∗
j′(τ)y
∗
k′(τ)ρ(~y|E=n)d~ydτ
=
(
E
n
)3/2
M, (1.2)
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where M is the area under fourth moment in the fast subsystem (2.4) with fixed
energy E=n
M =
∑
jkj′k′
Axyy1jkA
xyy
1j′k′
∞∫
0
∫
yjykyj′(τ)yk′(τ)ρ(~y|E=n)d~ydτ. (1.3)
The constant M cannot be derived analytically. Therefore, we have to estimate the
constant M numerically. However, the constant M has to be computed only once
from the numerical simulations of the fast sub-system alone, which is not a multiscale
model.
The Diffusion Matrix.
Let Σ be the diffusion matrix in the backward equation.. The square of the diffusion
matrix for reduced model can be written as
Σ2 = 2Q
(
1 −2x
−2x 4x2
)
= 2M
(
E
n
)3/2(
1 −2x
−2x 4x2
)
.
Deriving the Drift and Diffusion terms using uniform measure on the
sphere.
The derivation of the drift terms in the reduced operator can proceed in two possible
ways. First, since the diffusion in the reduced operator is known and the stochastic
mode reduction preserves the invariant distribution of the slow variables (2.7), (2.8),
one can derive the drift terms in the Fokker-Planck operator which are consistent with
the stationary distribution of x and E in the full model. This derivation relies heavily
on the known form of the stationary distribution for the slow variables and, thus, the
particular form of the self-interactions of the slow variables given by the operator L0
and the form of the coupling terms between the slow and fast variables.
As an alternative derivation, we proceed by formally manipulating the derivatives
in the expression for the reduced operator (1.1) to obtain the drift terms. To this end,
one also has to differentiate the invariant measure µ(~y|E) in the expression (1.1).
We assume that the fast subsystem is ergodic on the hypersphere defined by
energy of the fast subsystem with respect to the uniform distribution on the sphere.
Then the stationary distribution of the fast subsystem can be written as (2.10)
dµ(~y|E) =S−1n E1−n/2δ (E−E0) d~y, (1.4)
where n is the total number of fast variables, E0 is the given fixed energy in the fast
subsystem, S−1n E
1−n/2 is the normalizing factor such that Sn does not depend on E,
and δ() is the Dirac delta function. The normalization factor S−1n E
1−n/2 is derived
from the condition ∫
dµ(~y|E) = 1.
Since the stationary measure of the fast subsystem depends on the energy E, the
operator L−12 also depends on the energy level E. Moreover, L
−1
2 also depends on yi
and the behavior of the time-dependent variables yj(τ) depends on the energy level
as well. Therefore, to understand the derivatives ∂EL
−1
2 and ∂yiL
−1
2 , we split the
effective operator L in (1.1) into three parts
L= I1+I2+I3, (1.5)
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where
I1 =−
∫
ρ(~y|E)
∑
j,k
Axyy1jk yjyk∂xL
−1
2
∑
j,k
Axyy1jk yjyk∂x−2
∑
j,k
Axyy1jkxyjyk∂E
d~y
=
∑
j,k
Axyy1jk
∫ ∞
0
∫
ρ(~y|E)yjyk∂x
∑
j′,k′
Axyy1j′k′yj′(τ)yk′(τ)[∂x−2x∂E ]
d~ydτ, (1.6)
I2 =−
∫
ρ(~y|E)
∑
j,k
Ayxyj1kxyk∂yjL
−1
2
∑
j,k
Axyy1jk yjyk∂x−2
∑
j,k
Axyy1jkxyjyk∂E
d~y
=x
∑
j,k,j′,k′
Ayxyj1kA
xyy
1j′k′
∫ ∞
0
∫
ρ(~y|E)yk∂yj (yj′(τ)yk′(τ))[∂x−2x∂E ]d~ydτ, (1.7)
I3 =
∫
ρ(~y|E)2
∑
j,k
Axyy1jkxyjyk∂EL
−1
2
∑
j,k
Axyy1jk yjyk∂x−2
∑
j,k
Axyy1jkxyjyk∂E
d~y
=−2x
∑
j,k,j′,k′
Axyy1jkA
xyy
1j′k′
∫ ∞
0
∫
ρ(~y|E)yjyk∂E (yj′(τ)yk′(τ)[∂x−2x∂E ])d~ydτ.(1.8)
Computing I1
Since the fast sub-system does not depend on the value of the slow variable x, the
calculation of I1 is straightforward and we obtain
I1 =
∑
j,k
Axyy1jk
∑
j′,k′
Axyy1j′k′
∫ ∞
0
∫
yjykyj′(τ)yk′(τ)ρ(~y|E)d~ydτ∂x[∂x−2x∂E ],
where yj(τ) is the solution of the fast subsystem with yj(0) =yj . The expression for
I1 involves the area under the fourth two-points moment, similar to the discussion
before
I1 =Q(∂xx−2x∂xE−2∂E),
where and Qj,k,j′,k′ is the integrated fourth-order two-point moment, in the fast sub-
system (2.4) on the energy level E. I1 can be further simplified after rescaling of the
fast subsystem to the energy shell E=n
I1 =
(
E
n
)3/2
M [∂xx−2x∂xE−2∂E ] , (1.9)
where M is given by (2.17).
Computing I2
The operator I2 involves differentiation with respect to yj which cannot be evaluated
in a straightforward manner. Instead, this differentiation can be switched onto the
ρ(~y|E) by integrating by parts. Therefore, we obtain that I2 can be expressed as
I2 =−2xS−1n E1−n/2J [∂x−2x∂E ] , (1.10)
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where J is defined as follows
J =
∑
j,k,j′,k′
Ayxyj1kA
xyy
1j′k′
∞∫
0
∫
yjykyj′(τ)yk′(τ)δ
′
(
E−
n∑
r=1
y2r
)
d~ydτ. (1.11)
Note that the expression above involves derivative of the Dirac delta function.
Computing I3
We can use the product rule to express the I3 as follows
I3 =−2x
∑
j,k,j′,k′
Axyy1jkA
xyy
1j′k′
∫ ∞
0
∫
ρ(~y|E)yjyk∂E [yj′(τ)yk′(τ)]d~ydτ [∂x−2x∂E ]
−2xQ [∂Ex−2x∂EE ],
where Q is the integrated fourth-order two-point moment in (1.2). Since the behavior
of y(τ) depends on the energy level, E, the first term is non-zero. Let the first term
left in I3 be denoted by I˜3
I˜3 =
∫ ∞
0
∫
µ(~y|E)yjyk∂E [Yj′(t)Yk′(t)] d~ydτ, (1.12)
then I3 can be written as
I3 =−2x
∑
j,k,j′,k′
Axyy1jkA
xyy
1j′k′ I˜3 [∂x−2x∂E ]−2Qx[∂Ex−2x∂EE ]. (1.13)
In order to understand the structure if the term I˜3 Let us compute the derivative
of the area under the fourth-order moment.
∂E
∫ ∞
0
∫
yjykyj′(τ)yk′(τ)ρ(~y|E)d~ydτ =∫ ∞
0
∫ (
yjykyj′(τ)yk′(τ)∂E [ρ(~y|E)]+ρ(~y|E)yjyk∂E [yj′(τ)yk′(τ)]
)
d~ydτ
=
∫ ∞
0
∫
yjykyj′(τ)yk′(τ)∂E [ρ(~y|E)] d~ydτ+ I˜3.
Therefore, the required term can be rewritten as∑
j,k,j′,k′
Axyy1jkA
xyy
1j′k′ I˜3 = (1.14)
∂EQ−
∑
j,k,j′,k′
Axyy1jkA
xyy
1j′k′
∫ ∞
0
∫
yjykyj′(τ)yk′(τ)∂E [ρ(~y|E)] d~ydτ.
Since the stationary measure of the fast variables µ(~y|E) given by (2.10) we can
compute the derivative of ρ(~y|E) as follows
∂E [ρ(~y|E)] = (1−n/2)E−1ρ(~y|E)+S−1n E1−n/2δ′
(
E−
n∑
i=1
y2k
)
,
where δ′(·) represent the distributional derivative of Dirac delta function. Substituting
the above expression into I˜3 we obtain
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−2x
∑
j,k,j′,k′
Axyy1jkA
xyy
1j′k′ I˜3 = (1.15)
−2x∂EQ+x(2−n)E−1Q+2xS−1n E1−n/2J,
where Q and J are given by (1.2) and (1.11), respectively. Therefore, putting every-
thing together, we obtain
I3 =−xn+1
n3/2
E1/2M(∂x−2x∂E)−2xE
3/2
n3/2
M(∂Ex−2x∂EE)
+2xS−1n E
1−n/2J(∂x−2x∂E). (1.16)
Substituting I1, I2, and I3 into the effective operator we obtain that the terms
involving J (derivative δ′()) cancel, and the effective operator becomes
L= =−E
1/2
n3/2
M
(
(n+1)x∂x+2E∂E−2x2(n+1)∂E
)
+
E3/2
n3/2
M
(
∂xx−2x∂xE−2x∂Ex+4x2∂EE
)
, (1.17)
where M is summations of the area under fourth-order two-point moment given by
(2.17). The diffusion part of the operator agrees with the previously computed matrix,
i.e. the diffusion part of L can be rewritten as
Ldiff =
1
2
∑
i,k=1,2
(DDT )ik∂zi∂zk (1.18)
where (z1,z2)≡ (x,E) and
D=
√
2M
(
E
n
)3/4(
1 0
−2x 0
)
. (1.19)
Using the effective L operator in (1.17) and diffusion in (1.19), we obtain a reduced
SDE model for x and E given by
dx=−γxdt−(n+1)MxE
1/2
n3/2
+σdW1+
√
2M
(
E
n
)3/4
dW2,
dE=−2M
(
E
n
)3/2
+2(n+1)Mx2
E1/2
n3/2
−2
√
2Mx
(
E
n
)3/4
dW2,
where M is a numerical constant (2.17) which needs to be computed numerically; M
represents integrated fourth-order two-point moment computed in the fast sub-system
(2.4) on the energy level E=n.
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Appendix B. Interaction Coefficients in the Full Model.
(j,k) A1jk Aj1k Ak1j
1,2 1.2 −0.55 −0.65
8,9 0.525 0.25 −0.775
4,10 1.35 −0.725 −0.625
5,6 1.125 −0.5 −0.625
3,7 1.35 −0.725 −0.625
1,10 0.525 0.25 −0.775
2,4 1.2 −0.55 −0.65
5,8 1.125 −0.5 −0.625
7,9 0.875 −0.3 −0.575
3,6 1.25 −0.625 −0.625
Table B.1. Coefficients Axyy1jk ,A
yxy
j1k ,A
yyx
jk1 used in coupling of x and y variables in the full model
(2.1).
(i,j,k) Bijk Bjki Bkij
1,2,3 2 2.5 −4.5
1,2,4 4.2426 2.8284 −7.071
1,2,9 −1.2247 2.9393 −1.7146
1,2,10 2.1166 2.9103 −5.0269
1,3,4 1.7321 2.5981 −4.3302
1,5,6 3.8013 4.9193 −8.7206
1,9,10 3.9598 −2.2627 −1.6971
2,3,4 −2 4 −2
2,5,6 −4.5 2.1 2.4
2,9,10 1.7393 1.4230 −3.1623
3,7,8 1.1608 2.3217 −3.4825
4,7,8 −1.7321 −2.0785 3.8106
5,6,7 2.9566 2.0912 −5.0478
5,6,8 −2.6192 −1.4966 4.1158
5,7,8 4.6476 2.7111 −7.3587
5,6,9 −3 −1.8 4.8
5,6,10 1.8554 2.2677 −4.1231
6,7,8 4.6669 2.9698 −7.6367
8,9,10 3.923 2.3974 −6.3204
Table B.2. Coefficients Byyyijk used in coupling of y variables in the full model (2.1).
REFERENCES
[1] N. Barlas and I. Timofeyev. Application of the stochastic mode-reduction strategy and a-priori
prediction of symmetry breaking in stochastic systems with underlying symmetry. Comm.
Math. Sci., 8(2):393–408, 2010.
[2] D. Blanchard and O. Guibe. Existence of a solution for a nonlinear system in thermoviscoelas-
ticity. Adv. Differential Equations, 5(10-12):1221–1252, 2000.
19
[3] I. Chueshov. Invariant manifolds and nonlinear master-slave synchronization in coupled sys-
tems. Applicable Analysis, 86(3):269–286, 2007.
[4] C. Franzke and A. J. Majda. Low-order stochastic mode reduction for a prototype atmospheric
GCM. J. Atmos. Sci., 63:457–479, 2006.
[5] C. Franzke, A. J. Majda, and E. Vanden-Eijnden. Low-order stochastic mode reduction for a
realistic barotropic model climate. J. Atmos. Sci., 62:1722–1745, 2005.
[6] R. Z. Khasminsky. A limit theorem for the solutions of differential equations with random
right-hand sides. Theory Prob. Applications, 11:390–406, 1966.
[7] R. Z. Khasminsky. On stochastic processes defined by differential equations with a small
parameter. Theory Prob. Applications, 11:211–228, 1966.
[8] T. G. Kurtz. A limit theorem for perturbed operator semigroups with applications to random
evolution. J. Funct. Anal., 12:55–67, 1973.
[9] A. J. Majda and I. Timofeyev. Low dimensional chaotic dynamics versus intrinsic stochastic
noise: A paradigm model. Physica D, 199:339–368, 2004.
[10] A. J. Majda, I. Timofeyev, and E. Vanden-Eijnden. A mathematics framework for stochastic
climate models. Comm. Pure Appl. Math., 54:891–974, 2001.
[11] A. J. Majda, I. Timofeyev, and E. Vanden-Eijnden. A priori tests of a stochastic mode reduction
strategy. Physica D, 170:206–252, 2002.
[12] A. J. Majda, I. Timofeyev, and E. Vanden-Eijnden. Systematic strategies for stochastic mode
reduction in climate. J. Atmos. Sci., 60(14):1705–1722, 2003.
[13] A. J. Majda, I. Timofeyev, and E. Vanden-Eijnden. Stochastic models for selected slow variables
in large deterministic systems. Nonlinearity, 19(4):769–794, 2006.
[14] I. Melbourne and A. M. Stuart. A note on diffusion limits of chaotic skew-product flows.
Nonlinearity, 24:1361, 2011.
[15] M.I.A. Othman and I.A. Abbas. Fundamental solution of generalized thermo-viscoelasticity
using the finite element method. Computational Mathematics and Modeling, 23(2):158–
167, 2012.
[16] G. Papanicolaou. Some probabilistic problems and methods in singular perturbations. Rocky
Mountain J. Math, 6:653–673, 1976.
[17] T. Roubicek. Nonlinearly coupled thermo-visco-elasticity. Nonlinear Differential Equations
and Applications, 20(3):1243–1275, 2013.
[18] S. Zheng. Nonlinear Parabolic Equations and Hyperbolic-Parabolic Coupled Systems. Chapman
and Hall/CRC, 1995.
[19] E. Zuazua and Luz de Teresa. Controllability of the linear system of thermoelastic plates. Adv.
Differential Equations, 1(3):369–402, 1996.
20
