Mo-Si-B alloys can offer higher temperature capability than Ni-base superalloys with proper balancing of the creep, ductility, and oxidation resistance through microstructure optimization. Mo-Si-B alloys are heterogeneous, containing both brittle and ductile phases and interfaces. Therefore, the phase fractions, their distributions, and their constitutive properties over the range of room temperature to maximum use temperature must be considered. This work addresses the optimization of mechanical properties for three-phase Mo-Si-B alloys. Three modeling tools are employed: microstructure generators to re-create statistically realistic microstructures, crystal viscoplasticity constitutive equations implemented for use with finite element solvers to capture microplasticity, and reduced-order models for evaluating important mechanical properties. In particular, the effects of microstructure on elastic modulus, yield strength, fatigue resistance, and susceptibility to brittle microcracking are considered. A novel reduced-order model is introduced for the evaluation of susceptibility to microcracking at phase interfaces. It is found that the Si content of the α-Mo phase is much more significant to the alloy's balance of mechanical properties than the α-Mo volume fraction.
Introduction
Refractory metals and their alloys offer higher temperature alternatives to Ni-base superalloys [1] [2] [3] [4] [5] [6] . In particular, Mo-Si and Mo-Si-B intermetallics offer oxidation and creep resistance at temperatures up to 1300 • C [3, 7, 8] , which is approximately the melting temperature of Ni-base superalloys [1, 6] . However, these intermetallics present a significant design challenge due to their low ductility and low fracture toughness at room temperature [3] . A balance of high-temperature and low-temperature mechanical properties may be achieved in Mo-Si-B alloys by including the more ductile α-Mo phase in addition to the intermetallic phases [3, 7, 8] . However, balancing the oxidation resistance, creep resistance, and damage tolerance requires careful microstructure optimization.
Of the numerous studies on the development of threephase Mo-Si-B alloys [7, [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , perhaps the most promising of Mo alloys is a three-phase microstructure consisting of the intermetallic Mo 3 Si and Mo 5 SiB 2 (T 2 ) phases in a continuous α-Mo matrix [12, 18, 19, 21, 22] . Consequently, the material chosen for the focus of this research is a equiaxed, randomly textured, three-phase Mo-Si-B alloy with a continuous α-Mo matrix with average grain diameters of 10 μm and containing the intermetallic Mo 3 Si and T 2 phases with average grain diameters of 8 μm. These alloys are typically created using powder metallurgy because it has proven difficult to create the desired α-Mo matrix using melt-based processing and hot working [7, 23, 24] .
The α-Mo phase is a solid solution of Si in Mo. This body-centered cubic (BCC) phase is key to providing the ductility and fracture toughness for three-phase Mo-Si-B alloys; however, it oxidizes readily above 600 • C and has poor creep resistance at high temperatures [3, 25] . The strength of the α-Mo phase is highly dependent on Si content, where as little as 1 wt.% Si can increase the yield strength to nearly 1000 MPa from the 400 MPa of pure Mo at room temperature [25] . However, adding Si also decreases the fracture toughness and ductility. It has been shown that the addition of 0.5 wt% Si will reduce the room temperature ductility of α-Mo from 25 to 3% [26, 27] . The reduced fracture toughness and ductility is partially attributed to Si segregation to grain boundaries [15, 25, 28] . Non-uniform distribution of dissolved Si within grains and throughout the matrix phase may also appear due to sluggish kinetics [15] .
The intermetallic Mo 3 Si phase is an A15 cubic phase. Although only a few mechanical properties have been quantified for this phase at high temperature, the room temperature properties of single crystal Mo 3 Si specimens have been investigated [29] . This phase is brittle and strong at room temperature and high temperatures. At 1325 • C, Mo 3 Si has a yield strength of over 700 MPa and shows little plasticity under deformation due to a small number of active slip systems [3, 30] . The Si in this phase provides oxidation resistance by forming a nanoporous SiO 2 scale over the oxidizing surface [3, 8, 31] .
The intermetallic Mo 5 SiB 2 (T 2 ) phase has a bodycentered tetragonal structure. Similar to the Mo 3 Si phase, this phase is strong and brittle from room temperature up to temperatures of 1500 • C [32] . High-temperature mechanical properties have been explored to determine the elastic constants from room temperature up to 1100 • C [32] . The importance of the T 2 phase is to provide hightemperature strength and oxidation resistance [3] . The T 2 phase provides oxidation resistance by forming a borosilicate scale in the early stages of oxidation. This scale then diffuses into the SiO 2 scale formed by Mo 3 Si, which lowers the viscosity of the SiO 2 scale and leads to passivation of the scale [3, 8, 31] .
The intermetallic silicide phases are necessary to improve the high-temperature oxidation resistance and creep resistance; however, these intermetallics are brittle even at high temperatures [17, 32] . Consequently, creating a Mo-Si-B alloy for use in the hot section of gas turbine engines requires an optimization of the microstructure between the competing properties of damage tolerance, strength, fatigue resistance, oxidation resistance, and creep resistance. In the development of Mo-Si-B alloys, single property optimizations targeting oxidation resistance have been explored experimentally and through kinetics models [23, 24, 31, 33, 34] , in some cases demonstrating reasonable oxidation resistance with as much as 50% α-Mo volume fraction [33] . While some experimental investigations on fracture toughness and damage tolerance have been conducted [12, 18, 22, 35] , there has not been much work done to develop microstructure-sensitive modeling tools for the toughness and damage tolerance of Mo-Si-B alloys suitable as a tool for Integrated Computational Materials Engineering (ICME). The modeling work that has been done has used computationally expensive cohesive zone models (CZM) to simulate microcracking at phase interfaces and within the brittle intermetallic phases [36] .
In this paper, ICME tools are established to enable the investigation of the microstructure-sensitive mechanical properties of Mo-Si-B alloys. Four mechanical properties are evaluated: two properties controlled by homogenization, elastic modulus, and yield strength, and two properties controlled by localization, fatigue crack formation, and susceptibility to microcracking, which is inversely related to ductility. For this task, three tools are required: a microstructure generator for creating synthetic volume elements, a constitutive model implemented for a finite element solver, and reduced-order models for evaluation of mechanical properties. A novel reduced-order model is introduced to reduce the computational cost of the evaluation of susceptibility to microcracking at phase interfaces in comparison to cohesive zone models. A parametric study is carried out to demonstrate the use of these tools and to compare the effects of α-Mo Si content and temperature on the four mechanical properties of interest.
Microstructure Generator
The microstructure generator developed for this work is based on an ellipsoidal packing algorithm developed by Przybyla, which includes a simulated anneal algorithm for space filling [37] . This algorithm is related to the work of Groeber et al. [38] in development of the tools packaged in the software package DREAM.3D [39] . The microstructure generator developed for this work is chosen for ease of extending the algorithm to multiple regions with distinct microstructural features in a single volume element, which is important to capture the features of the α-Mo calibration material [40] . The generator also captures the unique traits for separate phases as well as the phase volume fractions for each phase. For each phase, the microstructure generator is capable of capturing crystal structure, mean and standard deviation of grain size, grain shape distribution, grain shape orientation distributions, and orientation distribution.
The crystal structure is captured by passing the phase and its orientation to the constitutive model, which captures the elastic anisotropy and slip systems associated with the crystal structure of that phase. Grain size statistics are defined as a mean and standard deviation for a uniform distribution, which the microstructure generator then converts to a log normal distribution. Grain shape is captured by approximating grains with ellipsoids defined by major and minor aspect ratios which vary according to a beta distribution. The generated ellipsoids are packed in order from largest to smallest for a single phase at a time. Control over the final features is provided by artificial parameters that reduce the ellipsoidal volumes and phase volume fractions prior to the ellipsoidal packing to account for changes created by the space filling simulated anneal process. Both the ellipsoidal packing and space filling algorithms respect the periodic boundary conditions of the volume elements. Orientation distributions are captured through the free and open source, third party, MATLAB toolbox MTEX [41] . After the space filling algorithm, all of the final microstructural features are verified against the original microstructural description [37, 40] .
For this work, the synthetic volume elements are required to be large enough to provide representative volume elements (RVEs) [42] for the mechanical properties of elastic modulus and yield strength demonstrated through convergence studies of mesh refinement and total grain count (volume element size) [40] . Volume elements sufficiently large enough to be considered representative for modeling microstructure-sensitive fatigue crack formation and damage initiation are computationally intractable. Instead RVEs for yield strength are treated as statistical volume elements (SVEs), which capture the locally varying heterogeneous response of the material [43] , for fatigue resistance and susceptibility to brittle microcracking.
Three-Phase Mo-Si-B Material
The three-phase Mo-Si-B material synthetic microstructure instantiations are randomly textured, three-phase volume elements with a random spatial distribution of the phases. The characteristics of the synthetic microstructures are chosen to match some of the more promising Mo-Si-B alloys [15, 23, 24] . The parametric study conducted in this work varies two key parameters: volume fraction of each phase and Si content of the α-Mo phase. The variation in Si content is achieved through the calibration of the constitutive model, but the volume fraction of each phase is captured explicitly in the volume element instantiations. For the three-phase Mo-Si-B material in the parametric study, the volume fraction (Vv) of α-Mo is varied from 45 to 80% and the remaining volume fraction is divided between the intermetallics at a constant ratio of 1:2 A15 to T 2 phase to match the approximate ratios found in the reference material [24] . The volume element definitions for the parametric study are presented in Tables 1 and 2 . In addition to these parameters, several parameters are held constant for all synthetic microstructures: 33 elements per edge (35,937 total elements) and ellipsoid aspect ratios of 0.80 with a standard deviation of 0.08 for all three phases.
Six separate instantiations are created for each set of parameters in the parametric study. An example instantiation with 63% volume fraction of α-Mo is [43] and may be anticipated to effect damage formation as well. The purpose of these multiple instantiations is to investigate the sensitivity of the mechanical properties to the locally varying inhomogeneity of the microstructure.
Constitutive Model
A crystal viscoplastic model is used for all three phases of the three-phase Mo-Si-B alloy, with unique parameter sets for each phase [40] . The model includes the fully anisotropic elasticity tensors, the crystal slip systems, the flow rule, and evolution equations. The relatively hard, brittle, intermetallic phases [3, 30, 32] are treated as purely elastic, while the relatively ductile α-Mo phase is treated with a full crystal viscoplasticity (CVP) flow rule over the 12 {100} 111 and 12 {112} 111 BCC slip systems. The option to build upon this work by including plasticity in the intermetallic phases is maintained by using the full CVP flow rule for these phases, but assigning the calibration parameters in such a way that plasticity is inactive. The full development and calibration of the α-Mo phase model parameters from polycrystalline experimental data is presented elsewhere [40] .
The flow rule used in this work is an extension of the crystal plasticity flow rule developed by Pierce et al. [44] and is chosen for its wide use in metal crystal plasticity models [45] [46] [47] . The flow rule is defined aṡ
where α is a slip system index,γ α is the inelastic shear strain rate on the αth slip system,γ 0 is the reference inelastic shearing rate, τ α is the resolved shear stress on the αth slip system, and χ α , κ α , and D α are the current values of back stress, threshold stress, and drag stress on the αth slip system, respectively. The brackets are Macaulay brackets and sgn () returns positive or negative unity, depending on the sign of the term in parentheses. The variable m in the exponent is the strain rate sensitivity exponent. Bothγ 0 and m are material parameters that are typically treated as constants, but can vary with microstructure and temperature. For the α-Mo phase, it is assumed that the 12 {100} 111 and 12 {112} 111 BCC slip systems are active. Back stress, threshold stress, and drag stress may all evolve over the course of loading. Depending on the material under consideration, many different types of equations have been used for the evolution of back stress, threshold stress, and drag stress. For back stress and drag stress, the most common evolution equations follow the direct hardening, dynamic recovery form of the ArmstrongFrederick equations [48] .
For the α-Mo phase, the drag stress is treated as a nonevolving constant dependent on temperature and Si content and back stress evolves aṡ
where B and C are functions of temperature and Si content. The reference inelastic shearing rateγ 0 is also a function of temperature and Si content and the strain rate sensitivity exponent m is a function of Si content. The threshold stress κ α can also be an evolving function of temperature, Si content, and grain size. However, the threshold stress is not used because temperature and solid solution hardening are already captured in the drag stress and studies of the HallPetch effect in α-Mo have shown inconsistent results with some studies showing no Hall-Petch behavior at grain sizes as small as 50 μm [25, 49, 50] . The strain rate sensitivity exponent accounts for differences in yield strength as a function of strain rate, and back stress evolution is used to calibrate the plastic hardening behavior. Since no single crystal information is available for the α-Mo phase to individually calibrate each slip system, all 24 slip systems are treated with the same parameter set; however, the model implementation retains the option of treating up to three separate types of slip systems with unique calibrations and can be extended to treat each system individually.
One limitation of this constitutive framework is the inability to investigate the dislocation mechanisms of BCC metals. There are two crystal plasticity frameworks that directly address the dislocation physics of Mo, such as twinning/anti-twinning asymmetry and non-glide stresses [51, 52] ; however, these works are limited to relatively low temperatures and to pure Mo. While these frameworks are not adopted for the broad parametric study presented here, future investigations targeting specific microstructures should include these effects by extending those frameworks to higher temperatures and Mo-Si solid solutions.
Because stress-strain information available for the α-Mo phase is limited to monotonic uniaxial compression and tension tests [25, 40] , no calibration can be made for the cyclic response. Instead, it is assumed that the material 
is cyclically stable and the stabilized hysteresis curve is obtained from the monotonic calibration. The constitutive equation is implemented as a User Material subroutine (UMAT) for the general-purpose finite element code ABAQUS [53] . The specific Fortran code used in this work is based on one for γ -TiAl alloys [54] and has been modified for α-Mo by adding the appropriate slip systems, evolution equations, the evolution equation derivatives, and temperature dependence for the elastic and thermal properties.
Elastic and Thermal Properties
The fully anisotropic elasticity tensors and coefficient of thermal expansion for each phase are obtained from literature data [29, 32, 55] . The elasticity tensor of Mo is known from room temperature to 700 • C [55] . To use the constitutive model at higher temperatures, the elasticity tensor components are fit with a linear regression as a function of temperature and extrapolated to 1400 • C. Although the majority of the parametric study is for Mo with Si in solid solution, it has been shown that the addition of Si up to 1.0 wt% has very little effect on the elastic modulus [25] . Consequently, the assumption that the elastic and thermal properties of α-Mo are unaffected by Si content is reasonable.
The elasticity tensor components for the T 2 phase are also known as a function of temperature up to 1100 • C [32] . The elasticity tensor is similarly fit with a linear regression and extrapolated to 1400 • C for this phase. The elasticity tensor components for the A15 phase are only known at room temperature [29] , so some assumption about the temperature dependence must be made. In this work, the slope of the linear regression is obtained from the BCC Mo data for the matching cubic symmetry and used to extrapolate the cubic A15 elasticity tensor components to higher temperatures. Other work has used the temperature dependence of the T 2 phase to extrapolate isotropic elasticity constants for the A15 phase [56] ; however, the temperature dependence prescribed for each phase was similar. It is worth noting that the elastic properties of the covalently bonded A15 phase may be less sensitive to increasing temperature than the Mo phase. The equations defining the elasticity tensor components are given in Table 3 .
Viscoplastic Properties: α-Mo
The α-Mo phase model parameters are calibrated from a mixture of polycrytalline α-Mo experimental data [25, 40] and presented in Tables 4, 5 , and 6. The values presented here are calculated for use in the three-phase Mo-Si-B microstructure simulations from the development and calibration of the α-Mo constitutive law presented elsewhere [40] . In this work, the Si content is assumed to be uniform throughout the α-Mo matrix as well as within each α-Mo grain. While this is consistent with the calibration to polycrystal α-Mo data [25] , future work can use the framework developed here to further explore the effects of Si segregation and distribution. Linear interpolation is first carried out by temperature, and then by Si content, except for the initial drag stress, D 0 , at 1400 • C where it is found that a power law made a better fit than a linear regression as a function of temperature at fixed Si content. For linear interpolation at a Si content below 0.29 wt% (Mo-0.29Si), the calibration is extrapolated from Mo-0.29Si and Mo-0.40Si instead of interpolating between Mo-0.00Si and Mo-0.29Si. This is necessary because the addition of small amounts of Si in solid solution changes the dominant deformation mechanism of Mo.
The transition from solid solution softening to solid solution strengthening with increasing temperature is related to a transition temperature where the double kink mechanism no longer dominates plastic deformation and the mobilities of edge and screw dislocations become similar [25] . Consequently, solid solution softening is only observed near room temperature and lower temperatures. These sub-structure effects are homogenized in the Si content and temperature sensitive calibration of the constitutive model parameters for the α-Mo flow rule and evolution equations [40] .
Parametric Study of Three-Phase Mo-Si-B
The parametric study is designed to help determine an optimized three-phase Mo-Si-B microstructure that balances strength, fatigue resistance, and susceptibility to brittle microcracking. The α-Mo phase volume fraction varies from 0.45 to 0.8, with the intermetallic phases maintaining a constant ratio of 2:1 A15 to T 2 phase to fill the remaining volume. The Si content of α-Mo varies from 0.0 to 1.0 wt% Si to cover the full range of Si content possibly present in three-phase Mo-Si-B alloys. Each microstructure has a random texture with randomly orientated grain shapes because most feasible processing methods result in such a microstructure. Six sets of volume elements are created according to the microstructure characteristics shown in Table 1 . To examine the effects of the volume element instantiations themselves, six separate synthetic volume element instantiations are created for each microstructure definition.
The parametric study is carried out at room temperature and 1400 • C. A representative microstructure is taken from Jain and Kumar [15] and from sample material provided by Pratt and Whitney to ensure the synthetic microstructures closely match promising Mo-Si-B microstructures. In the Jain and Kumar microstructure, the α-Mo phase has an average grain diameter of 20 μm and a volume fraction of 0.511, while the intermetallic phases have grain diameter averages of 15 μm with 0.170 volume fraction Mo 3 Si and the remainder made up of the T 2 phase.
The simulation consists of one fully reversed cycle with strain controlled loading to a mechanical strain amplitude of 0.5% applied along the Y-axis (vertical direction in Fig. 1) . Periodic boundary conditions are applied to all six faces of the SVE, consistent with the periodic packing of ellipsoids in the microstructure generator. Rigid body motion is eliminated by fixing a corner node on the negative Y face of the model. Loading is applied through displacement along the global Y-axis of a corner node on the positive Y face. An example macroscopic stress-strain response generated by a simulation for the 63% α-Mo SVE for the different Si contents at room temperature is shown in Fig. 2 . This figure shows solid solution softening of the α-Mo phase at room temperature where the yield strength of the Mo-0.10Si α-Mo is lower than that of the Mo-0.00Si α-Mo. This is caused by changing deformation mechanisms with increased temperature and Si content as previously discussed. Although solid solution softening is observed experimentally at room temperature, it is not seen at high temperature [25] .
Elastic Modulus
The elastic modulus of the simulation is determined from the volume averaged stress-strain response in the elastic portion of initial loading. The elastic modulus predictions as a function of α-Mo volume fraction at both room temperature and 1400 • C are presented in Fig. 3 . Because the elastic tensor properties of α-Mo are assumed to be invariant with α-Mo Si content, the elastic modulus predictions do not vary with α-Mo Si content. Each data point in Fig. 3 represents the mean modulus calculated from six instantiations of the same microstructural parameters. The vertical bars represent two standard deviations of the predicted elastic modulus over six instantiations. The ellipsoidal packing algorithm does not precisely match the target phase volume fractions. The horizontal bars reflect two standard deviations of the final α-Mo volume fraction over six instantiations. Figure 3 shows that the volume averaged elastic modulus is consistent between SVE instantiations targeting the same Therefore, the volume element instantiations are considered to be sufficiently accurate to the target volume fraction for the purposes of this broad microstructure study.
Yield Strength
Yield strength is calculated as a 0.02% offset strength from the volume averaged stress-strain response. 
Fatigue Resistance
Fatigue crack formation is controlled by the localized cyclic response in the microstructure. The computational method used to evaluate fatigue resistance compares the driving force against critical driving force required for fatigue crack formation. The driving force is measured through fatigue indicator parameters (FIPs). The possible microstructure dependence of the critical driving force for fatigue crack formation is not addressed in this work. Consequently, the results in this section can only be treated as direct comparisons of fatigue resistance under the assumption that the driving force for fatigue crack formation is strongly dependent on microstructure, while the critical driving force for crack formation is not dependent on microstructure. Two FIPs are used in this study, the Fatemi-Socie (FS) parameter and the effective cumulative plastic strain (ECPS), which have been shown to correlate well with both low and high cycle fatigue [43, [57] [58] [59] [60] . The effective cumulative plastic strain parameter accounts for cyclically accumulated plastic strain and the Fatemi-Socie parameter includes the effects of normal stress at fatigue crack formation sites. The FIPs are calculated from the stressstrain response of a single, fully reversed fatigue cycle with a macroscopic mechanical strain amplitude of 0.5%. The calculation is performed at each integration point prior to performing a local volume average over a grain volume, which is consistent with the volume involved in fatigue crack formation in similar brittle material systems. In this work, the local volume averaging is performed using a Gaussian filter where the length scale is adjusted by setting the standard deviation of the filter to half of the mean α-Mo equivalent grain radius.
Due to the localization problem of fatigue crack formation, a proper treatment of fatigue requires several hundred SVE instantiations for each combination of microstructural parameters, α-Mo CVP parameter set, and loading conditions [43, 47] . Approaching such a study with crystal plasticity is computationally expensive, so recent efforts have pursued reduced-order methods instead [61] . The breadth of microstructures in this study limits the fatigue resistance analysis to a small number of SVEs and a single loading condition. Instead of the usual extreme value approach, this study presents the results of instantiation volume averaged FIPs to capture the general trends microstructure effects for the purposes of efficient, multi-property, microstructure optimization with the understanding that a more complete fatigue study will be required as the microstructure optimization is refined. Figure 6 presents the mean and standard deviation of six instantiations for the volume average FIPs as a function of α-Mo volume fraction for Mo-0.00Si and Mo-0.50Si. Note that for FIPs, a larger value represents greater damage per cycle and therefore less fatigue resistance. Figure 6a shows that both FIPs predict increasing damage per cycle with increasing α-Mo volume fraction at room temperature. This is explained by greater amounts of cyclic plasticity present in the volume due to a larger volume fraction of the plastically deformable α-Mo phase. At 1400 • C, both FIPs initially increase with increasing α-Mo volume fraction, but transition to decreasing with increasing α-Mo volume fraction at higher α-Mo volume fractions. This indicates a re-distribution in the strain fields at higher α-Mo volume fractions where plastic strain accumulation is less severe, resulting in lower FIP calculations across the SVE on average. The predicted α-Mo volume fraction where the trend changes is 74% for ECPS and 54% for FS. The difference in transition point for ECPS and FS is likely related to the effects of normal stress, indicating a transition to lower normal stresses at crack formation sites that decreases the FS parameter before the ECPS parameter.
In Fig. 6a , the unusually large variation of the mean volume average ECPS prediction for 63% α-Mo volume fraction is the result of a single instantiation with a much lower volume average ECPS. This large difference does not show up at room temperature, and if the instantiation is excluded from the mean and standard deviation calculations, the resulting standard deviation more closely resembles that of all the other predictions on this plot.
The change in variation from room temperature to 1400 • C is accompanied by a shift in the location where the largest maximum valued ECPS is predicted within the outstanding instantiation. Most instantiations predict that the maximum valued FIPs remain in the same grain as a function of temperature, but in this case the grain with the maximum valued ECPS is different at room temperature and 1400 • C. This change in location suggests that the microstructural feature driving fatigue damage has changed with changing temperature. In this case, it is speculated that the outstanding instantiation contains a favorable misorientation distribution that tends to more evenly distribute the accumulated plastic strain. Figure 7 presents the same volume average FIP predictions as a function of α-Mo Si content and When comparing the FIP trends as a function of Si content, it is important to remember that these predictions do not necessarily reflect changes in fatigue resistance. Particularly in the case of Mo-0.00Si, it is possible that the critical driving force required for fatigue crack formation is significantly larger than that for α-Mo containing Si. For a more definitive characterization of fatigue resistance, fatigue experiments are required to establish how fatigue resistance changes with α-Mo Si content. However, the results of these simulations provide insight into the microstructure-sensitive fatigue crack driving force, reducing the number of fatigue experiments required.
Susceptibility to Microcracking

Reduced-Order Measure
Modeling tools for predicting the influence of microstructure variation on the susceptibility to brittle microcrack formation in fully 3D simulations are computationally expensive, particularly when modeling weak interfaces with cohesive zone elements in finite element solvers. These tools are less practical for use in microstructure optimization studies with large numbers of simulations spanning large changes in microstructure. It is desirable to develop a reduced-order measure of susceptibility to brittle microcrack formation that can be calibrated from more detailed microstructural models and used in the optimization of mechanical properties as a function of microstructure. Therefore, a new damage indicator parameter (DIP) suitable for use as a quantitative reduced-order indicator of damage formation is developed and validated against cohesive zone element simulations [40] .
The method is developed by running two sets of parallel 2D simulations, one with and one without the use of cohesive elements, to evaluate the suitability of a reduced-order DIP for indicating relative susceptibility to brittle microcracking between microstructures. The chosen damage law for the development of a DIP is the same irreversible, bilinear traction-separation damage law used in the cohesive element simulations and shown in Fig. 8 [53, 62] . This cohesive element damage law has been used previously to investigate structure-property relationships in three-phase Mo-Si-B alloys [36] , and the development of the DIP follows upon this foundation. The cohesive element model form is
where t i is the traction on the ith direction, k is the effective stiffness of a cohesive element, δ i is the relative displacement or separation between faces of the cohesive element, d is the isotropic damage variable, and k is the original, undamaged stiffness of the cohesive element. The relevant damage law for this bilinear tractionseparation cohesive zone model is
where d is the damage of the cohesive element ranging from zero to one where unity represents a completely failed element, δ max i is the maximum effective displacement of the loading history and is required to be positive to maintain irreversible damage, δ 0 i is the initial effective displacement when damage starts, and δ f i is the effective displacement for final failure of the cohesive element.
Damage formation is defined by a maximum nominal stress criterion given in three dimensions by
where the angled brackets, , are Macaulay brackets, t n is the normal traction, t s and t t are the shear tractions in the 3D case, and the superscript 0 refers to the traction required to initiate damage. With this damage formation criterion, the subscript i in Eq. 4 refers to the direction of displacement. In the 2D plane strain case, this corresponds to the normal direction and one shear direction. The damage criterion relates the damage formation displacement to the appropriate traction as
where t 0 i is the nominal stress at the initiation of decohesion in the ith direction and k is the cohesive zone element stiffness. Using a maximum nominal stress criterion, damage is calculated separately for the normal and shear directions. The final damage used in Equation 3, d, is assigned according to the maximum value from the separate normal and shear damage calculations as
where d n and d s are the damage calculated from the normal and shear stresses, respectively. Calibration of the cohesive zone model can be found in the work of Patra et al. [36] . Without cohesive zone elements, the DIP must be calculated from the local stress-strain field during postprocessing. The damage calculation is carried out on the elements on either side of a location where cohesive zone elements would normally be placed using the properties and local strain tensor of that element. The largest calculated damage between two elements making up an interface is then assigned to that interface as
where d j is the damage of the j th interface, d j 1 is the damage calculated for the first element making up the interface, and d j 2 is the damage calculated for the second element making up the interface. For this study, the locations of interest are the α-Mo/A15 and α-Mo/T 2 grain boundaries and the intermetallic grains, which were found to be the competing crack propagation paths in two-and three-phase Mo-Si-B alloys [11, 36, 63, 64] . However, predicting the location of cracking in the intermetallic grains without introducing an additional constitutive law governing crack location is difficult without cohesive elements. For preliminary development of the DIP, choosing and calibrating an additional constitutive law were not feasible. Instead, intermetallic cracking is neglected in order to simplify the exercise of developing a reduced order quantitative DIP. This approach is justified by the preferred intergranular cracking observed in both two-and three-phase Mo-Si-B alloys [17, [63] [64] [65] .
For comparing damage between microstructures, the total damage present in the SVE is calculated from the damage of individual interfaces. Since the damage is only calculated at the α-Mo/intermetallic grain boundaries, an interface average damage may be calculated over the interfaces as (9) where DI P avg is a measure of the mean damage over all α-Mo/intermetallic interfaces within the SVE, N Mo/I nter is the total number of interfaces of interest, and d j is the damage at the j th interface of interest. DI P avg represents the mean damage of the interfaces which are allowed to initiate damage within a single SVE instantiation and has a range of zero to one, with one representing a complete failure of additional load bearing capacity. A simulation with a larger DI P avg at a fixed macroscopic strain would be more likely to develop widespread cohesive element failure in a cohesive simulation. Therefore, a larger DI P avg indicates a greater susceptibility to microcrack formation. A mean value metric is chosen for comparison over localization metrics, such as the extreme values of local damage d j , for two reasons: (1) to capture the dependence of fracture on widespread cracking, crack percolation, and crack coalescence and (2) to reduce the computational cost of the large number of instantiations required to properly evaluate extreme value statistics. The full development and validation of the DI P avg as a quantitative reduced-order measure of susceptibility to microcracking are developed elsewhere [40] .
The validation of the approach is made by calculating the interface average DI P avg for both the cohesive and non-cohesive simulations. Figure 9 compares the results of Fig. 9 Predicted mean DI P avg of ten instantiations calculated at 1% macroscopic strain. Bars represent two standard deviations these simulations as a function of α-Mo volume fraction. Each data point represents the mean of ten instantiations for the same microstructure, and the error bars correspond to two standard deviations. The calculation is performed at 1% macroscopic strain to show the deviation in the DI P avg of the non-cohesive simulations from the DI P avg of the cohesive simulations. This macroscopic strain is approximately 10 times the yield strain and corresponds to the point where widespread cohesive zone element failure has not quite begun for the majority of the simulations.
From Fig. 9 , the DI P avg shows the expected trends of decreasing susceptibility to brittle microcracking with increasing α-Mo volume fraction. The DI P avg is inversely correlated with the strain at the maximum tensile stress of the cohesive simulations, which is an indicator of ductility. Thus, the DI P avg correctly indicates increasing ductility with increasing α-Mo volume fraction.
As cohesive elements fail in the cohesive simulations, they leave behind cracks with free surfaces, which are traction free. The stress is redistributed around the cracks in the cohesive simulations but not in the non-cohesive simulations, causing differences in the stress and strain fields. Since the local damage, d j , is calculated from the traction at the interface elements where cohesive elements are failing, the traction free surfaces in the cohesive simulations reduce the calculated local damage with respect to the non-cohesive simulations. In Fig. 9 , the failure of a large number of cohesive elements and the resulting free surfaces are the reason for the difference between the DI P avg of the cohesive and non-cohesive simulations at 52.5% volume fraction α-Mo.
Although the volume average approach with DI P avg is shown to yield good results for ranking relative susceptibility to microcracking, it is anticipated that a more thorough development of the DIP may extend the usefulness of this approach. If the DIP is evaluated according to extreme value statistics and includes the effects of spatial distribution of microcrack formation, it may be possible to capture the percolation threshold of crack coalescence. Such a development would enable use of the DIP to build more detailed structure-property linkages by identifying microstructure characteristics driving microcrack coalescence and the limit of load bearing capacity.
This approach was developed with the intention to reduce computational cost with respect to cohesive zone elements. In the 2D simulations used to develop the DIP, removing the cohesive zone elements reduced computation time by a factor of 2 to 4. Although a direct comparison was not conducted in 3D, it would be expected to see even greater computation time savings. The fully 3D three-phase MoSi-B simulations often required 15 h to complete using 16 cpus. With over 200 simulations in the parametric study, this represents a significant reduction in computational cost.
Parametric Study Results
The prediction of susceptibility to microcracking in 3D, three-phase Mo-Si-B simulations was evaluated using the volume averaged DI P avg , calculated at 0.5% macroscopic uniaxial strain. A larger value for DI P avg indicates greater susceptibility to damage formation and is an indicator of a decrease in ductility and damage tolerance. Although the dependence of critical driving force is addressed in the calibration of interface strengths as a function of Si content [36] , it is possible that the critical crack driving force depends on additional microstructural features. Therefore, comparing the susceptibility to microcracking with the DI P avg metric requires the assumption that the critical driving force is solely dependent on α-Mo Si content. Figure 10 presents DI P avg as a function of α-Mo volume fraction at room temperature and 1400 • C for Mo-0.00Si. Figure 10 clearly shows the trends for DI P avg as a function of increasing α-Mo volume fraction at Mo-0.00Si and the same trends are seen at each α-Mo Si content. DI P avg is larger at room temperature than at 1400 • C, which is expected since most materials demonstrate more ductility at high temperatures. At room temperature, DI P avg demonstrates a shallowly decreasing damage with increasing α-Mo volume fraction. At 1400 • C, the same trend is seen, but the decrease in damage is more significant with increasing α-Mo volume fraction. The same general trends hold for Mo-0.10Si through Mo-1.00Si; however, the differences between room temperature and 1400 • C DI P avg decrease with increasing alpha-Mo Si content. Additionally, with increasing Si content the decrease in damage with increasing α-Mo volume fraction becomes less significant. Figure 11 clearly shows the trends in DI P avg as a function of Si content at 63% α-Mo volume fraction. These trends are consistent for each α-Mo volume fraction. There is a steep increase in DI P avg from pure Mo with the addition of 0.1 wt% Si, corresponding to a decrease in relative ductility. This large jump in DI P avg is more severe at 1400 • C than at room temperature. From 0.10 to 1.00 wt% Si, DI P avg steadily increases, with smaller increases between the higher Si content α-Mo CVP parameter sets. In fact, at room temperature, DI P avg is nearly invariant between 0.50 and 1.00 wt.% Si in α-Mo. Figures 10 and 11 show that the DIP has a stronger dependence on α-Mo Si content, particularly at low Si content, than on α-Mo volume fraction.
Model Validation
The α-Mo model development includes stress-strain and yield strength comparisons to the limited experimental data available [40] . There is limited availability of stressstrain behavior of fully characterized two-and threephase Mo-Si-B materials with usable strain measurements in the range used in this study. However, a reasonable comparison of yield strength data can be made against two experimental studies of three-phase Mo-Si-B alloys. Tables 7 and 8 present a comparison of the three-phase Mo-Si-B simulations with the yield strength and available characterization of similar three-phase Mo-Si-B materials from literature [14, 16, 23] . Table 7 also includes modulus comparisons [14, 16] .
A relatively recent study on the fabrication, strength, and oxidation of Mo-Si-B alloys includes high-temperature tensile tests of a three-phase Mo-Si-B alloy including the α-Mo, A15, and T 2 phases [23] . However, the tensile tests are performed without a strain measurement and are uncorrected for the test frame compliance, so a direct stress-strain comparison is not useful. An exact match of the experimental microstructures are not included in the parametric study; however, several simulations are close enough to show that the three-phase Mo-Si-B simulations fall in a similar range of strength values. The experimental material has higher yield strengths than both the Mo-0.50Si and Mo-0.75Si α-Mo calibrations for SVEs including 45% and 54% α-Mo volume fraction. This is expected due to the lower experimental test temperature and 0.2% offset yield strength reported; however, a more direct set of simulations would be required to more accurately compare to the experimental material. The reported Si content of the α-Mo phase is not measured directly, so a range of simulations with varying α-Mo Si content would still be required for comparison purposes. *Yield strength not reported and stress-strain plot has insufficient strain resolution for accurate 0.02% offset calculation **As estimated by Patra et al. [36] A more direct comparison can be made to a study on a similar three-phase Mo-Si-B alloy from the work of Jéhanno et al. [14, 16] . Unfortunately, only the volume fraction of α-Mo is characterized. The relative volume fractions of the A15 and T2 phase and the Si content of the α-Mo phase are not characterized. The probable closest matching material characteristics from this work are presented in Table 8 , where an estimation of the α-Mo Si content is taken from Patra et al. [36] . The simulations of this work bounding the α-Mo volume fraction and Si content of the expected values for the Jéhanno et al. material suggest that the Si content estimate is reasonable and that the resulting three-phase MoSi-B mechanical behavior is in reasonable agreement given the unknowns in material characterization. The differences in modulus as a function of temperature are likely a result of the unknown volume fractions of intermetallics, but could also result from the unknown texture of the Jéhanno et al. material.
Summary and Conclusions
Research into Mo-Si-B alloys has begun to yield promising results towards using these alloys in gas turbine engines. The work presented here advances the understanding of the microstructure-property relationships of Mo-Si-B alloys by developing and exercising a novel computational approach to microstructure-sensitive mechanical property modeling for Mo-Si-B alloys.
This paper demonstrates that several mechanical properties can be evaluated using a combination of modeling tools, including elastic modulus, yield strength, fatigue resistance, and susceptibility to microcracking. Three tools are used to explore the microstructure-sensitive mechanical properties of three-phase Mo-Si-B alloys: a microstructure generator, a crystal viscoplastic constitutive law, and reduced-order models for evaluating mechanical properties.
A novel damage indicator parameter (DIP) is developed for use as a surrogate for susceptibility to brittle microcrack formation without the use of cohesive elements. This reduced-order modeling approach facilitates the design of fully 3D microstructures using a quantitative measure for relative interface average damage indicator as one of the targeted design objectives in the optimization of multiple mechanical properties.
A parametric study of three-phase Mo-Si-B alloys containing the α-Mo, A15, and T 2 phases is presented to capture the microstructure-sensitive modulus, yield strength, fatigue resistance, and susceptibility to microcracking related to relative ductility. The parametric study explored the effects of α-Mo Si content and phase volume fraction. The yield strength predictions of the parametric study are used to validate the constitutive model of three-phase Mo-Si-B against similar experimental materials.
Since the susceptibility to brittle microcracking, especially at room temperature, is a critically important mechanical property for the high-temperature structural applications of Mo-Si-B alloys, it is found that the Si content of the α-Mo phase is more significant to the alloy's balance of mechanical properties than the α-Mo volume fraction. Consequently, it is recommended that future development work focus primarily on reducing or controlling the Si content of the α-Mo phase. A balance of mechanical properties, then, can be found between 55 and 63% α-Mo volume fraction with as low an α-Mo Si content as possible. In this range of α-Mo volume fraction, oxidation resistance requires further study and must be included in future microstructure optimization work.
These results agree with the findings of experimental work on three-phase Mo-Si-B alloys. The significance of this work is the development of an efficient computational framework to explore the material design space of Mo-Si-B alloys for multi-property optimization. This framework and the predicted microstructure-property relationships could be refined with additional experiments for calibration and validation of single phase properties, especially for the intermetallic phases. However, the benefit of this ICME framework is the reduction in the number of experiments required to explore the Mo-Si-B material design space.
There are several novel contributions in this work. The crystal viscoplastic constitutive model used in this study is the first crystal plasticity model developed for three-phase Mo-Si-B alloys and the first crystal plasticity model to include Si composition effects and temperatures above 300 • C on the α-Mo phase. A novel reduced-order quantitative damage indicator parameter (DIP) is developed and used to compare susceptibility to microcracking as a function of microstructure. The parametric study is also the first quantitative multi-property microstructure optimization of Mo-Si-B alloys.
