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ABSTRAK 
Sistem Pengesan Pencerobohan mampu mengesan pencerobohan yang tidak dibenarkan 
ke dalam sistem dan rangkaian komputer dengan mencari punca serangan yang 
diketahui atau penyimpangan aktiviti normal. Walau bagaimanapun, prestasi ketepatan 
adalah salah satu isu dalam aplikasi Sistem Pengesan Pencerobohan. Sementara itu, 
pengkelasan adalah salah satu teknik dalam perlombongan data yang digunakan untuk 
meningkatkan prestasi Sistem Pengesan Pencerobohan. Untuk meningkatkan masalah 
prestasi klasifikasi, algoritma pemilihan ciri dan pembekasan adalah penting dalam 
memilih sifat yang berkaitan yang dapat meningkatkan prestasi klasifikasi. Algoritma 
pembekasan telah dicadangkan baru-baru ini akan tetapi, algoritma pembekasan tersebut 
hanya mampu mengendalikan atribut kategori dan tidak dapat menangani atribut 
berangka. Di dalam algoritma pembekasan, adalah sukar untuk menentukan bilangan 
selang dan lebar yang diperlukan. Oleh itu, untuk menangani dataset yang besar, teknik 
perlombongan data boleh diperbaiki dengan memperkenalkan algoritma yang berupaya 
untuk meningkatkan prestasi klasifikasi. Generasi peraturan dianggap sebagai proses 
penting dalam perlombongan data, malahan peraturan yang dihasilkan adalah dalam 
jumlah besar. Oleh itu, adalah mustahak untuk menentukan peraturan yang penting dan 
relevan untuk proses seterusnya. Oleh itu, tujuan kajian ini adalah untuk meningkatkan 
prestasi klasifikasi dari segi ketepatan, kadar pengesanan dan pengurangan kadar 
penggera positif palsu untuk aplikasi Sistem Pengesan Pencerobohan. Di dalam 
penyelidikan ini mencadangkan peningkatan algoritma pembekasan berdasarkan 
Pembekasan Tong dalam Teori Set Kasar untuk meningkatkan prestasi klasifikasi dan 
juga untuk meningkatkan strategi peraturan generasi dalam Teori Set Kasar dalam 
meningkatkan prestasi klasifikasi. Kedua-dua penambahbaikan ini dinilai dari segi 
ketepatan, penggera positif palsu dan kadar pengesanan terhadap data KDD Cup 99 
dalam aplikasi Sistem Pengesan Pencerobohan. Beberapa algoritma pembekasan seperti 
Kesamaan Frekuensi Tong, Entropy / MDL, Naïve dan pembekasan yang dicadangkan 
telah dianalisis dan dibandingkan dalam kajian. Hasil eksperimen menunjukkan teknik 
yang dicadangkan mampu meningkatkan peratusan klasifikasi ketepatan sehingga 
99.95%; dan bilangan tong yang minimum menentukan algoritma pembekasan yang 
baik. Impak dari kajian penyelidikanyang dicadangkan, peratusan kadar pengesanan 
serangan adalah meningkat dan kadar penggera positif palsu diminimumkan. Algoritma 
yang dicadangkan menghasilkan kompromi yang memuaskan antara bilangan tong dan 
juga ketepatan prestasi teknik klasifikasi. 
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ABSTRACT 
An Intrusion Detection System (IDS) is capable to detect unauthorized intrusions into 
computer systems and networks by looking for signatures of known attacks or 
deviations of normal activity. However, accuracy performance is one of the issues in 
IDS application. Meanwhile, classification is one of techniques in data mining 
employed to increase IDS performance. In order to improve classification performance 
problem, feature selection and discretization algorithm are crucial in selecting relevant 
attributes that could improve classification performance. Discretization algorithms have 
been recently proposed; however, those algorithms of discretizer are only capable to 
handle categorical attributes and cannot deal with numerical attributes. In fact, it is 
difficult to determine the needed number of intervals and their width. Thus, to deal with 
huge dataset, data mining technique can be improved by introducing discretization 
algorithm to increase classification performance. The generation of rule is considered a 
crucial process in data mining and the generated rules are in a huge number. Therefore, 
it is dreadful to determine important and relevant rules for the next process. As a result, 
the aim of the study is to improve classification performance in terms of accuracy, 
detection rate and false positive alarm rate decreased for IDS application. Henceforth, to 
achieve the aim, current research work proposed an enhancement of discretization 
algorithm based on Binning Discretization in RST to improve classification 
performance and to enhance the strategy of generation rules in RST to improve 
classification performance. Both enhancements were evaluated in terms of accuracy, 
false positive alarm and detection rate against state-of-the-practice dataset (KDD Cup 
99 dataset) in IDS application. Several discretization algorithms such Equal Frequency 
Binning, Entropy/MDL, Naïve and proposed discretization were analysed and compared 
in the study. Experimental results show the proposed technique increases accuracy 
classification percentage up to 99.95%; and the minimum number of bins determine 
good discretization algorithm. Consequently, attack detection rate increases and false 
positive alarm rate minimizes. In particular, the proposed algorithm obtains satisfactory 
compromise between the number of cuts and classification accuracy.  
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