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Despite extensive efforts in modelling and monitoring forest cover and forest 
change, few advances in the study of land cover (LC) and land use (LU) dynamics 
following deforestation (so-called post-loss LC/LU change) exist. The current 
plethora of multi-source datasets with considerable high-frequency records and 
emerging technologies (e.g. cloud-computing) to process them, provide new 
possibilities in the study of long-term (>2 years) LC/LU dynamics over deforested 
areas. Building on these advances, this research aims to develop models for 
mapping and analysing post-loss LC/LU dynamics pantropically, based on time 
series analysis of earth observation and contextual data, for use in environmental 
and agricultural studies. The first part of this research conducts a state-of-art 
review which explores a rich body of theory, definitions and global policies relevant 
to the study of post-loss LC/LU change. Furthermore, a description of existing 
studies showing methodological advances at a large scale, from national to global, 
provide guidance for potential directions of work. As the majority of these advances 
rely on georeferenced data, the next step of this research investigates multiple data 
sources, from field records to coarse satellite imagery of over 120 sites detected as 
disturbed by Terra-i (a near real-time monitoring system for LC conversion). This 
local-scale but data-rich investigation helps to highlight opportunities and 
challenges in the study of long-term post-loss LC/LU change. 
By integrating the lessons learned above, the second part of the research deploys 
an end-to-end supervised deep learning architecture. This particular architecture is 
capable of ingesting and processing large volumes of MODIS satellite image time 
series in the generation of 19-years of LC predictions suited to the study of post-
loss LC change trajectories. The scalability of the proposed model is evaluated 
through its implementation at macro-regional scale, i.e. the Amazon region, using big 
data principles and cloud-computing technologies. The implementation has brought 
some challenges, such as assessing the effectiveness of the model for different LC 
classification schemes derived from global LC maps. The results show the 
calibrated model outperforms conventional machine learning techniques used by 
other on-going initiatives mapping long-term post-loss LC/LU change. In addition, 
 
the feasibility of transferring the calibrated model to predict LC in other tropical 
areas in Latin America, Asia and Africa is successfully demonstrated. 
The final part of this thesis describes how post-loss LC change data generated for 
the Amazon can be characterised and grouped into different typologies. In doing so, 
this research introduces the minimum number of years for identifying these 
typologies and how they are linked to potential land-use types and impacts on 
carbon dynamics. The findings corroborate the need to go beyond simplistic 
assumptions, such as a full recovery or complete conversion to non-forest after 
disturbance, to enhance estimates of the impacts of deforestation. In addition, this 
research offers illustrative examples of the influence of 12 spatial layers 
representing inaccessibility, biophysical and policy factors on the observed post-
loss LC change trajectories. It has been found some of these variables, such as 
proximity to farmland, proximity to urban/built-up, proximity to protected areas with 
sustainable use, and elevation, can explain human-related post-loss LC change. 
This PhD project is innovative in its use and deployment of novel methods (e.g. deep 
learning and sequence analysis) and technologies (e.g. cloud-computing) to analyse 
large volumes of high-frequency earth observation data and chronological post-loss 
LC change records. Furthermore, this research supports modellers of ecosystem 
services, biodiversity, and other deforestation-relevant topics by going beyond the 
immediate state of deforestation to understanding the typologies and dynamics of 
long-term post-loss LC/LU change trajectories, which will have impacts on these 
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Forests play a substantial role in biodiversity protection, climate regulation and 
human livelihoods (Chazdon et al., 2016). The partial success of countries in 
reducing forest cover loss in the last decade shows that the commitments of zero 
net deforestation by 2030 are plausible (MacDicken, 2015). However, halting 
deforestation globally will require both qualitative and quantitative estimates to 
address and identify unsustainable commodity chains (Meyfroidt et al., 2014) and 
other emerging drivers related with forest loss including large infrastructure 
(Laurance et al., 2014) and mining projects (Asner et al., 2013; Edwards et al., 2014; 
Abood et al., 2015; De Sy et al., 2019). 
Novel data analytics methods and big data technologies have been proposed as 
a solution from simply mapping forests to monitoring the complex dynamics of 
forest ecosystems structure, function and composition (Reiche et al., 2016). For 
instance, operational and robust near-real time forest monitoring systems such 
as the FORest Monitoring for Action (Hammer et al., 2009), Terra-i (Reymondin 
et al., 2012), Global Forest Cover (Hansen et al., 2013) and Global Land Analysis 
and Discovery (Hansen et al., 2016) have largely contributed to estimate and 
identify hotspots of newly (>2000) forest loss areas pantropically (Tang et al., 
2019). 
In an era of climate change, land cover (LC) and land use (LU) change after forest 
loss, also referred in the literature as post-loss LC/LU change (Pendrill and 
Persson, 2017), is one of the current uncertainties and challenges in the 
calculation of global/regional carbon fluxes (Morton et al., 2006; Prestele et al., 
2017; Pendrill and Persson, 2017; Ramankutty and Graesser, 2017; De Sy et al., 
2019; Tang et al., 2020) and impacts on ecosystem services and biodiversity 
(Wilson et al., 2017). This is particularly true in developing countries in the tropics 
where data on forest inventories and related forest change dynamics are 
generally of insufficient quality and geographically limited (Romijn et al., 2013). 
Consequently, in these countries there are few notions about historical reference 
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levels and LC/LU associated emissions after deforestation, these remaining 
relevant to financial ecosystem service payment schemes such as REDD+ (Ryan 
et al., 2014; Sloan and Sayer, 2015; De Sy et al., 2019). 
1.2 Research problem 
Despite extensive efforts in modelling and monitoring forest cover and forest 
change, few advances in the study post-loss LC/LU change (Pendrill and Persson, 
2017; De Sy et al., 2019; Pendrill, Persson, Godar, and Kastner, 2019) exist. This 
aspect is more urgent for areas in the tropics where different expansion into 
native vegetation occurs (Curtis et al., 2018), therefore where impacts on 
biodiversity and carbon stocks are expected to be the greatest (Myers et al., 
2000; Saatchi et al., 2011). 
Multiple uncertainties might be reduced with further developments measuring and 
modelling LC/LU change over newly deforested areas. For example, the multiple 
pathways of crop expansion (Meyfroidt et al., 2014), in particular at the cost of 
forest, and related with certain practices (i.e. fire, clear cutting), can be unmasked 
and monitored. Attempts to update these pathways are key due to the 
appearance (and dominance) of emerging drivers of forest loss such as mining 
and commercial cropping shaped by complex interactions of underlying forces of 
social, political, economic, technological and cultural aspects (Hosonuma et al., 
2012). 
Thanks to advances in data availability and emerging technologies e.g. cloud 
computing new opportunities have emerged in LC/LU change research (Bey, 
Sánchez-Paus Díaz, et al., 2016; Soliman et al., 2017; Saah et al., 2019). For 
instance, the increasing availability of free of charge remote sensing and low-cost 
environmental/social sensing data (e.g. through crowdsourcing) is expected to 
enhance existing LC/LU change models (Joshi et al., 2016; Fritz et al., 2017). In 
order to support an efficient use and extraction of information from these data-
rich resources, the development of robust data analytics and big data 
technologies are playing a pivotal role for handling, extracting, analysing and 
producing novel knowledge for LC/LU change science from large volumes of data 
(Camara et al., 2016; Saah et al., 2019). 
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Despite the above advances, the study of post-loss LC/LU change at large scales, 
from national to global, has mainly focused on the immediate (1 or 2 years) change 
with limited temporal scope using either sampling-based methods (De Sy et al., 
2015; Tyukavina et al., 2017; De Sy et al., 2019), GIS-based operations (Pendrill and 
Persson, 2017) or visual interpretation of satellite data at very coarse scale (Curtis 
et al., 2018). Only a few groups of scholars and practitioners have proposed 
methodologies to map long-term (>2 years) trajectories of post-loss LC/LU 
change at annual (MapBiomas Project, 2019; Fagua and Ramsey, 2019) or biennial 
(Almeida et al., 2016; Arévalo et al., 2019) time steps. Tang et al. (2020) recently 
pointed out the benefits of analysing LC dynamics over post-disturbed areas 
through developing a spatially explicit carbon bookkeeping model. The authors 
claim the awareness of these dynamics by the model provides better estimates 
of carbon emissions and uptake than traditional assumptions of a full recovery or 
complete conversion to non-forest after disturbance. 
Henceforth, based on the above premises and previous work related to the study 
of dynamics in deforested areas (Coca-Castro et al., 2014; Coca-Castro, 2015), 
this research aims to contribute in the development of models for mapping and 
analysing long-term trajectories of post-loss LC/LU change pantropically. The 
derived information and outcomes are targeted to scholars and policy makers 
consuming and/or producing research in LC/LU change science and those 
addressing impacts of LC/LU change on ecosystem services. 
1.3 Aim 
To develop models for mapping and analysing long-term trajectories of post-loss 
land cover and land-use change pantropically, based on time series analysis of 
earth observation (EO) and contextual data, for use in environmental and 
agricultural studies. 
To achieve this aim, a set of steps will be required. These steps can be conveyed 
in the following two research questions: 
Can land cover change trajectories following deforestation be monitored at the 
large scale, based on pre-existing contextual data and time series analysis of freely 
available multispectral EO data? 
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To what extent can mapped land cover change trajectories be characterised and 
explained by socio-environmental conditions and indicate which land uses are the 
proximate causes of deforestation? 
1.4 Objectives 
The following five objectives are set to fulfil the aim and research questions: 
Objective 1. To explore existing knowledge and identify gaps regarding post-
loss LC/LU change modelling and monitoring for tropical areas 
To identify the advances and gaps in the study of post-loss LC/LU change, it is 
fundamental to examine the main principles of forest cover and forest cover 
change from both theoretical, technical and policy perspectives. Therefore, the 
narrative behind forest research such as forest transitions and drivers of forest 
change is revisited through a literature review. For the technical advances, a brief 
overview is made regarding the data availability and methodological advances in 
LC/LU change, particularly focused on post-loss LC/LU. Finally, the relevance and 
implications of the study of post-loss LC/LU change are highlighted according to 
the current policy frameworks. 
Objective 2. To conduct an exploratory analysis over deforested sites with 
high levels of LC/LU information from ground reference observations to multi-
temporal satellite data 
Complementary to the state-of-the-art review, two data-rich study areas in Peru 
are analysed to a better understanding of main opportunities and challenges for 
the study of long-term trajectories of post-loss LC/LU change. Both areas consist 
of a high quantity of information from in-situ records in the field to free-of-charge 
repeated observations from satellite data. Inspired by existing tools for visual 
interpretation of LC/LU sample areas such as Geo-wiki (Fritz et al., 2009), Collect 
Earth (Bey, Sánchez-Paus Díaz, et al., 2016) and LACO-Wiki (See et al., 2017), a 
customised workflow is presented for interpreting and analysing post-loss LC/LU 
dynamics at annual time steps per study area. 
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Objective 3. To assess pre-existing global LC classifications and high 
frequency multispectral time series suited to large-area study of post-loss LC 
change trajectories 
Satellite imagery and labelled data (reference labels) are generally the main 
sources for training and validating predictive models for LC/LU mapping. This 
objective is focused on introducing the proposed method for generating large-
area LC/LU predictions using satellite time series (SITS) suited to the study of 
post-loss LC/LU change. In this regard, the feasibility of multiple global LC maps 
to extract labelled data is assessed. Due to none of these existing maps 
effectively represent LU types, only LC is considered. The selection of the best 
suited satellite and labelled data to train the proposed model is conducted by a 
visual inspection and validation protocol designed to measure its feasibility to the 
study of post-loss LC change. 
Objective 4. To calibrate and implement the proposed data analytics 
technique for generating 19-years of LC information using the best suited 
satellite and labelled data across a large area in the tropics 
The proposed method for generating large-area LC predictions for the study of 
post-loss LC change is calibrated and assessed against other conventional 
algorithms. The assessment includes mainly two aspects; 1) model evaluation 
using performance metrics i.e. overall accuracy, between predicted and observed 
values; and 2) spatial and temporal coherence, i.e. visual inspection of the model 
predictions. 
The scalability of the proposed model is evaluated through its implementation at 
macro-regional scale using big data principles and cloud-computing technologies. 
The selection of a large area helps verifying the generalisation capabilities of the 
proposed model. This verification is performed in a data-rich region in the 
pantropics like the Amazon where regional-tuned LC/LU data exist. In addition to 
this verification, the feasibility of transferring the trained model using satellite and 
labelled data across the Amazon to predict LC in other pantropical areas in Latin 
America, Asia and Africa is demonstrated. 
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Objective 5. To understand the spatial and temporal patterns of observed 
post-loss LC change trajectories 
Multi-temporal LC predictions generated over the Amazon are then used in 
combination with a deforestation dataset to produce long-term post-loss LC 
change data. This objective aims to characterise spatial and temporal patterns of 
observed post-loss LC dynamics and how they are linked to potential land-use 
types and impacts on carbon dynamics. Additionally, factors associated with the 
causal chain leading to forest change as reported in the literature e.g. 
environmental and socio-economic conditions are assessed to assess their 
influence in the observed post-loss LC dynamics.  
1.5 Overview of the thesis 
The content of this thesis comprises seven remaining chapters: 
Chapter 2. A review of the study of pantropical post-loss land cover and land use 
change trajectories 
Chapter 3. Using ground reference and very high-resolution imagery to better 
understand the challenges to mapping post-loss LC/LU change trajectories 
Chapter 4.  Assessment of pre-existing global LC classifications and high 
frequency multispectral time series suited to the study of post-loss LC change 
Chapter 5. Calibration and comparison of the proposed model for the study of 
post-loss LC change 
Chapter 6.  Understanding the patterns of post-loss LC change trajectories over 
newly deforested areas across the Amazon region through data-mining 
Chapter 7. Conclusions and future work 
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2 A review of the study of pantropical post-loss land 
cover and land use change trajectories 
 
2.1 Introduction 
Land system science can be defined as an interdisciplinary field that acts as a 
platform to integrate different perspectives and dimensions of global change 
research (Verburg et al., 2015). As part of this field, a group of scholars and 
practitioners have focused on observing and modelling land cover (LC) and land 
use (LU) change from pantropical forest. In this regard, initiatives such as the 
latest Global Forest Resources Assessment (FRA) of the Food and Agricultural 
Organization of the United Nations (FAO) (MacDicken, 2015) shows a notable 
trend of forest loss occurring in the tropics, with either stable or expanding forest 
in other domains (Sloan and Sayer, 2015). Whilst FAO-FRAs’s findings are 
periodically reported worldwide, land system scholars have highlighted the 
essential role of modelling and monitoring LC/LU change following deforestation 
(also called post-loss LC/LU change) (Hosonuma et al., 2012; Salvini et al., 2014; 
Pendrill and Persson, 2017; De Sy et al., 2019; Tang et al., 2020)  
Figure 2.1 frames three key components related to the study of pantropical forest 
change. Theoretical, methodological and global policy considerations intersecting 
these components are briefly described in the following sections with a particular 
focus on immediate i.e. direct conversion (1-2 years) and long-term i.e. trajectories 
(>2 years) post-loss LC/LU change over large areas, from national to global scale. 
 
Figure 2.1 Diagram showing three main components in the study of forest change. Y-axis 
indicate the level of vegetation greenness as measured by earth observation data. Studies 
in post-loss LC/LU can be split in short-term i.e. immediate and long-term i.e. trajectories. 
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2.2 Theoretical considerations 
2.2.1 Forest and land system change concepts 
It is estimated that more than 800 official definitions of forest exist to date and 
consequently this proliferation of forest terms exacerbates conflicts on the 
meaning and interpretation of forest change (Sexton et al., 2016; Chazdon et al., 
2016). Existing forest definitions mainly vary according to five attributes: tree 
cover, tree height, plot size, and the actual and potential height of vegetation 
(Sexton et al., 2016). The most accepted definition worldwide of forest stems from 
FAO and the International Geosphere-Biosphere Programme (IGBP). FAO defines 
forests mainly by the criterion of tree cover greater than 10% with a height or 
expected height of 5-m or more (FAO, 2000). IGBP gives a more differentiated 
definition using a criterion of greater than 60% tree cover for forest, specifying 
savannah as 10–30% and woody savannah as 30–60% cover (Loveland and 
Belward, 1997). An expanded definition of FAO’s and IGBP’s definitions is 
proposed by the United Nations Framework Convention on Climate Change 
(UNFCCC). UNFCCC’s definition is broadly used by the participating countries 
due to its flexibility of selecting thresholds between 10 and 30% of tree cover 
(UNFCCC, 2001). A further discussion of forest definitions and their influence on 
forest cover and forest change reporting can be found in Sexton et al. (2015) and 
Chazdon et al. (2016). 
In addition to forest definition, it is important to differentiate the meaning of land 
cover and land use (Joshi et al., 2016). The term land cover is represented by the 
features characterising the earth’s land surface and immediate subsurface, 
including biota, soil, topography, surface and groundwater, as well as human 
structures (Lambin et al., 2000). LC is determined by direct observation of the 
earth’s surface and it is crucial for the development of physical environmental 
models (Comber, 2008). Land use refers to the purposes for which humans 
exploit the land cover (Lambin et al., 2000) and it is mainly required for policy and 
planning purposes (Comber, 2008). Although studying and reporting changes in 
LC are still important for land system research, there has been increased focus 
on integrating LC and LU information (Zhang et al., 2019). This integration is 
beneficial in discriminating LC classes with different LU properties, as different 
LU, even with the same LC, have differential environmental and social impacts 
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(Joshi et al., 2016). One example is in Latin America where natural grasslands are 
barely discriminated from planted pastures in terms of cover, yet they are 
fundamentally different land uses (Verburg et al., 2015). 
The distinction between LC and LU is also fundamentally important when 
discussing other terminologies in land system science such as deforestation. 
Hence, it is important to determine whether to assess deforestation as a change 
in LC or LU. These two approaches can be distinguished as forest change (for a 
LC change) and reforestation/deforestation (for a LU change), respectively. The 
latter is clearly of human agency, whereas the former also occurs through natural 
processes such as river flooding (Pendrill and Persson, 2017). 
2.2.2 The forest transition and Kuznets curve theories 
The concepts of forest transition and Kuznets curve might be good starting points 
to illustrate the theory behind LC/LU change in forested areas. The forest 
transition (FT) theory aims to explain the spatial-temporal dynamics, causes, and 
implications of an observed shift from net forest loss to net forest gain (Mather, 
1992). While this transition was initially observed in developed countries 
(Drummond and Loveland, 2010), some examples have been reported in several  
developing countries too (Pendrill, Persson, Godar, and Kastner, 2019). The 
Kuznets curve proposes an inverted relationship between environmental and 
socioeconomic conditions, stressing that a society's environment deteriorates as 
its economy develops, but is followed by improved environmental quality as per-
capita income levels rise (Drummond and Loveland, 2010). 
The original FT concept, proposed by Mather (1992), suggests a ‘U-shaped curve’ 
for forest land with respect to two time phases: 1) a declining phase in the early 
stages of economic development (i.e. mainly land requirement for agriculture) 
followed by 2) a recovery phase through conserving remaining primary forest, 
plantations, reforestation and/or land abandonment. Since its inception, the FT 
theory has co-evolved with land system science (Rudel et al., 2020). For instance, 
new transition phases have been added following an inverse ‘J-shaped curve’ over 
time. Furthermore, each transition phase has been attributed to certain LU types 
(Hosonuma et al., 2012) and was recently mapped for all countries worldwide 
(Pendrill, Persson, Godar, and Kastner, 2019) (see Figure 2.2). 
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The environmental Kuznets curve serves as a general framework for explaining 
two non-exclusive pathways, the economic development path and the forest 
scarcity path, usually related with the FT theory (Rudel et al., 2005). While both 
paths have been successfully characterised in certain regions (Meyfroidt and 
Lambin, 2011), some studies show that the Kuznets curve can partially explain 
forest gain. For instance, Crespo Cuaresma et al. (2017) show the hypothesised 
link between economic development and deforestation exists for developing 
countries however it does not apply for developed countries. 
 
Figure 2.2 (a) Phases of the FT model according to the percentages of forest cover (FC), 
net forest cover change (∆FC) and trend in gross forest loss (∆GFL); and (b) distribution 
by country. Map shows most tropical countries are between Early to Late phases. Source: 
Pendrill, U. M. Persson, Godar, and Kastner (2019). 
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2.2.3 Approximations to the causes of pantropical forest change 
There is an extensive narrative concerning the causes (and consequences) of 
pantropical forest change, see for example Meyfroidt et al. (2014). This section 
focuses on the essentials of how these causes are often categorised and their 
evolution since the inception of detailed spatial data have become available (i.e. 
earth observation data available from mid-1960’s). Whilst these causes are usually 
associated with the land-use change outcome i.e. deforestation, they can also 
influence immediate and long-term post-loss LC/LU change trajectories as 
targeted in this thesis. 
Multiple approaches and terminologies have been generated according to causal 
analysis in land system research (Meyfroidt, 2016) In particular, for a land use 
change event (outcome) such as deforestation, most existing literature typically 
distinguishes between two categories of causes; proximate and underlying (also 
called direct and indirect causes, respectively) (see Figure 2.3) (Lambin et al., 
2001). 
 
Figure 2.3 Direct and indirect causes of deforestation. Adapted from Geist and Lambin 
(2002). 
On one hand, the proximate causes directly affect vegetation cover and thus it is 
typically land use or management causing the change (Meyfroidt, 2016) i.e. 
agriculture expansion, expansion of infrastructure and wood extraction (Lambin 
et al., 2001). On the other hand, the underlying causes work at different scales 
and are defined as factor(s) causing one or more proximate causes (Meyfroidt, 
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2016) i.e. demographic factors, economic factors, technological factors, policy 
and institutional factors, cultural factors and biophysical factors (Lambin et al., 
2001). In terms of spatial scale, proximate causes generally operate at the local 
level (individual farms, households, or communities). In contrast, underlying 
causes can originate from the regional (districts, provinces, or country) or even 
global levels, with complex interactions between levels of organisation (Lambin et 
al., 2003). Chronologically, proximate causes are the factors involved in the last 
steps of the causal chain (or a continuous chain of processes between the cause 
and the outcome) and underlying causes are those involved in earlier steps in the 
chain. Further details about the dynamics between proximate and underlying 
causes of deforestation can be found in Meyfroidt (2016). 
Rudel et al. (2009), Drummond and Loveland (2010), and Meyfroidt et al. (2013) 
claim that the causes of global deforestation can be divided into two time periods: 
state-enabled, smallholder deforestation (1965–1985) and enterprise-driven 
deforestation (1985–Present) (see Figure 2.4). The former was characterised by 
a high government intervention towards farmer-support, predominantly small-
holders (i.e. agricultural modernisation or settlement schemes). For this period, 
poverty, poor agricultural technologies and population growth were viewed as the 
main causes of deforestation (Meyfroidt et al., 2013). In the latter period, the 
enterprise-driven, smallholder colonization schemes have declined as drivers of 
deforestation, in particular in Latin America and Southeast Asia (Asner et al., 
2009; van Vliet et al., 2012). At the same time, fiscal austerity combined with the 
debt crises of the 1980s induced cost-cutting measures by central governments 
(Labán and Sturzenegger, 1994). Based on the crises of this period, governments 
have abandoned projects of new land settlement and consequently public 
resources for road infrastructure projects into forest-rich regions have decreased 
(Rudel et al., 2009). Meyfroidt et al. (2013) indicate that deforestation in the 
enterprise period has also been associated with international trade of agricultural 
products and remote urban demand, rather than rural population growth. For 
instance, certain countries, including Brazil (Arima et al., 2011; Macedo et al., 2012) 
and Indonesia (Carlson et al., 2012), have increasingly absorbed the rise of global 
demand for key agricultural products such as soybeans and palm oil, leading to 
rapid agricultural expansion (Meyfroidt et al., 2013). 
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Figure 2.4 Main deforestation periods in the tropics as identified by Rudel et al. (2009). 
The scholars identified the dynamics in both periods by conducting a meta-analysis of 
1975-2002 forest cover change between. The metanalysis included papers reporting the 
causes of tropical forest change, mostly in wet forests. Adapted from Rudel et al. (2009). 
As part of the causal analysis, the study of post-loss LC/LU change emerges as 
a key component for a better understanding of the causes of current enterprise-
driven deforestation pathways. van Vliet et al. (2012) suggest, in general, LC/LU 
conversions/transitions do not follow a fixed pattern. Moreover, the rate with 
which they can happen and the uncertain direction they may take can have 
different impacts on ecosystems (van Vliet et al., 2012). According to Meyfroidt 
(2016), the combinations of causes, also called ‘pathways’, can lead to one or 
more outcomes. In other terms, this/these outcome(s) can be understood as the 
resulting LC/LU dynamics following forest loss. Because most land conversions 
are highly context specific, it is challenging to find studies synthesising post-loss 
LC/LU change. The few existing ones focus on immediate post-loss LC/LU 
change providing very broad categories at regional (De Sy et al., 2015; 
Ramankutty and Graesser, 2017) and global level (Rudel et al., 2009; Hosonuma 
et al., 2012; De Sy et al., 2019) (see Figure 2.5). 
  
Figure 2.5 Continental-level estimations of the proportions of immediate post-loss LC/LU 
change, also known as direct drivers of deforestation, for the period 2000–2010, based 
on data from 46 tropical and subtropical countries. Adapted from Hosonuma et al. (2012). 
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2.2.4 Key determinant and location factors in pantropical forest change 
Whilst multiple causes have been associated with forest change, only a set of 
them, termed as ‘determinant’ or ‘spatial determinant’, have been attributed as 
location factors or as a group of biophysical and socio-economic factors linked 
with spatial characteristics (spatial pattern or structure) of land systems (van 
Asselen and Verburg, 2012). According to Meyfroidt (2016), some of these factors 
directly affect the rate and quantity of LC/LU change, e.g. the area of forest 
cleared by new incoming migrants. Other factors influence the location of LC/LU 
change, e.g. the land suitability for cropland. The concept of ‘determinant’ might 
be best suited for relations that have a ‘statistical explanation’, but where causality 
is not necessarily asserted or assumed (Meyfroidt, 2016). A determinant may 
belong to either of the two categories of causes described in the previous section 
(proximate causes or underlying causes) as well as to the group of contextual 
factors i.e. factors which are supposed ‘not to drive, but rather – to shape’ forest 
change (Meyfroidt, 2016). The following subsections illustrate the main 
determinants used by spatially explicit models of frontier expansion causing 
deforestation in the tropics at regional (Aguiar et al., 2007; Scouvart et al., 2008; 
Redo et al., 2012) and global scale (Verburg et al., 2011). 
2.2.4.1 Accessibility conditions and connections to markets  
This group consists of accessibility conditions and connections to markets and 
ports as well as the proximity to roads, rivers and urban settlements (Aguiar et al., 
2007). Accessibility to markets drives decisions by local agents by influencing the 
profitability of activities as a function of distance (transportation costs) to the 
central market/port (Scouvart et al., 2008). Moreover, some scholars (Pittman et 
al., 2010; Perz et al., 2007, 2015) suggest LC/LU and spatial pattern of land 
occupation is likely to vary by connectivity as well as by the conditions of the 
accessibility network (i.e. paved or unpaved roads) and market proximity. This 
joint combination affects the travel time. For example, Southworth et al. (2011) 
show LU types such as logging and pasture, which are associated with market-
oriented activities, are sensitive to accessibility. In contrast, deforestation driven 
by illegal production systems such as coca crop plantations and illegal mining are 
mostly located in remote areas, in preference nearby to river tributaries (Asner et 
al., 2013; Chadid et al., 2015). 
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2.2.4.2 Occurrence of an extractive cycle 
Contextual factors such as timber-production facilities and mineral deposits may 
have the capacity of stimulating the occupation of new areas (Aguiar et al., 2007). 
The former factor promotes deforestation indirectly by opening access roads that 
attract spontaneous migrants into forest areas (Arima et al., 2005). Moreover, 
logging also indirectly produces a temporal wealth in the area, which can then 
induce changes in the productive base (Scouvart et al., 2008). Regarding the 
presence of mineral deposits, in particular gold mining, they can also attract new 
migrants by reorienting the already established colonists towards the extractive 
sector. Additionally, although a decrease in deforestation rates can be 
experienced while colonists leave their fields to engage in extractive activities, a 
sharp increase in deforestation can happen once extractive activities are 
abandoned (Scouvart et al., 2008). Extractive cycles also lead to the development 
of settlements that under certain circumstances can evolve into towns and cities 
(Mertens, 2002). 
2.2.4.3 Frontier age and type of agents 
Scouvart et al. (2008) state that the age of a frontier is an important factor in 
explaining LC/LU dynamics in forests. In this way, households characterised by 
different levels of available labour force and production systems, determine the 
evolution of a frontier (H. Wang et al., 2019). Over a certain period, land tenure 
generally changes according to the consolidation of land parcels (Scouvart et al., 
2008). The frontier age can be defined as the number of years (history) from the 
start of the colonisation (Scouvart et al., 2008). For instance, in the Brazilian 
Amazon, an old frontier (20 years or more) is characterised by larger deforested 
areas but less rapid rates of change than a more recently opened area (less than 
20 years), due mainly to the consolidation of land clearing and potential 
intensification of land use (Scouvart et al., 2008). 
In addition to the frontier age, the type of agents is a fundamental factor shaping 
deforestation processes and related LC/LU dynamics (Scouvart et al., 2008). In 
terms of income, two groups of agents (or colonisers) can be distinguished: 1) 
those with reduced capital who mainly practice subsistence agriculture (mixed 
crops, agroforestry, swidden agriculture) and are often classified as first wave 
colonisers; 2) and those with higher capital practising models of more intensive 
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agriculture playing a major role as second wave colonisers (Scouvart et al., 2008). 
In other words, two groups of land-users are consistently identified in the 
literature: 1) smallholder cultivators, including settlers and traditional farmers, and 
2) industrial farmers or plantation owners. These two groups differ in terms of 
their particular characteristics among regions, but their impacts might be similar 
(Ewers and Laurance, 2006). For instance, while most small-scale farmers in 
Central America have coffee plantations, in West Africa the major crop is cocoa. 
Similarly, commercial agriculture in the Brazilian Amazon consists mainly of 
soybean and cattle ranches, in comparison in Indonesia it is dominated by oil-palm 
plantations (Rudel, 2013). 
2.2.4.4 Demographic 
Some studies indicate an asymptotic relationship between population and 
deforestation, suggesting that population growth only plays an important role in 
the opening of new land areas (Pittman et al., 2010; Laurance et al., 2014). The 
urban and rural population can play different roles in forest change. While the 
former has a direct influence on forests through their conversion to other land 
uses, the latter has an indirect effect on deforestation through its demand for 
agricultural and forest products (Scouvart et al., 2008; DeFries et al., 2010). 
2.2.4.5 Biophysical conditions and soil suitability 
There are multiple biophysical factors that influence land-use decisions (soil 
quality, rainfall, terrain features and vegetation type), and some of them have 
major impact according to the particular characteristics of the study area 
(Scouvart et al., 2008). For the frontier expansion of cropland and pastoral land, 
the interannual variability in rainfall can in general play an essential role. Rainfall 
availability modifies land productivity and therefore produces a positive or 
negative feedback on the production of a given area under pastoral or cultivation 
use (Stéphenne and Lambin, 2001). In connection with soil quality, which mostly 
constrains tropical agriculture, it is related to chemical rather than physical soil 
properties i.e. soil nutrients (Lieth and Werger, 2012). These constraints also 
influence the type of production system. Moreover, certain combinations of both 
factors can lead to the development of agricultural activities and thus 
deforestation, e.g. high agricultural potential combined with a pronounced dry 
season, which facilitates the access and operation of agricultural machinery, 
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increases the probability of land clearing in the Brazilian Amazon (Scouvart et al., 
2008). In terms of clearing size, Ewers and Laurance (2006) suggest that the 
large-scale clearing activities might be less affected by small-scale variations in 
topography and soil conditions and thus more influenced by long, linear 
boundaries between adjacent, large-scale properties. The type of forest 
vegetation can also influence the size of clearings and land use activities after 
deforestation. For instance, changes in dry forests are more prone to large-scale 
activities than humid forests (Grau et al., 2005). 
Regarding the most relevant practices of forest clearing, fire has been associated 
as a tool for the conversion of land use from forest to agricultural or other 
purposes (Lima et al., 2012; Armenteras et al., 2017). Small- and large-scale 
farming operations can have different fire use preferences (i.e. large cattle 
ranches and industrial soybean farms using heavy machinery such as bulldozers 
and intensive use of water and fertilisers) which consequently produce different 
spatial patterns and impacts in the quality and quantity of other natural resources 
(i.e. water) (Ewers and Laurance, 2006). 
2.2.4.6 Public policies 
This group is mainly related to governmental actions, such as planned settlements 
and protection areas. In particular, the presence of protected areas can influence 
the type of LC/LU dynamics following deforestation (Jurjonas et al., 2016). 
Additionally, another factor related to policies relies on the governance of tropical 
agricultural development i.e. commodity supply chain interventions such as the 
Roundtable on Sustainable Palm Oil in Indonesia and the Roundtable on 
Responsible Soy, the Soy Moratorium and the Cattle Agreement in Brazil (Meijer, 
2015). 
2.3 Methodological considerations 
The study of forest change has been supported by a wide range of sources from 
local case studies using interviews and surveys to global scale studies based on 
models, remote sensing and/or other data e.g. crowdsourcing (Fritz et al., 2017). 
This section is mainly focused on existing work in mapping forest change and 
post-loss LC/LU based on remote sensing. Satellite remote sensing data is by far 
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the main source in providing spatially-explicit information of LC/LU extent and 
dynamics at multiple scales (Verburg et al., 2015). 
2.3.1 Forest change 
Different approaches have been proposed to monitor forest change using remote 
sensing data at multiple scales (Pendrill and Persson, 2017). Two main families of 
free-to-use products exist, those generated from (i) historical high-resolution 
imagery e.g. Landsat and (ii) composited high-temporal satellite data e.g. MODIS. 
While the former is useful for quantifying forest loss and gain for carbon 
accounting and long-term forest management, the latter is well-suited for 
capturing current forest change events in a timely manner (Tang et al., 2019). 
Table 2.1 describes the features and capacities of the existing deforestation 
datasets with pantropical coverage. 
Table 2.1 Existing free-to-use deforestation datasets, ordered by spatial resolution, with 
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Watanabe et al. (2018). 
Amongst the datasets introduced in the above table, it is evident that only two 
datasets, GFC and Terra-i, have relatively long track records of forest change 
covering the pantropics, since 2000 and 2004, respectively. For the study of 
post-loss LC/LU change trajectories, these records are well-suited to serve as 
target areas in studying chronological LC/LU dynamics. For instance, the GFC 
dataset was used to produce unbiased forest loss area estimates and the types 
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of forest disturbance across the Brazilian Amazon (Tyukavina et al., 2017). The 
same dataset has also been used to quantify the expansion of agriculture into 
forests (Pendrill and Persson, 2017; Pendrill, Persson, Godar, and Kastner, 2019) 
and determine associated carbon emissions globally (Pendrill, Persson, Godar, 
Kastner, et al., 2019). 
2.3.2 Post-loss LC/LU change 
In contrast to the increased capability to monitor and map forest change, most 
existing initiatives in mapping post-loss LC/LU at large scales, from national to 
global, has focused on the immediate (1 or 2 years) change with limited temporal 
scope. These initiatives can be grouped in three distinct groups using sampling-
based methods (De Sy et al., 2015; Tyukavina et al., 2017; De Sy et al., 2019), GIS-
based operations (Pendrill and Persson, 2017) or visual interpretation and 
processing of satellite data at very coarse scale (Curtis et al., 2018; Fagua and 
Ramsey, 2019). Only a few groups of scholars and practitioners, strongly 
supported by the capabilities of machine learning algorithms, have proposed 
methods to map long-term (>2 years) post-loss LC/LU change at annual 
(MapBiomas Project, 2019) or biennial (Almeida et al., 2016; Arévalo et al., 2019) 
time steps. 
Table 2.2 summarises the main features of the above initiatives. In general, large 
blocks of 10-km x 10-km are used to inform post-loss LC/LU change at global 
level. Seven out of ten initiatives focus only on the immediate LC and/or LU 
transition after forest loss and are limited to representing a few periods of time, 
except Tyukavina et al. (2017)’s study. It is evident that the number of classes is 
generally reduced from regional to global extent, except for the GIS-based 
method. The particular example of GIS-based operations targeted proximate 
causes of forest loss in the form of agricultural expansion being non-agricultural 
classes discarded (Pendrill and Persson, 2017).  
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Table 2.2 Existing studies, ordered by geographical extent, supported by remote sensing 
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2.4 Global policy in forest cover and post-loss LC/LU change 
Maximising forest area is not just a concern for conservationists and ecologists, 
it is widely recognised as a major issue in the climate change and development 
debate (Sloan and Sayer, 2015). New geospatial data and technologies are 
expected to be crucial for aiding a number of global policy initiatives. In particular, 
post-loss LC/LU change data are essential to the following mechanisms focused 
on the forestry-based sector and research: 1) the Intended Nationally Determined 
Contributions under the Paris Agreement, or INDCs state a long-term objective 
with voluntary mitigation actions (self-commitments) aimed at decarbonising 
economies (van der Gaast et al., 2018); 2) the Sustainable Development Goals 
(SDGs) set out core intentions of a new global agenda on environment and 
development through a set of 17 goals (Hoen et al., 2014); 3) the Reducing 
Emissions from Deforestation and Forest Degradation, known as REDD, and 
enhancing forest carbon stocks, known as REDD+, provide the incentive and 
framework for implementation of forest protection and conservation measures in 
developing countries (Angelsen and Rudel, 2013; Ryan et al., 2014); and 4) the 
Bonn Challenge aims for the restoration of 150 million hectares of the world’s 
deforested and degraded land by 2020, and 350 million hectares by 2030 
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REDD+ action might form part of INDCs as a potential mitigation option beside 
other forestry-related carbon trading schemes (van der Gaast et al., 2018). 
Moreover, REDD+ can be a useful means to deliver on the SDGs in developing 
countries rather than exclusively in achieving sustainable forests (SDG 13 and 15), 
but also on other related goals such as the promotion of sustainable agriculture 
(SDG 2) and poverty eradication (SDG 1). The SDGs, in turn, act as an additional 
institutional incentive to pursue effective REDD+ actions (Lima et al., 2015). The 
Bonn Challenge is a practical means of realizing some of these mechanisms like 
REDD+ and others the Convention on Biological Diversity (CBD) Aichi Target 15 
and the Rio+20 land degradation neutrality goal (Lambin et al., 2003). 
Complementary to the above forested-related mechanisms, the generation and 
analysis of post-loss LC/LU change data is beneficial to current initiatives of 
deforestation-free supply chains. For instance, Costa Rica's Monitoring of Land 
Use Change within Production Landscapes (MOCUPP) initiative (MOCUPP, 2017) 
links land tenure information with forest coverage to monitor different 
commodities, mainly pineapple. Hargita et al. (2020) recently compares 
similarities and differences of deforestation-free supply chains initiatives against 
REDD+. The authors stress the potential of a common monitoring system. In this 
regard, new geospatial data such as post-loss LC/LU change trajectories can play 
a pivotal role to guide these initiatives and others like the Bonn Challenge to 
ensure a long-term effect on forest conservation. 
2.5 Main gaps and opportunities in the study of post-loss LC/LU 
change 
The above review allowed identifying three main knowledge gaps and 
opportunities related to characterising and modelling post-loss LC/LU change: 
● The theory and definitions behind forest change are well established in the 
literature. Historical dynamics and determinants related to deforestation 
have been widely characterised in the pantropics. Further investigation of 
post-loss LC/LU change is needed to complement these theoretical 
assumptions. For instance, it would be interesting to study post-loss LC/LU 
change trajectories according to the state-enabled, smallholder 
deforestation (1965–1985) and enterprise-driven deforestation (1985–
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Present) periods. Furthermore, it would be relevant to assess how 
determinants and location factors of deforestation described in Section 
2.2.4 evolve over long-term post-loss LC/LU change. 
● According to the section of methodological considerations, it was found the 
pathways of expansion of the current agricultural and non-agricultural 
drivers of global forest change are mainly based on information aggregated 
in coarse spatial mapping units e.g. country-scale or blocks of 10km per 
10km. In addition, most of the existing studies at large scales, from national 
to global, focus on the immediate conversion after forest loss with limited 
temporal extent. In order to approximate the complexity of LC/LU dynamics 
in deforested landscapes, hidden patterns such as forest converted 
temporarily to pasture and time after commercial agriculture might only be 
unmasked with a dedicated spatially explicit post-loss LC/LU change data 
generated over a considerable time period (>2 years). 
● The initiatives mapping long-term post-loss LC/LU change rely on traditional 
machine learning algorithms e.g. Random Forest with low capability to fully 
exploit the spatial and temporal contextual information from earth 
observation data (Petitjean, Kurtz, et al., 2012; Rußwurm and Körner, 2018b). 
In addition, the performance of these algorithms generally depends on time-
consuming pre-processing e.g. cloud removal and human-designed rules to 
train them. In this regard, novel machine learning algorithms like Deep Neural 
Networks represent an opportunity of end-to-end mapping of large-area 
LC/LU change from dense satellite image time series with minimal pre-
processing (Rußwurm and Körner, 2018b). As it is demonstrated in Chapter 
4 to 5, the implementation of these novel techniques requires a rigorous 
assessment to ensure spatio-temporal dimension are captured consistently 
for the target application, in this case mapping long-term post-loss LC/LU 
change. 
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3 Using ground reference and very high-resolution 
imagery to better understand the challenges to 
mapping post-loss LC/LU change trajectories 
 
3.1 Introduction 
This chapter aims to describe the context, opportunities and limitations for 
mapping long-term post-loss LC/LU change. The analysis and results are derived 
from multiple sources of data, including in-situ records in the field and multi-
temporal satellite data. The in-situ records analysed are primarily  based on 
previous work by Coca-Castro et al. (2014). This particular work contains a 
protocol to validate deforestation areas located in the eastern Peruvian Amazon 
(elaborated on below). More recently, the protocol has been widely applied on 
additional field campaigns conducted in the northern Peruvian Amazon (Paz, 
Reymondin, et al., 2018a, 2018b) and following these, in Honduras (Paz, Tello, et 
al., 2018). 
Inspired by existing tools for visual interpretation of LC/LU sample areas — e.g.  
Geo-wiki (Fritz et al., 2009), Collect Earth (Bey, Sánchez-Paus Díaz, et al., 2016) 
and LACO-Wiki (See et al., 2017) — this work presents a customised workflow for 
integrating multi-temporal satellite data obtained from different sources and in-
situ information. This workflow ensures the dynamics of subsequent LC/LU 
change over post-deforested areas (so called post-loss LC/LU change) are 
captured. 
3.2 Background 
The release of new LC/LU products is directly related to the availability of 
remotely-sensed imagery acquired by satellites (Bontemps et al., 2012). This 
development has consequently led to the collection and sharing of reference 
databases by the Earth Observation (EO) user community. These databases are 
crucial to systematically assess and benchmark existing and future products, 
particularly given the uncertainty in land-related products (Waldner et al., 2019). 
47 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
The collection of LC/LU reference data is commonly derived from either: i) 
ground-based data in the field; ii) geo-referenced airborne data (Amaral and 
D’Alge, 2009), and/or; iii) interpretation of free satellite imagery (Lesiv et al., 2018) 
or geo-tagged photographs (Antoniou et al., 2016). Although the two first 
approaches provide a high level of detail, they remain challenging due to the cost 
associated with such collection efforts, particularly over large areas (Bastin et al., 
2013; Amaral and D’Alge, 2009). The latter approach is therefore more accessible  
and includes the engagement of not only experts but also citizens in remote 
sensing or geospatial sciences (Waldner et al., 2019). 
Thanks to the rise of new technologies and the freely available QuickBird, 
WorldView, GeoEye and other Very High Resolution (VHR) imagery hosted by 
Google Earth, ESRI and Bing Maps, initiatives for visual interpretation of imagery 
for understanding LC/LU in sampled areas such as Geo-wiki (Fritz et al., 2009), 
Collect Earth (Bey, Sánchez-Paus Díaz, et al., 2016) and LACO-Wiki (See et al., 
2017) have emerged. Besides providing standards for collecting and analysing 
LC/LU reference data, these tools leverage the global remote sensing expert 
community for regional knowledge creation thereby contributing to the technical 
capacity of  institutions responsible for LC/LU change reporting (Tyukavina et al., 
2018; Schepaschenko et al., 2019).  
Table 3.1 outlines the main features of the two main open tools, Geo-wiki and 
Collect Earth, which share some similarities but also differences according their 
system components and design i.e. architecture. For instance, whilst Collect Earth 
allows to customise the interface, this feature is not possible in Geo-wiki.  
Whilst the databases collected by the aforementioned initiatives contribute to 
reducing the gap of reference data, the time-span analysed by most of these 
efforts is necessarily limited and specific to the target map validated (Tsendbazar 
et al., 2018). These limitations make it difficult to re-use this type of information 
for certain applications, in particular those requiring periodic observations such 
as long-term post-loss LC/LU change. Therefore, the analysis of in-situ data 
collected by Coca-Castro et al. (2014) and Paz, Reymondin (et al., 2018b) was 
extended using continuous satellite imagery obtained from multiple sources 
48 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
towards a better understanding of the precedent and subsequent LC/LU change 
over deforested areas. 
Table 3.1 A comparison of the two main open tools for visual interpretation of VHR 
imagery. Adapted from Schepaschenko et al. (2019) 




Direct access to current and 
historical imagery such as 
Landsat is available in Google 
Earth Engine (GEE) 
Current and historical fine-
resolution imagery is available 
through Sentinel Hub as a Web 
Map Service (WMS) 
Imagery dates 
The dates of the Google VHR images are recorded manually. 
Microsoft Bing Map dates are read automatically via an API. 
Ancillary 
layers 
Only those layers that are 
available in GEE, but users can 
upload their own layers 
Any ancillary layer can be 
displayed as a WMS.   
Sample 
design 
Users cannot generate a sample 
in Collect Earth, but scripts are 
provided on the Collect Earth 
website to generate a country-
level sampling grid through the 
GEE code editor 
A simple random sample can be 
created, but otherwise the 
sample is created using GIS and 
then hardcoded into the Geo-
Wiki branch by developers 
Level of 
customization 
Users can customize the 
interface for any specific data 
collection needs, including 
different data types and levels of 
spatial detail 
Customization is currently not 
possible. Branches are created 
ad hoc to meet user needs 
Code 
availability 
Open access on GitHub Not available 
Data access The data collected using Google 
Earth belong to the group or 
persons who initiated the data 
collection campaign. Only they 
can decide if they share these 
data with others 
The data can be downloaded 
from the Geo-Wiki website or 
from the PANGAEA repository 
 
3.3 Study area and context 
The in-situ observations and auxiliary datasets analysed through this work are 
located in the Peruvian Amazon, specifically in the regions of Ucayali and Loreto 
(see Figure 3.1). These observations were collected as part of a series of field 
campaigns led by the Terra-i initiative (described in Section 3.4.1.2) across the 
Peruvian Amazon which is the second-largest portion of Amazon forest after 
Brazil (RAISG, 2012). The records in Ucayali were collected in October 2013 
focusing on areas surrounding the city of Pucallpa. The field campaign in Loreto 
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was conducted in June 2015 across locations near the city of Yurimaguas. Both 
Ucayali and Loreto have received considerable impact due to anthropogenic-
driven disturbances (Oliveira et al., 2007). The two regions alongside Madre de 
Dios include the majority of primary forest remaining in the country (Piu and 
Menton, 2014). 
 
Figure 3.1 Location of the in-situ observations across the study areas of Ucayali (map 
inset A) and Loreto (map inset B) in the Peruvian Amazon. The average annual 
precipitation and temperature in both areas range between 1,800 mm  to 2,000 mm per 
year and 25.2°C to 26°C, respectively with a dry season from June to September 
(Kobayashi et al., 2014). 
Ucayali is experiencing a dramatic increase in area of total land harvested for 
agriculture (Oliveira et al., 2007). Previous studies in the same location define the 
landscape as a mosaic of forest (patches of old-growth and second-growth 
forest) surrounded by pastures, oil palm plantations, and smallholder farms 
(Gutiérrez-Vélez and DeFries, 2013; Schwartz et al., 2017). This landscape has 
been shaped by a highway and networks of roads connecting Pucallpa to Lima 
and other urban centers for more than six decades. Thanks to the accessibility 
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afforded by both road and river, the area has attracted many migrants from other 
regions of Peru (Uriarte et al., 2012). 
Loreto, where in-situ data are distributed principally in areas surrounding the city 
of Yurimaguas, has also experienced similar high rates of deforestation as 
Ucayali. As with the study area in Pucallpa, accessibility has been a key factor 
shaping deforestation patterns in the Yurimaguas area, including also industrial-
scale oil palm plantations at the border region between Loreto and San Martin 
(Valqui et al., 2015; Arima, 2016). The main economic activities are cropland, 
livestock and forestry production. Although these activities are primarily for 
subsistence, some cash crops such as cocoa, oil palm and papaya are expanding 
in the area (Valqui et al., 2015). In contrast to the city of Pucallpa, population 
growth and in-migration has been slower and stable in Yurimaguas. While 
significant migration flows in the direction of the Lower Amazon i.e. Ucayali, 
Loreto has experienced a higher rate of out-migration than in-migration causing 
a net loss in population (Menton and Cronkleton, 2019). 
3.4 Methodology 
The workflow to analyse the in-situ observation related to deforested areas is 
depicted in Figure 3.2. Each area was analysed using a group of variables as 
described in Table 3.2. These variables were interpreted according to the grain 
of the reference deforestation dataset and including a square buffer of 500-m. 
This buffer allows the observation of variables analysed of neighbouring areas 
beyond the pixel scale, to capture neighbourhood effects for contextual variables. 
A two-stage analysis was conducted using the input data described in Section 
3.4.1. Stage 1 referred to a characterisation of the target areas at the time of field 
collection. In stage 2, a multi-temporal analysis from 2004 to 2018 was carried 
out to capture the LC/LU change dynamics over time. 
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Figure 3.2 Input data and components analysed over the deforested areas. 
Table 3.2 Variable and range of values interpreted by area analysed. 
Variable Classes Values 
Change 3 1) false positive, 2) true positive, 3) early/late detection 
Land cover 10 
1) tree cover, 2) shrub cover, 3) herbaceous 
vegetation/grassland, 4) cultivated and managed, 5) mosaic 
of cultivated and managed/natural vegetation, 6) 
flooded/wetland, 7) urban, 8) snow and ice, 9) barren and 
10) open water   
Land use 7 
1) forest 2) cropland (tree crops, semi-permanent, seasonal, 
unknown) 3) grassland (unmanaged, managed) 4) wetland, 
5) settlement 6) water, 7) Otherland (road, barren) 
Matrix 4 
1) >50% forest and natural, 2) mosaic intact forest-human 
disturbance, 3) >50% human disturbance, 4) other  
Fire activity 2 1) null 2) active (more than a single fire activity) 
 
3.4.1 Input data 
3.4.1.1 Deforestation dataset 
From the deforestation datasets introduced in Chapter 2 (see Section 2.3.1), 
Terra-i was used as reference. Terra-i is based on MODIS MOD13Q1 satellite data 
product with a 250-m spatial resolution and a 16-day temporal resolution 
(Reymondin et al., 2012). The current system is capable of monitoring forest loss 
at the pantropical scale. The tool’s consistency has been tested by ground-
truthing field campaigns in certain countries. These campaigns have also 
collected information about the approximate drivers of forest loss. 
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In comparison to the GFC dataset (Hansen et al., 2013), which contains a larger 
database of annual forest change events (since 2000), the Terra-i has a lower 
maximum lag between the real change and the system report. While the GFC 
dataset is updated every 2 years, the Terra-i system is updated within 2 months. 
Moreover, the Terra-i dataset retains a greater temporal resolution (with an image 
every 16-days) allowing a better approximation of the day of the year when a given 
disturbance occurs. 
In addition to utilising Terra-i deforestation alerts, this work also incorporated 
some intermediate products of the Terra-i model (see Table 3.3). The analysis of 
these products enhanced the understanding of how this particular model serves 
in flagging disturbance events. 
Table 3.3 Summary of the intermediate products analysed over the Terra-i alerts studied. 
The access to these products was granted by the Terra-i project. 
Product Description 
Raw NDVI Time series of NDVI extracted from MOD13Q1 
Quality 
(QA) 
Quality flag (bad or good observations) as defined by the Terra-i 
Smoothed 
NDVI 
Raw NDVI time series are reconstructed by using the Harmonic Analysis 
of NDVI Time Series (HANTS)1  algorithm and QA observations 
Probability A threshold value is set to define the probability, from 0 to 1, of change 
1 Roerink et al. (2000) 
3.4.1.2 Ground-truthing field campaigns 
From the database of field campaigns accessed through the Terra-i project, two 
field campaigns conducted in the Peruvian Amazon (Coca-Castro et al., 2014; Paz, 
Reymondin, et al., 2018b), were analysed in this work. These study areas are the 
focus of the exploratory data analysis of this chapter as described in Figure 3.2. 
In total, some 120 areas were used for the collection of in-situ data (photographs, 
annotation to determine land cover and land use) by the Terra-i team (see Table 
3.4). The ground inspection consisted of the verification of 9 subsample areas 
distributed over each validated pixel (see Figure 3.3). This distribution was 
selected according to a technical guide for Land Use, Land-Use Change and 
Forestry studies issued by the Intergovernmental Panel on Climate Change 
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(IPCC) (Penman et al., 2003). The selection of the validated areas did not follow 
a strict statistical sampling design as proposed by Olofsson et al. (2013). Instead, 
a naive approach was followed according to the road conditions and logistical 
constraints as indicated by Hyman and Barona (2010). 




Number of pixels 
by year validated 
Version of the Terra-i 
dataset validated 











Figure 3.3 Sampling scheme conducted by field campaigns to inspect 250-m MODIS 
disturbed areas as detected by Terra-i across the study areas of Ucayali and Loreto in 
the Peruvian Amazon. Left, very high-resolution satellite image obtained from 
DigitalGlobe’s GBDX. Right, scheme with the distribution of the sub-sample areas. 
3.4.1.3 Auxiliary satellite datasets 
Very High Resolution (≤ 1-m from DigitalGlobe), moderate (30-m from Landsat) 
and coarse (250-m from MODIS) resolution satellite images were inspected 
across the target deforested areas. While the first two provide sufficiently high 
resolution to visualise LC/LU change over time, the MODIS product used — active 
fire data from the MODIS's fire information for resource management system 
(FIRMS) — is sufficiently sensitive to determine if any fire activity might be 
associated with an observed forest disturbance. 
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For this study, Very-High-Resolution (VHR) data were provided by DigitalGlobe’s 
GBDX platform through the International Center for Tropical Agriculture (CIAT). 
Landsat and MODIS data were accessed and processed via Google Earth Engine 
(GEE) (Gorelick et al., 2017). 
Very-High-Resolution Satellite Imagery 
VHR data have been a fundamental source of calibration and validation for remote 
sensing studies and products. The spatial resolution of these images is high 
enough to clearly distinguish types and related spatial patterns of LC/LU. 
According to DigitalGlobe’s GBDX catalogue, only multi-spectral images were 
considered for this work. The set of images explored includes Quickbird, Geoeye-
1, Worldview-1, Worldview-2 and Worldview-3 (see Table 3.5). For those images 
with multispectral information, the Normalized Difference Vegetation Index (NDVI) 
was computed and visualised accordingly using the Visible (RGB) and Near 
Infrared (NIR) bands of the electromagnetic spectrum. 
Table 3.5 Main features of the VHR images inspected. Source: GBDX (2019). 
Satellite Data Range Spectral Bands 
Quickbird (QB02) 2002-2014 
Panchromatic  
Multispectral 4-bands  




Sept 2007 - 
present 
Panchromatic  
Worldview-2 (WV02) Oct 2009 - present 
Panchromatic 
Multispectral 8-bands 





The imagery available in Google Earth and Microsoft Bing Maps held mosaics of 
multiple images from different time periods, different spatial resolutions and 
various image providers. Whilst it is true certain areas around the globe have a 
good spatial and temporal coverage by both providers, the access to VHR via 
GBDX platform has guaranteed the inspection of more than a single image per 
year. Also, the catalogue of VHR facilitated the verification of LC/LU change from 
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2002 which closely coincides with Terra-i’s first year of detection (2004 
onwards). 
Landsat 
Multi-annual composites of Landsat 7 ETM+ and Landsat 8 observations were 
created from 2001 to 2018. Composites are derived using the best available pixel 
observation (from the target period e.g. year) for any given pixel location. These 
composites can be produced generally using predefined rules according to the 
information needed (White et al., 2014). To facilitate the characterisation of the 
deforested areas, the composites were pansharpened using the panchromatic 
band. Pansharpening was key for improving the visual clarity of the composites 
for interpretation. This process should be used cautiously when spectral analysis 
and derived analysis are conducted (Pradhan, 2005) however this was not the 
purpose of this work. 
The generation of aforementioned composites were carried out by using a GEE 
built-algorithm, ee.Algorithms.Landsat.simpleComposite. This method is divided 
into three steps (i) computation of a Top of the Atmosphere (TOA) composite 
from the input collection and applies standard TOA calibration; (ii) assignation of 
a cloud score by pixel using the SimpleLandsatCloudScore algorithm. The lowest 
possible range of cloud scores at each pixel is selected and then per-band 
percentile values for the accepted pixels are computed; (iii) use of the 
LandsatPathRowLimit algorithm to select only scenes with minimal cloud cover in 
regions (Gorelick et al., 2017). 
MODIS Active Fire Data 
The MODIS active fire product, FIRMS, is generated using the standard MODIS 
MOD14/MYD14 Fire and Thermal Anomalies product. Each active fire location 
represents the centroid of a 1-km pixel flagged as containing one or more active 
fires at the time of the satellite overpass. A confidence value, ranging from 0% 
(lowest confidence) to 100% (highest confidence), can be accessed by active fire 
location (C.O. Justice et al., 2002). 
In GEE, the FIRMS dataset, which is originally provided as vector file, is rasterized. 
This procedure is conducted as follows: (i) for each fire point, a 1-km bounding 
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box (BB) is defined, (ii) pixels in the MODIS sinusoidal projection that intersect the 
FIRMS BB are identified, (iii) if multiple FIRMS BBs intersect the same pixel, the 
one with higher confidence is retained; in the case of equivalence, the brighter 
pixel is retained as most likely representing a genuine and also the largest fire 
event. For this work, all available active fires were included without filtering by 
value of confidence. Other scholars have included MODIS pixels irrespective of 
the level of confidence, in particular for landscapes where small size fires occur 
(Tansey et al., 2008; Fornacca et al., 2017) as is common in the study areas 
(Schwartz et al., 2015). The count of daily active fires was summed and retained 
to a 16-day period according to MOD13Q1 dataset. This pre-processing ensured 
the analysis of each area according to the timestep used by the Terra-i model. 
3.4.2 Variables 
3.4.2.1 Change 
For this work, the term change, particularly forest loss, represents the 
replacement of pristine and/or secondary tree cover by anthropogenic land uses 
(e.g. farmlands, mining and/or human settlements) or by natural events (e.g. 
flooding, wildfires). This clarification is relevant as some of Terra-i’s detections 
also include abrupt disturbances in other natural/anthropogenic land surfaces 
(e.g. burning pasture, changes in tree plantations, among others). 
According to the terminology aforementioned, three types of change were 
assigned to each of Terra-i’s in-situ reference sites: 
● False positive: tree cover remained unchanged or a disturbance existed but 
over a non-forest/woody cover (e.g. pasture burning). 
● True positive: a change occurred and matched with the detection date. 
● Early/late detection: change started before/after the detection date. A 
tolerance of 2 years before/ahead the detection date was considered to flag 
a given area under this category. 
3.4.2.2 LC/LU classification 
Predefined LC/LU classification schemes were used to characterise both field 
and satellite data at the date of collection and remaining years (from 2004 to 
2018). These schemes were chosen according to existing standards by web-
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based crowdsourced data collection platforms such as Geo-wiki (Fritz et al., 
2009) and Collect Earth (Bey, Sánchez-Paus Díaz, et al., 2016). 
The reference LC scheme includes a set of 10 simple classes 1) tree cover, 2) 
shrub cover, 3) herbaceous vegetation/grassland, 4) cultivated and managed, 5) 
mosaic of cultivated and managed/natural vegetation, 6) flooded/wetland, 7) 
urban, 8) snow and ice, 9) barren and 10) open water. These LC types, used as 
standard by the Geo-wiki initiative (Fritz et al., 2013), are a simplified version of 
IGBP land cover classification (Loveland et al., 2000). The translation between 
IGBP’s classification scheme and Geo-Wiki’s classification is depicted in Table 
3.6. 
Table 3.6 Relationships between the classification scheme of the IGBP and Geo-wiki’s 
generalised land cover classification. Source: Fritz et al. (2013). 
IGBP class(es) Geo-wiki scheme 
Evergreen needleleaf forest 
Evergreen broadleaf forest 
Deciduous needleleaf forest 








Grasslands Herbaceous vegetation / Grassland 
Croplands Cultivated and managed (CM) 
Cropland/natural vegetation mosaic Mosaic of CM / natural vegetation 
Permanent wetlands Flooded / wetland  
Urban and built-up Urban 
Snow and ice Snow and ice 
Barren or sparsely vegetated Barren 
Water bodies Open water 
 
To aid the visual interpretation of LC classes across the target deforested areas, 
the global LC crowdsourced dataset authored by Fritz et al. (2017) was inspected 
in GEE. A subset of this dataset, which uses Geo-wiki’s LC scheme, was created 
according to the extent of the Amazon as defined by the Amazon Geo-
Referenced Socio-Environmental Information Network (RAISG) corresponding to 
socio-ecological criteria including watershed, political and ecological boundaries 
(see Figure 3.4). 
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Figure 3.4 Distribution of locations inspected from the global dataset of crowdsourced 
land cover provided by Fritz et al. (2017). The extent of the Amazon is delineated by the 
black line as defined by the Amazon Geo-Referenced Socio-Environmental Information 
Network (RAISG, 2012). 
Whilst LC describes the features characterising land surface analysed, LU refers 
to the purposes for which humans exploit the land cover (Lambin et al., 2000). For 
the aims of this work, the IPCC land-use classification was also extended and 
adapted. This classification allowed for the description of more detailed 
information of land activities over the target deforested areas, in particular those 
related with cropland and grassland categories (see 
Table 3.7). This LU classification was relevant due to Geo-wiki’s LC scheme 
containing classes where natural and anthropogenic land surfaces overlap. For 
instance, the tree cover class can include natural forest and tree cover plantations 
(woody plantations, oil palm, fruit trees, among others) (Fritz et al., 2013). 
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Table 3.7 Major land use types at different sources. A representation of the size of the 
MODIS 250-m in Landsat imagery is provided by a red square box. * taken by Terra-i team. 
Land use Field photos* VHR image Landsat 
1 Forest 
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3.4.2.3 Intact/disturbed forest matrix 
For the multi-temporal analysis, a description of the intact/disturbed forest matrix 
using a 500-m buffer area by year was conducted. Five classes were established 
accordingly; 1) >50% forest and natural, 2) mosaic intact forest-human 
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3.4.2.4 Fire activity  
In addition to the analysis of the landscape matrix, the fire activity per year was 
also estimated. The daily fire activity data were aggregated by year to produce 
annual estimates of fire active pixels. 
3.4.3 Software and implementation 
The variables mentioned in Section 3.4.2 were recorded by field campaign 
separately into Google spreadsheets. These spreadsheets were created using a 
customised Google form to facilitate the selection of a single option/response by 
variable. The outputs were then plotted in bar charts using seaborn, a python-
based library. 
R software v.3.4.3. was used for identifying trajectories of LU change. The 
observed annual LU over the target sites were analysed using the lucCalculus v.1.0 
R package (Maciel et al., 2019). Based on Allen’s interval logic (Allen, 1984), this 
package provides a set of functions to express cases of recurrence, conversion 
and evolution in LU change, e.g. forest regrowth, land abandonment, agriculture 
intensification. For the aim of this chapter, the tool was used to identify the most 
common land conversions from forest to other LU types. To introduce the logic 
behind the lucCalculus tool, Table 3.8 shows an example of an expression 
accepted to find the locations i.e. pixels that until 2003 were forest areas that did 
not suffer any type of degradation, but from 2004 have been turned into other 
land uses, such as pasture or single cropping. The functions HOLDS and 
FOLLOWS allow the tool to select the target LC classes and indicate the 
transition of land change to pasture or single cropping can occur any time within 
the interval 2004 to 2016. Figure 3.5 shows the locations where the expression 
in Table 3.8 is evaluated as true. 
Table 3.8 Example of an expression computed in lucCalculus to select locations i.e. pixels 
with a specific land use transition, in this case conversion of forest after 2003. Source: 
Maciel (2017). 
# Search for all forest areas that have been replaced by pasture or single cropping after 
the year 2003. 
∀𝑙 ∈ ℒ, ∀𝓉𝑖,𝓉𝑗, ∈ 𝑇, 𝐻𝑂𝐿𝐷𝑆(𝑙, "𝐹𝑜𝑟𝑒𝑠𝑡", 𝓉𝑖,) ∧ (𝐻𝑂𝐿𝐷𝑆(𝑙, "𝑃𝑎𝑠𝑡𝑢𝑟𝑒", 𝓉𝑗,)
∨ (𝐻𝑂𝐿𝐷𝑆(𝑙,Single_cropping, 𝓉𝑗,) ∧ 𝐹𝑂𝐿𝐿𝑂𝑊𝑆(𝓉𝑖,𝓉𝑗,), 𝑤ℎ𝑒𝑟𝑒 𝓉𝑖,
= [2001, 2003], 𝓉𝑗 = [2004, 2016] 
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Figure 3.5 Spatial distribution of 2001-2016 land use types across a small area tested by 
Maciel (2017). Locations i.e. pixels where forest turned into pasture or single cropping and 
queried using the expression of Table 3.8 are highlighted in black. Source: Maciel (2017). 
The above target locations i.e. pixels, highlighted in black in Figure 3.5, can be 
further visualised as a sequence plot (see Figure 3.6). This particular plot shows 
transitions are not sequential through time as most of locations lack of continuous 
coloured lines. Moreover, the plot highlights different LU pathways across the 
area of interest. For instance, some locations used for pasture are turned into 
single cropping and later become pasture again. In addition to the sequence plot, 
the lucCalculus tool also offers the generation of bar plots to facilitate the 
identification of the direct conversions from the target LC cover over time. For the 
purposes of this chapter, the logic of the tool and corresponding plots as 
described in the previous examples were used to analyse the observed annual LU 
data over the target sites derived from Section 3.4.2.2.  
Finally, QGIS version 3 was primarily used for vector and raster operations, i.e. 
preparing records in a readable format for the tools used such as GEE, GBDX tool 
and lucCalculus as well as producing cartographical outputs. 
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Figure 3.6 Sequence of land use transitions along the years. Source: Maciel (2017). 
3.5 Results 
3.5.1 Characterisation of the field records 
Table 3.9 shows the results of verifying the change occurrence across the sites 
inspected. From the total areas analysed (N=120), 63% of the field records 
presented disturbance within the period during which Terra-i detected 
disturbance (true positives), with a further 25% early or late detections. A low 
proportion (12%) includes false positives or areas which remained unchanged. 
Table 3.9 Proportions of the categories of change and non-forest estimation by field 
campaign and total. The standard deviation in proportion of non-forest is denoted by ±. 
Field campaign 









Ucayali, PER (N=57) 16 63 25 77 ± 22 
Loreto, PER (N=63) 8 56 28 66 ± 33 
Total (N=120) 12 63 25 66 ± 33 
 
For the characterisation of LC (see Figure 3.7), the areas inspected were mostly 
related with the class Cultivated and managed vegetation followed by Mosaic of 
cultivated and managed/natural vegetation. While the proportion of both classes 
was higher for the sites in Loreto, some sites in Ucayali presented a considerable 
proportion of Flooded/wetland and Open water surface. 
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Figure 3.7 Distribution of land cover classes classified at the time of field collection in 
both campaigns and by single campaign. 
The interpretation of LU types revealed some overlapping of disturbed and natural 
coverages within certain observed LC types (see Figure 3.8). For both 
campaigns, 80% of the total samples classified as Tree cover surface were 
overlapped by Cropland land use. While the Grassland and Cropland land use 
categories are equally distributed within the Mosaic of cultivated and 
managed/natural vegetation land cover class, Cropland was considerably more 
dominant within the Cultivated and managed. For the Flooded/wetland and water 
classes, they were overlapped by the Wetland land use. 
 
Figure 3.8 Distribution of land use types by observed land cover at the time of field 
collection in both campaigns and by single campaign. X-axis labels represent land cover 
classes Tree cover (TC), Cultivated and managed (CM), Mosaic of cultivated and 
managed/natural vegetation (MCN), Flooded/wetland (FW), Barren (B), Open Water (W). 
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3.5.2 Land cover change trajectories 
The changes in LC over time varied by field campaign. For the sites in Ucayali, 
there was a slight increase of the Cultivated and managed, particularly at the cost 
of the Tree cover and Mosaic of cultivated and managed/natural vegetation (see 
Figure 3.9). The areas with Flooded/wetland remained constant over time and 
some percentage was likely replaced by Open water. For the sites in Loreto, the 
expansion of the Cultivated and managed was more pronounced than Ucayali. 
This trend was remarkably evident from the years of Terra-i alerts inspected 
(2013 to 2015), when this class represented over 60% of the samples. 
 
Figure 3.9 2004-2018 annual land cover change characterised across the sites of the 
field campaign in Ucayali (A) and Loreto (B), Peru. For the sites in Ucayali, there was a 
slight increase of the Cultivated and managed class, particularly at the cost of the Tree 
cover and Mosaic of cultivated and managed/natural vegetation. For the sites in Loreto, 
the expansion of the Cultivated and managed class was more pronounced than Ucayali. 
Asterisks (*) located above bars denote years of Terra-i’s detection over the samples 
analysed by study area. 
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3.5.3 Intact/disturbed forest matrix and fire activity 
The analysis of the intact/disturbed forest matrix showed forest-intact 
landscapes are reduced over time (see Figure 3.10). This reduction is evident until 
the years reported as disturbed by Terra-i, 2011-2012 and 2013-2015 for Ucayali 
and Loreto, respectively. After these dates, the landscapes had a gradual 
conversion to areas of greater than 50% disturbed. 
 
  
Figure 3.10 2004-2018 forest-intact/human-disturbed matrix characterised across the 
sites of the field campaign in Ucayali (A) and Loreto (B). In both areas, forest-intact 
landscapes (>50% Forest and Natural) are reduced over time.  Asterisks (*) located above 
bars denote years of Terra-i’s detection over the samples analysed by study area. 
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The relationship between the afore-mentioned landscape types and fire activity 
over time is denoted in Figure 3.11. In both areas, the rate of fire activity was 
higher across the samples of 50% Forest and Natural landscape, particularly 
before Terra-i’s disturbance dates. After these dates, the landscape types of 
Mosaic and greater than 50% disturbance experienced a higher fire activity rate. 
 
 
Figure 3.11 2004-2018 rate of active fire by landscape matrix type characterised across 
the sites of the field campaign in Ucayali (A) and Loreto (B). In both areas, the rate of fire 
activity was higher across the samples of 50% Forest and Natural landscape, particularly 
before Terra-i’s dates of disturbance. After these dates, the landscape types of mosaic 
and greater than 50% disturbance experienced a higher rate of fire per year. Asterisks (*) 
located above bars denote years of Terra-i’s detection over the samples analysed by 
study area. 
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3.5.4 Land use change trajectories 
The lucCalculus tool suited for reasoning LU change trajectories using spatio-
temporal information such as depicted in Figure 3.12. This information was 
complementary to the multi-temporal analysis of land cover (see Section 3.5.2) 
and landscape (see Section 3.5.3). 
 
 
Figure 3.12 Spatial distribution of 2004-2018 land use types across the areas (250-m 
MODIS pixels) inspected in Loreto, Peru. For this area, most of the pixels changed from 
Forest to Cropland, particularly after the Terra-i’s disturbance dates, 2013 to 2015. 
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With the aforementioned spatio-temporal information the most common 
transitions from forest to other LU types were studied per field campaign. As it 
was introduced in Section 3.4.3, the lucCalculus tool facilitates the analysis of LU 
transitions (Maciel et al., 2019). For instance, Figure 3.13 illustrates a sequence 
plot of deforested sites in Ucayali and Loreto representing the transition Forest 
(green) to Cropland (purple). This transition was evident in 17 out of 57 and 33 out 
63 locations, respectively. To be grouped under this category, the location, 
indicated by each row, must be labelled with the Forest class (green line) for at 
least 5 or 7 consecutive years according to end year of the Terra-i’s validation, 
2012 and 2015 in Ucayali and Loreto, respectively. 
   
Figure 3.13 Example of pixels i.e. locations with Forest (green) to Cropland (purple) 
conversion across the deforested sites inspected from Ucayali (left) and Loreto (right) 
records. The temporal gaps, represented by the absence of continuous coloured lines, 
might be associated with intermediate LU types such as grassland which were not 
included in the query. The forest to cropland conversion was expressed in 17 out of 57 
and 29 out 63 locations in Ucayali and Loreto, respectively. Locations (y-axis) are ordered 
by longitude, from west (top) to east (bottom). Only those locations with a given number 
of consecutive years, at least 5 (Ucayali) or 7 (Loreto), were considered as part of the 
defined trajectory and are numbered accordingly at the end of the sequence. Asterisk (*) 
located in the x-axis denotes Terra-i’s end year of validation by study area. 
70 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
The second most common trajectory represented changes from Forest to 
Grassland. According to the expression used in the lucCalculus tool to reflect this 
particular conversion, there are fewer deforested sites, 6 out of 57 and 4 out 63 
locations in Ucayali and Loreto, respectively (see Figure 3.14), than the Forest to 
Cropland trajectory. The temporal gaps, represented by the absence of 
continuous coloured lines between green (forest) and orange (grassland), might 
be associated with intermediate LU types such as cropland. For instance, the first 
row at the left panel in Figure 3.14, which is the most western deforested site in 
Ucayali, shows that forest (green) goes from 2004 to 2005, then a gap exists until 
2012 when grassland (orange line) is observed for 7 consecutive years. 
   
Figure 3.14 Example of pixels i.e. locations with Forest (green) to Grassland (orange) 
conversion across the deforested sites inspected from Ucayali (left) and Loreto (right) 
records. The temporal gaps, represented by the absence of continuous coloured lines, 
might be associated with intermediate LU types such as cropland which were not included 
in the query. The forest to grassland conversion was expressed in 6 out of 57 and 3 out 
63 locations in Ucayali and Loreto, respectively. Locations are ordered by longitude, from 
west (top) to east (bottom). Only those locations with a given number of consecutive 
years, at least 5 (Ucayali) or 7 (Loreto), were considered as part of the defined trajectory 
and are numbered accordingly at the end of the sequence. Asterisk (*) located in the x-
axis denotes Terra-i’s end year of validation by study area. 
71 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
The analysis of direct forest conversion over time using the lucCalculus tool 
reveals most forest changes occurred during the Terra-i’s detection years (see 
Figure 3.15). The majority of locations converted within these years were Forest 
to Cropland followed by Forest to Grassland. The remaining years experiencing 
any type of conversion might be associated with the early/late detections 
identified in Table 3.9. 
 
 
Figure 3.15 Direct conversion from forest to other land use types estimated by 
lucCalculus according to the 2004-2018 land use annotations across the sites in Ucayali 
(A) and Loreto (B). Asterisks (*) located above bars denoted years of Terra-i’s disturbance 
detection over the samples analysed by study area. 
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3.6 Discussion and conclusions 
The use of different multiple sources of geo-referenced data, including satellite 
data and field records, provided different insights into the dynamics of post-loss 
LC/LU. The in-situ field records as registered by a group of experts (Terra-i team 
and collaborators) provided the highest level of detail in this work. Similar types 
of databases are indeed very scarce in the tropics. Where they exist e.g. Geo-
wiki’s global dataset of LC/LU (Fritz et al., 2017) some limitations remain in terms 
of geographical coverage and resolution i.e. very coarse resolution 1-km. VHR and 
Landsat images were useful in understanding how spatially LC/LU change 
trajectories are distributed at pixel and landscape level across the study sites. 
Although MODIS data were less able to provide this level of detail, the high-
temporal information was important to capture human-driven practices 
associated with deforestation such as fires. 
For early warning forest monitoring systems such as Terra-i, there is an increasing 
number of frameworks assessing their performance focused on timing and 
minimum detectable size of forest disturbance (Tang et al., 2019). Access to VHR 
satellite images were useful in assessing the former aspect according to 
percentage of non-forest area at the time of field collection. The analysis of this 
particular variable in Section 3.5.1 which was assessed only over true positives 
samples, indicated a minimum threshold of 33% to define a MODIS pixel as 
deforested. This result is in agreement with previous studies which claim 30% is 
a robust threshold below which change is hardly detectable in MODIS data (Sulla-
Menashe et al., 2014; Huang and Friedl, 2014). For the performance in terms of 
timing, it was found that almost 25% of the detections across Ucayali and Loreto 
sites were early/late detections. Tang et al. (2019)’s study indicated that detection 
capability of an early warning system might vary according to the size and rates 
of deforestation activity within the target area. The sites studied in this work share 
similar socio-environmental conditions, which was reflected in very small 
differences within each proportion of type of change (false positives, true 
positives and lagged detections). 
According to the characterisation stage, Cultivated and managed and Mosaic of 
cultivated and managed/natural vegetation are the most dominant LC classes 
(>60%) over the above deforested areas. While the former indicates that most of 
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the surface of the pixels under this class was almost completely disturbed 
(greater than 60%), the latter represents sites with the minimum threshold of 30% 
afore described where a considerable proportion of natural vegetation (e.g. forest 
fragments) remains. This remaining proportion is defined according to Geo-wiki’s 
global LC validation sites (see Table 3.6) which used IGBP classification 
(Loveland and Belward, 1997) as reference nomenclature to define this particular 
class. For both study areas, Cropland followed by Grassland were the most 
dominant LU types. The agriculture expansion, including a wide variety of 
cropland types and intensification levels as observed in the study sites such as 
large-scale tree crops (e.g. oil palm, cocoa) and small-scale agriculture (e.g. rice, 
papaya) has been reported as recent drivers of deforestation in the Peruvian 
Amazon (Vijay et al., 2018; Marquardt et al., 2019; Ravikumar et al., 2017). 
The multitemporal analysis of 15-years of satellite data, from 2004 to 2018,  
indicated a gradual expansion of both Cultivated and managed and Mosaic of 
cultivated and managed/natural vegetation at the cost of Tree cover. The trend of 
Tree cover reduction is likely to fit within the concept of forest transition curve 
(Mather, 1992; Hosonuma et al., 2012; Rudel et al., 2020). While this concept, 
which was previously introduced in Section 2.2.2, suggests the shift from net 
deforestation to net increase in forest cover, this was not completely evident 
during the post-deforested period of the sites analysed. To fully capture the forest 
curve is then necessary to either increase the number of years observed or study 
other geographical areas where the forest curve is expressed in a shorter period. 
It is worth to mention the task of comparing different areas with the proposed 
methodology might result challenging as it is time-consuming. Therefore, it is 
expected existing collaborative tools such as Geo-wiki or Collect Earth as 
described in Table 3.1 improve their customisation capabilities for this purpose.  
Complementary to the analysis of LC, the study of LU using the lucCalculus tool  
in Section 3.5.4 provided a closer approximation regarding the evolution of 
certain conversions from forest to other LU types. For instance, while 
approximately half of the samples in Loreto followed the trajectory from Forest to 
Cropland, this split was lower for the sites across Ucayali. This might be 
associated with local communities occupying the sites studied in the western 
Amazon. Indeed, settler practicers can be regionally different, translating to 
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heterogeneous LU patterns (Fujisaka and White, 1998). This reasoning was 
particularly noticeable amongst the results which identify direct conversions over 
time. These results showed a larger number of pixels deforested from Forest to 
Grassland in Ucayali in comparison with Loreto. Suggesting there are areas where 
intermediate conversion also exists as a pathway e.g. Forest > Grassland > 
Cropland. A drawback of the lucCalculus tool is that the logic or reasoning of LU 
is only feasible to analyse with a limited number of sites. For a large amount of 
multi-temporal LC or LU records, the visualisation functions of this particular tool 
are not suitable as they are hardly interpretable. In this regard, some authors have 
developed more suitable tools for analysing and interpreting large amount of 
chronological LC/LU records (Gabadinho et al., 2011). The application of this sort 
of tools are further described and implemented in Chapter 4 and Chapter 6.  
Regarding the dynamics of change observed within the 500-m buffer areas (here 
denoted as landscapes) (see Section 3.5.3), it was evident that surrounding areas 
of the deforested sites were also changing and transforming over time. This 
particular aspect remains key to be addressed when deploying algorithms for 
large area monitoring of LC/LU change over deforested sites. Such algorithms 
should be capable to work at pixel level but considering the context information. 
For the observed deforested sites, the consolidation of disturbed landscapes 
(>50% human disturbance) was most prominent across the sites in Ucayali than 
Loreto. After Terra-i’s deforestation dates, a lower percentage of >50% forest and 
natural landscape remained in the areas of Loreto than Ucayali. This might 
indicate that the size of forest conversion, by either clear-cutting or slash and 
burn, would be larger in the former region. These larger disturbances in Loreto 
might be associated with agriculture-driven deforestation in particular rice fields 
which were found to be spatially clustered in the landscape more so than other 
observed cropland types.  
Coupled to the landscape matrix changes, the exploration of fire activity provided 
are in agreement with previous research about burning periods within intact and 
disturbed forest/natural vegetation matrices (Lima et al., 2012). In regions with 
high recurrence of land-use change such as developing countries, fire is 
commonly used for forest clearing, and as a land management practice for 
establishing agriculture and cattle ranching (Eva and Lambin, 2000; van der Werf 
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et al., 2010). The presence of a higher number of active fires over the matrices of 
>50% forest/natural vegetation and mosaics might be related to the 
transformation of most of these areas to agriculture. According to Morton et al.'s 
(2006) study in the Amazon, deforestation for cropland may involve burning for a 
longer period of time (days) than forest conversion for pasture. 
The approach of visual inspection and respective classification by deforested site 
over time is not free of limitations. Due to its time-consuming nature and small-
area coverage, it is less feasible for large-area analysis of post-loss LC/LU 
change. Instead, methods capable of covering large areas at low-cost such as 
image processing of remote sensing data are more desirable. The next chapters 
aim to introduce and evaluate the performance of a proposed method fulfilling 
this requirement. This method exploits pre-existing global LC maps and high 
frequency multispectral time series for generating LC data suited to the study of 
post-loss LC change trajectories. 
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4 Assessment of pre-existing global LC 
classifications and high frequency multispectral 




This chapter introduces the proposed method for land cover (LC) prediction 
suited to the analysis of post-loss LC change trajectories. The method is primarily 
based on novel methods in earth observation data analytics such as deep learning 
(DL) models and cloud-based platforms. Both resources allow the ingestion, 
analysis and processing of large volumes of satellite time series (SITS) and geo-
referenced data (Parente et al., 2019). The particular state-of-art DL model 
selected, which is based on Recurrent Neural Networks (RNNs), provides an end-
to-end solution for large-area LC classification using SITS with minimal pre-
processing (Rußwurm and Körner, 2018b). Hence, noise in SITS i.e. cloud 
obscured pixels or sensor artifacts is mitigated by internal structures of the model 
as is detailed in Section 4.2.4.3. Furthermore, the model extracts spatial and 
temporal features simultaneously with greater efficiency than traditional 
supervised algorithms in remote sensing (e.g. Random Forest) (Rußwurm and 
Körner, 2018b). 
Though prior research has demonstrated that the proposed architecture provides 
consistent LC predictions using MODIS archives at 250 m for a single year across 
the Brazilian Amazon (Coca-Castro et al., 2019), the implications of varying LC 
classification schemes i.e. number and type of LC classes have not yet been 
assessed. The scope in this chapter is to study the effectiveness of the proposed 
DL model according to multiple LC classification schemes (hereafter referred to 
as labelled datasets) derived from pre-existing global LC products. These 
products represent a wide range of spatial resolutions (from 100-m to 500-m) and 
LC classification schemes. Moreover, they are relatively coarser as the resolution 
of the target deforested areas as detected by the Terra-i system (250-m). The 
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selection of the labelled dataset for the generation of LC data best suited to the 
analysis of post-loss LC change considered several aspects. These aspects 
include an assessment of the traditional machine learning metrics (i.e. overall 
accuracy) as well as the cross-year consistency of the spatio-temporal 
predictions using high-resolution imagery (30-m Landsat). After defining which 
labelled dataset is best suited to the study of post-loss LC change, model 
calibration and comparison against other traditional models using SITS for LC 
classification are conducted as further detailed in Chapter 5. 
4.2 Background 
4.2.1 Time series data and analysis 
Most real-world phenomena exhibit changes over time. Time series (TS) data are 
derived from measurements of an underlying phenomena and are represented as 
sequential instances. TS analysis aims to capture meaningful information and 
knowledge from those measurements (O’Reilly et al., 2017). Research on TS 
analysis is conducted along one or more of the following dimensions: linear vs 
non-linear; parametric vs non-parametric; univariate vs. multivariate and evenly vs 
unevenly (Eckner, 2012). 
Whilst the first two dimensions represent a set of methods to analyse and/or 
model TS data, the remaining two dimensions refer to implicit characteristics in 
which TS are observed. For univariate time series, a single variable or 
measurement (𝑥) is recorded over time, 𝑇 = (𝑥1, ⋯ , 𝑥𝑛) where 𝑥𝑖 ∈ ℝ for 1 ≤  𝑖 ≤
 𝑛. On the other hand, instead of observing a single variable, multivariate time 
series represent two or more variables (𝑥, 𝑦, 𝑟) observed subsequently over time, 
𝑇 = ((𝑥1, 𝑦1, 𝑟1), ⋯ , (𝑥𝑛 , 𝑦𝑛 , 𝑟𝑛)) where 𝑥𝑖 , 𝑦𝑖 , 𝑟𝑖 ∈ ℝ for 1 ≤  𝑖 ≤  𝑛. According to the 
sampling frequency, TS can be categorised as evenly or unevenly (also called 
regularly and irregularly) sampled. Both types of TS can be analysed by a wide 
spectrum of methods being more popular methods for regularly spaced TS 
(Eckner, 2012). 
A diverse range of tasks are involved in TS characterization and analysis. These 
tasks are supported by large and interdisciplinary toolsets developed for 
problems ranging from forecasting, clustering, classification, anomalies and/or 
outlier detection, among others (Fulcher, 2018). 
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4.2.2 Satellite image time series (SITS) 
The field of earth observation (EO) integrates the understanding, interpretation 
and establishment of relationships between Earth’s surface measurements of 
electromagnetic energy and natural phenomena. Different spectral signatures by 
physical objects can be captured from satellites, drones, or even from a camera 
with a sensor capable of  capturing  wavelength information (Tatem et al., 2008). 
From the aforementioned sources, satellite images are by far the predominant 
source of EO data. Their success relies on large global and temporal availability 
and easy accessibility. In particular, free-of-charge satellite imagery from satellite 
missions such as MODIS and Landsat launched by the National Aeronautics 
Space Administration (NASA), or Sentinel by the European Space Agency (ESA) 
provide a wide variety of opportunities for EO applications (Bontemps et al., 2012). 
The collection of satellite images for a given geographical area at different times 
are denoted as Satellite Image Time Series (SITS). SITS can be described as a 
stack of images (a single layer per date) (Jönsson and Eklundh, 2004). The most 
discriminative characteristic of SITS data is the dimensionality or depth of its 
feature space. If the SITS capture a single feature, it is denoted as univariate SITS. 
In contrast, SITS data collected by multispectral or hyperspectral sensors, with a 
depth of two or more channels are categorised as multivariate SITS. Figure 4.1 
shows an example of a univariate SITS which can be represented in a 3D matrix 
(𝑥, 𝑦, 𝑡) where 𝑥, 𝑦 denotes a location (lat, lon) in a given time 𝑡. 
 
Figure 4.1 Representation of a SITS which pixel-level information allows for discriminating 
land cover types over a given geographical area. Adapted from Petitjean et al. (2012). 
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SITS present a set of properties and approaches for their analysis and modelling 
according to the target application (Petitjean, Kurtz, et al., 2012). For LC 
classification, a wide variety of traditional and emerging methods, mostly non-
parametric supervised classifiers, exist (Wulder et al., 2018). Irrespective of the 
type of classifier, the suitable solution is guided by the application and end-user 
needs. Moreover, the selection of a given algorithm depends on the amount of 
data compositing SITS and the ability of the method to analyse them (Pelletier et 
al., 2016). The main aspects of both traditional and emerging approaches for SITS 
classification are covered in the following subsections. 
4.2.3 Traditional approaches for SITS classification 
Over the past decades, traditional classifiers, mostly supervised such as artificial 
neural networks (ANNs), support vector machines (SVM), decision tree and 
ensemble (e.g. Random Forest), have been shown to be efficient and accurate for 
producing  LC maps at pixel-level and object-level from SITS (Li et al., 2014). 
These algorithms require a training input dataset to learn a decision rule, which is 
then used to predict the labels from an unlabelled dataset (Wulder et al., 2018). 
When all observations of SITS are provided as input data to these classifiers, a 
major drawback remains in their low capabilities to identify specific temporal 
behaviours (Petitjean, Kurtz, et al., 2012). As a result, there is no influence on these 
classifiers’ learning and outcomes from the temporal order in which satellite data 
are presented. For instance, shuffling the satellite images would return models 
with the same accuracy performance. This behaviour might induce a loss of 
temporal behaviour for classes with a temporal pattern e.g. seasonal land cover 
types (wetlands) (Pelletier et al., 2019). 
The training set for these classifiers is commonly composed of phenological 
and/or statistical metrics extracted from SITS which allow discriminating targeted 
LC classes (Pittman et al., 2010; Jia et al., 2014; Azzari and Lobell, 2017). While 
some of these metrics aim to capture a temporal pattern i.e. the maximum 
vegetation index or the time of peak vegetation index, they have shown minimal 
effect on classification performance (Pelletier et al., 2016). More sophisticated 
approaches have tried to approximate to the temporal domain by combining 
temporal similarity measures e.g. Dynamic Time Warping and Euclidean distance, 
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with algorithms able to analyse them (Petitjean, Inglada, et al., 2012). These 
measures compare how two temporal sequences or time series are similar 
according to a set of rules and optimisations. Although these techniques have 
been applied widely in remote sensing (Xue et al., 2014; Baumann et al., 2017; Maus 
et al., 2016), they are often computationally expensive, a complete scan of the 
training set is needed to classify each test instance, and their complexity 
increases for large datasets (Xue et al., 2014). 
4.2.4 Deep Learning in Remote Sensing and LC prediction 
Deep learning (DL) has been considered as one of the breakout technologies in 
the artificial intelligence computation field during the last decade. It constitutes a 
group of modern techniques to discover knowledge and patterns from raw data 
that traditional machine learning algorithms have not been capable of analysing 
before. For decades, these traditional algorithms have used feature extraction 
routines and a considerable domain expertise to transform the raw data into a 
suitable internal representation from which the classifiers distinguish patterns 
(LeCun et al., 2015). 
Rooted in the principles of Artificial Neural Networks (ANNs), DL is about ‘deeper’ 
ANNs that build a hierarchical representation from raw input data (Schmidhuber, 
2015). These multiple levels of representations allow the learning of key aspects 
which are important to the learning task i.e. classification or regression. Thanks 
to the characteristic of automatic feature extraction, DL can solve more complex 
problems than procedures relying on time-consuming human-crafted features 
e.g. phenological and/or statistical metrics extracted from SITS (Pelletier et al., 
2019). Deep ANNs did not receive much attention for a fairly long period until 
some advances such as the development of efficient multiprocessor graphics 
cards or graphics processing units (GPU), innovations in certain components (e.g. 
activation, normalisation and loss functions), and large training datasets became  
available (Schmidhuber, 2015). 
A recent meta-analysis review conducted by Ma et al. (2019) shows DL started its 
momentum in remote sensing in 2014 when the number of works published in 
conferences and journals grew considerably (see Figure 4.2a). This trend could 
be explained by the capabilities of DL to handle some challenges of earth 
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observation data such as large volumes, multiple-scale information (different 
spatial and temporal resolutions), high-dimensionality (number of bands) and 
unstructured format (Zhu et al., 2017). Thanks to these capabilities, DL is currently 
applied to almost every step of remote-sensing image processing and analysis. 
Most of the successful applications of DL in remote sensing are focused on 
classification tasks (i.e., land cover and land use classification, object detection, 
and scene classification) (see Figure 4.2b). Furthermore, other non-conventional 
tasks have been outperformed by using DL-based techniques such as image 
registration (Merkle et al., 2018; Hughes et al., 2018), image fusion (Huang et al., 
2015; Palsson et al., 2017), earth observation product validation (Xing et al., 2018) 
and acquisition of classification data (Chi et al., 2017). 
 
 
Figure 4.2 (a) Number of conference papers and articles in the Scopus database for a 
general search on [“deep learning” AND “remote sensing”] and (b) distribution of those 
publications for different study targets (b). Adapted from Ma et al. (2019). 
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It is important to mention the majority of studies compiled by Ma et al. (2019) were 
conducted using hyperspectral data or high (<10-m) to medium spatial (10-m to 
30-m) resolution images (see Figure 4.3a). In addition, most of them were 
focused on the urban domain (see Figure 4.3b) followed by published articles in 
vegetation (including forest and cropland) and water areas. Other types of study 
areas including roads, snow, soil, and wetland were very few in number, and the 
authors did not list them individually but grouped with others. 
 
 
Figure 4.3 (a) Distribution of image spatial resolutions and (b) types of study areas in 
published articles concerning DL for remote sensing. Adapted from Ma et al. (2019). 
For LC mapping, DL has widely tested on high resolution data due to their fine 
structural information (i.e. spatial details) (C. Zhang et al., 2017; Marcos et al., 2018; 
Li et al., 2019; Zhang et al., 2019). Conventional DL algorithms have also been 
applied to free-of-charge medium-resolution (10-m to 30-m) satellite images such 
as Landsat (Lyu et al., 2018) and Sentinel data (Minh et al., 2018; Cai et al., 2018; 
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Hu et al., 2018). Although reasonable results have been obtained with these types 
of images, their performance is highly compromised by a lower level of structural 
information than with higher resolution images, see for example Helber et al. 
(2018). The reduction of spatial detail in medium and low-resolution satellite 
images is compensated by higher spectro-temporal information. Additionally, 
some scholars suggest adding the spatial information of nearby pixels (e.g. patch-
based classification) provides better results than pixel-wise classification for 
medium resolution images (Sharma et al., 2018; Rußwurm and Körner, 2018b). 
Whilst most of the DL models for LC classification use a cloud-free single image 
scene, raw or pre-processed (metrics i.e. mean, median derived from a stack of 
images), there is a growing interest by scholars to import high-temporal 
information of satellite image time series to DL models (Ji et al., 2018; Kamilaris 
and Prenafeta-Boldú, 2018; Ma et al., 2019). Amongst the supervised DL-based 
models, convolutional neural network (CNN) and recurrent neural network (RNN) 
models are commonly applied to SITS classification (Pelletier et al., 2019). For the 
purpose of this work, the general principles of ANNs as well as notions of CNN 
and RNN models are presented in the following sections, particularly focusing on 
existing work in LC classification using SITS. 
4.2.4.1 General Principles 
ANNs are computational models inspired by the knowledge of biological nervous 
systems. In comparison with standard machine learning approaches, ANNs are 
trained in an end-to-end manner, solely based on input data and output labels. 
The fundamental building blocks of these types of models are the neurons which 
could be considered as functions that take a given number of parameters and 
output a result (Bishop, 1995; Ripley, 2007). 
The simplest possible neural network is a single neuron, which takes 𝑁 inputs 𝑥 ∈
ℝ𝐷 (plus a bias term) and outputs ℎ𝑤,𝑏(𝑥)  =  𝑓(𝑤
𝑇𝑥 + 𝑏), where 𝑓 is the activation 
function, 𝑤 is the weight vector, and 𝑏 is the bias term (see Figure 4.4a). For 
classification tasks, a loss function, which focuses on quantifying the divergence 
between predicted and actual output probabilities, is minimised at each training 
step by back-propagating residuals and adjusting the network weights and 
biases. ANNs are commonly arranged in multiple stacked layers with the hidden 
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output of one layer forming the input of the consecutive layer (see Figure 4.4b). 
The number of neurons, expressed as dimensions of hidden vectors 𝑚 and 
number of layers 𝑙, are the main hyper-parameters to be set according to the 
application (Bishop, 1995; Ripley, 2007). 
 
Figure 4.4 (a) Basic neural network unit (neuron, node) and (b) a typical multilayer neural 
network architecture. Adapted from Krenker et al. (2011). 
ANNs are characterised by their architecture (the network topology and pattern 
of the connections between the nodes), the method of determining connection 
weights, and activation function employed. Amongst the many types of ANNs that 
differ in connection pattern, feed-forward networks (FNNs) and recurrent neural 
networks (RNNs) are the most common with a broad number of applications. 
Figure 4.5 illustrates the topologies of both types. In FNNs, the information flows 
in only one direction, from input to output. In contrast, RNNs process the 
information in both directions (feed-forward and feedback) generating a cyclic 
relation between network outputs and inputs (Bishop, 1995; Ripley, 2007). 
 
Figure 4.5 Topologies of feed-forward and recurrent neural networks (FNN and RNN in 
short). Different to FNN, RNNs process the information in both directions (feed-forward 
and feedback) generating a cyclic relation between network outputs and inputs. Adapted 
from Krenker et al. (2011). 
85 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
Early studies concerning ANNs for remote sensing are summarised in Atkinson 
and Tatnall (1997). Some of these studies evaluated ANNs for LC classification 
using optical and radar imagery (Hepner et al., 1990; Drummond and Loveland, 
2010). Other initial applications include cloud identification and classification (Lee 
et al., 1990) and the prediction of continuous variables e.g. biomass (Jin and Liu, 
1997) and forest parameters (Wang and Dong, 1997). 
4.2.4.2 Convolutional Neural Networks (CNN) 
CNN is one of the most successful network architectures in DL-based 
applications for  remote sensing, including LC classification (Ma et al., 2019). CNN 
models, originally designed for computer vision tasks, use various convolutions in 
both 𝑥 and 𝑦 dimensions to identify the spatial structure of the data (Krizhevsky 
et al., 2017). Three distinct types of hierarchical structures are present in CNNs: 
convolution layers, pooling layers, and fully connected layers. At each layer, the 
input image is convolved by a set of 𝑘 kernels 𝑊 = {𝑊1, 𝑊2, ⋯ , 𝑊𝑘} and added 
biases 𝛾 = {𝑏1, 𝑏2, ⋯ , 𝑏𝑘}, each generating a new feature map 𝑋𝑘 . These features 
are subjected to elementwise nonlinear transform 𝜎(⋅), and the same process is 
repeated for every convolutional layer 𝑙: 𝑋𝑘 
 𝑙 = 𝜎(𝑊𝑘
 𝑙−1 ∗ 𝑋 𝑙−1 + 𝑏𝑘
 𝑙−1) (Ma et al., 
2019). 
The convolutional layers may be abstractly seen as a series of filters that 
transform an input image into another to highlight discriminative features. At the 
end of the network, these discriminative features are passed to a classifier e.g. 
fully connected layers which exploit the high-level features learned to classify 
input images into a set of targeted classes or make numeric predictions (Kamilaris 
and Prenafeta-Boldú, 2018) (see Figure 4.6). In contrast to traditional multilayer 
feed-forward networks, in CNNs the values of pixels within a neighbourhood of a 
certain size are aggregated using a permutation invariant function, typically the 
max or mean operation (also denoted as max-pooling or average pooling, 
respectively) (Ma et al., 2019). 
CNNs have been widely used for extracting patterns from remote sensing images, 
particularly high resolution optical and hyperspectral imagery (Ma et al., 2019). 
The typical structures tested range from 1D to 3D CNNs targeting spatial and 
spectral dimensions separately (Liang and Li, 2016; Mou et al., 2017; Cai et al., 
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2018) or simultaneously (Y. Li et al., 2017; Hamida et al., 2018). Although less 
common than these dimensions, CNNs can also be used to analyse the temporal 
domain of remotely sensed time series. Inspired by previous work in CNNs for 
time series classification (Wang et al., 2017) and video classification (Wu et al., 
2015), some scholars have proven 1D and 3D CNN-based architectures are also 
effective for handling SITS classification using the temporal (Pelletier et al., 2019; 
Zhong et al., 2019) and spatio-temporal (Hamida et al., 2018; Ji et al., 2018; Stoian 
et al., 2019) dimensions. Although these architectures have contributed to LC 
classification using SITS, they require a certain level of pre-processing for 
example, resampling the temporal observations to a regular interval and relying 
on simplistic methods i.e. linear interpolation (Pelletier et al., 2019; Zhong et al., 
2019) to handle gaps caused by no observation, bad data or cloud cover. 
 
Figure 4.6 Example of a generic CNN pixel-wide classification for a single-time step 
satellite image classification as illustrated by Segal-Rozenhaimer et al. (2020). The 
network ingests both the pixel and spatial information from multi-channel satellite imagery 
(RGB + NIR) through a series of 2D convolutional layers, followed by pooling layers 
(mean/max operators for spatial dimensionality reduction), fully connected (FC) layer(s); 
and an output layer. The output layer can be a logistic regression (for binary classification), 
softmax (multi-class) or other classification output probability function. 
4.2.4.3 Recurrent Neural Networks 
In contrast with CNNs, which contain different types of layers that perform 
different functions (e.g., convolutional, pooling and nonlinear layers), the basic 
RNNs consist only of recurrent layers. RNNs are intrinsically suited for sequential 
data and have been successfully applied in machine translation (Bahdanau et al., 
2015), text summarization (Nallapati et al., 2016) or speech recognition 
(Chorowski et al., 2015). RNNs iteratively encode a sequence of observations 𝑥 =
{𝑥0, ⋯ , 𝑥𝑡}. Since the data is processed sequentially, deeper representations are 
created through sequential updates ℎ𝑡 ← 𝑥𝑡 , ℎ𝑡−1 with context information from 
the previous representation ℎ𝑡−1. Hence, a stack of recurrent layers return deep 
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high-level representations for either classification or regression tasks (Graves et 
al., 2013). Figure 4.7 depicts a diagram of a typical neural RNN which unfolded 
produces an equivalent layered FNN with shared weights (Schmidhuber, 2015). 
 
Figure 4.7 Representation of a folded (left) and unfolded (right) RNN unit. 𝑥 (input); ℎ 
(hidden state); 𝑊 (weights); 𝑂 (output). Adapted from Gakhov (2015). 
The training in the basic RNN is carried out across multiple times using 
backpropagation, a method for calculating the gradient of network parameters. 
When applied to long sequences, the repeated use of the recurrent weight matrix 
during backpropagation makes the basic RNN susceptible to vanishing and 
exploding gradient problems. The vanishing problem is due to the repeated 
multiplication of small numbers together that results in smaller and smaller 
products, in particular affecting the earlier layers in the network. This problem 
prevents the model from learning short term aspects of the data. In contrast, 
exploding gradients are generated from repeatedly multiplying very large 
numbers resulting in larger and larger products (Bengio et al., 1994), meaning the 
model forgets the long term. To overcome both problems, specialized memory 
units using a gate-based system were proposed, initially Long Short-Term 
Memory (LSTM) memory cells (Hochreiter and Schmidhuber, 1997) and later, 
Gated Recurrent Unit (GRU) (Cho et al., 2014). As illustrated in Figure 4.8, a set 
of multiplicative units called gates in each of these memory units control the 
gradient flow through time and enable learning of long temporal relationships. 
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Figure 4.8 Schematic illustration of LSTM (left) and GRU (right) cells. The cell output ℎ𝑡 is 
calculated via internal gates (four and two in LSTM and GRU, respectively) and based on 
the current input 𝑥𝑡 combined with prior context information ℎ𝑡−1, 𝑐𝑡−1. LSTM cells are 
designed to separately accommodate long-term context in the internal cell state 𝑐𝑡−1from 
short-term context ℎ𝑡−1. GRU cells combine all context information in a single, but 
sophisticated output ℎ𝑡 . ⊙ and ⊕ represent element-wise multiplication and addition, 
respectively. Adapted from Rußwurm and Körner (2018b). 
Under the assumption that observations of satellite images are time-dependent, 
RNNs have been extended for pixel-wise LC classification using either 
multitemporal optical (Jia et al., 2017; Z. Sun et al., 2019; Rußwurm and Körner, 
2018b) or Synthetic Aperture Radar (SAR) data (Ienco et al., 2017; Minh et al., 
2018; Ndikumana et al., 2018; Y. Sun et al., 2019). In addition, in order to process 
spatiotemporal data, RNNs have been combined with convolutions either by 
merging representations learned by the two types of networks (e.g. CNN-RNNs) 
(Ballas et al., 2016) or by feeding a CNN model with the representation learning 
by a RNN model (e.g. ConvRNNs) (Shi et al., 2015). Unlike CNN-RNNs, which 
interpret the output from CNN models, ConvRNNs use convolutions directly as 
part of reading input into the RNN units themselves (Pelletier et al., 2019). For LC 
mapping, both types of spatiotemporal implementations of RNNs and others using 
different types of ANNs such as residual neural networks (ResNets) instead of 
CNNs have been explored (Benedetti et al., 2018; Rußwurm and Körner, 2018b; 
Interdonato et al., 2019) and compared (Garnot et al., 2019b). In contrast to state-
of-the-art DL-based methods for SITS such as CNN and ResNets, RNNs have 
greater generalization capabilities to be trained and predict multitemporal satellite 
data of different length and intervals (Rußwurm and Körner, 2018b). Furthermore, 
recurrence models and other emerging models based on attention mechanisms 
have achieved superior performance values on noisy raw SITS compared to 
convolutional models (Rußwurm and Körner, 2019). 
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4.3 Towards a spatially-explicit dataset of pantropical post-loss LC 
change trajectories using SITS and auxiliary data 
According to Defries and Townshend (1999) and Hansen and Loveland (2012), 
experimental and operational approaches exist for large LC mapping and 
monitoring. This chapter and the subsequent chapter aim to contribute to the 
state-of-art of both approaches, in particular through the development of a novel 
and dedicated spatially explicit multi-temporal LC dataset suited to the study of 
post-loss LC change trajectories in the pantropics. 
For the experimental approach, the following aspects have been identified as 
crucial to generating the proposed dataset by analysing SITS and contextual data: 
● Exploitation of frequently available and free-of-charge remotely sensed data 
over the entire globe: instead of analysing specific dates, the model should 
be able to analyse a broad spectrum of SITS (Waske and Braun, 2009; Cai 
et al., 2014; Camara et al., 2016; Gómez et al., 2016). 
● Adaptation to strong temporal variations by LC type: the performance of 
traditional classification models for LC prediction is generally affected by 
temporal variations due to external conditions (precipitation, sunlight, 
temperature) (Jia et al., 2017). Therefore, the patterns for a LC learned in a 
given period may fail to predict the same LC in subsequent periods due to 
differing external conditions resulting in misclassification (Jia et al., 2017; 
Tardy et al., 2019). 
● Reliability and logic in the transitions by LC type: land covers have different 
temporal transition patterns. For instance, rules implemented into the model 
or post processing techniques should reduce illogical transitions. For 
instance, forest conversion to croplands/urban area is more likely to occur 
than urban area to forested area in a given time step (e.g. one year) (Gómez 
et al., 2016). 
Coupled with the elements required for an experimental approach, the main 
elements considered for an operational system which delivers reliable data 
products on a regular basis (Inglada et al., 2017), are: 
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● Implementation of automated big data pipelines for efficient ingestion, 
storage, processing (parallel workflow) and analysis of earth observation 
data, including all available images, regardless of the extent of noise, and 
other georeferenced datasets. According to Tardy et al. (2019) for an 
operational LC mapping over large areas, automated processing is preferred. 
● Usage of existing databases for training classifiers avoiding the 
dependence of manual reference sample collection. The traditional 
production of LC maps using remote sensing imagery is primarily governed 
by data availability. In addition to satellite images, labelled reference data are 
an essential element for classification. For large scale (i.e., over large areas) 
LC mapping at the annual frequency, the collection samples and labels either 
by field campaigns or by visual interpretation is prohibitive (Huang et al., 
2015). The exploitation of existing databases has been proposed as an 
alternative, to alleviate the bottleneck of delays in obtaining reference data 
to update LC maps (Tardy et al., 2019). 
● Reducing to a minimum the operations in the processing chain. Traditional 
pipelines for processing remote sensing data for LC mapping largely rely on 
particular pre-processing steps e.g. radiometric calibration, noise-filtering, 
feature extraction, among others. New pipelines with capabilities to ingest 
and analyse raw satellite data have emerged achieving state-of-art 
accuracies without dedicated pre-processing chains (Man et al., 2018; 
Rußwurm and Körner, 2018b, 2019). 
4.4 Study area and context 
The study area corresponds to the Amazon region which represents the largest 
continuous region of tropical forest in the world. The region has special relevance 
for biodiversity (Dirzo and Raven, 2003; da Silva et al., 2005), global nutrient 
cycles (Coe et al., 2009), climate change (Cheng et al., 2013; Achard et al., 2014) 
and the support of  numerous  livelihoods (Perz et al., 2013). Due to threats faced 
within this region such as forest loss and forest degradation, LC/LU monitoring 
has received great attention during the preceding  decades, particularly in the 
Brazilian amazon (Tyukavina et al., 2017). 
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Definitions of the boundaries of the Amazon vary widely between countries and 
context (Eva et al., 2005). For the purposes of this work, the Amazon as 
delineated by the Amazonian Network of Georeferenced Socio‐Environmental 
Information (RAISG) was chosen (see Figure 4.9). This delineation encompasses 
approximately 7.8 million km2 using biogeographical criterion, with the exception 
of Ecuador and Brazil where legal-administrative criteria are used. A variety of  
studies and datasets using this delineation exist (Gullison and Hardner, 2018), 
including a recent launch of 2000-2017 annual maps of LC by the MapBiomas  
Amazonia initiative (Proyecto MapBiomas Amazonía, 2019). 
 
Figure 4.9 Amazon region delineated by RAISG (2012) including the WWF’s major habitat 
types (Olson et al., 2001) and countries’ boundaries. 
4.5 Methodology 
Figure 4.10 describes workflow with an aim to evaluate the performance of the 
proposed model according to calibration data derived from different pre-existing 
LC maps. This assessment is necessary to identify the optimal source of 
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reference data which produce satisfactory results to map LC change trajectories 
following deforestation. 
The inputs of the workflow are: 
1. Multi-temporal-spectral data (satellite data) (see Section 4.5.2.1). 
2. A reference data with labelled samples (geographical positions for which LC 
is known) (see Section 4.5.2.2). 
3. A reference dataset indicating the location of deforested areas (see Section 
4.5.5.3). 
 
Figure 4.10 Diagram of the procedure to generate and validate LC maps and derived post-
loss LC change trajectories. 
Some pre-processing operations are conducted prior to model training including 
i) resampling reference and satellite data to the scale of interest, in this case at 
the spatial resolution of the reference deforestation dataset (see Section 4.5.3.1); 
ii) creation of new labelled datasets (also referred as hybrid datasets) derived 
from the group of pre-existing LC products (see Section 4.5.3.2) and iii) 
normalisation of the satellite data (see Section 4.5.3.3). A data partition is then 
performed according to a tiles-wise design in which tiles are distributed over 
specific regions of the study area (see Section 4.5.4). Following this, the 
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proposed supervised learning method is trained and evaluated for each labelled 
dataset according to a set of quantitative (i.e. overall accuracy) and qualitative 
aspects (i.e. visual inspection) (see Section 4.5.5.1). The model trained by the 
reference dataset is used to predict LC transitions over deforested sites (see 
Section 4.5.5.2). The visualisation of the observed trajectories is performed with 
a tool suited to analyse chronological LC data (see Section 4.5.6). The selection 
of the best labelled dataset is then made according to the outputs of the chain of 
processes in Figure 4.10. 
4.5.1 Multitemporal Land Cover Classification Network 
The Multitemporal Land Cover Classification (MTLCC) network, proposed by 
Rußwurm and Körner (2018b), employs a bidirectional sequential encoder using 
convolutional variants of RNNs for the task of multi-temporal land cover 
classification, as explained below. Although the network was initially designed for 
crop classification using Sentinel-2 data across a small geographical area in 
Germany, it has performed reasonably well in other locations with large and small 
training sets in Europe (Pelletier et al., 2019) and Africa (Rustowicz et al., 2019). 
For the purposes of this research, the MTLCC network covers key aspects 
related to operational aspects previously mentioned in Section 4.3. Firstly, it is an 
elegant framework to ingest and analyse large volumes of SITS by condensing 
their temporal dimension without further processing. Secondly, since the network 
assigns a given LC class by using the entire temporal series, atmospheric 
perturbations e.g. clouds can be seen and filtered as temporal noise according to 
the internal structures (so called gates) of the RNNs units (Rußwurm and Körner, 
2018a, 2018b). This particular feature, which is further explored with the 
calibrated MTLCC network in Chapter 5, contributes in reducing some operations 
in the traditional processing chain of satellite images i.e. cloud filtering. Finally, the 
network and variants are flexible to multiple sources of satellite imagery including 
optical (Rußwurm and Körner, 2018b) and radar data (Rustowicz et al., 2019). 
Figure 4.11 depicts the architecture of the MTLCC network. Inspired by 
sequence-to-sequence structures, the network encodes a sequence of satellite 
image observations 𝑥 = {𝑥0, ⋯ , 𝑥𝑇} of 𝑥 ∈ ℝ
ℎ×𝑤×𝑑 into a fixed-length 
representation. The index 𝑇 equals to the maximum length of the sequence and 𝑑 
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the input feature depth. As the number of satellite acquisitions can be variant and 
often shorter than 𝑇, particularly over large areas, the network handles missing 
sequence elements by padding them with a constant value being subsequently 
ignored at the iterative encoding steps. To eliminate bias towards the last 
observations in the sequence, the data are passed to the encoder in both 
sequential and reversed order. Network weights are shared between both passes. 
 
Figure 4.11 Scheme of the MTLCC model in this case using GRU cells to extract features 
in a bidirectional manner from an input sequence of satellite images 𝑥 = {𝑥0, ⋯ , 𝑥𝑇} of 𝑥 ∈
ℝℎ×𝑤×𝑑. This sequence is encoded to a representation ℎ𝑇 = [  ℎ𝑇
𝑠𝑒𝑞 ∥  ℎ𝑇
𝑟𝑒𝑣]. The 
observations are passed bidirectionally, in sequence (seq) and reversed (rev), to the 
encoder to eliminate bias towards recent observations. The concatenated representation 
ℎ𝑇 is then projected to softmax-normalized feature maps for each class using a 
convolutional layer. Adapted from Rußwurm and Körner (2018b). 
Table 4.1 presents formulas of the types of convolutional variants of RNNs 
accepted by the MTLCC model. These variants are used by the network to 
account for neighbourhood relationships (spatial context) of satellite 
observations. For this work, the convolutional variant of GRU (ConvGRU) is 
preferred to the LSTM one (ConvLSTM) since it has yielded better and faster 
results in the field of LC classification using multi-temporal optical (Ienco et al., 
2017) and radar (Ndikumana et al., 2018) remote sensing data. In place of separate 
vectors for long- and short-term memory, GRUs formulate a single, but more 
sophisticated, output vector. Furthermore, it uses only two gating units, namely 
the reset 𝑟𝑡 and update 𝑢𝑡 gates, to adaptively capture dependencies over multiple 
time scales and control how much memory and information is read and written to 
the output (Rußwurm and Körner, 2018b). 
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Table 4.1 Updated formulas of the convolutional variants of standard RNNs, long short-
term memory (LSTM) cells and gated recurrent units (GRUs) accepted by the MTLCC 
model. A convolution between matrices 𝑎 and 𝑏 is denoted by 𝑎 ∗ 𝑏; 𝑎 ⊙ 𝑏 is the element-
wise multiplication (also known as the Hadamard product); and concatenation on the last 
dimension is marked by [𝑎 ∥  𝑏]. The activation functions sigmoid 𝜎(𝑥) and hyperbolic 





Forget/Reset 𝑓𝑡 ← 𝜎([𝑥𝑡  ∥  ℎ𝑡−1] ∗ 𝑊𝑓 + 1) 𝑟𝑡 ← 𝜎([𝑥𝑡  ∥  ℎ𝑡−1] ∗ 𝑊𝑟) 
Insert/Update 
𝑖𝑡 ← 𝜎(𝑊[𝑥𝑡  ∥  ℎ𝑡−1] ∗ 𝑊𝑖 ) 
𝑗𝑡 ← 𝜎([𝑥𝑡  ∥  ℎ𝑡−1] ∗ 𝑊𝑗) 
𝑢𝑡 ← 𝜎([𝑥𝑡  ∥  ℎ𝑡−1] ∗ 𝑊𝑢) 
Output 
𝑜𝑡 ← 𝜎([𝑥𝑡  ∥  ℎ𝑡−1] ∗ 𝑊𝑜) 
𝑐𝑡 ← 𝑐𝑡−1 ⊙ 𝑓𝑡 + 𝑖𝑡 ⊙ 𝑗𝑡) 
ℎ𝑡 ← 𝑜𝑡 ⊙ tanh(𝑐𝑡) 
ℎ̂ ← [𝑥𝑡  ∥  𝑟𝑡 ⊙ ℎ𝑡−1] ∗ 𝑊) 
 
ℎ𝑡 ← 𝑢𝑡 ⊙ ℎ𝑡−1 + (1 − 𝑢𝑡) ⊙ tanh (ℎ𝑡) 
 
When ConvGRU cells are used in the MTLCC network, the outputs ℎ0
𝑠𝑒𝑞  , ℎ0
𝑟𝑒𝑣 ∈
ℝℎ×𝑤×𝑑 are initialized with zeros. The outputs are derived from the latest-
processed observation 𝑇 in each reading, sequential ℎ𝑇
𝑠𝑒𝑞  or reverse ℎ𝑇
𝑟𝑒𝑣 . The 
concatenated final outputs ℎ𝑇 = [ℎ𝑇
𝑠𝑒𝑞‖ ℎ𝑇
𝑟𝑒𝑣 ] are the representation of the entire 
sequence and are passed to a convolutional layer for classification. A second 
convolutional classification layer projects the sequence representation ℎ𝑇 to 
softmax-normalized activation maps (so called confidence maps) ?̂? for 𝑛 classes 
ℎ𝑇 ∈ ℝ
ℎ×𝑤×2𝑟 → ?̂? ℝℎ×𝑤×𝑛 . This layer is composed of a convolution with a kernel 
size of 𝑘𝑐𝑙𝑎𝑠𝑠 , followed by batch normalization and a rectified linear unit (ReLU) or 
leaky ReLU non-linear activation function (Rußwurm and Körner, 2018b). The 
normalization is a standard technique for improving the speed, performance, and 
stability of artificial neural networks, particularly for RNNs (Laurent et al., 2016). 
The model is trained with a cross entropy loss function, which is a measure for 
calculating the difference between two probability distributions, at each training 
step: 
𝐻(?̂?, 𝑦) =  − ∑ 𝑦𝑖𝑖 𝑙𝑜𝑔(?̂?𝑖)                                    Equation 4.1 
between the predicted activations ?̂? and reference labels 𝑦 evaluates the 
prediction quality. To handle sparse labels, the loss is only calculated on image 
regions which have valid labels. The loss of all unknown pixels is set at these 
locations to zero. 
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The main tuneable hyper-parameters of the MTLCC network are the number of 
layers 𝑙, number of recurrent cells 𝑟 and the sizes of the convolutional kernel 𝑘𝑟𝑛𝑛 
and the classification kernel 𝑘𝑐𝑙𝑎𝑠𝑠 . Further exploration of these hyper-parameters 
is conducted in Chapter 5. 
4.5.2 Datasets 
In this section, the datasets used for the experiments are described. The datasets 
are composed of optical satellite images (input data) and reference LC data (so 
called labelled dataset). Observations from a single year, 2015, were used to train 
and evaluate the performance of the MTLCC model. This year was selected due 
to it being the only common year between all pre-existing LC products used as is 
detailed in Section 4.5.2.2. 
4.5.2.1 Optical Satellite Data 
The MODerate resolution Imaging Spectroradiometer (MODIS) data were the 
principal source of satellite imagery where surface reflectance time series were 
extracted. MODIS provides the electromagnetic radiation of the Earth in 36 
spectral channels (C. O. Justice et al., 2002). MODIS, onboard NASA's Terra 
(since 1999) and Aqua (since 2002) platforms, collect images at three different 
spatial resolutions: 250-m, 500-m and 1-km. The first seven bands are used to 
observe LC features in addition to cloud and aerosol properties. 
For this work, MOD09Q1 and MOD09A1 products, at a spatial resolution of 250-
m and 500-m were used. Both products are composites of 8-day periods which 
sum a total of 46 observations per year, except 2001 which has 45. Each pixel of 
the MOD09Q1 or MOD09A1 datasets contains the best possible Level 2 Gridded 
observation during an 8-day period and is usually selected based on high-
observation coverage, low-view angle, absence of clouds or cloud shadow, and 
aerosol loading. MOD09Q1 provides surface reflectance in two bands (red = 620–
670 nm; and Near-Infrared (NIR) = 841–876 nm). MOD09A1 also includes these 
bands plus five bands (blue = 459–479 nm; green = 545–565 nm; Short-Wave 
Infrared 1 (SWIR1) 86 = 1230–1250 nm; SWIR2 = 1628–1652 nm; SWIR3 = 2105–
2155 nm) (C. O. Justice et al., 2002). 
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Beside the surface reflectance bands, the day of the year was extracted and 
included as input band. This particular feature has been used by the original 
MTLCC network and other similar models (Rustowicz et al., 2019) to guide a 
better capture of the temporal aspects of satellite image observations. 
4.5.2.2 Reference Data 
Large extent LC mapping using satellite data is commonly challenged by its 
reliance on reference data. Some scholars have addressed this issue by rigorous 
in-situ field campaigns (Arvor et al., 2011) or by human interpretation, expert (C. Li 
et al., 2017; Tsendbazar et al., 2018) and non-expert (Fritz et al., 2009, 2017), of 
auxiliary satellite imagery (e.g. very high resolution images). In addition to these 
strategies, another emerging approach consists of automatically deriving  
calibration data using past or outdated LC datasets (Wessels et al., 2016; Inglada 
et al., 2017; Zhang and Roy, 2017; Cai et al., 2018; Kyere et al., 2019; Huang et al., 
2015; Z. Sun et al., 2019; H. Wang et al., 2019). 
Various pre-existing global LC products were explored to derive reference LC 
data. These products contain multiple classification schemes describing LC 
properties that are derived from observations spanning a year’s input of satellite 
image data. For this study, five classification schemes extracted from three global 
LC datasets were assessed (see Table 4.2). These datasets represent reference 
data with a wide range of spatial resolutions (from 100-m to 500-m) which are 
relatively coarser than the resolution of deforested areas as detected by Terra-i 
(250-m). In addition to these datasets, the regional-tuned multi-temporal 
MapBiomas Amazonia product (Proyecto MapBiomas Amazonía, 2019) was used 
to compare the predictions generated by the MTLCC network trained with the 
coarse resolution reference LC data. Although this product does not have a global 
coverage as in the reference LC datasets, it contains annual per-pixel LC data 
from 2000 to 2017 with a high spatial resolution of 30-m. These characteristics 
make this particular dataset pertinent to the verification of modelled LC change 
trajectories across the study area. A detailed description of the methodology and 
reported accuracies of these datasets can be accessed in Appendix I.  
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Table 4.2 Characteristics of the different LC classification schemes and global products 
used in this research. The products are sorted according to their spatial resolution. 
Further info about each dataset/scheme is detailed in the sections below. The MapBiomas 
Amazonia maps [ID 6] are used only in the verification of the predictions of the MTLCC 
network trained with datasets derived from global LC products [IDs 1 to 5]. 

































































4.5.3 Data preparation 
4.5.3.1 Resampling 
Scaling techniques were used prior to training to prepare the information required 
at the scale of interest, in this case at the spatial resolution of the target 
deforested dataset, Terra-i (250-m). Downscale/upscale operations were carried 
out according to the type of variable, continuous or categorical (Ge et al., 2019). 
For continuous values of reflectance data, all bands, except NIR and red which 
are provided by MOD09Q1 product at 250-m, were resampled using bilinear 
interpolation which is the same used by the original MTLCC model (Rußwurm and 
Körner, 2018b). This operation is made on the fly according to the library used to 
train the proposed model (see Section 4.5.6). For the labelled datasets, 
categorical downsampling was conducted to all pre-existing datasets, except for 
CGLS-LC100 FAO-LCCS which was upsampled due to its native resolution being 
finer (100-m) than the target resolution (250-m). The downscale consisted of 
assigning a given LC type to a pixel of 250-m according to the overlapping class 
of the coarser pre-existing LC map (MODIS and ESA). The upscaling procedure 
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used the dominant coverage in a pixel of 250-m from a group of overlapping pixels 
of 100-m, also known as majority resampling (Tao et al., 2015). Both operations 
were conducted through the cloud platform from which LC datasets were 
accessed (see Section 4.5.6).  
4.5.3.2 Hybrid LC datasets 
Inspired by previous work in LC mapping (Tsendbazar et al., 2015; Wessels et al., 
2016), four additional labelled datasets (hereafter referred to as hybrid) were 
derived from the original LC datasets described in Section 4.5.2.2 under the 
assumption they lead to greater accuracy in results. In this regard, four hybrid 
datasets were created. Two of them aimed to exploit the semantic and spatial 
aspects offered by the original LC data sources in a single year (2015). The 
remaining two exploit temporality features of two multitemporal land cover 
products, MODIS Land Cover Type product (2001-2018) and ESA-CCI (1995-
2015). For the first group, the original classification schemes were modified to 
retain classes suited to the study of post-loss LC. For the second group, the 
hybrid datasets were generated by pixels with completely consistent LC types 
that had not changed over a considerable length of time. Only the stable pixels 
from 2001 to 2015, which is the period matched by MODIS Land Cover Type and 
ESA-CCI products, were retained for deriving the hybrid datasets per product. 
Figure 4.12 illustrates a representation of the four hybrid datasets and main 
procedures for their generation.  
 
Figure 4.12 Illustration of the hybrid datasets derived from global LC products described 
in Section 4.5.2.2. The first group consists of maps generated  
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Single year derived hybrid datasets 
For this group, the original classification schemes were modified to retain classes 
suited to the study of post-loss LC. Consequently, non-relevant classes in the 
original LC datasets such as Snow and Ice and Moss and lichen were removed. 
Furthermore, forest/tree like classes, which are disaggregated in most of the 
reference datasets by specific types, were merged into a single class i.e. closed 
like forest into closed forest and open like forest into open forest.  
• MODIS/ESA/CGLS LC-Custom (O8*) 
The O8* hybrid dataset aims to integrate some LC global products such as 
MODIS FAO-LCCS2 (N=11), ESA FAO-LCCS (N=37) and CGLS-LC100 FAO-
LCCS (N=22) datasets. To reflect this condition, the map legends were 
harmonized to eight general LC classes (see Table 4.3). The harmonization 
followed the approach of previous work by Tsendbazar et al. (2017), which 
provides a guide for translating different legends of global LC maps into a 
common legend. After harmonizing the original datasets to the nine general LC 
classes, the reclassified maps were overlapped. Those pixels which do not 
overlap in all three datasets were classified as NoData. 
Table 4.3 Relationships of the hybrid dataset eight general LC classes in different land 
classification system. The original LC class code by dataset was reclassified from 1 to the 
number of classes. *, **, *** stand for the associated LC class related to the codes of 
MODIS FAO-LCCS2, ESA FAO-LCCS and CGLS-LC100 FAO-LCCS datasets, 
respectively. 






Dense Forests 5 7-9, 11, 12, 14, 15, 17 1-6 
Open Forests 6 10, 13, 16, 18, 29, 30 7-12 
Shrublands 11 20-22 13 
Natural Herbaceous 8 19, 23, 31 14-15 
Cropland 7, 9, 10 1-6 18 
Urban and Built-up Lands 4 32 19 
Barren 1 25-28, 33-35 17 
Water Bodies 3 36 21, 22 
No Data 0, 2 24, 37 16, 20 
* 0: 'No data',  1: 'Barren', 2: 'Permanent Snow and Ice', 3: 'Water Bodies', 4: 'Urban and Built-up Lands', 5: 'Dense Forests', 6: 'Open 
Forests', 7: 'Forest/Cropland Mosaics', 8: 'Natural Herbaceous', 9: 'Natural Herbaceous-Croplands Mosaics', 10: 'Herbaceous 
Croplands', 11: 'Shrublands' ** 0: 'No data', 1: 'Cropland rainfed', 2: 'Cropland rainfed - Herbaceous cover', 3: 'Cropland rainfed - 
Tree or shrub cover', 4: 'Cropland irrigated or post-flooding', 5: 'Mosaic cropland (>50%) / natural vegetation 
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(tree/shrub/herbaceous cover) (<50%)', 6: 'Mosaic natural vegetation (tree/shrub/herbaceous cover) (>50%) / cropland (<50%)',  
7: 'Tree cover broadleaved evergreen closed to open (>15%)', 8: 'Tree cover  broadleaved  deciduous  closed to open (>15%)', 9: 
'Tree cover  broadleaved  deciduous  closed (>40%)', 10: 'Tree cover  broadleaved  deciduous  open (15-40%)', 11: 'Tree cover  
needleleaved  evergreen  closed to open (>15%)', 12: 'Tree cover  needleleaved  evergreen  closed (>40%)', 13: 'Tree cover  
needleleaved  evergreen  open (15-40%)', 14: 'Tree cover  needleleaved  deciduous  closed to open (>15%)', 15: 'Tree cover  
needleleaved  deciduous  closed (>40%)', 16: 'Tree cover  needleleaved  deciduous  open (15-40%)', 17: 'Tree cover  mixed leaf 
type (broadleaved and needleleaved)', 18: 'Mosaic tree and shrub (>50%) / herbaceous cover (<50%)', 19: 'Mosaic herbaceous 
cover (>50%) / tree and shrub (<50%)', 20: 'Shrubland', 21: 'Shrubland evergreen', 22: 'Shrubland deciduous', 23: 'Grassland', 24: 
'Lichens and mosses', 25: 'Sparse vegetation (tree/shrub/herbaceous cover) (<15%)', 26: 'Sparse tree (<15%)', 27: 'Sparse shrub 
(<15%)', 28: 'Sparse herbaceous cover (<15%)', 29: 'Tree cover flooded fresh or brakish water', 30: 'Tree cover flooded saline 
water', 31: 'Shrub or herbaceous cover flooded fresh/saline/brakish water', 32: 'Urban areas', 33: 'Bare areas', 34: 'Consolidated 
bare areas', 35: 'Unconsolidated bare areas', 36: 'Water bodies', 37: 'Permanent snow and ice' *** 0: 'Non-reliable', 1: 'Closed forest, 
evergreen needleleaf', 2: 'Closed forest, deciduous needleleaf', 3: 'Closed forest, evergreen broadleaf', 4: 'Closed forest, 
deciduous broadleaf', 5: 'Closed forest, mixed', 6: 'Closed forest, unknown', 7: 'Open forest, evergreen needleleaf', 8: 'Open forest, 
deciduous needleleaf', 9: 'Open forest, evergreen broadleaf', 10: 'Open forest, deciduous broadleaf', 11: 'Open forest, mixed ', 12: 
'Open forest, unknown', 13: 'Shrubs', 14: 'Herbaceous vegetation', 15: 'Herbaceous wetland', 16: 'Moss and lichen', 17: 'Bare / sparse 
vegetation', 18: 'Cultivated and managed vegetation/agriculture (cropland)', 19: 'Urban / built up', 20: 'Snow and Ice', 21: 'Permanent 
water bodies', 22: 'Open sea' 
• CGLS-LC100 LC-Custom (C9*) 
In the original resampling of the CGLS-LC100 dataset, partially deforested areas 
at the extent of 250-m pixels are susceptible to get hidden. For instance, 100-m 
CGLS-LC100’s pixels of the class Closed Evergreen Broadleaved Forest (CEBF) 
are resampled and assigned to the same category even other LC classes are 
present at the extent of the 250-m MODIS pixel. Consequently, there is a loss of 
information regarding the level of heterogeneity at sub-pixel level. This aspect 
gets crucial as the Terra-i system needs a minimum threshold of 33% of change 
to define a MODIS pixel as deforested as was previously demonstrated in 
Chapter 3. 
To exploit the subpixel information offered by the CGLS-LC100 dataset, a hybrid 
LC dataset was derived to reflect small-scale disturbances which are misled in 
the resampled CGLS-LC100 dataset from 100-m to 250-m. The procedure mainly 
consisted in deriving maps based on the proportion of Closed forest pixels 
computed at the extent of MODIS 250-m. The mapped proportions, which go 
from 0 to 1, were grouped in ten ranges from 0.1 to 1 by 0.1. These ranges were 
used to replace at a given fraction of Closed forest with the dominant non-closed 
forest class per pixel, which in most cases was represented by Open forest pixels. 
The approach above was tested over two contrasting tiles of 384 pixels x 384 
pixels of MODIS 250-m. These tiles are located near the city of Pucallpa in the 
Ucayali, Peru and the municipality of Porto dos Gauchos in Mato Grosso, Brazil, 
both areas located inside the Amazon with different sizes and magnitude of forest 
loss. While the area in Peru consists of a large proportion of small- and medium-
scale deforestation (Finer and Novoa, 2016), the area in Brazil is mostly dominated 
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by large-scale deforestation (Maus et al., 2016). Figure 4.13 displays spatial 
changes of aggregated open like forest pixels which replaced most of the closed 
forest according to increasing levels of fraction assessed in both areas. It is 
evident the relationship of increasing levels of fraction of Closed forest and the 
number of Open forest pixels being more pronounced in the area in Ucayali than 
Mato Grosso. In particular, the different levels of fraction show an exponential 
increase of pixels with Open forest class when fraction values are greater than 
0.7. This value was therefore used as a threshold to create the new dataset. It is 
expected that the new dataset favours a better mapping of small-scale forest loss 
in areas with heterogeneous landscapes as was observed in the region in Peru. 
 
 
Figure 4.13 Spatial distribution of Open forest pixels (highlighted by a green colour) 
according to increasing levels of the fraction of closed forest determined at the spatial 
extent of MODIS 250-m. 
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Figure 4.14 shows the changes per land cover class in terms of frequency 
according to different levels of fraction of disturbance. The reduction of closed 
forest is explained mostly by the increase of Open forest class. Other non-forest 
classes keep the same number of pixels, except for Bare (Ba) in both areas, and 
NoData, Shrubland (S), Herbaceous vegetation (HV) and Water (W) in Ucayali. The 
increase of these non-forest classes might be explained they represent a higher 
fraction at subpixel level than Open forest. It is important to highlight these 
replacements were less common than Closed forest replaced by Open forest.  
 
 
Figure 4.14 Frequencies in logarithmic scale of LC classes in the areas in Ucayali (above) 
and Mato Grosso (below) according to increasing proportions of disturbance determined 
from closed forest. The complete name by class is shown at the legend of Figure 4.13. 
Temporal-driven derived hybrid datasets 
These datasets were generated by pixels with LC types that had not changed 
from a considerable length of time. This particular procedure was only applied for 
two out of three LC schemes in the MODIS Land Cover Type product (2001-
2018). Only the stable pixels from 2001 to 2015, which end year matches with the 
year of analysis of this work, were considered. These products are referred as 
2001-2015 MODIS IGBP (M17*), 2001-2015 MODIS FAO-LCCS2 (M11*). The same 
procedure was also applied to the ESA-CCI FAO-LCCS dataset however it was 
104 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
found lower performance than the MTLCC network trained using hybrid datasets 
generated from the MODIS Land Cover Type product. 
4.5.3.3 Feature normalisation 
A min-max normalisation per type of feature was applied prior to model training. 
Whilst other types of normalisation commonly used in remote sensing e.g. z-
normalisation are prone to loss the temporal trend and significance of the 
magnitude of SITS (Pelletier et al., 2019), the min-max normalisation, which 
performs a subtraction of the minimum, then a division by the range, i.e. the 
maximum minus the minimum, preserves the relationships of the original data 
(Han et al., 2011). For this work, the min-max values were derived from the 
datasets’ metadata which commonly indicate the range of valid values. Hence, in 
the MODIS product, this range goes between -100 to 16000. The normalised 
values were also scaled between 0 and 1. This scale ensured all features have the 
same probability of being taken during the learning process. The use of a global 
max and min might also facilitate the training and application of the model across 
regions different to the study area as other scholars have proposed (Pelletier et 
al., 2016) and shown in Chapter 5. 
4.5.4 Data partition 
The study area was subdivided into rectangular tiles of 384 pixels x 384 pixels of 
MODIS data at a spatial resolution of 250-m. The tile size is a multiple of the patch 
size of 24 pixels x 24 pixels, which was the size used to train the MTLCC 
architecture described in Section 4.5.1. Not all tiles covering the study area were 
considered for training and assessing the model performance. Those tiles with a 
large proportion (>70%) of Evergreen broadleaf forest class according to the IGBP 
classification from MODIS Land Cover Type product (MCD12Q1) in 2015 were 
discarded. This procedure reduced the dominance of this particular class, or its 
equivalent class in the other datasets. This ensured our focus on dynamic land 
use environments and avoided domination by static forest pixels over the majority 
of the region This reduction helps the MTLCC network classifier to distinguish 
other classes which are less dominant. 
The input MODIS images and reference data were randomly split at tile level to 
generate partitions for network training, validation and model testing using a ratio 
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of 4:1:1 (see Figure 4.15) as recommended by previous work using the model 
(Rußwurm and Körner, 2018b). The tile-wise spatial separation enforces 
independence of the data partitions and support bias-reduced predictive 
performance results (Schratz et al., 2018). The spatial-based partition design also 
attempts to best preserve the relative percentages of all classes, allowing for 
consistent class balances in all splits as shown in Figure 4.16. 
 
Figure 4.15 Illustration of an input/reference data partition using non-overlapping 384 
pixels x 384 pixels tiles for training (blue), validation (light blue), and test (light green). 
According to the split ratio, for 2015 some 26.1, 6.6 and 6.6 millions of pixels, 
represented in 267 tiles of 384 pixels x 384 pixels, were used for training, 
validation and testing of the network assessed. To evaluate the performance of 
the MTLCC network according to different datasets, the splitting of training and 
validation tiles was repeated five times as suggested in the literature (Lyons et al., 
2018). Hence, each algorithm or experiment was evaluated five times on different 
train/validation splits (also called folds). 
4.5.5 Performance evaluation 
The quality of the predictions by the MTLCC network according to different pre-
existing and hybrid LC datasets was assessed over test tiles (45 in total) of 384 
pixels x 384 pixels. A two-stage assessment approach was conducted to 
determine the most suitable labelled dataset to the study of post-loss LC change 
over Terra-i’s areas. For the first stage, traditional metrics for assessing machine 
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learning classifiers (e.g. overall accuracy, recall, precision), f-score, and others 
with land change and remote sensing research foci (e.g. kappa, quantity 
disagreement and allocation disagreement) were computed according to the test 
partition from the labelled datasets (see Section 4.5.5.1). 
 
Figure 4.16 Class distribution of the training, validation and test partitions for the LC pre-
existing and hybrid (*) reference datasets, ordered by total number of classes, assessed 
with the MTLCC network. Classes are represented as either; 1) a single word indicating 
the cover type; 2) an acronym indicating the cover type, in particular for the ESA-CCI 
dataset and forest/tree like cover types. Further details of the classes and respective 
acronyms and total number of pixels per dataset can be found in Appendix II. 
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A second stage consisted of using the trained models in 2015 to make predictions 
for all available years of MODIS imagery, from 2001 to 2018, across seven tiles 
sampled from the population of test tiles. The observed LC predictions were 
masked using Terra-i’s deforested pixels. The post-loss LC data by trained model, 
which represents a given labelled dataset, was visually inspected i) by creating 
charts and maps of the temporal and spatial distribution of the LC predictions; 
and ii) by comparison with LC observations derived from MapBiomas Amazonia. 
From this visual verification, the potential labelled datasets for the study of post-
loss LC were examined through a quantitative evaluation using an independent 
validation set as recommended by Olofsson et al. (2013) (see Section 4.5.5.2). 
4.5.5.1 Confusion matrix and derived metrics 
The confusion matrix is a double entry table where row entries are the actual 
classes (reference data) and column entries are the predicted classes (see Table 
4.4). Each cell of the table usually contains the number of elements (pixels in 
pixel-based classification) of the row class predicted by the classifier as 
belonging to the column class. In this matrix, the diagonal elements represent the 
number of correctly classified pixels, also called true positive and true negative 
samples. The matrix also provides misclassification represented by the number of 
false positive and false negative samples. 
Table 4.4 Confusion matrix for a binary classification problem. 
 Predicted Class Predicted No-Class 
Actual Class True Positive (TP) False Positive (FP) 
Actual No-Class False Negative (FN) True Negative (TN) 
 
Five metrics were computed from the confusion matrix of the multi-class 
classifications generated by the trained MTLCC models according to pre-existing 
and hybrid datasets. The equations of these metrics are presented in Table 4.5. 
Overall accuracy (OA) is the sum of the diagonal elements divided by the sum of all 
elements of the confusion matrix. Precision and recall (also denoted in remote 
sensing as user and producer accuracy) are metrics capturing the errors of 
commission and omission. The F1-score is the harmonic mean between precision 
and recall. Being informative for imbalanced classes, the Kappa coefficient (κ) was 
also computed according to its feature of providing a less optimistic value than the 
confusion matrix derived indices. The κ coefficient is a statistical measure of interrater 
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agreement taking into account the agreement occurring by chance. All metrics were 
computed per class, and then averaged across all classes to give the reported 
average metric. 
Table 4.5 Measures for performance assessment of classification derived from the 
confusion matrix. Acronyms are described as follows:  𝑇𝑃 are true positive, 𝐹𝑃– false 
positive, 𝐹𝑁 false negative, 𝑇𝑁– true negative, 𝑝𝑒- the hypothetical probability of chance 
agreement. 
Metric Formula Range of values 
Overall accuracy (OA) 
𝑇𝑃 +  𝑇𝑁 
𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁
 [0, 1] 
Precision 
𝑇𝑃
𝑇𝑃 +  𝐹𝑃
 [0, 1] 
Recall 
𝑇𝑃
𝑇𝑃 +  𝐹𝑁 
 [0, 1] 
F1-score 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙
 [0, 1] 
Kappa (κ) 
𝑂𝐴 −  𝑝𝑒
𝑇𝑃 +  𝐹𝑁 
 [0, 1] 
 
In addition to the metrics the above table, the complement of the total accuracy, 
or the total error was decomposed into quantity (or area) disagreement and 
allocation disagreement. Both metrics have been commonly used in the remote 
sensing community as an alternative to Kappa (Salk et al., 2018). The quantity 
disagreement measures the difference between the reference and classified 
maps attributable to the difference in proportions of categories. The allocation 
disagreement is defined as the difference between the reference and classified 
maps attributed to differences in matching spatial allocation of categories. 
Formulas for these metrics on category-specific and map-wide levels are detailed 
in Pontius and Millones (2011) and Pontius and Santacruz (2014). The values for 
both metrics ranges from 0 (no disagreement) to 100 (high disagreement). 
4.5.5.2 Cross-year verification 
This stage consisted of qualitative and quantitative assessments of annual 
predictions by the MTLCC network models trained using different labelled 
datasets with a particular focus on the study of long-term post-loss LC change. 
Due to demanding detailed information derived from the visual inspection of 
available high-resolution satellite imagery (e.g. Landsat), this assessment was 
conducted over a single tile sampled per MODIS scene across the area of study 
(see Figure 4.17).  
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Figure 4.17 Distribution of the sampled tiles ( ) for the cross-year evaluation in the study 
area. A total of 12 MODIS scenes, denoted as hXXvXX, cover the study area. The 
distribution of the sample tiles ensured that different landscapes are analysed across the 
study area ranging from large scale clearings in Mato Grosso, Brazil (e.g. MODIS scene 
h12v10) to small and medium-scale clearings in the Western Amazon (e.g. MODIS scenes 
h10v08 and h10v09). 
4.5.5.3 Pre-processing 
Prior to computing and assessing post-loss LC change per sampled tile, the initial 
predictions of all trained MTLCC network models and the reference dataset of 
deforested areas (Terra-i) were pre-processed. For the initial predictions, a 
smoothing time-series rectification technique proposed by Abercrombie and 
Friedl (2016) was used to reduce spurious year-to-year LC changes. The 
technique, which was successfully applied to enhance the consistency of the 
MODIS Land Cover product (MCD12Q1) (Sulla-Menashe et al., 2019), uses Hidden 
Markov models (HMMs). HMMs adjust posterior marginal probabilities for each 
class at each pixel according to initial probabilities and a transition class 
probabilities matrix derived from the supervised model and expert-knowledge, 
respectively. For this work the initial probabilities were obtained from the 
confidence maps per class derived from trained MTLCC networks. The transition 
matrix defines the probability of pixel change between LC classes from one year 
to another. The values of the transition matrix can be filled according to different 
categories as defined by Hermosilla et al. (2018) such as likely (0.90), probable 
(0.10), possible (0.025), or not likely (0.001). For this work all values were set to 
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0.10 (or probable) as it was difficult to define other categories for all possible 
changes between LC classes per labelled dataset. Figure 4.18 depicts the effect 
of the smoothing pre-processing over a set of 2001-2018 LC maps predicted over 
a representative tile by one of the trained models using the 2001-2015 stable 
MCD12Q1 IGBP labelled dataset. 
 
Figure 4.18 Raw and pre-processed (i.e. smoothed) 2001-2018 LC maps predicted by a 
trained model using 2001-2015 stable MCD12Q1 IGBP hybrid dataset over a sampled tile. 
Spurious changes between certain years in the raw predictions are reduced by the 
smoothing algorithm (see for example from LC maps from 2007 to 2011). 
Regarding the Terra-i dataset (version 2004_01_01_to_2019_06_10), the pre-
processing aimed at avoiding noise (pixels wrongly detected or non-related with 
a forest disturbance) by i) discarding pixels located within a 1-km buffer created 
from water bodies according to the Global Surface Water (GSW) dataset (Pekel 
et al., 2016), in which most of the cases represent changes in water level rather 
than deforestation; and ii) retaining only contiguous deforested areas >2 pixels 
(12.5 ha) as areas smaller than this are mostly false positives by the Terra-i system 
(Tang et al., 2019). Examples of 1-km buffer water mask as well as original and 
pre-processed Terra-i deforested data are depicted in Figure 4.19. 
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Figure 4.19 Example of the 1-km buffer water mask, raw and pre-processed 2004-2018 
Terra-i data according to two masks (water and discarding isolated pixels) over a 
representative tile. The total number of Terra-i pixels prior to and after pre-processing is 
denoted in brackets as N. 
4.5.5.4 Analysis 
From the smoothed LC predictions and pre-processed Terra-i data, the 
population of target deforested pixels for validating post-loss LC change was 
derived from the single peak year of deforestation between 2004 and 2010 per 
representative tile in order to reduce processing time. This six-years window of 
deforestation ensured a considerable number of post-loss LC sequences, 8 to 14 
years, can be analysed to the latest date of LC prediction, in this case 2018. 
Additionally, under the assumption that forest loss events might occur before the 
start year of detection by Terra-i, 2004, the LC predictions were projected from 
2001 across all target pixels irrespective of when they were deforested. Land 
cover change before 2001 is not considered in this analysis since satellite image 
time series data are not available for that period. After generating the projected 
LC predictions, the selection of the potential suitable labelled datasets for the 
study of post-loss LC change using the MTLCC network was firstly conducted by 
visually comparing the spatial and temporal consistency of the LC predictions by 
the trained model against 2001-2017 regional-tuned observations of the 
MapBiomas Amazonia dataset. The MapBiomas dataset was also masked by the 
population of target deforested areas. 
The candidate datasets for the study of post-loss LC change observed from the 
above qualitative assessment as well as the results of the single year performance 
assessment as described in Section 4.5.5.1 were quantitatively validated using an 
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independent validation dataset. This independent dataset was collected over the 
most common LC sequences defined as those located at quantile of 95% 
according to the frequency values computed for all possible sequences per 
representative tile. This quantile value was defined due to the fact that it 
discriminates the most common sequences, whose proportions sum up to 60% 
of the total possible sequences across the areas assessed. The sampling strategy 
consisted of randomly collecting 1% of these most common sequences weighted 
per number of observations per sequence per representative tile. The sample per 
potential suitable labelled dataset was verified separately using visual inspection 
of high-resolution annual composites of Landsat 7 and 8 from 2001 to 2017. These 
composites were generated following the same procedure described in Section 
3.4.1.3 for exploring LC and LU over Terra-i’s field campaigns’ sites. For each 
pixel, which represented a given sequence, the LC type was classified annually 
according to the observed Landsat composites. The validation set generated by 
the potential labelled dataset was then used to compare with actual LC 
predictions. Metrics derived from the confusion matrix as previously depicted in 
Table 4.5 were computed and analysed per year. Additionally, the classification 
of all years was aggregated and assessed as a single period, 2001-2017. 
4.5.6 Software and implementation 
The hardware and software used according to the main steps in this study are 
presented in Table 4.6. For the implementation of the MTLCC network, and data 
preparation scripts, python 3.6 was used. The MTLCC network was trained using 
TensorFlow version 1.7 with scripts publicly available in a repository provided by 
Rußwurm and Körner (2018b). Some adaptations and improvements of the 
original repository were made as it was designed for Sentinel-2 imagery. For 
instance, the model was adapted to read MODIS data in the native resolutions of 
their bands, 250-m (red and NIR) and 500-m (blue, green, SWIR1, SWIR2, SWIR3). 
The resampling operations of the bands at 500-m to 250-m and generation of 
hybrid datasets were made on-the-fly using the Dataset API of TensorFlow. 
Furthermore, the original implementation of the MTLCC network also presented 
a coding error related to adding the year as input band. The year was dropped as 
input due to the fact it was generating reductions to the prediction capability of 
the MTLCC network, in particular for years different to the trained year. 
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According to a previous ‘trial and error’ experimentation (Coca-Castro et al., 
2019), using the hardware resources available as described in Table 4.6, it was 
found that optimal results for training the MTLCC network were obtained based 
on Gated Recurrent Unit (GRU) in a bidirectional manner, single layer and 64 
recurrent cells. The size of convolutional and classification kernels was set to 3 x 
3 as was proposed by Rußwurm and Körner (2018b). The batch size was set to 
32 and models were trained until 30 epochs when the models start converging. 
The computation of performance metrics as described in Section 4.5.5.1 were 
computed using the library scikit-learn version 0.19.1. 
Regarding the analysis of post-loss LC sequences, the R software v.3.4.3 was 
used, in particular the package traMinerR version 2.0-11.1 (Gabadinho et al., 2011). 
This package is suited to the analysis of sequential data and has been used to 
assess chronological LC/LU data in tropical settings (Mas et al., 2019). Different 
to the lucCalculus package in R used to assess LU trajectories in Chapter 3 (see 
Section 3.5.4), the traMineR provided considerably more additional options to 
visualise and analyse large volumes of chronological LC predictions and thus it 
was suitable for the study of post-loss LC change trajectories. 
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GEE is a cloud-based platform used to access 
and download input datasets (see Section 
4.5.2) exported as GZ TFrecords to GCP. 
Data pre-processing  
and model training 
Server A server was used for data storage and 
preparation of input data as well as model 
training. Its main features are: 
Memory: 128 GB 
Processor: Intel Xeon E5-2667 v4 3.20 GHz×16 
Operating system: Windows Server 2016 X64 
GPU: (1) NVIDIA Tesla M60  
Post-loss LC  










traMinerR was used to the visualisation and 
analysis of post-loss LC. 
The validation of post-loss LC change by the 
trained model was conducted in GEE. An 
independent validation set was created by 
visualising annual composites of Landsat (see 
Section 4.5.5) and annotating the 
corresponding LC per year in a Google form as 
created in Chapter 3 (see Section 3.4.3). 
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4.6 Results 
4.6.1 Single year performance over the test partition 
The summary of the performance of the MTLCC network trained using original 
and hybrid labelled datasets according to their respective test partitions is 
reported in Table 4.7. Overall, the models trained using hybrid datasets 
performed better than the original. In particular, the hybrid dataset 
MODIS/ESA/CGLS (O8*) returned the highest overall accuracy, 92.35±0.48 over 
the 45 test tiles. Other hybrid datasets related to multi-year stable pixels from 
MODIS dataset, 2001-2015 MODIS IGBP (M17*) and 2001-2015 MODIS FAO-
LCCS2 (M11*) provided a notable gain in OA compared to the original datasets. 
Table 4.7 Averaged values (± one standard deviation) of pixel-wise accuracy metrics over 
five folds of the MTLCC network model trained according to original and hybrid (*) labelled 
datasets described in Section 4.5.2. The best values per metric are highlighted in bold. 
 
The observed values of the disagreement related metrics, quantity and allocation, 
show they are more informative than OA and κ. For instance, while κ values of 
MODIS/ESA/CGLS (O8*) and MODIS LC-FAO (M16) are equal (κ=0.74±0.01), their 
values of quantity and allocation disagreement are not. Figure 4.20 displays per-














FAO-LCCS (E37)  
66.46 ± 0.26 13.61 ± 1.69 19.92 ± 1.87 0.57 ± 0.0 
CGLS-LC100  
FAO-LCCS (C22)  
63.37 ± 1.68 7.38 ± 2.26 29.24 ± 0.89 0.51 ± 0.03 
MODIS  
IGBP (M17) 
79.96 ± 0.89 7.61 ± 2.15 12.43 ± 1.53 0.72 ± 0.01 
2001-2015 MODIS 
IGBP (M17*) 
86.36 ± 0.64 5.34 ± 0.39 8.31 ± 0.64 0.81 ± 0.01 
MODIS  
FAO-LCCS1 (M16) 
81.24 ± 0.59 7.23 ± 3.21 11.52 ± 2.64 0.74 ± 0.01 
MODIS 
FAO-LCCS2 (M11) 
84.92 ± 0.85 2.89 ± 1.42 12.19 ± 1.06 0.77 ± 0.01 
2001-2015 MODIS 
FAO-LCCS2 (M11*) 
89.17 ± 1.00 4.81 ± 1.56 6.02 ± 0.85 0.83 ± 0.02 
CGLS-LC100  
Custom (C9*) 
69.48 ± 2.01 5.58 ± 1.06 24.94 ± 2.09 0.56 ± 0.03 
MODIS/ESA/CGLS 
Custom (O8*) 
92.35 ± 0.48 3.68 ± 1.03 3.97 ± 1.44 0.74 ± 0.01 
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(O8*), MODIS FAO-LCCS2 (M11*) and CGLS-LC100 (C9*). These datasets have 
lower total values of quantity disagreement and allocation disagreement than 
their corresponding original LC datasets. 
 
Figure 4.20 Class-wise F1-score of three hybrid labelled datasets. Datasets are ordered 
by size (number of reference pixels). Classes are ordered by F1-score value. The full and 
short-name of each class is provided followed by its respective proportion (Prop) 
according to the pixels in the test partition by dataset. The standard deviation per class 
corresponding to five runs of the model per dataset is represented by a black line. 
A visual inspection of the predictions (see Figure 4.21) corroborated the hybrid 
datasets C9* and M11* datasets as having a better generalization than the O8* 
hybrid dataset. The dominance of Dense Forest class in the O8* dataset 
considerably misled the prediction capability of the MTLCC network for other 
classes, in particular the Natural Herbaceous class. Whereas the Dense/Closed 
and Open Forest classes in M11* and C9* are correctly classified for the majority 
of the areas, the cropland-like class was misclassified as herbaceous-like 
vegetation (Natural Herbaceous and Herbaceous Vegetation, respectively). 
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Figure 4.21 Reference labels 𝑦 and predictions ?̂? for 2015 for trained MTLCC models 
using three different hybrid datasets over seven representative tiles. In O8*, the Natural 
Herbaceous (NH) is incorrectly classified as Dense Forest (DF) over certain tiles (see 
h10v08, h10v09, h11v10 and h12v10). The predictions in M11* and C9* misclassify Cropland 
like cover in the representative tiles in h10v09 and h11v10.  Further details of the classes 
and respective acronyms per dataset can be found in Appendix II. 
4.6.2 Cross-year performance over representative areas 
4.6.2.1 Qualitative assessment  
This section presents a visual inspection of the spatio-temporal consistency of 
the smoothed LC predictions by the trained models using C9* and M11* datasets 
across 17 years of MODIS imagery. To facilitate this task, the predictions are 
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studied over a single deforestation year, in this case the peak year of Terra-i’s 
deforestation data from 2004 to 2010 per sampled tile. The analysis over three 
out of seven sampled tiles, which shows contrast in clearing sizes and locations 
across the study area, is presented as follows. 
Tile h12v10: large area clearings in the eastern Amazon 
Figure 4.22 illustrates the spatial distribution of peak year Terra-i’s deforested 
pixels used to project post-loss LC change in a tile with large area clearings 
(greater than 3 Terra-i’s deforested contiguous pixels). For the MapBiomas 
dataset, most post-loss LC is due to farmland which remained stable until 2017. 
In contrast, the observed post-loss LC data in the hybrid datasets are dominated 
by different classes. Whilst C9* shows conversion from Dense Forest to Cropland 
or Herbaceous Vegetation, post-loss LC in the M11* dataset is mostly dominated 
by a single class, Natural Herbaceous. 
 
Figure 4.22 Subset of 2001-2017 annual LC extracted from the MapBiomas dataset and 
predictions by the MTLCC network trained using C9* and M11* datasets over deforested 
pixels in a representative tile (h12v10). The peak deforestation year is highlighted in bold. 
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Figure 4.23 presents the distribution of the classes as well as sequences 
partitioned by the stability of the observed LC class(es) i.e. remained the same 
(stable) or different (non-stable) from 2001 to 2017. Overall, according to the 
classes distribution per year chart, for all datasets, the proportion of 
dense/primary forest-like pixels is abruptly reduced from the peak deforestation 
year. After deforestation, the proportion of cropland/herbaceous-like cover 
steadily increases over time. The partition of the sequences shows a high 
proportion of non-stable sequences (greater than 89%) regarding stable 
sequences (less than 11%).  
 
Figure 4.23 Comparison of 2001-2017 annual LC extracted from the MapBiomas  dataset 
in comparison to predictions of the MTLCC model trained using C9* and M11* datasets 
over target deforested pixels in a representative tile located in h12v10. The peak year of 
the target deforested areas is highlighted by a dashed vertical line. It is important to note 
the most common non-stable sequence per dataset matches the deforestation year, 
except for M11* which shows changes from Dense Forest (DF) some years after flagged 
by Terra-i.  
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Tile h10v08: small area clearings in the northwest Amazon 
The observed post-loss LC change trajectories over deforested areas, dominated 
by small clearings (less than 3 Terra-i’s deforested contiguous pixels) (see Figure 
4.24), are not as distinguishable as the previous tile with large area clearings. 
Overall, some pixels flagged as deforested are Forest formation/Dense Forest 
over the entire analysed period, 2001-2017. Whilst the converted Dense Forest 
pixels in C9* and M11* datasets in 2007 are due to Open Forest, the Forest 
formation in the MapBiomas dataset is due to Farmland. 
 
Figure 4.24 Subset of 2001-2017 annual LC extracted from the MapBiomas  dataset and 
predictions by the MTLCC network trained using C9* and M11* datasets over deforested 
pixels in a representative tile (h10v08). The peak deforestation year is highlighted in bold. 
The charts of the LC distribution in Figure 4.25 highlight some similarities and 
differences between the datasets analysed. For instance, similar patterns are 
found between MapBiomas and C9* prior to or after the target deforestation year. 
Prior to deforestation (before 2007), Forest formation and Dense Forest pixels 
represented a large proportion of test partition in MapBiomas and C9*, 
respectively. In contrast, the predictions using M11* indicated Open Forest and 
Dense Forest share equal proportions. After deforestation, the proportion of the 
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classes associated with the reduction of Forest formation/Dense Forest are 
similar between MapBiomas and the C9* dataset. For M11*, the reduction of Dense 
Forest occurs abruptly after the deforestation year and does not follow a 
progressive reduction in comparison to the other datasets. The proportion of 
stable/non-stable is different between MapBiomas and hybrid datasets. While the 
proportion of stable (35%) is lower than non-stable pixels (65%) in the 
MapBiomas dataset, it is almost equal for the C9* (47%/53%) and M11* 
(51%/49%). The charts of non-stable sequences also indicate some forest loss 
occurs before the target deforestation year, being more evident for the 
MapBiomas dataset. 
 
Figure 4.25 Comparison of 2001-2017 annual LC extracted from the MapBiomas  dataset 
in comparison to predictions of the MTLCC model trained using C9* and M11* datasets 
over target deforested pixels in a representative tile located in h10v08. The peak year of 
the target deforested areas is highlighted by a dashed vertical line. 
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Tile h10v09: small area clearings in the western Amazon 
The post-loss LC in this tile presents similarities to the tile located in the MODIS 
h10v08 scene i.e. small clearings (see Figure 4.26). Dense Forest in C9* and M11* 
datasets are converted to Open Forest, whereas Forest formation is due to 
Farmland in the MapBiomas. 
 
Figure 4.26 Subset of 2001-2017 annual LC extracted from the MapBiomas dataset and 
predictions by the MTLCC network trained using C9* and M11* datasets over deforested 
pixels in a representative tile (h10v08). The peak deforestation year is highlighted in bold. 
Figure 4.27 illustrates the charts of LC distribution and stable/non-stable LC 
sequences per year for this tile. It is evident that the proportion of Forest formation 
in the MapBiomas dataset is reduced from 80% in the target deforestation year 
to 40% at the end of the analysed period. This proportion is lower for Dense 
Forest in the C9* dataset, which is reduced from 80% to 60%. After the target 
deforestation year, the proportion of classes different to Dense Forest in the M11* 
dataset is relatively similar to the proportions of Forest formation in the 
MapBiomas dataset. The proportion of stable/non-stable differs between 
MapBiomas and LC predictions by the MTLCC network trained using the hybrid 
datasets. While the proportion of stable pixels (14%) is considerably smaller than 
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non-stable (86%) in the MapBiomas dataset, it is almost equal for C9* (46%/54%) 
and M11* (45%/55%). Moreover, for the MapBiomas dataset, the quantile of 95% 
retains only 22.1% of the possible non-stable sequences. In contrast, the non-
stable sequences seem to be less diverse in C9* and M11* predictions due to the 
95% quantile retaining 40.8% and 44.9% of the potential sequences, respectively. 
The non-stable charts indicate forest loss also occurred before the target 
deforestation year, being more pronounced in the observed sequences of the 
MapBiomas dataset. 
 
Figure 4.27 Comparison of 2001-2017 annual LC extracted from the MapBiomas  dataset 
in comparison to predictions of the MTLCC model trained using C9* and M11* datasets 
over target deforested pixels in a representative tile located in h10v09. The peak year of 
the target deforested areas is highlighted by a dashed vertical line. 
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4.6.2.2 Quantitative assessment 
This section shows results of the independent validation conducted over the C9*, 
M11* and MapBiomas datasets according to the sampling strategy as described 
in Section 4.5.5.2. Table 4.8 presents the number of samples per dataset per tile 
which were verified using annual high-resolution (30-m) Landsat archives. From a 
population of 8885 deforested sites located across the representative tiles, a 
total of 136, 147 and 98 samples were quantitatively assessed in MapBiomas, C9* 
and M11* datasets, respectively. 




Peak year  
(total pixels) 







h10v08 2007 (1182) 23 (4/19) 15 (6/9) 10 (5/5) 
h10v09 2009 (876) 32 (1/31) 13 (5/8) 9 (3/6) 
h11v08 2010 (85) 3 (1/2) 2 (1/1) 1 (1/1) 
h11v10 2005 (2140) 26 (2/24) 43 (2/41) 21 (1/20) 
h12v09 2009 (85) 3 (1/2) 3 (1/2) 6 (1/5) 
h12v10 2004 (4356) 43 (4/39) 65 (4/61) 47 (5/42) 
h13v09 2007 (161) 6 (1/5) 6 (1/5) 4 (1/3) 
Total 2004-2010 (8885) 136 (14/122) 147 (20/127) 98 (17/81) 
 
Table 4.9 shows accuracy metrics derived from 2001-2017 annual high-resolution 
image interpretation in all samples per dataset as described in Table 4.8. The 
observed annual LC in the MapBiomas dataset obtained a higher overall accuracy 
(OA) and a lower total disagreement (quantity and allocation) than the hybrid 
datasets for the stable sequences. For the non-stable sequences, metrics of the 
hybrid datasets approximate to the values of the MapBiomas dataset. 
Complementary to the above metrics, the metrics per year for non-stable 
sequences indicated that most of lower values in OA (below 70%) are located 
within the window period, 2004 to 2010, used to select the target deforested sites 
per tile (see Figure 4.28). In particular, the lowest values are located in 2004 
which coincides with the target year being the tile with the largest number of 
samples validated (see tile h12v10 in Table 4.8). 
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Table 4.9 Accuracy metrics per dataset derived from high-resolution image interpretation 
spanning the full set of samples for the analysed period, 2001-2017. The metrics are 
divided by stability (stable/non-stable) per dataset. 











Stable 94.54 5.46 0.65 
Non-stable 73.92 4.68 21.41 
CGLS-LC100 
Custom (C9*) 
Stable 84.12 15.88 1.20 
Non-stable 73.37 7.07 19.56 
2001-2015 MODIS 
FAO-LCCS2 (M11*) 
Stable 82.01 15.22 2.77 
Non-stable 72.88 3.23 23.89 
 
 
Figure 4.28 Overall accuracy per year per dataset of the samples verified via high-
resolution image interpretation across seven representatives in the study area. The lowest 
values are located in 2004 which coincides with the target year of the tile with the largest 
number of samples validated. In general, M11* achieves slightly greater values over time. 
4.7 Discussion and conclusions 
The objective of this chapter was to study the effectiveness of the proposed DL 
model, the MTLCC network, according to multiple labelled datasets derived from 
pre-existing global LC products. These datasets allow for automatically creating 
a large volume of training samples (n > 10 million) to train the MLTCC network in 
rapidly classifying LC for a desired year. The most suitable labelled datasets for 
the study of post-loss LC change trajectories are discussed according to a two-
stage assessment. Given the variety of labelled datasets processed here, rather 
than computing confidence interval and conducting probabilistic sampling 
(Wulder et al., 2006), the accuracy of the MTLCC network trained was analysed 
125 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
according to two procedures. Specifically, the first procedure referred to 
compute performance metrics over the test partition in the trained year (see 
Section 4.7.1); in the second procedure (see Section 4.7.2), a cross-year 
evaluation over selected representative sites was conducted, alongside a 
comparison with MapBiomas Amazonia, the most accurate LC product in the 
study area. 
4.7.1 Single year performance over test partition 
The validation exercise carried out using the test partition revealed the MTLCC 
network is flexible in generating LC predictions according to different reference 
labels derived from pre-existing global LC maps. This flexibility aligns with 
previous findings assessing the MTLCC network proposed by Rußwurm and 
Körner (2018b) using datasets in Europe (Pelletier et al., 2019) and Africa 
(Rustowicz et al., 2019). Overall, the capability of the model in predicting LC using 
dense earth-observation time series, in this case 46 multi-spectral MODIS images 
in 2015 at a spatial resolution of 250-m, is influenced by characteristics of the 
training dataset (size, number of classes, labels noise). 
As shown in Section 4.6.1, amongst the set of metrics assessed, disagreement 
related metrics were more informative in comparing the performance of the 
labelled datasets. The separation of the overall disagreement into components of 
quantity and allocation is useful in assessing the quality of LC map(s) according 
to the end purpose. For capturing the net quantity of LC change during the 
multiple times, the quantity disagreement is of more relevance than the allocation 
disagreement (Pontius and Millones, 2011). This type of insight is not offered by 
the Kappa metric as two out of nine labelled datasets assessed presented equal 
values for this metric however their overall disagreement was different. According 
to the above premise, the values of quantity disagreement indicate the hybrid 
datasets offer a substantial gain in performance in comparison to the 
corresponding original datasets. This result can be partly explained by the 
reduction of noisy labels due to the exploitation of temporal, spatial and semantic 
(nomenclature) attributes from the original datasets in generating the hybrid 
datasets (see Section 4.5.3.2). In particular, the temporal-driven hybrid datasets 
derived from MODIS IGBP and MODIS FAO-LCCS2 datasets achieve lower total 
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disagreement values in comparison to the spatial attributes i.e. subpixel 
information exploited from the CGLS-LC100 dataset. 
The per-class accuracies shown in Figure 4.20 indicate that the MTLCC model 
is unable to identify Barren class amongst the hybrid datasets (F1-score below 
5%). The prediction of Shrubland is also difficult, with the exception of the C9* 
which obtained a F1-Score greater than 30%. The capabilities of the MTLCC 
network to map this particular class in C9* can be explained by the area 
proportional allocation of training samples which was larger in this dataset (7%) 
in comparison with O8* (0.01%) and M11* (0.03%). The five runs of the model per 
dataset were useful in highlighting the performance variance for certain target LC 
classes. For example, the Urban/Built-up class shows the largest variation with 
standard values from 8.88% to 13.54%. In contrast, the standard deviation for 
Dense/Closed forest class ranged from 0.28% to 1.72%. These differences in 
standard deviation might be related to the low proportion of samples in 
Urban/Built-up class (lower than 0.2%). In addition, mixed pixels of vegetation and 
urban-like covers might hinder stable predictions by the MTLCC network. As the 
literature suggests (MacLachlan et al., 2017), the heterogeneity of urban areas 
can be handled by using sub-pixel classification, in particular for large-area 
classification using moderate resolution satellite data. Whilst this technique might 
reduce the variance for this particular class, the extent and occurrence of forest 
conversion to urban is smaller than other conversions. Consequently, larger and 
more predominant conversions are represented by LC classes such as cropland, 
natural herbaceous, open forest which had reasonable accuracy values, in 
particular in M11* and C9* datasets. 
A visual inspection of the predictions (see Figure 4.21) corroborated the hybrid 
datasets C9* and M11* datasets as having a better generalization than the O8* 
hybrid dataset. Although the integration of multiple datasets has been a common 
and low-cost technique in creating hybrid datasets (Schepaschenko et al., 2015; 
Tsendbazar et al., 2015, 2017), the training labelled dataset derived from the O8* 
dataset did not achieve consistent predictions. A possible explanation might be 
the size of the training dataset which was considerably smaller (12.6M of pixels) 
in comparison with M11* (25.1M) and C9* (32.7M) datasets. In addition to the 
dataset size, the poor performance of the trained model using the O8* dataset 
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might be associated with a high-class imbalance. Class imbalance is a common 
issue in supervised classification and it is a subfield of study within machine 
learning, including deep learning models (Johnson and Khoshgoftaar, 2019). While 
the Dense Forest class represented some two-thirds (75%) of the O8* dataset, 
the proportion of Dense/Closed Forest in the C9* and M11* datasets was less 
dominant and not higher than 40%. Both issues, dataset size and class imbalance, 
have been tackled in previous deep learning studies for remote sensing 
classification by increasing the training time (number of epochs), applying 
augmentation techniques (Qiu et al., 2019) and training with specialised loss 
functions i.e. focal loss (Teimouri et al., 2019). Although these solutions might 
alleviate the poor performance of O8* in non-dominant classes, the scope of this 
study was to find optimal labelled dataset(s) which guarantee(s) a reasonable 
performance reducing any additional modification in the original dataset that 
interfere with its comparison. 
4.7.2 Cross-year performance over representative areas 
Following the results of the first stage assessment (see Section 4.7.1), the cross-
year evaluation was carried out over the MTLCC network models trained using 
C9* and M11* datasets. To approach the scope of mapping post-loss LC change 
trajectories, the annual LC predictions from 2001 to 2017 in these models were 
studied over disturbed pixels as indicated by Terra-i. Although changes areas 
could be simply extracted using annual LC maps generated by the MTLCC model, 
this procedure is not the most optimal as it heavily depends on the accuracy of 
the predicted LC maps. In this regard, the approach taken in this research is to 
use separate but complementary methods for LC mapping (the MTLCC network) 
and change detection (Terra-i). It is worth to mention that during the development 
of this research, there have been an increase attention to develop robust systems 
supported by deep supervised learning method for detecting and classifying 
change in a joint manner or so called semantic change detection (see for example 
Caye Daudt et al. (2019)). However, this approach is limited to characterise the 
immediate change so further work is expected to provide long-term subsequent 
LC over change areas. 
The inclusion of LC predictions from 2001 to 2003 allowed a complete track of 
all possible LC change trajectories per analysed pixel. The removal of target 
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pixels near water bodies guarantees that forest changes analysed represent 
mostly human-driven disturbances rather than natural e.g. river meandering. In 
addition, the smoothing of raw LC annual predictions using Hidden Markov models 
(HMMs) was fundamental to reduce illogical transitions. This particular step 
allows for better comparison with the observed LC annual data extracted from 
the MapBiomas Amazonia dataset. The producer of this particular dataset also 
removed illogical transitions but using a semi-automated method relying on rules 
defined by expert knowledge (Proyecto MapBiomas Amazonía, 2019). 
The qualitative inspection of the smoothed LC predictions from 2001 to 2017 over 
three regions in the study area (see Section 4.6.2.1) indicate some challenges of 
the trained MTLCC models using the C9* and M11* datasets. Whilst the LC 
sequences of trained models using both datasets were spatially and temporally 
consistent in a tile located in the MODIS h12v10 scene with large-area disturbed 
sites (see Figure 4.22 and Figure 4.23), they were unable to capture possible LC 
sequences in the other tiles (h10v08 and h10v09) as is observed in the 
MapBiomas. This means the coarser resolution of the hybrid datasets, which are 
resampled to 250-m, could reduce the capability of the MTLCC network to fully 
predict LC across areas, in particular with small-scale or fractional disturbance. 
The quantitative analysis using an independent dataset and separated by the 
stability of the sequence (see Table 4.9) shows the overall accuracy is higher in 
the LC change trajectories observed in MapBiomas, in particular stable 
sequences (overall accuracy of 94.5%). For the non-stable sequences of 
observed LC in MapBiomas and M11*, it was found that the quantity disagreement 
values as defined in Section 4.5.5.1 were closer than the C9*.  
The MTLCC network trained with C9* produced coherent spatio-temporal 
distributions of LC classes that had a general good agreement with the 
MapBiomas maps. This could be partially explained by the level of detail provided 
by native spatial resolution of the C9* (100-m) which after being resampled to 
250-m remains closer to the resampled MapBiomas dataset. Additionally, taking 
into account that the training data derived from C9* already include mislabelled 
samples due to the error of the original maps of CGLS-LC100 (accuracy of 80%), 
the MTLCC network appears to show a grade of robustness to mislabelled 
training samples. Z. Sun et al. (2019) trained a LSTM-RNN model to predict LC 
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based on training labels extracted from an outdated LC map. The authors 
suggested the training samples should be as accurate as possible for reducing 
the propagation of errors in this particular model. Following this work, the M11* is 
therefore of greater suitability for the analysis of post-loss LC change trajectories. 
First, the number of noisy labels is considerably reduced by using the temporal 
attributes of its original dataset as is reported in previous work (Zhang and Roy, 
2017; Huang et al., 2015). This means the predictions are less prone to errors than 
a single-time step map such as C9*. Secondly, the number of classes fits with a 
classification scheme (FAO-LCCS2) already implemented in other latitudes at 
national scale e.g. South Africa (Wessels et al., 2016). 
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5 Calibration and comparison of the proposed 
model for the study of post-loss LC change  
 
5.1 Introduction 
As large volumes of earth observation data are generated daily, an increase in 
cutting-edge methods are developed and deployed to ingest and analyse them. 
Emerging deep learning-based algorithms and cloud computing infrastructure 
have become available with the potential to impact image processing and analysis 
of big earth observation data (Parente et al., 2019). Following the promising results 
obtained using the MTLCC network to study post-loss LC (see Chapter 4), this 
chapter aims to calibrate (also known as fine-tune) the MTLCC model using cloud 
computing infrastructure. This calibration procedure is necessary to maximize the 
performance of the model to ensure consistent spatio-temporal LC predictions 
suited to the study of post-loss LC change trajectories. The use of cloud 
infrastructure means conducting multiple experiments in parallel that might take 
longer using the hardware described in Chapter 4 (i.e. a local server with a single 
GPU). Moreover, the particular cloud-infrastructure chosen provides a set of 
state-of-the-art techniques to calibrate machine learning models, some of them 
introduced in the sections below. 
In addition to the above exercise, the fine-tuned MTLCC network is compared 
against two conventional machine learning algorithms in remote sensing 
classification, Random Forest and Support Vector Machine (SVM). Both 
algorithms were also calibrated in order to yield their maximum potential 
according to the input training data. Finally, some capabilities of the MTLCC 
network are explored such as discrimination of the LC classes and filtering of 
cloud observations from the input satellite images. Moreover, the performance of 
the calibrated model to predict over geographically diverse areas in the 
pantropical study area are presented and discussed. 
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5.2 Background 
5.2.1 Hyper-parameter tuning 
Most machine learning models are parameterized by a set of hyper-parameters 
which must be set appropriately to maximize the performance of the learning 
approach. Hyper-parameters differ from model parameters i.e. neuron weights in 
neural networks due to the fact they are not learned during the training phase. 
This means the settings of hyper-parameters are specified outside the training 
procedure and could control the capacity of the model in fitting the data. The task 
of finding an optimal setting of hyper-parameters is known as hyper-parameter 
tuning (Zheng, 2015). 
Conceptually, model training and hyper-parameter tuning represent optimisation 
tasks but their approaches remain different in practice. Whilst in model training 
the quality of a proposed set of model parameters can be expressed as a 
mathematical formula, this is not the case in hyperparameters as their quality 
depends on the outcome of a black-box function (i.e. the model training process) 
(Zheng, 2015). A black-box function describes a lack of expression for the 
objective function and derivatives. The goal of hyper-parameter tuning is to find a 
set of hyper-parameters 𝜆∗ from a hyper-parameter configuration 𝛬 that yields an 
optimal model by minimizing a loss function 𝐿. Given a dataset 𝓓, the hyper-
parameter optimisation can be formalised as follows (Feurer and Hutter, 2019). 
𝜆∗  =  𝑎𝑟𝑔𝑚𝑖𝑛
𝜆∈𝛬
 𝔼(𝐷𝑡𝑟𝑎𝑖𝑛 ,𝐷𝑣𝑎𝑙𝑖𝑑)∼𝓓 𝑉(𝓛, 𝓐𝜆, 𝐷𝑡𝑟𝑎𝑖𝑛, 𝐷𝑣𝑎𝑙𝑖𝑑)                   Equation 5.1             
where 𝑉(𝓛, 𝓜𝜆 , 𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑣𝑎𝑙𝑖𝑑 ) measures the loss of a model generated by algorithm 
𝓐 with hyperparameters on training data 𝐷𝑡𝑟𝑎𝑖𝑛 and evaluated on validation data 
𝐷𝑣𝑎𝑙𝑖𝑑 . Both partitions, 𝐷𝑡𝑟𝑎𝑖𝑛 and 𝐷𝑣𝑎𝑙𝑖𝑑 , are assumed to be representative of the 
full dataset 𝓓. The most common options  for the validation protocol 𝑉(⋅,⋅,⋅) include 
the holdout and cross-validation error for a given loss function (Feurer and Hutter, 
2019). Bischl et al. (2012) provides an overview of these and other various 
strategies related to the validation protocol. 
In general, there are two ways in which hyper-parameters are tuned; manual and 
automated tuning. For the former, the modeller is in charge of searching the 
hyper-parameter settings to test different parameter combinations. In the latter, 
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the hyper-parameter search is automated and is made part of the training 
algorithm. An example of a manual search was conducted in Chapter 4 related to 
the assessment of the pre-existing dataset. The hyper-parameters were set 
manually after experimentation in a trial and error manual search process limited 
by the available hardware resources, a single local GPU. This process is tedious 
and error-prone as described by scholars working on neural networks (Almeida 
and Ludermir, 2008). Since the analysis of this Chapter is supported by cloud 
computing infrastructure, the evaluation of automated hyper-parameter tuning is 
feasible, allowing for the assessment of main hyper-parameters of the MTLCC 
network applied to the study of post-loss LC change trajectories. The following 
sections describe search algorithms divided according to the methodological 
approach in two categories, model-based and model-free hyper-parameter 
optimisation. Whilst model-based search algorithms can use the knowledge 
gained during their processing to adapt and intensify the search in areas of the 
hyperparameter space with higher result potential, model-free do not use this 
information for adaptation. For the sake of simplicity, this research describes only 
the grid search and random search as examples of model-free, and Bayesian 
optimisation as examples of model-based optimisation. 
5.2.1.1 Grid and Random Search 
Grid search is one of the simplest methods for hyper-parameter optimisation. It 
primarily consists of an exhaustive search in the hyper-parameter space 
considering all possible combinations. This process is highly impacted by the 
curse of dimensionality (number of hyper-parameters). This means that the more 
dimensions and complexity are added, additional computational resources are 
demanded. The approach is commonly applied when the dimensions are less than 
or equal to 3 (Feurer and Hutter, 2019). In the context of deep neural networks, 
grid search is unfeasible as hyper-parameters are too numerous and thus 
computationally prohibitive (Bey, Díaz, et al., 2016). 
To explore a wider hyper-parameter space (more than 3 dimensions), Bergstra 
and Bengio (2012) proposed the random search method. These scholars created 
this method under the assumption that some hyper-parameters are significantly 
more important than others in a specific machine learning problem. This 
assumption considerably reduces the search of optimal hyperparameter settings 
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by choosing random points in the parameter space according to a marginal 
distribution per hyper-parameter. This distribution is defined generally by the 
modeller including Bernoulli for binary, multinoulli for discrete, uniform on a log-
scale for positive real values. 
Figure 5.1 illustrates Bergstra and Bengio's (2012) comparison between grid and 
random search approaches. Whilst the grid search solely tested three values of 
each hyper-parameter, the random search tested nine for the same cost. This 
gain in performance can be translated into a faster search which is supported by 
a simpler parallelization and flexible resource allocation than the grid search. Due 
to this characteristic, the random search is commonly used as a baseline for 
hyper-parameter optimisation (Feurer and Hutter, 2019). 
 
Figure 5.1 Comparison of grid search (left) and random search (right) for minimizing a 
function with one important and one unimportant parameter. The figure is based on the 
illustration by Bergstra and Bengio (2012) as adapted by Feurer and Hutter (2019).  
5.2.1.2 Bayesian Optimisation 
Bayesian optimisation is a well-established framework (Močkus, 1975) for global 
optimisation with a growing interest in noisy and expensive black-box functions 
such as hyper-parameter tuning of deep neural networks (Feurer and Hutter, 
2019). Using the notation from Section 5.2.1, Bayesian optimisation incorporates 
a probabilistic model 𝓜 for modelling the relationship between a hyper-parameter 
configuration 𝛬 and its performance 𝑓(𝜆). The model is fitted by using previously 
gathered data (prior belief) which are then applied in order to select the next point 
𝜆𝑛𝑒𝑤 to evaluate, trading off exploitation and exploration in order to find the 
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minimum of 𝑓. The Bayesian optimisation then evaluates 𝑓(𝜆𝑛𝑒𝑤), updates 𝓜 with 
the new data (𝜆𝑛𝑒𝑤 , 𝑓(𝜆𝑛𝑒𝑤)) (Eggensperger et al., 2014). 
The basic and variants of Bayesian optimisation suited to hyper-parameter tuning 
have been a subject of study by multiple scholars, see for example Snoek et al. 
(2012). So far, three state-of-the-art methods, which are selected based on their 
popularity (high number of citations) as described by Eggensperger et al. (2014) 
are: 
● Spearmint (Snoek et al., 2012) is a basic form of Bayesian optimisation 
method that models 𝜌𝓜(𝑓 | 𝜆) with Gaussian process (GP) models. It 
supports continuous and discrete parameters, but no conditional parameters 
(Eggensperger et al., 2014). 
● Sequential Model-based Algorithm Configuration (SMAC) (Hutter et al., 2011) 
approximates 𝜌𝓜(𝑓 | 𝜆) with Random Forests. When performing cross-
validation, SMAC only evaluates as many folds as necessary to show that a 
configuration is worse than the best one observed thus far. SMAC can 
handle continuous, categorical, and conditional parameters (Eggensperger 
et al., 2014). 
● Tree Parzen Estimator (TPE) (Bergstra et al., 2011), models 𝜌𝓜(𝑓 | 𝜆) 
indirectly. Whilst SMAC and Spearmint model 𝜌𝓜(𝑓 | 𝜆) explicitly, i.e. the 
estimation of the cost function value given the parameters, TPE factors it 
(Madrigal et al., 2019). It models 𝜌(𝑓 <  𝑓 ∗), 𝜌(𝜆 | 𝑓 <  𝑓 ∗), and 𝜌(𝜆 | 𝑓 ≥ 𝑓 ∗
), where 𝑓 ∗ is defined as a fixed quantile of the function values observed thus 
far, and the latter two probabilities are defined by tree-structured Parzen 
density estimators (also referred to as kernel density estimation). TPE can 
handle continuous, categorical, and conditional parameters (Eggensperger 
et al., 2014). 
In terms of performance, Bayesian optimisation with Gaussian process (GP) 
models have presented inferior performances than TPE and SMAC (Bergstra et 
al., 2011; Hoffman et al., 2014). Further information about Bayesian optimisation in 
the context of optimizing the hyper-parameters of machine learning models can 
be found in Bergstra et al. (2011). 
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5.2.2 Transfer learning 
Transfer learning (TL) refers to a subfield of machine learning. The aim of TL is to 
apply knowledge learned in one situation to another situation. Under this 
approach, different domain fields have transferred knowledge to not only the 
target domain but also from other source domains and source tasks (Pan and 
Yang, 2010). This technique has gained more popularity with the emergence of 
deep learning (Bengio, 2012). Thanks to its focus on learning representation and 
in particular ‘abstract’ representations, deep learning is well suited to transfer 
learning (Bengio et al., 2011). This particular benefit is investigated in remote 
sensing studies. For instance, the knowledge and high-performance of deep 
neural networks in the optical domain classification have been transferred to 
optimise the Synthetic Aperture Radar (SAR) domain in which large training 
datasets are often scarce (Rostami et al., 2019). Transfer learning can be divided 
into three categories depending on how the domains and tasks are related (see 
Figure 5.2) (Pan and Yang, 2010). 
 
Figure 5.2 Quadrant diagram related to the categories of transfer learning according to 
the domain (x-axis) and task type (y-axis). Source: Bertrand (2019). 
In terms of hyperparameter optimisation, increased attention has been focused 
on TL. The principle aim is to exploit evaluations from previous related tasks (e.g. 
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a neural network tuned on multiple datasets) to further accelerate the hyper-
parameter search (Salinas et al., 2019). Several approaches have been proposed 
to induce TL in hyper-parameter optimisation. The main approach consists in 
modelling tasks jointly or via a conditional independence structure, which has 
been conducted through multi-output Gaussian Processes (GPs) (Swersky et al., 
2013), weighted combination of GPs (Katakami et al., 2019) and neural networks 
(Feurer et al., 2018). An alternative approach focuses on settings where models 
need to be updated online as new problems e.g. data with different classes 
emerge. This procedure is achieved by fitting a sequence of surrogate models to 
residuals for the predictions of the previously fitted model (Golovin et al., 2017). 
Finally, a third approach has been explored by conducting Bayesian optimization 
(BO) with the solutions i.e. tuned hyper-parameters of the previous BO problems 
(also known as warm-starting) (Feurer et al., 2015). It is important to note other 
emerging methods exist in order to not only optimise the accuracy of a black-box 
function as common methods do but also its runtime or memory consumption. 
5.2.3 Cloud-computing 
Cloud-computing stands for the latest progress in distributed computing by 
offering ‘computing as a service’ to end-users in a ‘pay-as-you-go’ price model. 
Substantial cloud computing resources are now available under this model, from 
providers such as Amazon Web Services (AWS), Microsoft Azure, and Google’s 
Compute Engine. Cloud-computing is proven to be convenient in terms of budget 
and energy consumption efficiencies (Marston et al., 2011). It is a technology which 
has expanded to different industries and knowledge domains. For geospatial 
sciences, Google Earth Engine (GEE) is thus far the most well-known example of 
a successful implementation of this technology. GEE is a cloud-based platform 
facilitating access and analysis to a multi-petabyte catalogue of satellite imagery 
and geospatial datasets (Gorelick et al., 2017). Further examples of the principles 
and implementation of this technology for geospatial sciences and applications 
can be found in Yang et al. (2011), and more recently in Yang et al. (2017) and; Yao 
et al. (2019). 
Three types of services are offered within the cloud computing (Yang et al., 2011): 
Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as 
a Service (SaaS). The descriptions of these categories are as follows: 
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● IaaS delivers computer infrastructure, including physical machines, network, 
storage and system software, as virtualized computing resources over 
computer networks. Users can configure, deploy, and run Operating Systems 
(OS) and applications based on the OS. The Amazon Elastic Compute Cloud 
(EC2) and Google’s Compute Engine are the most notable examples of 
IaaSs. 
● PaaS offers a higher level than IaaS by providing a platform service for 
software developers to develop applications. Apart from computing 
platforms, PaaS provides a layer of cloud-based software and Application 
Programming Interface (API) that can be used to build higher-level services. 
GEE and Microsoft Azure are examples of PaaS. Users can develop or run 
applications on such a platform without maintaining the OS, server hardware 
or computing capacity. 
● SaaS provides a wide range of capabilities in applications that are provided 
through Web browsers to the end-user. Examples of this category are 
Google’s Gmail and apps. The implementation of ESRI’s ArcGIS on the cloud 
is another example of geospatial-focused SaaS. 
 
5.3 Study area and context 
The study area corresponds to the Amazon region which represents the largest 
continuous region of tropical forest in the world. The Amazon as delineated by the 
Amazonian Network of Georeferenced Socio‐Environmental Information (RAISG) 
was chosen (the relevance of the area and rationale of the boundary chosen are 
discussed in Chapter 4 (see Section 4.4). This delineation encompasses 
approximately 7.8 million km2 using a biogeographical criterion, with the exception 
of Ecuador and Brazil where legal-administrative criteria are used. 
5.4 Methodology 
Figure 5.3 describes workflow with an aim to calibrate the MTLCC network and 
traditional models according to the optimal source of reference data to generate 
LC predictions suited to the study of post-loss LC change trajectories. This 
optimal source was derived from the assessment of original and hybrid LC 
datasets as described in Chapter 4. The analysis of post-loss LC data according 
to predictions from the calibrated MTLCC network is presented in Chapter 6. 
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The inputs of the workflow are: 
1. Multi-Temporal-Spectral Data (satellite data) (see Section 5.4.1). 
2. A reference data with labelled samples (geographical positions for which LC 
is known) (see Section 5.4.1). 
 
Figure 5.3 Diagram of the procedure for generating and validating LC maps and derived 
post-loss LC change trajectories. 
Following the workflow described in Chapter 4, some data preparation 
operations, which are further described in Appendix III, were conducted prior to 
model training including i) resampling reference and satellite data to the scale of 
interest, in this case at the spatial resolution of the reference deforestation 
dataset; ii) creation of a suitable labelled dataset derived from the assessment in 
Chapter 4 and iii) normalisation of the satellite data. A data partition is then 
performed according to a tile-wise design in which tiles are distributed over 
specific regions of the study area.   
After above operations, the proposed and traditional supervised learning 
algorithm as described in Section 5.4.2 are calibrated according to a hyper-
parameter configuration per algorithm. The best models per algorithm, which 
were determined according to a model selection approach (see Section 5.4.3), 
are evaluated using quantitative (i.e. overall accuracy) and qualitative aspects (i.e. 
visual inspection) (see Section 5.4.4) over test areas not seen during models’ 
training. 
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5.4.1 Datasets 
In this section, the datasets used for the experiments are described. The datasets 
are composed of multispectral optical satellite images (input data) and reference 
LC data (so called labelled dataset). Unlike the settings used in Chapter 4, the 
assessment of the best hyper-parameters for the MTLCC network and 
conventional algorithms in this chapter was conducted using satellite 
observations from three consecutive years, 2001, 2002 and 2003. This multi-year 
training strategy aims to increase generalisation of the model to predict over 
years with changing conditions (e.g. weather) (Bailly et al., 2017). In addition, these 
years match the period before 2004 which is the first year of Terra-i’s 
deforestation predictions. 
Table 5.1 summarises the main features of input and reference LC datasets used 
in this work. Further description of the pre-processing conducted over these 
datasets can be found in Appendix III. 



















































This section introduces the MTLCC network and corresponding hyper-
parameters. In addition, the hyper-parameters explored for Random Forest (RF) 
and the Support Vector Machine (SVM), two shallow machine learning methods 
widely used in LC classification using remote sensing data (Khatami et al., 2016; 
Wulder et al., 2018), are described.  
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It is worth to mention that the above shallow models are not the most optimal to 
compare as they do not consume and process the information at the same 
manner as the MTLCC network. For instance, whilst the MTLCC is designed to 
extract in a joint manner spatiotemporal information from SITS patches with 
dimensions of 𝐷 pixels x 𝐷 pixels, the original configuration of RF and SVM models 
requires to manually configure this information (so called feature engineering) in 
the input vector. Moreover, the framework (TensorFlow) to deploy the MTLCC 
network allows processing a larger amount of data which is commonly a 
requirement to train this sort of deep neural network model. Due to limitations of 
this research to explore other learners and infrastructure to process them, it is 
suggested that future work includes comparison against comparable deep neural 
network algorithms as it is reflected in Section 7.2.4.7.2.4  
5.4.2.1 MTLCC network 
The MTLCC network as introduced in Section 4.5.1 encodes a satellite time 
series to increasingly higher level 𝐷 dimensional representations through 𝑁 
cascaded bidirectional convolutional recurrent layers. The hidden states are 
initialized as zero-vectors. The last hidden states from forward ℎ𝑇
𝑠𝑒𝑞  and backward 
passes ℎ𝑇
𝑟𝑒𝑣 are concatenated ℎ𝑇 = [ℎ𝑇
𝑠𝑒𝑞‖ ℎ𝑇
𝑟𝑒𝑣]. The concatenated representation 
ℎ𝑇 is then projected to softmax-normalized feature maps for each class using a 
convolutional layer. 
The architecture has a large number of hyperparameters that can be changed 
and adapted. In this work, the hyper-parameters tuned were 1) batch size 𝐵 ∈
 {8,16,24,36,40} 2) number of hidden states 𝐷ℎ  ∈  {24,48,64,128,256}3) learning 
rate 𝑙𝑟 ∈  {0.1,⋅⋅⋅ ,0.000001}and 4) optimiser type 𝑂 ∈  {𝑎𝑑𝑎𝑚, 𝑛𝑎𝑑𝑎𝑚}. The space 
explored by hyper-parameter is based on previous experimentation i.e. trial and 
error as indicated in Section 4.5.6. For instance, the settings of the MTLCC 
network trained in Chapter 4 were 𝐵 = 32, 𝐷ℎ = 64, 𝑙𝑟 = 0.01 and 𝑂 = 𝑎𝑑𝑎𝑚. Due 
to optimisation playing an important role in the training of neural networks such 
as the MTLCC model, the Nadam optimizer (Dozat, 2016) was added to the hyper-
parameter space of optimisers. Nadam is an adapted version of Adam which uses 
a Nesterov accelerated gradient to calculate adaptive learning rates for different 
parameters. Further information of the differences of Nadam and Adam can be 
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found in Kingma and Ba (2014). Nadam has been used in remote sensing studies, 
including LC classification in the tropics (Parente et al., 2019). 
Other parameters of the MTLCC network such as number of layers 𝑁 and the 
sizes of the convolutional 𝑘𝑟𝑛𝑛 and classification kernel 𝑘𝑐𝑙𝑎𝑠𝑠 were not explored. 
According to previous work by Rußwurm and Körner (2018b), the number of 
hidden states seems to be more relevant than the depth (number of layers) for 
the task of classification. To the same extent, kernel values higher than 3x3 for 
either 𝑘𝑟𝑛𝑛 or 𝑘𝑐𝑙𝑎𝑠𝑠  do not provide any gain in terms of accuracy but do require 
more computation resources (Rußwurm and Körner, 2018b). 
5.4.2.2 Random Forest (RF) 
RF is a non-parametric ensemble algorithm which combines many decision tree 
classification models (Breiman, 2001). Each tree is built by performing an 
individual learning algorithm splitting the input variable set into subsets based on 
an attribute values test e.g. the Gini coefficient. Compared with classical Decision 
Trees (DT), there are no pruning procedures in RF trees. Instead, they are built by 
randomly selecting at each node a subset of input variables. As a result, the 
computational complexity of the algorithm is reduced, and the correlation 
between trees also decreases. The split process decorrelates the various RF 
trees and consequently it makes the classification results less variable and more 
reliable (Pelletier et al., 2016). 
The hyper-parameters tuned for RF were the number of trees 𝑛𝑡𝑟𝑒𝑒  ∈
 {20,⋅⋅⋅ ,2000},  the number of features to be considered at every split 𝑁𝑓  ∈
{𝑎𝑢𝑡𝑜, 𝑠𝑞𝑟𝑡}, the maximum depth 𝑚𝑎𝑥𝑑𝑒𝑝𝑡ℎ  ∈ {10,⋅⋅⋅ ,110}, the minimum number of 
samples required to split a node 𝑚𝑖𝑛𝑛𝑜𝑑𝑒  ∈ {2,⋅⋅⋅ ,10}, the minimum number of 
samples required at each leaf node 𝑚𝑖𝑛𝑙𝑒𝑎𝑓  ∈ {1,⋅⋅⋅ ,4} , and whether or not to use 
bootstrapping 𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝 ∈ {𝑡𝑟𝑢𝑒, 𝑓𝑎𝑙𝑠𝑒}. 
5.4.2.3 Support Vector Machine (SVM) 
SVM is a non-parametric algorithm which aims to determine the location of 
decision boundaries (also known as hyperplane) producing optimal separation of 
classes (Cortes and Vapnik, 1995). To achieve it, SVM tries to maximize the 
distance between the hyperplane and the closest instances to this hyperplane. 
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The resulting closest instances are called support vectors. The SVM classifier is 
often formulated as a quadratic optimization problem. When searching for the 
best hyperplane, the algorithm accepts some misclassification errors. This 
procedure is controlled by slack variables which tolerate misclassification and 
more specifically by a regularization parameter 𝐶, also named penalty error 
(Pelletier et al., 2017). 
In addition to 𝐶, multiple kernel functions exist for SVM in order to embed the data 
in higher dimensional space where a linear separation can be found. These 
functions allow computation of dot products in a higher dimensional space 
without transforming input data. Amongst types of kernels, the Radial Basis 
Function (RBF) is the most common in remote sensing classification. Connected 
to this particular kernel, the parameter 𝛾 controls the width of the Gaussian kernel 
function in the SVM-RBF model (Pelletier et al., 2017). 
According to the hyper-parameters introduced above, the search space of the 
SVM-RBF model was 𝐶 ∈  {0.01,⋅⋅⋅ ,1000000} and 𝛾 ∈  {0.01,⋅⋅⋅ ,100}. 
5.4.3 Model selection 
The selection of the best model varied between the MTLCC model and shallow 
learners in terms of dataset size, techniques and hardware used. For the MTLCC 
network, due to the large number of pixels in training and validation splits (26.1 
and 6.6 millions respectively) in the full dataset, the hyper-parameter search was 
conducted using a two-stage strategy. This strategy was implemented by using 
notions of transfer learning as introduced in Section 5.2.2 with an aim to reduce 
the computation time, and consequently associated costs of cloud services. The 
first stage was aimed at finding the optimal hyper-parameters using a 
representative sample from the full dataset. Subsequently, the knowledge 
acquired from the first stage was used to refine the best hyper-parameters using 
the full dataset. The representative dataset was obtained by testing different 
proportions of samples randomly selected from the full dataset’s training and test 
tiles. It was found that by using at least half of the tiles per split, a close distribution 
to the full dataset in terms of the input features per LC class is ensured. Table 5.2 
compares the number of pixels and respective proportions per LC class in the full 
and sampled dataset over training and validation tiles. Figure 5.4 shows the 
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spatial distribution and example of the distribution of one of the features per class 
from pixels of sampled and full dataset. 
Table 5.2 Distribution of the pixels in the full and sampled dataset in the training and 
validation tiles used to find the best hyper-parameter for the MTLCC network. 
Class 







Barren 687 0.00 376 0.00 
Water Bodies 443,179 1.77 283,403 2.13 
Urban/Built-up Lands 41,179 0.16 28,008 0.21 
Dense Forests 9,609,537 38.30 4,827,641 36.34 
Open Forests 10,794,104 43.02 5,783,581 43.54 
Natural Herbaceous 3,759,148 14.98 2,067,666 15.57 
Herbaceous Croplands 436,815 1.74 285,660 2.15 
Shrublands 7,272 0.03 6,716 0.05 
 
The implementation of the above strategy was conducted using a cloud 
infrastructure as detailed in Section 5.4.5. This particular infrastructure provides 
a Bayesian optimisation algorithm based on Gaussian Process (GP) model 𝐹(𝑥) of 
the objective function 𝑓(𝑥) (Golovin et al., 2017). In terms of transfer learning, 𝐹(𝑥) 
are a stack of GP models where each layer predicts residuals between its training 
data and the estimate produced by lower layers. This allows the correcting and 
enriching of each layer and the estimate produced by lower layers. The particular 
implementation of this approach by the cloud provider is also flexible in 
transferring  learning between different datasets which commonly present shifts 
and scalings of the objective value (Kochanski et al., 2017). 
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Figure 5.4 (top) Spatial distribution of the training (blue) and validation (light blue) tiles in 
the full (left) and sampled (right) dataset; and (bottom) distribution of the mean NIR 
computed per class from 46 MODIS images in 2003 according to the training split in the 
full and sampled 2001-2015 FAO-LCCS2 dataset. 
In contrast to the approach for the MTLCC network, the hyper-parameters of the 
RF and SVM models were determined through a Bayesian optimisation method 
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based on tree-structured Parzen density estimators (TPE) as introduced in 
Section 5.2.1.2. The rationale of utilising different methods between the MTLCC 
and shallow learners was due to limited resources for cloud computing. Therefore, 
the available credits were exclusively allocated for conducting the experiments 
related to the MTLCC network. The implementation of TPE for RF and SVM 
models was performed in a local machine using a hyper-parameter optimization 
library as described in Section 5.4.5. To reduce tuning time and class imbalance 
in the data, only up to 3000 samples per class were used. These samples were 
randomly taken from training and validation tiles from the full dataset of three 
years, 2001, 2002 and 2003. The input feature for shallow learners consists of a 
vector representing flattened satellite time series of the spectral bands of MODIS 
at a spatial resolution of 250-m. To this vector, the date related to the MODIS 
images for each year was added. As SVM models are sensitive to the scale of the 
input variables (Graf et al., 2003), these input features were normalised and 
scaled as described in Section 0. Scaling is mostly important in algorithms that 
are distance based and require Euclidean Distance such as SVM but not for RF 
which is unaffected by monotonic transformations of individual features (Hastie 
et al., 2009). 
5.4.4 Performance evaluation 
The performance of the MTLCC network and shallow learners was compared by 
computing traditional metrics for assessing machine learning classifiers — e.g. 
overall accuracy, recall, precision, f-score —and others with a more remote 
sensing focus — e.g. quantity disagreement and allocation disagreement — as 
conducted in Chapter 4 (see Section 4.5.5.1).  
The optimal hyper-parameters were determined separately by classifier using the 
multi-spectral MODIS time series and the labelled datasets with eight LC classes, 
as described in Section 5.4.1. The Overall Accuracy (OA) was used to rank the 
classifiers’ performance according to different hyper-parameter configurations. 
This metric was computed using the validation partition (tiles) during training. For 
each classifier, the best, second-best and third-best models according to hyper-
parameter optimisation were evaluated using the test partition (tiles) as shown in 
Appendix III. In addition to OA, F1-score, quantity disagreement and allocation 
disagreement metrics were used to determine the performance of the best 
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models per classifier for three consecutive years, 2001, 2002 and 2003 which 
were the same years used for training. 
5.4.5 Software and implementation 
For the implementation of the MTLCC network, shallow learners and data 
preparation scripts, python 3.6 was used. Thanks to a research grant awarded by 
the Google Cloud Platform, £800 in cloud credits were used to deploy the MTLCC 
network using Google’s AI platform and TensorFlow (TF) Estimator API version 
1.14.  
The AI platform can be categorised as an Infrastructure as a Service (IaaS) 
according to the cloud services introduced in Section 5.2.3. This platform 
facilitates plugin ML-based workflows to preconfigured virtual machines. This 
allows a focus on model development and deployment rather than infrastructure 
management. The charging cost of the AI platform is primarily based on the 
consumption of training units measured by the combination of computing 
resources such as CPU, GPU and memory. Predefined SCALE TIERS are offered 
by the platform and their number of training units varies according to the 
complexity of resources. For instance, whilst a BASIC scale tier consists of 1 
training unit i.e. a single worker, a PREMIUM_1 scale tier consists of 75 ML training 
units i.e., many workers and parameter servers (Zhang et al., 2018). CUSTOM 
scale tiers can be also defined according to the user needs. For example, the 
training of the MTLCC network models for the hyper-parameter optimisation 
exercises was conducted using a CUSTOM scale tier configured with a single 
master, 8 virtual CPUs, 52GB of RAM and a single GPU NVIDIA Tesla P100.  
The adapted repository of the MTLCC network described in Chapter 4 was 
ported to TF Estimator API version 1.14. The integration with the Estimator API 
facilitates the training and assessment of the target hyper-parameters of the 
MTLCC network in Google’s AI platform. Figure 5.5 presents a highlight-level 
overview of the train/deploy process on the AI platform. 
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Figure 5.5 Illustration of the train/deploy process on Google AI platform. The numbers 
relate to main steps in the process including 1) store the data for training and inference 
on Google Cloud Storage (GCS); 2) execute scripts related to the model based on an 
application logic using the training data as specified in the task.py file; 3) store the trained 
model on GCS; 4) serve the trained model created on Cloud AI; and 5) predict using the 
served model from an external application sending data. Adapted from Bisong (2019). 
For hyper-parameter optimisation, the AI platform is based on Google’s Vizier as 
internal service. This service was built to be scalable with minimal user 
configuration and setup (Golovin et al., 2017). To set a study, a configuration file 
in a human-readable format is created and added to the package of training 
scripts uploaded to Google's AI platform. This file indicates the target hyper-
parameters, their ranges of values and the metric to optimise. In addition, the 
number of tests i.e. trials for the hyper-parameter optimisation must be specified 
in the maxTrials field. To reduce the time in the study the trials can be run in 
parallel by specifying the maxParallelTrials. In sequential algorithms such as 
Bayesian optimisation, it is preferred to use small values in this particular field due 
to the algorithm benefitting from a previous run. In contrast, for non-sequential 
algorithms such as grid search as described in Section 5.2.1.1, multiple runs in 
parallel are preferred as optimal hyper-parameters are tuned irrespective of the 
results of previous runs. A further parameter that reduces computing time is 
enableTrialEarlyStopping which as the name indicates stop unpromising trials 
based on the approach described in Golovin et al. (2017). 
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The two-stage strategy described in Section 5.4.3 for the MTLCC network was 
implemented, modifying the above configuration file. In the first stage, models 
were trained up to 10 epochs using the sample dataset. The maxTrials, 
maxParallelTrials and enableTrialEarlyStopping were set to 10, 1 and FALSE, 
respectively. Then, for the second stage using the full dataset, the maxTrials, 
maxParallelTrials and enableTrialEarlyStopping were set as the first stage, except 
maxTrials which was changed to 5 and models were trained up to 7 epochs. This 
reduction in the number of training epochs was compensated by the number of 
instances i.e. the full dataset contains two times the instances (pixels) than the 
sampled dataset. The knowledge between studies was specified by adding the 
resumePreviousJobId field indicating the job ID of the previous trial. Below is an 
example of a file configured for the hyper-parameter optimisation of the MTLCC 
network at the first stage. 
trainingInput: 
 hyperparameters: 
   maxTrials: 10 
   maxParallelTrials: 1 
   enableTrialEarlyStopping: False 
   goal: MAXIMIZE 
   hyperparameterMetricTag: accuracy 
   params: 
   - parameterName: batchsize 
     type: DISCRETE 
     discreteValues: [8, 16, 24, 32, 40] 
   - parameterName: learning_rate 
     type: DOUBLE 
     minValue: 0.000001 
     maxValue: 0.1 
     scaleType: UNIT_LOG_SCALE 
   - parameterName: convrnn_filters 
     type: DISCRETE 
     discreteValues: [24, 48, 64, 128, 256] 
   - parameterName: optimizertype 
     type: CATEGORICAL 
     categoricalValues: [adam, nadam] 
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The hyper-parameter optimisation for RF and SVM models was conducted using 
scikit-learn version 0.19.1 and hyperopt version 0.2.2, both open-source packages 
in python. scikit-learn is a well-established package for training supervised and 
unsupervised ML-based methods. hyperopt provides algorithms and 
parallelisation infrastructure for hyper-parameter optimisation. In particular, the 
Bayesian optimisation method based on tree-structured Parzen density 
estimators (TPE) was used to find the optimal hyper-parameters for RF and SVM 
models. The deployment of a study retains similarities to the Google AI platform 
due to the ability to define some parameters such as the number of trials, hyper-
parameter configuration and resume of previous job. Further description of the 
principles and steps of hyperopt can be found in Bergstra et al. (2013). The 
number of trials for RF and SVM was defined as 100 and 25, respectively with 
three-fold cross-validation. More trials were allocated to RF due to it having 
considerably more target hyper-parameters (six) than SVM (two). 
Once training was completed, the evaluation was run locally on a server. The 
performance metrics as described in Section 5.4.4 were computed using the 
library scikit-learn version 0.19.1 The details of the resources and the packages 
used by step are summarised in Table 5.3. 
Table 5.3 Lists of hardware and software used in this study organised by step. 
Step Hardware  
and/or software 
Specifications 
Data generation  
and creation of  





GEE is a cloud-based platform used to access 
and download input datasets (see Section 
5.4.1) exported as GZ TFrecords to GCP. 
Data pre-processing  
 
 
Model training for  
RF and SVM models 
 
Generation and 









A server was used for data storage and input 
data preparation. Its main features are: 
Memory: 128 GB, Processor: Intel Xeon E5-
2667 v4 3.20, Operating system: Windows 
Server 2016 X64, GPU: (1) NVIDIA Tesla M60  
This server was used to run locally the hyper-
parameter optimisation method for RF and 
SVM models using scikit-learn and hyperopt 
 
Training of the  




Google AI was used to find the optimal 
parameters. The settings configured are: 
A single master type using n1-highmem-8 (8 
virtual cores and 52GB of memory) 
GPU: (1) NVIDIA Tesla P100 
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5.5 Results 
In this section, calibrated MTLCC networks are compared with the two calibrated 
shallow learners, RF and SVM. The results are presented in four parts. Firstly, in 
Section 5.5.1, the results of the hyper-parameter optimisation are described per 
classifier. Secondly, in Section 5.5.2, the quantitative results derived from the 
performance metrics for the best, second- and third-best models per classifier 
are presented. Thirdly, in Section 5.5.3 a visual inspection of predictions by the 
best model per classifier are compared, in particular across areas with high and 
low disagreement between the MTLCC network and shallow learners. Fourthly, 
Section 5.5.4 aims to highlight the ability of the MTLCC model to ignore noise, 
e.g., induced by clouds, from raw satellite time series data. This procedure is 
performed by visualising the internal gates of the hidden units of the network as 
proposed in previous work (Rußwurm and Körner, 2018b). Finally, the capability of 
using the model trained in the study area in order to predict in other areas of the 
pantropics is presented in Section 5.5.5. 
5.5.1 Hyper-parameter configurations 
The optimal hyperparameters for model selection as described in Section 5.4.3 
are presented separately by classifier. For the MTLCC network, the two-stage 
strategy facilitates an efficient usage of the cloud resources through a Bayesian 
optimisation technique provided by Google’s AI platform. Table 5.4  describes the 
optimal hyper-parameters and corresponding overall accuracy measured over 
the validation partition at the end of the training process according to the trials 
set at each stage. 
Table 5.4 Results of the trials i.e. simulations for the first and second stages designed to 
find optimal hyper-parameters to the MTLCC network. Trials per stage are organised by 
overall accuracy (OA). 
(a) First stage: 10 trials run over 10 epochs using the sampled dataset. 






1 0.89 40 6.5E-02 128 nadam 
2 0.88 40 3.9E-02 128 nadam 
3 0.85 8 3.9E-05 128 nadam 
4 0.84 32 5.0E-06 256 nadam 
5 0.83 16 1.7E-05 256 nadam 
6 0.82 32 6.3E-02 128 nadam 
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(b) Second stage: 5 trials run over 7 epochs using the full dataset. 
 
The results above show the logic of the Bayesian hyper-parameter optimisation 
technique provided by Google’s AI platform. Whilst the first stage explores a 
broad hyper-parameter space using the sample dataset, the second stage refines 
the search using the full dataset. The best model in the first stage yields an overall 
accuracy (OA) of 0.89 using a batch size of 40, 128 hidden states, learning rate 
of 6.5E-02 and nadam optimiser. The best trial at the second stage yields a 
slightly better OA (0.90) than the best model at the first stage (0.89). The hyper-
parameter search suggests 128 as the optimal number of hidden states to train 
the MTLCC network. The optimal values for the learning rate and batch size are 
more variable without a clear pattern. For the optimiser, Nadam is dominant 
indicating it yields better results than the Adam optimiser. 
Due to the large number of trials tested for the shallow learners, Random Forest 
(RF) and Support Vector Machine (SVM), 25 and 100, respectively, only the three 
best hyperparameter sets are reported in Table 5.5. 
Table 5.5 Results of the trials i.e. runs for finding the best hyper-parameters for the 
shallow learners, RF and SVM. 
(a) RF 
7 0.80 16 2.0E-05 64 adam 
8 0.78 8 7.7E-02 24 nadam 
9 0.75 32 2.0E-06 24 adam 
10 0.71 24 2.6E-02 24 adam 






1 0.90 40 5.7E-02 128 nadam 
2 0.90 24 9.0E-06 128 nadam 
3 0.87 16 4.0E-06 128 nadam 
4 0.87 40 9.8E-02 128 nadam 















1 0.76 1240 sqrt 11 6 3 True 
2 0.76 550 sqrt 11 3 3 True 
3 0.76 980 sqrt 11 2 3 True 
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(b) SVM 
Rank OA C gamma 
1 0.74 1 1 
2 0.74 1 0.1 
3 0.71 1000000 1 
 
In addition to the above tables, Figure 5.6 presents the distribution of all trials 
tested for RF and SVM. These charts confirm certain patterns in the optimal 
values per hyper-parameter. For RF, sqrt and true are optimal settings for the 
maximum number of features 𝑁𝑓  ∈ {𝑎𝑢𝑡𝑜, 𝑠𝑞𝑟𝑡} and Bootstrap  𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝 ∈
{𝑡𝑟𝑢𝑒, 𝑓𝑎𝑙𝑠𝑒}, respectively. These settings were prevalent in the best trials 
irrespective of the dataset. From the search space explored for the number of 
trees 𝑛𝑡𝑟𝑒𝑒  ∈  {20,⋅⋅⋅ ,2000}, the optimal values are located from 500 to 1500. For 
the values explored in the maximum depth 𝑚𝑎𝑥𝑑𝑒𝑝𝑡ℎ  ∈ {10,⋅⋅⋅ ,110} and the 
minimum number of samples 𝑚𝑖𝑛𝑛𝑜𝑑𝑒  ∈ {2,⋅⋅⋅ ,10}, the models favour small values. 
 
 
Figure 5.6 Overall accuracy (OA) of all trials experimented for (a) Random Forest; and (b) 
Support Vector Machine (SVM). Each black dot corresponds to a trial i.e. run. 
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5.5.2 Quantitative evaluation 
The previous section described the optimal hyper-parameters per classifier 
according to the validation partition. In this section, the best, second-best, and 
third-best trials per classifier are evaluated using the test partition. In Table 5.6, 
the mean and standard deviation of four performance metrics as described in 
Section 5.4.4 are presented. These metrics were computed by comparing the 
reference data derived from the 2001-2015 MODIS FAO-LCCS2 dataset and 
predictions in 2001, 2002 and 2003 by classifier. 
Table 5.6 Comparison of the performance of two shallow learners, Random Forest (RF) 
and Support Vector Machine (SVM), and the MTLCC network trained according to 2001-
2003 multi-spectral MODIS satellite images and labels extracted from the 2001-2015 
MODIS FAO-LCCS2 hybrid dataset over the test tiles. The mean and standard deviation 
of three models with the best hyperparameter sets are reported per classifier per year.  
The best values per metric per year are highlighted in bold. 
Metric 
RF SVM MTLCC 

















































































According to the values reported above, there are no remarkable differences in 
the performance of the three classifiers during the years assessed. The standard 
deviation denoted per metric per model shows predictions by RF followed by SVM 
are more stable irrespective of different hyper-parameter values. Overall, SVM 
followed by RF models yield the best values in overall accuracy, F1-Score and 
allocation disagreement. The quantity disagreement is the only metric in which 
the MTLCC network demonstrates the smallest values in two (2001 and 2002) 
out of the three years. It is important to note that the results of the MTLCC are 
not satisfactory mainly due to the three best trials being trained over too few 
epochs. This is evident as MTLCC’s standard deviation of most metrics, in 
particular allocation disagreement, is considerably higher than in RF and SVM 
models.  Although the number of training instances (pixels) per epoch is large 
(20.1 million pixels per year), 7 epochs are not enough to show stable predictions 
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in the MTLCC network. To support the relevance of the impact due to number of 
training epochs used, the best trial of the MTLCC network according to the test 
partition was trained and monitored with up to 30 epochs (see Table 5.7). This 
number of epochs was defined as being optimal as results showed no 
improvements in terms of overall accuracy and cross-entropy loss were seen by 
increasing epochs to more than 30. 
Table 5.7 Performance metrics monitored for the best model of the MTLCC network (128 
hidden units, learning rate of 9E-06, batch size of 24, and Nadam optimiser) trained over 
30 epochs. 
Metric 
10 Epochs 20 Epochs 30 Epochs 
2001 2002 2003 2001 2002 2003 2001 2002 2003 
OA  0.90 0.90 0.90 0.91 0.91 0.92 0.91 0.91 0.92 
F1- 
Score 
0.55 0.56 0.57 0.58 0.58 0.59 0.60 0.59 0.60 
Quant. 
disagm 
3.53 3.31 2.12 1.18 1.58 1.38 0.93 1.61 1.07 
Alloc. 
disagm 
6.93 7.03 7.40 7.90 7.67 7.10 8.15 7.36 7.37 
 
A comparison of the per-class mapping accuracies according to F1-score 
between the best models of RF, SVM and MTLCC network is presented in Table 
5.8 . The best model of the MTLCC network trained over 30 epochs reports the 
most accurate results according to the class-wise F1-score in six out of eight LC 
classes. For most of these classes, the MTLCC network yields superior values 
than the shallow learners. The most notable increase in F1-score can be seen in 
Water Bodies and Open Forests with values above 91%, being much higher than 
the shallow learners which have values below 85%. For Natural Herbaceous, 
Herbaceous Croplands and Urban/Built-up, SVM presents higher values than RF 
but they are still remarkably lower than MTLCC. Whilst RF and SVM show some 
capabilities to map minor LC classes such as Barren and Shrublands, the MTLCC 
network is not capable of distinguishing them. The low discrimination of these 
minor classes might be attributed to the class imbalance and their small 
proportion within the training dataset (less than 0.05%). 
In terms of the global metrics, the MTLCC network yields the highest F1-Score 
and smallest values in both disagreement components. From Table 5.8, the 
MTLCC has a difference with SVM and RF in average F1-score between 2001 and 
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2003 of 2.23% and 7.89%, respectively. For the disagreement components, the 
MTLCC model has reductions in quantity disagreement in comparison with SVM 
and RF of 5.59% and 9.03%, respectively, and 1.79% and 2.83% in allocation 
disagreement, respectively. 
Table 5.8 Per-class and average F1-score comparison between RF, SVM, and the MTLCC 
network method for mapping eight-LC target classes. To facilitate the discussion between 
models, per-class F1-score, average F1-score and disagreement components are 
reported in percentage. The best values per class and global metrics are highlighted in 
bold. 
Land cover  
RF SVM MTLCC 
2001 2002 2003 2001 2002 2003 2001 2002 2003 
Barren 22.06 21.96 24.45 34.22 35.15 35.37 0 0 0 
Water 
Bodies 
83.61 82.68 84.38 82.8 81.69 83.27 91.50 92.39 91.90 
Urban and 
Built-up 
5.1 4.27 4.7 11.42 11.88 11.58 41.12 30.49 36.29 
Dense 
Forests 
92.42 91.47 91.24 92.25 91.57 91.87 95.72 95.31 95.72 
Open 
Forests 
84.22 82.69 82.73 83.45 83.17 84.45 90.90 90.94 91.61 
Natural 
Herbaceous 
67.54 61.97 64.83 76.02 76.18 77.54 82.46 83.79 83.90 
Herbaceous 
Croplands 
67.32 63.36 63.92 75.86 77.21 76.13 79.62 81.63 84.08 
Shrublands 0.97 1.07 1.15 3.34 5.42 4.18 0 0 0 
Average F1-
Score 
52.9 51.19 52.17 57.42 57.78 58.05 60.17 59.32 60.44 
Quantity 
disagm. 
9.35 11.23 10.12 7 7.18 6.19 0.93 1.61 1.07 
Allocation 
disagm. 
9.9 10.56 10.92 9.4 9.34 9.51 8.15 7.36 7.37 
 
5.5.3 Visual inspection 
LC classification results for seven test tiles by the best models of RF, SVM and 
MTLCC network are shown in Figure 5.7. The white and yellow circles highlight 
incorrect and correct classification, respectively. The best model of RF 
misclassified Dense Forests in particular over areas with high recurrence of 
clouds as shown in h10v08 and h10v09 tiles in Figure 5.7. Despite the best model 
of SVM seeming to be more robust to the noise than RF in these areas, it notably 
confuses Herbaceous Cropland, Natural Herbaceous and Open Forests with 
Urban/Built-up Lands. Regarding the MTLCC network, it provides in general, the 
closest match to the reference data observations including accurate LC 
classification over noisy, i.e. cloudy, areas. Most of the misclassifications by the 
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MTLCC network are associated with Herbaceous Cropland which is confused 
with Open Forests and Natural Herbaceous. Two areas, h10v09 and h13v09 tiles 
in Figure 5.7, show this confusion. In both tiles, the reference data observations 
indicate the dominance of Dense Forests and Open Forests. This dominance 
might cause difficulty in differentiating Herbaceous Cropland over these areas. 
 
 
Figure 5.7 Reference labels 𝑦 and predictions ?̂? by the best models of RF, SVM and 
MTLCC for year 2001 across seven test tiles distributed across the study area. NoData 
represents pixels that were not analysed during either training or evaluation of the models. 
The white and yellow circles denote incorrect and correct classification, respectively. For 
instance, in RF and SVM, Open Forests pixels are incorrectly classified as Urban and Built-
up over most of the areas particularly h10v08, h10v09, h11v10 and h12v10. The presence 
of clouds in h10v08 as highlighted by the white circle was discriminated by SVM and 
MTLCC network but not RF. 
157 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
5.5.4 Visualisation and analysis of the internal gates  
In previous work, the visualisation of the internal gates of LSTM cells provided a 
better approximation of how these units contribute to the classification capability 
of the MTLCC network using Sentinel-2 data (Rußwurm and Körner, 2018b). This 
section aims to corroborate how the internal gates of GRU cells encode MODIS 
satellite image time series for the task of classifying 8 target LC classes. In 
contrast to LSTMs, GRUs formulate a single, but more sophisticated, output 
vector. Furthermore, it uses only two gating units, namely the reset 𝑟𝑡 and update 
𝑢𝑡 gates, to adaptively capture dependencies over different time scales. In 
addition, both structures control how much memory and information is read and 
written to the output (Rußwurm and Körner, 2018b). 
The inspection of the above gates is conducted over a subset of 192 pixels per 
192 pixels from the tile h10v08 shown in Figure 5.7. This particular tile and related 
subset have a high cloud cover which can affect the performance of a classifier 
as demonstrated with the best model of RF. For sake of simplicity, the activations 
of the internal components of 3, which are denoted by the raised index 𝑖 ∈
 {12,90,123}, out of 128 hidden units of the best MTLCC model, are analysed over 
a sequence of 45 MODIS satellite images 𝑡 ∈  {1, ⋯ ,45} in 2001 (see Figure 5.8). 
Higher values of either 𝑟𝑡 and 𝑢𝑡 gates are directly related to increases in the 
influence of the previous state. If both values are low, the state in the 
corresponding locations is rewritten with a new value. After iteratively processing 
the sequence, the final state ℎ𝑇 is used to produce activations for each class, as 
described in Section 4.5.1. 
The activations of two out of the three hidden units 𝑖 ∈  {12,90} are uniformly 
changing over time. In agreement with previous work visualising LSTMs (Rußwurm 
and Körner, 2018a, 2018b), it remains difficult to associate relationships of the 
activations of the majority of the hidden units. It is assumed that the combination 
of all activations of the network structure contribute to the extraction of 
classification-relevant features. Furthermore, certain spatial patterns of the 
clouds were notably identified along the span of MODIS images for certain cells. 
For instance, one hidden unit 𝑖 ∈  {12} clearly shows how the update gate 𝑢𝑡 
approaches zero at certain time steps over the entire tile (e.g. 𝑡 ∈  {20}) or certain 
areas related to clouds (e.g. 𝑡 ∈  {2, 3, 18, 29, 30, 31, 43, 44}). In addition, the 
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changes in the sign of the state or output at certain observation times is an 
indicator of the direction in which information is rewritten, and consequently 
contributing to producing activations for each class. 
 
Figure 5.8 Internal GRU cell activations of the reset 𝑟𝑡 and update 𝑢𝑡 gates and output at 
three selected hidden units 𝑖 ∈  {30,90,123} given the current input 𝑥(𝑡) over the sequence 
of observations 𝑡 ∈  {1, ⋯ ,45}. The detail of features at the cell states increased gradually, 
which indicated the aggregation of information over the sequence. While most cells are 
likely to contribute to the classification decision, only some cells are visually interpretable 
regarding the current input 𝑥(𝑡)as shown by 𝑖 ∈  {30,90}. 
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5.5.5 Transfer learning over other pantropical areas 
As previously discussed in Section 5.2.2, transfer learning refers to re-using 
knowledge learned in one situation for another situation. This section aims to 
present the feasibility in transferring knowledge of the pre-trained MTLCC 
network over regions different to the study area. Therefore, the best calibrated 
MTLCC model, which was trained over 30 epochs, was retrained using 2001, 
2002 and 2003 MODIS satellite observations and LC reference data derived from 
2001-2015 MODIS FAO-LCCS2 layer obtained from three geographically 
different areas in the pantropics. The technicalities of this particular procedure 
are described further in Appendix IV. In total, six tiles of 384 pixels per 384 pixels 
were distributed in surrounding areas of (1) Bogota, Colombia in South America; 
(2) Lisala, Democratic Republic of the Congo in Africa; and (3) Pontianak, 
Indonesia in Asia (1). Whilst, the areas in Africa and Asia shared a similar type of 
Dense Forests, mostly humid evergreen forest, and low urban density with the 
Amazon region, the area in South America is dominated by evergreen mountain 
forests and dense urban areas. The number of tiles per location was defined 
according to a split ratio of 4:1:1 used to create the partitions for training the 
MTLCC model across the Amazon region as described in Appendix III. This ratio 
means 4 tiles were used for training, one for validation and one for testing. Both 
quantitative and qualitative (i.e. visual inspection) assessments of the predictions 
were conducted over the test tile per location. 
To highlight the benefits of training the pre-trained MTLCCC network using new 
data, the predictions of the pre-trained MTLCC model with/without retraining and 
the MTLCC network trained from scratch over 30 epochs using the new data 
were compared. The number of epochs was chosen as no improvements in terms 
of overall accuracy and cross-entropy loss were seen by increasing the epochs 
to more than 30, in particular for the pre-trained MTLCC network run using new 
data. Appendix IV contains further details of the quantitative results of four 
performance metrics, which are described in Section 5.4.4, and assessed in three 
consecutive years per location. Figure 5.9 presents the visual inspection over the 
test tile per target area. Overall, the strategy of training the pre-trained MTLCC 
network achieves the best performance in comparison with the other strategies. 
This was reflected in higher values in the performance metrics (see Appendix IV). 
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In addition, the spatial configuration of predicted LC classes is more accurate in 
the retrained MTLCC network than in the other strategies with closer spatial 




Figure 5.9 Reference labels 𝑦 and predictions ?̂? according to three strategies to train the 
MTLCC network for year 2003 across three tiles distributed in different geographical 
areas in the pantropics. NoData represents pixels that were not analysed during either 
training or evaluation of the models.  
According to the figure above, some differences are evident according to the 
target area. For instance, challenging areas can be observed in the tiles in South 
America and Africa where predictions of the MTLCC network trained from the 
scratch obtained poor accuracy as the spatial patterns of the predicted LC 
classes are remarkably different to the reference labels. Although the predictions 
of the retrained MTLCC network are satisfactory in the tile in South America, 
Urban and Built-up is incorrectly classified as Natural Herbaceous. The tile in Asia 
seems to be less challenging, however the MTLCC network trained from scratch 
fails to distinguish Water Bodies, which is captured by the pre-trained MTLCC 
network with or without retraining. 
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5.5.6 Discussion and conclusions 
The objective of this chapter was to calibrate the MTLCC network to generate 
accurate LC predictions for the study of post-loss LC change trajectories. Four 
hyper-parameters of the network were explored using a Bayesian-based 
optimisation technique available through Google’s AI platform. In addition, two 
shallow learners, Random Forest (RF) and Support Vector Machine (SVM) were 
also calibrated using a Bayesian-based approach but instead, by using a local 
server. The three best models of the MTLCC network, RF and SVM were 
compared according to standard ML and remote sensing foci metrics. These 
metrics were computed according to the test partitions with multispectral MODIS 
satellite image time series and reference data of three consecutive years, 2001, 
2002 and 2003. Overall, the MTLCC network outperforms the shallow learners in 
all three years achieving an average F1-score of 59.98±0.58% quantity 
disagreement of 1.20±0.36% and allocation disagreement of 7.63±0.45%. In 
contrast, SVM, the best shallow learner model, obtained values of 57.75±0.32%, 
6.79±0.53% and 9.42±0.09%, respectively. Furthermore, the analysis of F1-score 
per-class indicates that there is substantial gain in accuracy for six out of eight 
target-LC classes. Beside capturing noise patterns in the MODIS satellite 
observations as demonstrated in Section 5.5.4, the MTLCC network 
demonstrates its suitability for operation with large volumes of training data which 
is a primary constraint with the shallow learners. 
The approach to find the optimal values of four hyper-parameters of the MTLCC 
network was implemented successfully using cloud-computing resources. 
Specifically, a two-stage approach with increasing amounts of training data 
(sample and full dataset) was conducted. During this procedure, it was found that 
the number of hidden states and optimiser type are the most important hyper-
parameters influencing the performance of the network. In this regard, 128 hidden 
units and Nadam optimiser are the optimal settings according to 15 trials (10 and 
5 at the first and second stage, respectively) run through Google’s AI platform. 
The optimal number of hidden units is two times larger than the value derived from 
previous ‘trial and error’ experimentation (Coca-Castro et al., 2019) as used in 
Chapter 4 (see Section 4.5.6). Although values greater than 128 were also 
explored in two out of ten trials at the first stage, they were ranked as fourth and 
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fifth according to their overall accuracy. At the second stage, the Bayesian-based 
search algorithm focused exclusively on 128 hidden units searching the optimal 
values of the other hyper-parameters. In terms of the optimiser type, most of the 
trials indicated Nadam is the most suitable for the network and input dataset. This 
type of optimiser is an adapted version of Adam (Kingma and Ba, 2015) and uses 
Nesterov momentum to calculate adaptive learning rates. Although the Adam 
algorithm is normally predominant in remote sensing studies using deep learning 
techniques, some scholars have reported a superior performance by the Nadam 
optimiser. For instance, Sameen et al. (2018) reported a slightly better overall 
accuracy using Nadam (0.974) in comparison to Adam (0.970) in trained 
Convolutional Neural Networks (CNNs) for classifying LC using high resolution 
satellite images. Although this difference is not very large, by incorporating the 
Nesterov momentum into Adam, Nadam has a faster convergence, and therefore 
faster training than the Adam optimiser (Dozat, 2016). Regarding the batch size 
and learning rate, they did not show a clear pattern at the first stage. This can be 
primarily attributed to the different number of hidden units tested. However, some 
evidence was captured at the second stage with all trials set with 128 hidden 
states. Whilst three out of five trials at the second stage had learning rates above 
5E-02 using a batch size of 40, the remaining ones with smaller batch sizes of 16 
and 24 had learning rates below 9E-06. The learning rate can influence training 
time and finding the optimal point to set the network weights. If the steps are too 
small, training will take a long time. On the other hand, if the steps are too large, it 
will bounce around and could even miss the optimal point (Goodfellow et al., 2016). 
In regards to the shallow learners, RF and SVM with the Radial Basis Function 
(RBF) kernel (SVM-RBF), the patterns observed for the hyper-parameters in all 
trials as shown in Figure 5.6 are in agreement with remote sensing studies for LC 
classification. In these exercises, RF and SVM were trained with a standard size 
of 3000 samples per class per year which are in the range suggested by Pelletier 
et al. (2016). According to this size, RF takes considerably less time than SVM. 
The SVM classifier has generally been found to have a longer training time than 
RF (Pelletier et al., 2016). In RF, there are not significant increases in overall 
accuracy with a number of trees exceeding 500. This result is consistent with 
other large area LC classification studies shown using a number of trees between 
100 (Inglada et al., 2017) and 500 (Zhang and Roy, 2017). The values explored for 
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the remaining hyper-parameter showed a minor influence on the classification 
accuracy. This outcome is in agreement with Pelletier et al. (2016) who concluded 
RF as an easily parameterised model, explaining its wide adoption for LC 
classification. For SVM-RBF, the hyper-parameters show 𝐶 had optimal values 
below 1 and greater to 10000. For the hyper-parameter gamma 𝛾 , the higher 
overall accuracy values were located in values lower than 1. Many studies have 
compared SVM and RF showing comparable performances for LC mapping (Löw 
et al., 2013; Pelletier et al., 2016). In this study, SVM-RBF gave a better 
performance in some specific cases where RF generates poor accuracy. For 
instance, whilst the predictions by RF in the test tile of h10v08 as displayed in 
Figure 5.7 were affected by noise in the input MODIS satellite image time series 
(so called attribute noise), SVM-RBF appeared to be capable of coping with it. 
This capability is consistent with the study by Pelletier et al. (2017) who indicated 
SVM-RBF is robust to the presence of noise with a large feature vector size. In 
this work, the large feature size is represented by a concatenate vector of surface 
reflectance values of 7 spectral bands for all MODIS images available per year 
plus their corresponding day of the year. Despite the robustness of the SVM, the 
algorithm confused Herbaceous Cropland, Natural Herbaceous and Open Forests 
with Urban/Built-up Lands. 
Whilst this work shows the feasibility of transferring the knowledge of the fine-
tuned MTLCC network trained in the Amazon to other geographical areas with a 
relatively small dataset, further investigation is needed. In this regard, it would be 
advantageous to conduct a systematic assessment following the guidelines of 
previous studies (Bailly et al., 2017; S. Wang et al., 2019). For instance, S. Wang et 
al. (2019) assessed the performance of training supervised models across areas 
with poor reference data including the effect of the geographic distance and the 
impact of different years. It is worth mentioning most transfer learning studies in 
DL for remote sensing classification are focused on pre-trained CNN and little 
work exists for RNN-based models (Ienco et al., 2019) as presented in this work 
using the MTLCC network.  
  
164 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
6 Understanding the patterns of post-loss LC 
change trajectories over newly deforested areas 
across the Amazon region through data-mining 
 
6.1 Introduction 
The study of spatio-temporal dynamics of land cover (LC) and land use (LU) 
change such as post-loss LC/LU is important in understanding their resulting 
effects on ecosystems. New perspectives in investigating these dynamics have 
emerged through analysis of high-temporal LC/LU data. Traditional LC/LU 
modelling approaches depend upon comparisons of a limited number of time 
periods e.g. a pair of dates, or thematic classes e.g. forest/non-forest. The 
availability of high-temporal and thematic rich LC/LU data has however facilitated 
a more complex multi-temporal analysis, though these are coupled with new 
challenges. These challenges include the development and evaluation of novel 
methods able to process high volumes of data in order to extract insights 
describing and explaining the succession of LC/LU types over time. In this regard, 
inspired by methods originally developed to assess life course trajectories, Mas 
et al. (2019) proposed sequence analysis (SA) as a potential approach to 
describing and analysing chronological LC/LU change successions as observed 
in long-term post-loss LC change. 
Based on the above premises, this chapter aims to investigate whether data from 
2001-2019 high-temporal LC data generated by the fine-tuned model from 
Chapter 5 and 2004-2018 Terra-i’s deforestation detections allow mining of post-
loss LC change trajectories. The chapter ultimately produces and explains factors 
behind typologies of post-loss LC. First, the suitability of sequence analysis is 
rigorously investigated through the study of post-loss LC change data over a large 
area, in this case, the Amazon region. Similar groups of post-loss LC sequences 
(i.e. similar changes of land cover) amongst newly deforested areas detected by 
Terra-i are determined, the sequence of their changes identified and discussed 
accordingly. The identification of common groups allows for discovering 
important aspects related to the study of post-loss LC change, such as dominant 
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pathways following deforestation, and the number of years which post-loss LC 
change data are necessary for their successful characterisation. Furthermore, as 
described in Chapter 2, several spatial determinants can influence the post-loss 
LC pathways. Observed groups of post-loss LC change trajectories were tested 
against some of these determinants to quantify their influence. The outcomes are 
discussed according to the narrative of forest change in the pantropics. Finally, 
an evaluation of the suitability and limitations of data mining techniques for 
determining and explaining trajectories of post-loss LC change are provided. 
6.2 Background 
The identification and characterisation of historical, current and future dynamics 
of LC/LU is a key subfield of interest amongst scholars in land system science 
(Verburg et al., 2015). Several approaches have been proposed to systematically 
study the dynamics of LC/LU change, primarily based on data derived from 
remote sensing (Mas et al., 2019). The most common approaches consist of 
computing changes rates, the elaboration of change and Markov matrices 
(Mirkatouli et al., 2015; Liping et al., 2018; Labán and Sturzenegger, 1994) and 
metrics such as persistence, gains, losses, swaps and change density (Pontius et 
al., 2004; Baral et al., 2018; De Alban et al., 2019). These approaches are chiefly 
limited to the study of relationships between a pair of dates which are then 
repeated for each period over the entire target time (Mas et al., 2019). 
In contrast to the approaches above, few authors have analysed the chronological 
succession of LC/LU over time. Rather than a separate analysis of periods by a 
pair of dates, this approach aims to analyse the full sequence of LC/LU 
observations over the entire duration. Initial work on this direction was conducted 
by analysing a reduced number of combinations using a small number of LC/LU 
categories and time steps (B. Zhang et al., 2017; Baral et al., 2018). To a 
considerable degree, this has been enabled by; advances in computational power 
of computers; the reduction in the price of storage; the opening up of satellite 
remote sensing products; the release of higher-level (pre-processed) satellite 
products; and lately, distributed cloud-computing infrastructure e.g. Google Earth 
Engine. More recently, inspired by sequence analysis, Mas et al. (2019) has shown 
the potential of a set of procedures that allowed the definition of key LC/LU 
categories and sequences, comparison of sequences, and the search and linkage 
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of sequence patterns with drivers of LC/LU change. This procedure was tested 
using 1985-2017 regionally-tuned LC/LU annual maps extracted from Mapbiomas 
dataset collection 3 across a relatively small area of 340,500 km2 in the 
Northeastern Region of Brazil. This chapter aims to extend Mas et al.'s (2019) 
investigation, but in a considerably larger area, the Amazon rainforest, with an 
approximate extent of 7.8 million km2, targeting deforested areas detected by 
Terra-i from 2004 to 2018. The following sections introduce the fundamentals of 
the sequence analysis. 
6.2.1 Sequence analysis 
The sequence analysis (SA) comprises a set of techniques for describing and 
summarising sequential data (Ritschard and Studer, 2018a). SA was introduced 
firstly in computer science (Levenshtein, 1966), then in molecular biology for the 
study of DNA and RNA sequences (Levitt, 1969), and later in social sciences 
(Abbott, 1983). Amongst these areas, SA in the study of life course trajectories 
(Elder et al., 2003), a subfield of social sciences focused on investigating the 
progression of individuals over their life course, has became a popular tool with 
powerful dedicated software (Brzinsky-Fay et al., 2006; Gabadinho et al., 2011; 
Halpin, 2017). The wide adoption of SA, in particular in social sciences, can be 
explained due to it being a convenient way of coding individual sequences into a 
form suitable for quantitative analysis (Ritschard and Studer, 2018a).  
State and event sequences are two particular components subject to different 
interpretations and techniques in SA. In terms of LC/LU, a state, such as ‘Forest’ 
lasts the entire unit of time while an event, as a conversion in LC e.g. ‘forest loss’, 
occurs at a particular time point. Events can occur at the same time and are likely 
to generate a state change. On the other hand, states are mutually exclusive 
(Ritschard and Studer, 2018a). Another distinction between both components 
relates to their focus. State sequences aim to investigate duration and timing, 
whereas event sequences target the order in which events occur. In social 
sciences, state sequences are remarkably further studied than event sequences 
as a broader number of methods exist to process state sequence datasets 
(Abbott and Forrest, 1986; Ritschard and Studer, 2018b). Based on this premise, 
this work will limit its focus on the analysis of state sequences which, in the case 
of post-loss LC, can be analysed using high-temporal LC/LU data. Information 
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that can be extracted from state sequences include i) variety of states present in 
a set of sequences; ii) within-sequence state distribution; iii) timing (the time at 
which each state occurs); iv) duration (the cumulative and total time spent in the 
different successive states); and v) sequencing (the order of the different 
successive states) (Studer and Ritschard, 2016). 
SA can be conducted in two phases: exploratory, and explanatory (Mas et al., 
2019). The first phase aims to identify patterns in the sequences by finding the 
most typical sequence, which can be described as the succession states that best 
represent the entire group. Basic and advanced data-driven methods are available 
to determine the most typical sequence. Two primary methods exist, one which 
consists of determining the modal sequence, being the sequence obtained by 
computing the modal state at each position, and the other which determines the 
medoid, which identifies the sequence that minimises a given function of the 
distances to all other sequences. To tackle inconsistencies in the basic methods 
in which they do not necessarily return an observed sequence, advanced methods 
based on the pairwise distance, or dissimilarity have been developed (Studer and 
Ritschard, 2016). These methods provide a greater consistency in mapping the 
most common sequence representing the entire set of sequences. Furthermore, 
the use of pairwise dissimilarities between observed sequences can be employed 
to identify the principal types of patterns by clustering sequences using these 
measures. Different dissimilarity measures have been proposed and those 
relevant to the study of LC/LU trajectories as described in Mas et al. (2019) are 
illustrated in Figure 6.1.  
Regarding the explanatory phase, this aims to assess the relationship between 
observed patterns in the sequences and covariates. In the study of post-loss LC, 
this can be translated to explaining the association of certain trajectories to 
environmental (e.g. terrain, climate, soil suitability) and socio-economic variables 
(e.g. accessibility, population). 
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Figure 6.1 Representation of three distinct types of dissimilarity measures suitable to the 
study of chronological LC/LU observations as identified by Mas et al. (2019). 
6.3 Study area and context 
The study area corresponds to the Amazon region which represents the largest 
continuous region of tropical forest in the world. The delineation of the Amazon 
chosen is the Amazonian Network of Georeferenced Socio‐Environmental 
Information (RAISG). The relevance of the area and rationale of the boundary 
chosen are described in Chapter 4, see Section 4.4. This delineation 
encompasses approximately 7.8 million km2 using a biogeographical criterion, 
with the exception of Ecuador and Brazil where legal-administrative criteria are 
used. 
6.4 Methodology 
Figure 6.2 describes the workflow aiming to determine the patterns of post-loss 
LC across the Amazon region. This workflow is principally based on the sequence 
analysis approach proposed by Mas et al. (2019). In this regard, the approach is 
conducted according to i) exploratory and ii) explanatory stages as described in 
Section 6.2.1. The main inputs for both stages are: 
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1. Annual LC maps (see Section 6.4.1.1). 
2. A reference dataset indicating the location of deforested areas (see Section 
6.4.1.1). 
3. Auxiliary data (e.g. water bodies, topography, climate and accessibility) (see 
Section 6.4.1.2). 
 
Figure 6.2 Diagram summarizing the main components for the  study of post-loss LC 
change trajectories in the study area. 
According to the scheme above, some pre-processing operations are performed 
(see Section 6.4.1.1) including: i) removing illogical transitions, i.e. smoothing from 
2001-2019 annual LC maps generated by the calibrated MTLCC model in 
Chapter 5, and; ii) defining the target deforested sites according to their size and 
proximity to water bodies, to ensure the target pixels represent change due to 
anthropogenic activities rather than natural causes. Both pre-processed datasets 
are then merged to generate post-loss LC data which is then analysed through 
explanatory and exploratory stages (see Section 6.4.2). Both stages are 
conducted using a tool suited to capture LC change trajectories (see Section 
6.5). Finally, the observed patterns are described and discussed according to 
narratives of post-loss LC extracted from the existing literature (see Sections  
6.6 and 6.7). 
170 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
6.4.1 Input data 
6.4.1.1 Post-loss LC data  
Post-loss LC data were generated following the protocol for cross-year 
evaluation across seven tiles of 384 pixels per 384 pixels as described earlier in 
Chapter 4 (see Section 4.5.5.2). For the purpose of this work, the protocol was 
implemented over all tiles covering the study area (554 tiles of 384 pixels per 384 
pixels in total). Briefly, as part of the protocol, two input datasets are required, 
annual LC data and a reference dataset of deforested areas. Table 6.1 describes 
the main characteristic of the input datasets to generate post-loss LC across the 
entire Amazon region. 
Table 6.1 Summary of the input datasets to generate post-loss LC data. 
 
Prior to computing and assessing post-loss LC, the initial predictions of the fine-
tuned model in Chapter 5 and the reference dataset of deforested areas (Terra-
i) were pre-processed. This preprocessing followed the same logic as the 
procedure applied in Section 4.5.5.3. A visualisation of the raw and post-
processed 2001-2019 annual LC maps can be inspected in Appendix V. 
Examples of 1-km buffer water mask as well as original and pre-processed Terra-
i deforested data are depicted in Figure 6.3. 







LC dataset generated according to a fine-
tuned MTLCC network trained using 2001-
2003 MODIS spectral data and LC reference 
data derived from 2001-2015 MODIS FAO-
LCCS2 layer.  
2001-2019 1-8 
Terra-i Terra-i is based on MODIS MOD13Q1 satellite 
data product with a 250-m spatial resolution 
and a 16-day temporal resolution.  The version 
2004_01_01_2019_06_10 was used. 
January 
2004 - 
June 2019  
0 (NoData) - 
2019 
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Figure 6.3 Example of the 1-km buffer water mask, raw and pre-processed 2004-2019 
Terra-i data according to two masks (water and discarding isolated pixels) over a subset 
area in the study area. The total number of Terra-i pixels prior and after pre-processing is 
denoted in brackets as N. 
6.4.1.2 Auxiliary datasets 
A pool of potential explanatory variables was explored according to factors 
identified in previous studies as drivers of LC change and forest succession 
(Rutherford et al., 2007). These factors are predominantly spatial datasets of 
accessibility, topography, climate and protected areas which are assumed to be 
determinants of observed post-loss LC change trajectories. The sources and 
main features of the datasets for deriving explanatory variables are summarised 
in Table 6.2. 
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Table 6.2 Description of the representative external auxiliary datasets grouped by 
category used for extracting explanatory variables as part of the sequence analysis of 
post-loss LC data.  
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N/A N/A vector 2019 
1 (Weiss et al., 2018) 2 (Jarvis et al., 2008) 3 (Fick and Hijmans, 2017) 4 (UNEP-WCMC, 2020) 
The above layers were pre-processed to integrate them to the post-loss LC 
sequence analysis. The layer of protected areas (PAs), which is originally provided 
in vector format, contains their location and associated information including the 
International Union for Conservation of Nature (IUCN) category and year of 
implementation. The IUCN classification scheme classifies PAs in six categories 
related to their conservation goals, management objectives, and protection levels. 
The IUCN categories provide a gradient of naturalness varying from the most 
natural (category I) to the least natural condition (category V). Based on the IUCN 
category, PAs were aggregated into two major groups, conservation (I to III) and 
exploitation (IV to V) categories as proposed by Leberger et al. (2020). These 
categories were defined by the authors to test whether ‘exploitation categories’ 
had higher forest loss than ‘conservation categories’. For the purposes of the 
study of post-loss LC, the test was reframed to capture the extent to which 
observed sequences are related to the proximity of these major categories. The 
proximity was defined by computing the euclidean distance using a target spatial 
resolution equal to Terra-i’s deforestation dataset, 250-m. The proximity 
procedure was performed for the extent of South America. This reduces potential 
boundary effects taking into account the proximity of PAs outside the study area, 
in this case, the Amazon region. Only PAs reported as established before 2004 
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were considered, as the period of Terra-i’s detection starts from 2004. This 
procedure is in agreement with Leberger et al. (2020) who discarded PAs before 
their period of target forest loss to avoid confusion between years of loss and 
eventual newly created areas. Additionally, before computing the proximity, some 
PAs in the study area were removed as the WDPA database has several PAs with 
missing information (e.g., unreported categories, unverified PAs). Regarding 
layers in raster format, these were resampled to the same spatial resolution as 
the proximity datasets of PAs (250-m) using the nearest neighbour algorithm. 
Figure 6.4 displays maps of the spatial distribution of above covariates across 
the study area. Some patterns are evident from these maps. For example, the 
inaccessibility shows that less accessible areas are located on the western side 
of the Amazon region. Elevation and slope maps indicate the highest values are 
located across the Andean region. Although the average precipitation seems to 
be uniformly distributed in the area, most of the highest values are located on the 
northern side. The patterns observed in the proximity to PAs are related to their 
number, there being more and larger conservation PAs (N=110) than the 
exploitation PAs (N=51). 
Additional to the above covariate layers, the proximity to each class from 
predicted LC maps were computed to describe and explain the observed patterns 
of post-loss LC. As detailed in the sections below (see section 6.4.2), Natural 
Herbaceous and Herbaceous Croplands classes were aggregated into a single 
class, Farmland, reducing the target LC categories from 8 to 7. For the purposes 
of this analysis, the proximity values were computed from the aggregated 2019 
LC map as it represents the last date in the series of 2001-2019 LC maps. Before 
computing the proximity, only contiguous pixels >20 pixels were retained per 
class as areas smaller than this are mostly noise by the MTLCC model. Figure 6.5 
displays the spatial distribution of the proximity-related layers derived from the 
aggregated 2019 LC map. Distinct from PAs’ proximity layers, the proximity 
calculation procedure for the LC maps was conducted according to the extent of 
the study area as predictions from the fine-tuned model were solely generated 
across this region.  
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Figure 6.4 Spatial distribution of covariates used to study observed post-loss LC data.  
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Figure 6.5 Spatial distribution of proximity-based layers computed from the 2019 LC 
predictions map.  
6.4.2 Post-loss LC sequence analysis 
A raster database of post-loss LC change was generated by extracting 2001-
2019 smoothed LC maps according to pre-processed 2004-2018 Terra-i 
detections per year. The resulting post-loss LC change data were then partitioned 
by major habitat type. This partition was conducted under the assumption that 
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different post-loss LC trajectories and impacts might be observed according to 
habitat type. Table 6.3 contains the total number of target deforested pixels for 
the period 2004-2018 grouped by major habitat type. According to the table 
below, a large proportion (86.5%) of deforested pixels occur from Tropical Humid 
Broadleaf Forests. Consequently, the implementation of exploratory and 
explanatory stages, as detailed in the sections below, focuses on this particular 
habitat in order to test the appropriateness of sequence analysis within the 
habitat most commonly associated with the Amazon region. 
Table 6.3 Distribution of the target i.e. pre-processed Terra-i’s deforested pixels for the 
period 2004-2018 according to the major habitat types across the study area. 
Major habitat N pixels Proportion (%) 
Flooded Grasslands & Savannas 2,698 0.12 
Mangroves 333 0.01 
Tropical Dry Broadleaf Forests 99,868 4.34 
Tropical Grasslands, Savannas & Shrublands 206,926 9.00 
Tropical Humid Broadleaf Forests 1,988,874 86.52 
Total 2,298,699  
 
6.4.2.1 Exploratory 
According to findings in Chapter 3 and Chapter 4, an exploratory analysis was 
conducted by investigating LC sequences via a two-stage analysis. For the first 
stage, charts of the distribution of LC classes and sequences partitioned by the 
stability of the observed LC class(es) i.e. remained the same (stable) or different 
(non-stable), from 2001 to 2019 were created per deforestation year as 
conducted in Chapter 4. A preliminary analysis of these charts was important in 
order to perform additional pre-processing to the 2001-2019 smoothed LC data. 
This procedure aggregated Natural Herbaceous and Herbaceous Croplands into 
a single class, Farmland, reducing the target LC categories from 8 to 7 (see Table 
6.4). This process facilitated the reduction of sequences which might be noise in 
the calibrated MTLCC model rather than actual LC transitions. 
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Table 6.4 Aggregated classes from 8-classes 2001-2009 LC maps derived from the fine-
tuned MTLCC model in Chapter 5 used in this study. Numbers in parentheses represent 
the original class codes. A broad definition per class is provided according to the original 
source, in this case, MODIS FAO-LCCS2 layer. 
Aggregated class 8-classes LC map Broad definition 
Barren Barren (1) 
At least 60% of the area is non-
vegetated barren (sand, rock, soil) or 
permanent snow/ice with less than 
10% vegetation 
Water Bodies Water Bodies (2) 
At least 60% of the area is covered 
by permanent water bodies 
Urban and Built-up 
Lands 
Urban/Built-up Lands (3) 
At least 30% of the area is made up 
of impervious surfaces including 
building materials, asphalt, and 
vehicles 
Dense Forests Dense Forests (4) Tree cover >60% (canopy >2-m) 
Open Forests Open Forests (5) Tree cover 10-60% (canopy >2-m) 
Farmland 
Natural Herbaceous (6)  
Herbaceous Croplands (7) 
Dominated by herbaceous annuals 
(<2-m) Grazing or cultivated fraction 
>60%  
Shrublands Shrublands (8) Shrub cover >60% (1-2m) 
 
Figure 6.6 compares charts according to the original and aggregated LC data 
extracted over deforested areas in 2007 located across the Tropical Humid 
Broadleaf Forests habitat. Appendix VI provides further visualisation of the 
resulting charts according to the aggregated class over the remaining deforested 
years in the target habitat. From the charts below it is evident most of the non-
stable sequences start with Dense Forests. This pattern, which is systematically 
observed for the remaining deforested years (see Appendix VI), confirms Terra-
i’s detections which mostly capture conversion from this particular LC category. 
It is important to note the conversion at the cost of Dense Forests exists in years 
before/after Terra-i’s deforestation year. This observation coincides with 
early/late detections by the Terra-i system as characterised in Chapter 3 with the 
analysis of field records across the Peruvian Amazon. 
Regarding the second stage, its aim was to identify typologies of post-loss LC 
change across the study area. These typologies can be translated as distinct 
pathways following forest loss. To ensure the observed typologies correspond to 
conversions related to forest loss, 2001-2019 LC data per deforestation year 
were pre-processed. In specific, conversions from other LC types such as 
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Farmland or Open Forest, which might be captured as change by Terra-i, were 
discarded. This particular rule was injected by retaining only those sequences 
with the presence of Dense Forests between two years before and two years 
after deforestation. It is important to note that the start year was redefined as two 
years before the deforestation date indicated by Terra-i. According to the last 
year of LC data, 2019, this scheme was only applicable to deforested areas in 





Figure 6.6 Comparison of the LC distribution, stable and unstable sequences over the 
period 2001-2019 for deforested areas in 2007 (highlighted by a dashed vertical line) 
located across the Tropical Humid  Broadleaf Forests habitat in the Amazon region.  
After the above pre-processing, Ward’s agglomerative hierarchical clustering 
(Ward, 1963) was conducted to characterise typologies of post-loss LC. Ward's 
method iteratively merges all possible pairs of observed sequences based on the 
sum of square distances to identify the group configuration that minimizes in‐
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group variance (Johnson, 1967). This method was chosen, as is common in 
sequence analysis, with easily visualisable results in the form of a dendrogram. 
For sequence analysis, a distance-based matrix is usually used as input to return 
agglomerative groups i.e. clusters. To generate this matrix, different pairwise 
dissimilarity metrics exist being those relevant for characterising chronological 
LC/LU changes summarised in Mas et al. (2019). For this work, the optimal 
matching (OM) distance based on transition rates (TR) was selected as being 
optimal for distinguishing typologies of post-loss LC. Briefly, the OM distance 
between two sequences 𝑥 and 𝑦 is defined according to the costs of two possible 
operations, substitution and insertion or deletion (indel), required to match the 
states of 𝑥 and 𝑦. Based on the example of OM in Figure 6.1, sequence 𝑥 can be 
obtained from sequence 𝑦 inserting F at the beginning of the sequence, deleting 
the last C and substituting C by F in the seventh state. OM is then the sum of two 
terms: a weighted sum of time shifts represented by indels and a weighted sum 
of the mismatches, represented by the substitutions which remain after the time 
shifts (Mas et al., 2019). Various methods exist to set the values of these costs 
(Studer and Ritschard, 2016). Following the OM-TR implemented by Mas et al. 
(2019), the transition rates between LC types were used to set indel and 
substitution costs. A OM-TR based distance matrix was then derived from the 
observed LC sequences in deforested areas between 2004 to 2016.  
Figure 6.7 shows the resulting dendrogram derived from the Ward’s 
agglomerative hierarchical clustering using OM-TR distance matrix extracted 
from LC sequences of 2004-2016 Terra-i’s pre-processed deforested areas. It 
appears that the different sequences are primarily grouped according to length 
rather than order. The identification of typologies of post-loss LC is therefore not 
optimal using sequences of various lengths. A solution consists of retaining only 
the sequences observed for at least 𝑡𝑚𝑖𝑛 years and analysing their trajectory over 
only 𝑡𝑚𝑖𝑛 years. Although a high 𝑡𝑚𝑖𝑛 can provide enough LC observations to 
characterise typologies of post-loss LC, this is not optimal as the analysis will be 
reduced to few deforested years i.e. 2004 and 2005 having 17 and 16 years of LC 
data, respectively. In contrast, if a small 𝑡𝑚𝑖𝑛 is set, more deforested years can be 
included, though the sequences may be too short to highlight the variety of 
trajectories. Therefore, the optimal typologies of post-loss LC were determined 
by a joint assessment of 𝑡𝑚𝑖𝑛 values from 6 to 16, in combination with increasing 
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levels in a number of clusters 𝑘 from 2 to 10. It is important to note the values 
tested were defined empirically as no previous work based on sequence analysis 
exists for determining typologies of post-loss LC change. 
 
 
Figure 6.7 Dendrogram (left) created using a OM-TR based distance matrix derived from 
observed post-loss LC sequences (right) for deforested areas between 2004 and 2016. 
The length of each sequence, N, is related to the number of LC data available according 
to the deforestation year analysed. The sequences are ordered according to their 
similarity and related sub-groups (dendrogram’s branches). For instance, a defined sub-
group of similar LC sequences with continuous presence of Water Bodies can be seen in 
the central part of the plot.  
The best combination of minimum period 𝑡𝑚𝑖𝑛 and the number of clusters 𝑘 was 
then determined by well-known measures related to cluster quality and stability 
as introduced by Han et al. (2017). Three statistics were used to empirically 
determine cluster quality and to describe various attributes of the clustering: 
Average Silhouette Width (ASW) (Rousseeuw, 1987), Hubert’s C index (Hubert 
and Levin, 1976) and the Point Bi-serial Correlation (PBC) (Milligan and Cooper, 
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1985). ASW, with values ranging from -1 to 1, measures the coherence of 
assignments to clusters: high coherence (close to 1) implies that clusters are 
homogeneous and well separated from each other. The HC index shows the gap 
between the partition obtained and the best partition theoretically possible with 
this number of groups. HC values vary from 0 to 1 with low values (close to 0) 
indicating good clustering. Finally, PBC with values between -1 to 1 measures the 
capacity of the cluster solution to reproduce the original distance matrix. A high 
PBC value is preferred (Han et al., 2017). The various descriptive statistics of these 
classifications are provided as they possess distinct optimal solutions and value 
differing characteristics of a classification. Thus, to fully explore the cluster 
results, it is beneficial to retain all of these statistics. 
Determining cluster stability is important for determining how robust the clusters 
observed are with changes in the input dataset (Hennig, 2007). For each 
combination of minimum period and number of clusters, the stability of the 
clusters was determined according to data sampling fluctuations by using 
bootstrap methods (Han et al., 2017). The clusterwise Jaccard Bootstrap Mean 
(JBM) (Hennig, 2007) was used as a measure to conduct the bootstrap by re-
sampling the data and computing the Jaccard similarities of the original clusters 
to the most similar clusters in the re-sampled data. When JBM is below 0.6, the 
cluster solution should not be relied upon. JBM values greater than 0.85 indicate 
highly stable clusters. A JBM between 0.6 and 0.85 suggests some structure, but 
exact cluster membership is uncertain (Han et al., 2017). 
From the optimal combination of minimum period and number of clusters, a 
meaningful interpretation of post-loss LC typologies was conducted. This step 
was facilitated through visualisation tools such as sequence index, sequence 
modal state and tree-structure plots (Gabadinho et al., 2011; Studer, 2013). In 
sequence index plots each sequence is represented by a line composed of 
different segments representing states, in this case LC types, and the length of 
the segments being proportional to time spent in a state. Therefore, large 
amounts of information are summarised in sequence index plots such as order, 
prevalence and timing of states and overall variability within and between 
sequences. In the sequence modal plots, the sequence state i.e. LC type with the 
highest frequency at each point, is observed. Finally, tree-structure plots are 
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useful to graphically represent the agglomeration procedure, in this case the 
Ward's hierarchical clustering to identify clusters i.e. trajectories from post-loss 
LC sequences. 
6.4.2.2 Explanatory 
Several statistical modelling methods are currently available to analyse, describe 
and understand the typologies characterised from SA, multinomial logistic 
regression (MLR) being one of the most common (Darak et al., 2015). MLR applies 
a non-linear log transformation that allows the calculation of probability of 
occurrence of two or more unordered classes of a dependent variable (in this 
case, post-loss LC change trajectory) based on explanatory variables (Hosmer Jr. 
et al., 2013). It makes no statistical assumptions concerning normality, linearity 
and homogeneity of variance for independent variables (Rutherford et al., 2007). 
In addition to the MLR, scholars have explored Random Forest (RF) (Breiman, 
2001) as an alternative, to model a given phenomenon according to related 
factors. Briefly, as it was introduced in Section 5.4.2.2, RF forms a combination 
of multiple decision trees, where each tree contributes a single vote to the final 
output, which is the most frequent class e.g. post-loss LC change trajectory. 
Based on the above premises, the auxiliary layers described in Section 6.4.1.2 
were investigated in order to understand their relationships with observed post-
loss LC trajectories. To identify the variables with the strongest influence, the 
Recursive Feature Elimination (RFE) approach (Guyon and Elisseeff, 2003) was 
implemented. RFE is a backward selection algorithm that iteratively removes 
uninformative features from a given model based on variable importance scores 
(Kuhn and Johnson, 2013). The RFE was run separately with the MLR and RF 
models as base-learners, using a nested cross-validation approach as proposed 
by Anderegg et al. (2019). The dataset containing post-loss LC trajectories and 
related auxiliary layers was resampled 30 times with an 80:20 ratio. This ratio 
means, for each resample, feature elimination was conducted on 80% of the data, 
and model performance was assessed on the remaining 20% in 11 decreasing 
steps with values corresponding to the total number of auxiliary layers. Due to the 
sensitivity of the MLR and RF models to class imbalance, the dataset was 
iteratively downsampled in each resample to the maximum number of 
observations of the minor class (in this case, the water persistent trajectory). In 
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each iteration, the base-learner hyper-parameters were tuned using a 10-fold 
cross-validation. The models were run in parallel using default tuning for selecting 
the best model, considering mtry and decay for RF and MLR, respectively as the 
main hyper-parameters. For interpreting RFE, removed features were assigned a 
rank corresponding to an iteration after which they were eliminated i.e. those 
removed first were ranked 11, whereas feature retained as the last was ranked 1. 
6.5 Software and implementation 
The hardware and software used according to the main steps in this study are 
presented in Table 6.5. For the generation of LC predictions using the fine-tuned 
MTLCC model, and data preparation scripts, python 3.6 was used. The parallel 
implementation in python by Abercrombie and Friedl (2016) was used to generate 
efficiently smoothed 2001-2019 LC maps. The sequence analysis of post-loss LC 
change data was implemented in the R software v.3.6.2 by using the package 
traMinerR v2.0-11.1 (Gabadinho et al., 2011) and WeightedCluster v1.4 (Studer, 
2013). The traMineR provides a wide variety of functions to visualise and analyse 
sequential data as post-loss LC observations. Due to the fact that 231–1 elements 
is the maximum vector size that R software can process, the traMinerR package 
can only compute pairwise dissimilarities up to around 35,000 sequences, which 
could result in the sequence limit being reached before all possible sequences 
were determined (Durrant et al., 2019). The WeightedCluster package was 
therefore used, being created to overcome this problem by solely analysing 
unique sequences and then applying the appropriate weights to subsequent 
analysis. For instance, in the post-loss LC change data of deforested areas in 
2004, the number of observed sequences was greater than 100,000 but only 
some 9,000 sequences were unique. For the clustering procedure, the hclust 
function of the stats package v.3.6.2 (Core Team and Others, 2013) was used 
taking into account the weighted information. 
Regarding the explanatory phase, the nnet v7.13-12 (Venables and Ripley, 2002)  
and ranger v.0.12.1 (Wright and Ziegler, 2017) packages were used to implement 
the MLR and RF models, respectively. The RFE approach was conducted in the 
caret package v6.0-85 (Kuhn, 2008) using parallel processing functions provided 
by the snowfall package v1.84-6.1 (Knaus, 2010). 
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Table 6.5 Lists of hardware and software used in this study organised by step. 
Step Hardware and/or Software Specifications 
Data downloading  Google Earth Engine (GEE) 
 
Google Cloud Platform (GCP) 
GEE was used to access and 
download 2001 to 2019 
MODIS satellite images and 
auxiliary datasets (see 
Section 6.4.1) exported as 
GZ TFrecords and GeoTIFF, 
respectively to GCP. 
Data pre-processing  




The same Windows OS 
server used in previous 
chapters with a memory of 
128 GB, Intel Xeon E5-2667 
v4 @ 3.20 GHz ×16 cores and 
(1) GPU (NVIDIA Tesla M60) 
Post-loss LC  
visualisation and analysis 
R version v3.6.2  
 
Exploratory stage (traMinerR 
WeightedCluster, hclust) 
 
Explanatory stage (nnet, 
ranger, caret) 
The pre-processing and 
analysis of the post-loss LC 
data was conducted in R with 
specific packages for each 




This section presents the main outcomes of the sequence analysis (SA) applied, 
to understand the chronological LC change over deforested areas (so-called 
post-loss LC change trajectories). The pre-processing operations were 
fundamental in preparing the input data for SA. For instance, smoothing 2001-
2019 LC predictions generated by the fine-tuned model in Chapter 5 allowed 
reducing illogical transitions. Additionally, the filtering operations in 2004-2018 
Terra-i detections i.e. removing pixels located within a 1-km buffer created from 
water bodies and single deforested pixels ensured the target pixels represent 
change due to anthropogenic activities rather than natural causes. Amongst the 
LC types from the smoothed LC maps, Dense Forests was used as a proxy to limit 
focus to those sequences showing successions related to forest conversion. 
Moreover, the aggregation of Natural Herbaceous and Herbaceous Croplands, 
both defined originally as dominated by herbaceous annuals (<2m) (see Table 
6.4), into a single class, Farmland,  facilitated a reduction in sequences which 
might be noise in the calibrated MTLCC model rather than real LC transitions. 
From the above assumptions, the following sections present the findings of SA 
applied to the study of post-loss LC change trajectories according to exploratory 
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and explanatory stages. The results are focused on Terra-i’s deforested areas 
located within the Tropical Humid Broadleaf Forests in the Amazon region as 
indicated in Section 6.4.2. 
6.6.1 Exploratory 
The exploratory stage provided valuable information of the chronological LC 
change over Terra-i’s deforested areas and typologies of post-loss LC change 
trajectories. In the first period of analysis, in which 2001-2019 LC data were 
projected per deforested year, stable and non-stable LC sequences were 
identified according to the presence/absence of change amongst LC types. 
Figure 6.8 presents the partition of both categories per deforested year. It is 
important to note that the proportion of non-stable LC was above 70% between 
2004 and 2009. From 2010, this proportion was reduced below 70%. The 
implication of this reduction is that fewer sequences were analysed in the SA 
approach because only unstable sequences show changes in contrast to a single 
LC type over time. Although some of the stable sequences might be attributed to 
noise by the Terra-i system (false detections), some other changes between LC 
types might be hindered by the smoothing algorithm or misclassifications from 
the fine-tuned MTLCC network itself. 
 
Figure 6.8 Proportion of 2001-2019 stable and non-stable LC sequences by deforested 
year. The number of total sequences per year is expressed in thousand (K). We can see 
the stable are in average above 50% after 2010. This lastly affects the study of post-loss 
LC as only pixels defined as non-stable favoured observing at least two LC types over 
time. 
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Rather than analysing observed LC sequences separately per deforested year, 
the strategy implemented grouped all possible LC sequences for most of the 
deforested years from the pre-processed 2004-2018 Terra-i dataset. This 
strategy joined all observed LC sequences by their relative start year of 
deforestation which was redefined as two years before the date indicated by 
Terra-i. Figure 6.9 presents the LC partition over time, in this case, year following 
deforestation. 
  
Figure 6.9 LC distribution per year following deforestation according to pre-processed 
2004-2016 Terra-i data. LC sequences were merged by their relative start year of 
deforestation. The number of total sequences per year, expressed in millions (M). The 
diagram shows that most of the conversion of Dense Forests appears to Open Forests 
followed by Farmland. The first and second year have proportion of forest above 75%.  
Whilst the previous chart is informative about the distributions of LC types 
following deforestation, it remains unclear which different pathways LC change 
could take. In this regard, the assessment of the minimum period and number of 
clusters provided a data-driven guidance of the optimal number of post-loss LC 
typologies. Figure 6.10 presents the results of three quality metrics, Average 
Silhouette Width (ASW), Hubert’s C index (HC) and the Point Bi-serial Correlation 
(PBC) plus a stability metric, the clusterwise Jaccard Bootstrap Mean (JBM). 
Although metrics show different optimal solutions, some patterns are evident. For 
instance, ASW and HC values are contrasting, meaning high values of ASW are 
related to low values of HC. PBC shows higher values with the increase of 
minimum period and a decrease in the number of clusters. The stability, measured 
by JBM, is proportionally decreased by increases in the number of clusters. 
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Figure 6.10 Values of four cluster-related performance metrics used to guide the optimal 
configuration of number of clusters and minimum period to determine homogeneous 
groups (trajectories) of post-loss LC change. Larger points should be interpreted as 
optimal by metric, except for the HC metric where small values are preferred. The diagram 
shows ASW and HC values are contrasting, meaning high values of ASW are related to 
low values of HC. PBC shows higher values with the increase of minimum period and a 
decrease in the number of clusters. The stability, measured by JBM, is proportionally 
decreased by increases in the number of clusters. The optimal configuration was defined 
as a minimum period and number of clusters equal to 12 and 6. Apart from being visually 
selected according to the performance metrics, the optimal configuration was aided by 
sequence index plots as it is described below.  
A visual inspection of the most promising configurations according to the quality 
and stability metrics was aided by sequence index plots. The configuration of a 
minimum period and number of clusters equal to 12 and 6, respectively was 
considered as the optimal solution (see the Appendix VII for details). This solution 
yields a total of 802,975 post-loss LC sequences grouped in six clusters as 
depicted in Figure 6.11. 




Figure 6.11 Sequence index plots showing post-loss LC sequences grouped in six 
representative clusters derived from a systematic assessment of different minimum 
periods and number of clusters. Further interpretation of the meaning of clusters is 
depicted by using the modal plots as illustrated in Figure 6.13. 
Complementary to the charts above, Figure 6.12 presents a tree-structure 
diagram showing clusters according to the most promising configuration. Starting 
from the root cluster, which gathers the whole set of post-loss LC sequences 
N=802,975, clusters are split according to the number of clusters set in the 
optimal configuration. For instance, cluster 1 identified at the 2nd split (that 
gathers 631,363 sequences with dominant transitions from Dense Forests to 
Open Forests) is divided at the 3rd split into two clusters that contain 88,097 and 
543,266 sequences. As visually noticeable, the algorithm distinguished 
sequences with a tendency towards Dense Forests to Water Bodies (cluster 1) at 
the 4th split. Both types of representations, sequence index and tree-structure 
plots, were fundamental to guide the selection of the optimal combination of 
minimum period and number of clusters. Other solutions close to the optimal are 
detailed in Appendix VII. 
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Figure 6.12 Tree-structure diagram showing how cluster partitions for the selected 
solution (minimum period of 12 and 6 clusters) were generated. The number of sequences 
per partition is denoted by n. From the first level, denoted as 1, which contains the whole 
population of post-loss LC sequences (n=802975), two groups are derived. One of this 
groups contains a variety of multiple post-loss LC groups which are more clearly defined 
until level 6. This level contains a cluster with the largest number of pixels (n=486350). 
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The modal state sequence plots as represented in Figure 6.13 supported naming 
and describing the clusters. The first post-loss LC change trajectory was called 
Water Persistent (n=4,274 or 0.5% of the total number of post-loss LC 
observations) because sequences were most often in the Water Bodies class. The 
second and largest group of trajectories was classified as Open Forest Persistent 
(n=486,350 or 60.6%). This particular group characterises a uniform presence of 
Open Forests from the initial years (1-2 years) following deforestation. The third 
group was called Dense Forest Persistent (n=83,823 or 10.4%) as the timing of 
other LC types is very short (less than 4 years) and not as predominant following 
deforestation as the other typologies. The fourth and sixth groups were identified 
as Open Forest-Farmland (n=22,311 or 2.7%) and Farmland-Open Forest 
(n=34,605 or 4.3%) because both categories alternated following conversion of 
Dense Forests. The fifth group was described as Farmland Persistent (n=171,612 




Figure 6.13 Modal state sequence plots for the observed post-loss trajectories. The 
sequence state i.e. LC type with the highest proportion from 0 to 1 (y-axis) at each point 
is plotted per year. For instance, the trajectory of Water Persistent show a dominance of 
water following forest loss.  
The six typologies of post-loss LC change trajectories can be further described 
according to their diversity of LC types per year following deforestation. For this 
purpose, the Shannon entropy index (SEI) was measured for all observed 
sequences per post-loss LC trajectory, which provides a measure of how stable 
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produced land cover remains. Entropy values vary from 0-1, with a value of 0 
interpreted as the presence of a single LC type, whereas values of 1 indicate the 
presence of all possible LC types in a given time. Figure 6.14 presents the 
evolution of SEI values over time according to six trajectories of post-loss LC. The 
values of SEI in Year 1 are equal to 0 as only Dense Forest is present in all 
sequences irrespective of the post-loss LC trajectory. The first peak (SEI > 0.4) 
between Year 3 and 4 coincides with the date of Terra-i’s detection of forest 
conversion. After this year, SEI values have different patterns by post-loss LC 
typology. An interesting pattern is in the Open Forest-Farmland (cluster 4) which 
has a second peak. This can be interpreted as an abrupt change between Open 
Forest and Farmland. In contrast, this second peak is absent in the Farmland-
Open Forest trajectory indicating a more gradual change between both LC types. 
For the remaining trajectories, SEI values decrease after the first peak however 
gradual to sharp increases which are observed from the seventh year following 
deforestation. 
 
Figure 6.14 Values of the Shannon entropy index (SEI) are displayed for each post-loss 
LC trajectory identified by Ward's hierarchical cluster analysis over a minimum period of 
12 years.  
A final exercise consisted of visualising the spatial patterns of the observed post-
loss LC change trajectories across the study area. Figure 6.15 and Figure 6.16 
depict zoom-in maps showing the spatial distribution of post-loss LC trajectories 
separated by relative size of the deforested areas as large to medium (A) and 
medium to small (B) across the study area.  
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Figure 6.15 Spatial distribution of large to medium post-loss LC trajectories over five 
areas across the target habitat, the Tropical Humid Broadleaf Forests, in the Amazon 
region. Planet Imagery (March-Oct 2019) and Open Street Maps are used as base maps. 
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Figure 6.16 Spatial distribution of medium to small post-loss LC trajectories over five 
areas across the target habitat, the Tropical Humid Broadleaf Forests, in the Amazon 
region. Planet Imagery (March-Oct 2019) and Open Street Maps are used as base maps.  
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6.6.2 Explanatory 
All auxiliary datasets described in Section 6.4.1.2 except proximity to Barren were 
explored in order to understand their relationship amongst post-loss LC change 
trajectories characterised in Section 6.6.1. The exclusion of the proximity to 
Barren was due to its odd spatial distribution even after removing salt and pepper 
pixels (see Figure 6.5). Figure 6.17 provides a series of boxplots indicating the 
values of the auxiliary layers by post-loss LC trajectory. The layers are grouped 
as internal or external. The former group refers to proximity-based layers 
generated from the 2019 LC map, which was also used to derive the observed 
post-loss LC trajectories. The external group indicates those layers which are 
independent of the generation of the post-loss LC data. Only post-loss LC 
sequences between the 5th and the 95th percentile per variable were retained. 
This procedure allows the discarding of extreme values affecting interpretation 
and posterior analysis. As a result, 783,315 out of the original post-loss LC 
sequences (N=802,975) were retained. The percentage of observations retained 
by post-loss LC change trajectory were 72.3% (Water Persistent), 97.9% (Open 
Forest Persistent), 92.4% (Dense Forest Persistent), 99.2% (Open Forest-
Farmland), 99.1% (Farmland Persistent) and 99.2% (Farmland-Open Forest). 
After the above pre-processing, some notable patterns can be observed in the 
boxplots amongst the auxiliary layers and post-loss LC change trajectories. In the 
internal variables, as expected, the trajectory of Water Persistent is closer to 
Water bodies. This trajectory also has considerably higher median values, shown 
by the line that divides the box into two parts, than the remaining trajectories in 
the layer of proximity to Open Forest. The trajectories related to the presence of 
Farmland (Open Forest-Farmland, Farmland-Open Forest and Farmland 
Persistent) are further distanced from Dense Forests than from Water Persistent, 
Open Forest Persistent and Dense Forest Persistent trajectories. For the external 
layers, the Water Persistent trajectory is slightly differentiated from other 
trajectories in four (elevation, slope, precipitation and proximity to exploitation 
PAS) out of six variables. Apart from this difference, there are no remarkable 
patterns amongst trajectories not linked to Water.  The median values and 
interquartile range (IQR) of the internal and external variables according to the 
post-loss LC change trajectories are further detailed in Appendix VIII.   
195 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
 
Figure 6.17 Boxplots indicating the values of internal and external auxiliary layers 
according to six post-loss LC trajectories distributed across the Humid Forest Habitat in 
the Amazon. For visualisation purposes, the values of all variables are normalised and 
scale between 0 and 1 using global feature min/max normalisation. 
To statistically determine differences in the distribution of each variable amongst 
the post-loss LC change trajectories, the Kruskal-Wallis (for multiple 
comparisons) or Wilcoxon-Mann–Whitney U (for single comparison) tests were 
used. These tests were chosen after assessing the main assumptions on the 
properties of each variable. This assessment indicated all variables were not 
normally distributed and had outliers. Consequently, both non-parametric 
(distribution free) tests were the most suitable to conduct the statistical analysis. 
The Kruskal-Wallis reveals significant differences (p<0.0001) for all variables (see 
Table 6.6). The post-hoc test using Wilcoxon-Mann–Whitney U with the 
Bonferroni correction indicated all pair-wise group comparisons for all set of 
variables were significantly different (p<0.05 to p<0.0001) except two, the 
comparison of Water Persistent vs Farmland-Open Forests for the variable of 
proximity to Farmland and Water Persistent vs Open Forests Persistent for the 
variable of proximity to conservation PAs (see Table 6.7 and Table 6.8). 
  
196 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
Table 6.6 Kruskal-Wallis test conducted to compare differences in distribution of internal 







Proximity to Water Internal 8369 5 **** 
Proximity to Urban/Built-up Internal 26229 5 **** 
Proximity to Dense Forests Internal 116190 5 **** 
Proximity to Open Forests Internal 143339 5 **** 
Proximity to Farmland Internal 211091 5 **** 
Inaccessibility External 3296 5 **** 
Elevation External 47360 5 **** 
Slope External 30153 5 **** 
Precipitation External 9850 5 **** 
Proximity to conservation 
PAs 
External 1806 5 **** 
roximity to exploitation 
PAs 
External 2788 5 **** 
 
Table 6.7 Post-hoc comparison of internal variables between the post-loss LC trajectories 
groups according Mann–Whitney U test. Each post-loss LC change group is represented 
as an acronym as detailed in the table footer. Non-significant (ns) p-values are highlighted 
in bold. Levels of statistical significance are denoted as * p<0.05; ** p<0.01; *** p<0.001; 
**** p<0.0001. 
Pair-wise      
Post-loss LC 
comparison 
Internal variable and stats 
Prox. to        





Prox. to          
Dense Forests            
Prox. to       
Open Forests  
Prox. to 
















WP vs OFP -599 **** -597 **** -595 **** -589 **** -595 **** 
WP vs DFP -246 **** -242 **** -231 **** -224 **** -235 **** 
WP vs OF-F -165 **** -161 **** -158 **** -131 **** -137 **** 
WP vs FP -357 **** -356 **** -354 **** -342 **** -343 **** 
WP vs F-OP -135 **** -131 **** -123 **** -93 **** -113 ns 
OFP vs DFP -491 **** -481 **** -435 **** -550 **** -467 **** 
OFP vs OF-F -545 **** -550 **** -573 **** -569 **** -491 **** 
OFP vs FP -445 **** -488 **** -541 **** -556 **** -240 **** 
OFP vs F-OP -564 **** -566 **** -574 **** -562 **** -548 **** 
DFP vs OF-F -171 **** -188 **** -248 **** -158 **** -100 **** 
DFP vs FP -251 **** -296 **** -367 **** -256 **** -130 **** 
DFP vs F-OP -187 **** -197 **** -233 **** -148 **** -172 **** 
OF-F vs FP -281 **** -293 **** -282 **** -299 **** -271 **** 
OF-F vs F-OP -112 **** -106 ** -97 **** -78 **** -154 **** 
FP vs F-OP -302 **** -288 **** -290 **** -267 **** -341 **** 
Water Persistent (WP); Open Forest Persistent (OFP); Dense Forest Persistent (DFP); Open Forest-Farmland 
(OF-F); Farmland Persistent (FP); Farmland-Open Forest (F-OF). 
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Table 6.8 Post-hoc comparison of external variables between the post-loss LC 
trajectories groups according Mann–Whitney U test. Each post-loss LC change group is 
represented as an acronym as detailed in the table footer. Non-significant (ns) p-values 
are highlighted in bold. Levels of statistical significance are denoted as * p<0.05; ** p<0.01; 
*** p<0.001; **** p<0.0001. 
Pair-wise      
Post-loss LC 
comparison 
External variable and stats   
Inaccess.  Elevation  Slope  Precip.    Prox. to              





















WP vs OFP -593 **** -596 **** -597 **** -596 **** -594 ns -592 **** 
WP vs DFP -231 **** -239 **** -239 **** -239 **** -233 **** -227 **** 
WP vs OF-F -142 **** -157 **** -154 **** -154 **** -146 **** -138 **** 
WP vs FP -346 **** -354 **** -351 **** -352 **** -349 ** -344 **** 
WP vs F-OP -110 **** -126 **** -123 **** -122 **** -117 **** -104 **** 
OFP vs DFP -477 **** -496 **** -467 **** -480 **** -483 **** -476 **** 
OFP vs OF-F -532 **** -558 **** -524 **** -531 **** -538 **** -537 **** 
OFP vs FP -418 **** -520 **** -357 **** -391 **** -437 **** -419 **** 
OFP vs F-OP -564 **** -570 **** -554 **** -552 **** -565 **** -558 **** 
DFP vs OF-F -162 **** -185 **** -159 **** -159 **** -167 *** -172 **** 
DFP vs FP -249 **** -291 **** -221 **** -231 **** -256 **** -255 **** 
DFP vs F-OP -195 **** -191 **** -184 **** -173 **** -193 **** -186 **** 
OF-F vs FP -290 **** -294 **** -275 **** -282 **** -289 **** -284 **** 
OF-F vs F-OP -128 **** -103 **** -119 **** -107 * -122 **** -110 **** 
FP vs F-OP -309 **** -285 **** -312 **** -298 **** -306 **** -299 **** 
Water Persistent (WP); Open Forest Persistent (OFP); Dense Forest Persistent (DFP); Open Forest-Farmland 
(OF-F); Farmland Persistent (FP); Farmland-Open Forest (F-OF). 
Complementary to the exploration and statistical analysis of the variables, the 
Recursive Feature Elimination (RFE) approach allowed for i) identifying the most 
important external and internal auxiliary features and ii) determining the benefit 
of adding additional features. For the first outcome, Table 6.9 reports the 
features ordered by rank and base learner. The proximity to Water derived from 
the 2019 LC map was consistently the most informative auxiliary variable. This 
feature was retained in all 30 resamples in both MLR and RF models. In terms of 
the two types of variables, the internal group are the most influential however their 
order vary according to the base learner model. Amongst the external variables, 
Elevation and proximity to exploitation PAs appear as relevant for distinguishing 
the trajectories. In contrast, Slope was removed at the first iteration in both RF 
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and MRF which means it is not a relevant predictor according to interpretation 
described in Section 6.6.2. 
Table 6.9 Ranks of the auxiliary variables as determined by recursive feature elimination 
(RFE) using multinomial logistic regression and random forest as base learners. Mean 
feature rank and standard deviation (sd) are reported based on 30 resamples of the post-
loss LC dataset. The type of variable, internal or external are also reported in the last 
column. The ranks are based on twelve increasing levels starting from 1 to 11 by 1. For 
interpretation, features with major importance are ranked close to 1, whereas less relevant 
features are ranked close to 11. 
(a) Multinomial logistic regression  
 
(b) Random Forest 
 
Feature Mean sd Type 
Proximity to Water 1.0 0.0 Internal 
Proximity to Dense Forests 2.1 0.3 Internal 
Proximity to Urban/Built-up 2.9 0.3 Internal 
Proximity to Farmland 4.5 0.5 Internal 
Proximity to exploitation PAs 4.5 0.5 External 
Elevation 6.2 0.5 External 
Proximity to Open Forests 7.7 0.9 Internal 
Inaccessibility 8.0 1.1 External 
Proximity to conservation PAs 8.2 1.0 External 
Slope 10.3 0.6 External 
Precipitation 10.6 0.6 External 
Feature Mean sd Type 
Proximity to Water 1.00 0.00 Internal 
Proximity to Farmland 2.00 0.00 Internal 
Proximity to Open Forests 3.00 0.00 Internal 
Proximity to Urban/Built-up 4.13 0.35 Internal 
Elevation 5.60 0.68 External 
Proximity to Dense Forests 6.03 1.54 Internal 
Proximity to exploitation PAs 6.53 0.63 External 
Precipitation 8.23 0.63 External 
Proximity to conservation PAs 8.47 0.63 External 
Inaccessibility 10.00 0.00 External 
Slope 11.00 0.00 External 
199 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
In the second outcome, there is strong evidence of the existence of 
complementary information amongst the features, as models’ performance 
changed by the sequential removal of features (see Figure 6.18). The RF model 
achieved in general, higher values of overall accuracy (OA) in comparison with the 
MRF model indicating a better prediction capability for identifying the six types of 
post-loss LC trajectories. In the RF model, OA values reach a plateau after eight 
features with a slight decrease at 11 features. In the MLR model, OA values 
gradually decreased after 3 features. This can be explained as the MLR model is 
highly affected by collinearity which potentially, might be present with increases 
in the number of variables. In contrast, the RF model seems to be more robust as 
superior values were obtained with the addition of more features. 
 
 
Figure 6.18 Performance profile of multinomial logistic regression (MLR) and random 
forest (RF) based on auxiliary features to predict post-loss LC trajectories as a function 
of the number of features used. Mean performance and standard deviation are shown 
based on 30 resamples of the data. 
Under the assumption that the Water persistent trajectory can be attributed to 
natural causes, the observations under this typology were excluded in a second 
run of the RFE algorithm. This allows a focus on determining the most important 
factors of post-loss LC change trajectories induced by human activities. As RFE 
using the RF model provides better prediction capability than the RFE-MLR, the 
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analysis was solely run with the former model using 30 resamples and twelve 
increasing levels of features. Table 6.10 summarises the ranks of the variables. It 
appears internal variables remain important however the proximity to Water is no 
longer a critical factor. The proximity to Farmland, proximity to Urban/Built-up and 
proximity to exploitation PAs are ranked as the top three most important 
variables. Additionally, it is confirmed that slope is not a key factor determining 
the post-loss LC change trajectories. 
Table 6.10 Ranks of auxiliary variables as determined by RFE using random forest from 
post-loss LC data excluding observations of the Water persistent trajectory. Mean feature 
rank and standard deviation (sd) are reported based on 30 resamples. The ranks are 
based on twelve increasing levels starting from 1 to 11 by 1. For interpretation, features 
with major importance are ranked close to 1, whereas less relevant features are ranked 
close to 11. 
 
Regarding the influence of the number of features, a similar pattern to the first run 
with the Water trajectory displaying a slight decrease of accuracy at 10 features 
was observed (see Figure 6.19). Higher accuracy values than the RF model 
including Water persistent can be attributed to more observations for each 
training iteration i.e. resample. 
Feature Mean sd Type 
Proximity to Farmland 1.1 0.5 Internal 
Proximity to Urban/Built-up 1.9 0.3 Internal 
Proximity to Exploitation PAs 2.9 0.3 Internal 
Elevation 5.3 0.9 Internal 
Proximity to Water 5.7 1.9 External 
Proximity to Dense Forests 6.0 0.0q External 
Proximity to Conservation PAs 6.0 2.1 Internal 
Proximity to Open Forests 7.0 0.0 External 
Inaccessibility 9.0 0.3 External 
Precipitation 9.9 0.3 External 
Slope 11.0 0.0 External 
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Figure 6.19 Performance profile of random forest (RF) based on auxiliary features to 
predict post-loss LC trajectories, excluding Water persistent, as a function of the number 
of features used. Mean and standard deviation are based on 30 resamples of the data. 
6.7 Discussion and conclusions 
Application of sequence analysis (SA) and other data-driven techniques to long-
term (>2 years) post-loss LC change data extracted over a large area, such as 
the Amazon humid forest, yielded novel insights into the study of LC/LU dynamics 
following deforestation. For instance, it was found that a minimum period of 12 
years after forest loss is needed in order to reasonably characterise different 
typologies of post-loss LC change trajectories. Combining SA with cluster 
analysis allowed for grouping post-loss LC sequences with similar features (in this 
case, based on transition rates). Both exploratory and explanatory stages guided 
the outcomes of this work. 
With the first stage, distinct typologies of post-loss LC change trajectories were 
defined and characterised. As a result, six distinct typologies were derived 
according to SA analysis of 12-years of LC data over deforested areas delineated 
by a well-established deforested product (Terra-i). Distinct from earlier studies 
mapping immediate (1-2 years) and long-term (>2 years) post-loss LC change as 
indicated in the literature review (see Section 2.3.2), the study of the 
chronological LC sequences using SA offers a wider comprehensive picture of 
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the pathways of forest change. This is particularly the case over a large and highly 
dynamic area such as the Amazon region.  
The finding of different trajectories implies estimates of carbon emissions and 
uptake should go beyond traditional assumptions of a full recovery or complete 
conversion to non-forest after disturbance. This is in agreement with Tang et al. 
(2020) who claim the benefits of injecting complex post-loss LC dynamics into a 
spatially explicit carbon bookkeeping model. Moreover, the characterisation of 
typologies of post-loss LC change trajectories is complementary to previous work 
describing deforestation spatial patterns over a similar geographical extent 
(Coca-Castro, 2015) as well as smaller extents in the Brazilian Amazon (de Filho 
and Metzger, 2006; Saito et al., 2012). From total post-loss LC sequences (N= 
802,975), some 81% is dominated by two typologies, Open Forest Persistent 
(60%) and Farmland Persistent (21.4%). The former typology represents the 
conversion from Dense Forests to Open Forests. According to the definitions of 
the LC types defined in Table 6.4, this conversion means tree cover changed from 
>60% to 10-60%. A visual inspection of the post-loss LC change trajectories 
reveals most of the deforested areas with the Open Forest Persistent trajectory 
coincide with three typologies of deforestation spatial patterns named as diffuse 
extensive, diffuse intensive and multidirectional (see Table 6.11). These typologies 
are mainly characterised by small to medium scale clearings, the former being 
mostly dominant in the non-Brazilian Amazonian countries (Kalamandeen et al., 
2018). In contrast, a geometric pattern is associated with the Farmland Persistent 
trajectory. In this trajectory, Dense Forests are converted to areas dominated by 
herbaceous annuals (<2-m) with at least 60% cultivated. In terms of carbon 
emission, both dominant pathways can have different implications. Carbon uptake 
from the remaining tree cover in areas with the Open Forest Persistent trajectory 
can compensate for carbon emissions produced by the clearings. This balance is 
less likely to be probable in Farmland Persistent areas which are dominated by 
herbaceous annuals (<2-m). 
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Table 6.11 Description of four deforestation spatial pattern typologies over a grid size of 
15 km x 15 km found in the Amazon Humid Forest according to a non-forest/forest map 
derived from 2004-2013 aggregated Terra-i data. Adapted from Coca-Castro (2015). 
Pattern 
Visualisation  
 Description  
Land-use agents 
associated / Spatial 







agriculture / Dispersed or 





Small to medium 
scale (irregular or 
geometric) 
clearings 
Roadside or riverside 
colonization by 
spontaneous migrants / 
Clustered distribution / Low 






Modern and industrial 
sector activities / Clustered 












schemes (mostly in the 
Brazilian Amazon) / 
Clustered and/or scatter 
distribution / High 
accessibility 
 
Next to these dominant post-loss LC change trajectories, Dense Forest 
Persistent represents 10% of observed post-loss LC sequences. Whilst this 
trajectory can be associated with tree-like vegetation regrowth, a visual 
inspection indicates that some areas are related to the establishment of tree 
plantations e.g. oil palm rather than natural regrowth. The separation of both types 
is critical as each land use has different implications in carbon emissions and 
biodiversity (Fagan et al., 2015). In terms of spatial patterns, irregularly shaped 
clearings are more likely to be related to forest regrowth so this feature could be 
useful in separating it from tree plantations. This separation could contribute to 
studies focused on the forest transition curve as defined in Section 2.2.2.  
Compare to the current literature on post-deforestation land use in the Amazon, 
the Open Forest-Farmland and Farmland-Open Forest, which share 2.8% and 
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4.3% of the total number of post-loss LC sequences respectively, support the 
relevance to study and monitor the complexity of the post-deforestation 
dynamics. According to the literature related to the approximation to the causes 
of pantropical forest change (see Section 2.2.3), scholars suggest, in general, 
LC/LU conversions/transitions following deforestation do not follow a fixed 
pattern (van Vliet et al., 2012). This non-fixed pattern is true in a large and socio-
environmental heterogenous area as the Amazon. For instance, Tang et al. (2020) 
used 16 years of Landsat imagery to identify post-deforestation land cover 
dynamics in the Colombian Amazon. The authors claimed as a common land 
conversion the sequence of primary forest (5 years) followed by secondary forest 
(6 years) and then pasture/cropland (remaining years). The identification of this 
particular pattern motivated the authors to propose a spatially-explicit carbon 
bookkeeping model with a more accurate approximation to the carbon emissions 
and uptake than traditional models assuming a full recovery or complete 
conversion to non-forest after disturbance. Land abandonment in the Brazilian 
Amazon region, where most of the Farmland-Open Forest post-loss LC pattern 
were distributed, has been attributed to a range of factors reduced crop 
productivity, lack of financial incentives, migration patterns, non-traditional land 
uses and market fluctuations (Perz and Skole, 2003). Moreover, it has been 
suggested the land-use practices prior forest regeneration have a determinant 
influence on the vegetation regenerating following land abandonment in the 
Amazon (Chazdon et al., 2007).  
For the areas with the Open Forest-Farmland post-loss LC pattern, it might be 
caused by land use activities such as soil preparation for suitability for agricultural 
or pasture production (Galford et al., 2010). In addition, according to their 
proximity to intersecting areas between Open Forest Persistent and Farmland 
Persistent, some of these areas might relate to forest edges. A recent study by 
Brinck et al. (2017) indicated edge-related carbon emission accounts for 31% of 
current estimated annual carbon emissions from the pantropical forest. 
Therefore, the characterisation of post-disturbance LC/LU change trajectories in 
edge-forest areas is relevant for improving baselines for emission limitations 
schemes e.g. REDD+ (Numata et al., 2011), because, for example, transitions from 
forest to permanent cropland have much greater emissions than transitions from 
forest back to forest regeneration. The minor post-loss LC trajectory, the Water 
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Persistent (0,5%), is the result of natural processes such as meandering rivers. 
This is inferred due to the location of this trajectory at the Western Amazon where 
hydrologically dynamic wetlands have been characterised (Reis et al., 2019). 
Whilst the interactions of trajectories of post-loss LC change with carbon 
dynamics were described previously, many other ecosystem services to which 
these are also relevant including pollination, pest control, water quality, quantity 
and regulation. For instance, Gutierrez-Arellano and Mulligan (2018) indicated that 
some key regulation services provided by fauna, so-called faunal ecosystem 
services, can be negatively impacted globally by the transformation of 
forests/woodlands to agricultural land (or agriculturisation). However, 
agriculturisation can present diverse dynamics in forest-agriculture frontiers and 
consequently impacts in such services. For example, slash and burn, a low-
intensive agriculture, continuously create areas of successional growth which 
might sustain pollinisation services (Laso Bayas et al., 2017), whereas intensive 
monoculture agriculture do not due to increased habitat isolation, and reduction 
of floral resources and nesting areas in remnant habitats (Kennedy et al., 2013). It 
is expected that further information of post-loss LC/LU dynamics assists scholars 
in providing greater accuracy in estimates of the impacts of different trajectories 
like agriculturisation on pollinisation and other key ecosystem services. 
At the second stage of this work, the statistical difference and influence of 11 
spatial layers representing inaccessibility, biophysical and policy factors were 
examined over the observed typologies of post-loss LC change trajectories. 
These layers, grouped as internal and external, were described and analysed 
under statistical- and machine learning-based approaches. According to the 
statistical analysis, the Kruskal-Wallis test showed the differences in the 
distribution in each variable, internal or external, by post-loss LC group are 
statistically significant (p<0.00001). These differences were assessed in more 
detail by the post-hoc tests of Mann–Whitney U which indicated only two out 30 
per 165 pair-wise group comparisons were not significant (p>0.05). This outcome 
reinforces the groups are mostly distinguishable according to the set of 11 
variables analysed. To determine to what extent these variables are useful to 
classify the observed types of post-loss LC change trajectories, the machine 
learning-based algorithm of Recursive Feature Elimination (RFE) was 
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implemented. This approach, which was found to be optimal, using Random 
Forest as reported by previous studies (Jeune et al., 2018), allowed determining 
internal variables contributed more consistently than external variables to 
distinguish the observed post-loss LC change typologies. The exercises 
excluding the minor trajectory, Water Persistent, show proximity to Farmland, 
Urban/Built-up and Water as being the three most important internal variables 
determining non-water related post-loss LC sequences. As expected, when 
observations of the Water Persistent trajectory are included, proximity to Water 
ranks as more important than proximity to Farmland and proximity to Urban/Built-
up. From the external variables, only proximity to exploitation PAs and elevation 
seem to be relevant to the observed typologies. Whilst the exploitation PAs refer 
to areas with sustainable use, a recent study in the Brazilian Amazon suggests 
such areas have not avoided deforestation (Jusys, 2018). Therefore, the 
characterisation of post-loss LC change trajectories as provided in this work are 
fundamental to a better understanding of potential land uses proximate to these 
areas. Regarding elevation, the Farmland related trajectories tend to be clustered 
in areas with higher elevation, as in the Eastern Amazon, than Open Forest 
Persistent, Dense Forest Persistent and Water Persistent typologies, most of 
them located in lowlands in the Western Amazon. Higher values of elevation and 
slope have been seen as a constraint factor in deforestation studies (Busch and 
Ferretti-Gallon, 2017), however in this study only elevation was relevant to the 
observed post-loss LC trajectories.  
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7 Conclusions and future work 
This chapter presents the concluding remarks of this thesis. Section 7.1 briefly 
states the rationale, research aim and contributions. This is followed by Section  
7.2 synthesizing results, limitations and future work of Chapters 2-6 in addressing 
five research objectives. Section 7.3 concludes with reflections on how the 
research questions were addressed and the implications of the findings for 
understanding post-loss LC/LU change trajectories and impacts on ecosystem 
services in the pantropics. 
7.1 Review of purpose and contributions 
Forests play a substantial role in biodiversity protection, climate regulation and 
human livelihoods. Despite efforts in measuring and modelling forest cover and 
forest change, few advances exist in the study of LC/LU dynamics following 
deforestation (so called post-loss LC/LU change). Existing baselines for the 
calculation of global/regional carbon fluxes are primarily based on the immediate 
(1 or 2 years) post-loss LC/LU change. Therefore, these fluxes are based on 
simplistic assumptions such as a full recovery or complete conversion to non-
forest after disturbance. Same naive assumptions lead to biased conclusions of 
the impact of forest loss in biodiversity and ecosystem services. The current 
plethora of multi-source datasets with considerable records (more than 10 years) 
and new methods to analyse them now makes it feasible to study complex long-
term LC/LU dynamics over deforested areas. The study of such dynamics poses 
new opportunities and challenges for the development of theory and application 
of these methods to land system research. 
This thesis was developed from previous work related to field validation of Terra-
i’s deforestation alerts in the Peruvian Amazon (Coca-Castro et al., 2014) and 
mapping of spatial patterns of deforestation across the Amazon humid forest 
(Coca-Castro, 2015). Both early investigations were valuable as they indicated a 
need for further contribution to the study of complex LC/LU dynamics in post-
disturbed areas. To address this need, this thesis aimed to develop models for 
mapping and analysing long-term trajectories of post-loss land cover and land-
use change pantropically, based on time series analysis of earth observation (EO) 
and contextual data, for use in environmental and agricultural studies. This aim 
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was addressed by five research objectives set in Chapter 1. In summary, the main 
contributions involve: 
1) Deployment of an end-to-end deep learning architecture capable of 
ingesting and processing large volumes of high frequency multispectral time 
series for generating rapid annual LC predictions suited to large-area study 
of post-loss LC change trajectories. 
2) Understanding and explaining the patterns observed in long-term LC 
dynamics following deforestation with a novel set of techniques for mining 
chronological information.  
7.2 Summary of findings, limitations and future work 
This thesis consisted of five objectives, one related to a state-of-the-art review 
and the others being empirical. The preliminary results of some of these 
objectives were socialised in multiple academic events as described in Appendix 
IX. The main findings, conclusions and future work by objective are described 
below. The section ends with a reflection of how errors and uncertainties may 
have propagated through the analysis chain. 
7.2.1 State-of-art review in the study of post-loss LC/LU change 
The first objective aims to explore existing knowledge and identify gaps regarding 
post-loss LC/LU change modelling and monitoring for tropical areas. This 
objective was fulfilled in Chapter 2 by a state-of-art review of theoretical, 
methodological and policy considerations in forest change research. This review 
allowed identification of a rich body of theory and definitions pertinent to the study 
of post-loss LC/LU. For instance, the definitions of forest, land cover and land use 
(see Section 2.2.1), which are ambiguously used in theory building and 
methodological developments, were key to the delineation of areas of interest and 
dynamics targeted in this thesis. In this regard, Terra-i’s detections, which were 
used as reference for deforested areas, include abrupt disturbances in non-forest 
land surfaces (e.g. burning pasture, changes in tree plantations, among others). 
For the purpose of this thesis, only detections representing forest loss, defined 
as the replacement of pristine and/or secondary tree cover by anthropogenic land 
uses (e.g. farmlands, mining and/or human settlements) or by natural events (e.g. 
flooding, wildfires), were analysed. The distinction between land cover and land 
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use was also relevant for the purpose of indicating only post-loss LC/LU dynamics 
which are able to be measured in Chapter 2, whereas, due to limitations in the 
availability of LU data at large scale, the remaining chapters are limited to the 
analysis of post-loss LC change trajectories. 
The revision of existing methodological advances in Section 2.3.2 confirmed the 
lack of post-loss LC/LU research. Whilst records of pantropical forest change 
start from 2000 with different temporal resolutions, the study of post-loss LC/LU 
change has a limited temporal scope and is predominantly restricted to the 
immediate change (1-2 years). Only few methodological advances exist in 
mapping long-term (>2 years) post-loss LC/LU change at annual (Fagua and 
Ramsey, 2019; MapBiomas Project, 2019) or biennial (Almeida et al., 2016; Arévalo 
et al., 2019) time steps. For future work, it is suggested a conduction of a 
systematic review focused on long-term post-loss LC/LU change at multiple 
scales from local to global would be valuable. The increased interest in multi-
temporal analysis of LC data fostered by historical records of satellite images, 
see for example the GLanCE project (Tarrio et al., 2019), is likely to lead to a 
greater volume of publications on post-loss LC/LU change trajectories during this 
decade. 
7.2.2 Post-loss LC/LU change trajectories at local scale 
Chapter 3 accomplishes objective 2: “To conduct an exploratory analysis over 
deforested sites with high-levels of LC/LU information from in-situ observations 
to multi-temporal satellite data”. The inspection of this information over some 120 
sites detected as disturbed between 2011 and 2015 by the Terra-i system 
provided different insights into the study of post-loss LC/LU change. Firstly, it was 
found that change detections captured by the Terra-i system have limitations 
regarding the size of disturbance i.e. changes below 30% of the MODIS pixel are 
hardly detectable, and time-shift e.g. early or late detections (see section 3.5.1). 
The identification of these limitations, which are also reported in Tang et al. (2019), 
was fundamental for conducting and interpreting posterior analyses at large 
scale. Secondly, the visual interpretation of high to very-high satellite data allowed 
the identification of both LC and LU dynamics over the target deforested areas. 
In terms of LC, it was found Tree cover is gradually reduced prior to forest loss 
related to increases in Cultivated and managed and Mosaic of cultivated and 
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managed/natural vegetation. Regarding LU, contrasting dynamics were observed 
according to the immediate LU type following deforestation. Those forested areas 
converted to cropland maintained this class for more than 2 years, whereas areas 
with immediate conversion to grassland were less persistent over time with non-
grassland LU types following deforestation. Thirdly, the dynamics observed within 
the 500-m buffer areas (also denoted as landscapes), indicate LC/LU change in 
deforested areas can be described in larger mapping units than pixels. This is in 
agreement with landscape approaches as described in Bourgoin et al. (2020) who 
mapped 45 years of fragmentation trajectories in a district in Vietnam. In addition 
to LC/LU dynamics, the study of fire activity offers a complementary perspective 
of landscape change over deforested areas. For instance, a high number of active 
fires were observed over 500-m buffer areas with >50% forest/natural vegetation 
and mosaics.   
Whilst the above findings aided in providing a general picture of the complexity in 
the study of post-loss LC/LU change, the time-consuming nature and small-area 
coverage of the methods and tools used in this objective are not feasible for large-
area analysis. For future work, it is recommended that further exploration of the 
sample interpretation e.g. GeoWiki, Collect Earth, LACO-Wiki, is conducted, as 
they are in constant improvement. For instance, GeoWiki’s recent campaign 
‘Human Impact on Forests’ could be extended to analyse not only the immediate 
LC/LU following forest disturbance but also long-term changes. 
7.2.3 Pre-existing global LC classifications and high frequency 
multispectral time series suited to large-area study of post-loss LC 
change 
The existing work in the study of post-loss LC/LU change trajectories at large 
scale is based on LC/LU data generated at annual or biennial time steps. These 
data and related nomenclature i.e. classes are generally customised according to 
the spatial unit of analysis (see Section 2.3.2). For this thesis, the unit was defined 
by the nominal spatial resolution of Terra-i’s deforested areas (250-m). Building 
upon initial results of an early investigation assessing a deep learning (DL) 
architecture called Multitemporal Land Cover Classification (MTLCC) network for 
large-area annual LC predictions across the Brazilian Amazon (Coca-Castro et 
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al., 2019), the third objective of this thesis aimed to “assess pre-existing global LC 
classifications and high frequency multispectral time series suited to large-area 
study of post-loss LC change trajectories”. In this regard, Chapter 4 introduced 
the MTLCC network and related notions in DL for remote sensing classification. 
This was followed by an assessment of its effectiveness according to nine LC 
classification schemes (also referred to as labelled datasets) derived from pre-
existing global LC products. Some of these classification schemes, denoted as 
hybrid datasets, were proposed under the assumption they lead to greater 
accuracy by exploiting spatial, temporal and nomenclature attributes from the 
original LC products. The effectiveness of the trained MTLCC network models 
using original and hybrid datasets was assessed according to a two-stage 
procedure particularly focused in their suitability to the study of post-loss LC 
change. 
The assessment confirmed that the MTLCC network is efficient enough to handle 
large volumes of multispectral time series with minimal pre-processing. However, 
this capability is influenced by characteristics of the labelled dataset (size, number 
of classes, labels noise). Overall, the models trained using hybrid datasets yielded 
better performance than those using the original pre-existing LC products. In 
particular, M11* hybrid dataset derived from temporal attributes (multitemporal) of 
2001-2015 MODIS FAO-LCCS2 layer achieved lower total disagreement values 
in comparison to C9* hybrid dataset created using spatial attributes i.e. subpixel 
information from 2015 CGLS-LC100 dataset (see Section 4.6). This can be 
explained as the number of misclassified pixels is considerably reduced by 
exploiting the temporal attributes as reported in previous work (Zhang and Roy, 
2017; Huang et al., 2015). In contrast, the spatial attributes of the single-time step 
CGLS-LC100 map to derive C9* are less effective to reduce this noise. This 
suggested the hybrid dataset generated from the multi-temporal MODIS-FAO-
LCCS2 layer provides the best suited labelled dataset to train the MTLCC 
network. Furthermore, the trained model with this dataset provided consistent 
predictions aimed at the study of long-term post-loss LC change as reinforced in 
the cross-year comparison against the regionally tuned Mapbiomas Amazonia.  
The analysis covered in this objective provided some interesting results of the 
impacts of multiple classification schemes on the MTLCC network. For future 
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work, it is recommended to follow-up new versions of the CGLS-LC100 FAO-
LCCS dataset as the hybrid dataset, C9* yielded also reasonable results. 
According to the providers of this dataset, annual updates of this product will be 
provided at a global scale as it was released and validated to Africa (Tsendbazar 
et al., 2017). Consequently, the semantic-spatial rules for producing C9* could be 
complemented in the near future with temporal attributes, as was successfully 
done with MODIS Land Cover Type products. 
7.2.4 Calibration and deployment of the proposed data analytics technique 
method for the study of post-loss LC change 
Chapter 5 fulfilled objective 4: “To calibrate and implement the proposed data 
analytics technique for generating 19-years of LC information using the best 
suited satellite and labelled data across a large area in the tropics”. The MTLCC 
network was calibrated according to four main hyper-parameters (batch size, 
number of hidden states, learning rate and optimiser type) and compared against 
conventional shallow machine learning algorithms in remote sensing 
classification, Random Forest (RF) and Support Vector Machine (SVM). Both 
algorithms were also calibrated in order to yield their maximum potential 
according to the input training data. Following the outcomes of Chapter 4, the 
best hyper-parameter configurations of the MTLCC, RF and SVM models were 
obtained by using LC reference data derived from 2001-2015 MODIS FAO-
LCCS2 layer and 2001, 2002 and 2003 MODIS satellite observations (see 
Section 5.5.1). 
Overall, the calibrated MTLCC network achieved the highest classification 
accuracy compared with the shallow learners. The analysis of F1-score per-class 
indicates that there is substantial gain in accuracy for six out of eight target-LC 
classes (see Section 5.5.2). A visual inspection of the predictions indicated the 
MTLCC network provides in general, the closest match to the reference data 
observations including over noisy, i.e. cloudy, areas (see Section 5.5.3). This 
capability to discard noise is important in pantropical areas with high percentage 
of cloud cover such as the Chocó-Darien Global Ecoregion (Fagua and Ramsey, 
2019). 
213 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
The work in Chapter 5 is not free of limitations. It was observed that RF followed 
by SVM requires less computation time for training than the MTLCC network. In 
terms of inference, the difference between the classifiers is notably reduced. 
Ideally, future work should compare the performance of the proposed method 
against other classifiers on similar datasets, reporting the time for training and 
inference as well as disk usage as proposed by Garnot et al. (2019b) and Pelletier 
et al. (2019). Furthermore, the role played by other additional input features in the 
MTLCC network (i.e. vegetation indexes, slope, terrain) needs some further 
investigation as preliminary work demonstrated some influence in the output 
(Coca-Castro et al., 2019). In terms of classifiers, the MTLCC network needs 
further comparison with other established end-to-end trainable architectures 
capable of handling the temporal dimension, and where possible the spatial 
dimension of satellite image time series. Amongst these architectures, it would be 
interesting to compare the performance against emerging deep neural networks 
suited to satellite image time series analysis such as self-attention models as 
proposed by Brandt (2019), Garnot et al. (2019b), and Rußwurm and Körner 
(2019). These particular networks seem to be faster and more parsimonious in 
memory than the MTLCC network. Finally, the use of cloud-computing should be 
explored further as it facilitated running the large-scale experiments of this thesis. 
In this regard, thanks to a research grant awarded by the Microsoft AI for Earth 
programme, £5500 in cloud credits will be used to explore future work suggested 
in this thesis. 
7.2.5 Understanding the spatial and temporal patterns of the observed 
post-loss LC change trajectories 
After the deployment of the MTLCC network, 19-years of LC data were 
successfully generated across the Amazon. Chapter 6 aimed at the discovery of 
patterns in such records through the analysis of long-term post-loss LC change. 
In this regard objective 5: “To understand the spatial and temporal patterns of 
observed post-loss LC change trajectories” was addressed in this chapter 
through characterising and mapping typologies of post-loss LC change 
trajectories using the sequence analysis (SA) approach.  
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Thanks to the integration of SA and other data-driven techniques e.g. clustering, 
it was possible to determine the optimal period to identify distinct typologies or 
pathways of post-loss LC change. As a result, 12 years of annual LC data was 
identified as the optimal period for a large area such as the Amazon humid forest. 
For this period and geographical extent, some 81% of the observed post-loss LC 
sequences (N=802,975) have two marked pathways from Dense Forests defined 
as tree cover >60% to i) partial conversion (60%) with tree cover between 10-
60% and ii) complete removal of tree cover (21%). Interestingly, two additional 
pathways sharing 7.1% shows alternation between partial and complete removal. 
The distinction of such typologies and others described in Section 6.6.1 
demonstrated the complexity of LC dynamics in post-disturbed areas. This 
complexity is therefore relevant in on-going efforts of the estimation of carbon 
emission and impacts of deforestation in biodiversity and ecosystem services in 
the pantropics. To provide better estimates of carbon fluxes in observed post-
loss LC change trajectories is recommended to follow guidelines of previous 
research quantifying biomass change and land cover change processes, see for 
example McNicol et al. (2018) and De Sy et al. (2019). The results derived from SA 
did not provide a direct evidence of the associated land-use to observed post-
loss LC change trajectories. However, as shown in Section 6.7 some spatial 
patterns of deforestation could help to link LU types to observed typologies of 
post-loss LC change. 
The methodology based on the Recursive Feature Elimination (RFE) approach 
allowed determining the influence of 11 spatial layers representing inaccessibility, 
biophysical and policy factors on the observed typologies of post-loss LC change. 
It was found that the internal variables, which refer to proximity-based layers 
generated from the 2019 LC map, contribute more consistently than the external 
variables to the observed post-loss LC change typologies. Although these results 
are not shown in this thesis, the removal of the internal variables reduced the 
accuracy of the RF model below 35%. Therefore, further work is needed to 
explore other variables used in the study of disturbances e.g. fire activity, soil 
suitability, biomass (Laurance et al., 2014; Nepstad et al., 2008; Le Page et al., 
2010; Wright and Ziegler, 2017). Additionally, discretisation, which stands for the 
process of transforming a continuous variable into a discrete one by creating a 
set of contiguous intervals, might contribute to achieve a better prediction 
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capability by the RF model (Lustgarten et al., 2008). Also, discretisation could help 
to increase the interpretability of the model (Lustgarten et al., 2011), in this case, 
for a better understanding of the factors associated with long-term post-loss LC 
change. 
It is important to emphasise this study is not free of limitations, mainly associated 
with the uncertainty inherent to the datasets employed. For instance, although the 
typologies of post-loss LC change trajectories were described in terms of the 
timing and variability over time i.e. entropy, they were not validated in a systematic 
manner. Emerging methodologies have been proposed to monitor and validate 
LC/LU dynamics in post-disturbance landscapes, see for example Arévalo et al. 
(2019), however most of them are still in their infancy, in particular to validate long-
term post-loss LC change data over large areas as the Amazon region. As an 
alternative, the study of the spatial patterns linked to the observed post-loss LC 
trajectories could contribute to reduce uncertainties as some preliminary 
relationships were found in this investigation. In future work, it would be 
interesting to ingest the information used to derive spatial patterns i.e. landscape 
metrics as part of sequence analysis, either during the clustering or post-
processing. Alternatively, future work can also consider exploring emerging 
models capable of providing joint-predictions of LC/LU using satellite imagery as 
proposed by Zhang et al. (2019) which synergistic information has been a topic of 
debate amongst scientist in land system science (Joshi et al., 2016). 
Finally, whilst SA was useful to the study of post-loss LC change trajectories, it 
can also have limitations as discussed in Durrant et al. (2019). SA does not depend 
on explicit distributional assumptions, however a range of choices have to be 
made including a pairwise dissimilarity metric, number of clusters and cluster 
analysis technique (Han et al., 2017; Ritschard and Studer, 2018a). In this work, 
different settings were implemented and assessed mainly based on previous work 
by Mas et al. (2019). The number of clusters and minimum period were rigorously 
determined using cluster quality and stability measures aided by the visual 
exploration of the most optimal solutions. Hierarchical clustering was performed 
as they have the advantage of easily visualisable results in the form of a 
dendrogram. The choices presented in this study can be seen as a contribution 
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to future studies aiming to use and assess SA and related techniques for the 
characterisation and mapping of long-term post-loss LC change. 
7.2.6 Errors and uncertainties 
Whilst the findings of this research are encouraging and suggest the suitability of 
the deep learning method and subsequent sequence/clustering analysis to the 
study of long-term post-loss LC, it is worth to reflect about the propagation of 
errors and uncertainties in the analysis chain. This propagation, which is 
represented in input data themselves as well as assumptions made by the 
proposed methods for spatial scaling, is discussed as follows. 
For the input data, the key uncertainties and errors are related to Terra-i’s alerts, 
MODIS satellite data and reference global LC products. The local and regional 
scale analysis of Chapter 2 and Chapter 6 showed Terra-i’s alerts contain false 
positives i.e. non-forest related change or are lagged i.e. early/late detections. 
These particular errors might hinder a complete and consistent mapping of post-
loss LC in the study area. The propagation of this error was reduced by setting 
rules to focus exclusively on forest change pixels and tolerate a lagged period of 
2 years (see Section 6.4.2.1). Equally important are the errors in the generated 
LC maps due to implicit limitations of the input MODIS satellite data. Although the 
high-temporal resolution of the products used, MOD09Q1 and MOD09A1, was 
key to train the proposed deep learning model, the spatial resolution is not enough 
to fully distinguish certain classes such as mosaics of distinct LC types (e.g., 
cropland/natural vegetation mosaics) or classes that occur along a climate 
gradient with mixtures of life forms at sub-pixel scales (e.g., shrubland, sparse 
vegetation). This is a general problem amongst the existing global LC products 
derived from coarse satellite imagery such as ESA-CCI (Li et al., 2018) and 
MCD12Q1 (Sulla-Menashe et al., 2019). Some scholars have proposed to use 
subpixel level information to more accurately represent the mixture of land covers 
within a pixel (Kumar et al., 2017). Given the inherent spatio-temporal errors of the 
global LC maps and other listed in Section 4.5.2.2, which were used as sources 
of labelled data, the propagation of these errors were reduced in this research by 
generating hybrid maps. In particular, it was shown that the model trained with 
temporal-driven hybrid maps obtained the best performance (see Section 4.6.1). 
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Regarding the spatial scaling, it was the main operation to resample both the 
surface reflectance satellite image and labelled data at same spatial resolution of 
250-m as the target deforested areas. However, some caveats should be 
mentioned regarding the main methods used, bilinear interpolation for 
downscaling surface reflectance satellite image and categorical scaling 
(downscaling/upscaling) for labelled data. For the bilinear interpolation, it does 
not require any auxiliary information, however, it suffers from smoothing which 
means that some of the variance in the original variable  is lost in the resample 
variable (Atkinson, 1988).  Other more sophisticated methods for downscaling 
continuous geospatial data based on fine-scale auxiliary information and/or a 
process model as compiled by (Ge et al., 2019) should be further explored. A few 
studies have increased the resolution of the 500-m bands in MODIS using some 
of these sophisticated methods. Amongst these studies, it is important to highlight 
Wang et al. (2015)’s study which conceptualized a new geospatial method termed 
ATPRK (area-to-point regression kriging) validating its benefits for LC/LU 
classification in the Brazilian Amazon. ATPRK takes advantages of the fine spatial 
resolution information of 250-m in MODIS bands 1 and 2 by regression modelling 
to downscale the coarse residuals from the regression. The same method 
(ATPRK) has been applied to sharpen the 20-m bands of Sentinel-2 with the help 
of the 10-m bands (Wang et al., 2016). For the categorical scaling, the simplest 
approaches were used for downscaling/upscaling the global LC products. These 
approaches fail mainly to capture the spatial patterns of LC/LU features. This 
means some linear patterns of certain classes e.g. water bodies are lost in the 
resampling operation. More sophisticated methods based on machine-learning 
and/or auxiliary data as described (Ge et al., 2019) should be further explored.  
7.3 Conclusions 
This thesis investigated and mapped long-term (>2 years) post-loss LC/LU 
change in a representative large area of the pantropics (the Amazon humid forest 
region) by using multiple sources of georeferenced data and novel methods to 
analyse them. Research objectives were successfully accomplished as shown 
previously meaning the research questions could be answered as follows: 
(1) Can land cover change trajectories (e.g. tree, herbaceous, shrubland, bare 
areas) following deforestation be monitored at the large scale, based on pre-
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existing contextual data and time series analysis of freely available multispectral 
EO data? 
During the course of writing this thesis there has been an increase in the number 
of datasets and initiatives aiming to capture post-loss LC/LU change at large 
scale. However, most of them are still limited to immediate or direct conversion 
following forest loss, see for example Curtis et al. (2018), or rely on conventional 
machine learning methods to process satellite data, see for example Arévalo et 
al. (2019). By integrating lessons learned in the state of art-review (Objective 1) 
and a local scale analysis (Objective 2), it was possible through Objective 3 and 
4 to deploy an end-to-end supervised deep learning architecture capable of 
ingesting and processing large volumes of MODIS satellite image time series. The 
deployment of this particular architecture, locally or in the cloud, at the scale of 
the Amazon region is a major contribution of this research. Key aspects for the 
large-scale generation of LC data such as the reduction of traditional pre-
processing (i.e. cloud filtering) and postprocessing (i.e. removal of illogical 
transitions) steps contributed towards a dedicated spatially explicit multi-
temporal LC dataset suited to the study of post-loss LC change trajectories in the 
pantropics. In this regard, most of existing advances commonly cover smaller 
geographical areas and/or analyse shorter time spans (<5 years). Moreover, 
different to previous implementations of the MTLCC model using Sentinel data, 
the use of MODIS allowed testing the capability of this particular deep learning 
model to predict over longer periods. To reduce illogical transitions, the 
application of post-classification techniques such as Hidden Markov Models 
allowed a fast and automate stabilisation of the annual LC maps for their posterior 
analysis in Chapter 6. The application of this post-processing technique differs 
to other initiatives in the region such as the MapBiomas Amazonia Initiative which 
relies in experts-based rules. These rules commonly reduce the scalability of the 
approach to other regions in the tropics.  
After a successful calibration of the MTLCC model in the cloud, this research 
generated consistently 19-years of LC predictions suited to the study of LC 
change trajectories over almost 2 million deforested pixels between 2004 and 
2018 detected by Terra-i across the Amazon (see Section 6.4.2). Furthermore, 
the transfer learning exercises with the calibrated predictive model showed 
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reasonable LC predictions for other areas in the pantropics, compared visually to 
reference data (see Section 5.5.5). This particular outcome was important as it 
shows the flexibility of the network to provide long-term LC data where studies in 
post-loss LC change are also needed. 
(2) To what extent can mapped land cover change trajectories be characterised 
and explained by socio-environmental conditions and indicate which land uses are 
the proximate causes of deforestation?  
The analysis of high-temporal LC/LU data as generated in Objective 3 and 4 
came with new challenges. These challenges included exploring methods suitable 
to process high volumes of data, in this case, 2 million deforested pixels with 19-
years of LC data. Inspired by the initial results by Mas et al. (2019) in LC/LU 
change research, Objective 5 showed the feasibility of the sequence analysis 
(SA) approach for characterising and analysing large volumes of chronological 
information as analysed in this thesis. SA allowed the definition of minimum period 
to reasonably characterise different typologies of post-loss LC change 
trajectories over the study area (see Section 6.6.1). Moreover, the observed 
typologies were explained according to 11 spatial covariate layers representing 
inaccessibility, biophysical and policy factors (see Section 6.6.2). Key factors in 
determining particular trajectories related to human-driven disturbances were 
proximity to Farmland, proximity to Urban/Built-up, proximity to exploitation 
protected areas and elevation (see Table 6.10). This thesis partially associated 
potential land-use agents related to the observed post-loss LC trajectories 
according to previous work in mapping of spatial patterns of deforestation across 
the same study area (Coca-Castro, 2015) (see Table 6.11). For complete evidence 
of LC/LU dynamics in deforested areas, this research suggests the exploration 
of novel techniques capable of providing joint-predictions of LC/LU using satellite 
imagery as proposed by Zhang et al. (2019). 
By contributing to answering the above research questions, this PhD project 
supports modellers in ecosystem services, biodiversity, and other deforestation-
relevant topics by going beyond the immediate impacts of deforestation to 
understanding the typologies and dynamics of long-term LC/LU change 
trajectories which have impacts on these areas of research. Whilst we have 
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discussed interactions of trajectories of land cover change with carbon dynamics 
there are many other ecosystem services to which these are also relevant 
including pollination, pest control, water quality, quantity and regulation. In these 
cases, as well as deforestation itself the trajectory of LC/LU change may have an 
important impact on the demand and supply of these services. Moreover, the 
spatio-temporal configuration of LC/LU can impact further transitions through for 
example fire dynamics and suppression by different patterns of cover and use. 
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Appendices 
Appendix I: Characteristics of the different LC 
classification schemes and global products  
MODIS Land Cover Type product (MCD12Q1)  
MCD12Q1 is a global land cover product produced by NASA and collaborators 
(Friedl et al., 2010). This product, derived mainly from MODIS Terra and Aqua 
satellite data, provides 500-m resolution LC maps from 2001 annually. The most 
recent update, Collection 6, includes annual maps in multiple LC classification 
schemes from 2001 to 2017. 
Whilst the Collection 5 product was mainly based on the 17-class International 
Geosphere-Biosphere Programme (IGBP) legend, the Collection 6 algorithm uses 
a hierarchical classification model where classes included in each level of the 
hierarchy reflect structured distinctions between land cover properties (Sulla-
Menashe et al., 2019). The nested classifications are combined to create eight 
distinct classification schemes including the five legacy schemes included in 
Collection 5 (IGBP, UMD, LAI, BGC, and PFT), and three new legends based on 
the FAO-Land Cover Classification System (LCCS) (see Table 1). 
The MCD12Q1 product is generated using supervised classification of MODIS 
reflectance data. In Collection 6, the nested classification was created based on 
smoothed and gap-filled MODIS Nadir BRDF-Adjusted Reflectance (NBAR) time 
series data obtained from MC43A2 and MC43A4 products (Wang et al., 2018). 
The smoothed time series were used to generate metrics including annual 
quantiles and variances for the spectral bands and several band combinations. 
These annual metrics were used as inputs to a Random Forest classifier for each 
layer of the hierarchy (Sulla-Menashe et al., 2019). 
Following the supervised classification of smoothed NBAR data, the outputs were 
adjusted using ancillary information including water masks, vegetation continuous 
fields, climate, among other layers described in Sulla-Menashe et al. (2019). Then, 
to reduce interannual variability caused by classifier instability, Hidden Markov 
Models as proposed by Abercrombie and Friedl (2016) were used to post-process 
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map results for each year. After stabilization, the classifications were condensed 
into the final set of classification schemes previously described in Table 1. 
Table 1 Description of the eight distinct LC classification schemes embedded in the 
Science Data Sets (SDS) of the MCD12Q1 product Collection 6. The schemes used in this 
work are highlighted in grey. Table adapted from Sulla-Menashe et al. (2019). 









Land Cover Type 1 LC Type1 Annual IGBP classification 17 [1,17] 
Land Cover Type 2 LC Type2 




Land Cover Type 3 LC Type3 
Annual Leaf Area Index 
(LAI) classification 
11 [0,10] 





Land Cover Type 5 LC Type5 
Annual Plant Functional 
Type (PFT) classification  
12 [0,11] 
Land Cover Property 1 LC Prop1 
FAO-Land Cover 
Classification System 1 
(LCCS1) land cover layer 
16 [1,43] 
Land Cover Property 2 LC Prop2 FAO-LCCS2 land use layer 11 [1,40] 





The reported accuracy of the MCD12Q1 product collection goes between 67% 
(IGBP) to 87% (FAO-LCCS3). The performance per class is different according 
to the classification scheme. Overall, for LC schemes such as IGBP and LCCS1 
classifications, mosaics of distinct LC types (e.g., cropland/natural vegetation 
mosaics) or classes that occur along a climate gradient with mixtures of life forms 
at sub-pixel scales (e.g., shrublands, grasslands, and woodlands) are the most 
problematic (Sulla-Menashe et al., 2019). 
ESA-CCI LC 
The European Space Agency-Climate Change Initiative (ESA-CCI) contains a set 
of multi-sensor global LC datasets. The last release, v2.0.7, provides a long-term 
series (1992-2015) on a yearly basis at a spatial resolution of 300-m. The product 
is derived from a combination and processing of global daily surface reflectance 
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of different observation systems: 300-m ENVISAT MERIS, 1-km SPOT-
VEGETATION (SPOT-VGT), 1-km PROBA-V and 1-km AVHRR images (ESA, 
2017). 
The original dataset classifies the global LC into 37 classes (22 global classes and 
15 regional classes) based on FAO’s Land Cover Classification System (FAO-
LCCS). The classification process applies machine learning and unsupervised 
algorithms on the whole ENVISAT-MERIS (2003-2012) archive using the majority 
of MERIS spectral bands to produce a LC baseline. The 1-km time series recorded 
by AVHRR (1992-1999), SPOT-VGT (1999-2013) and PROBA-V (2014-2015) were 
used to detect and confirm the change which was delineated more precisely at 
the 300-m spatial resolution according to 300-m data availability. This last step 
results in both back- and forward-dating the baseline LC map (10 years) to 
produce the 24 annual LC maps from 1992 to 2015. In order to avoid false change 
detections due to the interannual variability in classifications, each change has to 
persist over more than 2 successive years in the classification time series to be 
confirmed (Li et al., 2018). 
The reported accuracy of the ESA-CCI product, which was assessed only for the 
map of 2015, varies between 71.5% and 75.4% for homogeneous (i.e. made of a 
single LC class) or heterogeneous  (i.e. made of several or mosaic LC classes), 
respectively (Li et al., 2018). The highest use accuracy (83–97%) is for croplands 
(irrigated and rainfed), broadleaved evergreen forests, urban areas, bare areas, 
water bodies, and permanent snow and ice. Low user accuracies (<60%) are 
observed for mosaic classes of natural vegetation, lichens and mosses, sparse 
vegetation, and flooded forest with fresh water (Li et al., 2018). 
CGLS-LC100 
The Copernicus Global Land Service (CGLS) is a component of the Land 
Monitoring Service of Copernicus managed by the European Commission in 
partnership with the European Space Agency, the EU Member States and EU 
Agencies. Amongst the products of the CGLS catalogue, a global land cover 
product (CGLS-LC100) for 2015 at spatial resolution of 100-m was released 
recently including a discrete map and 10 continuous cover fractions. The product 
is mainly derived from processed surface reflectance of 5-daily and daily PROBA-
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V multispectral image data with a spatial resolution of 100-m and 300-m, 
respectively (Buchhorn et al., 2019). 
The discrete dataset classifies the global LC into 23 classes based on FAO- 
LCCS. The classification process applies Random Forest algorithms on 270 
metrics stratified by biome clusters extracted from whole fusioned archives of 
PROBA-V. Expert rules are applied to combine the existing knowledge 
represented by the ancillary datasets (i.e. urban and water masks) and the 
classification results. The predicted class probabilities are used as thresholds in 
the decision tree designed expert rules in order to generate the discrete LC map 
with 23 classes (Buchhorn et al., 2019). 
The reported accuracy of the CGLS-LC100 discrete LC map for 2015 varies 
between 75% and 80% for level 1 and 2 (when open and closed forests are 
separated), respectively. For level 1, the highest use accuracy (89–95%) is for 
forest, bare/sparse vegetation, snow/ice and water classes are mapped with high 
accuracies. Low user accuracies (<62%) are observed for the classes of 
wetlands, lichen/moss and shrubs. The overall accuracies and confusion matrices 
are also available for each continent. For South America, the LC map reaches an 
overall accuracy between 74 and 79.4% for classification schemes on level 1 and 
2 based on 2734 independent samples taken for the validation campaign 
(Buchhorn et al., 2019). 
MapBiomas  
MapBiomas is a multi-institutional initiative to generate annual LC/LU maps from 
automatic classification cloud processing applied to satellite imagery. The 
complete project description can be found at http://mapbiomas.org. In addition to 
MapBiomas Brazil (MapBiomas Project, 2019), the initiative provides annual maps 
of LC/LU for the entire Amazon (http://amazonia.mapbiomas.org/). The latest 
version of product (Collection 1 - Beta) across the Amazon as defined by RAISG 
(also known as the MapBiomas Amazonia) has annual maps of LC/LU from 2001 
to 2017 at a spatial resolution of 30m. The product is derived from Landsat data 
archive accessed and processed through the Google Earth Engine platform 
(Proyecto MapBiomas Amazonía, 2019). 
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The original dataset classifies LC/LU into 9 classes based on user-defined needs 
(countries). The annual classification is generated using supervised classification 
of Landsat reflectance data. In version 1.0, the classification was created based 
on Landsat-based observations from Landsat 5-TM, 7-ETM+, and 8-OLI products. 
These observations were used to generate metrics including annual maximum, 
minimum and variances for spectral bands and several band combinations. These 
metrics were used as inputs to a Random Forest classifier. Spatial and temporal 
filters were applied to the classified images to eliminate the salt and pepper effect 
and reduce unlikely transitions (Proyecto MapBiomas Amazonía, 2019). 
The accuracy of the MapBiomas product for the Amazon does not yet have an 
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Appendix II: Description of original and hybrid LC 
reference datasets  
 
Figure 1 Class distribution of the training, validation and test partitions for the LC pre-
existing and hybrid (*) reference datasets, ordered by total number of classes, assessed 
with the MTLCC network. Classes are represented as either; 1) a single word indicating 
the cover type; 2) an acronym indicating the cover type, in particular for the ESA-CCI 
dataset and forest/tree like cover types. Details of the classes and respective acronyms 
and total number of pixels per dataset can be found in the tables below. 
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Dataset: CGLS-LC100 FAO-LCCS - C22 (N=22) 
 













































































































































































TOTALS including NoData 26,099,712 6,635,520 6,635,520 
TOTALS Excluding NoData 26,098,583 6,635,433 6,635,251 
261 Pan-tropical modelling of land cover and land-use change trajectories for newly deforested areas 
Dataset: MODIS IGBP - M17 (N=17) 
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Dataset: MODIS FAO-LCCS1 - M16 (N=16) 














































































TOTALS including NoData 26,099,712 6,635,520 6,635,520 
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TOTALS including NoData 26,099,712 6,635,520 6,635,520 
TOTALS Excluding NoData 26,093,066 6,635,452 6,635,078 
 




















TOTALS including NoData 26,099,712 6,635,520 6,635,520 
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TOTALS including NoData 26,099,712 6,635,520 6,635,520 

















































































TOTALS including NoData 26,099,712 6,635,520 6,635,520 
TOTALS Excluding NoData 26,095,299 6,634,613 6,635,141 
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TOTALS including NoData 26,099,712 6,635,520 6,635,520 
TOTALS Excluding NoData 10,131,643 2,439,108 2,215,257 
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Appendix III: Methodological checking  
Datasets 
   Optical Satellite Data 
MODIS data were the principal source of satellite imagery where surface 
reflectance time series were extracted. MODIS provides the electromagnetic 
radiation of the Earth in 36 spectral channels (C. O. Justice et al., 2002). MODIS, 
onboard NASA's Terra (since 1999) and Aqua (since 2002) platforms, collect 
images at three different spatial resolutions: 250-m, 500-m and 1-km. The first 
seven bands are used to observe LC features in addition to cloud and aerosol 
properties. 
For this work, MOD09Q1 and MOD09A1 products, at a spatial resolution of 250-
m and 500-m were used. Both products are composites of 8-day periods which 
sum a total of 46 observations per year, except 2001 which has 45. Each pixel of 
the MOD09Q1 or MOD09A1 datasets contains the best possible Level 2 Gridded 
observation during an 8-day period and is usually selected based on high-
observation coverage, low-view angle, absence of clouds or cloud shadow, and 
aerosol loading. MOD09Q1 provides surface reflectance in two bands (red = 620–
670 nm; and Near-Infrared (NIR) = 841–876 nm). MOD09A1 also includes these 
bands plus five bands (blue = 459–479 nm; green = 545–565 nm; Short-Wave 
Infrared 1 (SWIR1) 86 = 1230–1250 nm; SWIR2 = 1628–1652 nm; SWIR3 = 2105–
2155 nm) (C. O. Justice et al., 2002). 
Beside the surface reflectance bands, the day of the year was extracted and 
included as input band. This particular feature has been used by the original 
MTLCC network and other similar models (Rustowicz et al., 2019) to guide a 
better capture of the temporal aspects of satellite image observations. 
   Data 
According to the results from the assessment of multiple LC datasets for the 
study of post-loss LC change (see Chapter 4), LC reference data for this work 
corresponds to FAO’s Land Cover Classification System 2 (LCCS2) layer 
classification (hereafter referred to as FAO-LCCS2) that contains 11 different 
classes. Labels are extracted from the MCD12Q1 MODIS product collection 6 
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provided by the NASA Land Process Distributed Active Archive Center, which 
contains yearly LC information. The next section describes the pre-processing 
conducted for the extraction of labels from the MCD12Q1 MODIS FAO-LCCS2 
layer. As part of this procedure, the original 11 LC classes were reduced to 8 target 
classes which are relevant to the study of post-loss LC change. 
The reported accuracy of MODIS FAO-LCCS2 is almost stable in the period 
between 2001 and 2016 (80% on average) (see Figure 1). For this particular layer, 
a high proportion of misclassification was reported for Forest/cropland mosaics 
which was erroneously classified as Open Forest. In addition, none of the samples 
of Natural Herbaceous-Croplands Mosaics were classified in this class in the test 
partition and was assigned as either Natural Herbaceous or Herbaceous Cropland. 
 
Figure 1 2001-2016 annual overall accuracy values for four classification schemes of the 
MCD12Q1 collection 6 product. The water class is not included in the overall accuracy 
statistics. Source: Sulla-Menashe et al. (2019). 
Data preparation 
Resampling 
Scaling techniques were used prior to training to prepare the information required 
at the scale of interest, in this case at spatial resolution of the target deforested 
dataset, Terra-i (250-m). Downscale/upscale operations were carried out 
according to the type of variable, continuous or categorical (Ge et al., 2019). For 
continuous values of reflectance data, all bands, except NIR and red which are 
provided by MOD09Q1 product at 250-m, were resampled using bilinear 
interpolation which is the same used by the original MTLCC model (Rußwurm and 
Körner, 2018b). This operation is made on the fly according to the library used to 
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train the proposed model. For the labelled dataset, categorical downsampling was 
conducted by assigning a given land cover to a pixel of 250-m according to the 
overlapping class of the coarser LC map, in this case MODIS FAO-LCCS2. This 
operation was conducted through the cloud-based platform from which the 
MCD12Q1 MODIS product was accessed. 
Hybrid LC dataset 
Following the outcomes of Chapter 4, a hybrid LC dataset was generated from 
pixels with LC types that remain unchanged from 2001 to 2015 according to the 
MCD12Q1 MODIS FAO-LCCS2 layer. Due to Forest/Cropland Mosaics and 
Natural Herbaceous/ Croplands Mosaics being reported by the dataset producer 
as classes with high proportion of misclassification, both classes were reclassified 
as NoData. The implication of this procedure is that only pixels with LC types 
different to NoData are used to train and calibrate the models tested in this work. 
The reclassified hybrid dataset contains 8 classes: 1) Barren (Ba); 2) Water Bodies 
(W); 3) Urban and Built-up Lands (Bu); 4) Dense Forests (DF); 5) Open Forests 
(OF); 6) Natural Herbaceous (NH); 7) Herbaceous Croplands (HC); and 8) 
Shrublands (S). Figure 2 illustrates the spatial distribution of eight classes of the 
hybrid dataset according to the study area.  
 
Figure 2 Map showing the hybrid dataset derived from pixels with LC types that remain 
unchanged according to 2001-2015 annual maps of MCD12Q1 MODIS FAO-LCCS2 layer. 
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The total number of pixels and proportions are reported in Table 1. 
Table 1 Class distribution of the hybrid dataset according to the extent of the study area. 
Each pixel is at the scale of interest, in this case at the spatial resolution of the target 
deforested dataset, Terra-i (250-m). 
Class ID Class name Shortname N pixels Proportion (%) 
0 No data NoData 14,755,308 10.026 
1 Barren Ba 3,054 0.002 
2 Water Bodies W 1,669,258 1.134 
3 Urban/Built-up Lands Bu 95,239 0.065 
4 Dense Forests Df 105,364,931 71.595 
5 Open Forests OF 17,687,336 12.018 
6 Natural Herbaceous NH 6,929,894 4.709 
7 Herbaceous Croplands C 647,576 0.440 
8 Shrublands S 15,321 0.010 
Total 147,167,917  
 
Feature normalisation 
A min-max normalisation per type of feature was applied prior to model training. 
Whilst other types of normalisation commonly used in remote sensing e.g. z-
normalisation are prone to loss the temporal trend and significance of the 
magnitude of SITS (Pelletier et al., 2019), the min-max normalisation, which 
performs a subtraction of the minimum, then a division by the range, i.e. the 
maximum minus the minimum, preserves the relationships of the original data 
(Han et al., 2011). For this work, the min-max values were derived from the 
datasets’ metadata which commonly indicate the range of valid values. Hence, in 
the MODIS product, this range goes between -100 to 16000.  The normalised 
values were also scaled between 0 and 1. This scale ensured all features have the 
same probability of being taken during the learning process. The use of a global 
max and min might also facilitate the training and application of the model across 
regions different to the study area as other scholars have proposed (Pelletier et 
al., 2016). 
Data partition 
For this work, rectangular tiles of 384 pixels x 384 pixels as defined in the 
experiments of Chapter 4 (see Section 4.5.4) were used. The tile size is a multiple 
of the patch size of 24 pixels x 24 pixels, which is the size ingested to train the 
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MTLCC network. Not all tiles covering the study area were considered for use in 
the training and assessing of the performance of the MTLCC model. As detailed 
in Chapter 4, only those tiles with a large proportion (>70%) of Evergreen 
broadleaf forest class according to the IGBP classification from the MCD12Q1 
product in 2015 were discarded to mitigate the dominance of this particular class, 
which is equivalent to the Dense Forest class in the MODIS FAO-LCCS2 layer. 
The multispectral MODIS data and labels from the hybrid dataset were paired and 
randomly split at tile level to partitions for network training, hyper-parameter 
validation and model testing using a ratio of 4:1:1 (see Figure 3a). The tile-wise 
spatial separation enforces independence of the data partitions and supports 
bias-reduced predictive performance results (Schratz et al., 2018). This spatial 
partition design also preserves the relative percentages of each land cover class 
over all splits as shown in Figure 3b. 
 
Figure 3 (a) Illustration of the tile-wise data partition using non-overlapping 384 pixels x 
384 pixels tiles for training, validation, and testing; and (b) the class distribution of the 
2001-2015 MODIS FAO-LCCS2 dataset per split. Classes are represented as an acronym 
indicating a cover type as described in Table . 
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Table 2  indicates the number of pixels per partition. Excluding NoData, some 20.1, 
5.0 and 5.2 millions of pixels are allocated in the training, validation and test 
partitions. The majority of these pixels correspond to Open Forests followed by 
Dense Forests. In contrast, Barren followed by Shrublands are the classes in the 
minority. 
Table 2 Class distribution of the hybrid dataset according to the tile-based partitions. Each 
pixel is at the scale of interest, in this case at spatial resolution of the target deforested 
dataset, Terra-i (250-m). 
Class ID Class name Train Validation Test 
0 No data 5,996,132 1,647,179 1,461,895 
1 Barren 449 238 1,865 
2 Water Bodies 412,011 31,168 103,675 
3 Urban/Built-up Lands 36,053 5,126 10,385 
4 Dense Forests 7,441,023 2,168,514 1,782,311 
5 Open Forests 8,890,281 1,903,823 2,330,114 
6 Natural Herbaceous 2,980,906 778,242 871,252 
7 Herbaceous Croplands 335,634 101,181 72,967 
8 Shrublands 7,223 49 1,056 
Total (N pixels) 26,099,712 6,635,520 6,635,520 
Total (N pixels) excl. No data 20,103,580 4,988,341 5,173,625 
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Appendix IV: Transfer learning experiments 
Transfer learning experiments were conducted by retraining the best calibrated 
MTLCC network described in Section 5.5.2. The experiments were based on 
training data, 2001, 2002 and 2003 MODIS satellite observations and LC reference 
data derived from 2001-2015 MODIS FAO-LCCS2 layer obtained from three 
geographically different areas in the pantropics. In total, six tiles of 384 pixels per 
384 pixels were distributed in surrounding areas of (1) Bogota, Colombia in South 
America; (2) Lisala, Democratic Republic of the Congo in Africa; and (3) Pontianak, 
Indonesia in Asia (1). Whilst, the areas in Africa and Asia shared a similar type of 
Dense Forest, mostly humid evergreen forest, and low urban density with the 
Amazon region, the area in South America is dominated by evergreen mountain 
forests and dense urban areas. The number of tiles per location was defined 
according to a split ratio of 4:1:1 used to create the partitions for training the MTLCC 
model across the Amazon region as described in Section 0. This ratio means 4 tiles 
were used for training, one for validation and one for testing. Both quantitative and 
qualitative (i.e. visual inspection) assessments of the predictions were conducted 
over the test tile per location. Figure 1 illustrates the distribution of the partition tiles 
per location overlapped over a map of LC reference data derived from 2001-2015 
MODIS FAO-LCCS2 layer. For the strategies of training the MTLCC network from 
scratch and retrain the MTLCC network fine-tuned in the Amazon, the train and 
validation tiles were used for training the model over 30 epochs. The test tile was 
used then to evaluate the performance of the trained models, including the MTLCC 
network fine-tuned in the Amazon without retraining. Both quantitative and 
qualitative (i.e. visual inspection) assessments of the predictions were carried out 
over the test tile per location. Table 1 summarises the quantitative results for four 
metrics assessed per location for three consecutive years, 2001, 2002 and 2003. 
Overall, the strategy of retraining the pre-trained MTLCC network achieves the best 
performance in comparison with the other strategies. This was reflected in higher 
values in the performance metrics. The strategy to retrain the MTLCC calibrated 
model provided better results than training the MTLCC network from scratch. This 
result needs further investigation as the values of F1-score for the retrained MTLCC 
network varied considerably by location. For instance, the test tile in Bogota, 
Colombia obtained lower F1-score values (less than 0.44) than the other locations 
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(above 0.50). This result can be explained due to the landscape in Bogota, Colombia 
is remarkably different i.e. mountain evergreen forest with high urban density to the 





Figure 1 Distribution of the partition tiles across three geographical locations. NoData 
represents pixels not analysed during either training or evaluation of the MTLCC model. 
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Table 1 Performance metrics the pre-trained MTLCC model with/without retraining and 
the MTLCC network trained from scratch over 30 epochs. Bold highlights the best values 
per metric per location. 







2001 2002 2003 2001 2002 2003 2001 2002 2003 
OA 0.41 0.38 0.49 0.69 0.71 0.71 0.77 0.80 0.79 
F1- 
Score 










9.89 14.81 16.40 15.53 16.75 10.84 9.75 12.35 
 






2001 2002 2003 2001 2002 2003 2001 2002 2003 
OA 0.32 0.54 0.52 0.78 0.89 0.78 0.94 0.94 0.95 
F1- 
Score 0.14 0.19 0.18 0.49 0.53 0.48 0.55 0.50 0.51 
Quant. 
disagm 67.05 43.75 45.74 21.92 10.25 21.15 3.54 5.37 4.22 
Alloc. 
disagm 0.85 1.81 2.19 0.48 1.16 0.85 2.61 0.42 0.72 
 







2001 2002 2003 2001 2002 2003 2001 2002 2003 
OA 0.87 0.92 0.88 0.92 0.94 0.93 0.95 0.95 0.95 
F1- 
Score 0.26 0.27 0.24 0.52 0.57 0.62 0.55 0.63 0.63 
Quant. 
disagm 4.26 4.73 4.23 7.50 4.65 5.90 0.78 3.24 2.39 
Alloc. 
disagm 8.77 3.42 7.94 0.86 1.54 1.21 4.12 1.99 2.52 
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Figure 1 Raw and post-processed 2001-2004 LC maps over the Amazon region. 




Figure 2 Raw and post-processed 2005-2008 LC maps over the Amazon region. 
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Figure 3 Raw and post-processed 2009-2012 LC maps over the Amazon region. 
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Figure 4 Raw and post-processed 2013-2016 LC maps over the Amazon region. 
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Figure 5 Raw and post-processed 2017-2019 LC maps over the Amazon region. 
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Appendix VI: LC distribution, stable and unstable 
sequences  
 
Figure 1 LC distribution, stable and unstable sequences over the period 2001-2019 for 
deforested areas located across the Amazon humid forest. The target deforested year is 
highlighted by a dashed vertical line and annotated in the Y-axis of each row. 
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Figure 2 LC distribution, stable and unstable sequences over the period 2001-2019 for 
deforested areas located across the Amazon humid forest. The target deforested year is 
highlighted by a dashed vertical line and annotated in the Y-axis of each row.  
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Figure 3 LC distribution, stable and unstable sequences over the period 2001-2019 for 
deforested areas located across the Amazon humid forest. The target deforested year is 
highlighted by a dashed vertical line and annotated in the Y-axis of each row.  
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Figure 4 LC distribution, stable and unstable sequences over the period 2001-2019 for 
deforested areas located across the Amazon humid forest. The target deforested year is 
highlighted by a dashed vertical line and annotated in the Y-axis of each row.  
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Appendix VII: Solutions to the minimum period and 
number of clusters 




Figure 1a Sequence index plots showing post-loss LC sequences according to the 
number of clusters and minimum period of the best solution. 
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Figure 1b Tree-structure diagram showing how cluster partitions for the best solution 
(minimum period of 12 and 6 clusters) were generated. The number of sequences per 
partition is denoted by n. 
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Alternative solution - Minimum Period = 8 / Number of clusters = 6 
 
 
Figure 2a Sequence index plots showing post-loss LC sequences according to the 
alternative solution (minimum period of 8 and 6 clusters). 




Figure 2b Tree-structure diagram showing how cluster partitions for the best solution 
(minimum period of 8 and 6 clusters) were generated. The number of sequences per 
partition is denoted by n. 
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Alternative solution - Minimum Period = 14 / Number of clusters = 6 
 
 
Figure 3a Sequence index plots showing post-loss LC sequences according to the 
alternative solution (minimum period of 14 and 6 clusters). 
  




Figure 3b Tree-structure diagram showing how cluster partitions for the best solution 
(minimum period of 8 and 6 clusters) were generated. The number of sequences per 
partition is denoted by n. 
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Alternative solution - Minimum Period = 16 / Number of clusters = 6 
 
 
Figure 4a Sequence index plots showing post-loss LC sequences according to the 
alternative solution (minimum period of 14 and 6 clusters). 
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Figure 4b Tree-structure diagram showing how cluster partitions for the best solution 
(minimum period of 8 and 6 clusters) were generated. The number of sequences per 
partition is denoted by n. 
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Appendix VIII: Statistical analysis 
Table 1 Median (MD) and interquartile range (IQR) computed by post-loss LC trajectory 
group across the internal and external variables. 
a) Internal variables 
Post-loss LC 
group 
Variable and stats 
Prox. to        







Prox. to          
Dense Forests            
(km) 




Farmland         
(km) 
MD IQR MD IQR MD IQR MD IQR MD IQR 
Water 
Persistent 
0.0 0.5 99.5 137.5 0.5 0.5 3.2 3.5 2.1 4.6 
Open Forest 
Persistent 
74.0 75.1 286.2 280.2 0.5 0.7 0.0 0.0 3.9 10.2 
Dense Forest 
Persistent 
77.5 79.5 267.2 258.4 0.2 0.5 0.2 1.2 2.6 7.0 
Open Forest-
Farmland 
80.9 66.3 349.5 253.5 0.9 0.9 0.2 0.7 0.0 1.4 
Farmland 
Persistent 
81.6 67.0 380.3 172.8 0.9 0.7 0.5 1.2 0.0 0.7 
Farmland-
Open Forest 
85.6 71.9 328.6 197.6 0.9 0.9 0.0 0.2 2.1 6.3 
b) External variables 
Post-loss LC 
group 







Precip.   
(mm) 






MD IQR MD IQR MD IQR MD IQR MD IQR MD IQR 
Water 
Persistent 
0.3 0.4 161 120 0.7 0.8 1813 186 104.4 47.8 104.4 47.8 
Open Forest 
Persistent 
0.2 0.2 237 142 1.6 1.7 1992 324 107.6 118.0 107.6 118.0 
Dense Forest 
Persistent 
0.2 0.2 242 180 1.3 1.5 1979 381 103.9 117.6 103.9 117.6 
Open Forest-
Farmland 
0.2 0.2 300 175 1.2 1.2 1945 319 100.9 117.6 100.9 117.6 
Farmland 
Persistent 
0.2 0.2 324 144 1.1 1.1 1948 243 112.9 116.0 112.9 116.0 
Farmland-Open 
Forest 
0.2 0.2 285 141 1.4 1.4 1934 261 129.9 106.0 129.9 106.0 
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Appendix IX: Socialisation 
Conference proceedings 
COCA-CASTRO, A., M. RUSSWURM, L. REYMONDIN & M. MULLIGAN. 2019. 
Sequential Recurrent Encoders For Land Cover Mapping In The Brazilian Amazon 
Using MODIS Imagery And Auxiliary Datasets. In: 23rd IEEE Geoscience and 
Remote Sensing Society (IGARSS) conference - Poster - Session: WEP2.PT Big 
Data and Machine Learning - Machine Learning for Land Application, Yokohama, 
Japan. https://doi.org/10.1109/IGARSS.2019.8899114  
COCA-CASTRO, A., M. RUSSWURM & M. MULLIGAN. 2019. An Exploration of 
Convolutional Recurrent Networks for Large-Scale Land Cover Prediction Using 
Modis Archives. In: Proceedings of 2019 Big Data from Space (BiDS’19) - Poster - 
Session: Machine Learning and Artificial Intelligence, Munich, Germany.  
Conference abstracts 
COCA-CASTRO, A., M. RUSSWURM & M. MULLIGAN. 2020. Multi-temporal 
mapping of pantropical post-loss land cover using dense earth-observation time 
series and global pre-existing maps. In: EGU2020: Sharing Geoscience Online - 
Poster presentation -Session: Tropical landscapes and peatlands: 
Biogeochemistry, ecohydrology and land use impacts, Vienna, Austria 
COCA-CASTRO, A., M. RUSSWURM & M. MULLIGAN. 2018. Towards multi-
temporal data-driven models for extracting and learning information from remote 
sensing time series and existing ancillary data for land cover classification. In: 
EGU General Assembly 2018 - Oral presentation -Session: Information extraction 
from satellite observations using data-driven methods, Vienna, Austria 
COCA-CASTRO, A., L. REYMONDIN, J. REBETEZ, H. F. SATIZABAL-MEJIA, A. 
PEREZ-URIBE, M. MULLIGAN, T. SMITH & H. HYMAN. 2017. Big earth observation 
data analytics for modelling pan-tropical land-use change trajectories for newly 
deforested areas. In: EGU General Assembly 2017- PICO session: IE3.4/ESSI2.12 
Media Monitoring the Sustainable Development Goals with the huge Remote 
Sensing archives, Vienna, Austria. 
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Lightning talks 
COCA-CASTRO, A. 2018. Advanced classification of remote sensing imagery 
using GEE and Tensorflow. In: 2018 Google Earth Engine User Summit. Dublin, 
Republic of Ireland. Online: https://www.youtube.com/watch?v=oK7E4oJuZmA  
Repositories 
COCA CASTRO, A. 2019. acocac/MTLCC-MODIS-GCP: First public pre-release 
(Version 1.0). MTLCC-MODIS-GCP contains scripts to download/pre-process 
MODIS data to train a Multitemporal Land Cover Classification (MTLCC) Network 
using the Google Cloud Infrastructure. In: Zenodo, 
http://doi.org/10.5281/zenodo.3604771. 
Others 
Author & co-author of the following short blog posts published in the blog of the 
Earth Observation and Environmental Sensing (EOES) Hub at King’s College 
London, https://blogs.kcl.ac.uk/eoes/. 
• 2018 Earth Engine User Conference Report; 
• Data-driven revolution in Earth Observation (EO) research; 
• Monitoring the Sustainable Development Goals with the huge Remote 
Sensing archives. 
