This publication describes a re-analysis of previously published data on neutral carbon (C I) utilizing critically examined and improved values for the line energies of the absorption spectrum of molecular iodine to calibrate the transition energies of C I 
Introduction
Accurate and precise values of photophysical quantities of atoms and molecules are important as input data in a number of fields, especially astrophysical calculations of properties, such as opacities, and chemical kinetics. These properties of the species involved include transition energies of both allowed and forbidden transitions, transition probabilities, dissociation energies of molecules, and ionization energies of the neutral and ionic species. A detailed review of the scope and importance of accurate photophysical data on carbon can be found in a recent paper by two of us [1] .
Atomic carbon is a particularly important species in organic chemistry and astrophysics. In this brief article we describe a new determination of the ionization energy of neutral atomic carbon from the ground state, based on work by the group at NIST [1] and a related re-evaluation of data previously published by one of us [2] .
A number of previous works have yielded ionization energy values with a variety of precisions [3, 4, 5] . As measurement technologies have become more refined, it is the norm for measured atomic properties to become more accurate over time. A common precise method of determining ionization energies is to measure the energies above the ground state for a large number of members of one or more Rydberg series of the species of interest. Preferably, the series used should be free of spin-orbit or other perturbations, eliminating the need for a multichannel quantum defect theory treatment of the data. The evolution of laser spectroscopic techniques, along with improved values of atlases of calibration lines [6, 7, 8] (in this case the absorption lines of molecular iodine) has made new measurements possible, and also enabled the reevaluation of older data to a higher degree of precision.
Discussion of previously published results
In our 1998 work [2] , we used nanosecond pulsed VUV+UV two photon resonant excitation to produce spectra of C I Rydberg atoms from 
Limitations of the accuracy of our previous result for the ionization energy
It should be noted that the precision of our result for the ionization energy could be improved in several ways. First, the major part of our uncertainty came from the value of the energy of the intermediate resonance transition. Since the time of our work, improved values for the resonance line energies have become available, making a correction possible. Additionally, the group at NIST [1] derived accurate values for low 2pnp 3 D3 levels for n between 3 and 10. Including these levels in the fit would be expected to yield an improved series limit energy.
There are also several developments that allow us to improve the accuracy of our observed Rydberg state energies. Our original photon energy calibration was performed utilizing absorption lines energies of iodine from the atlas of Gerstenkorn and Luc [10] (henceforth referred to as GL). Since our earlier work, re-examination of the iodine spectrum [6, 7, 8] has shown that a weakly energy-dependent systematic correction factor (≈ -0.006 cm −1 at the probe laser frequencies in our spectral region) must be applied to the energies of GL. Additional corrections to the assumed energies of the observed iodine lines used for our calibration have very recently been derived by one of us [H] by convolving our experimental probe laser bandwidth with these improved values of the iodine lines, including blended lines and hyperfine structure.
While providing improved energies for many lines, this work also determined that some blended lines were unsuitable for calibration at our level of resolution; therefore, these lines were not used in the process of re-calibrating our Rydberg transition energies.
The scan rate that we used in our previous work was such that each iodine line had only 5 to 7 data points on it. This, combined with our noise level, made fitting of a Gaussian lineshape to each line to determine its center no more, or perhaps even less, accurate than "eyeball" weighting the data points of the lines to determine their centers.
Errors introduced by using the visual technique were expected, and continue to be expected, to average out as random errors in the determination of the energies of a large number of Rydberg states.
A further difficulty that we discovered later was that our linear actuator driving the grating of the probe dye laser (a Thorlabs 1 piezoelectrically driven micrometer)
would occasionally "glitch" in such a way that the energy scan rate in small regions of the spectrum (over a range of several wavenumbers) would deviate from its nominal value by about 20% over regions of several wavenumbers. Since we calibrated the spectrum in pieces by using the iodine lines in a number of regions of about 20 cm The fit residuals are satisfactory with the exception of those for n = 53, 54, and 55. The energy region for these transitions suffered from both a scan rate glitch and a paucity of useful iodine calibration lines. After several unsuccessful attempts to calibrate these three lines, we concluded that they could not be calibrated to the accuracy of the other lines. They were therefore taken as outliers and removed from the data set for the fit for the series limit. Doing so led to a change in the resulting series limit barely within the final statistical error range of the ionization energy.
The fit was performed on a data set that consisted of the measured Rydberg in future studies involving photoabsorption spectrum of atomic carbon. Uncertainties of the calculated energies Ecalc for n < 6 are equal to the standard deviations of 500 random trial fits for each level. For higher n, the above random-trial uncertainty estimate was combined in quadrature with the standard deviation of the fit for the limit value, 0.005 cm −1 , and an estimated systematic uncertainty of the observed n ≥ 6 levels, 0.003 cm −1 . 3 D3 (n = 3 to 69) series, with their uncertainties (in parentheses, in units of the last decimal place of the value). All experimental energies, except for levels with n ≤ 10, are from the present work; Eobs for n ≤ 10 are from Ref. [1] . In the fitting of the Ritz formula, the levels were weighted by inverse squares of their measurement uncertainties. See text for explanation of derivation of the Ecalc uncertainties. b These levels were excluded from the fitting of the Ritz formula (see text).
Table1. Observed and Predicted Energy

Conclusions
We have reanalyzed our previously published Rydberg energy measurements for C I through re-assessment of our observed 2pnp 3 D3 series Rydberg transition energies, utilizing critically analyzed and improved energy values for the moleculariodine calibration lines to determine the Rydberg transition energies, and recently improved available data for associated energy intervals in the carbon atom. Our principal result is a new value for the ionization energy of the neutral carbon atom, 90820.348(9) cm −1 or 11.2602880(11) eV in accordance with the 2014 CODATA recommended conversion factor for cm −1 to eV [13] , with a precision about 9 times better than our previously published result. Our analysis shows that, in order to produce the most accurate I2-based calibrations possible with probe lasers of finite linewidth, a great deal of care must be taken to treat complications in the iodine calibration spectrum such as blended lines and unresolved hyperfine structure.
