ABSTRACT Magnetic resonance spectroscopy (MRS) has many important applications in medical imaging, biology, and chemistry. The 1-D MRS is too crowded for complex samples to retrieve chemical or biological information. The 2-D MRS unfolds the spectrum by introducing another dimension at the cost of much longer data acquisition time. To speed up the data acquisition, one typical way is to sparsely acquire measurements and then reconstruct the spectrum from incomplete observations. Recently, a low rank Hankel matrix (LRHM) approach has shown great potential to reconstruct the spectrum basing on the assumption that the number of spectral peaks is much less than the number of acquired data points. However, lowintensity spectral peaks are compromised in the reconstruction when the data are highly undersampled. In this paper, a weighted LRHM approach is proposed to tackle this problem. A weighted nuclear norm is introduced to better approximate the rank constraint, and a prior signal space is estimated from the prereconstruction to reduce the unknowns in reconstruction. Experimental results on both synthetic and real MRS data demonstrate that the proposed approach can reconstruct low-intensity spectral peaks better than the state-of-the-art LRHM method.
I. INTRODUCTION
Magnetic resonance spectroscopy (MRS) provides fruitful information on the physical and chemical properties of atoms or molecules, and it plays important roles in chemistry, biology and medical imaging. The basic form of MRS is in one dimension (1D) which is obtained by performing Fourier transform on the acquired time domain data, also called free induction decay (FID) , from the spectrometer [1] , [2] . When measuring the structures or chemical environment of molecules on large compounds, e.g. proteins, 1D MRS is always crowded due to the complex coupling or other interactions between atoms or molecules [1] , [2] . Thus, multidimensional MRS are used to unfold the coupling between different nuclei, e.g. hydrogen, carbon, and oxygen [2] . But, multi-dimensional MRS has one limitation: its data acquisition time is relatively long because it grows rapidly with the increase of resolution and dimensions [3] . To reduce the data acquisition time, one typical way is to sparsely acquire measurements from a spectrometer [4] - [19] . But one has to reconstruct the spectrum from these incomplete observations [4] - [7] , [11] - [15] , [20] - [23] by exploring prior knowledge on the MRS.
Many reconstruction methods have been proposed for the sparsely sampled MRS. Two emerging state-of-the-art methods are the compressed sensing (CS) [5] , [11] - [13] and low rank Hankel matrix (LRHM) methods [15] , [16] , [20] - [22] . The CS reconstructs the spectrum in frequency domain while the LRHM restores FID in time domain. The CS assumes the spectrum is sparse that contains only a few non-zero valued spectral points, thus narrow peaks are reconstructed by CS very well. However, broad peaks may be compromised since these signals violate the assumption of sparsity [15] . Alternatively, LRHM supposes the number of spectral peaks is much less than the number of acquired data points and it can faithfully reconstruct both broad and narrow peaks [15] . The LRHM was considered to improve the effective sensitivity in the reconstructed spectra [24] and best theoretically adapted to the exponential property of the FID [25] . LRHM achieves the low rankness by minimizing the nuclear norm of a Hankel matrix converted from the FID [15] . Although this norm is the tightest convex lower bound of the rank, it still deviates from primary goal to minimize the rank of Hankel matrix, i.e. the number of spectral peaks (See Section II. B for more details). Recent development on low rank matrix reconstruction found that a better approximation of the matrix rank can improve the signal reconstruction in practice [26] - [30] . But none of these approaches, as far as we know, has been applied to fast sampling MRS.
In this work, a weighted LRHM approach is introduced to tackle this problem. A prior signal space is first estimated from a pre-reconstruction and then a weighted nuclear norm is introduced to approximate rank constraint on the Hankel matrix. Results on the synthetic and real MRS data show that the low intensity spectral peaks are reconstructed better than the state-of-the-art LRHM does.
Although we mainly work on the spectrum reconstruction, this approach, with proper modifications, may be extended into the low rank Hankel or other structured matrix-based image reconstruction [31] - [35] for sparsely sampled magnetic resonance imaging [36] - [43] .
II. BACKGROUND A. BASICS OF 2D MRS
In the conventional 1D MRS, the spectrometer acquires the FID followed by performing the Fourier transform to obtain the spectrum [2] . The typical data acquisition for a 1D MRS usually takes only several seconds.
To get more information, the 2D MRS are generated as a series of 1D MRS experiments based on two time variables t 1 and t 2 [2] , [14] , [44] as shown in Fig. 1 . For each 1D scan, the sample is excited with pulses first which results in the evolution of magnetization with time t 1 in the indirect dimension (horizontal axis in Fig. 1(b) ). Then, the sample is further excited in the mixing period. Finally, the FID signal is recorded as a function of t 2 [2] , [14] , [44] in the direct dimension (vertical axis in Fig. 1(b) ) for a given t1. The overall 2D FID plane is formed by repeating these steps for different time values t 1 .
The data acquisition time of 2D MRS is mainly dominated by the total number of data points, N 1 , in indirect dimension [45] . To reduce this time, one typical way is to sparsely sample this dimension [15] , [22] , [45] - [49] by acquiring partial data ( Fig. 1(b) ). That means, an unduplicated M numbers from n j ∈ {1, 2, . . . , N 1 } was randomly chosen and the sampling ratio M /N 1 is smaller than 1. To obtain the full spectrum, one has to restore these unsampled data points by introducing prior knowledge on FID or the spectrum.
B. MOTIVATION OF THE PROPOSED METHOD
In MRS, the FID signal is usually modeled as the sum of exponential functions as follows [1] , [20] - [22] , [50] , [51] 
where J is the number of spectral peaks, a j and f 1,j are the complex amplitude and the central frequency of the j th spectral peak, respectively. The LRHM [15] explores the fundamental property of the FID, i.e., the number of spectral peaks is equal to the number of exponential functions that composing the FID of MRS. By minimizing the rank of the Hankel matrix, LRHM aims at finding a complete FID that corresponds to the minimal number of spectral peaks subject to the acquired data. This method has been extended to reconstruct two-dimensional (2D) or even higher dimensional MRS with considerably fast algorithms [16] , [20] - [22] . Figure 2 summarizes the framework of LRHM. A vector, representing each FID in the indrect dimension (the column marked in the red retangle in Fig. 1(b) ) is firstly convereted into a Hankel matrix. Then, by exploring the low rank property on this matrix, a complete vector is restored. The whole 2D FID will be recovered by looping the reconstruction along the direct dimension.
In the reconstruction model of the LRHM, the low rank constraint is enforced by minimizing the nuclear norm of the Hankel matrix. Mathematically, each 1D FID xis reconstructed according to [15] where R denote a Hankel operator converting the FID x into a Hankel matrix Rx, · * represents the nuclear norm (sum of singular values), · 2 represents the l 2 norm, and λ is a regularization parameter that balances the low rankness indicated by the nuclear norm and the data consistency measured with the square of l 2 norm. However, the LRHM has some limitations both in the mathematical model and MRS applications. First, as a surrogate function of rank, the nuclear norm [26] , [27] deviates from the strictly definition of rank (the number of non-zero singular values) as shown in Fig. 3(a) . This implies that LRHM does not directly minimizes the number of spectral peaks in MRS subject to the acquired FID. As a result, more sampled data are required in a faithful reconstruction or suboptimal results may be induced when the sampled data are limited [26] , [27] , [52] . Second, we observed that, when using LRHM, some low intensity spetral peaks may be lost or weakened when data are highly undersampled (Peaks 1 and 2 in Fig. 3(b) ).
Fortunately, latest advances in low rank methods have shown that better signal reconstruction may be achieved with a closer approximation of rank [26] - [30] than nuclear norm. Let X denote a matrix and its singular value decomposition (SVD) be X = P V H , the nuclear norm of X is defined as
where the σ l is the l th non-zero singular values saved in . By introducing a weight h l = σ −1 l on the non-zero singular values, one has
This implies that one way to approach the rank is to assign a weight that is very close to the inverse proportion of the singular values. Then, a weighted nuclear norm [29] , [30] , [53] is defined as follows
where
T includes the weight w s (1 ≤ s ≤ S) for the s th singular values. The notations of the ground truth rank L and singular values σ l are replaced with S and σ s respectively, because neither of them are known in practical undersampled signal reconstruction. By minimizing the weighted nuclear norm, signal details have been observed to be reconstructed better than using the nuclear norm [26] - [30] .
Motivated by these successful applications of weighted nuclear norm minimization, the focus of this work is to introduce this regularization into the 2D MRS recovery and improve the low intensity signal reconstruction.
III. METHOD
In this section, the FID of MRS is reconstructed using the weighted nuclear norm minimization on the Hankel matrix, which is solved by a fast numerical algorithm.
A. RECONSTRUCTION MODEL
Mathematically, the FID x is reconstructed from sparsely sampled data by enforcing the low rankness of the corresponding Hankel matrix Rx as follows
where the regularization parameter λ balances the two terms. This model is named as Weighted Low Rank Hankel Matrix (WLRHM) reconstruction. The core of weighted-LRHM model is to assign proper weights. According to the previous observations [26] - [30] , bigger weights should be assigned to those small singular values. First, the LRHM is used to obtain a pre-reconstruction resultx followed by the SVD according to
where the matrixPcontains the spectral frequency information ofx [21] , [22] , [54] , [55] and˜ consists the singular values. Then, a discriminative weight
T is computed as follows
where ε is a small constant that avoids zeros in the denominator and˜ s is the s th singular values of˜ .
B. RECONSTRUCTION ALGORITHM
In the following, how to solve the model will be presented. We adopt the alternating direction minimization method to solve Eq. (6) since it runs fast in Hankel matrix-based MRS reconstruction [15] , [20] , [22] . Equation (6) where Z is a matrix that has the same size of the Hankel matrix Rx. The augmented Lagrangian form of Eq. (9) becomes
where D is a dual variable. This minimization turns into alternatingly solve the following sub-problems in an iterative way until the algorithm converges:
1) Fixing D k and Z k , x k+1 is obtained by solving
whose solution is
2) Fixing D k and x k+1 , Z k+1 is obtained by solving
whose solution is received with a weighted singular thresholding operator [28] - [30] , [53] according to
where P V H is the SVD of Rx + D/β. 3) Fixing Z and x, update D according to
One can see in Eq. (15) that the low rank reconstruction needs SVD iteratively. We observe that most spectral frequency components of MRS are recovered properly with LRHM. Thus, one may try to project the Hankel matrix onto these pre-estimated frequencies included inP. In our implementation,P is used to replace the P in Eq. (15) . In another word,P keep the same in the iterative reconstruction process. This modification potentially reduces the number of unknowns in the low rank reconstruction (A basic low rank reconstruction has to reconstruct three matrices P, and Vwhile our approach only leaves the and V changed in the iterative process of WLRHM).
To achieve better reconstructions, both the weight w and matrixP are suggested to update using WLRHM reconstruction for several times. The overall algorithm of WLRHM are summarized in Table I . The benefits of incorporating weights are analyzed in Fig. 4 . Using the proposed approach, spectral correlations are increased for all peaks and the improvement is more obvious for low intensity peaks. More times of updating weights lead to spectral shapes more consistent to the ground truth, however, at the cost of more computation time. In the implementation, the updating times is chosen to be 4 so that reconstructed spectra are restored pretty well without paying too much extra computation time.
IV. RESULTS
The proposed approach will be compared with the state-ofthe-art LRHM method [15] . The reconstruction performances will be evaluated on synthetic data and realistic biological MRS measured from proteins.
A. SYNTHETIC DATA
A synthetic FID signal with five spectral peaks (Fig. 5) is generated according to Eq. (1). For all exponential functions, the amplitudes equal to 1, the phases are 0, and the damping factors are 0.01, 0.02, 0.03, 0.04 and 0.08, respectively. Then, the noise with zero mean and standard deviation of 0.005 is Fig. 3(b) are reconstructed in Fig. 4(b) . In the x-axes of (a) and (c), p = 0 represents the LRHM reconstruction, p = 1, . . . , 8 means the weighted nuclear norm reconstruction with weights estimated from the (p − 1) th reconstruction. Spectra in (b) are equally shifted along vertical axis for better visualization.
FIGURE 5.
Reconstructed spectra when the sampled data is (a) 25% and (b) 15% of the fully sampled data.
added to this spectrum. 15% and 25% of the FID data are randomly sampled according to the Poisson-gap pattern [8] . Fig. 5 shows the reconstructed spectra of the two methods. All the spectral peaks (Fig. 5(a) ) are reconstructed very well when the data are sampled sufficiently (25%). But with fewer sampled data (15%), the low intensity peaks (blue line in Fig. 5(b) ) are seriously distorted by LRHM, while these peaks (red line in Fig. 5(b) ) are recovered much better by WLRHM. The quantitative analysis (Fig. 6 ) on the spectrum intensities correlation confirms that WLRHM has improved the consistency of all five spectral peaks and this improvement is more obvious for low intensity peaks. Fig. 7 plots the joint distribution of spectral peak correlations under 100 sampling trials of the two methods. The WLRHM is claimed to yield higher correlation than LRHM if the star point is placed over the dashed line. Otherwise, WLRHM produces lower correlation. The statistical analysis indicates that the new approach outperforms LRHM in most cases. One may notice that, when the data are highly undersampled, WLRHM may lead to sub-optimal reconstruction of low intensity peaks, e.g. peak 1 in Fig. 7(a) , if LRHM reaches correlation that is smaller than 0.8. One explanation is that the weight w and matrixP estimated from LRHM is inaccurate in these cases. Therefore, how to improve the robustness of incorporating knowledge from reference signals is a meaningful future work to improve WLRHM. VOLUME 6, 2018 FIGURE 8. Reconstructed 2D HSQC spectrum from 25% data. (a) The fully sampled spectrum; (b) and (c) are reconstructed spectra using the LRHM and WLRHM, respectively. FIGURE 9. 1D traces of reconstructed 2D HSQC spectrum. (a) and (b) are taken at the purple and yellow lines in Fig. 8(a) , respectively. Note: 1D traces of reconstruction are shifted for better visualization.
B. MRS DATA
The 2D MRS (Fig. 8(a) ) is a 1 H-15 N HSQC spectrum of the intrinsically disordered cytosolic domain of human CD79b protein from the B-cell receptor. This 2D spectrum is measured at the following conditions: 300 µM 15 N-13 C labeled sample of cytosolic CD79b in 20 mM sodium phosphate buffer, pH 6.7 was used to obtain the fully sampled 2D 1 H-15 N HSQC with 256 complex points in the 15 N dimension at 55 • C on 800 MHz Bruker AVANCE III HD spectrometer equipped with 3 mm CPTCI cryoprobe [56] . The size of the 2D FID is 256 in indirect dimension and 110 in direct dimension. Only 25% of data are randomly sampled in the indirect dimension according to the Poissongap pattern [8] . The reconstructed 2D MRS is shown in Fig. 8 . The WLRHM reconstructs the spectral peaks (Fig. 8(c) ) better than the LRHM (Fig. 8(b) ), particularly for the marked spectral peaks. Representative 1D traces ( Fig. 9(d) ) clearly depict that low intensity peaks are compromised by LRHM but faithfully recovered by the proposed approach. The quantitative analysis on the spectrum intensities correlation in Fig. 10 also confirms that WLRHM improve low intensity spectrum (Fig. 10(c) and (d) ) although the improvement for all peaks (Fig. 10(a) and (b) ) is not significant. These observations imply that the proposed method can reconstruct more consistent spectrum to the fully sampled 2D MRS.
V. CONCLUSION
A weighted low rank Hankel matrix completion method is introduced to reconstruct the sparsely sampled data in fast magnetic resonance spectroscopy. The weights are learnt from pre-reconstruction using LRHM. The low rank model is then solved with a fast numerical algorithm. Besides, frequency components are kept during the SVD in an iterative process of the algorithm. Experimental results show the great potential of the proposed approach in the reconstruction of the low intensity spectral peaks. Thus, this method provides a solution to improve the potential sensitivity in magnetic resonance spectroscopy.
