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ABSTRACT
The HUDF09 data are the deepest near-IR observations ever, reaching to 29.5mag. Luminosity
functions (LF) from these new HUDF09 data for 132 z ∼ 7 and z ∼ 8 galaxies are combined with new
LFs for z ∼ 5-6 galaxies and the earlier z ∼ 4 LF to reach to very faint limits (< 0.05 L∗
z=3). The
faint-end slopes α are steep: −1.79 ± 0.12 (z ∼ 5), −1.73 ± 0.20 (z ∼ 6), −2.01± 0.21 (z ∼ 7), and
−1.91± 0.32 (z ∼ 8). Slopes α . −2 lead to formally divergent UV fluxes, though galaxies are not
expected to form below ∼ −10AB mag. These results have important implications for reionization.
The weighted mean slope at z ∼ 6-8 is −1.87±0.13. For such steep slopes, and a faint-end limit of
−10 AB mag, galaxies provide a very large UV ionizing photon flux. While current results show that
galaxies can reionize the universe by z ∼ 6, matching the Thomson optical depths is more challenging.
Extrapolating the current LF evolution to z > 8, taking α to be −1.87±0.13 (the mean value at z ∼ 6-
8), and adopting typical parameters, we derive Thomson optical depths of 0.061+0.009
−0.006. However, this
result will change if the faint-end slope α is not constant with redshift. We test this hypothesis and
find a weak, though uncertain, trend to steeper slopes at earlier times (dα/dz ∼ −0.05± 0.04), that
would increase the Thomson optical depths to 0.079+0.063
−0.017, consistent with recent WMAP estimates
(τ = 0.088± 0.015). It may thus not be necessary to resort to extreme assumptions about the escape
fraction or clumping factor. Nevertheless, the uncertainties remain large. Deeper WFC3/IR+ACS
observations can further constrain the ionizing flux from galaxies.
Subject headings: galaxies: evolution — galaxies: high-redshift
1. INTRODUCTION
One of the most important questions in observational
cosmology regards the reionization of the neutral hydro-
gen in the universe. How did reionization occur and
which sources caused it? Observationally, we have con-
straints on reionization from the Gunn-Peterson trough
in luminous high-redshift quasars (Fan et al. 2002), the
Thomson optical depths observed in the Microwave back-
ground radiation (Komatsu et al. 2011), and the lumi-
nosity function and clustering properties of Lyα emitters
(e.g., Ouchi et al. 2010). Reionization appears to have
begun at least as soon as z ∼ 11 (e.g., Komatsu et al.
2011) and finished no later than z ∼ 6 (e.g., Fan et al.
2007; Ouchi et al. 2010).
Due to the very low volume densities of QSOs at high
redshift (e.g., Willott et al. 2010) and the lack of ev-
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idence for other ionizing sources (e.g., self-annihilating
dark matter), star-forming galaxies represent the most
obvious source of ionizing photons. However, given the
low volume densities of galaxies at high luminosities, the
central question at present is whether reionization can be
accomplished through a substantial population of very
faint galaxies. Such a population is expected in many
theoretical models (e.g., Trenti et al. 2010; Salvaterra et
al. 2011) and could, in principle, be identified directly
through extraordinarily deep observations (beyond what
is practical) or indirectly through the measurement of the
faint-end slope of the luminosity function and extrapola-
tion to fainter limits.
The availability of the recently-obtained and deepest-
ever near-IR WFC3/IR observations over the Hubble Ul-
tra Deep Field (HUDF: Beckwith et al. 2006) with the
HUDF09 program (GO 11563: PI Illingworth) provide
us with our best opportunity yet to quantify the preva-
lence of very low-luminosity galaxies and the faint-end
slope. These observations reach to ∼29.4-29.8mag at 5σ
(∼2.5mag beyond L∗ at z ∼ 5-8), 0.4mag deeper than
the WFC3/IR observations available from the first year
of the HUDF09 program (Bouwens et al. 2010; Oesch et
al. 2010a).
Here we take advantage of these new observations to
quantify the prevalence of extremely faint galaxies at
z ≥ 5 and explore their likely role in the reionization
of the universe. Our UV LFs at z ∼ 5-6 expand on the
results of Bouwens et al. (2007) and take advantage of the
deepWFC3/IR observations. These data reach∼0.5mag
deeper than the existing z850-band observations over the
HUDF and two HUDF05 fields. The z ∼ 7-8 LFs we
2Fig. 1.— The UV luminosity functions at z ∼ 4, z ∼ 5, z ∼ 6,
z ∼ 7 and z ∼ 8 (§3). The solid circles represent the stepwise
maximum-likelihood determinations while the solid lines are the
Schechter function determinations (they are not fits to the points,
though the overall agreement is excellent). The z ∼ 4 constraints
are from Bouwens et al. (2007). The new z ∼ 5 (green) and z ∼ 6
(cyan) results are from the present work, while the z ∼ 7 (magenta)
and z ∼ 8 (red) points are from Bouwens et al. (2011b).
utilize also rely on the full two-year HUDF09 data and
were recently described in Bouwens et al. (2011b). We
use these LFs to quantify how the UV LFs and in par-
ticular the faint-end slope depends on cosmic time. We
then calculate the flux in ionizing photons and the fill-
ing factor of ionized hydrogen as a function of redshift
and discuss the impact that the faint galaxy population
has on reionization. The challenge will be to match the
large Thomson optical depths observed; recent results
(Oesch et al. 2009; see also Figure 3 here) have already
shown that observed galaxies can reionize the universe
by z ∼ 6. For ease of comparison with previous studies,
we adopt the concordance cosmology Ω = 0.3, ΩΛ = 0.7,
and H0 = 70 km s
−1Mpc−3. AB magnitudes (Oke &
Gunn 1983) are adopted throughout.
2. OBSERVATIONS
Table 1 summarizes the search fields used for the z ∼ 5-
8 LF determinations and the approximate depths of the
available ACS+WFC3/IR observations. Our primary
data set consists of the full two-year WFC3/IR obser-
vations of the HUDF and two flanking fields obtained
with the 192-orbit HUDF09 program (PI Illingworth:
GO 11563). Our second data set is the ∼145 arcmin2
ACS+WFC3/IR observations over the wide-area Early
Release Science (Windhorst et al. 2011) and CDF-South
CANDELS (Grogin et al. 2011; Koekemoer et al. 2011)
observations. We do not use the CANDELS observations
for the z ∼ 7-8 LFs since it is difficult to cleanly separate
z ∼ 7 and z ∼ 8 galaxies without Y098/Y105-band obser-
vations. Such observations are still lacking over most of
the area.10
3. RESULTS
3.1. Sample Selection and Possible Contamination
10 While the Y105-band observations were not available over the
CDF-South CANDELS field when we derived the LFs described
here, they are now available and have been used to improve the LF
constraints at z ∼ 8 (e.g., Oesch et al. 2012b).
The new z ∼ 5 and z ∼ 6 galaxy samples are iden-
tified to be ≥5σ sources in small 0.35′′-diameter aper-
tures, after first PSF-matching the ACS+WFC3/IR data
to the WFC3/IR H160-band observations. Our selection
criteria for our z ∼ 5 sample is identical to the V606-
dropout selection used by Bouwens et al. (2007) and the
z ∼ 6 selection uses the two-color criteria (i775 − z850 >
1.3)∧ (z850− J125 < 0.8) (also similar to the Bouwens et
al. 2007 criterion). Sources must be undetected at >2σ
in any band blueward of the Lyman break, at > 1.5σ in
two such bands, or in the χ2 image constructed from all
data blueward of the break (Bouwens et al. 2011b).
Applying these criteria to our five search fields
(HUDF09, HUDF09-1, HUDF09-2, ERS, and CDF-S
CANDELS), we find 507 z ∼ 5 V606-dropout galaxies
and 203 z ∼ 6 i775-dropout galaxies (Table 1).
The only substantial source of contamination for our
z ∼ 5-6 samples is from noise in our photometry and
is estimated using the same simulation techniques de-
scribed in §3.5.5 of Bouwens et al. (2011b) for our z ∼ 7-
8 samples. These simulations suggest a ∼10% contam-
ination rate overall, with less contamination (. 3%)
at brighter magnitudes and more contamination (∼10-
20%) at fainter magnitudes; we have corrected the ob-
served numbers accordingly. Other possible sources of
contamination include low-mass stars, spurious sources,
and transient sources (SNe), but we estimate their con-
tribution to be small (<1%: see Bouwens et al. 2011b).
For more details on the selection, we refer readers to R.J.
Bouwens et al. (2012, in prep).
3.2. Luminosity Functions
The present samples of z ∼ 5 and z ∼ 6 galaxies al-
low us to extend current determinations of the z ∼ 5-6
UV LF to even fainter magnitudes. In deriving the LFs,
we utilize the same maximum-likelihood procedures as
described in Bouwens et al. (2007) and Bouwens et al.
(2011b: similar to those used by Sandage et al. 1979 and
Efstathiou et al. 1988). As in Bouwens et al (2011b)
we derive the LFs by two approaches: (1) with a step-
wise determination that allows for a relatively model-
independent determination of the shape of the LF and
(2) assuming the Schechter form and deriving the best-fit
parameters.
Selection volumes are estimated by adding model
galaxies to the observations and selecting them using the
same procedure as with real sources. The model galaxy
images are created by artificially redshifting similar-
luminosity z ∼ 4 B435-dropout galaxies from the HUDF
(our deepest data set), scaling their sizes as (1 + z)−1 to
match the observed size-redshift scalings (e.g., Oesch et
al. 2010b). We assume the UV colors of the sources are
distributed as found by Bouwens et al. (2011c).
Our stepwise LFs and separately-established Schechter
functions are presented in Figure 1 as the solid points and
dashed lines, respectively. Encouragingly, the Schechter
form appears to be generally well-matched to the step-
wise determination (solid points), with the possible ex-
ception of the z ∼ 8 LF where the stepwise LF appears
to be shallower. However, as discussed in Bouwens et al.
(2011), this is due to differences in the way our two fitting
procedures cope with large-scale structure and two bright
sources in the HUDF09-2 field. The best-fit Schechter
parameters are provided in Table 1.
3Fig. 2.— Determinations of the faint-end slope α of the UV LF
versus redshift (§3; §4). The large solid red points show the new
slopes at z ∼ 5 and z ∼ 6 from this paper and those at z ∼ 7
and z ∼ 8 from Bouwens et al. (2011b). Older determinations are
the red open circles at z ∼ 4, z ∼ 5, and z ∼ 6 (Bouwens et al.
2007), black crosses at z ∼ 5, 6, and 7 (Oesch et al. 2007; Su et
al. 2011; Oesch et al. 2010), green squares at z ∼ 2-3 (Reddy &
Steidel 2009), and blue solid points at z ∼ 0.7-2.5 (Oesch et al.
2010c: see also Hathi et al. 2010). Error bars are 1σ. The red
horizontal line shows the mean faint-end slope α = −1.87 ± 0.13
we derive at z ≥ 6. The solid black line is a fit of the z ∼ 4-8
faint-end slope determinations to a line, with the 1σ errors (gray
area: calculated by marginalizing over the likelihood for all slopes
and intercepts). The new WFC3/IR observations provide evidence
that LFs at z ≥ 5-6 are very steep, with faint-end slopes α . −1.8.
The faint-end slopes α we determine for the UV LF
at z ∼ 5 and z ∼ 6 are −1.79 ± 0.12 and −1.73 ± 0.20,
respectively, consistent with our previous determination
(e.g., Bouwens et al. 2007) and a recent determination
−1.87± 0.14 at z ∼ 6 by Su et al. (2011) given the large
uncertainties. Despite similar formal uncertainties, the
slopes are better determined, as they are less impacted by
systematics uncertainties from the use of (1) deeper data
and (2) a two-band LBG selection at z ∼ 6. The quoted
uncertainties include the large-scale structure variance
(20% at z ∼ 5-6: Trenti & Stiavelli 2008; Robertson
2010a).
4. THE FAINT-END SLOPE OF THE UV LF AT Z ≥ 6 AND
BEST-FIT EVOLUTION
These recent, new luminosity functions at z∼5, 6, 7
and 8, when combined with the existing deep z∼4 LF
(Bouwens et al. 2007), provide our best opportunity yet
to constrain the evolution of their faint-end slopes α with
redshift.
Figure 2 shows the derived values of the faint-end slope
α versus redshift. While the uncertainties are large, the
faint-end slopes at z ≥ 6 appear to be slightly steeper
than at lower redshifts. A simple averaging of our re-
sults at z ∼ 6, 7, 8 yields −1.87±0.13. This is the best
estimate of the faint-end slope that we have in the reion-
ization epoch. However, we can also ask whether the
data suggest some trend with cosmic time. Using z ≥ 4
LFs, we find the following best-fit trend in α with redshift
(taking into account the multi-variate χ2 distribution):
α = (−1.84± 0.05)− (0.05± 0.04)(z − 6) (1)
(see also Table 1). The faint-end slope is steeper at ear-
lier times, but this of course is only of marginal signifi-
Fig. 3.— Filling factor of ionized hydrogen QHII versus redshift
using our LF-fitting formula for UV LF at z ≥ 4 (Table 1). The
respective ionization histories (represented by the lines) were calcu-
lated from Eq. 2 assuming a Lyman-continuum escape fraction fesc
of 20%, a clumping factor of 3, an IGM temperature of 2× 104 K,
a 1/50 Z⊙ Salpeter IMF, and assuming the LF extends down to
−10mag (with the same faint-end slope α). See text for references
and see also Figure 8 from Bolton & Haehnelt (2007) and Figure
4 from Oesch et al. (2009). The solid black line shows the filling
factor derived from best-fit LF (Figure 2 and Table 1: §4) with the
mean faint-end slope α = −1.87±0.13 found at z ∼ 6-8 and for the
best-fit evolution in α. The Thomson optical depths τ for these
ionization histories are 0.061+0.009
−0.006 and 0.079
+0.063
−0.017, respectively.
The red dotted line is for our best-fit faint-end slope α evolutionary
scenario, but assumes the LF extends to just −16mag (the limit
of our data), showing that while observed galaxies can reionize the
universe by z ∼ 6 they produce τ ’s, i.e., 0.052+0.002−0.003, which are too
low. Changes in the adopted cosmology also affect the derived τ .
Allowing for evolution of the faint-end slope and a faint-end limit
of −10mag to the LF, we find an optical depth easily consistent
with the τ = 0.088±0.015 found by WMAP (Komatsu et al. 2011).
This suggests that star-forming galaxies in the first 700-800 Myr
could reionize the universe.
cance (1.3σ). Steepening of the faint-end slope α would
be consistent with various theoretical model predictions
(e.g., Trenti et al. 2010; Salvaterra et al. 2011; Jaacks et
al. 2012). While current evidence for evolution in α is
weak, this is an important first step in quantifying this
evolution and assessing the impact of an evolving α on
reionization.
5. IMPLICATIONS FOR REIONIZATION
The very steep faint-end slopes determined for the UV
LFs at z ∼ 5-8 have important implications for the role
galaxies might play in the reionization of the universe.
To investigate this, we consider an evolving LF with the
faint-end slope α equal to mean value −1.87±0.13 found
at z ∼ 6-8 (Figure 1 and 2). The values of theM∗ and φ∗
for our evolving LF are taken from our empirical fitting
formula to the z ∼ 4-8 LF results (see Table 1: derived
as in Bouwens et al. 2008).
We compute the time evolution of the filling factor of
ionized hydrogen QHII using the following relation we
4Fig. 4.— (left) The strong dependence of the integrated UV ionizing flux on the faint-end slope α (§6). The correction factors needed to
convert the observed UV photon density to the total density for a given faint-end slope α (integrating to the expected theoretical cut-off
in the LF at −10mag) are shown for the current best estimate of the slope α at z ∼ 7 and for the upper and lower ±1σ limits of α ∼ −1.8
and α ∼ −2.2. The current uncertainties in the correction factor are large (the ratio between the upper and lower 1σ correction factors is a
factor of ∼6). With even deeper ∼30mag data over ∼10 arcmin2 (two WFC3/IR fields), it would be possible to reduce the uncertainties in
the correction factor to 1.8 (for the expected 1σ error in α of ±0.08). (right) The Thomson optical depth versus the change in the faint-end
slope α per unit redshift (black line). The Thomson optical depths inferred from the WMAP seven-year measurements are shown in cyan.
Even a mild evolution in the faint-end slope α to higher redshift can have a dramatic impact on the overall output of ionizing photons from
low luminosity galaxies. Our current constraint on this evolution (red arrows) is very poor, but suggests that lower luminosity galaxies
may be capable of reionizing the universe. The evolution of the faint-end slope α could be significantly improved (over the redshift range
z ∼ 5-8) through much deeper observations at both optical and near-IR wavelengths.
adapted from Madau et al. (1999):
dQHII
dt
=
−QHII
trec
+
ρ(SFR)uncorr(z)fesc10
53.2photon s−1
nH(0)
(2)
where fesc is the escape fraction of Lyman-continuum
photons into the IGM, nH corresponds to the comoving
volume density of neutral hydrogen in the universe, trec
corresponds to the recombination time for neutral hy-
drogen, and ρ(SFR)uncorr(z) is the SFR density uncor-
rected for dust extinction. In deriving the SFR density,
we integrate the LF down to −10mag, given the likely
supression of galaxy formation at smaller scales from the
UV background, SNe feedback, and inefficient gas cool-
ing (e.g., Read et al. 2006; Dijkstra et al. 2004).
To account for the increased ionizing efficiency (by up
to 30%) of low metallicity stars expected to make up
galaxies in the early universe, we assume 1053.2 photons
s−1 per M⊙ yr
−1 (Schaerer 2003). We take fesc to be
∼20% motivated by the observations of Shapley et al.
(2006) and Iwata et al. (2008), but acknowledge that
fesc is still very poorly determined at z ∼ 2-3 and has
not been determined at all at z ≥ 4. The recombination
time trec is taken to equal
trec = 1.0Gyr
(
1 + z
7
)−3
C−13 (3)
where C3 is the clumping factor of neutral hydrogen (<
ρ >2 / < ρ2 >)/3. Motivated by Bolton & Haehnelt
(2007) and Pawlik et al. (2009), we adopt a clumping
factor of 3.
These equations were derived from Eq. (11), Eq. (27),
and Eq. (28) of Madau et al. (1999). We adopt only
one free electron as appropriate for single-ionized helium
(e.g., Chary 2008) and take Ωbh
2 = 0.02260 ± 0.00053
(Komatsu et al. 2011). The above equation also assumes
an IGM temperature of ∼ 2 × 104K around the time of
reionization instead of the ∼ 104K assumed by Madau et
al. (1999). This is to account for the substantial heating
of the IGM due to the reionization process itself (Hui
& Haiman 2003). The higher temperatures effectively
double the time it takes atomic hydrogen to recombine
(Stiavelli et al. 2004).
With these assumptions, our mean faint-end slope α =
−1.87± 0.13 at z ∼ 6-8, and parametrized evolution for
M∗ and φ∗ at z ≥ 4 (Table 1), we calculate the Thomson
optical depth τe and the filling factor of ionized hydrogen
QHII versus redshift. These are shown in Figure 3. The
filling factor of ionized hydrogen QHII approaches unity
at z∼7 and the Thomson optical depth is 0.061+0.009
−0.006.
This is short of the τ = 0.088± 0.015 measured for the
WMAP seven-year data set (Komatsu et al. 2011).
Our strongest result is based on the best estimate of
the slope at z ∼ 6-8. Of course, if the faint-end slope α
steepens at earlier times (as has been suggested by the-
ory: Trenti et al. 2010), the impact of galaxies would be
more substantial. Assuming that α follows the best-fit
evolution with redshift (Eq. 1), we repeat the calculations
shown in Figure 3; we find that the universe is reionized
by z ∼ 8 and the Thomson optical depth is 0.079+0.063
−0.017
(propagating the uncertainties on α). The derived op-
tical depth extends to much larger values than using a
fixed α = −1.87± 0.13 and is easily consistent with the
values measured in the seven-year WMAP data. How-
ever the large uncertainties in the derived optical depths
here point to the need to quantify the trend in α vs.
redshift, dα/dz, at much greater precision.
The present estimates of the Thomson optical depths
and contribution of galaxies to reionization are higher
than in many purely observationally-based discussions
(e.g., Bouwens et al. 2011a; Stark et al. 2007; Chary
2008; Oesch et al. 2009; Ouchi et al. 2009; Pawlik et al.
52009; Bunker et al. 2010; Labbe´ et al. 2010; Robertson
et al. 2010b). This is a direct result of the very steep
faint-end slopes α we find at z ∼ 6-8 and our allowing
for a steepening of these slopes to higher redshifts (based
on the observed, albeit uncertain trend).
The rapid increase in the numbers of galaxies at faint-
end slopes α of −2 is very important. At such steep
slopes virtually all the UV flux from galaxies is output
by very low luminosity galaxies below −16 AB mag, even
with a cutoff at −10mag. The adopted limit at −10mag
is well-motivated by theoretical expectations (e.g., Read
et al. 2006) but remains a key assumption (see Mun˜oz &
Loeb 2011).
Figure 4a illustrates how sensitive the ionizing flux
densities are to the faint-end slope (integrated to a faint-
end limit of −10mag). Faint-end slopes of −2.2, −2.0,
−1.8 produce 7×, 2.5×, and 1.5× larger luminosity den-
sities, respectively, than do slopes of −1.7 (observed at
z ∼ 4.) Changing the faint-end slope α by just 0.2 at
z ≥ 6 (relative to our evolving faint-end slope scenario)
yields Thomson optical depths τ ranging from 0.059 to
0.107. Changes in the adopted cosmology will also affect
the derived τ ; the standard cosmology adopted here re-
sults in somewhat lower values of τ than the WMAP7
cosmology.
One caveat in the above discussion is that our LF-
fitting formula overproduces the number of bright galax-
ies found in recent z ∼ 10 searches (Bouwens et al. 2011a;
Oesch et al. 2011). Our fitting formula would then over-
predict the total ionizing UV flux from z > 8 galaxies.
For example, a 20% decrease in the ionizing flux from
z > 8 galaxies (at the bright end of the LF) would lower
the Thomson optical depths by 0.005.
Of course, other ingredients may also play an impor-
tant role in generating the high Thomson optical depths
measured by WMAP. These include an even smaller
clumping factor (e.g., Bolton & Haehnelt 2007; Pawlik
et al. 2009) and perhaps a contribution from early pop-
ulation III stars to the UV photon flux (e.g., Cen 2003;
Ricotti & Ostriker 2004).
6. IMPLICATIONS FOR FUTURE OBSERVATIONS
Can these new and intriguing results be improved?
Key issues are how well the faint-end slope α can be
determined at z > 6 and what constraints (most-likely
theoretical) can be placed on the low-luminosity cutoff
of the galaxy LF. As shown in Figures 3-4, both the
Thomson optical depths and the filling factors for ion-
ized hydrogen inferred from recent measurements of the
z ≥ 6 LFs are very sensitive to their faint-end slopes.
The current uncertainty in the integrated luminosity
density is 0.8 dex, i.e., a factor of 6 (Figure 4a). To de-
termine the total luminosity density within 0.3 dex, the
faint-end slope needs to be constrained to <0.1. For-
tunately, this is now practical with the new WFC3/IR
camera on HST, by extending current observations to 30
mag over 10 arcmin2 and leveraging deep wide-area data
(e.g., from CANDELS and BORG/HIPPIES: Trenti et
al. 2011).
To provide robustness to the results, measurements of
the faint-end slope will be necessary at several different
redshifts, i.e., at z ∼ 5, z ∼ 6, z ∼ 7, and z ∼ 8, and
not simply at z ∼ 7-8. By making this measurement at
multiple redshifts, α can be determined more precisely.
Furthermore, the evolution of α with cosmic time (Fig-
ures 2, 4) allows for a plausible extrapolation to z > 8
where the uncertainties from direct measurement will re-
main large.
Deep WFC3/IR data from the HUDF09 program in-
dicate that lower-luminosity galaxies are likely to be the
primary source of UV photons needed to reionize the
universe. More definitive results on this important and
long-standing problem are now within reach with HST.
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