On the (Parameterized) Complexity of Almost Stable Marriage by Gupta, Sushmita et al.
On the (Parameterized) Complexity of Almost
Stable Marriage
Sushmita Gupta1, Pallavi Jain2, Sanjukta Roy3, Saket Saurabh3,4, and Meirav
Zehavi2
1 National Institute for Science Education and Research, HBNI, Bhubaneswar, India.
sushmitagupta@niser.ac.in
2 Ben-Gurion University of the Negev, Beer Sheva, Israel
pallavi@post.bgu.ac.il, meiravze@bgu.ac.il
3 The Institute of Mathematical Sciences, HBNI, Chennai, India.
sanjukta@imsc.res.in, saket@imsc.res.in
4 University of Bergen, Norway
Abstract. In the Stable Marriage problem, when the preference lists
are complete, all agents of the smaller side can be matched. However, this
need not be true when preference lists are incomplete. In most real-life
situations, where agents participate in the matching market voluntarily
and submit their preferences, it is natural to assume that each agent
wants to be matched to someone in his/her preference list as opposed
to being unmatched. In light of the Rural Hospital Theorem, we have
to relax the “no blocking pair” condition for stable matchings in order
to match more agents. In this paper, we study the question of matching
more agents with fewest possible blocking edges. In particular, we find
a matching whose size exceeds that of stable matching in the graph by
at least t and has at most k blocking edges. We study this question in
the realm of parameterized complexity with respect to several natural
parameters, k, t, d, where d is the maximum length of a preference list.
Unfortunately, the problem remains intractable even for the combined
parameter k+t+d. Thus, we extend our study to the local search variant
of this problem, in which we search for a matching that not only fulfills
each of the above conditions but is “closest”, in terms of its symmetric
difference to the given stable matching, and obtain an FPT algorithm.
1 Introduction
Matching various entities to available resources is of great practical importance,
exemplified in matching college applicants to college seats, medical residents
to hospitals, preschoolers to kindergartens, unemployed workers to jobs, organ
donors to recipients, and so on. It is noteworthy that in the applications men-
tioned above, it is not enough to merely match an entity to any of the available
resources. It is imperative, in fact, mission-critical, to create matches that fulfil
some predefined notions of compatibility, suitability, acceptability, and so on.
Gale and Shapley introduced the fundamental theoretical framework to study
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such two-sided matching markets in the 1960s. They envisioned a matching out-
come as a marriage between the members of the two sides, and a desirable out-
come representing a stable marriage. The algorithm proffered by them has since
attained wide-scale recognition as the Gale-Shapley stable marriage/matching
algorithm [14]. Stable marriage (or stable matching, in general) is one of the
acceptability criteria for matching in which an unmatched pair of agent should
not prefer each other over their matched partner.
Of the many characteristic features of the two-sided matching markets, there
are certain aspects that stand out and are supported by both theoretical and
empirical evidence–particularly notable is the curious aspect that for a given
market with strict preferences on both sides,5 no matter what the stable match-
ing outcome is, the specific number of resources matched on either side always
remains the same. This fact encapsulated by The Rural Hospital’s Theorem
[31,32] states that no matter what stable matching algorithm is deployed, the
exact set (rather than only the number) of resources that are matched on either
side is the same. In other words, there is a trade-off between size and stability
such that any increase in size must be paid for by sacrificing stability. Indeed, it
is not hard to find instances in which as much as half of the available resources
are unmatched in every stable matching. Such gross underutilization of critical
and potentially expensive resources has not gone unaddressed by researchers.
In light of the Rural Hospital Theorem, many variations have been considered,
some important ones being: enforcing lower and upper capacities, forcing some
matches, forbidding some matches, relaxing the notion of stability, and finally
foregoing stability altogether in favor of size [2,3,8,16,22,34].
We formalize the trade-off mentioned above between size and stability in
terms of the Almost Stable Marriage problem. The classical Stable Mar-
riage problem takes as an instance, a bipartite graph G = (A ∪ B,E), where
A and B denote the set of vertices representing the agents on the two sides and
E denotes the set of edges representing acceptable matches between vertices on
different sides, and a preference list of every vertex in G over its neighbors. Thus,
the length of the preference list of a vertex is same as its degree in the graph. A
matching is defined as a subset of the set of edges E such that no vertex appears
in more than one edge in the matching. An edge in a matching represents a
match such that the endpoints of a matching edge are said to be the matching
partners of each other, and an unmatched vertex is deemed to be self-matched.
A matching µ is said to be stable in G if there does not exist a blocking edge
with respect to µ, defined to be an edge e ∈ E \ µ whose endpoints rank each
other higher (in their respective preference lists) than their matching partners
in µ.6 The goal of the Stable Marriage problem is to find a stable matching.
We define the Almost Stable Marriage problem as follows.
5 In most real-life applications, it is unreasonable if not unrealistic to expect each of
the agents to rank all the agents on the other side. That is, the graph G is highly
unlikely to be complete.
6 Every candidate is assumed to prefer being matched to any of its neighbors to being
self-matched.
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Almost Stable Marriage (ASM)
Input: A bipartite graph G = (A ∪B,E), a set L containing the preference
list of each vertex, and non-negative integers k and t.
Question: Does there exist a matching whose size is at least t more than the
size of a stable matching in G such that the matching has at most k blocking
edges?
In ASM, we are happy with a matching that is larger than a stable matching
but may contain some blocking edges. The above problem quantifies these two
variables: t denotes the minimum increase in size, and k denotes the maximum
number of blocking edges we may tolerate.
We note that Biro´ et al. [3] considered the problem of finding, among all
matchings of the maximum size, one that has the fewest blocking edges, and
showed the NP-hardness of the problem even when the length of every pref-
erence list is at most three. Since one can find a maximum matching and
a stable matching in the given graph in polynomial time [29,14], their NP-
hardness result implies NP-hardness for ASM even when the length of every
preference list is at most three by setting t = size of a maximum matching−
size of a stable matching. We study the parameterized complexity of ASM
with respect to parameters, k and t, which is not implied by their reduction.
Our first result exhibits a strong guarantee of intractability.
Theorem 1. ASM is W[1]-hard with respect to k+ t, even when the maximum
degree is at most four.
We prove Theorem 1, by showing a polynomial-time many-to-one parameter
preserving reduction from the Multicolored Clique (MCQ) problem on the
regular graphs to ASM. In a regular graph, the degree of every vertex is the same.
In the Multicolored Clique problem on regular graphs, given a regular graph
G = (V,E) and a partition of V (G) into k parts, say V1, . . . , Vk; the goal is to
decide the existence of a set X ⊆ V (G) such that |X∩Vi| = 1, for all i ∈ [k], and
G[X] induces a clique, that is, there is an edge between every pair of vertices in
G[X]. MCQ is known to be W[1]-hard on regular graphs [5].
In light of the intractability result in Theorem 1, we are hard pressed to
recalibrate our expectations of what is algorithmically feasible in an efficient
manner. Therefore, we consider local search approach for this problem, in which,
instead of finding any matching whose size is at least t larger than the size of
stable matching, we also want this matching to be “closest”, in terms of its
symmetric difference, to a stable matching. Such framework of local search has
also been studied for other variants of the Stable Marriage problem by Marx
and Schlotter [27,25]. It has also been studied for several other optimization
problems [12,18,20,23,24,26,28,33]. This question is formally defined as follows.
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Local Search-ASM (LS-ASM)
Input: A bipartite graph G = (A ∪B,E), a set L containing the preference
list of every vertex, a stable matching µ, and non-negative integers k, q, and
t.
Question: Does there exist a matching η of size at least |µ|+ t with at most
k blocking edges such that the symmetric difference between µ and η is at
most q?
Unsurprisingly perhaps, the existence of a stable matching in the proximity
of which we wish to find a solution, does not readily mitigate the computational
hardness of the problem, as evidenced by Theorem 2, which is implied by the
construction of an instance in the proof of Theorem 1 itself.
Theorem 2. LS-ASM is W[1]-hard with respect to k+ t, even when maximum
degree is at most four.
In our quest for a parameterization that makes the problem tractable, we inves-
tigate LS-ASM with respect to k + q + t.
Theorem 3. LS-ASM is W[1]-hard with respect to k + q + t.
To prove Theorem 3, we again give a polynomial-time many-to-one parameter
preverving reduction from the MCQ problem to LS-ASM. We wish to point out
here that in the instance which was constructed to prove Theorem 1, q is not
a function of k. Thus, we mimic the idea of gadget construction in the proof
of Theorem 1 and reduces q to a function of k. However, in this effort, degree
of the graph increases. Therefore, the result in Theorem 3 does not hold for
constant degree graph or even when the degree is a function of k. This tradeoff
between q and the degree of the graph in the construction of instances to prove
intractability results is not a coincidence as implied by our next result.
Theorem 4. There exists an algorithm that given an instance of LS-ASM,
solves the instance in 2O(q log d)+o(dq)nO(1) time, where n is the number of vertices
in the given graph, and d is the maximum degree of the given graph.
To prove Theorem 4, we use the technique of random separation based on
color coding, in which the underlying idea is to highlight the solution that we
are looking for with good probability. Suppose that η is a hypothetical solution
to the given instance of LS-ASM. Note that to find the matching η, it is enough
to find the edges that are in the symmetric difference of µ and η (µ4η). Thus,
using the technique of random separation, we wish to highlight the edges in µ4η.
We achieve this goal using two layers of randomization. The first one separates
vertices that appear in µ4η, denoted by the set V (µ4η), from its neighbors, by
independently coloring vertices 1 or 2. Let the vertices appearing in V (µ4η) be
colored 1 and its neighbors that are not in V (µ4η) be colored 2. Observe that
the matching partner of the vertices which are not in V (µ4η) is same in both
µ and η. Therefore, we search for a solution locally in vertices that are colored
1. Let G1 be the graph induced on the vertices that are colored 1. At this stage
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we use a second layer of randomization on edges of G1, and independently color
each edge with 1 or 2. This separates edges that belong to µ4η (say colored 1)
from those that do not belong to µ4η. Now for each component of G1, we look at
the edges that have been colored 1, and compute the number of blocking edges,
the increase in size and increase in the symmetric difference, if we modify using
the µ-alternating paths/cycle that are present in this component. This leads to
an instance of the Two-Dimensional Knapsack (2D-KP) problem, which we
solve in polynomial time using a known pseudo-polynomial time algorithm for
the 2D-KP problem [17]. We derandomize this algorithm using the notion of an
n-p-q-lopsided universal family [13].
Related Work: We present here some variants of the Stable Marriage prob-
lem which are closely related to our model. For some other variants of the prob-
lem, we refer the reader to [7,21,15,19].
In the past, the notion of “almost stability” is defined for the Stable Room-
mate problem [1]. In the Stable Roommate problem, the goal is to find a stable
matching in an arbitrary graph. As opposed to Stable Marriage, in which
the graphs is a bipartite graph, an instance of Stable Roommate might not
admit a stable matching. Therefore, the notion of almost stability is defined for
the Stable Roommate problem, in which the goal is to find a matching with
a minimum number of blocking edges. This problem is known as the Almost
Stable Roommate problem. Abraham et al. [1] proved that the Almost Sta-
ble Roommate problem is NP-hard. Biro et al. [4] proved that the problem
remains NP-hard even for constant-sized preference lists and studied it in the
realm of approximation algorithms. Chen et al. [6] studied this problem in the
realm of parameterized complexity and showed that the problem is W[1]-hard
with respect to the number of blocking edges even when the maximum length
of every preference list is five.
Later in 2010, Biro´ et al. [3] considered the problem of finding, among all
matchings of the maximum size, one that has the fewest blocking edges, in a
bipartite graph and showed that the problem is NP-hard and not approximable
within n1−, for any  > 0 unless P=NP.
The problem of finding the maximum sized stable matching in the presence
of ties and incomplete preference lists, maxSMTI, has striking resemblance with
ASM. In maxSMTI, the decision of resolving each tie comes down to deciding
who should be at the top of each of tied lists, mirrors the choice we have to
make in ASM in rematching the vertices who will be part of a blocking edge in
the new matching. Despite this similarity, the W[1]-hardness result presented in
[28, Theorem 2] does not yield the hardness result of ASM and LS-ASM as the
reduction is not likely to be parameteric in terms of k+ t and k+ t+ q, or have
the degree bounded by a constant.
2 Preliminaries
Sets. We denote the set of natural numbers {1, . . . , `} by [`]. For two sets X and
Y , we use notation X4Y to denote the symmetric difference between X and Y .
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We denote the union of two disjoint sets X and Y as X unionmulti Y . For any ordered
set X, and an appropriately defined value t, X(t) denotes the tth element of the
set X. Conversely, suppose that x is tth element of the set X, then σ(x,X) = t.
Graphs. Let G be an undirected graph. We denote the vertex set and the edge set
of G by V (G) and E(G) respectively. We denote an edge between u and v as uv,
and refer u and v as the endpoints of the edge uv. The neighborhood of a vertex
v, denoted by NG(v), is the set of all vertices adjacent to it. Analogously, the
(open) neighborhood of a subset S ⊆ V , denoted by NG(S), is the set of vertices
outside S that are adjacent to some vertex in S. Formally, NG(S) = ∪v∈SNG(v).
The degree of a vertex v is the graph G is the number of vertices in NG(v). The
maximum degree of a graph is the maximum degree of its vertices, that is, for the
graph G, the maximum degree is maxv∈V (G) |NG(v)|. A graph is called a regular
graph if the degree of all the vertices in the graph is the same. For regular graph,
we call the maximum degree of the graph as the degree of the graph. A component
of G is a maximal subgraph in which any two vertices are connected by a path.
For a component C, NG(C) = NG(V (C)). The subscript in the notation may be
omitted if the graph under consideration is clear from the context.
In the preference list of a vertex u, if v appears before w, then we say that u
prefers v more than w, and denote it as v u w. We call an edge in the graph as
static edge if its endpoints prefer each other over any other vertex in the graph.
For a matching µ, V (µ) = {u, v : uv ∈ µ}. If an edge uv ∈ µ, then µ(u) = v
and µ(v) = u. A vertex is called saturated in a matching µ, if it is an endpoint
of one of the edges in the matching µ, otherwise it is an unsaturated vertex in
µ. If u is an unsaturated vertex in a matching µ, then we say µ(u) = ∅. For a
matching µ in G, a µ-alternating path(cycle) is a path(cycle) that starts with
an unsaturated vertex and whose edges alternates between matching edges of
µ and non-matching edges. A µ-augmenting path is a µ-alternating path that
starts and ends at an unmatched vertex in µ.
Unless specified, we will be using all general graph terminologies from the
book of Diestel [10]. For parameterized complexity related definitions, we refer
the reader to [9,11,30].
Proposition 1 Let µ and µ′ denote two matchings in G such that µ is stable
and µ′ is not. Then, for each blocking edge with respect to µ′ we know that at
least one of the endpoints has different matching partners in µ and µ′.
Proof. Let uv be a blocking edge with respect to µ′. Towards the contrary,
suppose that µ′(u) = µ(u) and µ′(v) = µ(v). Since uv is a blocking edge with
respect to µ′, we have that v u µ′(u), and u v µ′(v). Therefore, v u µ(u), and
u v µ(v). Hence, uv is also a blocking edge with respect to µ, a contradiction
to that µ is a stable matching in G.
3 W[1]-hardness of ASM
We give a polynomial-time parameter preserving many-to-one reduction from the
W[1]-hard problem Multicolored Clique (MCQ) ([5]) on regular graphs.
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It will be necessary for us to assume that certain sets are ordered. This
ordering uniquely defines the tth element of the set (for an appropriately de-
fined value of t), and thereby enables us to refer to the tth element of the set
unambiguously. We assume that sets Vi (for each i ∈ [k]) and Eij (for each
{i, j} ⊆ [k], i < j) have a canonical order, and thus for an appropriately defined
value t, Vi(t) (Eij(t)) and σ(Vi, v) (σ(Eij , e)) are uniquely defined. For ease of
exposition, for any vertex v ∈ V (G′) we will refer to its set of neighbors, as an
ordered set. In such a situation we will denote N(v) = 〈·, ·〉.
Given an instance I = (G, (V1, . . . , Vk)) of MCQ, where G is a regular graph
whose degree is denoted by r, we will next describe the construction of an in-
stance J = (G′,L, k′, t) of ASM.
Construction. We begin by introducing some notations. For any {i, j} ⊆ [k],
such that i < j, we use Eij to denote the set of edges between sets Vi and Vj .
For each i ∈ [k], we may assume that |Vi| = n = 2p, and for each {i, j} ⊆ [k],
we may assume that |Eij | = m = 2p′ , for some positive integers p and p′ greater
than one.7.
For each j ∈ [log2(n/2)], let βj = n/2j, and γj = n/2j+1. For each j ∈
[log2(m/2)], let ρj = m/2
j, and τj = m/2j+1. Next, we are ready to describe
the construction of the graph G′.
Base vertices:
– For each vertex u ∈ V (G), we have 2r + 2 vertices in G′, denoted by {ui :
i ∈ [2r + 2]}, connected via a path: (u1, . . . , u2r+2).
– For each edge e ∈ E(G), we have vertices e and e˜ in G′ that are neighbors.
– For each h ∈ [r], u2h+1 is a neighbor of the vertex e, where e = σ(Eu, h).
Special vertices. For each i ∈ [k], we define a set of special vertices as follows.
– For each ` ∈ [β1], we add vertices pi` and p˜i` to V (G′). Let u and v denote
the 2` − 1st and the 2`th vertices in Vi, respectively. Then, the vertex pi` is
a neighbor of vertices u1 and v1; and the vertex p˜
i
` is a neighbor of vertices
u2r+2 and v2r+2 in G
′.
– For each j ∈ [log2(n/2)] and ` ∈ [βj ], we add vertices aij,` and a˜ij,` to V (G′).
Specifically, for the value j = 1, we make ai1,` and a˜
i
1,` a neighbor of p
i
` and
p˜i`, respectively.
– For each j ∈ [log2(n/2)] and ` ∈ [γj ], we add vertices bij,` and b˜ij,` to V (G′).
Moreover, for j ∈ [log2(n/2)−1], we make bij,` a neighbor of aij,2`−1, aij,2`, and
aij+1,`. Symmetrically, we make b˜
i
j,` a neighbor of a˜
i
j,2`−1, a˜
i
j,2`, and a˜
i
j+1,`.
For the special case, when j = log2(n/2), b
i
j,1 is a neighbor of a
i
j,1 and a
i
j,2;
and b˜ij,1 is a neighbor of a˜
i
j,1 and a˜
i
j,2.
For each {i, j} ⊆ [k], where i < j, we do as follows.
7 Let p be the smallest positive integer greater than one such that n < 2p, add 2p − n
isolated vertices in Vi. Similarly, let p
′ be the smallest positive integer greater than
one such that m < 2p
′
, add 2p
′ −m isolated edges (an edge whose endpoints are of
degree exactly one) to Eij . Note that if (G, (V1, . . . , Vk)) was a W[1]-hard instance
of MCQ earlier, then so even now.
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– For each ` ∈ [ρ1], we add vertices qij` and q˜ij` to V (G′).
Moreover, let e and e′ denote the 2`− 1st and 2`th elements of Eij , respec-
tively. Then, qij` is a neighbor of e and e
′; and symmetrically q˜ij` is a neighbor
of e˜ and e˜′ in G′.
– For each h ∈ [log2(m/2)], and ` ∈ [ρh], we add vertices cijh,` and c˜ijh` to V (G′).
Moreover, for ` ∈ [ρ1], cij1,` is a neighbor of qij` , and symmetrically c˜ij1,` is a
neighbor of q˜ij` in G
′.
– For each h ∈ [log2(m/2)] and ` ∈ [τh], we add vertices dijh,` and d˜ijh,` to G′.
Moreover, when h ∈ [log2(m/2) − 1], dijh,` is a neighbor of cijh,2`−1, cijh,2`, and
cijh+1,`; and symmetrically, d˜
ij
h,` is a neighbor of c˜
ij
h,2`−1, c˜
ij
h,2`, and c˜
ij
h+1,` in
G′.
For the special case, when h = log2(m/2), d
ij
h,1 is a neighbor of c
ij
h,1 and c
ij
h,2;
and symmetrically, d˜ijh,1 is a neighbor of c˜
ij
h,1, c˜
ij
h,2 in G
′.
Figure 1 illustrates the construction of G′. The preference list of each vertex
in G′ is presented in Table 1.
Parameter : We set k′ = k + k(k−1)/2, and t = k′.
Clearly, this construction can be carried out in polynomial time. Next, we
will prove that the graph G′ is bipartite.
p11
p12
p˜11
p˜12
a11,1
a11,2
a˜12,1
a˜12,2
b11,1 b˜
1
1,1
u1 u2 u3 u4 u5 u6
v1 v2 v3 v4 v5 v6
w1 w2 w3 w4 w5 w6
z1 z2 z3 z4 z5 z6
p21
p22
p˜21
p˜22
a21,1
a21,2
a˜22,1
a˜22,2
b21,1 b˜
2
1,1
u′1 u
′
2 u
′
3 u
′
4 u
′
5 u
′
6
v′1 v
′
2 v
′
3 v
′
4 v
′
5 v
′
6
z′1 z
′
2 z
′
3 z
′
4 z
′
5 z
′
6
w′1 w
′
2 w
′
3 w
′
4 w
′
5 w
′
6
e1 e˜1
e2 e˜2
e3 e˜3
e4 e˜4
q121 q˜
12
1
q122 q˜
12
2
c121,1 c˜
12
1,1
c121,2 c˜
12
1,2
d121,1 d˜
12
1,1
1
2
12 3
1
2
12 1 2
1
2
3 1 3
2
1
2
3
1
2 1
2
1
2
1
2
1
2
3
1
2
1
23
4 1
2
3
1
2 1
2
1
2
Fig. 1. An illustration of construction of graph G′ in W[1]-hardness of ASM for con-
stant sized preference list. Here, blue colored edges belongs to the stable matching µ.
Here, n = 4, m = 4, and r = 2
Claim 1 Graph G′ is bipartite.
Proof. We show that G′ is a bipartite graph by creating a bipartition (X,Y ) for
G′ as follows. We define the following sets.
A = {aij,` : i ∈ [k], j ∈ [log2(n/2)], ` ∈ [βj ]}
A˜ = {a˜ij,` : i ∈ [k], j ∈ [log2(n/2)], ` ∈ [βj ]}
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For each vertex u ∈ Vi, where i ∈ [k], we have the following preferences:
u1: 〈u2, pid`/2e〉 where for some ` ∈ [n], u is the `th vertex in Vi.
u2h+1: 〈u2h, e, u2h+2〉 where e is the hth element of Eu, h ∈ [r]
u2h: 〈u2h−1, u2h+1〉 where h ∈ [r]
u2r+2: 〈u2r+1, p˜id /`2e〉 where for some ` ∈ [n], u is the `th vertex in Vi
For the special vertices of the ith vertex gadget, we have the following preferences:
pi`: 〈u1, v1, ai1,`〉 where for some ` ∈ [n/2], u and v are the
2`− 1st and 2`th vertices of Vi, respectively.
p˜i`: 〈u2r+2, v2r+2, a˜i1,`〉 where for some ` ∈ [n/2], u and v are the
2`− 1st and 2`th vertices of Vi, respectively.
ai1`: 〈pi`, bi1,d`/2e〉 where ` ∈ [n/2]
a˜i1,`: 〈p˜i`, b˜i1,d /`2e〉 where ` ∈ [n/2]
aij,`: 〈bij−1,`, bij,d /`2e〉 where j ∈ [log2(n/2)] \ {1} and ` ∈ [n/2j ]
a˜ij,`: 〈b˜ij−1,`, b˜ij,d`/2e〉 where j ∈ [log2(n/2)] \ {1} and ` ∈ [n/2j ]
bij,`: 〈aij,2`−1, aij,2`, aij+1,`〉 where j ∈ [log2(n/2)−1] and ` ∈ [n/2j+1]
b˜ij`: 〈a˜ij(2`−1), a˜ij,2`, a˜ij+1,`〉 where j ∈ [log2(n/2)−1] and ` ∈ [n/2j+1]
bij,1: 〈aij,1, aij,2〉 where j = log2(n/2)
b˜ij,1: 〈a˜ij,1, a˜ij,2〉 where j = log2(n/2)
For each edge e ∈ Eij , 1 ≤ i < j ≤ k, we have the following preferences:
e: 〈e˜, u2h+1, v2h′+1, qijd`/2e〉 where for some ` ∈ [m], edge e = uv = Eij(`) and
for some h, h′ ∈ [r], e = Eu(h) and e = Ev(h′).
e˜: 〈e, q˜ijd`/2e〉 where for some ` ∈ [m], edge e = uv is the `th element of Eij
For the special vertices of the ijth edge gadget, we have the following preferences:
qij` : 〈e, e′, cij1,`〉 where for some ` ∈ [m/2], edges e and e′ are the
2`− 1st and 2`th elements of Eij , respectively.
q˜ij` : 〈e˜, e˜′ , c˜ij1,`〉 where for some ` ∈ [m/2], edges e and e′ are the
2`− 1st and 2`th elements of Eij , respectively.
cij1,`: 〈qij` , dij1,d`/2e〉 where ` ∈ [m/2]
c˜ij1,`: 〈q˜ij` , d˜ij1,d`/2e〉 where ` ∈ [m/2]
cijh,`: 〈dijh−1,`, dijh,d`/2e〉 where h ∈ [log2(m/2)] \ {1}, ` ∈ [m/2h]
c˜ijh,`: 〈d˜ijh−1,`, d˜ijh,d`/2e〉 where h ∈ [log2(m/2)] \ {1} and ` ∈ [m/2h]
dijh,`: 〈cijh,2`−1, cijh,2`, cijh+1,`〉 where h ∈ [log2(m/2)−1] and ` ∈ [m/2h+1]
d˜ijh,`: 〈c˜ijh,2`−1, c˜ijh,2`, c˜ijh+1,`〉 where h ∈ [log2(m/2)−1] and ` ∈ [m/2h+1]
dijh,1: 〈cijh,1, cijh,2〉 where h = log2(m/2)
d˜ijh,1: 〈c˜ijh,1, c˜ijh,2〉 where h = log2(m/2)
Table 1. Preference lists in the proof of Theorem 1; notation 〈·, ·〉 denotes the order
of preference over neighbors.
B = {bij,` : i ∈ [k], j ∈ [log2(n/2)], ` ∈ [γj ]}
B˜ = {b˜ij,` : i ∈ [k], j ∈ [log2(n/2)], ` ∈ [γj ]}
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We add A to X and A˜ to Y . Note that there is no edge between the vertices in
A (or A˜). Since no vertex of B(or B˜) is adjacent to A˜(or A), we add B to Y and
B˜ to X.
Let P = {pi` : i ∈ [k], ` ∈ [β1]} and P˜ = {p˜i` : i ∈ [k], ` ∈ [β1]}. We add P to
Y and P˜ to X. We define the following sets of vertices.
Uodd = {u2h−1 : u ∈ Vi, i ∈ [k], h ∈ [r + 1]} and
Ueven = {u2h : u ∈ Vi, i ∈ [k], h ∈ [r + 1]}
We add Uodd to X and Ueven to Y . We define the following sets.
E1 = {e : e ∈ Eij , {i, j} ⊆ [k]} and
E2 = {e˜ : e ∈ Eij , {i, j} ⊆ [k]}
We add E1 to Y and E2 to X.
We next define the following sets.
Q = {qij` : {i, j} ⊆ [k], i < j, ` ∈ [ρ1]} and
Q˜ = {q˜ij` : {i, j} ⊆ [k], i < j, ` ∈ [ρ1]}
We add Q to X and Q˜ to Y . Again define the the following two sets.
C = {cijh,` : {i, j} ⊆ [k], i < j, h ∈ [log2(m/2)], ` ∈ [ρh]}
C˜ = {c˜ijh,` : {i, j} ⊆ [k], i < j, h ∈ [log2(m/2)], ` ∈ [ρh]}
We add C to Y and C˜ to X. Finally we define the sets,
D = {dijh,` : {i, j} ⊆ [k], i < j, h ∈ [log2(m/2)], ` ∈ [τh]}
D˜ = {d˜ijh,` : {i, j} ⊆ [k], i < j, h ∈ [log2(m/2)], ` ∈ [τh]}
We add D to X and D˜ to Y . Observe that X and Y are independent sets in G′.
Hence, G′ is a bipartite graph. Figure 2 illustrates this bipartition of the graph
G′.
This completes the construction of an instance of ASM.
Correctness: Since we are interested in a matching which is at least t more than
the size of a stable matching, we need to know the size of a stable matching.
Towards this, we construct a stable matching µ that contains the following set
of edge
(∪u∈V (G){u2h−1u2h ∈ E(G′) : h ∈ [r + 1]})⋃(∪e∈E(G){ee˜ ∈ E(G′)}) (I)
Additionally, for each i ∈ [k] and ` ∈ [n/2], we add ai1,`pi` and a˜i1,`p˜i` to µ. For
each i ∈ [k], j ∈ [log2(n/2)] \ {1}, and ` ∈ [βj ], we add aij,`bij−1,` and a˜ij,`b˜ij−1,`
to µ. For each {i, j} ⊆ [k], i < j, and ` ∈ [m/2], we add cij1,`qij` and c˜ij1,`q˜ij` to µ.
For each {i, j} ⊆ [k], i < j, h ∈ [log2(m/2)] \ {1}, and ` ∈ [ρh], we add cijh,`dijh−1,`
and c˜ijh,`d˜
ij
(h−1)` to µ. This completes the construction of the matching µ.
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B
<latexit sha1_base64="G+/OMPlooZZpN6JRood8HDtD6WA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx5bs B/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFS47ZfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDK cCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5 /MHkayMvQ==</latexit><latexit sha1_base64="G+/OMPlooZZpN6JRood8HDtD6WA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx5bs B/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFS47ZfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDK cCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5 /MHkayMvQ==</latexit><latexit sha1_base64="G+/OMPlooZZpN6JRood8HDtD6WA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx5bs B/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFS47ZfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDK cCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5 /MHkayMvQ==</latexit><latexit sha1_base64="G+/OMPlooZZpN6JRood8HDtD6WA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx5bs B/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFS47ZfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDK cCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5 /MHkayMvQ==</latexit>
P
<latexit sha1_base64="7FSEjGNkpIWinBiHPP05ywWkYCU=">AAAB6HicbVDLSsNAFL2pr1pfVZduBovgqiQiqLuCG5ct2 Ae0QSbTm3bsZBJmJkIJ/QI3LhRx6ye582+ctFlo64GBwznnMveeIBFcG9f9dkpr6xubW+Xtys7u3v5B9fCoo+NUMWyzWMSqF1CNgktsG24E9hKFNAoEdoPJbe53n1BpHst7M03Qj+hI8pAzaqzUaj5Ua27dnYOsEq8gNShg81+DYczSCKVhgmrd99zE+BlVhjO Bs8og1ZhQNqEj7FsqaYTaz+aLzsiZVYYkjJV90pC5+nsio5HW0yiwyYiasV72cvE/r5+a8NrPuExSg5ItPgpTQUxM8qvJkCtkRkwtoUxxuythY6ooM7abii3BWz55lXQu6p5b91qXtcZNUUcZTuAUzsGDK2jAHTShDQwQnuEV3pxH58V5dz4W0ZJTzBzDHzifP 6bkjMs=</latexit><latexit sha1_base64="7FSEjGNkpIWinBiHPP05ywWkYCU=">AAAB6HicbVDLSsNAFL2pr1pfVZduBovgqiQiqLuCG5ct2 Ae0QSbTm3bsZBJmJkIJ/QI3LhRx6ye582+ctFlo64GBwznnMveeIBFcG9f9dkpr6xubW+Xtys7u3v5B9fCoo+NUMWyzWMSqF1CNgktsG24E9hKFNAoEdoPJbe53n1BpHst7M03Qj+hI8pAzaqzUaj5Ua27dnYOsEq8gNShg81+DYczSCKVhgmrd99zE+BlVhjO Bs8og1ZhQNqEj7FsqaYTaz+aLzsiZVYYkjJV90pC5+nsio5HW0yiwyYiasV72cvE/r5+a8NrPuExSg5ItPgpTQUxM8qvJkCtkRkwtoUxxuythY6ooM7abii3BWz55lXQu6p5b91qXtcZNUUcZTuAUzsGDK2jAHTShDQwQnuEV3pxH58V5dz4W0ZJTzBzDHzifP 6bkjMs=</latexit><latexit sha1_base64="7FSEjGNkpIWinBiHPP05ywWkYCU=">AAAB6HicbVDLSsNAFL2pr1pfVZduBovgqiQiqLuCG5ct2 Ae0QSbTm3bsZBJmJkIJ/QI3LhRx6ye582+ctFlo64GBwznnMveeIBFcG9f9dkpr6xubW+Xtys7u3v5B9fCoo+NUMWyzWMSqF1CNgktsG24E9hKFNAoEdoPJbe53n1BpHst7M03Qj+hI8pAzaqzUaj5Ua27dnYOsEq8gNShg81+DYczSCKVhgmrd99zE+BlVhjO Bs8og1ZhQNqEj7FsqaYTaz+aLzsiZVYYkjJV90pC5+nsio5HW0yiwyYiasV72cvE/r5+a8NrPuExSg5ItPgpTQUxM8qvJkCtkRkwtoUxxuythY6ooM7abii3BWz55lXQu6p5b91qXtcZNUUcZTuAUzsGDK2jAHTShDQwQnuEV3pxH58V5dz4W0ZJTzBzDHzifP 6bkjMs=</latexit><latexit sha1_base64="7FSEjGNkpIWinBiHPP05ywWkYCU=">AAAB6HicbVDLSsNAFL2pr1pfVZduBovgqiQiqLuCG5ct2 Ae0QSbTm3bsZBJmJkIJ/QI3LhRx6ye582+ctFlo64GBwznnMveeIBFcG9f9dkpr6xubW+Xtys7u3v5B9fCoo+NUMWyzWMSqF1CNgktsG24E9hKFNAoEdoPJbe53n1BpHst7M03Qj+hI8pAzaqzUaj5Ua27dnYOsEq8gNShg81+DYczSCKVhgmrd99zE+BlVhjO Bs8og1ZhQNqEj7FsqaYTaz+aLzsiZVYYkjJV90pC5+nsio5HW0yiwyYiasV72cvE/r5+a8NrPuExSg5ItPgpTQUxM8qvJkCtkRkwtoUxxuythY6ooM7abii3BWz55lXQu6p5b91qXtcZNUUcZTuAUzsGDK2jAHTShDQwQnuEV3pxH58V5dz4W0ZJTzBzDHzifP 6bkjMs=</latexit>
Ueven
<latexit sha1_base64="dvU9dv1QobtzouJDx6m5CvZDXSY=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMF0 xbaUDbbSbt0s4m7m0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O2vrG5tb26Wd8u7e/sFh5ei4qZNMMfRZIhLVDqlGwSX6hhuB7VQhjUOBrXB0N/NbY1SaJ/LRTFIMYjqQPOKMGiu1/V6OY5TTXqXq1tw5yCrxClKFAo1e5avbT1gWozRMUK07npu aIKfKcCZwWu5mGlPKRnSAHUsljVEH+fzeKTm3Sp9EibIlDZmrvydyGms9iUPbGVMz1MveTPzP62QmuglyLtPMoGSLRVEmiEnI7HnS5wqZERNLKFPc3krYkCrKjI2obEPwll9eJc3LmufWvIerav22iKMEp3AGF+DBNdThHhrgAwMBz/AKb86T8+K8Ox+L1jWnm DmBP3A+fwBP7pAb</latexit><latexit sha1_base64="dvU9dv1QobtzouJDx6m5CvZDXSY=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMF0 xbaUDbbSbt0s4m7m0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O2vrG5tb26Wd8u7e/sFh5ei4qZNMMfRZIhLVDqlGwSX6hhuB7VQhjUOBrXB0N/NbY1SaJ/LRTFIMYjqQPOKMGiu1/V6OY5TTXqXq1tw5yCrxClKFAo1e5avbT1gWozRMUK07npu aIKfKcCZwWu5mGlPKRnSAHUsljVEH+fzeKTm3Sp9EibIlDZmrvydyGms9iUPbGVMz1MveTPzP62QmuglyLtPMoGSLRVEmiEnI7HnS5wqZERNLKFPc3krYkCrKjI2obEPwll9eJc3LmufWvIerav22iKMEp3AGF+DBNdThHhrgAwMBz/AKb86T8+K8Ox+L1jWnm DmBP3A+fwBP7pAb</latexit><latexit sha1_base64="dvU9dv1QobtzouJDx6m5CvZDXSY=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMF0 xbaUDbbSbt0s4m7m0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O2vrG5tb26Wd8u7e/sFh5ei4qZNMMfRZIhLVDqlGwSX6hhuB7VQhjUOBrXB0N/NbY1SaJ/LRTFIMYjqQPOKMGiu1/V6OY5TTXqXq1tw5yCrxClKFAo1e5avbT1gWozRMUK07npu aIKfKcCZwWu5mGlPKRnSAHUsljVEH+fzeKTm3Sp9EibIlDZmrvydyGms9iUPbGVMz1MveTPzP62QmuglyLtPMoGSLRVEmiEnI7HnS5wqZERNLKFPc3krYkCrKjI2obEPwll9eJc3LmufWvIerav22iKMEp3AGF+DBNdThHhrgAwMBz/AKb86T8+K8Ox+L1jWnm DmBP3A+fwBP7pAb</latexit><latexit sha1_base64="dvU9dv1QobtzouJDx6m5CvZDXSY=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMF0 xbaUDbbSbt0s4m7m0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O2vrG5tb26Wd8u7e/sFh5ei4qZNMMfRZIhLVDqlGwSX6hhuB7VQhjUOBrXB0N/NbY1SaJ/LRTFIMYjqQPOKMGiu1/V6OY5TTXqXq1tw5yCrxClKFAo1e5avbT1gWozRMUK07npu aIKfKcCZwWu5mGlPKRnSAHUsljVEH+fzeKTm3Sp9EibIlDZmrvydyGms9iUPbGVMz1MveTPzP62QmuglyLtPMoGSLRVEmiEnI7HnS5wqZERNLKFPc3krYkCrKjI2obEPwll9eJc3LmufWvIerav22iKMEp3AGF+DBNdThHhrgAwMBz/AKb86T8+K8Ox+L1jWnm DmBP3A+fwBP7pAb</latexit>
E1<latexit sha1_base64="c2JQSBabNYVMZ/kIrKhBPRb/J78=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN4KInisa D+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpn57SeujYjVI04S7kd0qEQoGEUrPdz2vX654lbdOcgq8XJSgRyNfvmrN4hZGnGFTFJjup6boJ9 RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGF75mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTplGwI3vLLq6R1UfXcqnd/Walf53EU4QRO4Rw8qEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/ IHz+QO7Oo1k</latexit><latexit sha1_base64="c2JQSBabNYVMZ/kIrKhBPRb/J78=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN4KInisa D+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpn57SeujYjVI04S7kd0qEQoGEUrPdz2vX654lbdOcgq8XJSgRyNfvmrN4hZGnGFTFJjup6boJ9 RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGF75mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTplGwI3vLLq6R1UfXcqnd/Walf53EU4QRO4Rw8qEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/ IHz+QO7Oo1k</latexit><latexit sha1_base64="c2JQSBabNYVMZ/kIrKhBPRb/J78=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN4KInisa D+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpn57SeujYjVI04S7kd0qEQoGEUrPdz2vX654lbdOcgq8XJSgRyNfvmrN4hZGnGFTFJjup6boJ9 RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGF75mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTplGwI3vLLq6R1UfXcqnd/Walf53EU4QRO4Rw8qEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/ IHz+QO7Oo1k</latexit><latexit sha1_base64="c2JQSBabNYVMZ/kIrKhBPRb/J78=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN4KInisa D+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpn57SeujYjVI04S7kd0qEQoGEUrPdz2vX654lbdOcgq8XJSgRyNfvmrN4hZGnGFTFJjup6boJ9 RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGF75mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTplGwI3vLLq6R1UfXcqnd/Walf53EU4QRO4Rw8qEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/ IHz+QO7Oo1k</latexit>
Q˜
<latexit sha1_base64="rBMqRf/k/jWCf7H8Bhmke74rflQ=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWML9 kPaUDabTbt0swm7E6GE/govHhTx6s/x5r9x2+agrQ8GHu/NMDMvSKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDajhUijeQoGSd1PNaRxI3gnGdzO/88S1EYl6wEnK/ZgOlYgEo2ilxz4KGfK8OR1Uqm7NnYOsEq8gVSjQGFS++mHCspgrZJIa0/P cFP2cahRM8mm5nxmeUjamQ96zVNGYGz+fHzwl51YJSZRoWwrJXP09kdPYmEkc2M6Y4sgsezPxP6+XYXTj50KlGXLFFouiTBJMyOx7EgrNGcqJJZRpYW8lbEQ1ZWgzKtsQvOWXV0n7sua5Na95Va3fFnGU4BTO4AI8uIY63EMDWsAghmd4hTdHOy/Ou/OxaF1zi pkT+APn8wcFZZCC</latexit><latexit sha1_base64="rBMqRf/k/jWCf7H8Bhmke74rflQ=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWML9 kPaUDabTbt0swm7E6GE/govHhTx6s/x5r9x2+agrQ8GHu/NMDMvSKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDajhUijeQoGSd1PNaRxI3gnGdzO/88S1EYl6wEnK/ZgOlYgEo2ilxz4KGfK8OR1Uqm7NnYOsEq8gVSjQGFS++mHCspgrZJIa0/P cFP2cahRM8mm5nxmeUjamQ96zVNGYGz+fHzwl51YJSZRoWwrJXP09kdPYmEkc2M6Y4sgsezPxP6+XYXTj50KlGXLFFouiTBJMyOx7EgrNGcqJJZRpYW8lbEQ1ZWgzKtsQvOWXV0n7sua5Na95Va3fFnGU4BTO4AI8uIY63EMDWsAghmd4hTdHOy/Ou/OxaF1zi pkT+APn8wcFZZCC</latexit><latexit sha1_base64="rBMqRf/k/jWCf7H8Bhmke74rflQ=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWML9 kPaUDabTbt0swm7E6GE/govHhTx6s/x5r9x2+agrQ8GHu/NMDMvSKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDajhUijeQoGSd1PNaRxI3gnGdzO/88S1EYl6wEnK/ZgOlYgEo2ilxz4KGfK8OR1Uqm7NnYOsEq8gVSjQGFS++mHCspgrZJIa0/P cFP2cahRM8mm5nxmeUjamQ96zVNGYGz+fHzwl51YJSZRoWwrJXP09kdPYmEkc2M6Y4sgsezPxP6+XYXTj50KlGXLFFouiTBJMyOx7EgrNGcqJJZRpYW8lbEQ1ZWgzKtsQvOWXV0n7sua5Na95Va3fFnGU4BTO4AI8uIY63EMDWsAghmd4hTdHOy/Ou/OxaF1zi pkT+APn8wcFZZCC</latexit><latexit sha1_base64="rBMqRf/k/jWCf7H8Bhmke74rflQ=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWML9 kPaUDabTbt0swm7E6GE/govHhTx6s/x5r9x2+agrQ8GHu/NMDMvSKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDajhUijeQoGSd1PNaRxI3gnGdzO/88S1EYl6wEnK/ZgOlYgEo2ilxz4KGfK8OR1Uqm7NnYOsEq8gVSjQGFS++mHCspgrZJIa0/P cFP2cahRM8mm5nxmeUjamQ96zVNGYGz+fHzwl51YJSZRoWwrJXP09kdPYmEkc2M6Y4sgsezPxP6+XYXTj50KlGXLFFouiTBJMyOx7EgrNGcqJJZRpYW8lbEQ1ZWgzKtsQvOWXV0n7sua5Na95Va3fFnGU4BTO4AI8uIY63EMDWsAghmd4hTdHOy/Ou/OxaF1zi pkT+APn8wcFZZCC</latexit>
C
<latexit sha1_base64="VzhJrL53EKvMtG1fzfLnwebII/M=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG+FXjy2Y D+gDWWznbRrN5uwuxFK6C/w4kERr/4kb/4bt20O2vpg4PHeDDPzgkRwbVz32ylsbG5t7xR3S3v7B4dH5eOTto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2Akm9bnfeUKleSwfzDRBP6IjyUPOqLFSsz4oV9yquwBZJ15OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBn OBM5K/VRjQtmEjrBnqaQRaj9bHDojF1YZkjBWtqQhC/X3REYjradRYDsjasZ61ZuL/3m91IS3fsZlkhqUbLkoTAUxMZl/TYZcITNiagllittbCRtTRZmx2ZRsCN7qy+ukfVX13KrXvK7U7vI4inAG53AJHtxADe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8 /kDkzCMvg==</latexit><latexit sha1_base64="VzhJrL53EKvMtG1fzfLnwebII/M=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG+FXjy2Y D+gDWWznbRrN5uwuxFK6C/w4kERr/4kb/4bt20O2vpg4PHeDDPzgkRwbVz32ylsbG5t7xR3S3v7B4dH5eOTto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2Akm9bnfeUKleSwfzDRBP6IjyUPOqLFSsz4oV9yquwBZJ15OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBn OBM5K/VRjQtmEjrBnqaQRaj9bHDojF1YZkjBWtqQhC/X3REYjradRYDsjasZ61ZuL/3m91IS3fsZlkhqUbLkoTAUxMZl/TYZcITNiagllittbCRtTRZmx2ZRsCN7qy+ukfVX13KrXvK7U7vI4inAG53AJHtxADe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8 /kDkzCMvg==</latexit><latexit sha1_base64="VzhJrL53EKvMtG1fzfLnwebII/M=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG+FXjy2Y D+gDWWznbRrN5uwuxFK6C/w4kERr/4kb/4bt20O2vpg4PHeDDPzgkRwbVz32ylsbG5t7xR3S3v7B4dH5eOTto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2Akm9bnfeUKleSwfzDRBP6IjyUPOqLFSsz4oV9yquwBZJ15OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBn OBM5K/VRjQtmEjrBnqaQRaj9bHDojF1YZkjBWtqQhC/X3REYjradRYDsjasZ61ZuL/3m91IS3fsZlkhqUbLkoTAUxMZl/TYZcITNiagllittbCRtTRZmx2ZRsCN7qy+ukfVX13KrXvK7U7vI4inAG53AJHtxADe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8 /kDkzCMvg==</latexit><latexit sha1_base64="VzhJrL53EKvMtG1fzfLnwebII/M=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG+FXjy2Y D+gDWWznbRrN5uwuxFK6C/w4kERr/4kb/4bt20O2vpg4PHeDDPzgkRwbVz32ylsbG5t7xR3S3v7B4dH5eOTto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2Akm9bnfeUKleSwfzDRBP6IjyUPOqLFSsz4oV9yquwBZJ15OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBn OBM5K/VRjQtmEjrBnqaQRaj9bHDojF1YZkjBWtqQhC/X3REYjradRYDsjasZ61ZuL/3m91IS3fsZlkhqUbLkoTAUxMZl/TYZcITNiagllittbCRtTRZmx2ZRsCN7qy+ukfVX13KrXvK7U7vI4inAG53AJHtxADe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8 /kDkzCMvg==</latexit>
D˜<latexit sha1_base64="MWRKkZKS+B1tIpcK+aeeOHqteIc=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FPXisY GulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v5n0qzW37s5AlolXkBoUaParX70wYZniMTJJjel 6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxCE1rAQMEzvMKbo50X5935mLeWn GLmEP7A+fwB8ZWQdQ==</latexit><latexit sha1_base64="MWRKkZKS+B1tIpcK+aeeOHqteIc=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FPXisY GulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v5n0qzW37s5AlolXkBoUaParX70wYZniMTJJjel 6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxCE1rAQMEzvMKbo50X5935mLeWn GLmEP7A+fwB8ZWQdQ==</latexit><latexit sha1_base64="MWRKkZKS+B1tIpcK+aeeOHqteIc=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FPXisY GulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v5n0qzW37s5AlolXkBoUaParX70wYZniMTJJjel 6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxCE1rAQMEzvMKbo50X5935mLeWn GLmEP7A+fwB8ZWQdQ==</latexit><latexit sha1_base64="MWRKkZKS+B1tIpcK+aeeOHqteIc=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FPXisY GulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v5n0qzW37s5AlolXkBoUaParX70wYZniMTJJjel 6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxCE1rAQMEzvMKbo50X5935mLeWn GLmEP7A+fwB8ZWQdQ==</latexit>
A<latexit sha1_base64="Q03Efd6eZwcxua4bW0QYanzCN2o=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8VLx5bs B/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFS47ZfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDK cCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5 /MHkCiMvA==</latexit><latexit sha1_base64="Q03Efd6eZwcxua4bW0QYanzCN2o=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8VLx5bs B/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFS47ZfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDK cCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5 /MHkCiMvA==</latexit><latexit sha1_base64="Q03Efd6eZwcxua4bW0QYanzCN2o=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8VLx5bs B/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFS47ZfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDK cCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5 /MHkCiMvA==</latexit><latexit sha1_base64="Q03Efd6eZwcxua4bW0QYanzCN2o=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8VLx5bs B/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFS47ZfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDK cCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5 /MHkCiMvA==</latexit>
C˜
<latexit sha1_base64="mfv0T1QxptcpF2ZdJ7KBXcp/Dl0=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3Qi8cK9 kPaUDabTbt0Nwm7E6GE/govHhTx6s/x5r9x2+agrQ8GHu/NMDMvSKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDajhUsS8hQIl76aaUxVI3gnGjZnfeeLaiCR+wEnKfUWHsYgEo2ilxz4KGfK8MR1Uqm7NnYOsEq8gVSjQHFS++mHCMsVjZJIa0/P cFP2cahRM8mm5nxmeUjamQ96zNKaKGz+fHzwl51YJSZRoWzGSufp7IqfKmIkKbKeiODLL3kz8z+tlGN34uYjTDHnMFouiTBJMyOx7EgrNGcqJJZRpYW8lbEQ1ZWgzKtsQvOWXV0n7sua5Ne/+qlq/LeIowSmcwQV4cA11uIMmtICBgmd4hTdHOy/Ou/OxaF1zi pkT+APn8wfwEJB0</latexit><latexit sha1_base64="mfv0T1QxptcpF2ZdJ7KBXcp/Dl0=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3Qi8cK9 kPaUDabTbt0Nwm7E6GE/govHhTx6s/x5r9x2+agrQ8GHu/NMDMvSKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDajhUsS8hQIl76aaUxVI3gnGjZnfeeLaiCR+wEnKfUWHsYgEo2ilxz4KGfK8MR1Uqm7NnYOsEq8gVSjQHFS++mHCMsVjZJIa0/P cFP2cahRM8mm5nxmeUjamQ96zNKaKGz+fHzwl51YJSZRoWzGSufp7IqfKmIkKbKeiODLL3kz8z+tlGN34uYjTDHnMFouiTBJMyOx7EgrNGcqJJZRpYW8lbEQ1ZWgzKtsQvOWXV0n7sua5Ne/+qlq/LeIowSmcwQV4cA11uIMmtICBgmd4hTdHOy/Ou/OxaF1zi pkT+APn8wfwEJB0</latexit><latexit sha1_base64="mfv0T1QxptcpF2ZdJ7KBXcp/Dl0=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3Qi8cK9 kPaUDabTbt0Nwm7E6GE/govHhTx6s/x5r9x2+agrQ8GHu/NMDMvSKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDajhUsS8hQIl76aaUxVI3gnGjZnfeeLaiCR+wEnKfUWHsYgEo2ilxz4KGfK8MR1Uqm7NnYOsEq8gVSjQHFS++mHCMsVjZJIa0/P cFP2cahRM8mm5nxmeUjamQ96zNKaKGz+fHzwl51YJSZRoWzGSufp7IqfKmIkKbKeiODLL3kz8z+tlGN34uYjTDHnMFouiTBJMyOx7EgrNGcqJJZRpYW8lbEQ1ZWgzKtsQvOWXV0n7sua5Ne/+qlq/LeIowSmcwQV4cA11uIMmtICBgmd4hTdHOy/Ou/OxaF1zi pkT+APn8wfwEJB0</latexit><latexit sha1_base64="mfv0T1QxptcpF2ZdJ7KBXcp/Dl0=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3Qi8cK9 kPaUDabTbt0Nwm7E6GE/govHhTx6s/x5r9x2+agrQ8GHu/NMDMvSKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDajhUsS8hQIl76aaUxVI3gnGjZnfeeLaiCR+wEnKfUWHsYgEo2ilxz4KGfK8MR1Uqm7NnYOsEq8gVSjQHFS++mHCMsVjZJIa0/P cFP2cahRM8mm5nxmeUjamQ96zNKaKGz+fHzwl51YJSZRoWzGSufp7IqfKmIkKbKeiODLL3kz8z+tlGN34uYjTDHnMFouiTBJMyOx7EgrNGcqJJZRpYW8lbEQ1ZWgzKtsQvOWXV0n7sua5Ne/+qlq/LeIowSmcwQV4cA11uIMmtICBgmd4hTdHOy/Ou/OxaF1zi pkT+APn8wfwEJB0</latexit>
Uodd
<latexit sha1_base64="baKxaA5lzDzRqNL6dKDY02lPWb0=">AAAB7nicbVBNSwMxEJ34WetX1aOXYBE8lV0R1FvBi8cKb ltol5LNZtvQbLIkWaEs/RFePCji1d/jzX9j2u5BWx8MPN6bYWZelAlurOd9o7X1jc2t7cpOdXdv/+CwdnTcNirXlAVUCaW7ETFMcMkCy61g3UwzkkaCdaLx3czvPDFtuJKPdpKxMCVDyRNOiXVSJxgUKo6ng1rda3hz4FXil6QOJVqD2lc/VjRPmbRUEGN6vpf ZsCDacirYtNrPDcsIHZMh6zkqScpMWMzPneJzp8Q4UdqVtHiu/p4oSGrMJI1cZ0rsyCx7M/E/r5fb5CYsuMxyyyRdLEpyga3Cs99xzDWjVkwcIVRzdyumI6IJtS6hqgvBX355lbQvG77X8B+u6s3bMo4KnMIZXIAP19CEe2hBABTG8Ayv8IYy9ILe0ceidQ2VM yfwB+jzB3Ovj5o=</latexit><latexit sha1_base64="baKxaA5lzDzRqNL6dKDY02lPWb0=">AAAB7nicbVBNSwMxEJ34WetX1aOXYBE8lV0R1FvBi8cKb ltol5LNZtvQbLIkWaEs/RFePCji1d/jzX9j2u5BWx8MPN6bYWZelAlurOd9o7X1jc2t7cpOdXdv/+CwdnTcNirXlAVUCaW7ETFMcMkCy61g3UwzkkaCdaLx3czvPDFtuJKPdpKxMCVDyRNOiXVSJxgUKo6ng1rda3hz4FXil6QOJVqD2lc/VjRPmbRUEGN6vpf ZsCDacirYtNrPDcsIHZMh6zkqScpMWMzPneJzp8Q4UdqVtHiu/p4oSGrMJI1cZ0rsyCx7M/E/r5fb5CYsuMxyyyRdLEpyga3Cs99xzDWjVkwcIVRzdyumI6IJtS6hqgvBX355lbQvG77X8B+u6s3bMo4KnMIZXIAP19CEe2hBABTG8Ayv8IYy9ILe0ceidQ2VM yfwB+jzB3Ovj5o=</latexit><latexit sha1_base64="baKxaA5lzDzRqNL6dKDY02lPWb0=">AAAB7nicbVBNSwMxEJ34WetX1aOXYBE8lV0R1FvBi8cKb ltol5LNZtvQbLIkWaEs/RFePCji1d/jzX9j2u5BWx8MPN6bYWZelAlurOd9o7X1jc2t7cpOdXdv/+CwdnTcNirXlAVUCaW7ETFMcMkCy61g3UwzkkaCdaLx3czvPDFtuJKPdpKxMCVDyRNOiXVSJxgUKo6ng1rda3hz4FXil6QOJVqD2lc/VjRPmbRUEGN6vpf ZsCDacirYtNrPDcsIHZMh6zkqScpMWMzPneJzp8Q4UdqVtHiu/p4oSGrMJI1cZ0rsyCx7M/E/r5fb5CYsuMxyyyRdLEpyga3Cs99xzDWjVkwcIVRzdyumI6IJtS6hqgvBX355lbQvG77X8B+u6s3bMo4KnMIZXIAP19CEe2hBABTG8Ayv8IYy9ILe0ceidQ2VM yfwB+jzB3Ovj5o=</latexit><latexit sha1_base64="baKxaA5lzDzRqNL6dKDY02lPWb0=">AAAB7nicbVBNSwMxEJ34WetX1aOXYBE8lV0R1FvBi8cKb ltol5LNZtvQbLIkWaEs/RFePCji1d/jzX9j2u5BWx8MPN6bYWZelAlurOd9o7X1jc2t7cpOdXdv/+CwdnTcNirXlAVUCaW7ETFMcMkCy61g3UwzkkaCdaLx3czvPDFtuJKPdpKxMCVDyRNOiXVSJxgUKo6ng1rda3hz4FXil6QOJVqD2lc/VjRPmbRUEGN6vpf ZsCDacirYtNrPDcsIHZMh6zkqScpMWMzPneJzp8Q4UdqVtHiu/p4oSGrMJI1cZ0rsyCx7M/E/r5fb5CYsuMxyyyRdLEpyga3Cs99xzDWjVkwcIVRzdyumI6IJtS6hqgvBX355lbQvG77X8B+u6s3bMo4KnMIZXIAP19CEe2hBABTG8Ayv8IYy9ILe0ceidQ2VM yfwB+jzB3Ovj5o=</latexit>
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Fig. 2. A bipartition of the graph G′, constructed in the W[1]-hardness of ASM.
Claim 2 Matching µ has size kn(r+1)+mk(k−1)/2+2k(n−2)+k(k−1)(m−2).
Furthermore, µ is a stable matching in G′.
Proof. Due to Equation (I), we know that µ contains at least kn(r+1)+mk(k−1)/2
edges because |Vi| = n for each i ∈ [k] and |Eij | = m for each {i, j} ⊆ [k].
The other edges added to µ can be counted separately, leading to the following
relation.
|µ| = kn(r + 1) + mk(k−1)/2 + kn+ k(n− 4) + (mk(k−1)/2) + (m− 4)(k(k−1)/2)
= kn(r + 1) + mk(k−1)/2 + 2k(n− 2) + k(k − 1)(m− 2)
Next, to show that µ is a stable matching in G′, we will exhaustively argue
for each vertex in G′ that there is no blocking edge incident to it.
We begin by noting that for any vertex u ∈ V (G), vertices u1 and u2 in
G′ prefer each other over any other vertex in G′. Therefore, edge u1u2 is a
static edge and must belong to every stable matching in G′. Similarly, for any
e ∈ E(G), we note that ee˜ is a static edge in G′, and thus belongs to every stable
matching in G′. For any u ∈ V (G) and h ∈ [r], we know that vertex u2h+1 is the
first preference of u2h+2. Thus, there cannot exist a blocking edge incident to
u2h+2, where h ∈ [r]. Moreover, for any h ∈ [r], the vertices that u2h+1 prefers
over u2h+2 are matched to their top preferences. Consequently, there cannot be
a blocking edge incident to u2h+1.
Since for each u ∈ Vi, i ∈ [k], vertices u1 and u2r+2 are matched to their top
preferences respectively, thus for any ` ∈ [n/2] the edges u1pi` and u2r+2p˜i` cannot
be a blocking edge with respect to µ. Thus, there is no blocking edge incident
to pi` and p˜
i
`, for ` ∈ [n/2]. Analogously, we can argue that there is no blocking
edge incident on qijh and q˜
ij
h , for any {i, j} ⊆ [k], i < j and h ∈ [m/2].
Since for each i ∈ [k], j ∈ [log2(n/2)], and ` ∈ [βj ], vertices aij,` and a˜ij,` are
matched to their top preferences respectively, there is no blocking edge incident
to aij,` or a˜
i
j,`. Analogously, there is no blocking edge incident on c
ij
h,` or c˜
ij
h,`, for
any {i, j} ⊆ [k], i < j, h ∈ [log2(m/2)], and ` ∈ [ρh].
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For any i ∈ [k], j ∈ [log2(n/2)], and ` ∈ [γj ], vertices that bij,` prefers over
aij+1,` (i.e., a
i
j,2`−1 and a
i
j,2`) are matched to their top preferences respectively,
there is no blocking edge incident to bij,`. By symmetry, there is no blocking edge
incident to b˜ih,`. Analogously, there is also no blocking edge incident to d
ij
h′,`′ , or
d˜ijh′,`′ , for any {i, j} ⊆ [k], i < j, h′ ∈ [log2(m/2)], and `′ ∈ [τh].
Hence, we can conclude that µ is a stable matching in G′.
Next, we will formally prove the equivalence between the instance of MCQ
and the instance of ASM. In particular, we will prove the following lemma.
Lemma 1. I = (G, (V1, . . . , Vk)) is a Yes-instance of MCQ if and only if
J = (G′,L, µ, k′, t) is a Yes-instance of ASM.
Before giving the proof of Lemma 1, we give a structural property of any
matching in G′ which will be used later.
Claim 3 Let η˜ be a matching in G′ of size |µ|+ t. Then, η˜ is a perfect matching
in G′.
Proof. We first count the number of vertices in G′. Note that for each vertex in
G, we have a path of length 2r+2 in G′. Since |V (G)| = nk, there are (2r+2)nk
such vertices in V (G′). For each i ∈ [k] and ` ∈ [n/2], we added pi`, p˜i`. Hence, we
have added kn special vertices to V (G′). Note that there are 2k(n− 2) vertices
in the set {aij`, a˜ij` : i ∈ [k], j ∈ [log2(n/2)], ` ∈ [n/2j]}. Additionally, we have
k(n− 2) vertices in the set {bij,`, b˜ij,` : i ∈ [k], j ∈ [log2(n/2)], ` ∈ [n/2j+1]}.
Now, we count the vertices in G′ that corresponding to edges in G. Note that
for each edge in G, we have two vertices in G′. Since |Eij | = m, where {i, j} ⊆ [k],
there are 2m(k(k−1)/2) vertices in the set {e, e˜ : e ∈ E(G)}. There are m(k(k−1)/2)
vertices in the set {qij` , q˜ij` : {i, j} ⊆ [k], i < j, ` ∈ [m/2]}. There are k(k−1)(m−2)
vertices in the set {cijh,`, c˜ijh,` : {i, j} ⊆ [k], i < j, h ∈ [log2(m/2)], ` ∈ [m/2h]}.
Similarly, we have k(k−1)(m−2)/2 vertices in the set {dijh,`, d˜ijh,` : {i, j} ⊆ [k], h ∈
[log2(m/2)], ` ∈ [m/2h+1]}. Hence,
|V (G′)| = 2(r + 1)kn+ 2k(2n− 3) +mk(k − 1) + 2k(k − 1)(m− 3/2)
Recall that |µ| = (r + 1)kn + mk(k−1)/2 + 2k(n − 2) + k(k − 1)(m − 2) and
t = k+k(k−1)/2. Therefore, |η˜| = (r+1)kn+mk(k−1)/2+k(2n−3)+k(k−1)(m−3/2).
Hence, η˜ is a perfect matching in G′.
Now, we are ready to prove Lemma 1.
Proof (Proof of Lemma 1).
In the forward direction, let S be a solution of MCQ for I, i.e |X ∩ Vi| = 1,
for each i ∈ [k] and G[X] is a clique in G.
Defining a solution matching: We construct a solution η to J as follows.
Initially, we set η = µ. Suppose that u = S ∩ Vi, then from η we delete edges
{u2h−1u2h : h ∈ [r + 1]}; and add edges {u2hu2h+1 : h ∈ [r]}.
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Let ` = σ(Vi, u), i.e the solution S contains the `
th vertex of the set Vi. Then,
we delete {ai1,d /`2epid /`2e, a˜i1,d /`2ep˜id /`2e} from η and add {u1pid /`2e, u2r+2p˜id /`2e} to η.
Additionally, we delete {aij,hbij−1,h, a˜ij,hb˜ij−1,h : j ∈ [log2(n/2)] \ {1}, h = d /`2je}
and add set {aij,hbij,h′ , a˜ij,hb˜ij,h′ : j ∈ [log2(n/2)], h = d /`2je, h′ = d /`2j+1e} to η.
Let edge e = E(G[S]) ∩ Eij , i.e. edge e in Eij is in the clique solution, for
some {i, j} ⊆ [k]. Suppose that for some ` ∈ [m], e is the `th edge in Eij . Then,
we delete set {ee˜, qijd /`2ecij1,d /`2e, q˜ijd /`2ec˜ij1,d /`2e} from η and add {eqijd /`2e, e˜q˜ijd /`2e} to η.
Additionally, we delete edges {cijh,sdijh−1,s, c˜ijh,sd˜ijh−1,s : h ∈ [log2(m/2)] \ {1}}, s =
d /`2he} from η and add set {cijh,sdijh,s′ , c˜ijh,sd˜ijh,s′ : h ∈ [log2(m/2)], s = d /`2he, s′ =
d /`2h+1e}. Due to the construction of η, clearly it is a matching.
The following result implies that the matching η constructed as above satisfies
the size bound of a solution for our instance J of ASM.
Claim 4 Matching η described above has size |µ|+ k + k(k−1)/2.
Proof. For each (clique) vertex u = S∩Vi, where i ∈ [k], we delete r+2 log2(n/2)+
1 edges from η (which also belong to µ), and add r + 2 log2(n/2) + 2 edges to η.
This gives us an an additional k edges in η.
Similarly, for each clique edge e = E(G[S]) ∩ Eij , where {i, j} ⊆ [k], i <
j, we delete 2 log2(m/2) + 1 edges from η (which also belong to µ), and add
2 log2(m/2) + 2 edges to η. This, gives us an additional k(k−1)/2 edges in η. Thus,
in total |η| = |µ|+ k + k(k−1)/2.
Next, we prove that η has k′ = k + k(k−1)/2 blocking edges. Due to Propo-
sition 1, for a blocking edge with respect to η, at least one of its endpoint is
in V (µ4η). Therefore, we only need to investigate the vertices of V (µ4η). We
begin by characterizing the vertices in the set V (µ4η).
Note that
V (µ4η) = {u2h−1, u2h : u ∈ S, h ∈ [r + 1]} ∪ {e, e˜ : e ∈ E(G[S])}⋃
∪i∈[k]{pid /`2e, p˜id /`2e, aij,d /`2je, a˜ij,d /`2je, bij,d /`2j+1e, b˜ij,d /`2j+1e :
S contains the `th vertex of Vi , j ∈ [log2(n/2)]}⋃
∪{i,j}⊆[k],i<j{qijd`/2e, q˜ijd`/2e, cijh,d`/2he, c˜ijh,d`/2he, dijh,d`/2h+1e, d˜ijh,d`/2h+1e :
G[S] contains the `th edge of Eij , h ∈ [log(m/2)]}
Claim 5 For any u ∈ S and any h ∈ [r], there is no blocking edge with respect
to η that is incident to the vertex u2h+1 or u2h+2.
Proof. For any value h ∈ [r], vertex u2h+1 is matched to its most preferred vertex
in η, namely u2h. Therefore, there is no blocking edge incident on u2h+1. For any
h′ ∈ [r − 1], we have N(u2h′+2) = 〈u2h′+1, u2h′+3〉. Thus, there is no blocking
edge incident to u2h′+2.
Suppose that u is the `th vertex in Vi. Then, we haveN(u2r+2) = 〈u2r+1, p˜id /`2e〉,
and we know that the edge u2r+2p˜
i
d /`2e is in η. However, since u2r+1 is matched
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to its most preferred neighbor, it follows that there is no blocking edge incident
to u2r+2.
Claim 6 For any vertex u ∈ S, u1u2 is a blocking edge in G′ with respect to η.
Moreover, there is no other blocking edge incident to u1 or u2 in G
′
Proof. Since vertices u1 and u2 in G
′ prefer each other over any other vertex,
and the edge u1u2 is not in η, it must be a blocking edge with respect to η.
Let ` = σ(Vi, u), i.e the solution S contains the `
th vertex of the set Vi. Then,
N(u1) = 〈u2, pid /`2e〉, and we know that u1pid /`2e ∈ η. Thus, other than u1 u2, there
is no other blocking edge incident to u1 in η. Similarly, since N(u2) = 〈u1, u3〉,
and u2u3 ∈ η, it follows that there is no other blocking edge incident to u2.
Claim 7 For any i ∈ [k] and ` ∈ [n/2], there is no blocking edge with respect to
η that is incident to vertex pi` or p˜
i
`.
Proof. Let u = Vi(2` − 1) and v = Vi(2`), i.e, u and v denote the 2` − 1st and
2`th elements of Vi, respectively.
Suppose that {u, v} ∩ S = ∅. Then, due to the construction of η, we know
that u1u2 and v1v2 are in η. Recall that N(p
i
`) = 〈u1, v1, ai1`〉. Since u1 and v1
are matched to their most preferred neighbor in η, namely u2 and v2, so there
is no blocking edge incident to pi`. Hence, this case is resolved.
Suppose that u ∈ S. Then, pi`u1 ∈ η. Since pi` prefers u1 over any other
vertex, so there is no blocking edge incident to pi`.
Suppose that v ∈ S. Then, pi`v1 ∈ η, by the construction of η. Since |S∩Vi| =
1, and v ∈ S, it follows that u /∈ S. Hence, u1u2 ∈ η, implying that u1 is
matched to its most preferred neighbor u2. Therefore, there is no blocking edge
with respect to η that is incident to pi`. By symmetry, we can argue that there
is no blocking edge incident to p˜i`.
Claim 8 For any i ∈ [k], j ∈ [log2(n/2)] and ` ∈ [βj ], there is no blocking edge
with respect to η that is incident to vertex aij,` or a˜
i
j,`.
Proof. We first consider the case when j = 1. Recall that N(ai1,`) = 〈pi`, bi1,`〉.
If ai1,`p
i
` ∈ η, then ai1,` is matched to its most preferred vertex. Thus, there is
no blocking edge incident on ai1,`. Suppose that a
i
1,`b
i
1,` ∈ η. In this case, by
the construction of η, either pi`u1 ∈ η or pi`v1 ∈ η, where u = Vi(2` − 1) and
v = Vi(2`). Note that p
i
` prefers both u1 and v1 over a
i
1,`. Hence, there is no
blocking edge incident to ai1,`. Next, we consider the case when j ≥ 2. Recall
that N(aij,`) = 〈bij−1,`, bij,`〉. If aij,`bij−1,` ∈ η, then aij,` is matched to its most
preferred vertex. Thus, there is no blocking edge incident on aij`. Suppose that
aij,`b
i
j,` ∈ η. Since aij,` is the last preference of bij−1,` (and bij−1,` is matched to
aij−1,` in η), we can conclude that there is no blocking edge incident to a
i
j,`.
Similarly, there is no blocking edge with respect to η that is incident to a˜ij,`
Claim 9 For any i ∈ [k], j ∈ [log2(n/2)], and ` ∈ [γj ], there is no blocking edge
with respect to η that is incident to vertex bij` or b˜
i
j`.
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Proof. We first consider the case when j ∈ [log2(n/2)− 1]. Recall that
N(bij,`) = 〈aij,2`−1, aij,2`, aij+1,`〉. If bij,`aij,2`−1 ∈ η, then bij,` is matched to its
most preferred vertex. Hence, there is no blocking edge incident on bij,`. Suppose
that bij,`a
i
j,2` ∈ η. Note that aij,2`−1 is the only vertex that bij,` prefers over aij,2`.
Since bij,` is the last preference of a
i
j,2`−1, and a
i
j,2`−1 is saturated in η (Claims 3
and 4 imply that η is a perfect matching), there is no blocking edge incident
on bij,`. If b
i
j,`a
i
j+1,` ∈ η, then using the same argument as earlier, there is no
blocking edge incident on bij,`. Now, consider the case when j = log2(n/2). Since
N(bij,1) = 〈aij,1, aij,2〉, there is no blocking edge incident on bij,1 using the same
arguments as earlier. Similarly, there is no blocking edge incident on b˜ij,` with
respect to η.
Claim 10 For any {i, j} ⊆ [k], i < j, and ` ∈ [m/2], there is no blocking edge
with respect to η that is incident to vertex qij` or q˜
ij
` .
Proof. The proof is similar to the proof of Claim 7.
Claim 11 For any {i, j} ⊆ [k], i < j, h ∈ [log2(m/2)] and ` ∈ [ρh], there is no
blocking edge with respect to η that is incident to vertex cijh,` or c˜
ij
h,`.
Proof. The proof is similar to the proof of Claim 8.
Claim 12 For any {i, j} ⊆ [k], i < j, h ∈ [log2(m/2)], ` ∈ [τh], there is no block-
ing edge with respect to η that is incident to vertex dijh,` or d˜
ij
h,`.
Proof. The proof is similar to the proof of Claim 9.
Claim 13 Let e denote an edge in the clique G[S]. Then, the edge ee˜ in G′ is
a blocking edge with respect to η. Moreover, there is no other blocking edge with
respect to η that is incident to vertex e or e˜ in G′.
Proof. Since vertices e and e˜ prefer each other over any other vertex in G′, and
the edge ee˜ is not in η, it must be a blocking edge with respect to η.
Let e = uv, that is vertices u ∈ Vi and v ∈ Vj are the two endpoints of
the edge e in G. Suppose that for some h, h′ ∈ [r], we have h = σ(Eu, e) and
h′ = σ(Ev, e) i.e, e is the hth element of Eu and the h′th element of Ev.
Recall that NG′(e) = 〈e˜, u2h+1, v2h′+1, qijd /`2e〉, where ` = σ(Eij , e), i.e, e is
the `th element in the set Eij . By the construction of η, we know that the edge
eqijd /`2e is in η. Moreover, since {u, v} ⊆ S, we know that vertices u2h+1 and
v2h′+1 are matched to their most preferred vertices in η. Hence, ee˜ must be the
only blocking edge with respect to η that is incident to e. Similarly, we note that
since N(e˜) = 〈e, q˜ijd /`2e〉 and edge e˜q˜ijd /`2e is in η, the only blocking edge that is
incident to the vertex e˜ is ee˜. Thus, the claim is proved.
Note that Claims 5 and 6 imply that for each vertex u ∈ S, there is a unique
blocking edge with respect to η (namely u1u2); and Claim 13 implies that for
each edge e in G[S], there is a unique blocking edge (namely ee˜ )with respect
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to η. Moreover, Claims 7–12 imply that there are no other blocking edges with
respect to η. Hence, in total there are k′ = k + k(k−1)/2 blocking edges with
respect to η. Thus, we can conclude that the forward direction is proved (⇒).
(⇐) In the reverse direction, let η be a matching of size at least |µ| + k +
k(k−1)/2 such that η has at most k + k(k−1)/2 blocking edges. Due to the size of
η, we can infer that it is a perfect matching.
Let Bη be the set of blocking edges with respect to η. We first note some
properties of matching η and the set Bη. We start by identifying the edges in Bη.
Note that in our instance, the static edges in G′ are of the following type:
For any u ∈ V (G), edge u1u2 in G′ is a static edge and is called the u-type static
edge; for any e ∈ E(G), edge ee˜ in G′ is a static edge and is called the e-type
static edge.
In the following claims, we prove that a blocking edge with respect to η is
either a u-type static edge or e-type static edge. In fact, for each i ∈ [k], there
is unique u-type static edge which is a blocking edge, and for each {i, j} ⊆ [k],
there is unique e-type static edge which is a blocking edge.
Claim 14 (u-type static edge) For each i ∈ [k], there exists u ∈ Vi, such
that u1u2 is a blocking edge with respect to η.
Proof. Since η is a perfect matching, for each i ∈ [k] and j = log2(n/2), vertex
bij,1 is saturated by η. Recall that N(b
i
j,1) = 〈aij,1, aij,2〉. Therefore, there exists a
(unique) z ∈ [2], such that bij,1aij,z ∈ η.
Since η is a perfect matching and bij−1,z has two other neighbors a
i
j−1,2z−1
and aij−1,2z, it follows that either b
i
j−1,za
i
j−1,2z−1 ∈ η or bij−1,zaij−1,2z ∈ η. We
view the index j as indicating a level, the highest being log2(n/2). As we go down
each level starting from the highest, we obtain a matching edge in η. The lowest
level is reached when for some value h ∈ [n/4], we reach the vertex bi1,h. For this
vertex, there are two possible matching partners in η: ai1,2h−1 or a
i
1,2h. Thus, for
some value h′ ∈ {2h− 1, 2h}, edge bi1,hai1,h′ ∈ η.
Since η is a perfect matching, pih′ must be matched to either x1 or y1 (its
other two neighbors) in η, where x = Vi(2h
′ − 1) and y = Vi(2h′) i.e, x is the
2h′ − 1st element of Vi and y is the 2h′th element of Vi. If pih′x1 ∈ η, then since
x1 and x2 are each others first preference, the edge x1x2 ∈ Bη. Otherwise, if
pih′y1 ∈ η, then with analogous argument, it follows that the edge y1y2 ∈ Bη.
Hence, the result is proved.
Claim 15 (e-type static edge) For each {i, j} ⊆ [k], there exists e ∈ Eij,
such that ee˜ is a blocking edge with respect to η and qijd /`2ee ∈ η, where e is the
`th element of Eij.
Proof. Since η is a perfect matching, for each {i, j} ⊆ [k] and h = log2(m/2), the
vertex dijh,1 must be saturated by η. Recall that N(d
ij
h,1) = 〈cijh,1, cijh,2〉. Therefore,
there exists a (unique) z ∈ [2], such that dijh,1cijh,z ∈ η.
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Now, since η is a perfect matching, and N(dijh−1,z) = 〈cijh−1,2z−1, cijh−1,2z, cijh,z〉,
either dijh−1,zc
ij
h−1,2z−1 ∈ η or dijh−1,zcijh−1,2z ∈ η. We view the index h as indicat-
ing a level, the highest being log2(m/2). As we go down each level starting from
the highest, we obtain a matching edge in η. The lowest level is reached when for
some value h′ ∈ [m/4], we reach the vertex dij1,h′ . For this vertex, there are two pos-
sible matching partners in η: cij1,2h′−1 or c
ij
1,2h′ . Thus, for some h¯ ∈ {2h′−1, 2h′},
edge dij1,h′c
ij
1,h¯
∈ η.
Since η is a perfect matching, qij
h¯
is matched to either e or e′ in η, where
e = Eij(2h¯ − 1) and e′ = Eij(2h¯), i.e, e is the 2h¯ − 1st element of Eij and e′
is the 2h¯th element of Eij . If q
ij
h¯
e ∈ η, then since e and e˜ are each others first
preference, edge ee˜ ∈ Bη. Else if qijh¯ e′ ∈ η, then with analogous argument, it
follows that e′e˜′ ∈ Bη. Hence, the result is proved.
Corollary 1. For each i ∈ [k], there exists a unique u ∈ Vi, such that the edge
u1u2 is a blocking edge with respect to η; and for each {i, j} ⊆ [k], there exists a
unique e ∈ Eij, such that ee˜ is a blocking edge with respect to η.
Proof. Using Claims 14 and 15, we know that there are at least k + k(k−1)/2
blocking edges with respect to η. Since k′ = k+k(k−1)/2, the uniqueness condition
follows.
Conversely, we can also argue the following.
Corollary 2. Any blocking edge with respect to η is either a u-type static edge
or an e-type static edge.
Proof. Using Corollary 1, we know that there are at least k u-type blocking edges
and k(k−1)/2 e-type blocking edges with respect to η. Since k′ = k+k(k−1)/2, there
cannot exist any other (besides u-type and e-type) blocking edge with respect
to η.
Next, we prove that the e-type (static) blocking edges force certain edges to
be in the matching η.
Claim 16 For any {i, j} ⊆ [k], consider some e ∈ Eij such that ee˜ is a blocking
edge with respect to η. Then, for the value ` = σ(Eij , e), the edge q
ij
d /`2ee is in η.
Proof. By Claim 15, there exists an edge e′ ∈ Eij such that e′e˜′ is a blocking
edge with respect to η and qijd`′/2ee
′ is in η, where `′ = σ(Eij , e′). By Corollary 1,
we know that e′ = e.
Claim 17 (consistency between u-type static edge and e-type static edge)
Suppose that for some {i, j} ⊆ [k], i < j, we have e ∈ Eij such that ee˜ is a
blocking edge with respect to η. Let u and v denote the two endpoints of the edge
e in G. Then, both u1u2 and v1v2 are blocking edges with respect to η.
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Proof. For the sake of contradiction, suppose that both u1u2 and v1v2 are not
blocking edges with respect to η. Without loss of generality, we may assume that
u1u2 is not a blocking edge. Since u1 and u2 prefer each other over any other
vertex, u1u2 ∈ η, otherwise it will contradict the fact that u1u2 is not a blocking
edge. For any h ∈ [r], suppose that u2h+1e′ ∈ η, where e′ = σ(Eu, h). Since e′
and e˜′ prefer each other over any other vertex e′e˜′ ∈ Bη. Since u2h+1e′ ∈ η, the
edge qijd /`2ee
′ /∈ η, where ` = σ(Eij , e′), a contradiction to Claim 16. Thus, for
any h ∈ [r], u2h+1e′ /∈ η, where e′ = σ(Eu, h). Since u1u2 ∈ η and η is a perfect
matching, we can infer that for each h ∈ [r], u2h+1u2h+2 ∈ η. Since ee˜ ∈ Bη, due
to Claim 16, qijd /`2ee ∈ η, where ` = σ(Eij , e). Note that there exists h ∈ [r] such
that u2h+1e ∈ E(G′). Since u2h+1 prefers e more than its matched partner in η,
i.e., u2h+2, and e prefers u2h+1 more than its matched partner in η, u2h+1e ∈ Bη,
a contradiction to Corollary 2.
Next, we construct two sets S and ES as follows. Let S = {u ∈ V (G) : u1u2 ∈
Bη}, i.e, the set of vertices in G that correspond to a u-type static blocking edge.
Let ES = {e ∈ E(G) : ee˜ ∈ Bη}, i.e, the set of edges in G that correspond to a
e-type static blocking edge.
We claim that GS = (S,ES) is a clique, and |S ∩ Vi| = 1, for each i ∈ [k].
Using Claim 17, we know that for each edge e ∈ ES , we have {u, v} ⊆ S, where
u and v are the two endpoints of the edge e.
Moreover, using Corollary 1, we that |Vi ∩ S| = 1 for each i ∈ [k] and
|ES | = k(k−1)/2. Hence, we may conclude that GS is a clique on k vertices. This
completes the proof of the lemma.
Thus, Theorem 1 is proved.
4 W[1]-hardness of LS-ASM
In this section, we show the parameterized intractability of LS-ASM with re-
spect to several parameters. In particular, we prove Theorem 2 and Theorem 3.
4.1 Proof of Theorem 2
We again give a polynomial-time parameter preserving many-to-one reduction
from MCQ on regular graphs. Let (G, k) be an instance of MCQ. To construct
an instance (G′,L, µ, k′, q, t) of LS-ASM, we construct a graph G′, a set of L
containing the preference list of each vertex of G′, and a stable matching µ as
defined in the proof of Theorem 1. We set the parameters k′ and t also as in the
proof of Theorem 1. We set parameter q as follows:
q = (2r + 3)k +
3k(k − 1)
2
+ 4k log2
(n
2
)
+ 2k(k − 1) log2
(m
2
)
Next, we show that (G, k) is aYes-instance ofMCQ if and only if (G′, 〈, 〉µ, k′, q, t)
is a Yes-instance of LS-ASM. In the forward direction, let X be a solution of
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MCQ for (G, k). We construct a matching η as defined in the above proof. As
proved above, |η| = |µ| + t and the number of blocking edges with respect to η
is k′. Now, we show that |µ4η| ≤ q. Recall that for each vertex in X, we delete
r+2 log2(n/2)+1 edges from η (which also belongs to µ), and add r+2 log2(n/2)+2
edges to η. Similarly, for each edge in E(G[X]), we delete 2(log2 m/2) + 1 edge
from η which is also in µ, and add 2(log2 m/2) + 2 edges to η. Hence,
|µ4η| = (2r + 3)k + 3k(k − 1)
2
+ 4k log2
(n
2
)
+ 2k(k − 1) log2
(m
2
)
This completes the proof in the forward direction. The proof of backward direc-
tion is same as the proof of the backward direction of Theorem 1.
4.2 Proof of Theorem 3
We again give a polynomial-time parameter preserving many-to-one reduction
from MCQ similar to the one in Theorem 1. Here, we do not need graph to be
a regular graph.
Construction. Given an instance I = (G, (V1, . . . , Vk)) of MCQ, we construct
an instance J = (G′,L, µ, k′, q, t) of LS-ASM as follows. For any {i, j} ⊆ [k],
such that i < j, we use Eij to denote the set of edges between sets Vi and Vj .
– For each vertex v ∈ V (G), we add four vertices in G′, denoted by {ui : i ∈
[4]}, connected via a path: (u1, u2, u3, u4) in G′.
– For each edge e ∈ Eij , we add vertices e and e˜ to V (G′), and the edge ee˜ to
E(G′).
– For each i ∈ [k], we add two vertices pi1, pi2, and for each {i, j} ⊆ [k] where
i < j, we add two vertices qij1 , q
ij
2 to V (G
′).
– For each i ∈ [k] and for each vertex u ∈ Vi, we add two edges u1pi1 and u4pi2
to E(G′). For each {i, j} ⊆ [k], i < j, and for each edge e ∈ Eij , we add four
edges qij1 e, q
ij
2 e˜, eu3, and ev3 to E(G
′).
Figure 3 describes the construction of G′. Note that V (G′) = 4|V (G)| +
2|E(G)|+2k+k(k−1). Recall that in the construction of an instance in the proof
of Theorem 1, for each vertex in V (G), we added a path of length 2r + 2, while
here we add a path of length 4. Moreover, instead of adding n vertices pi` and p˜
i
`,
for each i ∈ [k], ` ∈ [n/2], we only add two vertices pi1 and pi2. Similarly, we added
only two vertices qij1 and q
ij
2 instead of adding m such vertices. Furthermore,
here we did not add the other special vertices which we added in the previous
reduction. This is how we decrease the length of augmenting paths. But, note
that degree of vertices u3, p
i
1, p
i
2, q
ij
1 , q
ij
2 , where u ∈ Vi, {i, j} ⊆ [k], i < j, is large.
For any vertex u ∈ V (G), we define
Eu = {e ∈ V (G′) : e ∈ E(G) and u is an endpoint of e}
The preference list of each vertex in G′ is presented in Table 2.
Matching µ: Let µ = {u1u2, u3u4, ee˜ : u ∈ V (G), e ∈ E(G), and i ∈ [k]}.
Clearly, µ is a matching. Note that |µ| = 2|V (G)|+ |E(G)|.
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Parameter: We set k′ = k + k(k−1)/2, q = 5k + 3k(k−1)/2, and t = k′.
Clearly, this construction can be carried out in polynomial time. Next, we
will prove some structural properties about our construction, namely that the
graph G′ is bipartite (Claim 18) and µ is a stable matching (Claim 19).
Claim 18 Graph G′ is bipartite.
Proof. We show that G′ is a bipartite graph by creating a bipartition for G′ as
follows. For each i ∈ [k], and each u ∈ Vi, we assign pi1, u2 and u4 to one part
and pi2, u1 and u3 to another part. For each {i, j} ⊆ [k], i < j, since a vertex
e ∈ V (G′) (corresponding to the edge e = uv, u ∈ Vi, v ∈ Vj) is connected to u3
and v3, we assign e and q
ij
2 to the part containing p
i
1, and assign e˜ and q
ij
1 to
the part containing pi2. Observe that each part is an independent set. Hence G
′
is a bipartite graph.
Claim 19 µ is a stable matching.
Proof. We begin by noting that for any vertex u ∈ V (G), vertices u1 and u2
prefer each other over any other vertex in G′. Therefore, edge u1u2 is a static edge
and must belong to every stable matching in G′. Similarly, for each e ∈ E(G),
we note that ee˜ is a static edge in G′, and thus belongs to every stable matching
in G′. Since u3 is the first preference of u4, and the vertices which u3 prefers
over u4 ( i.e., u2 and vertices in Eu) are matched to their first preferred vertices,
it follows that there is no blocking edge with respect to µ. Hence, µ is a stable
matching in G′.
p11 p
1
2
u1 u2 u3 u4
v1 v2 v3 v4
w1w2w3w4 p
2
1 p
2
2
x1 x2 x3 x4
y1 y2 y3 y4
z1 z2 z3 z4
e1 e˜1q121 q
12
2
e2 e˜2
Fig. 3. An illustration of the construction of graph G′ in W[1]-hardness of LS-ASM.
Here, blue colored edges belongs to the stable matching µ. Note that V1 = {u, v, w}
and V2 = {x, y, z}, and e1 and e2 are edges in E12.
Correctness. Next, we show the equivalence between the instance I of MCQ
and J of LS-ASM. Formally, we prove the following:
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For each i ∈ [k] and each u ∈ Vi, we have the following preference lists:
u1 : 〈u2, pi1〉
u2 : 〈u1, u3〉
u3 : 〈u2, [Eu], u4〉
u4 : 〈u3, pi2〉
For each edge e ∈ Eij with endpoints u ∈ Vi and v ∈ Vj , where {i, j} ⊆ [k], i < j, we
have the following preference lists:
e : 〈e˜, u3, v3, qij1 〉
e˜ : 〈e, qij2 〉
For each i ∈ [k] and {i, j} ⊆ [k], i < j, we have the following preference lists for the
remaining vertices:
pi1 : 〈[N(pi1)]〉
pi2 : 〈[N(pi2)]〉
qij1 : 〈[N(qij1 )]〉
qij2 : 〈[N(qij2 )]〉
Table 2. Preference lists in the constructed instance of W[1]-hardness of LS-ASM when
parameterized by k + q + t. Here, for a set S, the symbol [S] denotes that the vertices
in this set are listed in some arbitrarily strict order and the notation 〈·, ·〉 denotes the
order of preference over neighbors.
Lemma 2. I = (G, (V1, . . . , Vk)) is a Yes-instance of MCQ if and only if
J = (G′,L, µ, k′, q, t) is a Yes-instance of LS-ASM.
Proof. In the forward direction, let X be a solution of MCQ for I, i.e., for each
i ∈ [k], |X ∩ Vi| = 1, and G[X] is a clique. We construct a solution η to J as
follows. Initially, we set η = µ. For each i ∈ [k], if u ∈ X ∩ Vi, we delete edges
u1u2 and u3u4 from η, and add edges u1p
i
1, u2u3, and u4p
i
2 to η. Also, for each
{i, j} ⊆ [k], i < j, if e ∈ E(G[X])∩Eij , then we remove the edge ee˜ from η and
add edges eqij1 and e˜q
ij
2 to η.
Claim 20 η is a matching
Proof. For each i ∈ [k] and u ∈ X ∩ Vi, edges u1pi1, u2u3, and u4pi2 are in η,
and no other edge incident to u1, u2, u3 or u4 is in η. Since for each i ∈ [k],
|X ∩ Vi| = 1, there is only one edge incident to each pi1 and pi2. Similarly, for
each e ∈ E(G[X]), there is only one matching edge incident to e and e˜, namely
eqij1 and e˜q
ij
2 . Since, the remaning edges of η are the same as in µ, this implies
η is a matching.
Claim 21 |η| = |µ|+ t and |µ4η| = q
Proof. Note that for each u ∈ X, we delete two edges from η (which also belongs
to µ), and add three edges to η. Similarly, for an edge e ∈ E(G[X]), we delete
one edge from η which is also in µ, and add two edges to η. Hence, |η| =
|µ|+ k + k(k−1)/2 = |µ|+ t, and |µ4η| = 5k + 3k(k−1)/2 = q.
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Next, we prove that η has k′ = k + k(k−1)/2 blocking edges. Due to Proposition
1, to count the blocking edges with respect to η, we only investigate the vertices
of V (µ4η). Note that
V (µ4η) = {uj , pi` ∈ V (G′) : u ∈ X ∩ Vi, j ∈ [4], ` ∈ [2], i ∈ [k]}⋃
{e, e˜, qij` ∈ V (G′) : e ∈ E(G[X]), {i, j} ⊆ [k], i < j, ` ∈ [2]}
Claim 22 Let u ∈ X. There is no blocking edge incident to u3 or u4 with respect
to η.
Proof. Since u2u3 ∈ η, and u3 prefers u2 over any other vertex, there is no
blocking edge incident to u3. Let u ∈ Vi, for some i ∈ [k]. Recall that the
preference list of u4 is 〈u3, pi2〉. Since there is no blocking edge incident to u3
and u4p
i
2 ∈ η, it follows that there is no blocking edge incident to u4.
Claim 23 Let u ∈ X. Then, u1u2 is a blocking edge with respect to η. Moreover,
there is no other blocking edge incident to u1 or u2.
Proof. Since u1 and u2 prefer each other over any other vertex and u1u2 /∈ η,
it is a blocking edge with respect to η. Let u ∈ Vi, for some i ∈ [k]. Since the
preference list of u1 is 〈u2, pi1〉 and u1pi1 ∈ η, there is no other blocking edge
incident to u1. Similarly, since the preference list of u2 is 〈u1, u3〉 and u2u3 ∈ η,
it follows that there is no other blocking edge incident to u2.
Using Claims 22 and 23, for each i ∈ [k] and u ∈ X∩Vi, we introduce exactly one
blocking edge with respect to η by deleting u1u2 and u3u4 from η, and adding
edges u1p
i
1, u2u3, and u4p
i
2 to it. Since |X| = k, in total we introduce k blocking
edges with respect to η due to the said alternation.
Claim 24 For each i ∈ [k], there is no blocking edge incident to pi1 or pi2 with
respect to η.
Proof. Let u ∈ X∩Vi. Then, by the construction of η, u4pi2 ∈ η. Let v ∈ Vi\{u}.
Since |X ∩ Vi| = 1, v /∈ X. Hence, v4v3 ∈ η. Since v4 prefers v3 over pi2, v4pi2 is
not a blocking edge. Hence, there is no blocking edge incident to pi2 as N(p
i
2) =
{w4 : w ∈ Vi}. Similarly, there is no blocking edge incident to pi1.
Claim 25 Let e ∈ E(G[X]). Then, ee˜ is a blocking edge with respect to η.
Moreover, there is no other blocking edge incident to e or e˜.
Proof. Since ee˜ /∈ η, and e and e˜ prefer each other over any other vertex, ee˜
is a blocking edge with respect to η. Let e = uv where u ∈ Vi, and v ∈ Vj .
Recall that the preference list of e is 〈e˜, u3, v3, qij1 〉. Since u3 does not prefer e
over u2(= η(u3)), u3e is not a blocking edge with respect to η. Similarly, v3e is
not a blocking edge with respect to η. Since eqij1 ∈ η, ee˜ is the only blocking
edge incident to e for η. Since N(e˜) = {e, qij2 }, and e˜qij2 ∈ η, there is no other
blocking edge incident to e˜ with respect to η.
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Claim 26 For each {i, j} ⊆ [k], i < j, there is no blocking edge incident to qij1
or qij2 with respect to η.
Proof. Let e1 ∈ E(G[X])∩Eij . Hence, by the construction of η, e1qij1 , e˜1qij2 ∈ η.
Let e2 ∈ Eij \ {e1}. Since |E(G[X]) ∩ Eij | = 1, e2 does not belong to E(G[X]).
Therefore, by the construction of η, e2 e˜2 ∈ η. Since e2 and e˜2 prefer each other
over any other vertex, there is no blocking edge incident to e2 or e˜2 . Hence,
e2q
ij
1 and e˜1q
ij
2 are not blocking edges. Since N(q
ij
1 ) = {e ∈ V (G′) : e ∈ Eij},
and N(qij2 ) = {e˜ ∈ V (G′) : e ∈ Eij}, there is no blocking edge incident to qij1 or
qij2 .
Hence, for each e ∈ E(G[X]), we introduce one blocking edge ee˜ with respect
to η. That is, we introduce k(k−1)/2 blocking edges. Using Claims 22 to 26, there
are k + k(k−1)/2 blocking edges for η. This completes the proof in the forward
direction.
In the reverse direction, let η be a matching of size at least |µ| + t such
that |µ4η| ≤ 5k + 3k(k−1)/2, and η has at most k′ blocking edges. Recall that
|V (G′)| = 4|V (G)| + 2|E(G)| + 2k + k(k − 1), µ = 2|V (G)| + |E(G)|, and t =
k + k(k−1)/2. Hence, η is a perfect matching in G′.
Note that, similar to Theorem 1, in our instance, the static edges in G′ are
of the following type: For any u ∈ V (G), edge u1u2 in G′ is a static edge and is
called the u-type static edge; for any e ∈ E(G), edge ee˜ in G′ is a static edge
and is called the e-type static edge.
Let Bη be the set of blocking edges with respect to η. Let us note the following
properties of the set Bη. Specifically we show that an edge in Bη is either a u-type
static edge or an e-type static edge. In fact, for each i ∈ [k], there is a unique
u-type static edge which is a blocking edge, and for each {i, j} ⊆ [k], there is a
unique e-type static edge in Bη.
Claim 27 (u-type static edge) For each i ∈ [k], there exists a vertex u ∈ Vi
such that the edge u1u2 ∈ Bη.
Proof. Since η is a perfect matching, pi1 is saturated by η, for each i ∈ [k]. Since
N(pi1) = {u1 : u ∈ Vi}, we have that pi1u1 ∈ η, for some u ∈ Vi. Since u1 and u2
prefer each other over any other vertex, it follows that u1u2 ∈ Bη.
Claim 28 (e-type static edge) For each {i, j} ⊆ [k], there exists an edge e ∈
Eij such that the edge ee˜ ∈ Bη.
Proof. Since η is a perfect matching, qij1 is saturated by η, for each {i, j} ⊆ [k],
where i < j. Since N(qij1 ) = {e ∈ V (G′) : e ∈ Eij}, eqij1 ∈ η, for some e ∈ V (G′).
Since e and e˜ prefer each other over any other vertex, it follows that ee˜ ∈ Bη.
Using Claims 27 and 28, and the fact that |Bη| = k+k(k−1)/2, we have following
two properties of Bη.
Corollary 3. For each i ∈ [k], there exists a unique vertex u ∈ Vi such that the
edge u1u2 ∈ Bη; and for each {i, j} ⊆ [k] where i < j, there exists a unique edge
e ∈ Eij such that the edge ee˜ ∈ Bη.
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Corollary 4. Any edge in the set Bη is either a u-type static edge or an e-type
static edge.
Next, we note a property that forces an edges in the matching η.
Claim 29 For any {i, j} ⊆ [k], consider some e ∈ Eij such that ee˜ ∈ Bη. Then
qij1 e ∈ η.
Proof. Suppose qij1 e /∈ η, then since η is a perfect matching, there exists a vertex
e′ ∈ V (G′) such that qij1 e′ ∈ η. Since e′ and e˜′ prefer each other over any other
vertex, e′e˜′ ∈ Bη. Recall that N(qij1 ) = {e′ ∈ V (G′) : e′ ∈ Eij}. Therefore,
e′ ∈ Eij , a contradiction to the uniqueness criteria in Corollary 3. Therefore,
qij1 e ∈ η.
Claim 30 Let e = uv, u ∈ Vi and v ∈ Vj where {i, j} ⊆ [k] and i < j. If
ee˜ ∈ Bη, then {u1u2, v1v2} ⊆ Bη,
Proof. We first show that u1u2 ∈ Bη. Recall that the preference list of u3 is
〈u2, [Eu], u4〉. If η(u3) = u2, then since u1 and u2 prefer each other over any
other vertex, u1u2 ∈ Bη.
Suppose that η(u3) = e
′ where e′ ∈ Eu, then since e′ and e˜′ prefer each
other over any other vertex, e′e˜′ ∈ Bη. Since u3e′ ∈ η, we get a contradiction
to Claim 29. Therefore, η(u3) /∈ Eu. Since η is a perfect matching, η(u3) = u4.
Note that u3 prefers the vertex e over u4. Since, ee˜ ∈ Bη, by Claim 29 we have
that qij1 e ∈ η. Note that e also prefers u3 over qij1 . Therefore, u3e ∈ Bη. This
contradicts Corollary 4. Similarly, we can show that v1v2 ∈ Bη.
Next, we construct two sets S and ES as follows. Let S = {u ∈ V (G) : u1u2 ∈
Bη, i ∈ [k]}, and ES = {e ∈ E(G) : ee˜ ∈ Bη, {i, j} ⊆ [k]}. We claim that GS =
(S,ES) is a clique, and |S ∩ Vi| = 1, where i ∈ [k]. Let e = uv, where u ∈ Vi,
and v ∈ Vj . Using Claim 30, for each ee˜ ∈ Bη, {u1u2, v1v2} ⊆ Bη. Hence for
each uv ∈ ES , {u, v} ⊆ S. Using Corollary 3, |S ∩ Vi| = 1, i.e., |S| = k, and
|ES | = k(k−1)/2. Hence, GS is a clique. This completes the proof.
5 FPT Algorithm for LS-ASM
In this section, we give FPT algorithm for LS-ASM with respect to q+ d (The-
orem 4). Recall that d is the degree of the graph G, and q is the symmetric
difference between a solution matching and the given stable matching µ. Sup-
pose η is a hypothetical solution to (G,L, µ, k, q, t). Let matchings µ = µ1 unionmulti µ2
and η = µ2unionmultiη2. Observe that we can obtain η from µ, by deleting µ2, and adding
the edges in η2. Equivalently, we can find η, if we know µ4η, as µ4η = µ2 unionmulti η2.
Thus, our goal is reduced to find µ4η. Now, we begin with the description of
our algorithm, which has three phases: Vertex Separation, Edge Separation, and
Size-Fitting. An example describes the algorithm in Figure 4. We begin with the
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description of a randomized algorithm which will be derandomized later using n-
p-q-lopsided universal family [13]. Given an instance (G,L, µ, k, q, t) of LS-ASM,
we proceed as follows.
Phase I: Vertex Separation
Let f be a function that colors each vertex of the graph G independently
with color 1 or 2 with probability 1/2 each.
Then, the following properties hold for G that is colored using the function
f :
– Every vertex in V (µ4η) is colored 1 with probability at least 122q .
– Let B be a set of the neighbors of the vertices in V (µ4η) outside the set
V (µ4η), that is, B = NG(V (µ4η)), and D be the set of matching partners
of the vertices in B, in the matching µ, if they exist. Every vertex in B ∪D
is colored 2 with probability at least 1
24qd
. To see this note that |µ4η| ≤ q
and the maximum degree of a vertex in the graph G is d, and so |B ∪D| ≤
2|B| = 2|NG(V (µ4η))| ≤ 4qd.
For i ∈ [2], let Vi denote the set of vertices of the graph G, that are colored i
using the function f . Summarizing the above mentioned properties we get the
following.
Lemma 3. Let V1, V2, B and D be as defined above. Then, with probability at
least 1
22q+4qd
, V (µ4η) ⊆ V1 and B ∪D ⊆ V2.
Due to Lemma 3, we have the following:
Corollary 5. Every component in G[V (µ4η)] is also a component in G[V1] with
probability at least 1
22q+4qd
.
The proof of Corollary 5 follows from the fact that V (µ4η) ⊆ V1 and
B = NG(V (µ4η)) is a subset of V2. Thus, due to Corollary 5, if there ex-
ists a component in C containing a vertex u ∈ V (G) such that µ(u) /∈ C, then
C is not a component in G[V (µ4η)]. Thus, we get the following reduction rule.
Reduction Rule 1 If there exists a component in C containing a vertex u ∈
V (G) such that µ(u) /∈ C, then delete the component C from G[V1].
In light of Corollary 5, to find µ4η, in Phase II, we color the edges of G[V1]
in order to identify the components of the graph that only contains edges of
µ4η.
Phase II: Edge Separation
Let g be a function that colors each edge of the subgraph G[V1] indepen-
dently with colors 1 or 2 with probability 1/2 each.
Let G1 = G[V1] and let G
′ = G1[V (µ4η)]. Then, the following properties
hold for the graph G1 that is colored using the function g:
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u1 w1
u2 w2
u3 w3
u4 w4
1 1
2
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V (µ4η)
B
D
Fig. 4. The zigzag edges represent the edges of the stable matching µ. The matching
η = {u1w2, u2w1, u3w3, u4w4}, and sets B and D are as defined in the Phase I of
the algorithm. Vertex colors 1 and 2 in Phase I are represented by green and blue,
respectively. Hence, G1 = G[{u1, u2, u4, w1, w2, w4}]. The red edges represent the edges
in µ4η in Phase II.
– Every edge in µ4η is colored 1 with probability at least 12q .
– Every edge in E(G′) \ (µ4η) is colored 2 with probability at least 1
22qd
,
because |V (µ4η)| ≤ 2q and d is the maximum degree of a vertex in the
graph G, so |E(G′)| ≤ 2qd.
For i ∈ [2], let Ei denote the set of edges of the graph G1 that are colored
i using the function g. Then, due to the above mentioned coloring properties of
the graph G1, we have the following result:
Lemma 4. Let G′, E1, and E2 be as defined above. Then, with probability at
least 1
2q+2qd
, µ4η ⊆ E1 and E(G′) \(µ4η) ⊆ E2.
Note that the edges in µ4η form µ-alternating paths/cycles. Therefore, if
there exists a component C in G1 such that the set of colored 1 edges in C do
not form a µ-alternating path or a cycle, then we could delete this component
from G1.
Reduction Rule 2 If there exists a component in C containing a vertex u ∈
V (G) such that µ(u) /∈ C, then delete the component C from G[V1].
Let G? = (V1, E1) be a graph on which Reduction Rule 2 is not applicable.
Then, we get the following.
Observation 1 Every component in G? is a µ-alternating path/cycle
The next lemma ensures that we have highlighted our solution with good
probability. The proof of it follows from Lemmas 3 and 4.
Lemma 5. Let (G,L, µ, k, q, t) be a Yes-instance of LS-ASM. Then with prob-
ability at least 1
23q+6qd
, there exists a solution η such that (a) it contains every
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edge of µ whose both the endpoints are colored 2 by f , and (b) there exists a
family of components C of G? such that η contains all the edges in C that do
not belong to µ but are colored 1 by g.
In light of Lemma 5, our goal is reduced to find a family of components C of
G1 that contains the edges of µ4η. Due to Observation 1, to obtain a matching of
size |µ|+t, we can choose t components of G? which are µ-augmenting paths (an
alternating path, a path that alternates between matching and a non-matching
edge, where the first and the last edge are non-matching edge). However, choosing
t components arbitrarily might lead to a large number of blocking edges in the
matching η. Thus, to choose the components of G? appropriately, we move to
Phase III.
Phase III: Size-Fitting with respect to g. In this phase, we proceed with
the function g and the graph G? obtained after Phase II (that is the one where
every component satisfies the property that edges which are colored 1 form a
µ-alternating path/cycle). Next, we will reduce the instance to an instance of
Two-Dimensional Knapsack (2D-KP), and after that use an algorithm for
2D-KP, described in Proposition 2, as a subroutine.
Two-Dimensional Knapsack (2D-KP)
Input: A set of tuples, X = {(ai, bi, pi) ∈ N3 : i ∈ [n]}, and non-negative
integers c1, c2 and p
Question: Does there exist a set Z ⊆ [n] such that ∑i∈Z ai ≤ c1, ∑i∈Z bi ≤
c2, and
∑
i∈Z pi ≥ p?
Proposition 2 [17] There exists an algorithm A that given an instance
(X , c1, c2, p) of 2D-KP, in time O(nc1c2), outputs a solution if it is a Yes-
instance of 2D-KP; otherwise A outputs “no”.
Next, we construct an instance of 2D-KP as follows. Let C1, . . . , C` be the
components of the graph G?. For each i ∈ [`], we compute the number of blocking
edges, ki, incident on the vertices in Ci by constructing a matching ηi as follows.
We first add all the edges inside the component Ci which are not in µ, to ηi.
Further, we add all the edges in µ which are not in Ci and whose at least one
of the endpoint is a neighbor of a vertex in Ci. Clearly, ηi is a matching in the
graph G. We set ki as the number of blocking edges with respect to ηi. Let qi
denote the number of edges in Ci, where i ∈ [`]. Let µi ⊆ µ be the set edges in
Ci, where i ∈ [`]. For each i ∈ [`], let ti = qi − 2|µi|. Intuitively, ti denote the
increase in the size of the matching, if we include the µ-alternating path/cycle
in Ci to the solution matching η
Let X = {(ki, qi, ti) : i ∈ [`]}. This gives us an instance (X , k, q, t) of 2D-KP.
We invoke algorithm A given in Proposition 2 on the instance (X , k, q, t) of 2D-
KP. If A returns a set Z, then we return “yes”. Otherwise, we report failure of
the algorithm. It is relatively straightforward to create the solution η when the
answer is “yes”.
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Lemma 6. Let (G,L, µ, k, q, t) be a Yes-instance of LS-ASM. Then, with prob-
ability at least 1
23q+6qd
, we return “yes”.
Proof. Let η be a solution claimed in the statement of Lemma 5. Let C be
the family of components mentioned in the statement of Lemma 5. Recall that
C1, . . . , C` are the components of the graph G
?. We next show that S = {i ∈
[`] : Ci ∈ C } is a solution to (X , k, q, t). Due to property (b) of the solution η and
the construction of the instance (χ, k, q, t),
∑
Ci∈C qi ≤ q and
∑
Ci∈C ti ≥ t. We
next show that
∑
Ci∈C ki ≤ k. Consider a component Ci in C . We first recall
that if Ci is a component in G[V (µ4η)], then N(V (Ci)) and matching partners
of the vertices in N(V (Ci)), in the matching µ are colored 2 by f with probability
at least 1
24qd
. Thus, ηi ⊆ η, by the construction of ηi. We next show that every
blocking edge with respect to ηi, where Ci is a component in C , is also a blocking
edge with respect to η. Let uv be a blocking edge in ηi. Then, v u ηi(u) and
u v ηi(v). Since ηi ⊆ η, it follows that v u η(u) and u v η(v). Hence, uv is
also a blocking edge with respect to η. Since ki is the the number of blocking
edges with respect to ηi, we can infer that
∑
Ci∈C ki ≤ k. Hence, (X , k, q, t) is a
Yes-instance of 2D-KP. Therefore, due to Proposition 2, we return “yes”.
Lemma 7. Suppose that (χ, k, q, t) is a Yes-instance of 2D-KP. Then,
(G,L, µ, k, q, t) is a Yes-instance of LS-ASM.
Proof. Suppose that the algorithm A in Proposition 2 returns the set Z. Given
the set Z, we obtain the matching η as follows. Let Z(C ) denote the family of
components of G? corresponding to the indices in Z. Formally, Z(C ) = {Ci : i ∈
Z and Ci is a component of G
?}. For each component C ∈ Z(C ), we add all the
edges in C that are not in µ, to η. Additionally, we add all the edges in µ to η,
whose both the endpoints are outside the components in Z(C ). We next prove
that η is a solution to (G,L, µ, k, q, t).
Claim 31 η is a matching.
Proof. Towards the contradiction, suppose that uv, uw ∈ η, that is, there exists
a pair of edges in η that shares an endpoint. Note that uv and uw cannot be in
two different components of G? by the construction of the graph G?. If uv and
uw both are in the same component C ∈ Z(C ), then it contradicts Observation 1
as C is also a component in G?. Suppose that uv ∈ µ but not in any component
in G?. We claim that there is no component in G? containing uw. Towards the
contradiction, let C be a component in G? that contains uw. Clearly, C is also a
component in G[V1]. This contradicts the fact that in Phase I, we have deleted
the component C as it contains a vertex u ∈ V (G) such that µ(u) /∈ C. Since
uw ∈ η but uw is not in any component in G?, it follows that uw ∈ µ, by the
construction of η. Since uv, uw ∈ µ, it contradicts the fact that µ is a matching.
Claim 32 |η| ≥ |µ|+ t and |µ4η| ≤ q.
Proof. For each Ci ∈ Z(C ), let µi = µ ∩ E(Ci), that is, µi is the set of edges
in Ci that are in µ. Let µ˜ be the set of edges in µ that does not belong to any
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component in Z(C ). Thus, µ = unionmultiCi∈Z(C )µi unionmulti µ˜. We first show that if uv ∈ µ˜,
then both u and v do not belong to any component in Z(C ), because if u or
v belong to a component C in Z(C ), then as argued above it contradicts the
fact that we have deleted C in Phase I. Thus, by the construction of η, µ˜ ⊆ η.
Furthermore, η = unionmultiCi∈Z(C )(E(Ci) \ µi) unionmulti µ˜. Since every Ci ∈ Z(C ) is a µ-
alternating path due to Observation 1, we have that |µ4η| = ∑Ci∈Z(C ) qi ≤ q
as Z is a solution to (χ, k, q, t). Furthermore, |η| = |µ˜|+∑Ci∈Z(C )(E(Ci)\µi) =
|µ˜| + ∑Ci∈Z(C )(qi − |µi|) = |µ˜| + ∑Ci∈Z(C )(ti + |µi|). Since ∑i∈Z ti ≥ t, we
obtained that |η| ≥ |µ|+ t.
Claim 33 There are at most k blocking edges with respect to η.
Proof. For a component Ci in G
?, recall the definition of ηi in Phase III. ηi
contains all the edges in Ci which are not in µ and also the edges which are in µ
but not in Ci and whose at least one of the endpoint is a neighbor of a vertex in
Ci. We first prove that every blocking edge with respect to the matching η is also
a blocking edge with respect to matching ηi, for some Ci ∈ Z(C ). Let uv be a
blocking edge with respect to η. Due to Proposition 1 and by the construction of
η, either u or v belongs to a component in Z(C ). Without loss of generality, let
u belongs to a component Ci ∈ Z(C ). Thus, η(u) = ηi(u), by the construction
of η and ηi. If v is also in Ci, then η(v) = ηi(v), and hence uv is a blocking edge
with respect to ηi. Suppose that v /∈ Ci. Since uv ∈ E(G), by the construction
of the graph G1, v does not belong to any other component of G1. Thus, by the
construction of η and ηi, η(v) = µ(v) and ηi(v) = µ(v). Therefore, uv is also a
blocking edge with respect to ηi. Recall that ki is the number of blocking edges
with respect to ηi. Therefore, the number of blocking edges with respect to η is
at most
∑
i∈Z ki ≤ k.
Due to Claims 31, 32, and 33, we can infer that η is a solution to (G,L, µ, k, q, t).
Due to Lemmas 6 and 7, we obtain a polynomial-time randomized algorithm
for LS-ASM which succeeds with probability 1
23q+6qd
. Therefore, by repeating
the algorithm independently 23q+6dq(log n)O(1) times, where n is the number of
vertices in the graph, we obtain the following result:
Theorem 5. There exists a randomized algorithm that given an instance of LS-
ASM runs in 23q+6dqnO(1) time, where n is the number of vertices in the given
graph, and either reports a failure or outputs “yes”. Moreover, if the algorithm
is given a Yes-instance of the problem, then it returns “yes” with a constant
probability.
5.1 Deterministic FPT algorithm
To make our algorithm deterministic we first introduce the notion of an n-p-q-
lopsided universal family. Given a universe U and an integer `, we denote all
the `-sized subsets of U by
(
U
`
)
. We say that a family F of sets over a universe
U with |U | = n, is an n-p-q-lopsided universal family if for every A ∈ (Up) and
B ∈ (U\Aq ), there is an F ∈ F such that A ⊆ F and B ∩ F = ∅.
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Lemma 8 ([13]). There is an algorithm that given n, p, q ∈ N constructs an n-
p-q-lopsided universal family F of cardinality (p+qp ) · 2o(p+q) log n in time |F|n.
Algorithm: Let n and m to denote the number of vertices and edges in the
given graph, respectively. To replace the function f in our algorithm, we use an
n-2q-4qd-lopsided universal family F1 of cardinality
(
2q+4qd
q
) · 2o(dq) log n, where
F1 is a family over the vertex set of G. To replace the function g, we use m-q-
2qd-lopsided universal family F2 of cardinality
(
q+2qd
q
) · 2o(dq) logm, where F2 is
a family over the edge set of G. For every set F ∈ F1 we create a function fF
that colors every vertex of F as 1, and colors all the other vertices as 2. Similarly,
for every set F ∈ F1, we create a function gF that colors every edge of F as 1,
and colors all the other edges as 2. Now, for every pair of functions (fF , gF ′),
where F ∈ F1 and F ′ ∈ F ′, we run our algorithm described above. If for any
pair of function (fF , gF ′), where F ∈ F1 and F ′ ∈ F ′, the algorithm returns
“yes”, then we return “yes”, otherwise “no”.
Correctness and Running Time: Suppose that (G,L, µ, k, q, t) is a Yes-
instance of LS-ASM, and let η be one of its solution. Then, |µ4η| ≤ q, and
hence, |V (µ4η)| ≤ 2q. Let B = NG(V (µ4η)) and D be the set of matching
partners of the vertices in B, in the matching µ. Since the maximum degree of
a vertex in the graph G is at most d, we have that |B ∪D| ≤ 2|B| ≤ 4qd. Since
F1 is a n-2q-4qd-lopsided universal family, there exists a set F ∈ F1 such that
V (µ4η) ⊆ F and (B ∪ D) ∩ F = ∅. Let fF be the function corresponding to
the set F . For i ∈ [2], let Vi be the set of colored i vertices using the function
fF . Let G1 = G[V1] and G
′ = G1[V (µ4η)]. Since the maximum degree of a
vertex in the graph G is at most d and |V (µ4η)| ≤ 2q, the number of edges
in G′ is 2qd. Since F2 is a m-q-2qd-lopsided universal family, there exists a
set F ′ ∈ F2 such that µ4η ⊆ F ′ and (E(G′) \ (µ4η)) ∩ F ′ = ∅. Let gF ′ be
the function corresponding to the set F ′. Let G? be the graph as constructed
above in the randomized algorithm corresponding to the functions fF ′ and gF ′ .
Clearly, η satisfies properties in the statement of Lemma 5. Thus, using the
same arguments as in the proof of Lemma 6, we obtained that the algorithm
returns “yes”. For the other direction of the proof, if for any pair of (fF , gF ′),
where F ∈ F1 and F ′ ∈ F ′, the constructed instance of 2D-KP is a Yes-instance
of the problem, then as argued in the proof of Lemma 7, (G,L, µ, k, q, t) is a
Yes-instance of the problem. This completes the correctness of the algorithm.
Note that the running time of the algorithm is upper bounded by |F1| ×
|F2|nO(1). This results in the running time of the form 2O(q log d)+o(dq)nO(1).
To bound the running time we use the well known combinatorial identity that(
n
k
) ≤ ( enk )k, concluding the proof of Theorem 4. uunionsq
6 Conclusion
In this paper, we initiated the study of the computational complexity of the
tradeoff between size and stability through the lenses of both local search and
multivariate analysis. We wish to mention that the hardness results of Theo-
rems 1–3 hold even in the highly restrictive setting where every preference list
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respects a master list, i.e. the relative ordering of the vertices in a preference
list is same as that in a master list, a fixed ordering of all the vertices on the
other side. This setting ensures that even when the preference lists on either
side are both single peaked and single-crossing our hardness results hold true.
We conclude the paper with a few directions for further research.
– In certain scenarios, the “satisfaction” of the agents (there exist several mea-
sures such as egalitarian, sex-equal, balance) might be of importance. Then, it
might be of interest to study the tradeoff between t and k while being q-away
from the egalitarian stable matching.
– The formulation of LS-ASM can be generalized to the Stable Roommates
problem (where graph G may not be bipartite), or where the input contains a
utility function on the edges and the objective is to maximize the value of a
solution matching subject to this function.
– Lastly, we believe that the examination of the tradeoff between size and sta-
bility in real-world instances is of importance as it may shed light on the values
of k and q that, in a sense, lead to the “best” exploitation of the tradeoff in
practice.
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