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In this research, audio and visual perception for mobile robots are investigated, which
include passive sound localization mainly using acoustic sensors, and robust human
detection using multiple visual sensors. Passive sound localization refers to the motion
parameter (position, velocity) estimation of a sound source, e.g., a speaker in a 3D
space using spatially distributed passive sensors such as microphones. Robust human
detection relies on multiple visual sensor information such as stereo cameras and
thermal camera to detect humans in variable environment.
Since mobile platform requires the sensor structure to be compact and small, it re-
sults in the conflict between miniaturization and the estimation of higher dimensional
motion parameters in audio perception. Thus, in this research, 2 and 3 microphone
systems are mainly investigated in an effort to enhance their localization capabilities.
Several strategies are proposed and studied, which include multiple localization cues,
multiple sampling and multiple sensor fusion.
Due to the mobility of a robot, the surrounding environment varies. To detect
humans robustly in such variable 3D space, we use stereo and thermal cameras. In-
formation fusion of these two kinds of cameras is able to detect humans robustly and
ix
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discriminate humans from human-like objects. Furthermore, we propose an unsuper-
vised learning algorithm (Neighborhood Linear Embedding - NLE) to extract visual
features such as human faces from an image in a straightforward manner.
In summary, this research provides several practical solutions to solve the problem
between miniaturization and localization capability for sound localization systems,
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The current evolution of sensor techniques and computer technologies has paved the
way for a more friendly intelligent world, where humanoid robots enter the domestic
home as helpers, ushers and so on. To fulfill their tasks, robots must be able to sense
the environment around them, especially humans. Audio and visual perceptions are
the first requirement of this operation. In this thesis, audio and visual perceptions
for mobile robots are investigated for the purpose of sensing the environment around
them. This investigation includes passive sound localization mainly using acoustic
sensors, and spatial human detection using multiple visual sensors.
Audio perception play important roles in our daily lives. To a passenger, the sound
of a fast approaching vehicle warns him or her to steer clear of the dangerous traffic.
In a dark environment, people can adopt the audiogenic reactions to an invisible and
unidentified sound object. The similarity is drawn to visual perception. It allows
1
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people to decide the direction when driving, avoid obstacles when walking, identify
objects when searching, etc. Human beings and animals take these capabilities of
audio and visual perceptions for granted. Machines, however, have no such capability
and training them becomes a great challenge. It is not surprising, therefore, that
audio and visual perception have attracted much attention in the literature [2–7],
owing to their wide applications including robotic perception [8], human-machine
interfaces [9], handicappers’ aids [10, 11] and some military applications [12]. Take
autonomous mobile robots for example, sound generated by a speaker presents a
very useful input because of its capability to diffract around obstacles. Consequently,
targets which are invisible may be tracked by using microphone arrays based on
acoustic cues, and then can be detected by using cameras if they come into the field
of view. Prior to our research works, a literature review has been done and given in
Section 1.2.
1.2 Previous Research
This section presents a brief introduction of psychoacoustic studies on human audio
perception, the work on sound localization by machine, and the work about vision-
based human detection. This introduction provides the preliminary background of
this thesis.
1.2.1 Sound Localization Cues
Lord Rayleigh’s duplex theory is the first to explain how human beings locate a
sound source [13], that is localization is achieved due to the fact that path lengths
2
1.2 Previous Research
are different when sound signals travel to the two ears. Thus, the time of arrivals and
intensities received by the two ears are not identical because of the disparity of the
two ears and the shadows resulting from the head, pinnae and shoulders. Following
his pioneering work, many researchers have investigated the properties of these sound
localization cues in an effort to locate sound sources with better resolutions [14–16].
The widely used cues are the Interaural Time Difference (ITD), Interaural Intensity
Difference (IID) and the sound spectrum. These are briefly introduced as follows:
(I) Interaural Time Difference
The Interaural time difference (ITD) [17] is the time difference of arrival of the
wavefronts emitted from a sound source . Thus, the ITD is defined as
δt(L,R) = TL(α, ω)− TR(α, ω) (1.1)
where TL(α, ω) and TR(α, ω) are the propagation delays from the source to
each of the two ears at an incident angle, α and a particular frequency, ω. They
also depend on the distance, d, from the source to the ears. In most actual
applications, it is assumed that the impinging sound waves are planar such that
the ITD is proportional to the distance difference and hence independent of the
actual value of d. Thus, the argument, d, is omitted in (1.1) for convenience.
(II) Interaural Intensity Difference
The Interaural intensity difference (IID) is the intensity ratio between two re-
ceived signals emitted from a sound source. Thus, the IID is defined as
δd(L,R) = log10AL(α, ω)− log10AR(α, ω) (1.2)
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where AL(α, ω) and AR(α, ω) are the intensity of signals received by the left and
right ears, respectively at an incident angle, α, and a particular frequency, ω.
IID is due to the reflection and shadowing from the head, pinnae and shoulders
[17].
(III) Sound spectrum
A sound spectrum is the distribution of energy emitted by a radiant source.
Many psychoacoustical studies demonstrate that it is possible to localize rea-
sonably well with one ear plugged, in both horizontal and elevation angles [18].
However, the localization accuracy is dependent on the spectral contents, the
frequency bandwidth of the stimuli, and other factors related to the practice
and context effects.
Based on the properties of these sound localization cues, researchers sought to
locate a sound source by designing either a smart acoustic sensor to mimic the human
ear or a microphone array with different size and shape to provide solutions based
on geometry or signal processing techniques. The use of smart sensors is reviewed in
Section 1.2.2 while that of microphone array is in Section 1.2.3
1.2.2 Smart Acoustic Sensors
In the investigation about sound localization cues, researchers have sought to de-
sign acoustic sensors with similar characteristics to the human ears and to develop
localization algorithms that challenge the auditory processing system of humans.
To mimic human dimensional hearing, a neuromorphic microphone was proposed
by making use of biologically-based mono-aural spectral cues [19]. Based on the
4
1.2 Previous Research
analysis of biological sound localization systems (such as the barn owl, bats, etc),
neural networks have been successfully used to locate sound sources with relative
azimuth in [-90◦, 90◦] [20]. In [21], a simplified biomimetic model of the auditory
system of human beings was developed, which consists of a three-microphone set
and several banks of band-pass filters. Zero-crossing was used to detect the arrival
temporal disparities and provides ITD candidates under the assumption that the
sound signals are not generated simultaneously. The work in [22] improved the onset
detection algorithm using an echo-avoidance model in the case where there exist
concurrent and continuous speech sources. This model is based on the research work
about precedence effect in the fields of psychoacoustics and neuroscience.
Although research on smart sensor has provided some successful results as men-
tioned in this section, they are not efficient. For instance, sound samples have to be
at least 0.5-2s long. Since they sought to mimic the human detection system that
is highly structured and parallelly computational in nature, the computation com-
plexity is high. Moreover, the proposed models are too simple to fully emulate that
of humans. Therefore, many researchers have considered sound localization using
microphone arrays and signal processing techniques.
1.2.3 Microphone Arrays
Due to the complexity and difficulty in mimicing the human ear and its auditory pro-
cessing system, numerous attempts have been made to build sound localization sys-
tems using microphone arrays [23–26]. Driven by different application needs, the con-
figuration of these array setups, such as number of microphones, size and placement
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must satisfy specific requirements regarding accuracy, stability and ease of implemen-
tation. It can be grouped into two types, namely, localization based on beamformer
and ITD [27].
1.2.3.1 Beamformer Based Localization
This locator is similar to a radar system and localization can be achieved using
beamformer-based energy scans [28, 29], in which the output power of a steered-
beamformer is maximized. In the simplest type, known as delay-and-sum beam-
former, the various sensor outputs are delayed and then summed. Thus, for a single
target, the average power at the output of the delay-and-sum beamformer is max-
imized when it is steered towards the target. Though beamforming is extensively
used in speech-array application for voice capture, it has rarely been applied to the
speaker localization problem due to the fact that it is less efficient and less satisfac-
tory as compared to other methods. Moreover, the steered response of a conventional
beamformer is highly dependent on the spectral content of the source signal such as
the radio frequency (RF) waveform. Therefore, beamforming is mainly used in radar,
sonar, wireless communications and geophysical exploration.
In order to enable a beamformer to respond to an unknown interference environ-
ment, an adaptive filter is applied to the array signals such that nulls occur automat-
ically in the directions of the sources of interference while the output signal-to-noise
ratio of the system is increased. These techniques make use of a high resolution spatio-
spectral correlation matrix derived from the received signal, whereby the sources and
noise are assumed to be statistically stationary and their estimation parameters are
assumed to be fixed. However, this assumptions can not be satisfied in practice.
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Moreover the high-resolution methods are designed for far field narrow-band station-
ary signals and, hence, it is difficult to apply them to wide-band speech.
1.2.3.2 ITD Based Localization
ITD-based localization covers the receptive environment of interest based on high
resolution ITD estimation instead of “focalization” using beamformer. Since ITD
measurements can provide the locus where a sound source is located, the position
of the sound source can be estimated using many available methods. Given an ap-
propriate set of ITD measurements, closed-form solutions to the source position were
obtained based on different geometry intersection techniques, namely, spherical inter-
polation [30], hyperbolic intersection [31] and linear intersection [26].
Besides the sound localization for a single sound source, multiple sound localiza-
tion has also attracted much attention in the literature. The typical scenario of this
is in a “cocktail” environment, in which a human can focus on a single speaker while
the other speakers can also be identified. A brief introduction about multiple sound
localization is given in the following section.
1.2.4 Multiple Sound Localization
Multiple sound source localization and separation methods have been developed in
the field of antennas and propagation [32]. However, different techniques have to be
developed for sound, e.g., human speech as it varies dynamically in amplitude and
contains numerous silent portions.
In [21], ITD candidates were calculated for each frequency components and mapped
into a histogram. The number of peaks in the histogram correspond to that of sound
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sources while the ITD values corresponding to these peaks were used to calculate the
direction of multiple sound sources. Another method is based on an auditory scene
analysis (ASA). It decomposes mixed acoustic signals into sensory elements and then
combines elements that are possibly generated by the same sound source [33]. Cur-
rently, the widely investigated method is called the Blind source separation (BSS),
which is a statistical technique for speech segregation [34–36]. By “blind”, it means
that there is no available a priori knowledge about the statistical distributions of the
sources and there is also no information about the nature of the process by which
the source signals were combined. However, it is assumed that the source signals are
independent and a model of the mixing process is available.
Although multiple sound localization is challenging, it is not investigated in this
thesis. In this thesis, the main focus of audio perception is on the localization of a
single sound source using a limited number of acoustic sensors. Since visual perception
is another focus of this thesis, the following sections will provide brief introductions
about vision-based human detection.
1.2.5 Monocular Detection
Monocular vision indicates that cameras are placed such that there is no overlapping
field of view. The simplest monocular vision system is a single camera. In general,
monocular human detection in a dynamic environment includes the following stages:
environment modeling, motion detection, classification and tracking of moving objects
[37,38]. It aims at segmenting regions corresponding to the moving objects from the
rest of an image. Subsequent processes such as tracking and behavior recognition are
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greatly dependent on it. However, these stages may interact with each other during
processing.
1.2.5.1 Environment Modeling
The construction and updating of environment models are of importance in detect-
ing moving objects such as humans. It serves as a template or reference frame for
subsequent images for the purpose of comparison. Then, the regions correspond-
ing to moving objects are extracted and used in subsequent stages such as object
classification.
There are many techniques in the literature for updating the environment models,
such as temporal average of an image sequence [39]. A Kalman filter was used in [40]
to model each individual pixel by assuming that the variance of a pixel value is a
stochastic process with Gaussian noise. [41] presented a theoretical framework for
recovering and updating background images based on a process in which a mixed
Gaussian model is used for each pixel value and online estimation is used to update
background images in order to adapt to illumination variance and disturbance in the
background. A statistical model was built in [38] by charactering each pixel with
three values, namely, its minimum intensity value, maximum intensity value and
the maximum intensity difference between consecutive frames observed during the
training period. An adaptive background model with color and gradient information
is used in [42] to reduce the influence of shadows and unreliable color cues.
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1.2.5.2 Detection of Motion
Motion detection in image sequences seeks to detect regions corresponding to moving
objects such as humans. The detected regions indicate a focus of attention for later
processes such as classification and tracking of moving objects. Current techniques
can be divided into three categories, namely, background subtraction [42,43], temporal
difference [44] and optical flow [44].
1.2.5.3 Object Classification
Different moving entities extracted from images may correspond to different moving
objects such as humans, rotating fan and so on. These moving entities need further
classification in order to detect humans. Currently, two kinds of approaches are widely
used. They are shape-based classification [45, 46] and motion-based classification
[47, 48].
On the basis of what we have reviewed so far, monocular detection assumes that
humans move in a relatively static environment, which may not be true in practical
applications [42, 49]. For instance, two people may talk to each other without any
noticeable body movements. Moreover, these methods may also malfunction if there
exist human-like objects in the same environment. To overcome these problems, many
researchers have tried to use the human face for human detection purposes [50–52].
1.2.6 Face Detection
The objective of face detection is to identify all image regions which contain a face
regardless of its three-dimensional position, orientation, and lighting conditions [52].
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A wide variety of techniques have been proposed, ranging from simple edge-based
algorithms to composite high-level approaches utilizing advanced pattern recognition
methods. These can be classified as feature-based [50,53–59] and image-based detec-
tion [60–66].
Although much efforts have been made to detect face, it requires the front view of
the human face. All these techniques may fail if a human subject is standing with his
back facing the camera. Thus, it limits the utilization of face detection. To develop
a robust human detection system, we will make use of multiple visual sensors in this
thesis, which will provide sufficient information for human identification.
1.3 Research Aims and Objectives
On the basis of what we have reviewed, ITD-based microphone array and multiple
cameras such as stereo cameras are chosen for audio and visual perception of mobile
robot respectively.
Microphone arrays consist of multiple microphones at different spatial locations.
The research on microphone-array-based sound localization is rather extensive. But
most works rely on the assumption that adequate/redundant microphones have been
provided or the minimum number of microphones are available for certain tasks,
and as a consequence, either these systems are large or their localization capability
is low. For example, a five-microphone system is required to locate a 3D sound
source using either Interaural Time Difference (ITD) or Interaural Intensity Difference
(IID) [1] while the localization domain of a two-microphone system is limited to
a half horizontal plane [20]. On the other hand, mobile platforms require sensor
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structures to be compact and small, which limits the number of microphones and
subsequently reduces the localization domain of the platforms. Besides the problem
of audio perception for mobile robots, the challenge associated with visual perception
is that vision-based human detection may not be robust in variable environments. It
requires more reliable visual perception system that not only detects humans robustly,
but also discriminates humans from human-like objects.
The ultimate objective of this work is thus to investigate audio and visual per-
ceptions for mobile robots, which includes the analysis of the localization strategies
of systems with a limited number of microphones such as 3 or 2 microphones to deal
with the conflict between miniaturization and high localization capability of the sound
localization systems, and robust human detection with different visual sensors in a
variable environment.
1.4 Research Methodologies
To deal with the conflict between miniaturization and high localization capability of
the sound localization systems, we need obtain additional information regarding the
source position. To achieve this, we seek to use multiple localization cues by which
different position features can be extracted from acquired sound signals, multiple
sampling by which the same type of position feature can be obtained from additional
samples and multiple sensors by which different position features can be acquired
from different sensors. In these ways, high dimensional position estimation may be
available for sound localization system with a limited number of microphones.
To detect humans from image, we seek to segment human candidates spatially,
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which is based on the observation that humans stand on the floor separately. This
spatial information can be derived from disparity map obtained by stereo cameras.
Then detected human candidates can be verified using knowledge about humans.
For the purpose of distinguishing humans from human-like objects and achieving
robust human detection, we can use thermal camera to further verify detected human
candidates [67–73]. Robust human detection may then be achieved.
1.5 Contributions
In this thesis, we investigate audio and visual perception for mobile robots. It includes
the study on the sound localization systems with a limited number of microphones
such as 3 or 2 microphones and visual human detection in variable environments. The
main contributions made in this thesis are summarized as follows:
i) Utilization of multiple cues
We used multiple localization cues by introducing a closed asymmetrical rigid
mask between two microphones. The perceptible azimuth range is increased
two times to the full scale of 360 degrees.
ii) Multiple sampling method
We proposed the multiple sampling method to obtain additional information
regarding the source position for three, two or one microphone systems. This
make 3D sound localization possible for such systems with limited microphones.
iii) Multiple sensor fusion method
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For the purpose of real time localization with limited number of microphones,
we fused position information from multiple sensors, namely microphone and
monocular camera.
iv) Motion estimation in different scenarios
Different approaches for motion estimation were investigated according to the
motion mode of a sound source. Experiments were conducted for verification
purpose.
v) Neighborhood linear embedding algorithm
We proposed an unsupervised learning algorithm to discover the inherent prop-
erties hidden in high-dimensional observations. By incorporating a dimensional-
ity reduction technique, this algorithm is able to learn the intrinsic structures of
image features and cluster them globally in a compact and decipherable manner.
vi) Human detection using multiple visual sensors
An infrared camera was incorporated with a stereo rig in an effort to develop a
vision system to robustly detect and identify humans in 3D space.
1.6 Thesis Organization
The rest of the thesis is organized as follows: Chapter 2 reviews the propagation
properties of sound signals, and the characteristics of ITD measurement as well as
the localization properties of 2- and 3-microphone systems. Chapter 3 presents the
strategy of making use of multiple sound localization cues to solve the front-back
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problem and increase the localization domain of a two-microphone system. Chapter
4 presents the strategy of multiple sampling that compensates for the lack of acoustic
sensors. The sampling mode is detailed and the performance of the strategy is verified
by numerical simulations and experimental results. Chapter 5 presents the strategy
regarding multiple sensor fusion. A monocular camera is added to a three-microphone
system to provide complementary information, thus, enabling 3D sound localization.
Chapter 6 presents a new algorithm to extract image features in an unsupervised
manner, which can be subsequently integrated into the sound localization system. A
visual sensor suite (stereo camera and a thermal camera) is proposed in Chapter 7 to
detect humans in a variable environment. Robust human detection is verified in our





Before investigating the problem of sound localization using a limited number of
microphones, we first provide a review of the propagation properties of a sound signal
in Section 2.1. Since Interaural Time Difference (ITD) measurements are robust and
easy to implement as compared to other sound localization cues, it is used as the
main cue to locate a sound source in this thesis. We then discuss the problem of ITD
estimation and its related practical issues in Section 2.2. Finally, we investigate the
basic characteristics of two microphone systems, namely, 2 and 3-microphone systems
using ITD measurements in Sections 2.3 and 2.4.
2.1 Propagation Properties of a Sound Signal
When an acoustic source is located close to the sensors, the wavefront of the received
signal is curved as the sound energy is propagated in the radial direction. The source
is then said to be in the near-field. As the distance becomes larger, the wavefront
impinging the sensors can be modeled as plane waves, and the source is said to be in
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the far-field. In any case, the received sound energy decreases ideally as the inverse
of the distance squared.
For an acoustic signal, the propagation speed in air is a known constant of ap-
proximately c0 = 340 m/s. In this thesis, however, the propagation speed is taken
to be a constant as all experiments are conducted under laboratory conditions where
the temperature is approximately constant and the air is assumed to be still.
At any point in space, its acoustic pressure is the summation of the effects of
all sound signals arriving at this point. It can be calculated using the Helmholtz-
Kirchhoff integral [74]. Suppose that Q is an acoustic receiver located at an arbitrary
position in space as shown in Figure 2.1 where S is a closed surface surrounding a
volume V , the normal n to S is pointing inward, s is the distance from point Q to a
point [x, y, z]T on S. The acoustic pressure, p(x, y, z, t) (t is time instant), generated
from S is a function having continuous first and second partial derivatives within and





































where the square brackets mean that the quantity bracketed is to be evaluated at the
retarded time t− s/c0, such as
[p] = p(x, y, z, t− s/c0). (2.2)
∂[p]/∂n and ∂s/∂n are the gradient of [p] and s in the direction normal to S at Q. To
calculate (2.1), a practical difficulty is that the integral requires knowledge of p and
its normal derivative at all points on the surface S. In many cases, parts of S may
be chosen to be so far away from Q that one can safely assume that [p] and ∂[p]/∂n
vanish for these parts. However, if the part of S is nearby, we may not know both [p]
and ∂[p]/∂n completely and thus has to guess values that seem to be reasonable. The
exact solution to pS(Q, t) is thus approximated. If acoustic pressures at two spatial
points, Q1 andQ2, are obtained, we can evaluate the Interaural Time Difference (ITD)
using cross-correlation between these two computed acoustic pressures, pS(Q1, t) and
pS(Q2, t).
2.2 ITD
The ITD is the difference in arrival times of the sound signals at two microphones,
m1 and m2. The signal is emitted from a sound source as shown in Figure 2.2, where
r1 and r2 are the distances of m1 and m2, respectively, from the sound source, p0.
The coordinates of the microphones and the sound source are
Mi = [xi, yi, zi]
T , i = 1, 2




These microphones are assumed to be omnidirectional and identical to each other.




Figure 2.2: Two microphones m1 and m2, and a sound source p0 [1]
to this pair of microphones, m1 and m2, and is given by
δt(1, 2) =






where | · | is the Euclidean distance measure, c0 is the speed of sound in the air and
is assumed to be constant. In addition, we have
δt(1, 2) = −δt(2, 1) (2.4)
|δt(1, 2)| ≤ |M1 −M2|
c0
(2.5)
where the right hand side of (2.5) is the maximum value of the ITD measurements
and determined by the spatial distribution of the microphones. It will be used to
verify the validity of measured ITD values in Section 2.2.2.
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where ri (i = 1, . . . , N) is distance from the sound source to the i
th microphone
and the rank of A is (N − 1). It means that only (N − 1) ITD measurements
are independent. Since the distance ri (i = 1, . . . , N) is not available in realistic
applications, ITD measurements can be estimated using cross-correlation methods
applied to the received signals at the microphones.
2.2.1 ITD Measurement
Since ITD measurement has been extensively explored in the literatures [75–80], it is
not the primary focus of this work. For completeness, the ITD estimation algorithm
used in this thesis is discussed in the following subsection. Cross correlation tech-
niques are typically used in the ITD estimation. The ITD is obtained as the time
delay derived from the generalized cross correlation function between two received
signals at any two microphones.
For any two microphones, mi andmj , suppose thatmj is the reference microphone.
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Then, the received signal xi(t) at mi may be modeled as
xi(t) = xj(t− δt(i, j)) + vi(t) (2.7)
where xj(t) is the signal received at mj , vi(t) are noise components at mi, assumed to
be uncorrelated with xj(t), and δt(i, j) is the ITD value with respect to microphones
mi and mj . The generalized cross-correlation function between x




where F−1{·} denotes the inverse Fourier transform, Gˆi,j(ω) refers to the estimate of
the cross-spectral density function between xj(t) and xi(t), ψ(ω) denotes a certain
weighting function used to minimize the spread of the cross-correlation function in




Ideally, when Gˆi,j(ω) = Gi,j(ω), then Ri,j(τ) = ∆(t− δt(i, j)) where ∆(.) denotes the
Dirac Delta function. Therefore, ITD is obtained by




In practice, Gi,j(ω) is unknown and ψ(ω) is replaced by 1/|Gˆi,j(ω)|. Thus, Ri,j(τ) is
not an ideal Dirac Delta function but has some spread centered around t = δt(i, j).
Moreover, ambient noise in experiments will result in the ambiguity in the process
of identifying the peak of Ri,j(τ) and the corresponding τ
∗. All these may lead to
some inaccuracies in the determination of δt(i, j). Therefore, a refinement process
is proposed in the following subsection to estimate the actual state of ITD, δ¯t(i, j),
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based on the sequential measurements, δˆt(i, j). Thus, the problem is not too serious
as demonstrated in experimental results in the later part of this thesis.
2.2.2 Practical Issue Related to ITD
In practice, (2.8) - (2.10) will not give absolutely accurate estimate for δt(i, j) due to
noise and lack of persistent excitation for frequency where Gi,j(ω) = 0. Thus in order
to ensure some degree of robustness in the estimation of δt(i, j), the ITD states, sn,
are reconstructed from the noisy ITD measurements, δˆt(i, j) as follows. Let the N−1




δ¯nt (i, 1), . . . , δ¯
n
t (i, i− 1), δ¯nt (i, i+ 1), . . . , δ¯nt (i, N)
]T
, i ∈ [1, N ]




δˆnt (i, 1), . . . , δˆ
n
t (i, i− 1), δˆnt (i, i+ 1), . . . , δˆnt (i, N)
]T
is the corresponding vector of ITD measurements preprocessed by
δˆnt (i, j) =


δnt (i, j), if |δnt (i, j)| ≤
∣∣∣Mi−Mjc0 ∣∣∣
δˆn−1t (i, j), otherwise.
(2.11)
δnt (i, j) is the actual measurement obtained from (2.10). The preprocessing is required
because the actual ITD measurements may exceed maximum values determined by
the geometrical constraint in (2.5) due to the effects of measurement noise, multiple
sound sources, multiple-path propagation of sound waves, and the inadequate sound
spectrum. In order to estimate the ITD states, sn, from the noisy measurements,
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zn, we make use of the Kalman filter. The prediction and correction models used in
Kalman filter are given as follows.
Since the elements in sn are independent with each other, the prediction (or state
update) model can be written as
sn+1 = Ansn +Ws (2.12)
where An = IN−1 is an (N − 1)× (N − 1) identity matrix and Ws is an N − 1 column
vector containing zero-mean normally distributed white noise with a variance matrix,
Qs. It drives the actual ITD states from sn to sn+1.
To describe the relationship between ITD state vector sn and ITD measurement
vector zn, the correction (or measurement) model can be written as
zn = Hnsn +Wz (2.13)
where Hn = IN−1, Wz denotes the measurement noises that result from the mis-
adjustment of microphones, signal corruption and cross-correlation error. Elements
in Wz are assumed to be independent normal distributions with zero mean and a
covariance matrix Qz. Clearly, Wz is closely related to the level of measurement
distribution, e.g., Wz is large if measurement noise is large.
Given the prediction and correction models, a Kalman filter is used to estimate





where s−n and sn−1 are a priori and a posterior estimation of sn and sn−1 respectively,
P−n and Pn−1 are a priori and a posterior estimation of the error covariance at time
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n +Kn(zn −Hns−n )
Pn = (I −KnHn)P−n (2.14)
where Kn is the gain factor that minimizes the posterior error covariance. It can be
observed from the (2.14) that measurement zn will have a weak impact on the update
of sn if Wz is large. This will be shown in the simulation in Section 4.5. Given
the ITD estimation sn, we now investigate the localization capability of a 2- and 3-
microphone systems.
2.3 Two Microphone System
For ease of analysis, we assume that all sensors are compact so that they can be
regarded as points. Moreover, the environment is assumed to be filled with still air.
Two microphones, m1 and m2, have an attached frame OaXaYaZa as shown in Figure
2.3. Thus, m1 and m2 are located at [0,−r, 0]T and [0, r, 0]T respectively, where r is
the half distance between these two microphones.
The coordinates of the sound source can also be defined in OaXaYaZa in the
spherical format (α, β, d0), where d0 is the distance of the sound source from the origin,
Oa, α and β are its azimuth and elevation angles respectively. Where convenient, the
cartesian coordinates of the sound source, denoted by (xa, ya, za) may also be used.
Since δt(1, 2) depends only on the relative difference between r1 and r2 as given in
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Figure 2.3: Hyperboloids defining the same ITD value
(2.3), the locus of the constant r1 − r2 is given by









− 1 = 0 (2.15)
where r1 − r2 = 2a (a is a constant) and a2 + b2 = r2 (b is a positive constant).
Equation (2.15) represents 2 hyperboloids as shown in Figure 2.3. Any point on the
right hyperboloid gives an identical time difference, δt(1, 2) =
2a
c0
, while any point on
the left hyperboloid gives an identical −δt(1, 2). This implies that for a given ITD
value, there are an infinite number of possible positions of the sound source. Thus,
a 2-microphone system is insufficient to locate a sound source uniquely in 3D space
with one sample of the sound signal.
2.3.1 Localization Capability
To investigate the localization capability of the two-microphone system, let us con-
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As such, we have
sinα =
tanα√











which indicates that a two-microphone system can only locate the azimuth direction
of a distant sound source on a half horizontal plane. If this condition is not satisfied,
there may be multiple solutions to the location of a sound source as there are 3
unknowns in (2.15). If more microphones are added, additional equations similar to
(2.15) will be available. It is then possible to obtain a solution to the unknown sound
source coordinates. In the next section, a system with 3 microphones is investigated.
2.4 Three Microphone System
Consider the three non-collinear microphones, m1, m2 and m3, as shown in Figure
2.4. These three microphones form a Y-shaped structure whereby all the nodes are
connected to a common point Oa. The distance of each microphone from Oa is
denoted by r and they are equally spaced at 120◦ apart. As the distance between
the microphones affects the estimation process, having this structure ensures that
the time difference range between any two microphones are equal. This Y-shaped
structure is fixed on a pan-tilt unit whose center O is coincident with the common
point Oa and the node m3 is on the Xa axis.
Due to the symmetrical Y-shaped structure, the 3D space is divided into 6 sub-
spaces, I-VI, by planes Si (i = 1, 2, . . . , 6) as shown in Figure 2.5 where Oam3 is the
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Figure 2.4: Configuration of the three microphones
reference axis. Based on geometry, the r-vector in (2.6) consisting of distance, ri, of




2 − 2rd0 cosβ cos(φi − α) (2.19)




π(3− i), i = 1, 2, 3
Considering (2.19), the subspace or plane in which the sound source lies can be
determined by the signs of δt(i, j) (i, j = 1, 2, 3 i 6= j) according to (2.6) for N = 3.
Hence, if the sound source is between mi and the plane of symmetry between mi and
mj , then rk > rj > ri, k 6= j 6= i, and hence δt(k, j) > 0, δt(i, k) < 0 and δt(i, j) < 0.
Table 2.1 shows the signs of δt(i, j) when the source is in each subspace I − V I or on
each plane, S1 − S6. Using this table, the approximate position of the sound source
can quickly be determined by examining the signs of δt(i, j).
According to (2.6), when N = 3, the rank of A is 2 and this implies that there
are only 2 independent ITD values, say δt(3, 1) and δt(3, 2), available to determine
[α, β, d0]
T . Thus [α, β, d0]
T cannot be solved uniquely based on one sampling of
the sound signal. As in the case of the 2-microphone system, the locus of a given
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Figure 2.5: Vectors determined by ITD values
Table 2.1: Differential time distribution
I II III IV V VI S1 S2 S3 S4 S5 S6
sgn(δt(3, 1)) -1 -1 1 1 1 -1 -1 1 0 1 -1 0
sgn(δt(3, 2)) -1 1 1 1 -1 -1 -1 0 1 1 0 -1
sgn(δt(1, 2)) 1 1 1 -1 -1 -1 0 1 1 0 -1 -1
δt(3, 1) value is a hyperboloid, while the locus of δt(3, 2) is another hyperboloid, the
intersection of the two hyperboloids forms a 3D curve C31,2 which thus defines an
infinite number of possible sound positions as illustrated in Figure 2.6.
The intersection curve C31,2 in the frame OaXaYaZa is determined by
((xa − c2) cos θ + ya sin θ + c1)2
a21




((xa − c2) cos θ − ya sin θ + c1)2
a22




where θ = π/6, c1 =
√
3r/2, c2 = r, ai and bi (i = 1, 2) can be calculated by the
geometry relationship between the sound source and these sensors.
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Figure 2.6: 3D curve on which the sound source lies
2.4.1 Localization Capability
To investigate the localization capability of the three-microphone system, rewrite
(2.3) as





2rd0 cos β(cos(φj − α)− cos(φi − α))
ri + rj
We now consider 4 special cases where the sound source is (i) very far away (d0 →∞),
(ii) on the OaXaZa plane when α = 0, (iii) on the OaXaYa plane when β = 0, and
(iv) has both α = β = 0.
Case (i): source in the far field when d0 →∞
If d0 →∞, (2.22) becomes
c0δt(i, j) = r cosβ(cos(φj − α)− cos(φi − α)). (2.23)
Given δt(i, j) and δt(i, k), we have
c0δt(i, j) = r cos β(cos(φj − α)− cos(φi − α))
c0δt(i, k) = r cos β(cos(φk − α)− cos(φi − α))
(2.24)
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π − α)− cosα)
)






π − α)− cosα)
)
, za < 0
(2.26b)
α ∈ [−π/2, π/2]
β ∈ [0, π/2] or [−π/2, 0]
Equations (2.26a) and (2.26b) show that a 3-microphone system can estimate the
azimuth and elevation angles of a distant sound source if it is at the front side of the
Y frame and positioned either above or below the horizontal plane.
Case (ii): source in the OaXaZa plane when α = 0
Let us consider the case where α = 0, ya = 0, i.e., the source is at (xa, 0, za) and
r1 = r2. Therefore, using (2.20), we have
















r23 = (xa − r)2 + z2a. (2.27)
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Since r1 = r2, there is only one independent ITD value. Therefore, there are infinite
solutions in this case.
Case (iii): source in the OaXaYa plane when β = 0
When β = 0, za = 0 and the source is at (xa, ya, 0) and lies on the same plane as
the 3 microphones. Therefore
r21 = (xa +
r
2





r22 = (xa +
r
2





r23 = (xa − r)2 + y2a. (2.28c)
Equations (2.28a)-(2.28c) defines two hyperbolas on the OaXaYa plane, one each
from δt(3, 1) and δt(3, 2). Thus, depending on the position of the source, either one
or two solutions may be obtained as illustrated in Figures 2.7 and 2.8. Figure 2.7 was
simulated for a source position at (0.5, 0.5, 0) with r = 0.2. The two hyperbolas are
H1 and H2 with their axes of symmetry indicated. For this source location, there is
only one solution derived from (2.28a)-(2.28c). Figure 2.8 was simulated for a source
at (0.5, 0.05, 0). In this case, there are clearly two solutions. Thus, we conclude that
even for this special case where β = 0, a 3-microphone system cannot resolve the
source position uniquely.
Case (iv): source on the Xa axis when α = β = 0
If α = β = 0, the sound source not only shares the same plane as the 3 microphones
but is also colinear with Oa and Xa. Thus the position of the source is at (xa, 0, 0)
with xa = d0. Therefore
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Figure 2.7: Single solution for a special case in (iii).
















Figure 2.8: Two solutions for a special case in (iii).








r3 = d0 − r (2.29c)




δr(3, 1)(δr(3, 1)− 2r)
3r − 2δr(3, 1) xa < r
δr(3, 1)(δr(3, 1) + 2r)
3r + 2δr(3, 1)
xa ≥ r
where δr(i, j) = c0δt(i, j). Although two solutions are given, one of them is inside
the Y-frame containing the 3 microphones and hence is not a valid source location.
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Thus, in principle, a source that is aligned with the OaXa axis can be determined by
a single sample of the sound signal. An illustration is given in Figure 2.9 for a source
at (1, 0, 0). The sound source is determined at p0.
















Figure 2.9: Two solutions for case (iv).
The above detailed analysis shows that a three-microphone system, with a single
sample of the signal (giving 2 independent ITD values), is only able to uniquely
estimate the position of the sound source under very restrictive conditions. In general,
the full coordinates of the source in 3D space cannot be obtained uniquely. The main
problem is that there are insufficient equations to determine 3 unknowns, (α, β, d0),
uniquely.
2.5 Summary
In this chapter, the ITD patterns are analyzed for two and three-microphone sys-
tems respectively. It is shown that, for a two-microphone system, it is only able to
estimate 1D parameter such as the azimuth in the half horizontal plane and, for a
three-microphone system, it is able to estimate 2D parameters simultaneously un-
der restricted conditions. Such systems with a small number of microphones are not
33
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sufficient to locate a sound source in 3D space uniquely.
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Chapter 3
Sound Localization Based on Mask
Diffraction
3.1 Introduction
It has been investigated in Chapter 2 that, with two microphones, the sound source
will locate on either the left or the right hyperboloid (as shown in Figure 2.3) de-
termined by the ITD value, δt(1, 2). If the sound source is far away from these two
microphones, these hyperboloids can be approximated by two cones centered on the
interaural axis Ya as shown in Figure 3.1, where only the right cone is shown for the
purpose of demonstration. The binaural localization cues are approximately equal
for any source on the cones, which is the so-called “cone of confusion”. For prob-
lem formulation, Figure 3.1 also describes the conventions about the auditory spatial
coordinate system, wherein there are three orthogonal planes, namely, horizontal, me-


















Figure 3.1: Spatial hearing coordinate system
the ground and contains the microphones, ml and mr. The median plane (OaXaZa)
forms the vertical plane of symmetry for ml and mr. The frontal plane (OaYaZa) is
mutually orthogonal to the other two planes and intersects them at the center Oa.
The right cone intersects with the horizontal plane and forms two rays with azimuth
α1 and α2 respectively. In other words, even if a sound source is restricted on the hor-
izontal plane, one ITD value cannot distinguish between α1 and α2, and thus cannot
provide a unique azimuth solution. In this chapter, we seek to resolve the problem
of front-back sound localization, and consequently increase the azimuth coverage of
a 2-microphone system from [−90◦, 90◦] to [−180◦, 180◦].
As investigated in [19], in which a neuromorphic microphone was designed to
mimic the functionality of a human’s pinna, we seek to mimic the human head by
using a mask to solve the problem of “front-back (α1 or α2) sound localization”.
Since a human head is symmetric about the median plane but asymmetric about
the frontal plane, it is able to provide asymmetric ITD or IID estimation about the
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interaural axis Ya. These ITD and IID values can be either measured as in [1] for
realization or calculated based on certain assumptions as those in this chapter for
theoretical investigation. With this asymmetric estimation, a 2-microphone system
can distinguish if a sound source is in the front or at the reflected direction in the
horizontal plane.
The rest of this chapter is organized as follows: Section 3.2 introduces the mask
used in this chapter. In Section 3.3, the acoustic pressures at two microphones are
computed for a distant sound source at different azimuth angles. Section 3.4 discusses
the ITD and IID patterns from the computed acoustic pressures. The overall process
is introduced in Section 3.5 to estimate the azimuth using the derived ITD and IID
patterns. For the analysis of mask diffraction, ITD and IID patterns are computed
for a nearby sound source in Section 3.6 followed by a brief conclusion in Section 3.7.
3.2 Mask Design
Figure 3.1 shows that sound sources located at two rays (with corresponding azimuth
α1 and α2 respectively) have equal binaural localization cues if these two rays are
symmetric with respect to the interaural axis Ya. Therefore, a simple asymmetric
mask is introduced for a 2-microphone system. This is expected to lead to different
ITD and IID when the sound source is located at α1 or α2. Thus, the problem of
front-back sound localization can be solved by using the mask.
The mask is asymmetric (with respect to Ya) and semi-circular to simulate a
human head as shown in Figure 3.2, where r and h are the radius and thickness


















towards Ya and negative otherwise. It is placed between two microphones, ml and
mr located at (0,−r, 0) and (0, r, 0) respectively. The back of the mask is covered
by a rectangular surface. For ease of computation of the acoustic pressures at each
microphone, the mask is assumed to be rigid and the 2-microphone system is placed
in a free space but attached to the mask.
To analyze the diffraction effect of the asymmetric mask on the localization
cues, the acoustic pressures at each individual microphone is computed using the
Helmholtz-Kirchhoff integral as given in (2.1). The computed acoustic pressures in
time domain are regarded as the received waveforms at these microphones ml and
mr. Then the ITD and IID pattern can be derived from these two waveforms and
used to distinguish between the two possible azimuth angles, α1 and α2. Since the
distance of a sound source to the microphone system determines the time difference
of arrival and the intensity difference between these two microphones, we investigate
two conditions, whereby the sound source is in the far field and near field in Sections
3.3 and 3.6 respectively.
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3.3 Sound Source in the Far Field
When the source is in the far field, the sound wave is assumed to be planar with
respect to the mask. Theoretically, the assumption is fulfilled only if the distance of
the sound source to the microphones tends to infinity. Practically, the sound source
is assumed to be in the far field if the source-range to sensor-separation ratio is larger
than 10. This result will be shown in Chapter 5. Since a 2-microphone system can
discriminate which side the sound comes from based primarily on a ITD measurement,
namely
α ∈ [0◦, 180◦] if δt(1, 2) ≥ 0
α ∈ (0◦,−180◦) if δt(1, 2) < 0,
(3.1)
we restrict our investigation to the ITD and IID pattern in the range of [0◦, 180◦].
A similar investigation can be extended to the range (0◦,−180◦). Since the mask
is asymmetric with respect to Ya, the wavefront will only impinge the front curved
surface of the mask if α ∈ [0◦, 90◦]. Otherwise, it will impinge both the curved surface
and the rectangle surface at the back. To facilitate the investigation, we divide the
range of [0◦, 180◦] into two subranges, namely, [0◦, 90◦] (at the front) and (90◦, 180◦] (at
the back). The computation of acoustic pressures at the two microphones, ml andmr,
in these two subranges will be described in Subsections 3.3.1 and 3.3.2 respectively.
3.3.1 Sound Source at the Front
A sound source is at the front of the mask if α ∈ [0◦, 90◦]. To calculate the ITD and
IID pattern, the Helmholtz-Kirchhoff integral as given in (2.1) is used to calculate the
acoustic pressures at the microphones, ml and mr. In this method, one can calculate
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the pressure at any given point in space by specifying the wave field on a convenient
integral surface surrounding the observation point [82]. Thus, an integral surface Sf
is chosen to satisfy the conditions in Section 2.1 and the integral over this surface is
computed.
3.3.1.1 Integral Surface
As discussed in Section 2.1, the integral surface Sf is a closed surface enclosing the
observation points. Due to the shape of the mask, Sf consists of piecewise surfaces,
namely, Af −Hf as shown in Figure 3.3.(b) (the top view of the mask) where a sound
wave is modeled as an incident plane wave impinging the curved surface, Af , of the
mask. p1 denotes the point where the traveling path of the sound is tangent to the
normal of the curved surface of the mask. Figure 3.3.(a) shows the 3D view of the
mask and two surfaces, Af and Bf while surface Cf is the bottom surface of the mask.
























































Figure 3.3: Definition of surfaces for sound at the front
which affect the propagation pattern of the sound wave. Additional virtual surfaces
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Ff - Hf are chosen such that Sf is closed and the Helmholtz-Kirchhoff integral can
be applied. The round surface Ff , with a negligible small slit opening, touches the
corner of the mask near the microphone ml. It is the negligible small opening that
connects Ff to Df and Ef . To make this connection smooth, arcs, with very small
radius rε, are introduced at this corner. The radius is so small that it can be neglected
during computation. To facilitate the computation, the surface Gf is chosen to be a
cylinder and is taken to be so remote that signals from it do not arrive at ml or mr
in a finite time. The integral over this surface may therefore be neglected. Hf is a
round surface on which the incident sound wave is generated.
Table 3.1: Definition of the closed surface for sound at the front
Surfaces Description Other comments
Af the portion of the curved surface that the incident sound wave can impinge directly from mr to p1
Bf the top surface of the mask
Cf the bottom surface of the mask
Df the rectangle surface at the back of the mask from ml to mr
Ef the portion on the curved surface the incident sound wave cannot impinge directly from p1 to ml
Ff a virtual round surface with infinite radius
Gf a virtual cylindrical surface
Hf a round surface yielding the incident sound wave
Due to the introduction of surfaces in Table 3.1, the Helmholtz-Kirchhoff integral
is the summation of the integrals over surfaces Af −Hf , namely
pSf (ml, t) = pAf (ml, t) + . . .+ pHf (ml, t)
pSf (mr, t) = pAf (mr, t) + . . .+ pHf (mr, t) (3.2)
where p̥(Q, t) is the acoustic pressure at the observation point, Q (e.g., ml or mr),
which results from the sound wave on the surface̥, and t is the time index. Therefore,
the integral over surfaces Af −Hf can be computed one by one and then the acoustic
pressures, pSf (ml, t) and pSf (mr, t) can be obtained.
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3.3.1.2 Integration Over Surface Af
For the purpose of integration, a facet variable dS is defined on the surface Af as
shown in Figure 3.4, where dS = hrdφ is the small curved facet with length, rdφ,
thickness h and normal n, φ is the integral variable corresponding to the facet, sl and
sr are the distances from the facet to the left and right microphone respectively, x is
distance from the center, Oa, to the projection point of the facet on the propagation
path of the incident sound wave, i.e., x = r cos(α − φ), x′ and x′′ are two vectors
parallel to the normal n at mr and ml respectively, and |x′| = |x′′| = r. For ease of








































Figure 3.4: Details for the integration over the surface, Af
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Then the distance from the two microphones to element facet dS are
sl = 2x













= 2 sinϕ. (3.4)
Therefore, the Helmholtz-Kirchhoff integral over surface Af becomes




















































































where the square brackets mean that the bracketed quantity is to be evaluated at a
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retarded time (see Helmholtz-Kirchhoff integral in (2.1)), i.e.,
[pdS(ml, t)] = 2fs
(





[pdS(mr, t)] = 2fs
(































where fs(t) is the acoustic pressure generated by the sound source and d0 is the
distance from the sound source to Oa. Equations (3.6) and (3.7) show that the
gradient of the pressure along the normal vanishes there and the pressure doubling
occurs as the disk is rigid [74]. The second term in the big round bracket at the right
of (3.6) denotes the propagation delay that occurs when the sound wave, fs(t), travels
to dS on the surface Af while the third term denotes the time taken for the sound
wave to arrive at the microphone from the facet dS. Substitution of (3.6) - (3.7) into
(3.5) leads to




























Similar to the computation process of pAf (ml, t) and pAf (mr, t), we are able to
compute pBf (ml, t), ..., pHf (ml, t) and pBf (mr, t), ..., pHf (mr, t).
Given the computed acoustic pressures, pSf (ml, t) and pSf (mr, t), ITD is obtained
by using (2.8) where Gˆl,r(ω) is the estimate of the cross-spectral density function of
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pSf (ml, t) and pSf (mr, t). A detailed derivation of the ITD and IID will be discussed
in Section 3.4. Since the mask is asymmetric with respect to the frontal plane, the
stimulus at these two microphones are different from pSf (ml, t) and pSf (mr, t) if the
sound source is at the back of the mask. These stimulus pSb(ml, t) and pSb(mr, t) are
calculated correspondingly in the next section.
3.3.2 Sound Source at the Back
A sound source is at the back of the mask if α ∈ (90◦, 180◦]. To calculate the ITD and
IID pattern, the Helmholtz-Kirchhoff integral as given in (2.1) is used to calculate
the acoustic pressures at the microphones, ml and mr. Thus, an integral surface Sb
is chosen to satisfy the conditions in Section 2.1 and the integral over this surface is
computed.
3.3.2.1 Integral Surface
Figure 3.5.(b) shows the integral surface Sb that is obtained by rotating the mask
shown in Figure 3.3 (b) anticlockwise. Subscripts of the corresponding surfaces are
changed from f to b to indicate that these surfaces are defined under the case where
the sound source is at the back and the slit opening is at a point on the surface Eb.
In this configuration, the forward sound wave can impinge the surface Db directly,
which is different from the case when the sound source is at the front. Since surface
Cb is the bottom surface of the mask, it is not visible from the two figures in Figure
3.5.
Since the integral surface Sb consists of piecewise surfaces, the Helmholtz-Kirchhoff
integral is the summation of the integrals over all these surfaces. Similar to the
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Figure 3.5: Definition of the closed surface for sound at the back
computation process of pAf (ml, t) and pAf (mr, t), we are able to compute pAb(ml, t),
..., pHb(ml, t) and pAb(mr, t), ..., pHb(mr, t).
The computed acoustic pressures at the two microphones under different condi-
tions are summarized in Table 3.2. Based on the computed acoustic pressures at ml
and mr, we are able to observe the waveforms resulting from a sound source located
at a particular azimuth angle and diffracted by the asymmetric mask. Subsequently,
the ITD and IID values with respect to the azimuth angle can be derived by using
(1.1) and (1.2) or (2.8). This is shown in the next subsection.
3.4 ITD and IID Derivation
For the purpose of illustration, we suppose that the acoustic pressure generated by
a sound source is fs(t) = sin(200πt) at the initial time t0 = 0. The radius, r, of
the mask is 0.1m and its thickness, h, is fixed at 0.03m. Figures 3.6 (a) and (b)
show the computed wave forms at ml and mr respectively for a sound source at the
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Table 3.2: Integration over surfaces, Sf and Sb
Location Response Integration Results


















































source +fs(t− d0 + r sinα
c0
)














back +fs(t− d0 − r sinα
c0
)
front, namely pSf (ml, t) and pSf (mr, t). Figures 3.7 (a) and (b) show the computed
pSb(ml, t) and pSb(mr, t) respectively. For a certain azimuth angle, pSf (ml, t) equals
to zero until the onset point is reached as shown in Figure 3.6 (a). This is due to
the propagation delay as the sound wave travels from the source to the microphones.
The amplitude of the computed waveforms changes with respect to the azimuth as
well due to the sound diffraction resulting from the mask. A similarity is drawn to
pSf (mr, t), pSb(ml, t) and pSb(mr, t), as shown in Figure 3.6 (b), 3.7 (a) and 3.7 (b)
respectively.
To observe the effect of the mask, the time instant at the onset point are extracted
from pSf (ml, t) and pSf (mr, t), and shown in Figure 3.8 (a), where the solid line shows
the time instant corresponding to the onset point of pSf (ml, t) at different azimuth
angles, while the dash line shows the onset time of pSf (mr, t). The onset times for
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(b) for right microphone

















































(b) for right microphone
Figure 3.7: Computed waveforms for sound source at the back
pSf (ml, t) and pSf (mr, t) are denoted by TL(α, ω) and TR(α, ω) respectively as shown
in Figure 3.8 (a). It is observed that, as α increases, TL(α, ω) increases while TR(α, ω)
decreases. If a sound source on the median plane where α = 0, the sound wave will
reach ml and mr at the same time delay since the mask is symmetric with respect to
the median plane. This can be observed from this graph. Figure 3.8 (b) shows the
amplitude of pSf (ml, t) (the solid line) and pSf (mr, t) (the dashed line) at different
azimuth angles. These amplitudes are denoted by AL(α, ω) and AR(α, ω) respectively
48
3.4 ITD and IID Derivation













































































Figure 3.8: The onset and amplitude for a sound source at the front
as shown in this graph. Similarly, we can extract the onset time and amplitude from
pSb(ml, t) and pSb(mr, t) as shown in Figures 3.8 (c) and (d).
Thus, we are able to compute the ITD, δt(L,R) and IID, δd(L,R). For ease of
discussion in this chapter, (1.1) and (1.2), as expressed earlier in Section 1.2.1, are
49
3.4 ITD and IID Derivation


























Figure 3.9: ITD and IID derivation from computed waveforms
shown here:
δt(L,R) = TL(α, ω)− TR(α, ω)
δd(L,R) = log10AL(α, ω)− log10AR(α, ω) (3.9)
AL(α, ω) and AR(α, ω) are used to approximate the received intensity. Figure 3.9
shows the ITD and IID computed from Figure 3.8 by using (3.9). It is observed
that, due to the effect of mask, the IID response is not symmetric with respect to the
interaural axis, Ya, which is shown as a dash line in this figure. The mask, however,
has negligible effect on the ITD response.
Figures 3.10 and 3.11 show the ITD and IID responses for a frequency range of
[100, 1500]Hz. The ITD responses over large frequency bands show that frequency
has little effect on the ITD response while the IID responses show that they are not
symmetric because of the diffraction properties of the asymmetric mask. The IID
response at both the front and back changes much with frequency, which is different
from the ITD response. This asymmetry facilitates the solution of front-back sound
localization problem. The discrimination process will be discussed in the next section.
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Figure 3.11: ITD and IID response at the back
3.5 Process of Azimuth Estimation
Section 3.4 has shown that the mask results in the asymmetric IID response with re-
spect to the interaural axis, Ya, which can provide the solution to the front-back sound
localization problem. In this section, we will demonstrate how it can be achieved.
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The determination process can be divided into: (i) learning phase, and (ii) decision
phase.
In the learning phase, the responses of ITD and IID with respect to incident angle,
α and frequency, ω should be learned. The actual responses can be obtained by using
experimental ITD and IID measurements. For the purpose of demonstration, we use
the theoretical responses computed in Section 3.4.
In the decision phase, we need to determine the actual azimuth angle, αˆi, given
the ITD, δˆt, and IID measurements, δˆd, at a certain frequency, ωi. Suppose that the
ITD and IID responses at this frequency have been learned, as the solid line shown in
Figures 3.12 (a) and (b) respectively. From the value of δˆt, two azimuth candidates,
α1 and α2, can be determined as shown in Figure 3.12 (a). From the IID response in
Figure 3.12 (b), we find two IID values, δ1d and δ
2
d, corresponding to these two azimuth
candidates. It is assumed that the IID measurement, δˆd should be close to the IID
response corresponding to the actual azimuth angle even in the noise condition, or





α1 if |δˆd − δ1d| ≤ |δˆd − δ2d|
α2 if |δˆd − δ2d| ≤ |δˆd − δ1d|
(3.10)
where | · | is the Euclidean distance. In this way, the problem of front-back sound
localization is solved. For a well trained “brain” or system, it can easily distinguish
between their differences and make the right decision. However if the azimuth angle
is close to 0 or ±180 degree, ITD and IID at all frequencies will tend to zero such
that it may still be difficult to detect the sound source under this condition.
Generally, a sound source has a wide spectrum. Let αˆi be the azimuth angle
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Figure 3.12: Front-back discrimination (ωi = 1000π)
estimated at frequency ωi (where i = 1, · · · , Ns). When the number Ns is large
enough, we assume that the actual azimuth angle follows a Gaussian distribution












n− 1 . (3.11)
E(α) can be regarded as the enhanced estimation of the actual azimuth angle, α∗,
and σ(α) can be thought of as a measurement of the noisy condition. In an anechoic
environment, this should tend to zero.
One simple example is shown to estimate the azimuth at multiple frequencies
based on the learned ITD and IID responses. The estimation results are shown in
Figure 3.13 where the points labeled ◦ are the corresponding estimations and the
dash line shows the direction of a sound source. The sound source is composed of 13
harmonious waves whose frequencies are uniformly distributed between 600Hz and
1200Hz. The simulation result shows that the 2-microphone system with the mask
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has a good performance in locating the sound source in the azimuth.






























Figure 3.13: Estimation of azimuth
Another example is shown here to illustrate how a 2-microphone system with a
mask is able to solve the problem of front-back sound localization. Azimuth estima-
tion in different frequencies with ambient white noise are listed in Table 3.3 and Table
3.4. Rs,n in this table is the magnitude ratio of the sound source and ambient noise.
Table 3.3 shows the case where α = 30◦ while Table 3.4 shows the case where the
source is located at the mirror position where α = 150◦. Large errors in estimation
are marked in bold. These errors result from ITD and IID measurement errors due to
the added noise which affects the determination of TL(α, ω), TR(α, ω), AL(α, ω) and
AR(α, ω) which in turn affect δt(L,R) and δd(L,R) measurements.
3.6 Sound Source in the Near Field
If a sound source is in the far field, the sound wave is assumed to be planar. The
ITD and IID patterns are independent of the distance of the sound source and are
only functions of azimuth angles and frequency. Thus, the azimuth of the sound
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Table 3.3: Location estimation (Degree) with different sound noise ratio while α = 30◦
Frequency (Hz) Rs,n = 20 Rs,n = 10 Rs,n = 5
600 23.5 25 24
650 24 25.5 25.5
700 24.5 29 25.5
750 152.5 152.5 152.5
800 151.5 151.5 152
850 19.5 19.5 151.5
900 17 151.5 17.5
950 27 26.5 27
1000 17.5 26.5 27
Table 3.4: Location estimation (Degree) with different sound noise ratio while α =
150◦
Frequency (Hz) Rs,n = 20 Rs,n = 10 Rs,n = 5
600 157.5 157.5 157.5
650 157.5 157 157
700 156.5 157 157
750 150 149.5 149.5
800 25.5 26 26
850 23 23 23
900 158.5 158.5 158.5
950 160 16.5 160
1000 23.5 18 18
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source can be estimated given the learned ITD and IID patterns. This is not the case
for a sound source in the near field. In this case, the sound wave is assumed to be
spherical and its radius depends on the distance of the sound source to the mask. As
a consequence, the ITD and IID patterns depend on the azimuth angle and frequency
as well as the source distance. If distance information is not available, ITD and IID
patterns corresponding to a source at a certain distance cannot be properly chosen
to estimate the azimuth angle. In other word, the 2-microphone system with a mask
cannot estimate the azimuth of a nearby sound source. Thus, the detailed derivation
of the ITD and IID responses for a sound source in the near field is omitted.
For demonstration purpose, Figures 3.14 - 3.17 show the ITD and IID response
with d0 = 1 and d0 = 0.5 respectively. Compared to the condition where a sound
source is a plane wave, ITD response remain unchanged while IID response varies
quite significantly. The main characteristic of IID response is that IID values equal
to zero when azimuth α is close to 180 degree. It is also observed that symmetrical









































































































































Figure 3.16: ITD and IID response in the front when d0 = 0.5
3.7 Summary
In this chapter, a sound localization system consisting of two microphones and an
asymmetric mask has been proposed for relative azimuth estimation in 360 degrees.
Due to the addition of the asymmetric mask, it is found that it causes the asymmetric
pattern in the IID measurements with respect to the interaural axis while it has neg-
ligible effect on the ITD pattern. For a distant sound source, the computed ITD and















































Figure 3.17: ITD and IID response at the back when d0 = 0.5
the range of azimuth estimation is increased to [−180◦, 180◦] while a 2-microphone
system without the mask is only able to estimate azimuth in the range of [−90◦, 90◦],
which has been investigated in Chapter 2. However, experimental result shows that
IID estimation is greatly affected by the room condition while ITD measurements is
comparatively robust. Therefore, fusion of multiple localization cues has its limita-




3D Sound Localization Using
Movable Microphone Sets
4.1 Introduction
As shown in Chapter 2, the full coordinates of the source in 3D space cannot be
obtained uniquely, given less than 5 microphones. The main problem is that there
are insufficient equations to determine 3 unknown source coordinates, [α, β, d0]
T (or
[xa, ya, za]
T ) uniquely. Thus, central to solving this problem is to provide additional
information about the sound source. In this chapter, we propose to take an additional
sample at a different position of the microphone system. This can be achieved by
rotating the system through one or two axes (azimuth and elevation). As an additional
sample has to be taken for the same source position, we assume that the sound
source is either fixed or moving slowly in space. It is shown in [80] that only a 20-30
ms sound signal is required to estimate the ITD. Due to the efficiency of the ITD
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estimation, multiple-sampling may not yield significant errors when the sound source
moves relatively much slower compared to the movement of the pan-tilt unit where
the microphones are mounted.
The remainder of this chapter is organized as follows: 3D localization using mul-
tiple sampling is proposed for a three-microphone system in Section 4.2 followed by
the investigation of a 2-microphone system in Section 4.3. The principles of localiza-
tion of a 1-microphone system are presented in Section 4.4. Simulation results are
presented in Section 4.5 to show the performance of the proposed 3-microphone sys-
tem. Experimental results are given in Section 4.6. A continuous sampling method is
proposed in Section 4.7 for a 3-microphone system to search a sound source in space.
Final conclusions are drawn in Section 4.8.
4.2 Three-microphone System
The investigation in Section 2.4 shows that a 3-microphone system with a single sam-
ple of the signal (giving two independent ITD values) is only able to uniquely estimate
the position of the sound source under very restrictive conditions. To estimate the
full 3D position of the source, another sample should be taken by rotating the pan-tilt
unit where the microphone system is mounted. For a Y-shaped 3-microphone system
shown in Figure 2.6, two independent ITD measurements can determine a 3D curve,
C31,2, and another 3D curve,
1C31,2, can be obtained if the Y-shaped structure is rotated
to a new position. For convenience, the leading superscript is used to indicate the
ith rotation of the pan-tilt unit. Therefore, the sound source can be located at the
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C31,2. Since the coordi-
nate system, OaXaYaZa, is assumed to be “attached” to the Y-frame, when the unit
moves, the position of the sound source has to be re-computed with respect to the





aZa after the i
th rotation. In this new coordinate system, the position of the
sound source is denoted by ip = [ixa,
iya,
iza]
T or in spherical coordinates, [iα,iβ, d0]
T .














Figure 4.1: Coordinate system













T with respect to the initial Y-frame (OaXaYaZa) position. After the pan-tilt
unit rotates through 1δα and
1δβ in the azimuth and elevation directions respectively,





computed via transformations using rotation matrices. In the following section, the
relationship between 0α,0β and the new angles 1α,1β is developed for the general case
where the rotation is taken in both the azimuth and elevation direction.
61
4.2 Three-microphone System
4.2.1 Rotation in Both Azimuth and Elevation
In this section, the azimuth and elevation angles of the sound source with respect to
a rotated axis are derived. They are written in terms of their corresponding angles
with respect to the original coordinate system and the angles of rotation of the pan
tilt unit.
Recall that the original source position is 0p = (0xa,
0ya,
0za) in cartesian coordinates
or (0α,0β, d0) in spherical coordinates with respect to OaXaYaZa. Subsequently after
two rotations through 1δα about the Z0 axis and
1δβ about the Ya axis as shown
in Figure 4.1, the new position of the sound source denoted, 1p = (1xa,
1ya,
1za) or














− sin1δα cos1δα 0





































, if 1ya < 0
(4.2)
Given 1α and 1β as in (4.2), we have
(1ri)
2 = d20 + r




π(3− i), i = 1, 2, 3 (4.3)
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where 1ri is the distance of the sound source to the i
th microphone after the 1st
rotation.
Remark: When the Y-shaped structure is rotated only in the azimuth direction,
we have
1α =0α−1δα; 1β =0β. (4.4)
For two sound sources with coordinates, (0α,0β, d0) and (
0α,−0β, d0), we have the same
0ri(i = 1, 2, 3), which subsequently results in the same ITD measurements
0δt(3, 1) and
0δt(3, 2) for the two sources. If the Y-shaped structure is rotated only in the azimuth
direction, we will have the new coordinates (0α −1 δα,1β, d0) and (0α −1 δα,−1β, d0)
with respect to the rotated reference frame. By examining (4.3), we will have the
same 1ri(i = 1, 2, 3) and consequently the same
1δt(3, 1) and
1δt(3, 2). It means that
the ITD measurements are the same before and after the rotation in the azimuth
direction though the two sound sources are located at different positions. Therefore,
the position of the sound source cannot be resolved uniquely if the pan-tilt unit is only
rotated in the azimuth direction for the second sample. In terms of geometry, this
problem can be explained by observing that the plane of symmetry corresponding to
OaXaYa remains unchanged when the second sample is obtained from just a rotation
about the Za axis.
Figure 4.2 shows the simulation for a sound source at p0 = [0.2, 0.2, 0.2]
T with
r = 0.1. The second sample is obtained after the pan-tilt unit is rotated only in the
azimuth direction by 1δα = 30
◦ for the second sample. C31,2 is the 3D curve when
the Y-frame is in its original horizontal position with the m3 microphone on the
Xa-axis.
1C31,2 is the 3D curve generated when the Y-frame is rotated. As discussed
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above, a single rotation in the azimuth direction cannot uniquely resolve the source
position. As shown in Figure 4.2, although both C31,2 and
1C31,2 do not exist on the
same plane, they share the same plane of symmetry and intersects at two different
locations which are mirror images of one another. Thus, there is another possible




















Figure 4.2: Different 3D curves after rotation by only 1δα.
On the other hand, if the second sample is obtained after a rotation in both the α
and β directions, we obtain two 3D curves which are determined by (0δt(3, 1),
0δt(3, 2))
and (1δt(3, 1),
1δt(3, 2)). From (2.21), we thus have four nonlinear equations based on
the 4 ITD measurements. They are written as follows
1 =
(xc cos θ + ya sin θ + c1)
2
a21





(xc cos θ − ya sin θ + c1)2
a22





(x′c cos θ +




































































Solving the four equations may yield the position of the sound source at [xa, ya, za]
T
or [0α,0β, d0]
T . Figure 4.3 shows the 3D curves generated by the equations when two
samples of the same sound source are taken. The sound source is the same as above.
The second sample is obtained after the pan-tilt unit is rotated in both the elevation
and azimuth directions by 1δα = 30
◦ and 1δβ = 20◦ respectively. Both 3D curves, C31,2
and 1C31,2, are not on the same plane and they intersect only at the source position, p0,
thereby uniquely determining the source location. This result shows that the second
sample should be taken with rotation in both the azimuth and elevation directions




















Figure 4.3: Different 3D curves after rotation by 1δα and
1δβ.
sampling method can be applied to 2-microphone systems, which will be investigated




It is well known that a 2-microphone system with a single sample cannot resolve a
sound source uniquely in 3D space. This is because the locus of a constant ITD value
are once again hyperbolas which are symmetric about the line joining microphones
m1 and m2 as shown in Figure 4.4.














Figure 4.4: Symmetric hyperbolas for 2-microphone system.
Additional samples are required to obtain more equations, the intersection of
which leads to the unique solution. As shown for a 3-microphone system in Section
4.2, the coordinate of a sound source can be estimated by solving the intersection
of two 3D curves, C31,2 and
1C31,2. Since two hyperbolas determine one 3D curve, we
are able to estimate the position of a sound source by taking 4 ITD measurements
from a 2-microphone system. Thus, a 2-microphone system has to be rotated at least
three times to take 4 samples as each sample from a 2-microphone system gives one
ITD value. In other word, a total of 4 ITD samples iδt(1, 2), i = 1, . . . , 4 are required
to set up the four equations similar to (4.5a)-(4.5d). It is worth noting that if the
ith horizontal plane, iOiaX
i
aYa, and the j
th(j 6= i) plane,jOjaXjaYa, is coplanar, i.e., the
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same plane of symmetry, the ITD samples taken at these two reference frames are the
same for two sound sources that are symmetric with respect to the horizontal plane.
It means that the position of a sound source can not be uniquely solved. Thus, as
in the 3-microphone case, multiple sampling must be carried out with rotations in
both the elevation and azimuth directions such that any two reference frames are not
coplanar.
4.4 One-microphone System
The multiple sampling method can also be applied to a 1-microphone system, which
will be discussed in this section. For a single microphone, only the spectral intensity
or the interaural intensity difference (IID) at a point in space can be used as the
localization cue. To calculate IID, the amplitude of the sound signal is assumed
constant for the time it takes to move the pan-tilt unit during sampling.
Consider the 3-microphone system where only one microphone, m1 is working.




T with respect to the
Y-frame. The sound intensity at m1 can be computed from the sound sample via
spectral density estimations. Since spectral intensities vary inversely as the square of




for the ith rotation of the pan-tilt unit, where id1 is the distance of p0 from m1,
iI1 denotes the spectral intensity at m1 after the i
th movement, ks is an unknown
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Suppose that the position of the microphone after ith movement is [xi, yi, zi]. The
distance from the source to the ith microphone is
id21 = (
0xa − xi)2 + (0ya − yi)2 + (0za − zi)2 (4.7)
Substituting (4.7) to (4.6), we have












iδd(1, 2)(xi+1 − xi)2
(1−iδd(1, 2))2 +
iδd(1, 2)(yi+1 − yi)2
(1−iδd(1, 2))2 +
iδd(1, 2)(zi+1 − zi)2
(1−iδd(1, 2))2 (4.9)
The expression in (4.8) shows that all possible solutions to [0xa,
0ya,
0za]
T are on a
sphere in 3D space. In 2D, each f ′′i (·) is the equation of a circle. To locate the sound
source on a 2D plane, 4 sound samples and 3 IID calculations are required to resolve
the source position uniquely. An example is shown in Figure 4.5 where the source
is located at [0.8, 0.4, 0]T and 4 sound samples were obtained at positions m1-m4
yielding 3 IID calculations. Hence 3 circles can be observed which intersects at the
source location, p0. In general, 5 sound samples (4 IID values) must be captured by

















Figure 4.5: Source location using a 1-microphone system.
4.5 Simulation Study
In this section, using a 3-microphone system, a set of simulation is presented to verify
the position estimation using multiple sampling together with a feedforward Neu-
ral Network. The key problem of such locators addressed in earlier sections is the
computational effort in finding the solution to the simultaneous equations (4.5a) -
(4.5d) that are set by the geometry of the system. Taylor-series expansion may be
used to linearize the equations, the solution of which can be derived from optimiza-
tion. However, this is iterative and depends very much on the initial guesses which
should be closed to the solution. In [31], a set of redundant nonlinear equations in
a simple quadratic form are transformed to a set of linear equations by simple sub-
stitution. Though a solution can be obtained by applying the least squares method,
the computations involving the inverse of a matrix may be ill-conditioned.
Since the solutions to the localization problem involve simultaneous nonlinear
functions, a neural networks approach is proposed in this section. The neural networks
(NN) approach is preferred because of its potential to give instantaneous results after
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some initial off-line training [83,84]. Furthermore, in this problem where the solutions
involve finding α and β which are bounded, an NN approach may be appropriate.
As a simple verification of the NN-based multiple sampling method, 3D localization
simulation for a 3-microphone system is presented in this section. The final test to
our proposal is in the experimental results that are presented in Section 4.6.
Since there are different possibilities to obtain the second sample, three scenarios
are tested. Each scenario corresponds to a second sampling which involves (i) a single
rotation in 1δα, (ii) a single rotation in
1δβ, and (iii) rotation in both
1δα and
1δβ. In
each case, 1000 random sets of [α, β, d0]
T and their corresponding (0δt(3, 1),
0δt(3, 2))
(first sample) and (1δt(3, 1),
1δt(3, 2)) (second sample), were used to train the network.
Finally an additional 100 sets of [α, β, d0]
T were used to test the network after training.




1δt(3, 2). The outputs of the NN are the coordinates,
[α, β, d0]






except the output node which is linear. The weights are adjusted using backpropa-
gation.
Scenario 1 : In this case, the Y-frame is rotated by 1δα in the azimuth direction
to obtain the second sample. Figure 4.6 shows the estimation result after training.
The solid, dashed and dash-dot lines denote the given α (rad), β (rad) and d0 (m),
respectively; while the other three lines labeled star (∗), circle (◦) and plus (+) denote
the estimated α, β and d0 obtained from the trained neural network respectively.
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Figure 4.6 shows that the neural network cannot generate a good mapping under the







































Figure 4.6: Turn in azimuth
condition that only one single rotation in the azimuth direction is employed in the
second sample. This problem was alluded to earlier in Section 4.2.1 where it was
shown how the solution to the nonlinear equations is not unique due to the symmetry
about the horizontal plane.
Scenario 2 : In this case, the Y-frame is rotated by 1δβ in the elevation direction.
Figure 4.7 shows the test results after the training.




1δt(3, 2) to [α, β, d0]
T . This indicates that the second
sample in the elevation direction is useful for sound localization.
Scenario 3 : In this case, the Y-frame is rotated by both 1δα and
1δβ to obtain the
second sample. Figure 4.8 shows the test results.
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Figure 4.7: Turn in elevation
This figure shows that the neural network can estimate α, β and d0 better than in
scenario 2. Hence, the second sample taken by moving the pan-tilt unit in both the
azimuth and elevation directions is more effective in the sound localization problem.
4.6 Experiments
A set of experiment was developed to illustrate the performance of the sound local-
ization algorithms using a Y-shaped structure with dimension r = 13cm. It solves
the full 3D problem. This involves multiple sampling followed by the construction
of a neural networks to provide the mapping between the ITD space and the source
coordinates. In this experiment, real ITD data was gathered and a NN was trained
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Figure 4.8: Turn in both azimuth and elevation
to provide the source coordinates corresponding to the ITD values. Firstly, the ex-
perimental environment is described in the following subsections.
4.6.1 Experimental Environment
All the experiments were carried out in the Mechatronics and Automation lab at the
National University of Singapore, as shown in Figure 4.9. The test space is a small
area in the lab, which is surrounded by a number of working personal computers and
other devices. For clarification, the term “primary source” stands for the speaker
while “noise” or “secondary source” stands for sound signals generated by other de-
vices such as weak background sound from nearby PCs, printers, conversations and
other sounds from fellow lab members, and others generated by the construction work
outside the lab.




Plumb line Microphones and pan-tilt unit
Amplifier
Figure 4.9: Experimental environment
moved in the lab. These represent the sound source. A string suspends the speaker
via the extended beam of the holder. The XaYa plane is parallel to the floor which
is assumed to be horizontal. A plumb line is placed under the speaker to pinpoint
a marker on the floor. The z coordinate can be fixed by adjusting the string. The
background noise level is 45.1 dB before the experiment. It was found that the source
is perceivable as long as the sound level arriving at the center of the Y frame is larger
than 52.5 dB, which is referred to as the perceivable level. During the experiment,
the sound level generated by the speaker is constant and higher than the perceivable
level. Since white noise has a wide spectrum with a constant sound level without
pause, it is selected as the source signal.
4.6.2 Experimental Results
Since the nonlinear equations cannot be solved in real time, a neural network was
trained to provide the mapping between the ITD values and the source coordinates.
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The experimental setup was used to gather real training data. A total of 92 training
samples were taken in the training phase. These samples are distributed randomly
and uniformly in the region α ∈ [−60◦, 60◦], β ∈ [10◦, 50◦] and d ∈ [0.5, 3] m
corresponding to one of the subspaces in Figure 2.5.
Five samples are taken for each pan tilt position. The average ITD values from
these samples were used as inputs into the NN. Since the number of training samples
is small, the NN has only two hidden layers, each having 13 neurons. Figure 4.10
shows the outputs of the trained NN using only the training samples. As can be
observed, the NN can estimate trained positions accurately.

































Figure 4.10: NN outputs tested with training samples
In the test phase, 11 different source positions in space were selected for testing.
At each location, 2 samples of the sound source were taken by the 3-microphone
system and 4 ITD values calculated. The ITD values from these samples were then
fed into the trained NN. Figures 4.11 show the results of the NN mapping from the
ITD values to the source locations. It can be observed that the results are reasonably
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accurate despite the fact that the signal samples are noisy under the experimental
conditions. The effect of noise can be seen in Figure 4.12 where the experiment
was repeated with the same source positions. These set of ITD values gave slightly
different NN outputs due to differences in the computation of ITD values because of
noise.



































Figure 4.11: ITD to source coordinate mappings after NN training
For better accuracy, we suggest averaging the NN outputs of each source coor-
dinate. This is to mitigate the effects of noise from the environment. An averaged
result is shown in Figure 4.14 where each source location is average over 10 sets of
input-output data.
The positions measured by tape and the corresponding average estimation by NN
are compared in Table 4.1. Each row corresponds to one test position and consists of
(i) actual position measured by tape, (ii) position estimated by NN and (iii) estimation
error. The angular estimation results that emerge from the table is that the estimation
by NN is comparable to the work [1] wherein the average angular error is ±3◦ and the
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Figure 4.12: ITD to source coordinate mappings after NN training
average radial distance error is ±20%. However the distance estimation results are
not satisfactory. It is due to the fact that the dimension of the Y-shaped structure is
much smaller compared with that in [1]. The large distance to dimension ratio will
lead to larger sensitivity to the ITD measurement errors and produces large distance
estimation errors. A simple demonstration is shown in Figure 4.13, where there are
two sensors with the dimension 2r, and two sources, p0 and p1. These two sources are
determined by the intersection of the two rays emitted from the sensors, which are
denoted by the solid lines. Due to the measurement noise, the rays may deviate from
the ideal case, i.e., the solid line. The deviated rays are denoted by the dash lines.
The ellipses show the possible positions determined by the intersection of the two
rays. As shown in this figure, for the case whereby the ratio d0/r is large, the effect
on a small change in the angular position of the two rays would have considerable
effect on the estimation of d0. However, this can be improved by using Y-shaped
microphone structure with larger dimension.
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Figure 4.13: The effect of distance to dimension ratio
Table 4.1: Experimental results for case 3
Position measured by tape Position estimation by NN Estimation error
α(◦) β(◦) d(mm) αˆ(◦) βˆ(◦) dˆ(mm) α− αˆ β − βˆ (d − dˆ)/d× 100%
-56.3826 27.5472 1232.5 -53.5528 29.8325 1224.7 -2.8299 -2.2853 0.63
0 43.2938 831.219 9.8216 44.7187 1243.7 -9.8216 -1.4249 -49.63
56.3826 27.5472 1232.5 55.0631 29.6046 1286.6 1.3196 -2.0574 -4.39
26.4397 15.5836 2121.8 24.0203 17.8188 2214.5 2.4194 -2.2352 -4.37
0 17.3005 1916.7 10.2236 18.3987 1474.3 -10.2236 -1.0982 23.08
-46.9525 37.9176 1578.4 -41.7338 38.8681 1495.7 -5.2187 -0.9505 5.25
0 48.7723 1289.7 13.1307 45.781 1485.6 -13.1307 2.9913 -15.18
46.9525 37.9176 1578.4 40.6235 46.3213 1058.9 6.329 -8.4037 32.91
26.4397 25.3896 2262.3 23.1425 25.7175 2855.3 3.2972 -0.3279 -26.21
0 27.926 2071.2 2.1904 24.556 1606.1 -2.1904 3.3701 22.46
-26.4397 25.3896 2262.3 -24.6061 23.2876 1422.9 -1.8336 2.1020 37.1
4.7 Continuous Multiple Sampling
Continuous multiple sampling occurs when the sound localization system captures
ITD samples continuously and searches the sound source in space. For a stationary
sound source, the ITD measurements have strong relationships with the position of
the sound source with respect to the reference frame attached to the sound localization
system. The rotation angles of the microphone system, as well as the corresponding
ITD measurements can provide the necessary information on the relative position
of the sound source. Since the signs of δt(i, j) can uniquely determine the sector
where the sound source is located due to the property discussed in Section 2.4, the
Y-shaped structure can be rotated in the azimuth direction so that the sound source
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Figure 4.14: Averaged source coordinates.
is positioned manually at the sectors of interest. Therefore, we can focus our analysis
to α ∈ (−π/3, π/3) and β ∈ (−π/2, π/2).
Suppose that a source is outside the Y-shaped structure, i.e., d0 > r. The objective
is to track the sound source by rotating the structure in the azimuth and elevation
directions such that acoustic sensor, m3, can be pointed to the source continuously.
Prior to the algorithm development, we start by investigating the local behaviors of
two independent ITD values, δt(1, 2) and δt(1, 3), with respect to its azimuth (α) and
elevation (β) angles by examining their respective derivatives around α = β = 0. For
simplicity, define
∆di,j = c0δt(i, j) = ri − rj











For β ∈ (−π/2, π/2) and α ∈ (−π/3, π/3), ∂(∆d1,2)
∂α
> 0. Therefore, ∆d1,2 is not
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locally convex around the point α = 0. To construct a locally convex function,
consider [∆d1,2]




= 2(r1 − r2)∂(∆d1,2)
∂α
.






> 0 α > 0⇒ (r1 − r2) > 0
= 0 α = 0⇒ (r1 − r2) = 0
< 0 α < 0⇒ (r1 − r2) < 0
Hence [∆d1,2]
2 is locally convex and has a local minimum at α = 0 as shown in Figure


























2 response with respect to α
Similarly, differentiating ∆d1,3 with respect to β, we have
∂(∆d1,3)
∂β








It is easy to see that for α ∈ (−π/3, π/3), the last term in the bracket is always
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< 0 if β > 0
= 0 if β = 0
> 0 if β < 0
Thus ∆d1,3 is locally concave with respect to β as shown in Figure 4.16 and has a























Figure 4.16: ∆d1,3 response with respect to β
Making use of the above results, we conclude that the sound source can now
be tracked by rotating the pan-tilt unit until δt(1, 2) = 0 and δt(1, 3) = δt(2, 3) =
max(δt(1, 3))|δt(1,2)=0. At the end of the search, the 3 microphones and the source
should all lie on the same plane. As ∆d1,3 and [∆d1,2]
2 are concave and convex
respectively, the Newton gradient search method can be used to search for δt(1, 2) = 0
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where cα > 0 and cβ > 0 are constants. In each iteration, dα and dβ can be adjusted
simultaneously until dα ≈ 0 and dβ ≈ 0. These two positions correspond to δt(1, 2) ≈
0 and max(δt(1, 3))|α=0.
Since the terms on the right of (4.11) can only be estimated numerically at the






dβi = −cβ [∆d1,3]i − [∆d1,3]i−1
[β]i − [β]i−1 .
As in all such searches, convergence may be slow and thus it is better to define a
small threshold, hα > 0 and hβ > 0, for which the search should terminate when
|dαi| ≤ hα, |dβi| ≤ hβ .
At the end of the search, d may be estimated from δt(1, 3) |α=β=0 as follows.





r2 + d20 + rd0 − r + d0, if r > d0√
r2 + d20 + rd0 − d0 + r, if r < d0
(4.12)
As the source is assumed to be outside the sphere of radius r centered at Oa, d0 > r
and hence only the second equation in (4.12) will be used. Hence we have
∆d1,3 + d0 − r =
√




2(∆d1,3 − 3r/2) . (4.13)
Based on the analysis above, the sound source can be located by searching in the
α, β directions until δt(1, 2) = 0 and δt(1, 3) = δt(2, 3) = max(δt(1, 3))|δt(1,2)=0. At
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the end of the search, the Y-frame will be aligned with the source with microphone,
m3, pointing at the source. The distance, d0, of the source from the origin of the
Y-frame can be calculated from (4.13). A simulation is now provided to verify the
performance of this proposed tracking method. In the simulation, a fixed sound
source is located at α = π/6, β = π/4 and d0 = 1. The step size in each iteration are
computed using (4.12). α and β are updated simultaneously until δt(1, 2) = 0 and
δt(1, 3) = δt(2, 3) = max(δt(1, 3))|δt(1,2)=0. Figure 4.17 shows the simulation result.
As shown in this figure, the search in the two directions affect each other, causing the
non-smooth paths of the δt(1, 3) and δt(1, 2) responses at the beginning of the search.
Despite this however, tracking was achieved in a relatively short time.
























Figure 4.17: Simultaneous search in α and β directions
4.8 Summary
In this chapter, a robust sound localization system has been proposed for less than 4
spatially distributed microphones. It has been shown that, for 3 - and 2-microphone
systems, two and four samples of the Interaural Time Difference (ITD) measurements
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are required respectively. In a one-microphone system, five samples of the Interaural
Intensity Difference (IID) measurement should be used instead. To obtain additional
ITD samples, the reference frame attached to the microphone system is rotated to
obtain a series of new reference frames and the horizontal planes of any two reference
frames should not be coplanar. These investigations are important because if one
microphone fails, the remaining system can still function to locate the sound source
without significant impact on the localization system. Simulation and experimental
results with satisfactory accuracy was presented to illustrate the performance of a
three-microphone system. If a sound source is stationary, a 3-microphone system is
also able to search for the sound source by using the continuous sampling method.
In the next chapter, we will investigate the motion estimation of a sound source.
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Chapter 5
Sound Source Tracking and Motion
Estimation
5.1 Introduction
Besides position estimation, motion parameter (e.g., velocity) estimation of a sound
source is another important aspect of robot perception. In this chapter, we de-
velop an acoustic motion estimation system. The sound localization system is the
3-microphone system used in early chapters. Although they cannot fulfil 3D position
estimation which in turn affects the motion estimation of the sound source, different
methods are available to help the system to achieve the motion parameter estima-
tion according to the motion mode of the sound source, e.g., a distant moving sound
source and a nearby moving sound source.
In general, since three acoustic sensors cannot provide adequate information to
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estimate the 3D motion of the sound source, other additional sensors should be inte-
grated into the sound localization system. A single camera may be used to provide the
complementary information to the sound localization system. Together, the sound
and vision system enables the 3D position of the sound source to be estimated. Using
the position estimates, a motion model, consisting of the translational velocity and
acceleration of the source, can in turn be estimated using a Kalman Filter.
The remainder of the chapter is organized as follows: Section 5.2 presents tracking
the azimuth and elevation simultaneously of a distant moving source without the
vision system. To estimate the 3D motion of a nearby moving source, a single camera
system is introduced and the sound-video fusion is examined. Section 5.3 investigates
the case where the camera is not calibrated while Section 5.4 analyzes the case where
the camera is calibrated. The equations related to the individual sound and video
system are discussed. It will also be shown how, together, motion estimation of the
position, velocity and acceleration parameters can be achieved using the Kalman
Filter. In Section 5.5, several simulation results of sound-video fusion are shown
to verify the proposed system. Experimental results are presented in Section 5.6.
Conclusions are drawn in Section 5.7.
5.2 A Distant Moving Sound Source
If a moving sound source is far from the sound reference frame, the 3D curve Cki,j
can be approximated by two rays that indicate the directions of the sound source.
Since this sound source is far from the microphone system, e.g., d0/r → +∞, we
focus only on the angular position estimation of the sound source. In this section, we
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make use of one property of the 3-microphone system to estimate the azimuth and
elevation simultaneously from one single sample. As investigated in Subsection 2.4.1,


















, ∆d3,1 = c0δt(3, 1), (5.2)
r is the dimension of the Y-shaped structure, α∞ and β∞ are the azimuth and elevation
estimation under the assumption that d0/r → +∞. In practice, this assumption may
not hold and the estimation using (5.1) may not be accurate. Thus, we should
investigate the range of d0/r for an acceptable accuracy level of angular position
estimation. Figure 5.1 shows the errors in the angular position estimation for some
sound sources at different values of α and β as d0/r is increased from 1 to 100. The
sound source is assumed to be stationary in this simulation and the dimension of
the Y-shaped structure is r = 0.1m. It can be concluded that this direct-estimation
method using (5.1) provides quite satisfactory results when α > 10◦ and β > 10◦ even
for d0/r = 1. For smaller angles, the errors are large when d0/r is small. However,
the estimation improves when d0/r increases. The estimation in the α direction is
also generally better than the β direction. This is because the estimation of α comes
from the tangent function as shown in (5.1) which is less sensitive to inaccuracies in
Rδt . According to the simulation results, we assume that a sound source is distant
if d0/r > 10. In (5.1), for simplicity, we will adopt a positive β∞ to denote that the
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Figure 5.1: Errors in the estimation of α and β as d0/r changes.
sound source is above the Y-frame.
To demonstrate the angular estimation for a distant sound source, a simulation
is presented in this section. In this simulation, three different sound sources shown
in Figure 5.2 are used to simulate the practical conditions. In each simulation, we
denote by x1(t) as the primary sound source while x2(t) and x3(t) are regarded as
the secondary sources from the surrounding environment. The sound wave, xmi(t),
received by the ith microphone, mi, is the summation of all the sound waves emitted


















fs is the sampling rate; Pj is the position of the sound source, x
j(t); Mi is the
position of the ith microphone; SNR is the signal-noise-ratio, ρi(i = 1, 2, 3) denotes
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Figure 5.2: Sound sources
Table 5.1: Simulation cases
primary source x1(t) secondary source x2(t) secondary source x3(t)
case I white noise male human voice female human voice
case II male human voice female human voice white noise
case III female human voice white noise male human voice
the contribution of the sound source, xj(t), to the summed sound wave. For ease of
simulation, we assume that ρ2 = ρ3. The primary sound source is at [2,−2, 2]Tm or
[−45◦, 37.7281◦, 3.4641]T in spherical coordinate system, while the secondary sources
are at [1, 0, 0]Tm and [1, 1, 0]Tm, respectively. Three cases are simulated as shown in
Table 5.1. Since the white noise only has a strong correlation at a certain sample
delay, the best ITD estimations can be expected from case I. Likewise, it also may
give the best angular estimations. However, since the sound source is not infinitely
far from the microphone system, the angular estimations are [−44.3135◦, 34.1298◦]T
with some degree of error as shown in the top graph of Figure 5.3. The graph at
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Figure 5.3: Case I : White noise is the primary source
the bottom shows the angular estimation results after a Kalman Filter is applied.
In these simulations, the initial values of the angular estimations are 0◦ while the
error covariance matrices are initialized as I2×2. It is shown that the angular values
converge to [−44.3135◦, 34.1298◦]T .
When human voices are the primary sources as in cases II and III, the ITD estima-
tions will deviate from the actual ITD values. Angular estimation results are shown
at the top of Figures 5.4 and 5.5, respectively. It is observed that angular values
jump randomly. However, when a Kalman Filter is applied, the angular estimation
converge to acceptable levels at [−50.5904◦, 37.3268◦]T and [−44.7559◦, 34.9876◦]T for
case II and III respectively.
A set of experiments were also conducted to illustrate how real time localization
is possible with certain assumptions about the source position as illustrated by the
case in Section 2.4.1. These assumptions are: (A1) the source is relatively far away
compared to r, the spacing between the microphones, and (A2) the source locates
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Figure 5.4: Case II : male human voice is the primary source




























Figure 5.5: Case III : female human voice is the primary source
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(a) White noise without KF (b) White noise with KF
(c) Male voice without KF (d) Male voice with KF
(e) Female voice without KF (f) Female voice with KF
Figure 5.6: Azimuth and elevation tracking without and with Kalman filter
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in a certain half space. With these assumptions, only one sampling is required and
(5.1) can be used to compute α and β. For realistic implementation, different sound
sources are used, namely, white noise, male and female voice, as shown in Figure
5.2. A speaker is positioned at [1700mm, -840mm, 465mm]T or [−26.2948◦, 14.1952◦,
1950mm]T in the spherical coordinate system. The dimension of the Y-frame is only
0.13m and the distance from the Y-frame to the source is less than 2m. Angular
estimation of these sound sources is shown in Figure 5.6 in which (a), (c) and (e)
show the results while estimated ITD values are not filtered by the Kalman filter.
Figure 5.6 (b), (d) and (f) show the results with filtered ITD values. These values
are obtained by using Kalman filter as described in Subsection 2.2.2. The top half
of each sub-figure shows the localization azimuth (α) estimation while the bottom
half indicates the elevation (β) estimation. The numbers at the top left hand corner
of each rectangular area indicates the estimated angular position in degrees. The
diamond markers indicate the positions with respect to the middle line which has been
calibrated at 0◦. When the pan tilt unit is moved, these markers move in real time to
indicate the source position with respect to the coordinate system that is attached to
the Y-frame. These results indicate that the angular estimation become continuous
and reliable when Kalman filter is applied. However, due to the ITD measurement
error, there exists the deviation of final estimation which depends strongly on the
measurement noise in the experimental environments and the spectrum property of
the primary sound source.
Even though experimental results are satisfactory, three acoustic sensors cannot
provide adequate information to estimate the 3D position of the sound source if
the source is nearby. Therefore, other complementary sensors should be integrated
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into the sound localization system. Since we restrict our attention to two or three
microphone systems, we use a single camera instead of using extra microphones.
In the next sections, a single camera system is proposed to provide the additional
localization information to locate the position of the nearby sound source uniquely.
This integration includes two cases: (i) the camera is not calibrated, and (ii) the
camera is calibrated.
5.3 Localization of a Nearby SourceWithout Cam-
era Calibration
A camera is not calibrated if the extrinsic and intrinsic parameters such as its focal
length are not determined and its offset to the sound coordinate system is unknown.
In this section, 3D sound localization is presented by fusing acoustic information with
visual signals captured by a camera without calibration. This localization system
consists of two subsystems, an acoustic setup with 3 microphones on a Y-shaped
structure and a monocular camera, all mounted on a pan-tilt unit. The dimension
of the Y-shaped structure is adjustable. The sound subsystem is to generate two
independent ITD measurements, δt(3, 1) and δt(3, 2). Based on this set of ITD values,
a 3D curve on which the sound source lies can be determined. On the other hand,
the visual subsystem gives a plane on which the sound source lies. The intersection
between the 3D curve and the plane allows the determination of the 3D position
of the sound source. In this section, we first introduce the configuration of these
two subsystems. Secondly, the equations related to the individual sound and video
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systems are discussed. Finally, the solution to the 3D source position, [xa, ya, za]
T or
[α, β, d0]
T , is given by using a neural network.
5.3.1 System Setup
Although stereo vision is able to infer information in 3D space including the distance
of a scene from several images taken from different viewpoints [44], we only consider
the video subsystem consisting of one camera due to the fact that this camera con-
figuration is typical in many cases such as video conferencing systems. The overall
system setup is shown in Figure 5.7 (a). The video coordinates system, OvXvYvZv, is
the same as that of the pan-tilt unit and shown in Figure 5.7 (b) where a sound source
Pv located at [xv, yv, zv]
T with respect to OvXvYvZv is projected onto the image plane
to form a perspective image point pn with coordinates [yn, zn]
T (with respect to the
frame OnYnZn). f = |OnOv| is the unknown focal length of the video subsystem,
kp is the gradient of the line, Onpn, in the image plane. Plane S intersects with
OaYaZa plane to form the line with the same gradient kp. The sound reference frame
OaXaYaZa is parallel to the video reference frame. The origin Ov of the video sub-
system is configured in the sound coordinates system at [x0, y0, z0]
T . For simplicity,
we choose x0 = 0 since it does not affect the projection of the plane, S, onto the
OaYaZa plane. y0 and z0 are unknown. z0 denotes the physical separation between
the Y-shaped structure and the camera. The effect of y0 will be discussed in the next
subsection. Due to the translation between the sound and video reference frames, we
have the following relationship
Xv = Xa, Yv = Ya − y0, Zv = Za − z0. (5.3)
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Figure 5.7: System setup








where [xv, yv, zv]
T and [yn, zn]
T are coordinates of Pv and pn respectively, and f is the
unknown focal length of the camera. Note that the distance information (along the
Xv coordinates) is lost due to this perspective projection. This point in the image
plane represents the center of a sound emitting object such as the mouth of a speaker.
As the sound subsystem can estimate the relative azimuth of the sound source, then
the camera can be panned to face the sound source if it is outside the view of the
camera. For simplicity, it is assumed that the sound source is in the view of the
camera.
As shown in Figure 5.7, the video system determines a plane, S, where the sound
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ya − y0 . (5.6)
Thus, the plane, S, can be represented by
ynza = znya − zny0 + ynz0 (5.7)
where [yn, zn]
T are measurable in the image plane. Equation (5.7) provides the video
constraint to the solution of the source position. This will be discussed in the following
subsection.
5.3.2 Localization Mechanism
The fusion system in Figure 5.7 is now able to obtain both sound and video informa-
tion. The Y-shaped sound frame determines a 3D curve, C31,2, and the uncalibrated
monocular camera gives a plane, S, on which the sound source lies. The sound source
should lie in both the 3D curve and the plane. In other words, the solution to the
source position should satisfy
((xa − c2) cos θ + ya sin θ + c1)2
a21




((xa − c2) cos θ − ya sin θ + c1)2
a22




ynza = znya + ynz0 − zny0 (5.8)
where the first two equations represent the 3D curve, C31,2 and the third one represent
the plane, S. All the arguments in this equation are the same as those in Equation
(2.21). Although y0 and z0 are fixed, they are unknown. As such, it is not possible
to compute the source position from (5.8). We thus adopt Neural Networks to map
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the audio and visual measurements to the source position, and learn the mapping
embedded in (5.8) through training.
To investigate the possible solutions to the position of a sound source by using
(5.8), let us consider a special case of ya = 0, which means that the sound source is
in the median plane OaXaZa. The median plane is the plane of symmetry for m1 and
m2 such that
|a1| = |a2|, |b1| = |b2|. (5.9)
Then the first two equations in (5.8) are the same and (5.8) can be simplified by
b21((xa − c2) cos θ + c1)2 − a21(((xa − c2) sin θ)2 + z2a) = a21b21
ynza = ynz0 − zny0.
(5.10)











Substituting (5.11) into the second equation of (5.10), we have
ynza = 0. (5.12)
Since yn = 0, there are infinite solutions to za which lead to the infinite solutions to
xa in the first equation of (5.10). From the geometric point of view, this case occurs
when the 3D curve Cki,j is in the plane, S, determined by the video subsystem. To
avoid this case, we set y0 > 0 in the process of system setup. Except this case, the
position solution to a sound source can be generally obtained by (i) compute the za
in terms of yn, zn, ya, y0 and z0 from the third equation of (5.8), and (ii) substitute
za into the first two equations of (5.8) to compute xa and ya. However the number of
solution may be 2 as discussed in Chapter 4 for the intersection of two hyperbolas in
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Curve 1 Curve 2
Curve 3
Figure 5.8: Solution investigation
3D space. To illustrate the conditions for possible solutions of the sound source, we
parallely project the 3D curve, C31,2, and the plane, S, onto the OaYaZa plane. The
number of solution to source position is then investigated by examining the number
of their intersection point on the OaYaZa plane. Different conditions are simulated
and shown in Figure 5.8. These conditions emulate sources at three different loca-
tions: (1) [0.15, 0.15, 0.15]T , (2) [0.15, 0, 0.15]T , and (3) [0.15,−0.15, 0.15]T . These
locations denote sources at the right, in and at the left of the median plane respec-
tively. Since these 3D curves are symmetric to the horizontal plane, we only consider
the condition when za = 0.15. These three positions are projected onto the OaYaZa
plane and denoted by p1, p2 and p3 respectively. Curves 1-3 denote the projection
of the corresponding 3D curves, C31,2. The three solid lines, emitting from the origin
of the Yv and Zv axes, are the projection of the three S planes. It is observed that
there may be two solutions to the position of a sound source. Further information
is required to distinguish between them. This piece of information can be obtained
from the image plane as the projection points of these two possible solutions may
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Figure 5.9: Extraction of relative information for an image point
have different distance to the axis Yn. To manipulate this piece of information, we











, zn > ε








, zn < 0
(5.13)
to present the relative distance of an image point to axis Yn. zn,max is half height of
a window that results from the intersection between the image plane and the field of
view of the camera. ε is a small constant used to approximate z0. Its value may be
set experimentally. sin function is used such that hi is limited to a normalized range
[-1, 1]. Figure 5.9 shows the curve of hi. This mapping is useful in training Neural
Networks in the next subsection.
Since the camera is not calibrated, both the intrinsic parameter, f , and the extrin-
sic parameters, y0 and z0, are unknown. Thus, it is impossible to resolve the source
position from (5.8) directly. We then try to solve the position of a sound source by
using an NN through learning. This will be discussed in the following subsection.
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5.3.3 Neural Network
There are 5 unknown variables in (5.8), namely, [xa, ya, za]
T , y0 and z0. The solution
to the sound source position cannot be obtained directly by using these equations.
However, y0 and z0 are normally assumed to be fixed. It is thus possible to learn the
mapping from audio and video measurements to [xa, ya, za]
T or [α, β, d0]
T by using
neural networks. The training can be achieved by mapping a measurement set δt(3, 1),
δt(3, 2), hi and kp to the corresponding set of source position [α, β, d0]
T . However, the
value of kp may range from −∞ to +∞, which makes it unsuitable to be an input to





































yn 6= 0 and zn 6= 0
0 otherwise
.
are limited to [-1, 1]. We thus use Nkp and Dkp as two inputs to the NN instead of
using kp. Then the inputs of the NN include δt(3, 1), δt(3, 2), Nkp, Dkp and hi. A
three-hidden layer network with hyperbolic tangent functions as its basis functions is
used in the simulation. For each hidden layer, there are 50 nodes. The output layer
has three nodes corresponding to azimuth α, elevation β and distance d0 which are
defined in spherical coordinates with respect to OaXaYaZa. Figure 5.10 shows the
structure of the NNs.
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Figure 5.10: Neural network
In the simulation, 2500 random sets of data for [α, β, d0]
T and (δt(3, 1), δt(3, 2),
Nkp , Dkp, hi) are used to train the network and finally 100 sets of [α, β, d0]
T are used
to test the network after training. Figure 5.11 shows the estimation result. As can
be seen from Figure 5.11, the proposed neural network fusion is indeed able to map
(δt(3, 1), δt(3, 2), Nkp, Dkp, hi) to (α, β, d0) satisfactorily.
It has been shown that 3D sound localization can be achieved by fusing acoustic
information with video signals. The system consists of a sound setup with 3 micro-
phones and the video source (a camera). These two subsystems are all mounted on
a pan-tilt unit. The sound subsystem receives a three-channel signal from the mi-
crophones to generate two independent time differences δt(3, 1) and δt(3, 2). Based
on these values, a 3D curve can be found on which the source may lie. The video
subsystem then determines a plane on which the sound source lies. The intersection
between the 3D curve and the plane can be used to determine the position of the
sound source. If the extrinsic parameters, such as y0 (z0), and intrinsic parameters,
such as the focal length of the camera, are known, there will be only 3 unknown vari-
ables in the three equations in (5.8). It is thus possible to compute the source position
directly without any training operations. In the next section, we will investigate this
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Figure 5.11: Sound source estimation
case accordingly.
5.4 Localization of a Nearby Moving Source With
Camera Calibration
The configuration of the sound and video system in this section is similar to that
in Figure 5.7. The difference is that the video frame, OvXvYvZv, is positioned with
an offset (0, 0, z0) with respect to the sound reference frame OaXaYaZa as shown in
Figure 5.12. This helps in the derivation for these two systems respectively. It will
be shown in a later section that y0 = 0 will not result in multiple solutions to the
source position, which is different from the case in Section 5.3. Due to the physical
separation between the camera and the Y-shaped sound system, the frame OvXvYvZv
is located directly below OaXaYaZa. The focal length, f is assumed to be known.
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Figure 5.12: Relationship between the sound and video systems
p0 = [xa, ya, za]
T is the sound source with respect to the sound reference frame. The
source has different spherical coordinates (α, β, d0) and (α
′, β ′, d′) in OaXaYaZa and
OvXvYvZv, respectively. In the following, the coordinates of the image on the OnYnZn
frame is derived in terms of the global position of the sound source which is assumed
to be at (α, β, d0) with respect to the sound frame OaXaYaZa. α, β and d0 are the
unknown coordinates to be located by the sound-video system. The coordinates on
the image plane can be written in terms of 3D source coordinates in the frame with








With the video system, we now have measurements of yn and zn from which there
are three unknowns xa, ya and za to be determined. This is obviously not possible
with only the video image alone. In the next subsection, we propose an algorithm
which fuses both the acoustic and video information to estimate the position of the
sound source at regular intervals in time. Based on this positional data, the velocity
and acceleration of the sound source is estimated using a Kalman filter.
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5.4.1 Position Estimation
At this stage, we know that a single sampling of the sound source using the 3-
microphone structure can determine the curve on which the sound source is likely
to lie. On the other hand, using the video system, for any sound source position
within the view of the camera, the image point on the camera is a unique point on
the yn-zn plane. Thus, the projection of the curve on the yn-zn plane along with the
image point itself, should allow us to uniquely locate the sound source in 3D space.
This concept is illustrated in Figure 5.13 which shows that the video feature should




Figure 5.13: Sound and video projections
In theory, by solving (2.21) and (5.15), (α, β, d0) can be found. This means that
under no noise conditions, the point defined by (yn, zn) should satisfy the projection
of Cki,j exactly. Geometrically, this means that (yn, zn) lies on the projected C
k
i,j curve.
See Figure 5.14 for an illustration. In practice, however, measurement noise may lead
to a situation where no unique solution exists for (2.21) and (5.15). This condition
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arises when the image of the source on the camera lies completely outside the projected
curve on the image plane. This condition is illustrated in Figure 5.15 which shows
the image point to be far away from the projected curve. In general, measurement
noise is a result of the inaccuracies in computing the image coordinates, yn and zn.
It may also be due to inaccuracies in computing δt in the sound system. Both these
two types of uncertainties are highly probable and hence the proposed system requires
some optimization to determine the best estimate for the sound source in the presence
of such uncertainties.
Projection on the image screen
image of the sound source 




Figure 5.14: Fusion without measurement noise
Thus, we now investigate the fusion of acoustic and video sensor data to estimate
the position of the sound source in the presence of noise. This information is subse-
quently used to estimate the velocity and acceleration of the source using a Kalman
Filter. The estimation of the position coordinate is formulated as an optimization
problem as follows. Estimations of velocity and acceleration are shown in the next
section.
Suppose that the position of the sound source located by the sound and video
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Projection on the image screen
image of the sound source 




Figure 5.15: Fusion with measurement noise
systems are denoted by pa = (xa, ya, za) and pv = (xv, yv, zv) respectively. Let the
image coordinate be denoted by pn = (yn, zn). In the presence of sound and video
noise, pa 6= pv. Thus, the image point does not fall on the projection of Cki,j on the
image coordinate system, OnYnZn. Equivalently, pa will not satisfy (2.21) exactly.
Thus, one option to locate the sound source is to find a pa which satisfies (2.21) with
the least error. This can be done as follows.
From the video system, the relationship between the image coordinates, pn and
the sound source position, pa, is given in (5.15). Thus, re-writing ya and za in terms

























where yn and zn are the measured image coordinates corrupted with noise, and f and
z0 are assumed known. Thus, given image coordinates, pn, the source position, pa
can easily be parameterized by a single unknown xa, as shown in (5.16).
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Next from (2.21), consider the audio-related equations
F1 = (xc cos θ + ya sin θ + c1)
2b21 −
(
(ya cos θ − xc sin θ)2 + z2a
)
a21 − a21b21
F2 = (xc cos θ − ya sin θ + c1)2b22 −
(




Consider the objective function
J ′(xa, ya, za) = F 21 + F
2
2 . (5.18)














a + w4xa + w5
and wi (i = 1, . . . , 5) are constant coefficients related to θ, f , yn, zn a1, a2, b1 and b2.
Thus, the location of the sound source can now be formulated as a single dimensional






J(xa) = 0 if and only if there is no measurement noise. In the presence of noise,
J(x∗a) > 0 where




5.4 Localization of a Nearby Moving Source With Camera Calibration
The solution of (5.20) can be obtained analytically [85]. Simply stated, the solution
to (5.20) is a 3D position, which has minimum distance to the projection derived
from the vision system and the 3D curve determined from acoustic measurements. A
simple demonstration is shown in Figure 5.16. Under no noise conditions as shown
in this figure, F 21 and F
2
2 attain zero at a unique xa. Thus, there is only one unique
minimum for J(xa) at x
∗
a = 1. However, when either video or sound information is
noisy, it affects the estimation of x∗a. Once xa is obtained, pa can now be calculated
from (5.16). Thus the position for the sound source can now be estimated.












































Figure 5.16: F 21 + F
2
2 under no noise conditions
Figures 5.17 shows the simulation of a sound source moving in 3D space under
both video and sound noise condition. The result that emerges from the observation
is that, despite the noise, the estimations of α and β are satisfactory. However, even
with good estimation of α and β, distance estimation is still not satisfactory due to the
sensitivity of the distance estimation to sound noise. This sensitivity is investigated
in the next subsection.
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Figure 5.17: Position estimation - sound and video noise
5.4.2 Sensitivity to Acoustic Measurements
The sensitivity of position estimation to acoustic measurement is worth examining






















2f 2(r2 + z20)
+ fxa(
√
3ryn + 4z0zn − fr) + 2x2a(f 2 + y2n + z2n)
))
(5.22)





where c0 is the propagation speed of sound, we examine the sensitivity of the position
estimation to a1 and assume that parameters f, r, z0, yn and zn are constant. On
the other hand, from (5.16), the source position can be parameterized by the single
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unknown, xa, we thus examine the sensitivity of the position estimation to acoustic
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3ynr)− f 2(r − 4xa) + 4(y2n + z2n)xa









3fynr − f 2(r − 4xa) + 4(y2n + z2n)xa
)− 3(3f 2 + 2√3fyn + y2n) , if z0 = 0
(5.24)
To examine the properties of ∂xa
∂a1
, we consider several cases as follows:
(i) There are two sources whose positions are symmetric with respect toXaYa plane,
i.e., z coordinates along Zn axis is zn and −zn respectively. Since z2n = (−zn)2,
it can be observed from (5.24) that ∂xa
∂a1
is the same. Therefore, the sensitivity
of xa estimation is symmetric with respect to the horizontal plane.
(ii) A source is far away from the Y-shaped structure, i.e., xa → +∞. By multiply-















en are the portions in the numerator and denomina-














The sign of a1 determines whether the limit is +∞ or −∞. This indicates that
the further the source is from the Y shape structure, the higher the sensitivity
is.
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(iii) A source is located on the vertical plane with α = −π/3, each point on which is







a − 2a21f 2 + f 2(r2 − 2rxa + 4x2a)
a1 (f 2(r − 4xa)− z2nxa)
Since yn = −
√
3f , a1 = 0 and
∂xa
∂a1
→∞. Therefore, high sensitivity is obtained
if α = −π/3.
The sensitivity of xa with respect to a2 are similar to
∂xa
∂a1
. The only difference is that
∂xa
∂a2
→∞ if α = π/3.
Based on these properties, we need pay much attentions, in the system setup and
experiments, to the following issues:
1. A sound source should be positioned to avoid α = ±π/3. As investigated in











1 + (yn/f)2 + (zn/f)2xa, (5.26)
d0 is proportional to xa given a visual measurement [yn, zn]
T . The distance
to dimension ratio, d0/r, should be restricted to a certain value such that the
condition of xa →∞ can be avoided.
The first issue can be easily solved while the second one needs further investigation to
decide the acceptable level of the distance to dimension ratio. Given different dimen-
sion, r, of the Y-frame, this investigation is conducted by computing the maximum
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values of d0 and corresponding d0/r to achieve different relative distance estimation





where dˆ0 is the estimation of d0. The simulation results are listed in Table 5.2. To have
more comprehensive understanding about the possible factors on the improvement
of distance estimation, we also investigate the distance estimation under different
sampling rate, fs. The simulation results show that the performance of the distance
estimation can be improved by increasing the sampling rate or/and the dimension of
the Y frame. Notation ⊘ means that the relative distance estimation error is larger
than a given edis even the distance to dimension ratio is very small. The data in
this table can be regarded as a reference in setting up the experimental unit and
conducting subsequent experiments.
Considering the above factors to improve the estimation accuracy, we are able to
compute the position of a sound source by using (5.20). Subsequently, the velocity
and acceleration of the sound source can be estimated by using a Kalman Filter. This
estimation is briefed in the following Subsection.
5.4.3 Velocity and Acceleration Estimation
Given position estimation p(tk) at any time instant tk from (5.20), we now estimate
the velocity and acceleration of the sound source based on the translation model.
Denote by sk the vector of motion parameters
sk = [χ
x
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Table 5.2: Effects of sampling rate and dimension of Y frame
fs r d0/r
(Samples/s) (m) 10% edis 15% edis 20% edis
0.1 2.5 4 5.5
0.2 4.8 7.4 10.3
88200 0.3 7 10.8 15.2
0.4 9 14.2 20
0.5 11.2 17.6 25
0.6 13.5 21.2 29.8
0.1 1 2 2.4
0.2 2.5 3.8 5.4
44100 0.3 3.6 5.6 7.8
0.4 4.7 7.4 10.3
0.5 5.8 9.1 12.7
0.6 7 10.8 15.2
0.1 ⊘ ⊘ 1.3
0.2 ⊘ 1.9 2.8
22050 0.3 1.9 3 4.1
0.4 2.5 3.8 5.4
0.5 3.1 4.7 6.6
0.6 3.7 5.6 7.9
where χij(tk) is the j
th motion parameter in the i direction at time instant tk, m





T , i = 1, 2, 3 are
the position, velocity and acceleration of the sound source, respectively. To derive
the motion model of the sound source, we assume that the motions along different
coordinates are independent. Thus, the motion model can be written as
sk+1 = Ask +Ws
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

Ws is a 3(m+1)-tuple column vector which drives the sound source to move. Due to
the random property of the sound source movement, Ws is modeled as white noise




1(tk), . . . , 0︸ ︷︷ ︸
x direction
, χˆy1(tk), . . . , 0︸ ︷︷ ︸
y direction
, χˆz1(tk), . . . , 0︸ ︷︷ ︸
z direction
]T (5.28)
the measurement vector, the measurement model is









 H0 = [1, 0, . . . , 0]
H0 is a m-tuple row vector. Wz denotes the measurement noise due to the electrical
noise of microphones, amplifiers, multiple sound cards, effects of secondary sound
sources, reflection and diffraction of sound wave and so on. It can be modeled as
white noise that is zero-mean and characterized by covariance Qz. Thus, the motion




In this section, simulations are carried out for the sound-video system where the vision
system is calibrated. We consider the scenario where the sound source moves in the Y
direction with a constant velocity vy = 0.5 for a short period of time and then stops,
while (xa, za) = (1, 1). The dimension of the Y shape structure is 0.1m. The rank
of A is 5, i.e., m = 5. Figure 5.18 shows the position estimation using the Kalman
filter while Figure 5.19 shows that velocity estimation. The simulation result shows
that the estimator can track the velocity to approach 0.5 and then approach zero.
Figure 5.20 shows the acceleration estimation. It can be seen that the estimation
tends to zero as proposed in the simulation conditions. Due to the fact that the
initial guesses of velocity and acceleration are different from the actual values, large
estimation deviation occur at the beginning. As the velocity of the sound source has
a step change at the 100th sample, it causes another large estimation deviation at
this instant as shown in the Figures 5.18 - 5.20.























Figure 5.18: Position estimation
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Figure 5.19: Velocity estimation























Figure 5.20: Acceleration estimation
5.6 Experiments
A set of experiments were also conducted to illustrate the performance of the sound-
video system where the vision system is calibrated. The first set of experiments verify
the effects of dimension and sampling rate on position estimation. The second set of
experiments illustrate the performance of motion estimation. First, the experimental




The experimental setup is similar to that in Chapter 4. The distance of each micro-
phone from the center of the Y-frame is adjustable and the structure is mounted on
a pan-tilt unit which carries a camera (SONY EVI-D31). The video signal from the
camera is fed into an image grabber (MATROX-II) via a RCA cable. The VISCA
control protocol is used to control the movement of the pan-tilt unit through the
RS232-C. The noise level of the experimental environment is measured by a sound
level meter (TESTO 816). All computations are carried out on a Pentium IV personal









Figure 5.21: The structure of the experimental setup
5.6.2 Experimental Results
The first set of experiment shows how position estimation is affected by the sampling
rate and the dimension of the Y-shaped structure while the second set of experiment
shows some issues related to motion estimation.
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Prior to the experiment, the camera is calibrated to estimate the intrinsic pa-
rameters of the camera such as the focal length, principal point, skew coefficient and
distortion coefficients, by which the normalized coordinates (yn, zn) in meter can be
obtained from pixel coordinates (yi, zi). The detailed process is in Appendix A [86].
For simplicity, pixel coordinates (yi, zi) of the speaker is obtained by tracking the
color of the marker at the bottom of the speaker using a small window. The pixel size
of the window is 51×51 which is much smaller with respect to the size of the image
768×576. The use of the small window can improve the computation efficiency due
to its small size and improve tracking robustness to color noise. The gray value of




1, if vlow < v < vhigh
0, otherwise
where v is the gray value of the pixel, vlow and vhigh are the low and high threshold
respectively. Connected Components Labeling (CCL) is then applied to the derived
binary image for segmentation. Finally, a size filter will be used to find the segment
whose size is the closest to that predefined. The centroid of the segment is taken as
the pixel position of the speaker. Following the steps in Subsection 5.4.1, the position
of the source can be estimated. Figure 5.22 shows one experimental snapshot, wherein
the black speaker at the top left corner is tracked by a small square. The center of
the square is computed in real time and shown in the top left hand corner of the
image, while the image information, such as image size, is shown in the top right
hand corner of the image. The 3D position of the sound source is shown continuously
at the bottom left corner in the image.
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estimation of marker position
marker
position estimation of source
image information
Figure 5.22: Snapshots for real time position estimation
5.6.2.1 Position Estimation
As noted in Subsection 5.4.2, sampling rate and the dimension of the Y shape struc-
ture can improve the position estimation. A set of tests were conducted to verify these
effects. The results are shown in Table 5.3. The dimension, r, of the Y-frame is 27cm
and 41cm respectively while the sampling rate is chosen as 48kHz and 22.05kHz. The
sound source is positioned at [1000,−340,−240]Tmm and [1160, 370,−240]Tmm. The
corresponding position estimations are shown in Table 5.3 (a) and (b) respectively.
The results verify that the higher the sampling rate and larger the dimension of the
Y shape structure, the more accurate the position estimation may be.
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(a) Estimation for a source at (1000, -340, -
240)mm
r (cm) fs (kHz) x y z
41 48 1068.3 -405.8 -223.8
22.05 1470.7 -561.3 -304.9
27 48 905.8 -327.4 -189.2
22.05 521.3 -188.4 -109.0
(b) Estimation for a source at (1160, 370, -
240)mm
r (cm) fs (kHz) x y z
41 48 1139.3 388.7 -209.0
22.05 1068.7 363.3 -196.0
27 48 577.5 192.3 -107.2
22.05 524.3 174.5 97.3
Table 5.3: Tests on effects of sampling rate and dimension of Y frame
5.6.2.2 Motion Estimation
As noted in the subsection above, the sound sampling rate and the dimension of
the Y-shaped structure affect the accuracy of the position estimation. Therefore,
the sampling rate and the dimension of the Y-frame are set as 48kHz and 41cm in
the second experiment respectively. To estimate the ITD, sound samples are divided
into segments, each of which contains 1024 samples, which leads to a sampling rate
of 46.875Hz in terms of segment sampling. The video sampling rate is 25 Hz. The
initial position of the speaker is roughly at (1.25m, -0.425m, -0.3m). The relative
movement between the speaker and the audio-video detection system is achieved by
rotating the pan-tilt unit while keeping the speaker fixed. The relative movement
trajectory of the speaker with respect to the Y-frame is shown in Figure 5.23. With
respect to the Y-frame, OaXaYaZa, the movement of the speaker can be described as
follows:
1. The speaker stays in its initial position for around 15 seconds.
2. The speaker moves clockwise 15 degree (with respect to OaXaYaZa) with za
coordinate and the distance to Oa unchanged. This movement lasts around 5
seconds and then the speaker stops.
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) X directionY direction
Z direcation
Figure 5.23: Simulated position trajectory
3. The speaker stays at this stop position for 20 seconds and then retracts back
using the earlier path to its original position.
With reference to the trajectory in Figure 5.23, we calculate the velocity and
acceleration of the sound source as shown in Figures 5.24. It is observed from 5.24
(a) that, in the Ya direction, there is a sudden increase at 10s from 0m/s to 0.07m/s
due to the position change from -0.42m to -0.05m. Similarly, there is sudden decrease
at 42s. The trajectory in the Xa direction is similar to that in the Ya direction. But
the change is smaller as the position change in the Xa direction is smaller compared
with that in the Ya direction. Figure 5.24 (b) shows spike-like trajectories in the Xa
and Ya directions, which are due to the sudden increase of velocity. Figures 5.23 -5.24
are regarded as the references for the experimental results using a Kalman Filter.
Figure 5.25 shows the experimental result of position estimation. It can be ob-
served that the transition between the initial and the stop positions has an overshoot,
which is quite different from the calculated transition as shown in Figure 5.23. To
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(a) Simulated velocity trajectory























(b) Simulated acceleration trajectory
Figure 5.24: Calculated velocity and acceleration



















Figure 5.25: Experimental position estimation
investigate the overshoot, we recorded the sampling time (PC system time in millisec-
ond) of both sound and video signals as shown in Figure 5.26 where c0δt(3, 1) and
c0δt(3, 2) are acoustic measurements while im denotes video measures. The main fea-
ture observed in the figure is that there is asynchronization between sound and video
samples. Due to asynchronization, current im, a1 and a2 can not be obtained simul-
taneously. Experimental results show that the difference between their sampling time
can be larger than 10ms. Therefore, synchronization between the video and sound
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Figure 5.26: Sampling time of measurement
samples is of importance during the experiment. To compensate for these constraints,
interpolation is employed. After interpolation, the Kalman Filter is applied again to
estimate the motion of the source. The estimation results are shown in Figure 5.27.
Based on the experimental results, several observations and corresponding discussion
are summarized as follows:
- Due to the fact that the Y-frame may not be leveled, though the experimental
units were set up carefully, the z coordinate of the speaker with respect to the Y-
frame varied when the Y-frame rotated. Therefore, the velocity and acceleration
in the Za direction are not zero, which is different from the simulation case.
- The general shape of χyi (tk), i = 1, 2, 3 are consistent with the simulation case.
They are a smooth version of the simulation case. The y coordinate changes in
the same manner as that in the simulation condition. The velocity also increases
at 15s and deceases at 42s. Due to the Kalman Filter, the increase/decrease
is smooth. So is the acceleration. The similarity is drawn to the spikes in
simulation condition for acceleration, which is reduced in strength and spread
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Figure 5.27: Motion estimation using KF
in experimental result over a period of time. Practically, it may cause the slow
tracking of the sound source. However, it is acceptable as long as the sound
source is kept in the field of view of the single camera.
- The general shapes of χxi (tk), i = 1, 2, 3 are also consistent with those in the
simulation condition. But the values of velocity and acceleration are larger as
compared to those in the simulation case. It is due to the large errors of position
estimation. However, it can be improved by increasing the sampling rate and
the dimension of the Y-frame if there is no hardware constraints. The effects




- Synchronization between different sensor signals is of importance in the position
estimation.
5.7 Summary
In this chapter, we have investigated the motion estimation of a sound source by
using three acoustic sensors arranged on a Y-shaped structure. Two kinds of motion
modes have been investigated, which include a distant moving source and a nearby
moving source. If a moving sound source is distant, the relative azimuth and eleva-
tion can be tracked simultaneously. The distance effect on the estimation error was
also investigated. The error of azimuth estimation is small enough if the source-range
to sensor-separation ratio is larger than 10. To estimate the 3D motion of a nearby
moving source, a single camera is used to provide complementary information to the
sound system. Together, the sound and vision system enables the 3D position of the
sound source to be estimated. Using the position estimates, a motion model, consist-
ing of the translational velocity and acceleration of the source, is in turn estimated
using a Kalman Filter. Simulation and experiments are presented to illustrate the
performances of the motion estimation.
In this chapter, the video feature is approximated by the color tracking of a
rectangular paper. For realistic applications, video features such as human head or
mouth should be detected and tracked automatically. In the next chapter, we focus
on image feature extraction using Neighborhood Linear Embedding - an unsupervised




Image features refer to meaningful and detectable parts of an image, which are associ-
ated with the scenes of interest [44] such as human faces. Detection and representation
of these image features play important roles in tracking and reconstruction of objects
around an autonomous robot. Generally, people seek to extract a feature with a cer-
tain pattern from an image pixel by pixel. On one hand, the information embedded
in a pixel is very limited. On the other hand, the pattern may vary from time to
time, e.g., the appearance of a tree swaying in the wind. In this chapter, we are
to extract image features from the intrinsic structure point of view. An image can
be divided into many patches as illustrated in Figure 6.1, wherein a plastic robot is
placed on a wooden table. The image patches, xi and xj denote small portions of
the wooden table. Although they distribute in the image with large spacial distance,
they are quite similar in color and pattern. If they are transformed to points in a
high-dimensional space, these two points may stay close as they belong to the same






Figure 6.1: Image patches
be far away from each other. These relationships among high-dimensional points
provide a better insight into the image features and a decipherable manner of their
representation, and lead to the fundamental problem of intrinsic structure discovery.
The rest of the chapter is organized as follows: Section 6.1 presents the neighbor-
hood linear embedding (NLE) algorithm that is capable of discovering neighborhood
relationship and global distribution simultaneously. Then it is extended to discover
clustering structure of data. Simulation studies are shown in Section 6.2 to demon-
strate the potential applications of NLE. A brief discussion about this algorithm and
future works are given in Section 6.3.
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6.1 Intrinsic Structure Discovery
Generally, methods of structure discovery are integrated into manifold learning or
dimensionality reduction in the following manner: (i) a geometric structure is set
up for each individual point, say xi, by linking this point to its neighbors. These
neighbors may be selected if they are the K-nearest neighbors (known as KNN) or
within a hyper-ball centered at xi with radius, ǫ (known as ǫ-neighborhoods [87]), (ii)
the weight of each link is assigned by using the heat equations [87] or is computed
such that all neighbors of a point can be used to approximate it with minimum
approximation error [88], and (iii) the computed weight matrix is used to compute
embeddings corresponding to input data through dimensionality reduction methods.
This process shows that intrinsic structure discovery forms the first and important
pass of the whole process, and has significant impacts on the subsequent steps.
6.1.1 Neighborhood Linear Embedding (NLE)
To explore the intrinsic structure of the input data, the KNN method is widely used
due to its simplicity and ease of implementation. However, on the one hand, this
method is less geometrically intuitive as
i) a smallK leads to possible isolation of points. For the extreme case whereK = 0,
all points are totally separated and no intrinsic structure exists.
ii) a large K increases redundancy and overlapping. For instance, if K = N − 1
(i.e., N is the number of input data), each individual point is directly connected
to the rest of the points such that all data are associated with one cluster, no
matter what the exact number of clusters is.
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On the other hand, the selection of K is a tedious trial and error process that affects
the tradeoff between the redundancy present in the discovered structure and the
number of isolated points. The similarity is drawn to the selection of ǫ for the ǫ-
neighborhoods method. Furthermore, due to the complexity, nonlinearity and variety
of high-dimensional input data, it is difficult to apply a fixed K to all points. An
adaptive scheme to select K is more appropriate. Thus, an unsupervised learning
algorithm is proposed in this chapter to select the neighbors for each individual point





where wij is weight of the link from the neighbor xj to xi, ni is the neighbor number






̺i,j = ‖xi − xj‖ , xi, xj ∈ RnD (6.3)
is the Euclidean distance between xi and xj , nD is the dimension of the input data.
Figure 6.2 shows the ζi∼j response against ̺i,j, where the double-headed arrow origi-
nating from xj shows the possible moving directions of xj . This result shows that
1. ζi∼j is maximized, i.e., 1, if ̺i,j = 0. It indicates that xi and xj are identical,
and xi can be fully represented or approximated by xj .
2. ζi∼j is minimized, i.e., 0, if ̺i,j → +∞, which means that xj is totally different
from xi. Thus, point xj has no contribution to the presentation of xi.
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Figure 6.2: Similarity measurement
3. ζi∼j decreases monotonically with respect to ̺i,j. It means that the further xj
is from xi, the less contribution of xj to the representation of xi.
These properties provide an evaluation about how much xj can be used to approxi-
mate xi. If xj is the nearest point to xi, ζi∼j is of the maximum value as compared
to those of other points. Thus, we assume that the nearest point of xi is one of its
neighbors. If a new point, say xk, is given in the presence of xj , we need to evaluate
the additional information provided by xk (to xi) to avoid any redundancy in the
overall representation of xi, and then determine if the new point can be a neighbor
of xi. This evaluation is obtained based on the following assumptions:
A1: If xk coincides with xj , it has no contribution to the approximation of xi. It is
due to the fact that xk can be fully represented by xj and thus be discarded to
avoid redundancy of xi representation.
A2: Point xk is a new neighbor of xi if it is more similar to xi than xj . Mathemati-
cally, this condition can be expressed by ζi∼k ≥ γζj∼k, where γ is a constant.
A3: Point xk has the same similarity to both xi and xj if the distance from xk to xi
(xj) is large, as compared to ̺i,j.
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Based on these assumptions, the neighbors of xi are chosen in the following man-
ner:
1. If xj is the closest point to xi, xj is assumed to be a neighbor of xi. Thus,
Ωi = {j} initially.
2. Suppose that xk is the second nearest point to xi. Point xk is a neighbor of xi
if xk is more similar to xi than xj , we can simply apply the criterion
ζi∼k ≥ γζj∼k (6.4)
This criterion can be simplified by
̺j,k ≥ ̺i,k + ln γ (6.5)
where γ = 1 is used to avoid eliminating the effect of ̺i,k. Thus, the neighbor-




Ωi ∪ {k}, if ̺j,k ≥ ̺i,k + ln γ
Ωi, otherwise
(6.6)
In this way, points in Ωi have greater effects on xi as compared to the reciprocal
effects among themselves.
3. To examine whether xm is a neighbor of xi if Ωi contains two or more elements,
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These three steps are applied to all points (except xi) in an ascending order of distance
to xi and Ωi is thus obtained. To store the discovered links among input data,
the neighborhood sets Ωi (i = 1, 2, . . . , N) are used to construct a weight matrix









wij = 1, ∀ i = 1, . . . , N, (6.9)
where Ωi(j) is the j
th element of Ωi, ni is the element number of Ωi, and aij is a
constant representing the contribution level of xj to the approximation of xi. The
construction of Ωi and W is detailed in Algorithm 1.
Algorithm 1: W = NLE(X, γ)
Data: γ, X (compute distance matrix D from X and sort it in ascending
order to have the sorted distance matrix NE and corresponding index
matrix L)
Result: W
for i = 1 to N do1
for j = 2 to N do2
while (NEji + ln γ) ≤ ̺kLji ∀ k ∈ Ωi do3
Ωi = Ωi
⋃{Lji};4
ni = ni + 1 ; /* ni is the neighbor number of xi */5
if (NEji + ln γ) > ̺kLji ∀ k ∈ Ωi then6
break ; /* stop discovery process for xi */7
for i = 1 to N do8
for j = Ωi(1) to Ωi(ni) do9
wij = aij (aij 6= 0) ; /* Construct weight matrix W */10
To evaluate the discovery performance of NLE, a 3D graphical example is given in
Figure 6.3. In this example, it can be assumed that 3D random data are present and
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(a) K = 8 nearest neighbors (b) NLE discovery
Figure 6.3: 3D discovered structures
the intrinsic structures are discovered using KNN and NLE respectively. In compar-
ison to the overlapping links in Figure 6.3 (a), NLE provides a unique net structure
without many redundant links as in Figure 6.3 (b). Even if a similar structure can
be found by selecting K carefully, the two methods are fundamentally different. The
former is random and unstructured in nature and has to select K in a trial and er-
ror manner while NLE is able to retain the inherent properties of the data in the
unsupervised learning way and provides a unique intrinsic structure. At the end of
this section, we will show the effect of the discovered structures on the computed
embeddings and data manipulations.
Up to now, the links for each individual input datum can be discovered using the
NLE. But the weight of these links, wij, are unknown. There is one further step to
compute the weight matrix W such that the intrinsic structure of the data can be
completely known. The computation of weight matrix can be achieved by minimizing
the approximation error for xi. Taking the i
th row of weight matrix, Wi, for example,
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the approximation error can be computed by




















wik(xi − xj)T (xi − xk). (6.10)
By defining
Ci(j, k) = (xi − xj)T (xi − xk) (6.11)







wikCi(j, k) + ηi(
Ωi(ni)∑
j=Ωi(1)
wij − 1) (6.12)
where ηi is the Lagrange coefficient. The partial differentiation of ε with respect to






wikCi(Ωi(j), k) + ηi, ∀ j ∈ Ωi. (6.13)
Let ∂ε(Wi)
∂wiΩi(j)
= 0, ∀j and consider the weight constraint in equation (6.9), we have
C W
T




















i = [ ηi wiΩi(1) wiΩi(2) · · · wiΩi(ni) ]T = [ηi Wi]T
q¯ = [1 0 · · · 0]T
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where C = {Cjk}(j, k = 1, . . . , ni) is a symmetric matrix with dimension ni × ni,
Cjk = Ci(Ωi(j),Ωi(k)), Wi = [wiΩi(1) wiΩi(2) · · · wiΩi(ni)]. Since the inverse of C
depends strongly on the input data, it may exist under very restrictive conditions.
If the number of neighbors is larger than the dimension of input data, C may be
singular, which subsequently leads to the singularity of C. To calculate the weight
matrix Wi uniquely, matrix C is regulated by
C = C + ηrI (6.15)
where I is an ni × ni identity matrix and ηr is a constant with a small value. The
regularization in (6.15) allows C to be full rank. To eliminate the effect of ηr on
C, ηr is chosen to be small as compared to the trace of C. With this necessary





In this way, W is obtained in a row by row manner. The computed weight matrix
contains information about the neighborhood relationship represented spatially by
the position of the non-zero components in the weight matrix, and the contribution
of one point to another is represented numerically by their values.
To manipulate the high-dimensional data and visualize their intrinsic structures,
NLE is combined with a dimensionality reduction technique to observe these struc-
tures in a low-dimensional description space. Using the Rayleitz-Ritz Theorem [89],
the low-dimensional embeddings Y can be obtained by choosing the nd lowest eigen-
vectors of matrix M = (I −W )T (I −W ). For comparison purpose, the swiss roll
example is given in Figure 6.4. Figure 6.4 (b) shows the 3D data randomly sampled
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(a) swiss roll (b) sampled data (c) KNN (d) ǫ-neighborhoods




































(c) γ = 1.5
Figure 6.5: Structure discovery of swiss roll using NLE
from the 3D manifold illustrated in Figure 6.4 (a), while Figure 6.4 (c) and (d) il-
lustrate the computed embeddings based on KNN and ǫ-neighborhoods, respectively.
According to the color coding, the neighborhood relationships are preserved by select-
ing K or ǫ through a trial and error process. The same sampled data are processed by
using NLE. The computed embeddings are shown in Figure 6.5, where results with
different values of γ are given. The three graphs in the first row are the computed
embeddings and the second row shows the distribution of the neighbor number. The
fundamental characteristics of these results are:
137
6.1 Intrinsic Structure Discovery
i) It is clear from the comparison of the color coding that neighborhood relation-
ships in a high-dimensional input data are preserved in the two-dimensional em-
beddings. In comparison to strip shape discovered by KNN or ǫ-neighborhoods
as shown in Figure 6.4, the neighbors discovered NLE group closer to form a
narrow string, which may merit further clustering.
ii) NLE preserves not only the local neighborhood relationship but also the global
distribution of the original data set. As shown in Figure 6.5, the roll-like shape
of the three-dimensional manifold is kept unchanged, which cannot be achieved
by KNN or ǫ-neighborhoods.
iii) The value of γ affects the level of neighbor number. The smaller value of γ is,
the more neighbors an input datum may have.
Although NLE is able to discover the neighborhood relationship and global distribu-
tion of original input data simultaneously, it increases the computation complexity
of discovering the links among points to O(N2 × nD + N3) while that of KNN and
ǫ-neighborhoods are O(N2 × nD) for a fixed value of K or ǫ. Since KNN and ǫ-
neighborhoods involve tedious trial and error operations to look for an appropriate
value of K and ǫ, NLE may be computationally low as compared to KNN and ǫ-
neighborhoods from the overall view point. Due to the fact that NLE is able to avoid
the trial and error operation used in KNN or ǫ-neighborhoods, it eases the discovery
process. Furthermore, it allows the discovery process to adapt to the characteristics
of each input datum. Thus it can be concluded that NLE is superior to KNN or
ǫ-neighborhoods.
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Discovered structure by CNLE
Figure 6.6: Clustering procedure
6.1.2 Clustering
Besides neighborhood relationship and global distribution, clustering is another im-
portant intrinsic structure of input data. Generally, data with similar features or
structures are close geometrically to each other. This subsequently increases the den-
sity at certain areas. One 2D example is shown Figure 6.6 (a) wherein there are
three distinguishable clusters. Since the number of neighborhood links with certain
length is proportional to the density of the data. For ease of density computation,
we make use of the Euclidean distance histogram to simply extend NLE and design
the clustering neighborhood linear embedding algorithm (CNLE). Figure 6.6 shows
the procedure of clustering based on this idea. The Figure 6.6 (b) shows the discov-
ered structures using NLE. The corresponding distance histogram for these links is
shown Figure 6.6 (c). Based on the histogram, band pass filters can be applied to
remove links that have low probability of occurrence. These links correspond to the
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low density areas in the input space. For simplicity, one special band pass filter can
be designed by just determining a threshold, ch, such that the filter has the form of
Hist(x) < ch (6.17)
where Hist(x) is the value of distance histogram at x. The clustered structure is
shown in the bottom right graph wherein three clusters are identified. The algorithm
to implement CNLE is detailed in Algorithm 2 with input X, γ and threshold ch. It
should be noted that ch will be obtained through a trial and error process to achieve
good performance of clustering.
Algorithm 2: W = CNLE(X, γ, ch)
Data: γ, ch, X (compute distance matrix D from X and sort it in ascending
order to have the sorted distance matrix NE and corresponding index
matrix L)
Result: W
for i = 1 to N do1
for j = 2 to N do2
while (NEji + ln γ) ≤ ̺kLji and NEji ≤ ch ∀ k ∈ Ωi do3
Ωi = Ωi
⋃{Lji};4
ni = ni + 1 ; /* ni is the neighbor number of xi */5
if (NEji + ln γ) ≥ ̺kLji ∀ k ∈ Ωi then6
break ; /* stop discovery process for xi */7
for i = 1 to N do8
for j = Ωi(1) to Ωi(ni) do9
wij = aij (aij 6= 0) ; /* construct weight matrix W */10
For comparison of the clustering property, graphic illustrations of LLE, NLE and
CNLE are shown using the data in the right graph of Figures 6.7. These data are
randomly sampled from two disjoint rolls that are close together with certain over-
lapping as shown in the left graph of the figure. Computed embeddings using LLE
with different K values are shown in Figure 6.8. If K = 7, the embeddings form a
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(a) (b)
Figure 6.7: Manifold of two rolls and corresponding samples
line, which cannot provide any neighborhood or clustering characteristics of these two
rolls. Similarly, no information about neighborhood relationship and cluster informa-
tion can be obtained if K = 34 as in Figure 6.8 (c). If the number of neighbors is
properly chosen, e.g., K = 16, clustering structure is discovered as in Figure 6.8 (b).
However, it is not able to preserve the global distribution of input data. These results
indicate that KNN can only discover a limited type of intrinsic structures even if K is
carefully chosen through the tedious trial and error process. In comparison to KNN,
NLE is able to preserve the neighborhood relationship and the global distribution of
the data simultaneously as shown in Figure 6.9 (a). However, from the clustering
point of view, the computed embeddings are overlapped to certain degree. The graph
in Figure 6.9 (b), however, shows that CNLE not only preserves the neighborhood
relationship and global distribution but also the clustering of the input data. But it
is worth noting that the threshold of the filter should be chosen carefully as it affects
the effectiveness of the global clustering greatly. Moreover, CNLE cannot adapt to
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the clustering statistics of input data due to the simple threshold method. To dis-
cover the clustering structure of data, the computed embeddings can be fed to other
clustering methods such as neighborhood knowledge method [90, 91].
(a) K = 7 (b) K = 16 (c) K = 34
Figure 6.8: Clustering using LLE
(a) NLE (b) CNLE
Figure 6.9: NLE and CNLE discovery
6.2 Simulation Studies
In this section, several simulation studies are presented to demonstrate the potential
applications of NLE and CNLE. The first simulation study is to find the coherent
relationship among a set of face images [92]. This data set contains N = 698 gray
images at a resolution of 64×64, i.e., nD = 4096. The input datum xi of X is
142
6.2 Simulation Studies
constructed by formatting the image pixel column by column from left to right and
concatenating them to form the column vector. Although only the color information
is used to construct xi in this case, it can contain more information, such as texture,
that can be extracted by using wavelet [93–96]. These additional information can be
joined to the bottom end of xi. The computed two-dimensional embeddings are shown
by “∗” in Figure 6.10, some of which have corresponding image shown next to them.
These embeddings form an arch-bridge shape. To a certain extent, it is identical to
the motion trajectory of the faces: left pose (at the left end of the arch)→ lift-up pose
(at the peak of the arch) → right pose (at the right end of the arch). Although nD
is large, the motion of the subject head can be parameterized by only two variables,
namely, azimuth, α, and elevation, β, which may be represented by the horizontal
and vertical axes respectively. Suppose that each of these images, xi, is associated
with a vector [αi, βi]. If a new face image is given, we can compute the corresponding
embedding and find its position in Figure 6.10. By using the relationships of the
new computed embeddings to its neighbors, the vector [α, β] associated with the new
image can be estimated. Thus, we are able to identify the direction the subject is
looking at.
The second simulation study is about image feature extraction. An image is
divided into many image patches with identical size. A sample image is given at
the top of Figure 6.11. It is a picture taken in the laboratory where there are two
colleagues in front of one PC and decorated wall. This picture is divided into square
patches at a resolution of 17×17. In order to distinguish the different objects in the
image, we build new input data using vector concatenation by joining the spatial
information to image color information. It is due to the fact that the image features
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Figure 6.10: Calculated embeddings of face pose








x˜i = [y¯i, z¯i]
T (6.19)
[y¯i, z¯i]
T is the image coordinate of the center of an image patch corresponding to xi,
ηc and ηs are constants that summarizes the weight of color and spatial information
in the input data. Thus, the dimension of input data is nD = 869. The total samples
are N = 846. The computed embeddings are shown in the bottom graph of Figure
6.11. It can be observed that these embeddings form serval clusters and each cluster
corresponds to one object in the image as summarized in Table 6.1.
Clearly, the clustering of data are realized in clusters and the neighborhood rela-
tionships are preserved in the form of clusters. Since the embedding yi corresponds
144
6.2 Simulation Studies
Table 6.1: Relationship between computed clusters and image objects
Cluster image object
1 the wall in the top left area;
2 hair (denser area) and face of the left colleague;
3 T-shirt;
4 light color paper in the middle;
5 paper in bottom middle area;
6 color plastic bag;
7 color calendar in the top right area;
8 hair (the top left sub-cluster in this cluster) and face of the right colleague;
9 edge of the PC screen;
to xi and xi is associated with the spatial information provided by x˜i,
yi ∈ Clusterm (themth cluster in the embedding space)
↓
xi ∈ Featurem (themth feature in image)
(6.20)
one image object can be extracted by piecing up the image patches corresponding to
the embeddings in a cluster. In this way as shown in Figure 6.12, two image features
can be extracted from the image straightaway.
This result indicates that image objects can be extracted simply and in a straight-
forward manner without complicated image processing techniques such as edge de-
tection, model generation of object and so forth [97,98]. However, it is also observed
that certain image features, such as the head of the second colleague corresponding
to Cluster 8, may not be extracted properly because image patches are spatially con-
nected and similar in color and shading as illustrated in the right image of Figure
6.12. Better clusters and image feature extraction can be achieved if the color or spa-
tial information embedded in image patches are clearly distinct from one to another.
Moreover, it should be brought into attention that the construction of x¯i lends weight











Figure 6.11: Feature clustering
clustering. Our investigation shows that embedding spread if ηs increases.
The third simulation study is about image feature tracking. It is based on the
observations in (6.20). Accordingly, tracking of the image object in an image sequence
can be achieved by following the contour of the cluster of interest. A sampled image
sequence is given in the left column of Figure 6.13 where the second column shows
the corresponding computed embeddings. The rectangle covers the embeddings that
are associated with the face of the left colleague. By observing the motion sequence,
it can be concluded that the embeddings move in the same manner as that of the





Figure 6.12: Image feature
Besides the applications of image processing, NLE can be used in other application
domains. Take voice recognition for example, measured voices can be recognized by
exploring their intrinsic relationships to those in the database. This exploration can
be achieved by using NLE. Due to the strength of NLE, it should be even more useful
in data analysis in different disciplines such as information retrieval, data mining,
climate pattern analysis and so forth.
6.3 Summary
In this chapter, we have presented an unsupervised learning algorithm to discover
the intrinsic structures of data, such as neighborhood relationships, global distribu-
tions and clustering. The proposed algorithm eases the process of intrinsic structure
discovery by avoiding trial and error operations, and at the same time, allows the
discovery to adapt to the characteristics of input data. Furthermore, it is able to dis-
cover intrinsic structures of data simultaneously, and the discovered structures can be











































Figure 6.13: Motion sequence and corresponding embeddings
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purposes. Our simulation studies have shown that the tracking of an image feature is
equivalent to tracking an embedding cluster, which may profit the extraction of image
features with different patterns. However, these image features cannot be recognized
by an autonomous robot. In addition, it is impossible to derive depth information of
these objects, especially human beings from mono-image. Since objects surrounding
an autonomous robot are located in a 3D space, robust 3D determination of these
objects is more critical, which will be investigated in the next chapter.
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Chapter 7
Robust Human Detection in
Variable Environments
The mobility of an autonomous robot necessitates an intelligent visual perception
system to robustly detect and identify human beings in a variable 3D environment.
Although NLE algorithm is able to extract and track clustering features from an
image, these segmented features cannot be recognized by a robot. It does not pro-
vide the spatial information of detected features either. Furthermore, conventional
cameras may not be able to distinguish between humans and human-like objects. To
robustly detect and identify a human in a 3D environment, further investigations are
required.
In this chapter, we are to investigate the human detection performance of a sensor
suite, which consists of a stereo rig and an infrared thermal camera installed on a
mobile platform, e.g., a robot. Since it is difficult to detect humans in a variable
environment and there may be human-like objects presenting together with humans,
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the use of visual and infrared thermal images is seen as a way of resolving the problem.
From the spectrum point of view, the visual cameras and the infrared thermal camera
observe objects from different spectrum windows. In other words, these two types
of sensors provide different features of the same objects simultaneously. Our method
fuses spectral, stereo, and thermal features for robust human detection, which may
provide an efficient way to deal with the challenges of human detection based only
on one or two types of the features, e.g., human subjects in clustered backgrounds,
partial occlusion of multiple persons, great variations of human scales, and low false
positives in complex environments.
The rest of this chapter is organized as follows: Section 7.1 describes the con-
figuration of the proposed vision system. Human detection using stereo vision and
infrared thermal imaging are analyzed in Section 7.2 and 7.3 respectively. A fusion
algorithm is proposed in Section 7.4 to combine stereo-based human features with
thermal-based human features. The fusion performance is verified in Section 7.5 and
a brief summary is given in Section 7.6.
7.1 Vision System
To pave the way for the further investigation, we firstly introduce the vision system
setup. Then, the relationship between the image size of an object and its distance

























Figure 7.1: Vision system setup
7.1.1 System Description
Taking into account of robustness, effectiveness, cost and computational load of the
overall setup, we propose a vision system consisting of a stereo rig and an infrared
thermal camera as shown in the left graph of Figure 7.1. The system is able to
provide not only the depth information by using the stereo rig but also the thermal
information by using the infrared thermal camera. The stereo rig is a stereo head of
SRI’s (Stanford Research Institute) Small Vision System at a resolution of 320×240
and the infrared thermal camera is a Raytheon thermal-eye 300 digital thermal camera
at the same resolution. The stereo head with an attached reference frame OvXvYvZv
is composed of two conventional CCD cameras whose centers of projection, Ol and
Or, are on the axis Yv and their optical axes point forward parallelly. Axis Xv
passes through the middle point Ov of the baseline OlOr (with distance db) and
points forward. Axis Zv completes the coordinate system via the right hand rule.
The left and right image planes of the stereo CCD cameras are represented by Il
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and Ir respectively. The thermal reference frame OtXtYtZt is located at an offset of
(dx, dy, dz) to OvXvYvZv. Due to the misalignment of OvXvYvZv and OtXtYtZt in the
process of setting up the experiment, the coordinate of a scene point in these two
reference frames have the following relationship
pt = Rpv + T (7.1)
where pt = [xt, yt, zt]
T and pv = [xv, yv, zv]
T are the coordinate of the scene point in
reference frames OtXtYtZt and OvXvYvZv respectively, R is the rotation matrix repre-
senting the misalignment between these two reference frames and T is the translation
vector representing the offset. In Section 7.4, we will elaborate on the calibration of
R and T .
For a single camera, an image is obtained via an image formation process, by
which a 3D point is perspectively projected onto the image plane of the camera to
form a virtual image point, which is in turn mapped to a certain position of the image
through a camera model [86]. F(·) is defined as the image formation process in this
chapter. If the intrinsic parameters, i.e., F(·), of the cameras are calibrated, they
allow the derivation of the relationship between the image size of an object and its
distance to the stereo vision system.
7.1.2 Geometry Relationship for Stereo Vision
As discussed above, F(·) denotes the image formation process. Figure 7.2 illustrates
the formation process by projecting a point, [yn,l, zn,l]
T , in the left image plane to
a point, [yl, zl]
T in the left image given that the left visual camera is calibrated.




















































Figure 7.2: Projection from [yn,l, zn,l]
T to [yl, zl]
T
This result shows that yl is monotonic with respect to yn,l. The similarity is drawn
to zl (with respect to zn,l). The data in Figure 7.2 can be used to generate a lookup
table with entries of yl and zl such that the coordinate [yn,l, zn,l]
T in the image plane
can be obtained. In other words, the inverse formation process, F−1(·), maps a pixel
position in an image to a position in the image plane. Then we can compute the
disparity dn from a pair of image planes by
dn = Y
(F−1l (yl, zl))−Y (F−1r (yl − d, zl))) (7.2)
where Y(·) is the operator to extract the y component of “·”, d = D(y, z) is the
disparity value computed from a pair of stereo images, F−1l (·) and F−1r (·) are the
inverse image formation processes of the left and right cameras respectively. The two
terms in the right hand side of (7.2) are the y coordinates of a 3D scene point in the
left and right image planes respectively.
A disparity map, D(y, z), is a map storing the position difference between corre-
sponding items in stereo images. Figure 7.3 shows the disparity formation process


















Figure 7.3: Disparity formation
human with coordinate [xv, yv, zv]
T is visible to the stereo cameras, it can be perspec-
tively projected onto the left and right image planes to form pl and pr. The points
Ol and Or are the center of projection for the left and right cameras respectively,
and db = |OlOr|. In the Yv direction, the distances of the scene point to the optical
axes of the stereo cameras are T1 and T2 respectively. In general, the focal lengths
of the left and right cameras may not be identical, thus we denote the focal lengths
of these two cameras by fl and fr respectively. Vectors [yn,l, zn,l]
T and [yn,r, zn,r]
T
are the coordinates of pl and pr respectively and zn,l = zn,r. Based on the geometry
relationship, the scene point, pv, can be calculated in terms of the focal lengths of the





















yn,lfr − yn,rfldb =
zn,rfl
yn,lfr − yn,rfldb. (7.3)
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(c) Reconstructed point cloud
Figure 7.4: Depth information embedded in disparity map
















where dn = yn,l − yn,r is the disparity between the corresponding points in the two
image planes and is obtained by Equation (7.2). To evaluate the calibration process,
dn is used to reconstruct depth information as shown in Figure 7.4. Figure 7.4 (a) and
Figure 7.4 (b) show the captured left image and disparity map D(y, z) respectively,
while Figure 7.4 (c) demonstrates the reconstructed 3D point cloud, whereby the hu-
man pose can be clearly figured out. The reconstruction result shows that calibration
process provides accurate intrinsic parameters, which enables accurate depth deriva-
tion. However, generating lookup tables for F−1l (·), F−1r (·) and F−1t (·) (inverse image
formation process of an infrared thermal camera) is resource consuming. If numerical
solution is used to compute F−1l (·), F−1r (·) and F−1t (·), dn can be obtained through d
iteratively, which is also computationally heavy. Thus, we propose the linearization
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of the image formation process. It is based on the observation from Figure 7.2 that
the image formation enables a linear approximation in a restricted region, e.g., yn,l ∈
[-1.2m, 1.2m] and zn,l ∈ [-0.95m, 0.75m]. This region is almost the field of view for
the cameras. Therefore, the process Fl(·) and Fr(·) can be linearized and Equation
(7.2) becomes
dn = Y
(F−1l (yl, zl))−Y (F−1r (yl − d, zl)))
= kyl − k(yl − d) = kd (7.5)
where k is a constant. Thus, for having two identical cameras for a stereo rig, the











where fv is the identical focal length and k1 = fvdb/k is a constant that is obtainable
experimentally. This approximation is essential in the derivation and realization of
human detection in the next section. To achieve the robust human detection and
identification, we restrict our attention to certain conditions, which are described by
the following prerequisites:
A1: Human to be detected stand upright on the floor without a large degree of slant.
A2: Human are in the field of view of all three cameras, namely, the infrared thermal
camera and the two cameras of the stereo rig.
A3: Human stand in the front of the vision system with appropriate distances to avoid
a large or diminutive size of human beings in the captured images, and it should
be ensured that the main features of human beings, i.e., head and shoulders,
appear in the images.
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7.2 Stereo-based Human Detection and Identifica-
tion
The stereo-based approach for human detection has three steps: (i) scale-adaptive
filtering, (ii) human segmentation, and (iii) human verification. Firstly, a disparity
image is transferred to a 2D histogram on a horizontal plane for ease of data ma-
nipulation. A depth-oriented scale-adaptive filtering is then used to aggregate and
enhance salient features of human beings in this histogram. Secondly, these enhanced
features are extracted from the histogram for the purpose of segmenting human be-
ings from other background objects. Finally, the image regions corresponding to the
segments of human beings are verified by using a deformable head-shoulder template.
7.2.1 Scale-adaptive Filtering
Given a pair of stereo images, we obtain the disparity image D(y, z) with size Lm×Ln
using cross correlation method. Prior to the segmentation of a human body, exploiting
the depth measurement, we establish the spatial constraints for the human body in
an image from the physical properties of a human body as follows:
Body height constraint As far as human beings are concerned, their heights are
limited in 3D space such that their projections in an image are bounded. Thus,
a portion, instead of the whole image need to be processed. It speeds up the
detection process by reducing the searching area in an image and also helps to
reduce the false detection such as objects on the ceiling. The height limit, a
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function over xv or d, in the image is determined by
zh(d) = zc − fvHL −HR
kxv
= zc − k2∆Hd (7.7)
where zc = Ln/2 is the vertical center of the image, k2 = fv/(k1k) = 1/db,
∆H = HL −HR is initially set, HL is height limit of a person in 3D space and
HR is height of the stereo rig.
Body thickness constraint Let dh be the average thickness of a human body in
3D space, the disparity measurement is distributed in a range of [d−, d+] if a
person stands in front of the camera with distance xv = k1/d. The variables d
−









xv − dh/2 =
2k1d
2k1 − dhd (7.8)
Body width constraint Let dw be the average width of a human body in 3D space,





To detect a human candidate by using these spatial constraints, we introduce a
YI −D plane as shown in Figure 7.5, where a disparity image with an attached ref-
erence frame, OIYIZI , is also shown. Pixels with large values show where objects are
close to the camera. Two particular pixels from the disparity image are highlighted
here for illustration purpose. These pixels are projected onto the plane YI − D ac-
cording to their associated values, namely, y and d. In this way, all pixels of the whole
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Figure 7.5: Generation of P (y, d)
disparity image, D(y, z), are projected in the same manner as these two particular
pixels. Then, a 2D histogram, P (y, d), is generated. Exploiting the fact that human
objects stand and move on the ground surface, there is less overlap of the depth mea-
sures of different persons on the projected 2D histogram. Moreover, this projection
facilitates the realistic implementation as YI −D is a flat plane and can be stored in
an array. Mathematically, the transfer from D(y, z) to the YI −D plane is obtained
by
P (y, d) =
Ln∑
z=zh(d)
δ (D(y, z)− d) (7.10)
where zh(d) is the computed human height constraint by (7.7). Next, the 2D his-
togram P (y, d) is further filtered for the segmentation of each human individual,
appearing with different scales in the image. But the stereo disparity information
allows us to estimate the appropriate scale for the person with the corresponding
distance to the camera. Thus, associated points in YI − D plane can be aggregated
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by scale-adaptive filtering
Ψˆ(y, d) = (P ∗G)(y, d) (7.11)
where ∗ denotes the convolution and G(·, ·) is the scale-adaptive 2D kernel functions.
Assuming that the scale-adaptive filter in y and d directions are independent, the
filter is thus chosen as
G(u, v) = Gy(u)Gd(v) (7.12)
where Gy(u) and Gd(v) are the scale-adaptive filters for spatial (y) and depth (d)
measures respectively. Substituting (7.12) into (7.11), the adaptively filtered 2D













P (u, v)Gd(v − d)dv
= ((P ∗Gd) ∗Gy)(y, d). (7.13)
This equation indicates that the 2D convolution can be decomposed into two cascade
1D convolutions. By applying the body thickness constraint (7.8) to Gd(v), the scale-














are the adaptive scale parameters of the filter for the depth, d, measure. This non-
symmetry Gaussian-like kernel function is designed due to the non-linear relationship
between xv and d in (7.6). For each half range of Gd(v), it equals to 0.5 for v =
161
7.2 Stereo-based Human Detection and Identification
(d+ − d)/2 or v = (d− − d)/2, which indicate the half point for each half range.
Applying it to the first convolution in equation (7.13), the 2D histogram P (y, d) is




P (y, v)Gd(v − d). (7.16)
By applying the body width constraint (7.9) to Gy(u), the scale-adaptive filter in the









is the adaptive scale parameter of the filter for the spatial (y) measure. To avoid
merging adjacent human objects, the width of the filter is selected as the half of the
estimated body width and Gy(u) = 0.5 at the half point of the range for each side
of the filter, namely, u = wb(d)/8. Applying the scale-adaptive filter Gy(u) to each





Ψ(u+ y, d)Gy(u). (7.19)
where wγ = wb(d)/4.
Figure 7.6 shows Ψˆ(y, d) obtained from (7.19). The first row of Figure 7.6 shows
three image samples wherein there are one, two and three persons respectively. Cor-
responding Ψˆ(y, d) are shown below in the second row. It is observed from the com-
puted Ψˆ(y, d) that there are one, two and three noticeable mounds correspondingly
and their positions are proportional to those of human beings in the horizontal plane.
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Figure 7.6: Generation of Ψˆ(y, d)
This demonstrates that disparity image can be transferred to the YI−D plane and the
filtered 2D histogram may profit the subsequent human segmentation by detecting
these mounds. The process of scale-adaptive filtering is detailed in Algorithm 3. In
order to detect possible human candidates, the filtered 2D histogram, Ψˆ(y, d), is fed
into a segmentation process for extraction.
7.2.2 Human Body Segmentation
Let us present the next algorithm to segment human body from the filtered 2D
histogram Ψˆ(y, d). It extracts persons iteratively from close to far. In each iteration,
k, it performs the operations as follows. First, a 1D disparity histogram Hd(d) from





The upper disparity edge of the closest human body is detected by finding an ap-
propriate d from dmax to dmin such that Hd(d) > Td(d) , where dmax and dmin are
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Algorithm 3: Projection and Scale-adaptive Filtering
Data: D(y, z), dmin
Result: Ψ(y, d), Ψˆ(y, d), dmax
dmax = 0, P (y, d) = 0, Ψ(y, d) = 0,Ψˆ(y, d) = 0 ; /* initialization */0
for z = 0 to Ln − 1 do1
for y = 0 to Lm − 1 do2
d⇐ D(y, z);3
if d < dmin then4
P (y, 0)⇐ P (y, 0) + 1 ; /* no disparity information is present */5
else6
compute zh ; /* applying height constraint using Eq.(7.7) */7
if z > zh then8
P (y, d)⇐ P (y, d) + 1 ; /* projection to YI −D plane */9
if d > dmax then10
dmax ⇐ d11
for d = dmax to 1 do12
compute Gd(v) ; /* using Eqs. (7.14) */13
for y = 0 to Lm − 1 do14
compute Ψ(y, d) ; /* filtering in depth direction using Eq.(7.16) */15
for d = dmax to 1 do16
compute Gy(u) ; /* using Eqs. (7.17) */17
for y = 0 to Lm − 1 do18
compute Ψˆ(y, d) ; /* filtering in YI direction using Eq.(7.19) */19
the upper and lower bounds of d. The adaptive threshold Td(d) is the image size of







where zu and zb are the upper and lower bounds of a human body in an image while








































is the average of 2D human sizes in the 3D space, kd is a constant and E(·) is the















If no such a peak of Hd(d) > Td(d) is found, the human segmentation process is
terminated. Let d+k be the upper edge of the k
th detected peak. Thus,
d+k =
2k1dk
2k1 − dhdk (7.26)





















In this iteration, the person who is the kth closest to the camera is within the depth
range of [d−k , d
+
k ]. Next, the position of the person in the YI direction is located by







From Hy(y), the peak position, y
∗
k, namely, the center position of the person, is
obtained by
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Therefore, the major part of the kth peak is roughly within a YI−D region of [d−k , d+k ]




1, if y∗k − 0.4wb(dk) < 1






k + 0.4wb(dk) > Lm
y∗k + 0.4wb(dk), otherwise
(7.31)
wb(dk) is the image width of a human body and obtained by equation (7.9). Due to
the fact that there may be several human objects staying close to each other in YI
direction, the boundary of the region needs further refinement around its margins,





1, if yk,l ≤ bn(dk) + 1




Lm, if yk,l ≥ Lm − bn(dk)− 1
yk,l + bn(dk), otherwise
(7.32)




k,r. Then, the refined










= 0, yˆ−l ≥ y−k,l, and
∂Hy(y)
∂y







= 0, yˆ+l ≤ y+k,l, and
∂Hy(y)
∂y














= 0, yˆ−r ≥ y−k,r, and
∂Hy(y)
∂y






=, yˆ+r ≤ y+k,r, and
∂Hy(y)
∂y
< 0 and Hy(y) > 2wb(dk), ∀y ∈ [yk,r, yˆ+r )
yk,r, otherwise
(7.34)
The left and right margin of this peak is refined to a valley or the edge of the peak
within a small neighborhood of yk,l and yk,r in Hy(y). Accordingly, the disparity







The refinement process is also applied to d−k and d
+
k . The two end points of the














where d′h = dh/2 is a constant. These two points are selected in such a manner that




k,b is a little bit smaller than d
−
k . The refined
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d−t , if d
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This refinement process allows the inclusion of salient depth measures that are likely
associated with the kth human object. The disparity center for the kth iteration is
thus refined by











k, if y ∈ [y∗k,l, y∗k,r] and D(y, z) ∈ [d−∗k , d+∗k ]
0, otherwise.
(7.39)
Meanwhile, the presence evidence of Ok(y, z) is eliminated from Ψ(y, d), Ψˆ(y, d) and
Algorithm 4: Human Segmentation
Data: D(y, z), Ψ(y, d), Ψˆ(y, d), dmax
Result: O(y, d), NumPerson
k ⇐ 0, finish ⇐ false ; /* initialization, k is the number of persons */0
while finish==false do1
compute depth histogram Hd(d) ; /* using Eq (7.20) */2
d⇐ dmax, FrontEdge ⇐ false;3
while d > 3 and FrontEdge==false do4
compute Td(d) ; /* using Eq (7.23) */5
if Hd(d) > Td(d) then6
FrontEdge ⇐ true ; /* detect a possible human feature */7
else8
d⇐ d− 19
if FrontEdge == false then10
finish ⇐ true;11
else12




] ; /* using Eqs (7.26) and (7.28) respectively */13
find the horizontal center of the human feature, y∗
k
; /* using Eq (7.30) */14




; /* using Eqs (7.31) to15
(7.34) */




] ; /* using Eqs (7.35) to (7.37) */16
for z = 0 to Ln do17





if d > d−∗
k
and d < d+∗
k
then19
O(y, d)⇐ k + 1 ; /* register the kth human feature */20
k ⇐ k + 1;21




morphological operation←−−−−−−−−−−−−−−−−−−− Ok(y, z);23
NumPerson ⇐ k24
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D(y, z) by setting
Ψ(y, d) = 0, if y ∈ [y∗k,l, y∗k,r] and d ∈ [d−∗, d+∗]
Ψˆ(y, d) = 0, if y ∈ [y∗k,l, y∗k,r] and d ∈ [d−∗, d+∗]
D(y, z) = 0, if y ∈ [y∗k,l, y∗k,r], d ∈ [d−∗, d+∗] and Ok(y, z) 6= 0 (7.40)
The obtained regions for the kth human-like object Ok(y, z) are further smoothed by
a morphological operation in order to erase small isolated regions and fill holes in
certain regions [99]. Then, we have new segmentation image O∗k(y, z). The whole
process of human segmentation is detailed in Algorithm 4.
7.2.3 Human Verification
The segmented regions are confirmed as human objects by their head-shoulder con-
tours. This process is described in this subsection. For the kth human object, O∗k(y, z),




δ(O∗k(y, z)− k). (7.41)
The peak of a possible head is obtained as ztop such that Hz(z) = 0, ∀z < ztop. If this
object is valid, the sums of Hz(z) over [ztop, ztop + hh] and [ztop + hh, ztop + 2hh] are






hh = k2Hhdk (7.42)
where Sh and Hh are the average 2D size and height of human heads, k3 is a constant
and the computation of Th(dk) is similar to that in (7.21). Otherwise, this feature is
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eliminated. Another elimination condition is
Ln∑
z=1
Hz(z) < Sb. (7.43)
where Sb is given in (7.24). It means that the size of the object is too small to be a
human object. These conditions indicate that significant parts of head and shoulders
are found. The position of the head is refined by firstly computing the histogram of











Accordingly, the left and right bounds of human head, yhk,l and y
h









y∗k,h + hw/2, if y
∗
k,h + hw/2 < Lm
Lm − 1, otherwise
(7.46)
where hw = 0.4wb(dk) is the width of human head in an image according to the
biometric measurement of human beings. If the size of the head portion is less than
hwhh/2, it is discarded.
In order to extract the contour neighborhood of the kth human object, we dilate
the figure ks times as in [99] and have the dilated version of this figure, Oˆ
∗
k(y, z). The
contour neighborhood of this figure is obtained by
Bk(y, z) = Oˆ
∗
k(y, z)− O∗k(y, z) (7.47)
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where ks = 0.5Ws and Ws×Ws is the window size for disparity calculation. Since the
neighborhood Bk(y, z) may not cover the bounding of the human object completely,
a blur or averaging process is applied to it lk = 0.1wb(dk) times such that
Bˆ
(l)







k (i, j)/9 (7.48)
where Bˆ
(0)
k (y, z) = Bk(y, z), Bˆk(y, z) = Bˆ
(lk)
k (y, z). Bˆk(y, z) provides a potential field
for edge points that belong to the contour of the human object.
Since the dilation and average process deform the contour of the kth detected
object, it is necessary to refine them using object edge information. The edge points
are obtained by using Canny edge detector and represented by M(y, z). Considering
the spatial bias caused by stereo calculation, before matching of these two boundary
information, we process M(y, z) in the same manner as that of Bk(i, j) and have





M (l−1)(i, j)/9. (7.49)
where Mˆ (0)(y, z) = M(y, z), l = 1, . . . , lk. Let Mˆ(y, z) = Mˆ
(lk)(y, z). Thus, the object
image of the coincident evidence for object’s contours is
Ek(y, z) = min{Bˆk(y, z), Mˆ(y, z)} (7.50)
The feature contour is shown in Figure 7.7, where the left image shows the presence
evidence of object’s contour Ek(y, z) refined by edge information and the left image
from the stereo rig is shown right to it. However, there is one more step to go to
verify if the object’s contour presents a human candidate. It is further observed that
there is coincidence of human-like head-shoulder contours from both stereo and edge
features for human objects, while non-human objects have less inclinations towards
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(a) (b)



























Figure 7.8: Deformable template
human like appearance. Then a model-driven approach based on a deformable head-
shoulder template is used to distinguish humans from non-human objects.
To evaluate whether the upper part of Ek(y, z) looks like a head-shoulder contour
of a human, a deformable template matching algorithm is designed. First of all,
a normalized polygon head-shoulder template from the front view of a human is
generated from the statistics of human images. The template has 12 control points,
i.e., ci = (yi, zi), i = 1, . . . , 12, as shown in Figure 7.8 (a), where pc,t denotes the
center of the gravity of head. Before matching the template to Ek(y, z), three steps
are applied to the template for the variation of scale and posture of human objects.
Firstly, the template is scaled up to the estimated width of the human candidate by
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γwb(dk)
ci ← γwb(dk)ci, i = 1, . . . , 12 (7.51)
As the size of a human may deviate from the average size, the variable γ = 1 and 1.2
is used to deal with the scale variation of persons. Secondly, for the scaled template,
the head position is adjusted by
yi ← yi + (y∗k,h − y∗k), i = 3, . . . , 10 (7.52)
where yi is the y component of ci, such that it is centered at y
∗
k,h by horizontally
shifting the control points c3 − c10 as shown in Figure 7.8 (b) where pc,h denotes
the center of the head for the human candidate. Finally, the control points of the
shoulders are adjusted. For the left shoulder, the control points c2 is first horizontally
shifted to a point where Ek(y, z) value is maximum on the left side of body. It is
achieved by moving the control point horizontally to
y2 = arg max
y∈[ys,ye]
Ek(y, z2) (7.53)
where ys = y
∗
k,h − 0.2wb(dk) and ye = y3 are the two neighborhood points to set the
searching bounds. The searching is performed in the horizontal line z2, i.e., the z
component of c2. Similar to c2, the control point c1 is horizontally adjusted. The
same operation is also performed for the right shoulder, namely, c11 and c12. After
the deformation, a polygon template is generated by connecting the control points
with straight lines as shown in the right graph of Figure 7.8 (c). The deformed




i ) with n
γ
k
points. For T γk , the support from the evidence is computed from the vertical position
zs = ztop − 0.2wb(dk) to ze = ztop + 0.4wb(dk). The best matching measure for the
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Figure 7.9: Relationship between the threshold Tm and the rate of human detection



















If Nk > Tm, e.g., 0.5, the object is verified as a human object. The verification
process is detailed in Algorithm 5. One example of the contour image Ek(y, z) and
the deformed template is shown in Figure 7.7 where the contour and the template are
partially matched. The right graph of the figure shows the identification of a human
being. Figure 7.9 shows the relationship between the threshold Tm and the rate of
human detection. From this curve, Tm = 0.5 was chosen for the later experiments.
Stereo based human detection has been implemented on a robotic usher to follow
human as shown in Figure 7.10, where a human is moving backwards and a robotic
usher is moving towards him.
However, if the person tilts greatly, the deformable temple would fail to identify
him. Moreover, if there are human-like objects, e.g., an advertisement board with
human shape, the stereo rig would also generate false positive. Thus, we make use of
thermal feature of human being to enhance the human verification.
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Figure 7.10: Snapshots for human following
7.3 Thermal Image Processing
This section describes the process of extracting the infrared thermal features of human
being from the thermal image for the enhancement of human verification. Due to the
fact that the intensity value of a pixel in an infrared thermal image is proportional to
the thermal radiation of the scene associated with it [100], pixel filter enables scene
of interest such as human skin or face to be distinct. A filter bank for specified scenes
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Algorithm 5: Human Verification
Data: O(y, z), M(y, z), NumPerson
Result: Nk, k = 1, . . . , NumPerson
compute O∗(y, z) from O(y, z) ; /* fill holes of segments using morphological operations */1
if NumPerson==0 then return ; /* no presence evidence of human beings */2
for k = 1 to NumPerson do3
Fake(k)⇐ true ; /* initialize the verification result */4
read O∗
k




) ; /* using Eq (7.9) */6
find and refine the position of head ; /* using Eqs (7.41) to (7.46) */7
compute Oˆ∗
k
(y, z) ; /* obtain the dilated Oˆ∗
k
(y, z) */8
Bk(y, z)⇐ O∗k(y, z)− Oˆ∗k(y, z) ; /* compute stereo based contour feature */9
obtain Bˆk(y, z) and Mˆ(y, z) ; /* obtain continuous contour using Eqs (7.48) and (7.49) */10
Ek(y, z)⇐ min{Bˆk(y, z), Mˆ(y, z)} ; /* fusion of stereo and edge features */11
for γ = 1 and 1.2 do12
forall template control points ci do13
ci ⇐ γwb(dk)ci ; /* scale the template */14
for i = 3 to 10 do15
Y(ci)⇐ Y(ci) + (y∗k,h − y∗k); /* adjust the template to the position of head feature */16
for i = 1, 2, 11, and 12 do17
Y(ci)⇐ yci ; /* adjust shoulder control points using Eq (7.53) */18
compute T γ
k
; /* line sequence connecting control points */19
compute Nk ; /* using Eq(7.54) */20
if Nk > Tm then21
Fake(k)⇐ false ; /* verification of the kth human feature */22














Figure 7.11: Thermal filter
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(a) Thermal image (b) Filtered thermal image
Figure 7.12: Thermal image filtering








k + gl(k), if |I(i, j)− µk| < σk
0, otherwise.
(7.55)
where Gk(·) is the kth filter, I(i, j) is the intensity value of the pixel at the ith row
and jth column, µk and σk are the k
th mean and spread of the filter, gh(k) and gl(k)
are the output upper and lower bounds of the gray values. The values of µk and σk
can be set experimentally. The objective of each filter is to extract image portion
associated with a specified thermal feature. Figure 7.11 shows the response of two
combined thermal filters.
The filtered image is obtained by
I(i, j) = max(G1, . . . ,Gk, . . . ,GN), k = 1, . . . , N (7.56)
The left image in Figure 7.12 shows the thermal image taken in a laboratory condition,
while the right image demonstrates its filtered version. It is observed that the thermal
features, such as face, arms are distinct while other objects such as table and ceiling
are filtered out.
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7.4 Human Detection by Fusion
In order to fuse stereo and thermal features, a scene point in the pair of stereo
images, [yl, zl]
T , [yr, zr]
T , should be associate with its corresponding point, [yh, zh]
T ,
in the infrared thermal image. This can be achieved in the following manner:
([yl, zl]














In this way, the 3D coordinate of this point, [xv, yv, zv]
T , is reconstructed from, [yl, zl]
T
and [yr, zr]
T , obtained in the pair of stereo images. This is step 1 and has been
presented in Section 7.1. Steps 2 and 3 will be described in this section. Similar to
the linearization of Fl(·) and Fr(·), Ft(·) is also assumed to be linearized as kt. Thus,
the parameters, R, T and kt in steps 2 and 3 can be calibrated simultaneously.
7.4.1 Extrinsic Calibration
Given the configuration in Figure 7.1, we have
Pt = RPv + T (7.58)
where Pt = [xt, yt, zt]
T and Pv = [xv, yv, zv]
T are the coordinates of a 3D point in
reference frames OtXtYtZt and OvXvYvZv respectively, R is the rotation matrix rep-
resenting the misalignment between these two reference frames, and T is the transla-
tion vector representing the offset. Assuming that step 1 in (7.57) has been done, the
problem needed to be solved is to estimate R, T and kt given [xv(i), yv(i), zv(i)]
T and
[yh(i), zh(i)]
T , i = 1, . . . , np (np is the number of the observation points). Given a 3D
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point pt = [xt, yt, zt]








Eliminating the terms xt and kt in equation (7.59), we have
yhzt = zhyt. (7.60)
In components, equation (7.60) can be written as
yh(r31xv + r32yv + r33zv + t3) = zh(r21xv + r22yv + r23zv + t2) (7.61)
where rij is the component of the rotation matrix R and ti is the component of
translation vector T . Equation (7.61) can be thought of as a linear equation for the
8 unknowns h = [h1, h2, . . . , h8]
T = [r31, r32, r33, t3, r21, r22, r23, t2]
T . Given np pairs of
[yh(i), zh(i)]
T and [xv(i), yv(i), zv(i)]
T (i = 1, . . . , np), equation (7.61) can be rewritten
as linear equations for the 8 unknowns [44]:
Gh = 0 (7.62)
where
G(i, 1) = yh(i)xv(i), G(i, 5) = −zh(i)xv(i)
G(i, 2) = yh(i)yv(i), G(i, 6) = −zh(i)yv(i)
G(i, 3) = yh(i)zv(i), G(i, 7) = −zh(i)zv(i)
G(i, 4) = yh(i), G(i, 8) = −zh(i).
(7.63)
If np ≥ 7 and these np points are not coplanar, G has rank 7. Due to the measurement
noise, the rank of G is likely to be maximum. Thus we rewrite equation (7.62) as
f(h) = hTGTGh ≥ 0. (7.64)
179
7.4 Human Detection by Fusion
Since R is a normal matrix, we have
g(h) =









Thus, the solution to R and T can now be formulated as an optimization problem as
follows:
min f(h) s.t. g(h) = 0. (7.66)
Consider the objective function







3 − 1) + λ2(h25 + h26 + h27 − 1) (7.67)
where λ1 and λ2 are Lagrange multipliers. Since
C(h, λ1, λ2) ≥ 0 (7.68)
C(h, λ1, λ2) = 0 if and only if there is no measurement noise. In the presence of noise,
C(h∗, λ∗1, λ
∗
2) > 0, where
[h∗, λ∗1, λ
∗
2] = arg min
h∈R8×1;λ1,λ2∈R
C(h, λ1, λ2). (7.69)
The components in h∗ is then calculated using the large-scale algorithm [101]. We
observe that the last two rows of the rotation matrix, R, and the last two components
of the translation vector T are now determined. The first row of the rotation matrix
is then obtained by the vector product of the last two computed rows.
To compute the remaining unknowns t1 and kt, let us consider the first equation
in equation (7.59). Given the observation [yh(i), zh(i)]
T (i = 1, . . . , np), we have
yh(i)(r11xv(i)+ r12yv(i)+ r13zv(i)+ t1) = kt(r21xv(i)+ r22yv(i)+ r23zv(i)+ t2) (7.70)
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yh(1) − (r21xv(1) + r22yv(1) + r23zv(1) + t2)
...
...
yh(i) − (r21xv(i) + r22yv(i) + r23zv(i) + t2)
...
...








yh(1)(r11xv(1) + r12yv(1) + r13zv(1))
...
yh(i)(r11xv(i) + r12yv(i) + r13zv(i))
...








 = (GˆT Gˆ)−1GˆT b (7.74)
As R and T are solved, a 3D point can be projected onto an infrared thermal image.
Figure 7.13 demonstrates the calibration performance where many candidate points
are selected from the top image to cover the area of a rectangle disk. These points are
projected to the infrared thermal image at the bottom through the process in (7.57).
It is observed that the computed R and T provides the projection with satisfactory
resolution. Figure 7.13 also shows that only one portion (rectangle area) of the visual
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Figure 7.13: Projection demonstration
image can be observed from the corresponding infrared thermal image. It is due
to the fact that the thermal camera has a smaller field of view compared to the
visual cameras. Each pixel of the kth human object, O∗k(y, z), can be projected to the
corresponding infrared thermal image in the same manner as shown in Figure 7.13.
Let Sp be the area (in the infrared thermal image) covered by these projected points.




where η1 is a threshold and St is the thermal image size for a person standing in front



































where kw is a constant, zu and zb are the upper and lower bounds of human image
while yl(zh) and yr(zh) are the left and right bound of the human image for a certain
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value of zh. To make use of thermal features, let Sf be the area covered by both the




where η2 is set experimentally. These two simple conditions combine visual and ther-
mal features, and profit the enhancement of human identification. This is successfully
verified in our experiments.
7.5 Experimental Results
In this section, three sets of experiments are conducted in the Mechatronics and Au-
tomation Laboratory, National University of Singapore. The first set of experiments
present the performance of human detection using only stereo vision. The second
set of experiments examine the fusion of the stereo and infrared thermal images for
the enhancement of human detection, while the third set of experiments demonstrate
distinguishing the human beings from a human-like object by using these two types
of cameras.
7.5.1 Human Detection Using Stereo Vision Alone
Figure 7.14 shows single human detection using only stereo vision, wherein a person
is surrounded by many background objects such as books, chars, tables and so on.
The person moves in the front of the camera with the front facing the camera. It
shows that the detection and identification of human candidates is achieved by using





Figure 7.14: Human detection with front facing the camera
person tilts greatly as shown in the bottom right graph in this figure.
Figure 7.15 shows the cases where a human candidate moves in the laboratory with
side facing the camera and successful detections are achieved. Figure 7.16 demon-
strates that the stereo based technique provides satisfactory results with the presence
of multiple human candidates. Good performance is obtained even images of these












Figure 7.16: Human detection with two human candidates
7.5.2 Human Detection Using Both Stereo and Infrared Ther-
mal Cameras
Experiments using stereo based technique show that there are some false cases as
shown in Figure 7.17. The images in the left column of the figure show the false de-
tection of a person. The shoulders of the person are identified as human candidates.
The graphs in the right column of the figure show the Ψˆ(y, d) corresponding to the
images in the left column. The peaks shown in these graphs indicate that shoulders
of the person are able to provide significant detectable information and generate no-
ticeable peaks for segmentation. Since it is difficult to tell the relationship between
these peaks in Ψˆ(y, d), failure of human detection appears. However, it can be solved
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by using the infrared thermal feature provided by the infrared thermal camera. Fig-
ure 7.18 demonstrates the second set of experiments wherein the infrared thermal
images are used. The first column shows images with the failure of human detection.
The second column are filtered infrared thermal images, in which the hair, face and
neck of human candidate are enhanced while other objects such chairs, books, are re-
moved. The contour of visual features are transformed from conventional image and
superimposed onto the infrared thermal images, which are shown by ∗ in the infrared
thermal images. The last column demonstrates the fusion results of the stereo and
infrared thermal images. The results indicate clearly that the thermal features are
capable of removing the failure detection and thus enhancing the robustness of the
overall system.
Figure 7.19 shows some results where there are multiple human candidates with
two different backgrounds. Among these results, there are several difficult cases where
persons are very close to each other.
7.5.3 Human Detection in the Presence of Human-like Ob-
ject
Generally, there are human-like objects in a real-world environment. These objects
may be an advertisement with human shape, cube boxes and so on. To evaluate the
detection capability of both stereo-based and fusion based techniques, two cube boxes
are used in our experiments as shown in Figure 7.20. The small cube box is placed on
the large cube box for the purpose of mimicing the head-shoulder shape of humans. It
















































Figure 7.17: Human detection with failure
All the two cube boxes are identified as human body. However, this failure, Figure
7.21 (a) and (d), can be avoided if thermal features are used to verify the detected
human candidates using stereo based techniques, as shown in the middle figures of
Figure 7.21 (b) and (e). Figure 7.21 (c) and (f) show the detection results using the
fusion based techniques. It is obvious that the human-like object is ignored with the
assist of thermal features.
Although the fusion based human detection technique provides satisfactory results,
e.g., more than 90% success rate, there are several false cases. One example is shown in





Figure 7.18: Fusion based human detection
(a) (b) (c)
(d) (e) (f)




Figure 7.20: Detection of object with human shape based on stereo approach
(a) (b) (c)
(d) (e) (f)
Figure 7.21: Fusion based human detection
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is not detected while other portions such as two shoulders are identified. Since the
fusion based technique is based on the detection results provided by the stereo vision
system, correct human identification cannot be achieved if major human features are
not provided. Other false cases may include:
1. Since disparity values are computed using cross-correlation method and the
size of cross-correlation window is normally fixed, if a human candidate stands
too close to the camera, the corresponding points (used to calculate disparity
value) may not be in the same cross-correlation window. Thus, the disparity
calculation may not be available in this case, which in turn provides no human
detection results.
2. If a human candidate is far from the vision system, the disparity value may
be too small to be selected for segmentation purpose. In this case, the human
detection may also fail.
3. Due to the fact that the thermal camera has a limited field of view, no thermal
feature can be used if a human candidate is outside its field of view.
However these cases violate the assumptions made earlier in this chapter.
7.6 Summary
In this chapter, infrared thermal images have been incorporated with stereo images
in an effort to develop a vision system to robustly detect and identify humans in
3D space. Firstly, a scale-adaptive filter has been proposed for the stereo vision
system to detect human candidates. Secondly, thermal features were incorporated to
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Figure 7.22: Failure case using fusion based technique
distinguish heat generating objects and non-heat generating objects. The fusion of
these two types of cameras thus enables the overall vision system effective and robust
for human detection and identification.
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Chapter 8
Conclusions and Future Work
8.1 Conclusions
In this thesis, audio and visual perception for mobile robots have been investigated
for the purpose of sensing the environment around them. This investigation includes
passive sound localization mainly using acoustic sensors, and spatial human detection
using multiple visual sensors. Several strategies have been proposed in this thesis to
investigate friendly audio and visual perception systems for a mobile robot, which are
summarized as follows:
i) Utilization of multiple cues
We made use of multiple localization cues, namely, the ITD, IID and the sound
spectrum by using a closed asymmetrical rigid mask between two microphones.
It has been found that the mask results in asymmetrical IID measurements
while it has no noticeable effect on the ITD measurements. As a consequence,
the perceptible azimuth range has been increased two times to the full scale
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of 360 degrees. This work lays the foundation for sound localization using a
minimum number of microphones.
ii) Multiple sampling method
We proposed the multiple sampling method based on the observation that one
ITD measurement takes only 20 - 30 ms, which is short enough for the mi-
crophone system to be rotated to obtain additional information regarding the
source position. The investigation has shown that the rotation of the localiza-
tion system has a great effect on the stimulation patterns received by micro-
phones. It has also been shown that, for three- and two-microphone systems,
two and four samples of the ITD measurements are required respectively. In a
one-microphone system, five samples of the IID measurement should be used
instead. With continuous ITD sampling, and using the first derivative of two in-
dependent ITD measures with respect to the rotation angles of a 3-microphone
system, the directions of a stationary source can be estimated and the distant
to the source can be calculated after alignment.
iii) Multiple sensor fusion method
We have sought to acquire adequate position information from multiple sensors.
A single camera has been used to provide the complementary information to
the sound localization system. The position of a sound source can be derived
directly as an optimal solution to a defined criteria function if the camera is
calibrated, otherwise, the solution is obtained by training a neural network to
learn the mapping relationship embedded in a set of nonlinear equations.
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iv) Motion estimation in different scenarios
If a moving sound source is distant, the relative azimuth and elevation can be
estimated simultaneously without iterations by using a Y-shaped microphone
structure (3 microphones). This required 4 microphones in the literature. To
estimate the 3D motion of a nearby moving source, the acoustic and vision
systems have been fused to estimate the 3D position of the sound source. Using
the position estimates, a motion model, consisting of the translational velocity
and acceleration of the source, has in turn been estimated using a Kalman
Filter.
v) Neighborhood linear embedding algorithm
We have proposed an unsupervised learning algorithm to discover the inherent
properties, such as neighborhood relationships and global distributions, hidden
in high-dimensional observations. This algorithm also provides the Euclidean
distance histogram, which is generated to discover another significant property
of the data - clustering by applying a series of band pass filters. By incorpo-
rating a dimensionality reduction technique, this algorithm is able to learn the
intrinsic structures of image features and cluster them globally in a compact
and decipherable manner. This work addresses the issue of image feature ex-
traction and tracking, which provides the complementary information of the
sound source to the sound localization system.
vi) Human detection using multiple visual sensors
An infrared camera has been incorporated with a stereo rig in an effort to
develop a vision system to robustly detect and identify humans in 3D space.
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A scale-adaptive filter is first designed for the stereo vision system to detect
human candidates. Due to the fact that a conventional vision system is sensitive
to illumination and hard to distinguish human-like objects from humans, the
infrared camera has been used to distinguish between heat generating objects
and non-heat generating objects. The fusion of these two types of cameras
leads to an overall vision system which is both effective and robust for human
detection and identification.
8.2 Future Work
Several research works can be investigated based on our current works. These works
may include:
1. Since the proposed unsupervised learning algorithm is able to discover inherent
properties such as neighborhood relationship and global distribution, it can
be used to identify human voice. In such case, machine can recognize the
word spoken by a speaker without training, which can provide a more friendly
human-machine interface and has many potential applications to improve life
quality.
2. The clustering approach in the NLE algorithm is still a trial and error method as
a threshold for clustering has to be determined experimentally. An adaptive and
un-supervised method may be more appropriate for the realization of NLE. This
is also a fundamental problem in the research domain about data manipulation.
3. Different sensors can be integrated in modern office or home, thus equip the
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areas to be an “intelligent space”. It may provide convenient aids to the human
daily life, e.g., home security, monitoring and so forth.
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Appendix
A Calibration of Camera
For ease of implementation, a yellow marker is pasted on the front side of a speaker.
The image size is 768∗592 in order to achieve image resolution as high as possible.
The marker is detected by using a moving window.
Let P0 be a point in space of coordinate vector [Xa, Ya, Za] in the camera reference



















 = (1 + kc(1)r2 + kc(2)r4 + kc(5)r6)xn + dx
where r2 = y2n + z
2
n and dx is the tangential distortion vector
dx =

 2kc(3)ynzn + kc(4)(r2 + 2y2n)
kc(3)(r
2 + 2z2n) + 2kc(4)ynzn


Therefore, the 5-vector kc contains both radial and tangential distortion coefficients.
Once distortion is applied, the final pixel coordinates xi=[yi, zi] of the projection of
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P0 on the image is
yi = fc(1)(xd(1) + αcxd(2)) + cc(1)
zi = fc(2)xd(2) + cc(2)
Therefore, the pixel coordinate vector xi and the normalized coordinate vector xd are























fc(1) and fc(2) are the focal length expressed in units of horizontal and vertical pixels.
The ratio fc(2)/fc(1) is often called “aspect ratio”, which is different from 1 if the
pixel in the CCD array is not square. The coefficient αc encodes the angle between
the x and y axes.
A useful toolbox is provided in Matlab to calibrate the camera. The calibration is
achieved by using 25 images containing a calibration grid board at different positions
in space as shown in Figure 8.1.
To calibrate the intrinsic and extrinsic parameters, the corners of the grids should
be extracted from each individual image as shown in Figure 8.2 (a). All these data
would be used to estimate these parameters using optimal methods. The calibration
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Calibration images
Figure 8.1: Calibration Images
X
YO
The red crosses should be close to the image corners












(a) Extraction of Corner
Pixel error                      = [0.09126, 0.1253]
Focal Length                 = (898.906, 899.823)
Principal Point               = (386.678, 297.204)
Skew                              = 0
Radial coefficients         = (−0.2629, 0.44, 0)




+/− [0.007089, 0.05644, 0]
+/− [0.0003833, 0.0003778]





























Figure 8.2: Calibration results
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Table 8.1: Calibration Parameters
Parameters Values Uncertainty
Focal Length fc = (898.90569 899.82329) (1.21364 1.19519)
Principal point cc =(386.67825 297.20359) (2.49350 1.75574)
Skew αc = (0.00000 0.00000) angle of pixel axes = (90.00000 0.00000)
degrees Distortion kc = (-0.26286 0.44000 0.00183 0.00064 0.00000 ) (0.00709 0.05644 0.00038 0.00038 0.00000)
Pixel error err = (0.09126 0.12534)
is processed two times. Corresponding distortion model is achieved as in Figure 8.2
(b). The inverse problem of computing the normalized image projection vector xn
from the pixel coordinate xi is very useful to determine the projection line. Finally,
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