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Resumo
O objetivo principal deste trabalho acadeˆmico e´ apresentar e demonstrar o Teorema
de Hahn-Banach, bem como alguns de seus corola´rios para espac¸os vetorias normados.
Para isso, exploramos definic¸o˜es e exemplos de operadores lineares, funcionais linea-
res, funcionais sublineares, normas e seminormas. O Teorema de Hahn-Banach e´ um
resultado importante na a´rea da Matema´tica conhecida como Ana´lise Funcional.
Para a sua demonstrac¸a˜o, e´ utilizado outro resultado muito significativo na Ma-
tema´tica, que e´ o Lema de Zorn. Todos os conceitos envolvidos na formulac¸a˜o do Lema
de Zorn sa˜o explorados neste trabalho.
O trabalho e´ uma combinac¸a˜o de conteu´dos de A´lgebra Linear, Ca´lculo, Ana´lise e
Teoria de Conjuntos.
Palavras-chave: Teorema de Hahn-Banach, Ana´lise Funcional, Lema de Zorn.
Abstract
The main goal of this academic work is to present and to prove the Hahn-Banach
Theorem, as well as some of its corollaries for normed vector spaces. For that, we explore
definitions and examples of linear operators, linear functionals, sublinear functionals,
norms and seminorms. The Hahn-Banach Theorem is an important result in the area of
Mathematics known as Functional Analysis.
To prove the theorem, another very significant result in Mathematics is used, called
Zorn’s Lemma. All of the concepts involved in the formulation of Zorn’s Lemma are
explored in this work.
This work is a combination of topics in Linear Algebra, Calculus, Analysis and Set
Theory.
Keywords: Hahn-Banach Theorem, Functional Analysis, Zorn’s Lema.
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8Introduc¸a˜o
O conteu´do deste trabalho acadeˆmico gira em torno de um teorema conhecido como
Teorema de Hahn-Banach, que e´ um resultado muito utilizado em Ana´lise Funcional. Ele
pode ser formulado como um teorema de extensa˜o ou como um teorema de separac¸a˜o.
Quando visto como um teorema de separac¸a˜o, observa-se a sua interpretac¸a˜o geome´trica,
que trata de subespac¸os vetoriais, variedades lineares e hiperplanos.
Uma primeira versa˜o do Teorema foi formulada por Eduard Helly, no in´ıcio da
de´cada de 1920, e tratava de espac¸os vetoriais definidos sobre o corpo dos nu´meros reais
ou dos nu´meros complexos. O resultado foi de fato provado no final da de´cada, pelos
matema´ticos Hans Hahn e Stefan Banach, mas os dois matema´ticos consideraram apenas
espac¸os vetoriais sobre o corpo dos nu´meros reais. Aparentemente, Banach desconhecia
o trabalho feito por Hahn, mas publicou uma generalizac¸a˜o deste trabalho.
O resultado foi denominado Teorema de Hahn-Banach pela primeira vez em um
trabalho de Bohnenblust e Sobczyk, em 1938. Nele, o resultado foi generalizado para
espac¸os vetoriais sobre o corpo dos nu´meros complexos. Essa generalizac¸a˜o tambe´m foi
obtida por Soukhomlinov no mesmo ano.
A demonstrac¸a˜o do Teorema de Hahn-Banach depende do Lema de Zorn. Apesar
de ser citado como um lema, ele e´ utilizado como um axioma. O Lema de Zorn e´ equiva-
lente ao que e´ conhecido como Axioma da Escolha, que juntamente com os Axiomas de
Zermelo-Fraenkel, forma o conjunto de axiomas utilizados na Teoria de Conjuntos usual.
E´ conveniente destacar que o Axioma da Escolha e´ independente dos outros Axiomas de
Zermelo-Fraenkel.
Com o objetivo de estudar o Teorema de Hahn-Banach para espac¸os vetoriais nor-
mados, sobre o corpo dos nu´meros reais, e´ apresentado este trabalho acadeˆmico. Nele,
sa˜o explorados alguns conteu´dos presentes no curso de graduac¸a˜o em Matema´tica, mas
tambe´m sa˜o apresentados conceitos que na˜o sa˜o abordados durante o curso.
O trabalho esta´ divido em treˆs cap´ıtulos. O primeiro cap´ıtulo trata das definic¸o˜es
presentes na formulac¸a˜o do Teorema de Hahn-Banach e de seus corola´rios. Sa˜o mostrados
alguns exemplos de tais definic¸o˜es e sa˜o feitos resultados preliminares, com o objetivo
9de facilitar o estudo do Teorema em si. A principal refereˆncia utilizada neste cap´ıtulo e´
[6].
O segundo cap´ıtulo e´ dedicado ao Lema de Zorn. Sa˜o apresentados todos os conceitos
mencionados na formulac¸a˜o do Lema. Este cap´ıtulo e´ repleto de exemplos das definic¸o˜es
apresentadas, e inclusive mostra dois exemplos de aplicac¸o˜es do Lema de Zorn. Os livros
estudados que tratam do Teorema de Hahn-Banach tambe´m tratam do Lema de Zorn.
As refereˆncias mais utilizadas neste cap´ıtulo foram [5] e [6].
Por fim, o terceiro cap´ıtulo traz o enunciado e a demonstrac¸a˜o do Teorema de
Hahn-Banach. Na sequeˆncia, o Teorema e´ adaptado para a forma que sera´ utilizada
na demonstrac¸a˜o dos corola´rios. Eles sa˜o resultados significativos no estudo de espac¸os
vetoriais normados. Novamente, a refereˆncia [6] foi muito utilizada, juntamente com [1].
A total compreensa˜o do trabalho requer algum conhecimento nas a´reas de A´lgebra
Linear, Ana´lise, Ca´lculo e Teoria de Conjuntos.
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1 Definic¸o˜es e resultados
preliminares
Neste primeiro cap´ıtulo do trabalho, sera˜o apresentadas definic¸o˜es e resultados que
sa˜o necessa´rios para o entendimento do Teorema de Hahn-Banach e de seus corola´rios.
A maioria dos resultados foram escritos com base na refereˆncia [6]. Para a total com-
preensa˜o do cap´ıtulo, e´ necessa´ria uma base de A´lgebra Linear, de alguns resultados de
Ca´lculo e de Teoria dos Conjuntos.
1.1 Operadores
Definic¸a˜o 1.1. Sejam U e V dois espac¸os vetoriais sobre o mesmo corpo. Uma func¸a˜o
f : U → V e´ dita ser um operador U em V .
Definic¸a˜o 1.2. Sejam U e V dois espac¸os vetoriais sobre o mesmo corpo. Dizemos que
uma func¸a˜o f : U → V e´ um operador linear se para quaisquer u1 e u2 em U e α no
corpo dos escalares, f satisfaz:
(i) f(αu1) = αf(u1) e
(ii) f(u1 + u2) = f(u1) + f(u2).
Na sequeˆncia, sera˜o apresentados alguns exemplos cla´ssicos de operadores lineares.
Exemplo 1.3. Seja U um espac¸o vetorial sobre um corpo qualquer.
A func¸a˜o
IU : U → U
u 7−→ u
e´ um operador linear, chamado de operador identidade do espac¸o vetorial U , conforme
sera´ mostrado a seguir.
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Para provar que a func¸a˜o f e´ um operador linear, sera˜o analisadas as condic¸o˜es da
definic¸a˜o.
• Condic¸a˜o (i): Considere α ∈ R e u ∈ U quaisquer.
Sabemos que IU (αu) = αu. Como u = IU (u), temos IU (αu) = αIU (u).
• Condic¸a˜o (ii): Considere u1 e u2 quaisquer em U .
Sabemos que IU (u1 + u2) = u1 + u2. Como u1 = IU (u1) e u2 = IU (u2), temos
IU (u1 + u2) = IU (u1) + IU (u2).
Portanto, o operador identidade de qualquer espac¸o vetorial e´ um operador linear.
Exemplo 1.4. Dados dois espac¸os vetoriais U e V sobre o mesmo corpo de escalares,
definimos uma func¸a˜o θ da seguinte forma
θ: U → V
u 7−→ 0V
em que 0V e´ o vetor nulo do espac¸o vetorial V .
A func¸a˜o θ e´ chamada de operador nulo e e´ um operador linear, conforme sera´
mostrado a seguir.
• Condic¸a˜o (i): Considere α ∈ R e u ∈ U quaisquer.
Temos θ(αu) = 0V = α0V = αθ(u).
• Condic¸a˜o (ii): Considere u1 e u2 quaisquer em U .
Temos θ(u1 + u2) = 0V = 0V + 0V = θ(u1) + θ(u2).
Conclu´ımos que θ e´ um operador linear.
Exemplo 1.5. Seja P o conjunto de todos os polinoˆmios de uma varia´vel, com coefici-
entes reais. A cada polinoˆmio p ∈ P , associamos uma func¸a˜o polinomial p definida em
[a, b] ⊆ R. Chamamos de F o espac¸o dessas func¸o˜es. Temos que P e F sa˜o espac¸os
vetoriais sobre o corpo R com as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o por escalar usuais.
Definimos uma func¸a˜o de F em F da forma
f : F → F
p 7−→ p′
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em que p′ e´ a derivada da func¸a˜o polinomial p.
Vamos mostrar que f e´ um operador linear.
• Condic¸a˜o (i): Considere α ∈ R e p ∈ F quaisquer. Seja n o grau do polinoˆmio p.
Tomamos x ∈ [a, b] qualquer e escrevemos p(x) como
p(x) = pn · xn + pn−1 · xn−1 + ...+ p1 · x+ p0
para pn, pn−1, ..., p1 e p0 coeficientes reais.
Sabemos que p′(x) = n · pn · xn−1 + (n− 1) · pn−1 · xn−2 + ...+ p1.
Por outro lado, temos αp(x) = αpn · xn +αpn−1 · xn−1 + ...+αp1 · x+αp0 e assim
(αp)′(x) = n · αpn · xn−1 + (n− 1) · αpn−1 · xn−2 + ...+ α · p1.
Logo, temos (f(αp))(x) = (αp)′(x) = αp′(x) = α(f(p))(x) = (αf(p))(x).
Como o x era arbitra´rio, conclu´ımos que f(αp) = αp′ = αf(p).
• Condic¸a˜o (ii): Considere p e q quaisquer em F . Considere novamente n o grau
do polinoˆmio p.
Conforme vamos argumentar na sequeˆncia, quando tomamos x ∈ [a, b] qualquer,
podemos escrever p(x) e q(x) da forma
p(x) = pn · xn + pn−1 · xn−1 + ...+ p1 · x+ p0 e
q(x) = qn · xn + qn−1 · xn−1 + ...+ q1 · x+ q0,
para pn, pn−1, ..., p1, p0, qn, qn−1, ..., q1 e q0 coeficientes reais.
Se os dois polinoˆmios p e q tiverem o mesmo grau, com n sendo o grau dos po-
linoˆmios, enta˜o e´ fa´cil ver que podemos escrever p(x) e q(x) da maneira apresen-
tada.
No caso em que eles teˆm graus diferentes, vamos supor, sem perda de generalidade,
que o polinoˆmio que tem o maior grau entre os dois e´ o polinoˆmio p. Enta˜o
naturalmente escrevemos p(x) conforme apresentado, com n o grau de p. Para o
polinoˆmio q, que tem o menor grau, digamos que esse grau seja r. Enta˜o, para que
q(x) seja escrito da forma apresentada, os coeficientes com ı´ndices de r + 1 ate´ n
devem ser todos iguais a 0.
Ainda assim, temos
p′(x) = n · pn · xn−1 + (n− 1) · pn−1 · xn−2 + ...+ p1;
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q′(x) = n · qn · xn−1 + (n− 1) · qn−1 · xn−2 + ...+ q1.
Ale´m disso,
(p+ q)(x) = (pn + qn) · xn + (pn−1 + qn−1) · xn−1 + ...+ (p1 + q1) · x+ p0 + q0.
Logo
(p+ q)′(x) = n · (pn + qn) · xn−1 + (n− 1) · (pn−1 + qn−1) · xn−2 + ...+ p1 + q1.
Dessa forma, temos
(f(p+q))(x) = (p+q)′(x) = p′(x)+q′(x) = (f(p))(x)+(f(q))(x) = (f(p)+f(q))(x).
Como x era arbitra´rio, conclu´ımos que f(p+ q) = f(p) + f(q).
Conclu´ımos que f e´, de fato, um operador linear.
Exemplo 1.6. Considere C[a, b] o conjunto de todas as func¸o˜es cont´ınuas definidas em
um intervalo [a, b] ⊆ R, cuja imagem esta´ contida em R. Esse conjunto pode ser visto
como um espac¸o vetorial sobre o corpo R com as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o
por escalar usuais.
Definimos o seguinte operador:
T : C[a, b] → C[a, b]
f 7−→ T (f)
em que para todo x ∈ [a, b], temos (T (f))(x) =
∫ x
a
f(t)dt.
Note que o Teorema Fundamental do Ca´lculo, conforme pode ser observado na re-
fereˆncia [4] na pa´gina 19, nos garante que T (f) e´ uma func¸a˜o em C[a, b].
Vamos provar que T e´ um operador linear.
• Condic¸a˜o (i): Considere α ∈ R, f ∈ C[a, b] e x ∈ [a, b] quaisquer.
Observe que (T (f))(x) =
∫ x
a
f(t)dt e que (T (αf))(x) =
∫ x
a
αf(t)dt.
A igualdade
∫ x
a
αf(t)dt = α
∫ x
a
f(t)dt e´ imediata das propriedades das integrais.
Com isso, temos
(T (αf))(x) =
∫ x
a
αf(t)dt = α
∫ x
a
f(t)dt = α(T (f))(x) = (αT (f))(x).
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Como x era arbitra´rio, conclu´ımos que T (αf) = αT (f).
• Condic¸a˜o (ii): Considere f e g em C[a, b] e x ∈ [a, b] quaisquer.
Observe que (T (f))(x) =
∫ x
a
f(t)dt e que (T (g))(x) =
∫ x
a
g(t)dt.
Utilizando novamente as propriedades das integrais, temos∫ x
a
(f + g)(t)dt =
∫ x
a
f(t)dt+
∫ x
a
g(t)dt.
E da´ı podemos concluir que
(T (f + g))(x) =
∫ x
a
(f + g)(t)dt
=
∫ x
a
f(t)dt+
∫ x
a
g(t)dt
= (T (f))(x) + (T (g))(x)
= (T (f) + T (g))(x).
Como x era arbitra´rio, conclu´ımos que T (f + g) = T (f) + T (g).
Assim, o operador T e´ um operador linear.
1.2 Funcionais
Definic¸a˜o 1.7. Seja U um espac¸o vetorial sobre o corpo R. Chamamos de funcional
uma func¸a˜o f : U → R, ou seja, uma func¸a˜o cujo domı´nio e´ U e cuja imagem esta´ contida
em R.
Observac¸a˜o 1.8. Os funcionais definidos em um espac¸o vetorial U podem ser vistos
como operadores de U em R. Isso acontece porque o corpo dos escalares pode ser visto
como um espac¸o vetorial sobre ele mesmo.
Exemplo 1.9. Seja U um espac¸o vetorial sobre R e c ∈ R qualquer. A func¸a˜o
fc: U → R
u 7−→ c
e´ um exemplo de funcional.
Definic¸a˜o 1.10. Seja U um espac¸o vetorial sobre o corpo R. Um funcional f definido
em U e´ dito ser um funcional linear se para quaisquer u1 e u2 em U e α em R, f satisfaz:
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(i) f(αu1) = αf(u1) e
(ii) f(u1 + u2) = f(u1) + f(u2).
Exemplo 1.11. Considere R2 como um espac¸o vetorial sobre R com as operac¸o˜es de
adic¸a˜o e multiplicac¸a˜o por escalar usuais. O funcional
f : R2 → R
(a, b) 7−→ a
e´ um exemplo de funcional linear, conforme mostraremos a seguir, analisando as condic¸o˜es
da definic¸a˜o.
• Condic¸a˜o (i): Tome λ ∈ R um escalar e (a, b) ∈ R2 quaisquer.
Note que f((a, b)) = a e que f(λ(a, b)) = f((λa, λb)) = λa.
Logo, temos f(λ(a, b)) = λf((a, b)).
• Condic¸a˜o (ii): Tome agora (a, b) e (c, d) quaisquer em R2.
Note que f((a, b)) = a e que f((c, d)) = c.
Por outro lado, f((a, b) + (c, d)) = f((a+ c, b+ d)) = a+ c.
Conclu´ımos enta˜o que f((a, b) + (c, d)) = a+ c = f((a, b)) + f((c, d)).
Logo, o funcional f , conforme definido acima, e´ um funcional linear.
Exemplo 1.12. Seja U um espac¸o vetorial sobre R.
Considere o funcional
f0: U → R .
u 7−→ 0
O funcional f0 e´ chamado de funcional nulo. Vamos analisar as condic¸o˜es da de-
finic¸a˜o para descobrir se f0 e´ um funcional linear.
• Condic¸a˜o (i): Seja α ∈ R um escalar e u ∈ U quaisquer.
Temos f0(αu) = 0 = α · 0 = αf0(u).
• Condic¸a˜o (ii): Sejam u1 e u2 quaisquer em U .
Temos f0(u1 + u2) = 0 = 0 + 0 = f0(u1) + f0(u2).
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Obtemos que funcional nulo e´ um funcional linear. Este funcional e´ um caso parti-
cular do exemplo 1.4.
Observac¸a˜o 1.13. O funcional nulo e´ um caso particular do exemplo 1.9, em que temos
c = 0. Quando c 6= 0, o funcional fc na˜o e´ um funcional linear. Para verificar isso,
basta observar que para quaisquer u1 e u2 em U , temos fc(u1 + u2) = c, enquanto
fc(u1) + fc(u2) = c + c = 2c. Como c 6= 0, temos c 6= 2c, e com isso conclu´ımos que
fc(u1 + u2) 6= fc(u1) + fc(u2).
Definic¸a˜o 1.14. Seja U um espac¸o vetorial sobre o corpo R. Um funcional f definido
em U e´ dito ser um funcional sublinear se para quaisquer u1 e u2 em U e α ≥ 0 em R,
f satisfaz:
(i) f(αu1) = αf(u1) e
(ii) f(u1 + u2) ≤ f(u1) + f(u2).
Observe aqui que todo funcional linear e´ em particular um funcional sublinear.
Entretanto, nem todo funcional sublinear e´ linear.
Exemplo 1.15. Considere R como um espac¸o vetorial sobre R com as operac¸o˜es de
adic¸a˜o e multiplicac¸a˜o por escalar usuais. O funcional f definido da forma
f : R → R
u 7−→
 0, se u < 0u, se u ≥ 0
e´ um funcional sublinear que na˜o e´ um funcional linear, conforme sera´ mostrado.
Para provar que o funcional f e´, de fato, sublinear, observaremos que ele satisfaz as
condic¸o˜es da definic¸a˜o, atentando a todas as situac¸o˜es poss´ıveis.
• Condic¸a˜o (i): Considere α ∈ R com α ≥ 0 e u ∈ U quaisquer.
Se u < 0, enta˜o αu < 0. Nesse caso, temos f(u) = 0 e f(αu) = 0.
Assim, temos f(αu) = αf(u).
Se u ≥ 0, enta˜o αu ≥ 0. Nesse caso, temos f(u) = u e f(αu) = αu.
Assim, temos f(αu) = αf(u).
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• Condic¸a˜o (ii): Considere u1 e u2 quaisquer em U .
Se u1 < 0 e u2 < 0, enta˜o u1 + u2 < 0. Nesse caso, temos f(u1) = 0, f(u2) = 0 e
f(u1 + u2) = 0. Conclu´ımos que f(u1 + u2) ≤ f(u1) + f(u2).
Se u1 ≥ 0 e u2 ≥ 0, enta˜o u1 + u2 ≥ 0. Nesse caso, temos f(u1) = u1, f(u2) = u2
e f(u1 + u2) = u1 + u2. Logo, tambe´m temos f(u1 + u2) ≤ f(u1) + f(u2).
Se u1 < 0 e u2 ≥ 0, enta˜o podemos ter u1 + u2 < 0 ou u1 + u2 ≥ 0.
No caso u1 + u2 < 0, temos f(u1) = 0, f(u2) = u2 e f(u1 + u2) = 0.
Assim, temos f(u1 + u2) = 0 ≤ u2 = 0 + u2 = f(u1) + f(u2).
Ja´ no caso u1 + u2 ≥ 0, temos f(u1) = 0, f(u2) = u2 e f(u1 + u2) = u1 + u2.
Assim, temos f(u1 + u2) = u1 + u2 ≤ u2 = 0 + u2 = f(u1) + f(u2).
O caso em que temos u1 ≥ 0 e u2 < 0 e´ ana´logo ao caso em que u1 < 0 e u2 ≥ 0.
O racioc´ınio pode ser repetido substituindo u1 por u2 e u2 por u1.
De qualquer forma, sempre ocorre f(u1 + u2) ≤ f(u1) + f(u2).
Conclu´ımos que o funcional f e´ um funcional sublinear.
Entretanto, na˜o e´ um funcional linear. Observe que para u1 = −1 e u2 = 1, temos
f(u1) = 0, f(u2) = 1 e f(u1 + u2) = f(0) = 0. Portanto, f(u1 + u2) 6= f(u1) + f(u2).
1.3 Normas
Definic¸a˜o 1.16. Seja U um espac¸o vetorial sobre o corpo R. Chamamos de norma um
funcional
‖·‖: U → R
u 7−→ ‖u‖
tal que, para quaisquer u1 e u2 em U e α em R, sejam satisfeitas as condic¸o˜es:
(i) ‖u1‖ ≥ 0;
(ii) ‖u1‖ = 0⇔ u1 = 0U ;
(iii) ‖α · u1‖ = |α|·‖u1‖ e
(iv) ‖u1 + u2‖ ≤‖u1‖+‖u2‖.
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A condic¸a˜o (iv) da definic¸a˜o de norma, que corresponde a` condic¸a˜o (ii) da definic¸a˜o
de funcionais sublineares, e´ conhecida como desigualdade triangular.
Observac¸a˜o 1.17. Qualquer norma definida sobre um espac¸o vetorial U na˜o nulo e´ um
funcional que e´ sublinear, mas na˜o e´ linear. Para verificar que na˜o e´ linear, considere um
escalar α < 0 e um vetor na˜o nulo u ∈ U qualquer. Nesse caso, na˜o temos ‖α·u‖ = α‖u‖,
pois temos ‖α · u‖ = |α|·‖u‖ = −α‖u‖.
Exemplo 1.18. Considere n ∈ N∗. No espac¸o vetorial Rn com as operac¸o˜es de adic¸a˜o
e multiplicac¸a˜o por escalar de R usuais, escrevendo x ∈ Rn como x = (x1, x2, ..., xn),
podemos definir uma func¸a˜o em Rn da forma
‖·‖: Rn → R .
x 7−→
(
n∑
i=1
x2i
) 1
2
Nesse caso, note que ‖x‖ =
(
n∑
i=1
x2i
) 1
2
=
√
x21 + x
2
2 + ...+ x
2
n.
Mostraremos que essa func¸a˜o e´ uma norma. Ela e´ chamada de norma euclidiana de
Rn.
Para provar que essa func¸a˜o satisfaz as condic¸o˜es da definic¸a˜o de norma, em par-
ticular a condic¸a˜o (iv), utilizaremos a afirmac¸a˜o a seguir. A afirmac¸a˜o na˜o sera´ de-
monstrada aqui. Trata-se uma aplicac¸a˜o de um resultado conhecido como desigualdade
de Cauchy-Schwarz ou somente desigualdade de Schwarz, que na˜o sera´ explorado neste
trabalho, mas que pode ser encontrado na refereˆncia [2], na pa´gina 179.
Afirmac¸a˜o 1.19.
∣∣∣∣∣
n∑
i=1
x1y1
∣∣∣∣∣ ≤‖x‖‖y‖.
Seguimos enta˜o com a ana´lise da condic¸o˜es da definic¸a˜o de norma.
• Condic¸a˜o (i): Tome x = (x1, x2, ..., xn) em Rn qualquer.
O nu´mero ‖x‖ =
√
x21 + x
2
2 + ...+ x
2
n, por ser a raiz quadrada de um nu´mero real,
sempre satisfaz ‖x‖ ≥ 0.
• Condic¸a˜o (ii): Tome agora o vetor nulo de Rn, que denotaremos 0Rn. Quando
escrevemos 0Rn = (x1, x2, ..., xn), temos x1 = x2 = ... = xn = 0.
Assim, ‖0Rn‖ =
√
02 + 02 + ...+ 02 =
√
0 = 0.
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Conclu´ımos que se x = 0Rn enta˜o ‖x‖ = 0.
Por outro lado, seja x = (x1, x2, ..., xn) em Rn um vetor que satisfac¸a ‖x‖ = 0.
Nesse caso, temos
√
x21 + x
2
2 + ...+ x
2
n = 0 e isso significa que x
2
1+x
2
2+...+x
2
n = 0.
Agora note que x21 + x
2
2 + ...+ x
2
n e´ uma soma de parcelas na˜o negativas, pois para
todo i ∈ {1, ..., n}, temos x2i ≥ 0.
Assim, temos uma soma de termos na˜o negativos resultando em 0. Isso so´ e´
poss´ıvel se todos as parcelas da soma forem iguais a 0, ou seja, se ocorrer xi
2 = 0
para todo i ∈ {1, ..., n}. Para que isso acontec¸a, dado i ∈ {1, ..., n} qualquer,
devemos ter xi = 0.
Por fim, se x1 = x2 = ... = xn = 0, enta˜o x = 0Rn.
E assim temos que se ‖x‖ = 0, enta˜o x = 0Rn.
• Condic¸a˜o (iii): Considere x = (x1, x2, ..., xn) em Rn e α ∈ R quaisquer.
Vamos calcular o valor de ‖αx‖, obtendo
‖αx‖ =‖α(x1, x2, ..., xn)‖
=‖(αx1, αx2, ..., αxn)‖
=
√
(αx1)2 + (αx2)2 + ...+ (αxn)2.
Agora note que√
(αx1)2 + (αx2)2 + ...+ (αxn)2 =
√
α2x21 + α
2x22 + ...+ α
2x2n
=
√
α2(x21 + x
2
2 + ...+ x
2
n)
= |α|
√
x21 + x
2
2 + ...+ x
2
n.
Como
√
x21 + x
2
2 + ...+ x
2
n =‖x‖, obtemos que ‖αx‖ = |α|‖x‖.
• Condic¸a˜o (iv): Considere x = (x1, x2, ..., xn) e y = (y1, y2, ..., yn) quaisquer em Rn
Note que x+ y = (x1, x2, ..., xn) + (y1, y2, ..., yn) = (x1 + y1, x2 + y2, ..., xn + yn).
Ale´m disso, temos que ‖x‖2 =
n∑
i=1
x2i e ‖y‖2 =
n∑
i=1
y2i .
Vamos analisar o valor de ‖x+ y‖2.
Temos que ‖x+ y‖2 =
n∑
i=1
(xi + yi)
2.
Como (xi + yi)
2 = x2i + 2xiyi + y
2
i , temos que ‖x+ y‖2 =
n∑
i=1
(x2i + 2xiyi + y
2
i ).
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Assim,
‖x+ y‖2 =
n∑
i=1
x2i +
n∑
i=1
2xiyi +
n∑
i=1
y2i
=
n∑
i=1
x2i + 2
n∑
i=1
xiyi +
n∑
i=1
y2i .
Como
n∑
i=1
xiyi ≤
∣∣∣∣∣
n∑
i=1
xiyi
∣∣∣∣∣, obtemos ‖x+ y‖2 ≤
n∑
i=1
x2i + 2
∣∣∣∣∣
n∑
i=1
xiyi
∣∣∣∣∣+
n∑
i=1
y2i .
Pela afirmac¸a˜o 1.19, conclu´ımos que ‖x+ y‖2 ≤
n∑
i=1
x2i + 2‖x‖‖y‖+
n∑
i=1
y2i e assim
‖x+ y‖2 ≤‖x‖2 + 2‖x‖‖y‖+‖y‖2 = (‖x‖+‖y‖)2.
De ‖x+ y‖2 ≤ (‖x‖+‖y‖)2, obtemos que ‖x+ y‖ ≤‖x‖+‖y‖.
Com isso, provamos que a func¸a˜o ‖·‖, conforme definida anteriormente, e´ uma
norma em Rn.
Exemplo 1.20. No espac¸o C[a, b], ja´ explorado no exemplo 1.6, podemos definir a
seguinte func¸a˜o
‖·‖: C[a, b] → R .
f 7−→ max
x∈[a,b]
|f(x)|
O Teorema de Weierstrass e´ o que garante a existeˆncia do nu´mero max
x∈[a,b]
|f(x)| para
qualquer func¸a˜o em C[a, b].
Esse resultado de Ca´lculo pode ser encontrado na refereˆncia [3], na pa´gina 122.
Vamos provar que essa func¸a˜o ‖·‖ satisfaz todas as condic¸o˜es da definic¸a˜o de norma.
• Condic¸a˜o (i): Dada qualquer func¸a˜o f ∈ C[a, b], temos que max
x∈[a,b]
|f(x)|≥ 0 e assim
‖f‖ ≥ 0.
• Condic¸a˜o (ii): Considere f como a func¸a˜o nula definida em [a, b].
Nesse caso, temos ‖f‖ = max
x∈[a,b]
|f(x)|= max
x∈[a,b]
|0|= 0.
Por outro lado, considere f ∈ C[a, b] tal que ‖f‖ = 0.
Nesse caso max
x∈[a,b]
|f(x)|= 0. Isso significa que para todo x ∈ [a, b], temos |f(x)|= 0.
Assim, para todo x ∈ [a, b], o valor de f(x) e´ 0. Isso so´ ocorre quando f e´ a func¸a˜o
nula definida em [a, b].
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Conclu´ımos que ‖f‖ = 0, se e somente se, f e´ a func¸a˜o nula definida em [a, b].
• Condic¸a˜o (iii): Tome f ∈ C[a, b] e α ∈ R quaisquer.
Temos que ‖f‖ = max
x∈[a,b]
|f(x)| e que ‖αf‖ = max
x∈[a,b]
|αf(x)|= max
x∈[a,b]
(|α||f(x)|).
Como max
x∈[a,b]
(|α||f(x)|) = |α|max
x∈[a,b]
|f(x)|, conclu´ımos que ‖αf‖ = |α|‖f‖.
• Condic¸a˜o (iv): Tome agora f e g quaisquer em C[a, b].
Temos que ‖f‖ = max
x∈[a,b]
|f(x)| e ‖g‖ = max
x∈[a,b]
|g(x)|.
Ale´m disso ‖f + g‖ = max
x∈[a,b]
|(f + g)(x)|= max
x∈[a,b]
|f(x) + g(x)|.
Note que para todo x ∈ [a, b], temos |f(x) + g(x)|≤ |f(x)|+|g(x)|.
Disso, segue que max
x∈[a,b]
|f(x)+g(x)|≤ max
x∈[a,b]
(|f(x)|+|g(x)|) ≤ max
x∈[a,b]
|f(x)|+ max
x∈[a,b]
|g(x)|.
Assim, conclu´ımos que ‖f + g‖ ≤‖f‖+‖g‖.
Logo, a func¸a˜o ‖·‖ e´ uma norma em C[a, b].
Exemplo 1.21. Considere o conjunto `∞ como o conjunto das sequeˆncias de nu´meros
reais que sa˜o limitadas, ou seja, sequeˆncias da forma (xn)n∈N∗ tais que existe um nu´mero
c ∈ R que satisfaz, para todo n ∈ N∗, |xn|≤ c.
Podemos definir uma func¸a˜o em `∞ da forma
‖·‖: `∞ → R .
(xn)n∈N∗ 7−→ sup
i∈N∗
|xi|
Note inicialmente que podemos definir essa func¸a˜o devido ao fato das sequeˆncias
em `∞ serem limitadas. E´ isso, mais a completude de R, que garante a existeˆncia do
nu´mero sup
i∈N∗
|xi| para qualquer sequeˆncia (xn)n∈N∗ ∈ `∞.
Vamos provar agora que essa func¸a˜o satisfaz todas as condic¸o˜es da definic¸a˜o de
norma.
• Condic¸a˜o (i): Para qualquer sequeˆncia (xn)n∈N∗ em `∞, temos que sup
i∈N∗
|xi|≥ 0 pois
para todo i ∈ N∗, temos |xi|≥ 0.
• Condic¸a˜o (ii): Se (xn)n∈N∗ for a sequeˆncia nula em `∞, formada apenas por en-
tradas iguais a 0, enta˜o teremos sup
i∈N∗
|xi|= 0 e ‖(xn)n∈N∗‖ = 0.
Por outro lado, seja (xn)n∈N∗ ∈ `∞ uma sequeˆncia tal que ‖(xn)n∈N∗‖ = 0.
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Isso significa que sup
i∈N∗
|xi|= 0, mas isso so´ ocorre se |xi|= 0 para todo i ∈ N∗, ou
seja, se (xn)n∈N∗ for a sequeˆncia nula em `∞.
• Condic¸a˜o (iii): Considere (xn)n∈N∗ ∈ `∞ e α ∈ R quaisquer.
Temos que ‖(xn)n∈N∗‖ = sup
i∈N∗
|xi|.
Ale´m disso, ‖(αxn)n∈N∗‖ = sup
i∈N∗
|αxi|= |α|sup
i∈N∗
|xi|.
Logo, temos ‖α(xn)n∈N∗‖ = |α|‖(xn)n∈N∗‖.
• Condic¸a˜o (iv): Considere (xn)n∈N∗ e (yn)n∈N∗ quaisquer em `∞.
Temos que ‖(xn + yn)n∈N∗‖ = sup
i∈N∗
|xi + yi|.
Como |xi + yi|≤ |xi|+|y1| para todo i ∈ N∗, temos que
sup
i∈N∗
|xi + yi|≤ sup
i∈N∗
(|xi|+|yi|) ≤ sup
i∈N∗
|xi|+ sup
i∈N∗
|yi|.
Assim, temos ‖(xn + yn)n∈N∗‖ ≤‖(xn)n∈N∗‖+‖(yn)n∈N∗‖.
Conclu´ımos enta˜o que ‖·‖ e´ uma norma de `∞.
Exemplo 1.22. Considere p ∈ R tal que p ≥ 1. Definimos o conjunto `p como o
conjunto das sequeˆncias (xn)n∈N∗ de nu´meros reais tais que a se´rie
∞∑
i=1
|xi|p converge.
Para analisar esse conjunto, vamos utilizar a afirmac¸a˜o a seguir. Ela e´ conhecida
como desigualdade de Minkowski. Uma demonstrac¸a˜o dessa desigualdade pode ser en-
contrada em [6], a partir da pa´gina 11, e na˜o sera´ reproduzida neste trabalho.
Afirmac¸a˜o 1.23. Sejam (xn)n∈N∗ e (yn)n∈N∗ sequeˆncias em `p. Enta˜o e´ satisfeita a
desigualdade: ( ∞∑
i=1
|xi + yi|p
) 1
p
≤
( ∞∑
i=1
|xi|p
) 1
p
+
( ∞∑
i=1
|yi|p
) 1
p
.
A desigualdade de Minkowski e´ usada para mostrar que o conjunto `p e´ um espac¸o
vetorial sobre o corpo R com as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o por escalar usuais.
Assim, definimos uma func¸a˜o em `p da forma
‖·‖: `p → R .
(xn)n∈N∗ 7−→
( ∞∑
i=1
|xi|p
) 1
p
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Vamos analisar agora se a func¸a˜o ‖·‖ definida aqui satisfaz as condic¸o˜es da definic¸a˜o
de norma.
• Condic¸a˜o (i): Seja (xn)n∈N∗ ∈ `p uma sequeˆncia qualquer.
Sabemos que
∞∑
i=1
|xi|p≥ 0. Logo, temos que
( ∞∑
i=1
|xi|p
) 1
p
≥ 0.
Assim, conclu´ımos que ‖(xn)n∈N∗‖ ≥ 0.
• Condic¸a˜o (ii): Suponha que (xn)n∈N∗ e´ a sequeˆncia nula em `p, formada apenas
por entradas iguais a 0.
Nesse caso, temos
∞∑
i=1
|xi|p= 0, pois para todo i ∈ N∗, temos |xi|= 0.
Assim, ‖(xn)n∈N∗‖ =
( ∞∑
i=1
|xi|p
) 1
p
= 0
1
p = 0.
Por outro lado, seja (xn)n∈N∗ ∈ `p uma sequeˆncia tal que ‖(xn)n∈N∗‖ = 0.
Isso significa que
( ∞∑
i=1
|xi|p
) 1
p
= 0, que so´ ocorre quando
∞∑
i=1
|xi|p= 0.
Nesse caso, devemos ter |xi|= 0 para todo i ∈ N∗. Isso, por sua vez, so´ ocorre
quando a sequeˆncia (xn)n∈N∗ for a sequeˆncia nula em `p.
Foi provado enta˜o que dada uma sequeˆncia (xn)n∈N∗ ∈ `p, temos que (xn)n∈N∗ e´ a
sequeˆncia nula se e somente se ‖(xn)n∈N∗‖ = 0.
• Condic¸a˜o (iii): Considere (xn)n∈N∗ ∈ `p e α ∈ R quaisquer.
Temos que ‖(xn)n∈N∗‖ =
( ∞∑
i=1
|xi|p
) 1
p
.
Observe que ‖(αxn)n∈N∗‖ =
( ∞∑
i=1
|αxi|p
) 1
p
=
( ∞∑
i=1
|α|p|xi|p
) 1
p
= (|α|p) 1p
( ∞∑
i=1
|xi|p
) 1
p
.
Logo, temos ‖(αxn)n∈N∗‖ = |α|
( ∞∑
i=1
|xi|p
) 1
p
= |α|‖(xn)n∈N∗‖.
• Condic¸a˜o (iv): Considere (xn)n∈N∗ e (yn)n∈N∗ quaisquer em `p.
Note que ‖(xn)n∈N∗‖ =
( ∞∑
i=1
|xi|p
) 1
p
e ‖(yn)n∈N∗‖ =
( ∞∑
i=1
|yi|p
) 1
p
.
Ale´m disso, temos ‖(xn + yn)n∈N∗‖ =
( ∞∑
i=1
|xi + yi|p
) 1
p
.
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Portanto, para que a condic¸a˜o (iv) seja satisfeita, devemos ter( ∞∑
i=1
|xi + yi|p
) 1
p
≤
( ∞∑
i=1
|xi|p
) 1
p
+
( ∞∑
i=1
|yi|p
) 1
p
.
Assumindo que a desigualdade de Minkowski e´ verdadeira, temos
‖(xn + yn)n∈N∗‖ ≤‖(xn)n∈N∗‖+‖(yn)n∈N∗‖.
Conclu´ımos enta˜o que ‖·‖ e´ uma norma de `p.
Definic¸a˜o 1.24. Sejam U um espac¸o vetorial qualquer e ‖·‖ uma norma definida em U .
Nesse caso, dizemos que o par ordenado (U, ‖·‖) constitui um espac¸o vetorial normado.
Exemplo 1.25. Sejam (U, ‖·‖) um espac¸o vetorial normado e V um subespac¸o vetorial
de U . Se a norma ‖·‖ de U for restrita ao subespac¸o V , note que ela ainda satisfaz todas
as condic¸o˜es da definic¸a˜o de norma. Denotaremos ‖·‖V a norma restrita ao subespac¸o
V . Assim, o par (V, ‖·‖V ) tambe´m e´ um espac¸o normado.
Definic¸a˜o 1.26. Seja U um espac¸o vetorial sobre o corpo R. Chamamos de seminorma
ou pseudonorma um funcional p: U → R tal que, para quaisquer u1 e u2 em U e α em
R, sejam satisfeitas as condic¸o˜es:
(i) p(u1) ≥ 0;
(ii) p(α · u1) = |α|p(u1) e
(iii) p(u1 + u2) ≤ p(u1) + p(u2).
Pode-se destacar que toda norma e´ tambe´m uma seminorma. Ale´m disso, as semi-
normas tambe´m sa˜o exemplos de funcionais sublineares que na˜o sa˜o lineares.
Exemplo 1.27. O funcional nulo, apresentado no exemplo 1.12 pode ser visto como
uma pseudonorma sobre o espac¸o U , chamada de pseudonorma trivial. Entretanto, na˜o
sera´ uma norma, pois dado u ∈ U qualquer, f0(u) = 0 na˜o implica u = 0.
Observac¸a˜o 1.28. O funcional do exemplo 1.15 e´ um exemplo de funcional sublinear
que na˜o e´ uma seminorma.
1.4 Operadores limitados
Definic¸a˜o 1.29. Sejam (U, ‖·‖U ) e (V, ‖·‖V ) dois espac¸os vetoriais normados e T : U →
V um operador linear. Dizemos que T e´ limitado se existe um nu´mero c ∈ R tal que,
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para todo u ∈ U , temos ‖T (u)‖V ≤ c‖u‖U .
Em seguida, vamos analisar alguns operadores que ja´ foram apresentados, para
verificar se eles sa˜o limitados ou na˜o.
Exemplo 1.30. Seja (U, ‖·‖) um espac¸o vetorial normado. Vamos analisar o operador
identidade IU .
Para qualquer u ∈ U , temos ‖IU (u)‖ =‖u‖.
Logo, para c = 1, temos ‖IU (u)‖ ≤ c‖u‖.
Assim, o operador identidade e´ um operador linear limitado.
Exemplo 1.31. Sejam (U, ‖·‖U ) e (V, ‖·‖V ) dois espac¸os vetoriais normados. Vamos
analisar agora o operador nulo θ.
Para qualquer u ∈ U , temos ‖θ(u)‖V =‖0V ‖V = 0.
Assim, se tomarmos c = 0, temos ‖θ(u)‖V ≤ c‖u‖U .
Conclu´ımos que o operador nulo tambe´m e´ um operador linear limitado.
Exemplo 1.32. Considere X como o conjunto de todos os polinoˆmios de uma varia´vel,
com coeficientes reais. Como fizemos no exemplo 1.5, associamos a cada polinoˆmio
p ∈ X uma func¸a˜o polinomial p definida no intervalo [0, 1] ⊂ R. Chamaremos de Y o
conjunto dessas func¸o˜es. Nesse caso, Y e´ um espac¸o vetorial sobre R com as operac¸o˜es
de adic¸a˜o e multiplicac¸a˜o por escalar usuais.
Munimos o conjunto Y da norma
‖·‖: Y → R .
p 7−→ max
x∈[0,1]
|p(x)|
Essa norma ja´ foi explorada no exemplo 1.20.
Definimos um operador de Y em Y da forma
T : Y → Y
p 7−→ p′
em que p′ e´ a derivada do da func¸a˜o polinomial p.
Ja´ vimos que este operador e´ linear no exemplo 1.5. Vamos analisar agora se esse
operador e´ limitado.
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Tome n ∈ N e x ∈ [0, 1] quaisquer. Considere pn ∈ Y a func¸a˜o que associa, a cada
x ∈ [0, 1], o nu´mero xn.
Nesse caso, temos ‖pn‖ = max
x∈[0,1]
|pn(x)|= max
x∈[0,1]
|xn|= 1.
Sabemos que p′n(x) = n · xn−1.
Assim, ‖p′n‖ = max
x∈[0,1]
|p′n(x)|= max
x∈[0,1]
|n · xn−1|= n.
Dessa forma, se o operador T fosse limitado, enta˜o existiria um nu´mero c ∈ R tal
que ‖p′n‖ ≤ c‖pn‖.
Nesse caso, ter´ıamos c ≥ ‖p
′
n‖
‖pn‖ = n.
Como n era um nu´mero natural qualquer e o conjunto N na˜o e´ limitado superior-
mente, enta˜o na˜o existe nenhum valor c ∈ R tal que a desigualdade ‖p′n‖ ≤ c‖pn‖ seja
va´lida para todo n ∈ N.
Logo, o operador T na˜o e´ limitado.
Exemplo 1.33. Considere C[0, 1] o conjunto de todas as func¸o˜es cont´ınuas definidas
em [0, 1] cuja imagem esta´ contida em R. Nesse caso, C[0, 1] e´ um espac¸o vetorial sobre
R com as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o por escalar usuais.
Munimos o conjunto C[0, 1] da norma
‖·‖: X → R .
f 7−→ max
x∈[0,1]
|f(x)|
Definimos um operador de C[0, 1] em C[0, 1] da forma
T : C[0, 1] → C[0, 1]
f 7−→ T (f)
em que para todo x ∈ [0, 1], temos (T (f))(x) =
∫ 1
0
k(x, y)f(y)dy e k : [0, 1]× [0, 1]→ R
e´ uma func¸a˜o cont´ınua.
Na teoria de espac¸os me´tricos, observa-se que o conjunto [0, 1]×[0, 1] ⊆ R2 e´ fechado
e limitado em R2 com a me´trica usual. Uma consequeˆncia do Teorema de Weierstrass
para func¸o˜es definidas em R2 garante que a func¸a˜o k e´ limitada, pois e´ uma func¸a˜o
cont´ınua definida em um conjunto fechado e limitado. Como a func¸a˜o k e´ limitada,
existe um nu´mero k0 ∈ R tal que para todo (x, y) ∈ [0, 1] × [0, 1], temos |k(x, y)| ≤ k0.
Esse resultado pode ser observado na refereˆncia [7], na pa´gina 44.
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Vamos calcular o valor de ‖T (f)‖.
Temos ‖T (f)‖ = max
x∈[0,1]
|T (f(x))|= max
x∈[0,1]
∣∣∣∣∫ 1
0
k(x, y)f(y)dy
∣∣∣∣.
Agora note que∣∣∣∣∫ 1
0
k(x, y)f(y)dy
∣∣∣∣ ≤ ∫ 1
0
|k(x, y)||f(y)|dy ≤
∫ 1
0
k0 ·
(
max
x∈[0,1]
|f(x)|
)
dy.
Assim,
‖T (f)‖ ≤
∫ 1
0
k0 ·
(
max
x∈[0,1]
|f(x)|
)
dy = k0 ·
(
max
x∈[0,1]
|f(x)|
)
= k0‖f‖.
Conclu´ımos que ‖T (f)‖ ≤ k0‖f‖ para toda func¸a˜o f ∈ C[0, 1].
Logo, o operador T e´ um operador limitado.
Observac¸a˜o 1.34. Sabemos que (R, |·|) e´ um espac¸o vetorial normado sobre o corpo R.
Vendo um funcional definido em U como um operador de U em V , com V = R, obtemos
a definic¸a˜o de funcional linear limitado, conforme apresentada a seguir.
Definic¸a˜o 1.35. Seja (U, ‖·‖) um espac¸o vetorial normado sobre o corpo R. Um funci-
onal linear f definido em U e´ dito ser limitado se existe um nu´mero c ∈ R tal que, para
todo u ∈ U , temos |f(u)|≤ c‖u‖.
1.5 Conjuntos L(U, V ) e B(U, V )
Nesta sec¸a˜o do trabalho, vamos apresentar e explorar os conjuntos L(U, V ) eB(U, V ).
Dados dois espac¸os vetoriais U e V , denotamos por L(U, V ) o conjunto dos opera-
dores lineares de U em V .
Podemos definir as seguintes operac¸o˜es:
(i) adic¸a˜o de elementos:
+ : L(U, V )× L(U, V ) → L(U, V ) ;
(T1, T2) 7−→ T1 + T2: U → R
u 7−→ T1(u) + T2(u)
(ii) multiplicac¸a˜o de um escalar de R por um elemento de L(U, V ):
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· : R× L(U, V ) → L(U, V ) .
(α, T ) 7−→ α · T : U → R
u 7−→ α · T (u)
E´ poss´ıvel mostrar que o conjunto L(U, V ) e´ tambe´m um espac¸o vetorial sobre R,
com as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o por escalar definidas aqui. O corpo dos
escalares em questa˜o e´ o corpo R. Esse fato e´ apresentado na refereˆncia [2], na pa´gina
101. O elemento neutro de L(U, V ) sera´ o operador nulo de U em V .
Dados dois espac¸os vetoriais normados (U, ‖·‖U ) e (V, ‖·‖V ), denotamos por B(U, V )
o conjunto dos operadores lineares limitados de U em V . E´ evidente que temos B(U, V ) ⊆
L(U, V ). Ale´m disso, e´ poss´ıvel mostrar que o conjunto B(U, V ) e´ fechado com relac¸a˜o a`s
operac¸o˜es ja´ apresentadas. O operador nulo de U em V , conforme ja´ foi visto, pertence
a B(U, V ), pois e´ um operador limitado. Assim, o conjunto B(U, V ) tambe´m pode ser
visto como um espac¸o vetorial sobre R, ja´ que e´ um subespac¸o vetorial de L(U, V ).
Considere T ∈ B(U, V ). Sabemos que existe um nu´mero c ∈ R tal que, para
todo u ∈ U vale a desigualdade ‖T (u)‖V ≤ c‖u‖U . Tome agora um nu´mero c′ ∈ R
tal que c ≤ c′. Nesse caso, para todo u ∈ U , temos c‖u‖U ≤ c′‖u‖U , o que implica
‖T (u)‖V ≤ c′‖u‖U .
Podemos concluir enta˜o que dado um operador limitado, na˜o existe apenas um valor
de c tal que, para todo u ∈ U , a desigualdade ‖T (u)‖V ≤ c‖u‖U seja satisfeita. Por
exemplo, no exemplo 1.31, c poderia assumir qualquer valor a partir de 0. Podemos nos
questionar, enta˜o, se e´ poss´ıvel encontrar um valor mı´nimo para c.
Podemos fazer a ana´lise desconsiderando o vetor 0U , ja´ que para qualquer operador
linear T : U → V , temos T (0U ) = 0V e isso implica ‖T (0U )‖V =‖0V ‖V = 0. Assim,
para qualquer nu´mero c ∈ R, a igualdade ‖T (0U )‖V ≤ c‖0U‖U e´ satisfeita.
Pois bem, se existe um nu´mero c ∈ R tal que, para todo u ∈ U com u 6= 0U , temos
‖T (u)‖V ≤ c‖u‖U , enta˜o podemos afirmar que, para todo u ∈ U com u 6= 0U , ocorre
‖T (u)‖V
‖u‖U ≤ c.
Nesse caso, c e´ uma cota superior para o conjunto{‖T (u)‖V
‖u‖U ; u ∈ U, u 6= 0U
}
.
Assim, o conjunto apresentado e´ limitado superiormente. Por isso, admite um su-
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premo.
Para que c seja a menor cota superior poss´ıvel, devemos ter c = sup
u∈U,u6=0U
‖T (u)‖V
‖u‖U .
Vamos denotar este valor de c como ‖T‖, obtendo a desigualdade
‖T (u)‖V ≤‖T‖‖u‖U (1.1)
va´lida para qualquer vetor u ∈ U . Conforme ja´ foi comentado, essa desigualdade e´
sempre va´lida para o vetor nulo de U .
Provaremos a seguir que essa definic¸a˜o do nu´mero c, para cada operador linear
limitado, define uma norma no espac¸o B(U, V ).
No caso dos funcionais lineares limitados, como V = R, a equac¸a˜o 1.1 pode ser vista
da forma
|f(u)|≤‖f‖‖u‖U . (1.2)
No espac¸o B(U, V ), definimos a seguinte func¸a˜o
‖·‖: B(U, V ) → R .
T 7−→ sup
u∈U,u 6=0U
‖T (u)‖V
‖u‖U
Proposic¸a˜o 1.36. A func¸a˜o definida acima e´ uma norma em B(U, V ).
Demonstrac¸a˜o. Para provar a proposic¸a˜o, vamos provar que a func¸a˜o em questa˜o satisfaz
todas as condic¸o˜es da definic¸a˜o de norma.
• Condic¸a˜o (i): Considere T ∈ B(U, V ) qualquer. Sabemos que, para qualquer
u ∈ U com u 6= 0U , ocorre ‖u‖U > 0 e ‖T (u)‖V ≥ 0.
Portanto, temos ‖T‖ = sup
u∈U,u 6=0U
‖T (u)‖V
‖u‖U ≥ 0.
• Condic¸a˜o (ii): Seja T o operador nulo de U em V . Sabemos que para todo u ∈ U ,
vale ‖T (u)‖V = 0.
Assim, ‖T‖ = sup
u∈U,u6=0U
‖T (u)‖V
‖u‖U = 0.
Por outro lado, considere T ∈ B(U, V ) tal que ‖T‖ = 0.
Nesse caso, temos
sup
u∈U,u 6=0U
‖T (u)‖V
‖u‖U = 0.
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Isso significa que
‖T (u)‖V
‖u‖U = 0 para todo u ∈ U com u 6= 0U .
Assim, temos que ‖T (u)‖V = 0 para todo u ∈ U , com u 6= 0U . Ja´ sabemos que
‖T (0U )‖ = 0. Logo, temos T (u) = 0V para todo u ∈ U , o que so´ ocorre quando T
e´ o operador nulo de U em V .
• Condic¸a˜o (iii): Sejam T ∈ B(U, V ) e α ∈ R quaisquer.
Temos que ‖αT‖ = sup
u∈U,u6=0U
‖αT (u)‖V
‖u‖U = supu∈U,u 6=0U
|α|‖T (u)‖V
‖u‖U .
Logo, temos
‖αT‖ = |α|
(
sup
u∈U,u6=0U
‖T (u)‖V
‖u‖U
)
= |α|‖T‖.
• Condic¸a˜o (iv): Sejam T1 e T2 quaisquer em B(U, V ). Temos que
‖T1 + T2‖ = sup
u∈U,u 6=0U
‖(T1 + T2)(u)‖V
‖u‖U = supu∈U,u 6=0U
‖T1(u) + T2(u)‖V
‖u‖U .
Como ‖T1(u) + T2(u)‖V ≤‖T1(u)‖V +‖T2(u)‖V , obtemos
sup
u∈U,u6=0U
‖T1(u) + T2(u)‖V
‖u‖U ≤ supu∈U,u6=0U
‖T1(u)‖V
‖u‖U + supu∈U,u 6=0U
‖T2(u)‖V
‖u‖U .
Agora note que ‖T1‖ = sup
u∈U,u6=0U
‖T1(u)‖V
‖u‖U e ‖T2‖ = supu∈U,u 6=0U
‖T2(u)‖V
‖u‖U .
Conclu´ımos que ‖T1 + T2‖ ≤‖T1‖+‖T2‖.
Assim, a func¸a˜o e´ uma norma em B(U, V ).

A proposic¸a˜o a seguir apresenta outra maneira de escrever o nu´mero sup
u∈U,u 6=0U
‖T (u)‖V
‖u‖U .
Proposic¸a˜o 1.37. Sejam (U, ‖·‖U ) e (V, ‖·‖V ) dois espac¸os vetoriais normados e T :
U → V um operador linear. Enta˜o temos
sup
u∈U,u 6=0U
‖T (u)‖V
‖u‖U = supx∈U,‖x‖U=1
‖T (x)‖V .
Demonstrac¸a˜o. Dado qualquer vetor u ∈ U com u 6= 0U , podemos escrever u como
u·‖u‖U
‖u‖U .
Assim, temos sup
u∈U,u 6=0U
‖T (u)‖V
‖u‖U = supu∈U,u6=0U
‖T (u·‖u‖U‖u‖U )‖V
‖u‖U .
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Como T e´ um operador linear, sabemos que T
(
u·‖u‖U
‖u‖U
)
=‖u‖U · T
(
u
‖u‖U
)
.
Com isso, obtemos
sup
u∈U,u6=0U
‖T (u·‖u‖U‖u‖U )‖V
‖u‖U = supu∈U,u6=0U
‖u‖U‖T ( u‖u‖U )‖V
‖u‖U = supu∈U,u 6=0U
∥∥∥∥T ( u‖u‖U
)∥∥∥∥
V
.
Agora note que
∥∥∥∥ u‖u‖U
∥∥∥∥
U
=
‖u‖U
‖u‖U = 1.
Com isso, conclu´ımos que
{
u
‖u‖U ; u ∈ U, u 6= 0U
}
= {x ; x ∈ U, ‖x‖U = 1}.
Assim, o nu´mero sup
u∈U,u6=0U
∥∥∥∥T ( u‖u‖U
)∥∥∥∥
V
e´ o supremo do conjunto
{‖T (x)‖V ; x ∈ U, ‖x‖U = 1} .
Dessa forma, temos que
sup
u∈U,u6=0U
∥∥∥∥T ( u‖u‖U
)∥∥∥∥
V
= sup
x∈U,‖x‖U=1
‖T (x)‖V .
E disso podemos concluir
sup
u∈U,u 6=0U
‖T (u)‖V
‖u‖U = supx∈U,‖x‖U=1
‖T (x)‖V .

O pro´ximo resultado relaciona a dimensa˜o de um espac¸o vetorial normado com os
operadores lineares limitados definidos neste espac¸o. Para prova´-lo, utilizamos o lema
apresentado a seguir. O lema na˜o sera´ demonstrado aqui, mas uma demonstrac¸a˜o dele
pode ser encontrada em [6], na pa´gina 72.
Lema 1.38. Seja (U, ‖·‖) um espac¸o vetorial normado de dimensa˜o qualquer e {u1, u2, ..., un}
um conjunto linearmente independente de vetores de U . Enta˜o existe um nu´mero c ∈ R
com c > 0 tal que para qualquer escolha de escalares α1, α2, ..., αn, vale
‖α1u1 + α2u2 + ...+ αnun‖ ≥ c(|α1|+|α2|+...+ |αn|).
Teorema 1.39. Seja (U, ‖·‖) um espac¸o vetorial normado de dimensa˜o finita. Enta˜o
todo operador linear definido em U e´ limitado.
Demonstrac¸a˜o. Sejam n a dimensa˜o de U e {e1, ..., en} uma base de U .
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Para provar que todo operador linear definido em U e´ limitado, tome T um operador
linear definido em U qualquer. Seja (V, ‖·‖V ) o espac¸o vetorial normado onde encontra-se
a imagem de T .
Dado u ∈ U qualquer, existem escalares α1, ..., αn tais que
u = α1e1 + ...+ αnen.
Dessa forma, temos ‖T (u)‖V =‖T (α1e1 + ...+ αnen)‖V .
Pela desigualdade triangular aplicada em ‖·‖V , temos
‖T (u)‖V =‖T (α1e1 + ...+ αnen)‖V ≤ ‖T (α1e1)‖V + ...+‖T (αnen)‖V . (1.3)
Como T e´ linear, enta˜o para cada i ∈ N, com i entre 1 e n, vale T (αiei) = αiT (ei)
e disso segue que ‖T (αiei)‖V =‖αiT (ei)‖V = |αi|‖T (ei)‖V .
Podemos enta˜o reescrever a equac¸a˜o 1.3 da forma
‖T (u)‖V ≤ |α1|‖T (e1)‖V + ...+ |αn|‖T (en)‖V =
n∑
j=1
(|αj |‖T (ej)‖V ) . (1.4)
Agora note que para todo i ∈ N, com i entre 1 e n, temos ‖T (ei)‖V ≤ max
1≤k≤n
‖T (ek)‖V .
Utilizando agora a equac¸a˜o 1.4 temos
‖T (u)‖V ≤
n∑
j=1
(|αj |‖T (ej)‖V ) ≤ max
1≤k≤n
‖T (ek)‖V
 n∑
j=1
|αj |
 . (1.5)
Pelo lema 1.38, existe um nu´mero a > 0 tal que
a
 n∑
j=1
|αj |
 ≤
∥∥∥∥∥∥
n∑
j=1
αjej
∥∥∥∥∥∥ .
Da´ı segue que
n∑
j=1
|αj | ≤ 1
a
∥∥∥∥∥∥
n∑
j=1
αjej
∥∥∥∥∥∥ = 1a‖u‖. (1.6)
Por fim, das equac¸o˜es 1.5 e 1.6 obtemos
‖T (u)‖V ≤ max
1≤k≤n
‖T (ek)‖V
 n∑
j=1
|αj |
 ≤ max
1≤k≤n
‖T (ek)‖V
(
1
a
‖u‖
)
.
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Assim, para c =
1
a
(
max
1≤k≤n
‖T (ek)‖V
)
, temos ‖T (u)‖V ≤ c‖u‖, o que significa que T
e´ limitado.

1.6 Extenso˜es de funcionais
O Teorema de Hahn-Banach trata de extenso˜es de funcionais. As definic¸o˜es e o
teorema apresentados a seguir servem para auxiliar o entendimento do Teorema de Hahn-
Banach e de seus corola´rios, que sera˜o apresentados no cap´ıtulo 3.
Definic¸a˜o 1.40. Sejam U um espac¸o vetorial sobre R, V e W dois subespac¸os vetoriais
de U e f : V → R um funcional. Dizemos que uma func¸a˜o g : W → R e´ uma extensa˜o
de f quando g e´ um funcional tal que V ⊆ W e g|V = f . Quando g for um funcional
linear, diremos que g e´ uma extensa˜o linear de f .
Exemplo 1.41. Sejam U um espac¸o vetorial sobre R e f : U → R um funcional.
Nota-se que f e´ uma extensa˜o de f , ja´ que temos U ⊆ U e f |U= f .
Definic¸a˜o 1.42. Sejam U um espac¸o vetorial sobre R e f : V → R um funcional.
Dizemos que uma func¸a˜o g : W → R e´ uma extensa˜o pro´pria de f quando g e´ uma
extensa˜o de f e g 6= f .
Teorema 1.43. Sejam (U, ‖·‖) um espac¸o vetorial normado sobre R, V e W dois su-
bespac¸os vetoriais de U tais que V ⊆ W , f : V → R um funcional e g : W → R uma
extensa˜o de f . Enta˜o ‖f‖V ′ ≤‖g‖W ′.
Na demonstrac¸a˜o do teorema, para facilitar a escrita, utilizaremos a notac¸a˜o ‖·‖
para a norma de U restrita a V e a W .
Demonstrac¸a˜o. Como g|V = f , sabemos que
‖f‖V ′ = sup
v∈V,‖v‖=1
|f(v)| = sup
v∈V,‖v‖=1
|g(v)|.
Como V ⊆W , temos
sup
v∈V,‖v‖=1
|g(v)| ≤ sup
w∈W,‖w‖=1
|g(w)| = ‖g‖W ′ .
Dessa forma, temos ‖f‖V ′ ≤‖g‖W ′ .

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1.7 Operadores cont´ınuos
Definic¸a˜o 1.44. Sejam (U, ‖·‖U ) e (V, ‖·‖V ) dois espac¸os vetoriais normados, T : U → V
um operador linear e u0 ∈ U qualquer. Dizemos que T e´ um operador cont´ınuo em u0
se, para todo ε ∈ R com ε > 0, existe um δ ∈ R com δ > 0 tal que, para todo u ∈ U
com ‖u− u0‖U ≤ δ, ocorre ‖T (u)− T (u0)‖V ≤ ε.
Definic¸a˜o 1.45. Sejam (U, ‖·‖U ) e (V, ‖·‖V ) dois espac¸os vetoriais normados e T : U →
V um operador linear. Dizemos que T e´ um operador cont´ınuo ou cont´ınuo em U se T
e´ cont´ınuo em todo u ∈ U .
Exemplo 1.46. O operador identidade, do exemplo 1.3, e´ um exemplo de operador
cont´ınuo em U .
Para mostrar isso, considere u0 ∈ U qualquer.
Tome ε ∈ R com ε > 0 qualquer. Considerando δ = ε, note que para todo u ∈ U
com ‖u− u0‖U ≤ δ = ε, ocorre ‖T (u)− T (u0)‖U =‖u− u0‖U ≤ δ = ε.
Conclu´ımos que o operador identidade e´ um operador cont´ınuo.
Exemplo 1.47. Considere o operador nulo, do exemplo 1.4. Note que para quaisquer
dois elementos u e u0 em U , temos ‖θ(u)− θ(u0)‖V =‖0V − 0V ‖V =‖0V ‖V = 0.
Assim, para quaisquer ε ∈ R com ε > 0 e δ ∈ R com δ > 0, quando ‖u− u0‖U ≤ δ,
ocorre ‖T (u)− T (u0)‖V = 0 ≤ ε.
Conclu´ımos que o operador nulo e´ cont´ınuo em U .
O teorema a seguir mostra a relac¸a˜o entre operadores cont´ınuos e limitados.
Teorema 1.48. Sejam (U, ‖·‖U ) e (V, ‖·‖V ) dois espac¸os vetoriais normados e T : U →
V um operador linear. Enta˜o T e´ um operador cont´ınuo se, e somente se, T e´ um
operador limitado.
Demonstrac¸a˜o. Observe inicialmente que o teorema pode ser provado desconsiderando o
operador nulo, pois ja´ foi visto que este operador e´ limitado e cont´ınuo. Suponha enta˜o
que T na˜o e´ o operador nulo.
Na primeira parte da demonstrac¸a˜o, vamos supor que T e´ um operador cont´ınuo e
concluir que T e´ limitado.
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Tome um vetor u0 ∈ U e um nu´mero ε ∈ R com ε > 0 quaisquer. Se T e´ um
operador cont´ınuo, enta˜o sabemos que existe um δ ∈ R com δ > 0 tal que, para todo
u ∈ U com ‖u− u0‖U ≤ δ, ocorre ‖T (u)− T (u0)‖V ≤ ε.
Tome x ∈ U qualquer, com x 6= 0U , e defina u como u = u0 + δx‖x‖U .
Agora note que ‖u− u0‖U =
∥∥∥∥ δx‖x‖U
∥∥∥∥
U
= δ.
Pela continuidade de T em u0, temos
‖T (u)− T (u0)‖V ≤ ε. (1.7)
Por outro lado, temos ‖T (u)− T (u0)‖V =‖T (u− u0)‖V , pois T e´ linear.
Assim,
‖T (u)− T (u0)‖V =‖T (u− u0)‖V =
∥∥∥∥T ( δx‖x‖U
)∥∥∥∥
V
=
δ
‖x‖U ‖T (x)‖V . (1.8)
Das equac¸o˜es 1.7 e 1.8, conclu´ımos que
δ
‖x‖U ‖T (x)‖V ≤ ε, ou seja, que
‖T (x)‖V ≤
ε
δ
‖x‖U . (1.9)
Como x era um vetor na˜o nulo arbitra´rio, conclu´ımos que equac¸a˜o 1.9 e´ va´lida para
qualquer vetor na˜o nulo de U .
Ale´m disso, observe que para x = 0U , a equac¸a˜o 1.9 ainda e´ va´lida.
Logo, a equac¸a˜o 1.9 e´ va´lida para todo vetor de U , e isso prova que T e´ um operador
limitado.
Vamos supor agora, na segunda parte da demonstrac¸a˜o, que o operador T e´ limitado.
Para chegar a` conclusa˜o de que T e´ cont´ınuo, fixamos um nu´mero ε ∈ R com ε > 0
qualquer. Como T e´ limitado e T na˜o e´ o operador nulo, podemos nos referir ao valor
de ‖T‖, conforme ja´ visto, e sabemos que ‖T‖ 6= 0.
Considere enta˜o δ =
ε
‖T‖ .
Tome agora u0 ∈ U qualquer e u ∈ U tal que ‖u− u0‖U ≤ δ.
Como T e´ linear, temos ‖T (u)− T (u0)‖V =‖T (u− u0)‖V .
Pela equac¸a˜o 1.1, sabemos que ‖T (u− u0)‖V ≤‖T‖‖u− u0‖U .
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Como ‖u− u0‖U ≤ δ, conclu´ımos que
‖T (u)− T (u0)‖V ≤‖T‖‖u− u0‖U ≤‖T‖δ =‖T‖ · ε‖T‖ = ε.
Como ε era arbitra´rio, conclu´ımos que T e´ um operador cont´ınuo em u0. Como u0
tambe´m era arbitra´rio, conclu´ımos que T e´ um operador limitado em U .

Corola´rio 1.49. Sejam (U, ‖·‖U ) e (V, ‖·‖V ) dois espac¸os vetoriais normados e T : U →
V um operador linear. Se T for cont´ınuo em um elemento qualquer de U , enta˜o T e´
cont´ınuo em U .
Demonstrac¸a˜o. Suponha que T seja cont´ınuo em um elemento qualquer de U .
Na primeira parte da demonstrac¸a˜o do teorema 1.48, utilizamos a continuidade
de um operador em um ponto qualquer para concluir que esse operador e´ limitado.
Repetindo o racioc´ınio, conclu´ımos que T e´ um operador limitado.
Pelo mesmo teorema, sabemos que se T e´ um operador limitado, enta˜o T e´ cont´ınuo.
Assim, o operador T e´ cont´ınuo em U .

1.8 Dual alge´brico e dual topolo´gico
Definic¸a˜o 1.50. Seja U um espac¸o vetorial sobre R. Chamamos de dual alge´brico de
U o conjunto de todos os funcionais lineares definidos em U .
Dado um espac¸o vetorial U sobre R, denotaremos como U∗ o seu dual alge´brico.
Como todo funcional definido em U pode ser visto como um operador de U em R,
podemos escrever o conjunto U∗ como L(U,R). Dessa forma, e´ poss´ıvel mostrar que o
conjunto U∗ e´ tambe´m um espac¸o vetorial sobre R. O elemento neutro de U∗ sera´ o
funcional nulo definido em U .
Alguns resultados deste trabalho va˜o tratar de funcionais lineares limitados. De-
notaremos por U ′ o conjunto de todos os funcionais lineares limitados definidos em um
espac¸o vetorial normado (U, ‖·‖). O conjunto U ′ e´ chamado de dual topolo´gico de U .
Fazendo uma ana´lise similar a` que fizemos quanto ao dual alge´brico de U , podemos
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escrever o conjunto U ′ como B(U,R). Assim, U ′ e´ um subespac¸o de U∗, e tambe´m
pode ser visto como um espac¸o vetorial sobre o corpo R, com as operac¸o˜es ja´ descritas
anteriormente.
Dessa forma, podemos nos referir a` norma de um funcional linear limitado, de forma
ana´loga ao que foi feito com operadores lineares limitados. Quando temos um funcional
f ∈ U ′, denotamos a sua norma por ‖f‖U ′ .
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2 Lema de Zorn
Este cap´ıtulo do trabalho e´ dedicado ao resultado conhecido como Lema de Max
Zorn ou simplesmente Lema de Zorn. Todas as definic¸o˜es necessa´rias para a formulac¸a˜o
do Lema sa˜o apresentadas aqui. O cap´ıtulo tambe´m conte´m exemplos destas definic¸o˜es.
Depois deste estudo, o Lema e´ apresentado e seguido por aplicac¸o˜es do resultado. As
definic¸o˜es podem ser verificadas nas refereˆncias [5] e [6].
Definic¸a˜o 2.1. Seja X um conjunto qualquer. Chamamos de relac¸a˜o bina´ria em X um
subconjunto de X ×X.
Observac¸a˜o 2.2. Considere R uma relac¸a˜o bina´ria em um conjunto X. Nesse caso,
temos R ⊆ X × X. Para facilitar a notac¸a˜o, dado um par ordenado (x1, x2) ∈ R,
escreveremos x1 R x2.
Definic¸a˜o 2.3. Sejam X um conjunto qualquer e R uma relac¸a˜o bina´ria em X. Dizemos
que R e´ uma relac¸a˜o de ordem parcial se R tem as propriedades listadas abaixo.
(i) Propriedade reflexiva: para todo x ∈ X, temos x R x;
(ii) Propriedade anti-sime´trica: para todos x1 e x2 em X, temos que se x1 R x2 e
x2 R x1, enta˜o x1 = x2;
(iii) Propriedade transitiva: para todos x1, x2 e x3 em X, temos que se x1 R x2 e
x2 R x3, enta˜o x1 R x3.
Definic¸a˜o 2.4. Seja X um conjunto qualquer. Se for definida em X uma relac¸a˜o de
ordem parcial R, enta˜o dizemos que o par ordenado (X, R ) e´ um conjunto parcialmente
ordenado.
Em um conjunto parcialmente ordenado (X, R ), e´ poss´ıvel que existam elementos
x1 e x2 que na˜o podem ser comparados, ou seja, que na˜o podemos afirmar que x1 R x2
e nem que x2 R x1.
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Definic¸a˜o 2.5. Seja (X, R ) um conjunto parcialmente ordenado. Se para quaisquer
x1 e x2 em X for poss´ıvel afirmar que x1 R x2 ou que x2 R x1, enta˜o dizemos que a
relac¸a˜o de ordem R e´ uma relac¸a˜o de ordem total e que o par ordenado (X, R ) e´ um
conjunto totalmente ordenado.
A seguir, sera˜o apresentados exemplos de conjuntos e de relac¸o˜es de ordem parciais
definidas nestes conjuntos. Em cada exemplo, as condic¸o˜es da definic¸a˜o de relac¸a˜o de
ordem parcial sera˜o analisadas. Tambe´m sera´ investigado se o conjunto, munido da
relac¸a˜o de ordem em questa˜o, e´ totalmente ordenado.
Vamos considerar 0 ∈ N.
Exemplo 2.6. No conjunto dos nu´meros naturais, definimos a relac¸a˜o ∼ da seguinte
forma: dados dois nu´meros n1 e n2 em N, dizemos que n1 ∼ n2 se, e somente se, n1
divide n2.
Vamos provar agora que (N,∼) e´ um conjunto parcialmente ordenado, mostrando
que a relac¸a˜o ∼ satisfaz as condic¸o˜es da definic¸a˜o de relac¸a˜o de ordem parcial.
• Condic¸a˜o (i): Seja n ∈ N qualquer. Como o nu´mero n divide ele mesmo, temos
que n ∼ n.
• Condic¸a˜o (ii): Sejam n1 e n2 em N tais que n1 ∼ n2 e n2 ∼ n1.
Vamos supor inicialmente que um destes nu´meros e´ igual a 0. Sem perda de gene-
ralidade, considere n1 = 0.
Nesse caso, como n1 ∼ n2, temos que n1 divide n2, ou seja, que existe um nu´mero
natural x tal que n2 = x · n1. Isso implica n2 = x · 0 = 0 e disso temos n1 = n2.
Vamos supor agora que os dois nu´meros n1 e n2 sa˜o diferentes de 0.
De n1 ∼ n2 temos que n1 divide n2, ou seja, que existe um nu´mero natural x tal
que n2 = x · n1.
De n2 ∼ n1 temos que n2 divide n1, ou seja, que existe um nu´mero natural y tal
que n1 = y · n2.
Assim, podemos escrever o nu´mero n2 como n2 = x·(y ·n2) = (x·y)·n2. Conclui-se
enta˜o que x ·y = 1, mas como x e y sa˜o nu´meros naturais, devemos ter x = y = 1.
Logo, como t´ınhamos n1 = y · n2 e conclu´ımos que y = 1, temos n1 = n2.
• Condic¸a˜o (iii): Sejam n1, n2 e n3 em N tais que n1 ∼ n2 e n2 ∼ n3.
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De n1 ∼ n2 temos que n1 divide n2, ou seja, que existe um nu´mero natural x tal
que n2 = x · n1.
De n2 ∼ n3 temos que n2 divide n3, ou seja, que existe um nu´mero natural y tal
que n3 = y · n2.
Nesse caso, podemos escrever o nu´mero n3 da forma n3 = y · (x · n1) = (y · x) · n1.
Como o nu´mero y · x e´ natural, conclu´ımos que n1 divide n3 e disso obtemos
n1 ∼ n3.
Conclu´ımos que a relac¸a˜o ∼ conforme definida acima e´ uma relac¸a˜o de ordem par-
cial. Entretanto, considere os nu´meros naturais 2 e 3. Temos que 2 na˜o divide 3 e que
3 na˜o divide 2. Na˜o podemos afirmar, portanto, que 2 ∼ 3 e nem que 3 ∼ 2.
Logo, (N,∼) e´ um conjunto parcialmente ordenado que na˜o e´ totalmente ordenado.
Exemplo 2.7. Considere o conjunto A com os nu´meros naturais a partir do nu´mero 2,
ou seja, A = N \ {0, 1} = {2, 3, 4, 5, ...}.
Poder´ıamos definir a relac¸a˜o a seguir para o conjunto N, da mesma forma. Entre-
tanto, a exclusa˜o dos elementos 0 e 1 foi feita para produzir um exemplo de conjunto
parcialmente ordenado com uma infinidade de elementos maximais, como sera´ visto no
exemplo 2.12.
No conjunto A, vamos definir a relac¸a˜o ≺ da forma: dados dois nu´meros a1 e a2
em A, dizemos que a1 ≺ a2 se, e somente se, a2 divide a1.
A prova de que (A,≺) e´ um conjunto parcialmente ordenado sera´ feita a seguir. A
argumentac¸a˜o e´ similar a do exemplo 2.1.
• Condic¸a˜o (i): Seja a ∈ A qualquer. Como o nu´mero a divide ele mesmo, temos
que a ≺ a.
• Condic¸a˜o (ii): Sejam a1 e a2 em A tais que a1 ≺ a2 e a2 ≺ a1.
De a1 ≺ a2 temos que a2 divide a1, ou seja, que existe um nu´mero natural x tal
que a1 = x · a2.
De a2 ≺ a1 temos que a1 divide a2, ou seja, que existe um nu´mero natural y tal
que a2 = y · a1.
Assim, podemos escrever o nu´mero a2 como a2 = y ·(x ·a2) = (y ·x) ·a2. Conclui-se
enta˜o que y ·x = 1, mas como y e x sa˜o nu´meros naturais, devemos ter y = x = 1.
Logo, como t´ınhamos a1 = x · a2 e conclu´ımos que x = 1, temos a1 = a2.
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• Condic¸a˜o (iii): Sejam a1, a2 e a3 em A tais que a1 ≺ a2 e a2 ≺ a3.
De a1 ≺ a2 temos que a2 divide a1, ou seja, que existe um nu´mero natural x tal
que a1 = x · a2.
De a2 ≺ a3 temos que a3 divide a2, ou seja, que existe um nu´mero natural y tal
que a2 = y · a3.
Nesse caso, podemos escrever o nu´mero a1 da forma a1 = x · (y · a3) = (x · y) · a3.
Como o nu´mero x·y e´ natural, conclu´ımos que a3 divide a1 e disso obtemos a1 ≺ a3.
Assim, o par (A,≺) e´ um conjunto parcialmente ordenado.
Como no exemplo 2.1, existem elementos em A que na˜o podem ser comparados.
Podemos utilizar o mesmo contra-exemplo, atentando para a alterac¸a˜o na relac¸a˜o. Con-
sidere os nu´meros naturais 2 e 3 em A. Temos que 2 na˜o divide 3 e que 3 na˜o divide 2.
Na˜o podemos afirmar, portanto, que 3 ≺ 2 e nem que 2 ≺ 3.
Logo,(A,≺) na˜o e´ um conjunto totalmente ordenado.
Exemplo 2.8. No conjunto dos nu´meros inteiros, vamos definir a relac¸a˜o ≤ da forma:
dados dois nu´meros z1 e z2 em Z, dizemos que z1 ≤ z2 se, e somente se, z2 − z1 ∈ N.
Vamos mostrar que (Z,≤) e´ um conjunto totalmente ordenado. Primeiramente,
mostramos que a relac¸a˜o ≤ e´, de fato, uma relac¸a˜o de ordem parcial.
• Condic¸a˜o (i): Seja z ∈ Z qualquer. Como z − z = 0 ∈ N, temos z ≤ z.
• Condic¸a˜o (ii): Sejam z1 e z2 em Z tais que z1 ≤ z2 e z2 ≤ z1.
De z1 ≤ z2 temos que z2 − z1 ∈ N e de z2 ≤ z1 temos que z1 − z2 ∈ N.
Nesse caso, temos z2−z1 ∈ N e −(z2−z1) = z1−z2 ∈ N, ou seja, temos que tanto
o nu´mero z2 − z1 quanto o seu oposto esta˜o em N. Isso so´ acontece se z2 − z1 for
igual a 0.
De z2 − z1 = 0, conclu´ımos que z2 = z1.
• Condic¸a˜o (iii): Sejam z1, z2 e z3 em Z tais que z1 ≤ z2 e z2 ≤ z3.
De z1 ≤ z2 temos que z2 − z1 ∈ N e de z2 ≤ z3 temos que z3 − z2 ∈ N.
Nosso objetivo e´ concluir que z3 − z1 ∈ N, para que tenhamos z1 ≤ z3. Para isso,
note que z3 − z1 = z3 + (−z2 + z2)− z1 = (z3 − z2) + (z2 − z1).
Como z3− z2 ∈ N e z2− z1 ∈ N, conclu´ımos que z3− z1 e´ a soma de dois nu´meros
de N e por isso, tambe´m esta´ em N.
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Assim, conclu´ımos que z1 ≤ z3.
Logo, o par (Z,≤) e´ um conjunto parcialmente ordenado. Sera´ provado ainda que
ele e´ um conjunto totalmente ordenado.
Para isso, considere dois nu´mero z1 e z2 quaisquer em Z. Queremos provar que se
na˜o ocorre z1 ≤ z2 enta˜o ocorre z2 ≤ z1.
Suponha, enta˜o, que na˜o ocorre z1 ≤ z2. Nesse caso, sabemos que z2 − z1 /∈ N.
Disso, podemos concluir que z2 − z1 e´ um nu´mero inteiro negativo. Assim, o oposto de
z2 − z1, que e´ −(z2 − z1) = z1 − z2 e´ um nu´mero inteiro positivo, ou seja, z1 − z2 esta´
em N.
De z1 − z2 ∈ N conclu´ımos que z2 ≤ z1.
Por isso, temos que (Z,≤) e´ um conjunto totalmente ordenado.
Exemplo 2.9. Considere X um conjunto qualquer e P (X) o conjunto das partes de X,
ou seja, o conjunto cujos elementos sa˜o os subconjuntos de X. Vamos definir a relac¸a˜o
⊆ em P (X) como a inclusa˜o usual de conjuntos.
A inclusa˜o de conjuntos, como uma relac¸a˜o em P (X), satisfaz as condic¸o˜es da
definic¸a˜o de relac¸a˜o de ordem parcial, conforme sera´ mostrado a seguir.
• Condic¸a˜o (i): Seja X1 ∈ P (X) qualquer. Automaticamente temos X1 ⊆ X1.
• Condic¸a˜o (ii): Sejam X1 e X2 em P (X) tais que X1 ⊆ X2 e X2 ⊆ X1. Isso ja´
implica X1 = X2.
• Condic¸a˜o (iii): Sejam X1, X2 e X3 em P (X) tais que X1 ⊆ X2 e X2 ⊆ X3.
Como X1 ⊆ X2 ⊆ X3, temos que X1 ⊆ X3.
Assim, o par (P (X),⊆) e´ um conjunto parcialmente ordenado. Contudo, conforme
mostraremos a seguir, (P (X),⊆) na˜o e´ sempre um conjunto totalmente ordenado.
Considere X = Z, P o conjuntos dos nu´meros pares e I o conjunto dos nu´meros
ı´mpares. Temos P ∈ P (Z) e I ∈ P (Z), ou seja, P e I sa˜o subconjuntos de Z. Entretanto,
na˜o e´ verdade que P ⊆ I e nem que I ⊆ P .
Portanto, o par (P (X),⊆) na˜o e´ um conjunto totalmente ordenado.
Definic¸a˜o 2.10. Seja (X, R ) um conjunto parcialmente ordenado. Dizemos que um
elemento m ∈ X e´ um elemento maximal de (X, R ) se, para todo x ∈ X, m R x implica
m = x.
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Em cada um dos exemplos de conjuntos parcialmente ordenados apresentados ante-
riormente, vamos estudar a existeˆncia de elementos maximais.
Exemplo 2.11. (N,∼)
Considere o conjunto parcialmente ordenado (N,∼) e um nu´mero n ∈ N qualquer
com n 6= 0. Vamos analisar se o nu´mero n pode ser um elemento maximal de (N,∼).
Note que 2n ∈ N, que 2n 6= n e que n divide 2n. Assim, temos n ∼ 2n mas na˜o
temos n = 2n.
Isso prova que nenhum nu´mero diferente de 0 pode ser um elemento maximal de
n ∈ N.
Por outro lado, quando consideramos 0 ∈ N, temos que 0 e´ um elemento maximal
de (N,∼) pois, dado qualquer nu´mero a ∈ N tal que 0 ∼ a, temos que 0 divide a, mas
isso implica a = 0.
Assim (N,∼) possui um u´nico elemento maximal, que e´ o 0.
Exemplo 2.12. (A,≺)
Considere um nu´mero a ∈ A qualquer. Queremos analisar a possibilidade do nu´mero
a ser um elemento maximal de A. Para isso, considere b ∈ A tal que a ≺ b, ou seja, tal
que b divide a.
Temos duas situac¸o˜es poss´ıveis:
• O nu´mero a e´ primo.
Nessa situac¸a˜o, o nu´mero b seria um divisor de um nu´mero primo. Ter´ıamos enta˜o
b = 1 ou b = a. Como 1 /∈ A, temos b = a.
Logo, todo nu´mero primo e´ um elemento maximal de (A,≺).
• O nu´mero a na˜o e´ primo.
Nesse caso, o nu´mero a tem algum divisor que seja diferente de 1 e diferente do
pro´prio a. Se b for um destes divisores, enta˜o teremos b ∈ A, a ≺ b e a 6= b.
Assim, a na˜o seria um elemento maximal de (A,≺).
Conclu´ımos enta˜o que todos os nu´meros primos sa˜o elementos maximais de (A,≺).
Ale´m disso, na˜o existem outros elementos maximais de (A,≺).
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Exemplo 2.13. (Z,≤)
Considere agora o conjunto parcialmente ordenado (Z,≤) e um nu´mero z ∈ Z qual-
quer.
O nu´mero z + 1 tambe´m esta´ em Z e temos z ≤ z + 1 pois z + 1− z = 1 e 1 ∈ N.
Ale´m disso, sabemos que z + 1 6= z.
Logo, z na˜o e´ um elemento maximal de (Z,≤) e como z era arbitra´rio, conclu´ımos
que (Z,≤) na˜o possui elemento maximal.
Exemplo 2.14. (P (X),⊆)
No conjunto parcialmente ordenado (P (X),⊆), considere um conjunto X1 ∈ P (X)
com X1 6= X.
Nesse caso, temos X1 ⊆ X e X1 6= X. Isso significa que X1 na˜o e´ um elemento
maximal de (P (X),⊆).
Considere agora X ∈ P (X) e algum outro conjunto Y ∈ P (X) com X ⊆ Y .
Temos enta˜o, por um lado, X ⊆ Y . Mas tambe´m temos Y ⊆ X pois Y ∈ P (X). As
duas incluso˜es implicam X = Y .
Assim, X e´ o u´nico elemento maximal de (P (X),⊆).
Definic¸a˜o 2.15. Sejam (X, R ) um conjunto parcialmente ordenado, C um subconjunto
de X e RC a relac¸a˜o de ordem parcial R restrita ao conjunto C. Dizemos que C e´
uma cadeia em (X, R ) se (C, RC) for um conjunto totalmente ordenado.
Em outras palavras, dados um conjunto parcialmente ordenado (X, R ), uma cadeia
C de (X, R ) e dois elementos c1 e c2 em C, e´ sempre poss´ıvel afirmar que c1 R c2 ou
que c2 R c1.
Salientamos, aqui, que quando estamos comparando elementos de uma cadeia C,
podemos utilizar tanto a relac¸a˜o de ordem parcial restrita a C, que e´ RC , quanto a
relac¸a˜o de ordem parcial definida em todo conjunto X. Por isso, na˜o usaremos a notac¸a˜o
RC quando a restric¸a˜o da relac¸a˜o de ordem parcial na˜o for necessa´ria.
Exemplo 2.16. Um exemplo de cadeia em (Z,≤) e´ o conjunto
2Z = {...,−8,−6,−4,−2, 0, 2, 4, 6, 8, ...} ⊆ Z.
De fato, dados quaisquer 2 nu´meros a e b em 2Z, e´ sempre poss´ıvel comparar es-
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tes dois nu´meros. Isso acontece porque o conjunto (Z,≤) e´ um conjunto totalmente
ordenado.
O mesmo acontece para qualquer subconjunto de Z. Como (Z,≤) e´ um conjunto
totalmente ordenado, qualquer subconjunto de Z e´ uma cadeia em (Z,≤).
Exemplo 2.17. No conjunto parcialmente ordenado (N,∼), tomando um nu´mero n ∈ N
qualquer, considere o conjunto
C1 = {n, 3n, 9n, 27n, 81n, ...} ⊆ N.
Vamos provar que C1 e´ uma cadeia em (N,∼). Para isso, note que todos os elemen-
tos de C1 sa˜o da forma 3
xn, em que x ∈ N.
Tome enta˜o dois nu´meros a e b em C1. Existem, enta˜o, nu´meros x1 e x2 em N tais
que a = 3x1n e b = 3x2n.
Agora note que x1 e x2 esta˜o em N e que N ⊆ Z. Como (Z,≤) e´ um conjunto
totalmente ordenado, e´ poss´ıvel afirmar que x1 ≤ x2 ou que x2 ≤ x1.
Vamos supor, sem perda de generalidade, que x1 ≤ x2. Nesse caso, temos x2− x1 ∈
N. Dessa forma, temos
3x2−x1n ∈ C1 ⊆ N.
Assim, podemos escrever o nu´mero 3x2n como
3x2n = 3x2−x1n · 3x1n.
Como 3x2−x1n ∈ N, conclu´ımos que 3x1n divide 3x2n, ou seja, que a divide b. Assim,
temos a ∼ b.
Exemplo 2.18. No conjunto parcialmente ordenado (A,≺), considere o conjunto
C2 = {2, 4, 8, 16, 32, ...}.
Queremos provar que C2 e´ uma cadeia em (A,≺). Para isso, perceba que todos os
elementos de C2 sa˜o da forma 2
x para algum x ∈ N∗.
Consideramos, enta˜o, dois nu´meros a e b quaisquer em C2. Enta˜o existem x1 e x2
em N∗ tais que a = 2x1 e b = 2x2.
Novamente, note que N∗ ⊆ Z e que (Z,≤) e´ um conjunto totalmente ordenado. Por
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isso, podemos afirmar que x1 ≤ x2 ou que x2 ≤ x1.
Suponha, sem perda de generalidade, que x1 ≤ x2.
Nesse caso, temos que x2 − x1 ∈ N. Isso significa que 2x2−x1 ∈ N.
Podemos escrever o nu´mero 2x2 como
2x2 = 2x2−x1 · 2x1 .
Como 2x2−x1 ∈ N, conclu´ımos que 2x1 divide 2x2, ou seja, que a divide b.
Logo, temos b ≺ a.
Exemplo 2.19. Vamos analisar um exemplo de cadeia em (P (X),⊆) para X = N.
Para cada nu´mero i ∈ N∗, definimos o conjunto
Di = {2k : k ∈ N, 1 ≤ k ≤ i}.
Vamos provar que D = {Di : i ∈ N∗} e´ uma cadeia em (P (N),⊆).
Para isso, considere dois elementos Di1 e Di2 de D, em que i1 e i2 esta˜o em N∗.
Como N∗ ⊆ Z e (Z,≤) e´ um conjunto totalmente ordenado, podemos afirmar que
i1 ≤ i2 ou que i2 ≤ i1.
Suponha que i1 ≤ i2. Nesse caso, temos
Di1 = {2k : k ∈ N, 1 ≤ k ≤ i1} ⊆ {2k : k ∈ N, 1 ≤ k ≤ i2} = Di2 .
Temos enta˜o Di1 ⊆ Di2 e conclu´ımos que D e´ uma cadeia em (P (N),⊆).
Definic¸a˜o 2.20. Sejam (X, R ) um conjunto parcialmente ordenado e Y ⊆ X. Dizemos
que um elemento c ∈ X e´ uma cota superior do conjunto Y se para todo y ∈ Y temos
y R c.
Exemplo 2.21. (Z,≤)
Vamos analisar a possibilidade do conjunto 2Z ⊆ Z possuir um cota superior em
(Z,≤).
Para isso, tome um nu´mero c ∈ Z qualquer.
Observe que, se c for um nu´mero par, enta˜o o nu´mero c+2 esta´ em 2Z. Ale´m disso,
na˜o temos c+ 2 ≤ c pois c− (c+ 2) = −2 /∈ N. Logo, se c for um nu´mero par, enta˜o c
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na˜o e´ uma cota superior de 2Z.
Por outro lado, se c for um nu´mero ı´mpar, enta˜o o nu´mero c+1 sera´ par e, portanto,
estara´ em 2Z. Mas como c − (c + 1) = −1 /∈ N, na˜o temos c + 1 ≤ c, ou seja, se c for
um nu´mero ı´mpar, enta˜o c na˜o e´ uma cota superior de 2Z.
Isso significa que 2Z na˜o possui cota superior em (Z,≤).
Considere agora o conjunto
X = {...,−8,−6,−4,−2, 0, 2, 4, 6} ⊆ Z.
Em X, temos todos os nu´mero da forma 2a em que a ∈ Z e a ≤ 3.
Vamos mostrar que o nu´mero 6 e´ uma cota superior do conjunto X.
Para isso, considere um nu´mero x qualquer em X. Perceba que existe um nu´mero
a1 ∈ Z tal que a1 ≤ 3 e x = 2a1.
De a1 ≤ 3, temos que 2 · a1 ≤ 2 · 3, ou seja, que x ≤ 6.
Como x era arbitra´rio, conclu´ımos que 6 e´ uma cota superior para o conjunto X em
(Z,≤).
Em (Z,≤), ainda existem outras cotas superiores para o conjunto X.
Considere qualquer nu´mero c ∈ Z tal que 6 ≤ c.
Para qualquer elemento x de X, temos x ≤ 6. A propriedade transitiva da relac¸a˜o
de ordem parcial nos garante que se temos x ≤ 6 e 6 ≤ c, enta˜o x ≤ c.
Nesse caso, c tambe´m e´ uma cota superior para o conjunto X em (Z,≤).
Exemplo 2.22. (P (N),⊆)
Revisitando o exemplo 2.19, vamos analisar a cadeia D = {Di : i ∈ N∗} em
(P (N),⊆).
Uma cota superior para D e´ o pro´prio conjunto N, visto que para todo i ∈ N∗, temos
Di ⊆ N.
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Outra cota superior para D e´ ∪j∈N∗Dj, pois para todo i ∈ N∗, temos
Di ⊆ ∪j∈N∗Dj .
Logo, N e ∪j∈N∗Dj sa˜o cotas superiores da cadeia D em (P (N),⊆). Entretanto, os
conjuntos N e ∪j∈N∗Dj na˜o esta˜o em D.
Exemplo 2.23. (A,≺)
Agora vamos analisar a possibilidade do conjunto C2 = {2, 4, 8, 16, 32, ...} possuir
um cota superior em (A,≺).
Usaremos novamente o fato de que todos os nu´meros de C2 sa˜o da forma 2
x para
algum x ∈ N∗.
Considere, enta˜o, um nu´mero a ∈ C2 qualquer. Assim, existe um nu´mero x1 ∈ N∗
tal que a = 2x1.
Agora note que 2x1 = 2 · 2x1−1.
Ale´m disso, como x1 ≥ 1, enta˜o x1 − 1 ≥ 0. Isso significa que 2x1−1 ∈ N.
Conclui-se que 2 divide 2x1, ou seja, que 2 divide a.
Como a era arbitra´rio, temos que para todo a ∈ C2, temos a ≺ 2.
Assim, 2 e´ uma cota superior de C2.
Sera´ apresentado a seguir um resultado sobre subconjuntos finitos de cadeias. Mais
adiante, esse resultado sera´ utilizado numa aplicac¸a˜o do Lema de Zorn, que e´ o objeto
de estudo deste cap´ıtulo.
Teorema 2.24. Sejam (X, R ) um conjunto parcialmente ordenado, C uma cadeia na˜o
vazia em (X, R ) e D um subconjunto finito na˜o vazio de C. Enta˜o existe um elemento
de D que e´ uma cota superior de D.
Demonstrac¸a˜o. Seja n ∈ N∗ o nu´mero de elementos de D. A prova sera´ feita por induc¸a˜o
sobre n.
Quando temos n = 1, o conjunto D possui apenas um elemento, que chamaremos
de d1. Como d1 R d1, temos que d1 ∈ D e´ uma cota superior de D.
Suponha agora que para todo subconjunto D de C com n elementos, exista um
elemento de D que seja uma cota superior de D.
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Tome enta˜o, se poss´ıvel, um subconjunto D′ de C que tenha n+1 elementos. Escolha
um elemento d′ ∈ D′ qualquer. O conjunto D′ \ {d′} tem n elementos. Portanto, existe
um elemento de D′ \{d′} que e´ uma cota superior para D′ \{d′}. Chamaremos essa cota
superior de d.
Como D′ e´ um subconjunto de uma cadeia e d e d′ esta˜o em D′, enta˜o temos d R d′
ou d′ R d.
Se d′ R d, enta˜o vamos concluir que d e´ uma cota superior para o conjunto D′. Tome
x ∈ D′ qualquer. Se x ∈ D′\{d′}, enta˜o x R d pois d e´ uma cota superior de D′\{d′}. Se
x = d′, tambe´m temos x R d. Assim, nesse caso, d e´ uma cota superior para o conjunto
D′.
Se d R d′, enta˜o vamos concluir que d′ e´ uma cota superior para o conjunto D′.
Tome x ∈ D′ qualquer. Se x ∈ D′ \{d′}, enta˜o ja´ temos x R d. Por transitividade, como
d R d′, temos x R d′. Se x = d′, tambe´m temos x R d′. Assim, nesse caso, d′ e´ uma cota
superior para o conjunto D′.
De qualquer forma, existe um elemento de D′ que e´ uma cota superior de D′.
Como D′ era um subconjunto de C com n + 1 elementos qualquer, a prova por
induc¸a˜o esta´ completa.

O pro´ximo resultado a ser apresentado e´ o Lema de Zorn. O resultado e´ chamado de
lema por razo˜es histo´ricas, mas e´ poss´ıvel demonstrar que ele e´ equivalente ao Axioma
da Escolha. Isso significa que, se assumirmos o Axioma da Escolha, junto com os outros
axiomas de Zermelo-Fraenkel, podemos demonstrar o Lema de Zorn. Por outro lado, se
assumirmos o Lema de Zorn como um axioma, junto com os outros axiomas de Zermelo-
Fraenkel, podemos demonstrar o Axioma da Escolha, como se fosse um teorema. Assim,
para os resultados que mostraremos, na˜o ha´ diferenc¸a entre assumir o Lema de Zorn ou
assumir o Axioma da Escolha como veradeiro.
Neste trabalho, na˜o sera´ feita a demonstrac¸a˜o da equivaleˆncia entre os dois enunci-
ados.
Lema 2.25 (Lema de Zorn). Seja X 6= ∅ e (X, R ) um conjunto parcialmente ordenado.
Se toda cadeia C de (X, R ) admitir uma cota superior em X, enta˜o o conjunto (X, R )
admite um elemento maximal.
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As refereˆncias [1] e [6] levantam alguns questionamentos quanto a` necessidade do
Lema de Zorn para a demonstrac¸a˜o do Teorema de Hahn-Banach. Na forma aqui apre-
sentada, o Lema de Zorn e´ realmente necessa´rio, mas existem espac¸os vetoriais para os
quais e´ poss´ıvel provar o Teorema de Hahn-Banach sem assumir o Lema de Zorn. Os
chamados Espac¸os de Hilbert sa˜o exemplos de espac¸os vetoriais desse tipo. Por outro
lado, o livro [1] argumenta que, assumindo o Teorema de Hahn-Banach como um axioma,
na˜o e´ poss´ıvel demonstrar o Lema de Zorn.
Exemplo 2.26. Dados um conjunto X e o conjunto parcialmente ordenado (P (X),⊆),
conforme ja´ apresentado, vamos mostrar que toda cadeia em (P (X),⊆) possui uma cota
superior. Como P (X) 6= ∅, concluiremos, pelo Lema de Zorn, que (P (X),⊆) possui um
elemento maximal.
Considere enta˜o um conjunto X e uma cadeia C ⊆ P (X) qualquer. Os elementos
de C sa˜o subconjuntos de X.
Vamos descrever C da forma C = {Cλ : λ ∈ Λ}, em que Λ e´ um conjunto de
ı´ndices.
Uma cota superior de C e´ o conjunto ∪λ∈ΛCλ, pois para todo λ1 ∈ Λ, temos Cλ1 ⊆
∪λ∈ΛCλ.
Tambe´m temos que X e´ uma cota superior de C.
Como a cadeia era arbitra´ria, conclu´ımos que toda cadeia em (P (X),⊆) possui uma
cota superior. Assim, pelo Lema de Zorn, (P (X),⊆) admite um elemento maximal.
Ja´ vimos anteriormente que o elemento maximal de (P (X),⊆) e´ X.
Outro exemplo de aplicac¸a˜o do Lema de Zorn e´ o teorema apresentado a seguir. Ele
trata de um tipo espec´ıfico de base de um espac¸o vetorial, a base de Hamel, que sera´
definida a seguir.
Definic¸a˜o 2.27 (Base de Hamel). Seja U um espac¸o vetorial e B um subconjunto de
U . Dizemos que B e´ uma base de Hamel do espac¸o U se B for um conjunto de vetores
linearmente independentes e se B gerar o espac¸o U .
A afirmac¸a˜o de que B gera o espac¸o vetorial U significa que todos os vetores do
espac¸o U podem ser escritos com uma combinac¸a˜o linear finita de vetores de B.
Na demonstrac¸a˜o do teorema da base de Hamel, usaremos o lema que sera´ enunciado
e demonstrado a seguir. Ele trata de cadeias de conjuntos linearmente independentes
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em um espac¸o vetorial.
Lema 2.28. Seja U um espac¸o vetorial, P (U) o conjunto das suas partes e C uma
cadeia em (P (U),⊆). Descrevemos C da forma C = {Cλ : λ ∈ Λ}, em que Λ e´
um conjunto de ı´ndices. Se a cadeia C for formada apenas por conjuntos linearmente
independentes, enta˜o ∪λ∈ΛCλ e´ um conjunto linearmente independente.
Demonstrac¸a˜o. Para provar que ∪λ∈ΛCλ e´ um conjunto linearmente independente, to-
mamos primeiramente uma quantidade finita de vetores de ∪λ∈ΛCλ. Seja n ∈ N∗ essa
quantidade e {x1, x2, ..., xn} o conjunto de vetores tomados.
Como todos os elementos de {x1, x2, ..., xn} esta˜o em ∪λ∈ΛCλ, podemos afirmar que
para todo i ∈ {1, ..., n}, existe um conjunto Ci ∈ C tal que xi ∈ Ci.
Agora note que {Ci : i ∈ N, 1 ≤ i ≤ n} e´ um subconjunto finito da cadeia C. Pelo
teorema 2.24, existe um elemento de {Ci : i ∈ N, 1 ≤ i ≤ n} que e´ uma cota superior
de {Ci : i ∈ N, 1 ≤ i ≤ n}. Chamaremos esse elemento de Ck.
Como Ck e´ uma cota superior do conjunto {Ci : i ∈ N, 1 ≤ i ≤ n}, enta˜o para cada
i ∈ {1, ..., n}, temos xi ∈ Ci ⊆ Ck. Assim, tomando escalares α1, α2, ..., αn, podemos
analisar a combinac¸a˜o α1x1 + α2x2 + ... + αnxn como uma combinac¸a˜o linear finita de
vetores de Ck.
Como Ck ∈ C, enta˜o Ck e´ linearmente independente. Por isso, se temos
α1x1 + α2x2 + ...+ αnxn = 0U ,
enta˜o ocorre α1 = α2 = ... = αn = 0.
Logo, o conjunto ∪λ∈ΛCλ e´ um conjunto linearmente independente.

Teorema 2.29 (Teorema da base de Hamel). Seja U um espac¸o vetorial de dimensa˜o
qualquer tal que U 6= {0U}, enta˜o U admite uma base de Hamel.
Demonstrac¸a˜o. Para provar que U admite uma base de Hamel, precisamos provar que
existe um conjunto de vetores linearmente independentes que gera U .
Para isso, considere M o conjunto de todos os subconjuntos linearmente indepen-
dentes de U . Nesse caso, temos M ⊆ P (U) e a relac¸a˜o de ordem parcial ⊆ de P (U)
pode ser restrita a M . Em outras palavras, o par ordenado (M,⊆M ) e´ um conjunto
parcialmente ordenado.
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Como U 6= {0U}, sabemos que existe u ∈ U com u 6= 0U . O conjunto {u}, formado
apenas pelo vetor u, e´ linearmente independente. Logo, {u} ∈ M e por isso temos
M 6= ∅.
Considere agora C uma cadeia qualquer em (M,⊆M ). Pelo lema 2.2, sabemos que
a unia˜o dos conjuntos que pertencem a C e´ linearmente independente, pois todos os
conjuntos que pertencem a C o sa˜o. Nesse caso, a unia˜o dos conjuntos que pertencem
a C e´ uma cota superior de C. Assim, como a cadeia C era arbitra´ria, conclu´ımos que
toda cadeia em (M,⊆M ) possui uma cota superior em M .
O Lema de Zorn nos garante, portanto, que (M,⊆M ) admite um elemento maximal.
Seja B um elemento maximal de (M,⊆M ).
Concluiremos que B e´ uma base de Hamel do espac¸o vetorial U . Ja´ sabemos que os
elementos de B sa˜o vetores linearmente independentes, pois B ∈M .
Para provar que B gera U , vamos supor que isso na˜o acontece. Nesse caso, existe
um vetor z ∈ U com z 6= 0U e tal que z na˜o e´ gerado pelos vetores de B. Nesse caso,
o conjunto B ∪ {z} e´ formado por vetores linearmente independentes. Pore´m isso entra
em contradic¸a˜o com a maximalidade de B, pois ter´ıamos B ⊆M B ∪ {z} e na˜o ter´ıamos
B = B ∪ {z}.
Assim, B e´ uma base de Hamel do espac¸o vetorial U .
Como o espac¸o U era um espac¸o vetorial de dimensa˜o qualquer tal que U 6= {0U},
a prova esta´ completa.

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3 Teorema de Hahn-Banach
Este cap´ıtulo do trabalho tem por objetivo apresentar e demonstrar o Teorema de
Hahn-Banach, acompanhado de alguns de seus corola´rios. A demonstrac¸a˜o e´ similar a`
que pode ser encontrada em [6] ou em [8]. Aqui, sera´ apresentada apenas uma versa˜o
do Teorema, referente a espac¸os vetoriais sobre o corpo R. As refereˆncias [1], [6] e [8]
apresentam diferentes verso˜es do Teorema, tratando inclusive de espac¸os vetoriais sobre
o corpo C. Em particular, a refereˆncia [1] apresenta uma rica discussa˜o sobre o resultado,
iniciada com a apresentac¸a˜o da forma geome´trica dele.
3.1 O Teorema de Hahn-Banach
Teorema 3.1 (Teorema de Hahn-Banach). Sejam U um espac¸o vetorial sobre R, V um
subespac¸o vetorial de U , p : U → R um funcional sublinear e f : V → R um funcional
linear dominado por p, ou seja, tal que para todo v ∈ V seja satisfeita a desigualdade
f (v) ≤ p (v). Enta˜o, sob tais hipo´teses, existe um funcional linear f˜ : U → R tal que:
(i) para todo v ∈ V , f˜ (v) = f (v) e
(ii) para todo u ∈ U , f˜ (u) ≤ p (u).
Demonstrac¸a˜o. A primeira etapa da demonstrac¸a˜o do Teorema consiste em definir um
conjunto que, munido de uma relac¸a˜o de ordem parcial, satisfac¸a as hipo´teses do Lema de
Zorn. Em seguida, sera´ provado que o elemento maximal desse conjunto, cuja existeˆncia
e´ garantida, sera´ a extensa˜o f˜ de f desejada.
Considere, enta˜o, o conjunto E de todas as extenso˜es lineares g de f dominadas
pelo funcional sublinear p. Para cada uma dessas func¸o˜es g, denotaremos por D(g) o
seu domı´nio.
Assim, E = {g extensa˜o linear de f ; ∀ x ∈ D(g), g (x) ≤ p (x)}.
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Como visto no exemplo 1.41, sabemos que f e´ uma extensa˜o linear de f . Assim, f
pertence a E, isso implica E 6= ∅.
Podemos definir uma relac¸a˜o ≤ em E da seguinte forma: dados g1 e g2 elementos
de E, diremos que g1 ≤ g2 quando g2 for uma extensa˜o de g1.
Vamos agora mostrar que essa relac¸a˜o e´ uma relac¸a˜o de ordem parcial.
• Propriedade reflexiva: Seja g um funcional em E. Novamente pelo exemplo 1.41,
podemos dizer que g e´ uma extensa˜o linear de g.
Temos enta˜o que para qualquer g ∈ E, g ≤ g.
• Propriedade anti-sime´trica: Sejam g1 e g2 em E tais que g1 ≤ g2 e g2 ≤ g1.
Nesse caso, temos D(g1) ⊆ D(g2) e D(g2) ⊆ D(g1), o que implica D(g1) = D(g2).
Ale´m disso, temos que g2|D(g1)= g1 e g1|D(g2)= g2, mas como as duas func¸o˜es teˆm
o mesmo domı´nio, isso significa que elas sa˜o iguais.
Assim, se temos g1 e g2 em E tais que g1 ≤ g2 e g2 ≤ g1, enta˜o g1 = g2.
• Propriedade transitiva: Sejam g1, g2 e g3 em E tais que g1 ≤ g2 e g2 ≤ g3.
Nesse caso, temos D(g1) ⊆ D(g2) e D(g2) ⊆ D(g3), o que implica D(g1) ⊆ D(g3).
Note que, por isso, podemos avaliar g3 em um elemento u1 ∈ D(g1) qualquer.
Temos g3(u1) = g2(u1), pois u1 ∈ D(g2) e g3|D(g2)= g2. Ale´m disso, g2(u1) =
g1(u1), pois g2|D(g1)= g1.
Logo, para todo u1 ∈ D(g1), temos g3(u1) = g1(u1) Assim, temos que g3|D(g1)= g1.
Conclui-se que g1 ≤ g3.
Dessa forma, se temos g1, g2 e g3 em E tais que g1 ≤ g2 e g2 ≤ g3, enta˜o g1 ≤ g3.
Portanto, o conjunto E esta´ munido de uma relac¸a˜o de ordem parcial ≤.
Para que o Lema de Zorn possa ser aplicado, vamos mostrar que toda cadeia em E
admite uma cota superior em E. Para isso, tomamos uma cadeia C qualquer em (E,≤).
Vamos definir um funcional linear g˜ cujo domı´nio e´ ∪g∈CD(g).
Dado um elemento x ∈ D(g˜) = ∪g∈CD(g), sabemos que para algum funcional
g1 ∈ C, temos x ∈ D(g1). Definimos enta˜o g˜(x) como g1(x). Conforme observaremos a
seguir, dessa forma, o funcional g˜ esta´ bem definido.
Note que para quaisquer g1 e g2 em C, temos g1 ≤ g2 ou g2 ≤ g1. A primeira opc¸a˜o
implicaria D(g1) ⊆ D(g2) e g2|D(g1)= g1, enquanto a segunda implicaria D(g2) ⊆ D(g1)
55
e g1|D(g2)= g2. De qualquer forma, se um elemento u ∈ U pertence a D(g1) ∩ D(g2),
enta˜o acontece g1(u) = g2(u). Assim, o funcional g˜ esta´ bem definido.
Deve-se salientar que o domı´nio de g˜ e´ uma reunia˜o de subespac¸os vetoriais de U .
Como C e´ uma cadeia, dados dois elementos g1 e g2 em C, sempre temos g1 ≤ g2 ou
g2 ≤ g1, ou seja, temos D(g1) ⊆ D(g2) ou D(g2) ⊆ D(g1). Assim, quando analisamos
D(g2) ∪D(g1), obtemos D(g2) ∪D(g1) = D(g1) ou D(g2) ∪D(g1) = D(g2). Em ambos
os casos, a reunia˜o resulta em um subespac¸o vetorial de U . Portanto, o domı´nio de g˜ e´
tambe´m um subespac¸o vetorial de U .
Da maneira como foi definido, se ocorrer g˜ ∈ E, enta˜o o funcional g˜ sera´ uma cota
superior de C, visto que para qualquer g1 ∈ C temos D(g1) ⊆ ∪g∈CD(g) = D(g˜).
Tambe´m e´ satisfeita a igualdade g˜|D(g1)= g1. Conclui-se que para qualquer g1 ∈ C, o
funcional g˜ e´ uma extensa˜o de g1. Assim, se g˜ ∈ E, teremos g1 ≤ g˜ para qualquer g1 ∈ C.
Para provar que g˜ ∈ E, precisamos demonstrar que g˜ e´ uma extensa˜o linear de f
que e´ dominada pelo funcional sublinear p. A prova sera´ feita a seguir e esta´ dividida
em etapas.
Para provar que g˜ e´ uma extensa˜o de f , tome g1 ∈ C qualquer. Sabemos que
D(g1) ⊆ D(g˜) e que g˜|D(g1)= g1. Por outro lado, como g1 ∈ E, sabemos que g1 e´ uma
extensa˜o de f , e que portanto temos D(f) ⊆ D(g1) e g1|D(f)= f . Conclu´ımos enta˜o que
D(f) ⊆ D(g˜) e que g˜|D(f)= f . Logo, g˜ e´ uma extensa˜o de f .
Para provar que g˜ e´ um funcional linear, considere dois elementos x1 e x2 em D(g˜)
e um escalar α quaisquer.
Sabemos que existem g1 e g2 em C tais que x1 ∈ D(g1) e x2 ∈ D(g2). Tambe´m
temos D(g1) ⊆ D(g2) ou D(g2) ⊆ D(g1). Sem perda de generalidade, vamos supor
D(g1) ⊆ D(g2).
Nesse caso, temos x1 ∈ D(g2) e isso implica x1 + x2 ∈ D(g2).
Assim, pela definic¸a˜o de g˜, temos g˜(x1 + x2) = g2(x1 + x2).
Como g2 e´ linear, pois pertence ao conjunto E, temos g2(x1 +x2) = g2(x1) + g2(x2).
Ainda pela definic¸a˜o de g˜, temos g˜(x1) = g2(x1) e g˜(x2) = g2(x2).
Conclu´ımos enta˜o que g˜(x1 + x2) = g˜(x1) + g˜(x2).
Agora, como D(g2) e´ um subespac¸o de U e x2 ∈ D(g2), temos que αx2 tambe´m
pertence a D(g2)
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Obtemos enta˜o que g˜(αx2) = g2(αx2) e que g˜(x2) = g2(x2).
Novamente pela linearidade de g2, temos g2(αx2) = αg2(x2), de onde conclu´ımos
que g˜(αx2) = αg˜(x2).
Ja´ temos que g˜ e´ uma extensa˜o linear de f , ainda falta provar que g˜ e´ dominada
pelo funcional sublinear p.
Para isso, tome um elemento x qualquer em D(g˜). Sabemos que existe um funcional
g1 em C tal que x ∈ D(g1).
Pela definic¸a˜o de g˜, temos g˜(x) = g1(x).
Como g1 ∈ E, temos que g1 e´ dominada por p, e portanto, temos g1(x) ≤ p(x).
Assim, obtemos g˜(x) ≤ p(x). Como x era arbitra´rio, conclu´ımos que o funcional g˜ e´
dominado pelo funcional sublinear p.
Com isso, verificamos que o funcional g˜ pertence ao conjunto E. Como ja´ t´ınhamos
que g˜ e´ uma extensa˜o de todo funcional da cadeia C, conclu´ımos que g˜ e´ uma cota
superior de C.
Como a cadeia era arbitra´ria, podemos afirmar que toda cadeia em (E,≤) tem uma
cota superior em E. O Lema de Zorn garante, enta˜o, que (E,≤) possui um elemento
maximal. Seja enta˜o f˜ um elemento maximal de (E,≤).
Provaremos agora que f˜ e´ uma extensa˜o linear de f que satisfaz as condic¸o˜es dese-
jadas no enunciado do Teorema.
Como f˜ ∈ E, ja´ temos que f˜ e´ uma extensa˜o linear de f e que f˜ e´ dominada por p,
ou seja, para todo x ∈ D(f˜), temos f˜ (x) ≤ p (x).
Falta provar que f˜ esta´ definida em todo o espac¸o U . A prova disso sera´ feita por
contradic¸a˜o. A contradic¸a˜o vira´ da construc¸a˜o de um funcional f1, diferente de f˜ , que
satisfac¸a f˜ ≤ f1 e f1 ∈ E. Nesse caso, o funcional f˜ na˜o seria um elemento maximal de
E.
Supomos, enta˜o, que D(f˜) ( U . Nesse caso, podemos encontrar um elemento
y1 ∈ U \D(f˜). Claramente, y1 6= 0U pois 0U ∈ D(f˜).
Vamos considerar o subespac¸o vetorial Y1 de U gerado por y1 e por D(f˜).
Logo, qualquer x ∈ Y1 pode ser escrito como
x = y + αy1,
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para algum y ∈ D(f˜) e α ∈ R
Conforme mostraremos a seguir, essa representac¸a˜o e´ u´nica.
De fato, se escrevermos x das duas formas:
x = y + αy1 e x = y˜ + βy1
com y e y˜ em D(f˜) e α e β em R, teremos:
y − y˜ = (β − α)y1.
Como y− y˜ esta´ em D(f˜) e o u´nico mu´ltiplo de y1 que esta´ em D(f˜) e´ 0U , devemos
ter y − y˜ = 0U e β − α = 0. Assim, temos y = y˜ e α = β.
Note que quando x ∈ D(f˜), temos que α = 0.
Agora, vamos definir um funcional linear f1 da seguinte forma, em que c e´ um
nu´mero real a ser determinado:
f1: Y1 → R .
y + αy1 7−→ f˜(y) + αc
Perceba que D(f˜) ( D(f1), pois D(f1) = Y1, que e´ o subespac¸o vetorial de U gerado
por y1 e por D(f˜), sendo que y1 /∈ D(f˜). Ja´ podemos concluir da´ı que f˜ 6= f1.
Ale´m disso, para um elemento x ∈ D(f˜) qualquer, temos α = 0 e isso implica que
f1(x) = f˜(x). Logo, temos que f1|D(f˜)= f˜ .
Queremos provar agora que o funcional f1 e´ linear. Para isso, considere dois elemen-
tos x e x′ em D(f1) = Y1 e um escalar λ quaisquer.
Como x e x′ pertencem a Y 1, sabemos que existem y e y′ elementos do D(f˜) e α e
β escalares tais que: x = y + αy1 e x
′ = y′ + βy1.
Vamos enta˜o calcular f1(x+ x
′), obtendo
f1(x+ x
′) = f1(y + αy1 + y′ + βy1)
= f1(y + y
′ + (α+ β)y1)
= f˜(y + y′) + (α+ β)c
= f˜(y + y′) + αc+ βc.
Como f˜ e´ linear, temos que f˜(y + y′) = f˜(y) + f˜(y′).
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Temos enta˜o
f1(x+ x
′) = f˜(y + y′) + αc+ βc
= f˜(y) + f˜(y′) + αc+ βc
= f˜(y) + αc+ f˜(y′) + βc
= f1(x) + f1(x
′).
Por outro lado, quando calculamos f1(λx), obtemos
f1(λx) = f1(λ(y + αy1))
= f1(λy + (λα)y1)
= f˜(λy) + (λα)c.
Novamente pela linearidade de f˜ , temos que f˜(λy) = λf˜(y).
Segue que
f1(λx) = f˜(λy) + (λα)c
= λf˜(y) + λ(αc)
= λ(f˜(y) + αc)
= λf1(x).
Conclu´ımos enta˜o que f1 e´ uma extensa˜o linear pro´pria de f˜ .
Se para todo x ∈ D(f1) o funcional f1 satisfizer a desigualdade f1(x) ≤ p(x), enta˜o
teremos f1 ∈ E.
Como f˜ ≤ f1 e f1 6= f˜ , isso contradiz o fato de que f˜ e´ elemento maximal de E.
Assim, a u´ltima parte da demonstrac¸a˜o consiste em exibir um valor de c tal que a
desigualdade f1(x) ≤ p(x) seja, de fato, satisfeita para todo x ∈ D(f1).
Para isso, escolhemos dois elementos quaisquer x1 e x2 em D(f˜).
Como f˜ e´ linear, temos que
f˜(x1) + f˜(x2) = f˜(x1 + x2). (3.1)
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Como f˜ ∈ E, temos que
f˜(x1 + x2) ≤ p(x1 + x2). (3.2)
Das equac¸o˜es 3.1 e 3.2 conclu´ımos que
f˜(x1) + f˜(x2) ≤ p(x1 + x2). (3.3)
Escrevemos agora p(x1 + x2) como p(x1 − y1 + y1 + x2).
Como p e´ sublinear, temos que
p(x1 − y1 + y1 + x2) ≤ p(x1 − y1) + p(y1 + x2). (3.4)
De 3.3 e 3.4, obtemos
f˜(x1) + f˜(x2) ≤ p(x1 − y1) + p(y1 + x2) (3.5)
Obtemos, de 3.5, a desigualdade:
f˜(x1)− p(x1 − y1) ≤ p(y1 + x2)− f˜(x2). (3.6)
Em 3.6, observe que y1 esta´ fixo. Observe tambe´m que o termo f˜(x1)− p(x1 − y1)
independe de x2, enquanto p(y1 + x2)− f˜(x2) independe de x1.
E´ poss´ıvel, enta˜o, encontrar um valor c ∈ R tal que
sup
x1∈D(f˜)
{f˜(x1)− p(x1 − y1)} ≤ c ≤ inf
x2∈D(f˜)
{p(y1 + x2)− f˜(x2)}. (3.7)
Tomamos, agora, um elemento x ∈ D(f1) = Y1 e o escrevemos, conforme ja´ visto,
da forma x = y + αy1, de modo que y ∈ D(f˜) e α ∈ R.
Quando α = 0, enta˜o x ∈ D(f˜). Nesse caso, temos f1(x) = f˜(x) e a desigualdade
f1(x) ≤ p(x) e´ automaticamente satisfeita.
Para o caso α > 0, vamos usar o fato que c ≤ inf
x2∈D(f˜)
{p(y1 + x2)− f˜(x2)}, como foi
observado em 3.7.
Como c ≤ inf
x2∈D(f˜)
{p(y1 + x2) − f˜(x2)}, enta˜o para qualquer elemento x2 ∈ D(f˜)
temos
c ≤ p(y1 + x2)− f˜(x2).
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Podemos multiplicar ambos os membros da equac¸a˜o por α, obtendo
αc ≤ α
[
p(y1 + x2)− f˜(x2)
]
.
Da´ı, podemos concluir que
f1(x) = f˜(y) + αc ≤ f˜(y) + α
[
p(y1 + x2)− f˜(x2)
]
.
Ou seja,
f1(x) ≤ f˜(y) + αp(y1 + x2)− αf˜(x2).
Substituindo x2 por
y
α
∈ D(f˜), obtemos
f1(x) ≤ f˜(y) + αp
(
y1 +
y
α
)
− αf˜
( y
α
)
.
Como f˜ e´ linear, p e´ sublinear e α > 0, temos
f1(x) ≤ f˜(y) + p
(
α ·
(
y1 +
y
α
))
− f˜
(
α · y
α
)
.
De onde conclu´ımos que
f1(x) ≤ f˜(y) + p(αy1 + y)− f˜(y) = p(αy1 + y) = p(x).
Por fim, no caso α < 0, tambe´m usaremos 3.7, em particular o fato que
sup
x1∈D(f˜)
{f˜(x1)− p(x1 − y1)} ≤ c.
Como sup
x1∈D(f˜)
{f˜(x1) − p(x1 − y1)} ≤ c, enta˜o para qualquer elemento x1 ∈ D(f˜)
temos
f˜(x1)− p(x1 − y1) ≤ c.
Podemos multiplicar ambos os membros da equac¸a˜o por α, obtendo
αc ≤ α
[
f˜(x1)− p(x1 − y1)
]
.
O que implica a relac¸a˜o:
f1(x) = f˜(y) + αc ≤ f˜(y) + α
[
f˜(x1)− p(x1 − y1)
]
.
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Ou seja,
f1(x) ≤ f˜(y) + αf˜(x1)− αp(x1 − y1).
Substituindo x1 por
y
|α| ∈ D(f˜), obtemos
f1(x) ≤ f˜(y) + αf˜
(
y
|α|
)
− αp
(
y
|α| − y1
)
.
Como f˜ e´ linear, p e´ sublinear e −α > 0, temos que
f1(x) ≤ f˜(y) + f˜
(
α · y|α|
)
+ p
(
−α ·
(
y
|α| − y1
))
.
Sabendo que
α
|α| = −1 e que
−α
|α| = 1, obtemos
f1(x) ≤ f˜(y) + f˜ (−y) + p (y + αy1) .
Utilizando mais uma vez a linearidade de f˜ , conclu´ımos que
f1(x) ≤ f˜(y)− f˜ (y) + p (y + αy1) = p (y + αy1) = p(x).
Em todos os casos, essa escolha de c tem a implicac¸a˜o de que para qualquer x ∈
D(f1), temos f1(x) ≤ p(x).
Isso contradiz a maximalidade de f˜ em E pois, nesse caso, ter´ıamos f1 ∈ E, f1 6= f˜
e f˜ ≤ f1.
Com isso, podemos concluir que D(f˜) = U , ja´ que a contradic¸a˜o veio da negac¸a˜o
disso.
Portanto, o funcional f˜ e´ de fato uma extensa˜o linear de f , definida em todo o
espac¸o U , que satisfaz para todo u ∈ U , f˜ (u) ≤ p (u).

Conforme ja´ foi visto, as seminormas sa˜o exemplos de funcionais sublineares. Su-
pondo que o funcional sublinear do enunciado do Teorema de Hahn-Banach e´ uma se-
minorma, podemos fazer outra reformulac¸a˜o do Teorema, conforme sera´ apresentada a
seguir. Provaremos que o Teorema de Hahn-Banach implica nessa outra versa˜o, que
chamamos aqui de Teorema de Hahn-Banach adaptado. Essa versa˜o do Teorema sera´
utilizada na demonstrac¸a˜o do corola´rio 3.3 que, por sua vez, e´ usado na demonstrac¸a˜o
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dos demais corola´rios.
Teorema 3.2 (Teorema de Hahn-Banach adaptado). Sejam U um espac¸o vetorial sobre
R, V um subespac¸o vetorial de U , p : U → R uma pseudonorma e f : V → R um
funcional linear tal que para todo v ∈ V seja satisfeita a desigualdade |f (v) |≤ p (v).
Enta˜o, sob tais hipo´teses, existe um funcional linear f˜ : U → R tal que:
(i) para todo v ∈ V , f˜ (v) = f (v) e
(ii) para todo u ∈ U , |f˜ (u) |≤ p (u).
Demonstrac¸a˜o. Pelas hipo´teses, sabemos que para todo v ∈ V e´ satisfeita a desigualdade
|f (v) |≤ p (v). Disso, podemos dizer que p e´ um funcional sublinear que domina f , pois
temos f(v) ≤ p(v) para todo v ∈ V .
Dessa forma, o Teorema de Hahn-Banach garante a existeˆncia de uma extensa˜o
linear f˜ : U → R de f que tambe´m e´ dominada por p, isto e´, tal que para todo u ∈ U
temos f˜(u) ≤ p (u).
Queremos provar que para todo u ∈ U , vale a desigualdade |f˜ (u) |≤ p (u).
Para isso, tome u0 ∈ U qualquer. Ja´ temos que f˜(u0) ≤ p (u0).
Note tambe´m que ocorre
f˜(−u0) ≤ p (−u0) . (3.8)
Como f˜ e´ linear, sabemos que f˜(−u0) = −f˜(u0).
Ale´m disso, como p e´ uma seminorma, sabemos que p (−u0) = | − 1|p (u0) = p (u0).
Portanto a equac¸a˜o 3.8 implica −f˜(u0) ≤ p (u0).
De f˜(u0) ≤ p (u0) e −f˜(u0) ≤ p (u0), conclu´ımos que |f˜ (u0) |≤ p (u0).
Como u0 era arbitra´rio, foi provado que para qualquer u ∈ U , vale a desigualdade
|f˜ (u) |≤ p (u).

3.2 Corola´rios
Corola´rio 3.3. Sejam (U, ‖·‖) um espac¸o vetorial normado sobre R, V um subespac¸o
vetorial de U e f : V → R um funcional linear limitado. Enta˜o existe um funcional
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linear limitado f˜ : U → R que satisfaz:
(i) f˜ e´ uma extensa˜o de f e
(ii) ‖f˜‖U ′ =‖f‖V ′.
Demonstrac¸a˜o. A demonstrac¸a˜o desse corola´rio sera´ dividida em dois casos.
Iniciaremos a demonstrac¸a˜o lidando com o caso V = {0U}.
Nesse caso, o funcional f e´ o funcional nulo definido em V e assim temos ‖f‖V ′ = 0.
Portanto, a extensa˜o f˜ : U → R de f que procuramos deve satisfazer ‖f˜‖U ′ = 0,
ou seja, deve ser o funcional nulo definido em U . Nessas condic¸o˜es, o funcional nulo
definido em U sera´ um funcional linear limitado que e´ uma extensa˜o de f e que satisfaz
‖f˜‖U ′ =‖f‖V ′ .
Para o caso V 6= {0U}, sera´ aplicada a segunda versa˜o do Teorema de Hahn-Banach.
Para isso, devemos encontrar um uma seminorma p : U → R que domine o funcional f ,
ou seja, queremos que para todo v ∈ V tenhamos |f(v)|≤ p(v).
Como o funcional f e´ limitado, podemos definir a sua norma em V ′ como
‖f‖V ′ = sup
v∈V,v 6=−→0
|f(v)|
‖v‖ .
Conforme ja´ visto, na equac¸a˜o 1.2, para todo v ∈ V temos que |f(v)|≤‖f‖V ′‖v‖.
Definimos enta˜o o funcional
p: U → R
u 7−→ ‖f‖V ′‖u‖.
Vamos provar que p e´ uma seminorma em U mostrando que p satisfaz todas as
condic¸o˜es da definic¸a˜o de seminorma.
• Condic¸a˜o (i): Seja u ∈ U qualquer. Temos p(u) =‖f‖V ′‖u‖ ≥ 0.
Logo, para qualquer u ∈ U , temos p(u) ≥ 0.
• Condic¸a˜o (ii): Sejam u ∈ U e α ∈ R quaisquer. Enta˜o p(α · u) =‖f‖V ′‖α · u‖ =
‖f‖V ′ |α|‖u‖ = |α|‖f‖V ′‖u‖ = |α|p(u).
Assim, para quaisquer u ∈ U e α ∈ R, temos p(α · u) = |α|p(u).
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• Condic¸a˜o (iii): Sejam u1 e u2 elementos de U quaisquer.
Temos que p(u1 + u2) =‖f‖V ′‖u1 + u2‖.
Como ‖u1 + u2‖ ≤‖u1‖+‖u2‖, temos
p(u1 + u2) ≤‖f‖V ′(‖u1‖+‖u2‖).
Isso implica a relac¸a˜o
p(u1 + u2) ≤‖f‖V ′‖u1‖+‖f‖V ′‖u2‖ = p(u1) + p(u2).
Ou seja, para quaisquer u1 e u2 em U , temos p(u1 + u2) ≤ p(u1) + p(u2).
Dessa forma p e´ uma seminorma definida em U que domina o funcional f em V , ja´
que para todo v ∈ V temos |f(v)|≤‖f‖V ′‖v‖ = p(v).
Assim, pelo teorema 3.2, existe um funcional linear f˜ : U → R que e´ uma extensa˜o
de f e que tambe´m e´ dominado por p, no sentido de que para qualquer u ∈ U , temos
|f˜(u)|≤ p(u) =‖f‖V ′‖u‖. (3.9)
Enta˜o o funcional f˜ e´ limitado e podemos definir a sua norma como
‖f˜‖U ′ = sup
u∈U,u6=−→0
|f˜(u)|
‖u‖ .
Como ja´ t´ınhamos, da equac¸a˜o 3.9, que para qualquer u ∈ U com u 6= 0U vale a
desigualdade
|f˜(u)|
‖u‖ ≤‖f‖V ′ ,
conclu´ımos que ‖f˜‖U ′ ≤‖f‖V ′ .
Por outro lado, a norma de um funcional definido em um subespac¸o na˜o pode ser
maior do que a norma de uma extensa˜o desse funcional, como foi visto no teorema 1.43.
Por isso, temos ‖f‖V ′ ≤‖f˜‖U ′ .
Podemos concluir enta˜o que ‖f‖V ′ =‖f˜‖U ′ .
Assim, temos que f˜ e´ de fato um funcional linear limitado, definido em U , que
estende f e que satisfaz ‖f‖V ′ =‖f˜‖U ′ .

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Corola´rio 3.4. Sejam (U, ‖·‖) um espac¸o vetorial normado sobre R e u0 6= 0U um
elemento qualquer de U . Enta˜o existe um funcional linear limitado f˜ : U → R tal que
‖f˜‖U ′ = 1 e f˜(u0) =‖u0‖.
Demonstrac¸a˜o. Na demonstrac¸a˜o desse corola´rio, utilizaremos o anterior.
Para isso, devemos encontrar um subespac¸o vetorial V de U e um funcional linear
limitado f : V → R. Ale´m disso, o ideal seria que tive´ssemos ‖f‖V ′ = 1, u0 ∈ V e
f(u0) =‖u0‖ pois, nesse caso, o corola´rio anterior ja´ garante a existeˆncia de um funcional
f˜ : U → R que estende f e que satisfaz ‖f˜‖U ′ =‖f‖V ′ = 1, que e´ o desejado.
Considere enta˜o V o subespac¸o vetorial de U gerado pelo elemento u0. Nesse caso,
podemos escrever cada elemento de V de maneira u´nica como αu0, para α ∈ R.
Com isso, definimos o funcional linear
f : V → R
αu0 7−→ α‖u0‖.
Note que f(u0) =‖u0‖. Ale´m disso, para qualquer v 6= 0V em V com v = αu0 para
algum α ∈ R, temos
|f(v)|
‖v‖ =
|f(αu0)|
‖αu0‖ =
|α||f(u0)|
|α|‖u0‖ =
|f(u0)|
‖u0‖ =
‖u0‖
‖u0‖ = 1.
Isso significa que f e´ limitado e que ‖f‖V ′ = sup
v∈V,v 6=0V
|f(v)|
‖v‖ = 1.
Pelo corola´rio 3.3, existe um funcional linear limitado f˜ : U → R que e´ uma extensa˜o
de f e que satisfaz ‖f˜‖U ′ =‖f‖V ′ .
Logo, f˜ : U → R e´ um funcional linear limitado tal que ‖f˜‖U ′ = 1 e f˜(u0) =‖u0‖.

Corola´rio 3.5. Seja (U, ‖·‖) um espac¸o vetorial normado sobre R. Enta˜o para todo
u ∈ U , temos que
‖u‖ = sup
f∈U ′,f 6=f0
|f(u)|
‖f‖
em que f0 e´ o funcional nulo definido em U .
Demonstrac¸a˜o. Vamos considerar inicialmente o caso u = 0U .
Para todo f ∈ U ′ com f 6= f0, temos |f(u)|= 0 e ‖f‖ 6= 0.
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Dessa forma, temos ‖u‖ = 0 e
sup
f∈U ′,f 6=f0
|f(u)|
‖f‖ = 0.
O que implica a igualdade
‖u‖ = sup
f∈U ′,f 6=f0
|f(u)|
‖f‖ .
Considere agora u 6= 0U um elemento qualquer de U e f˜ : U → R o funcional linear
limitado tal que ‖f˜‖U ′ = 1 e f˜(u) =‖u‖, cuja existeˆncia e´ garantida pelo corola´rio 3.4.
Nesse caso, temos
|f˜(u)|
‖f˜‖
=
‖u‖
1
.
Disso, obtemos que
sup
f∈U ′,f 6=f0
|f(u)|
‖f‖ ≥‖u‖.
Por outro lado, pela equac¸a˜o 1.2, temos, para qualquer f ∈ U ′
‖f‖ ≥ |f(u)|‖u‖ .
Isso tem como consequeˆncias as desigualdades ‖f‖·‖u‖ ≥ |f(u)| e
‖u‖ ≥ |f(u)|‖f‖ .
Logo, temos
‖u‖ ≥ sup
f∈U ′,f 6=f0
|f(u)|
‖f‖ .
Conclu´ımos, enta˜o, que para qualquer u ∈ U ocorre a igualdade
‖u‖ = sup
f∈U ′,f 6=f0
|f(u)|
‖f‖ .

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Conclusa˜o
A elaborac¸a˜o de um Trabalho de Conclusa˜o de Curso e´ um rico processo que inclui
momentos de estudos, du´vidas, curiosidades e exerc´ıcio da escrita matema´tica.
O Cap´ıtulo 1 deste trabalho conte´m definic¸o˜es que foram abordadas durante o curso
de Licenciatura em Matema´tica. Todavia, o tema geral do trabalho e´ frequentemente
abordado em cursos de mestrado, em disciplinas relacionadas a` Ana´lise Funcional. As-
sim, enquanto alguns conteu´dos foram aprendidos especialmente para a elaborac¸a˜o do
trabalho, outros assuntos ja´ eram conhecidos previamente. Pode-se afirmar que o curso
de graduac¸a˜o em Matema´tica forneceu uma base suficientemente so´lida para o entendi-
mento e a escrita deste trabalho.
Uma continuac¸a˜o natural deste trabalho seria o estudo dos corola´rios do Teorema
de Hahn-Banach em espac¸os vetoriais mais gerais, como os espac¸os vetoriais topolo´gicos.
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