The paper introduces a √ n-consistent estimator of the probability density function of the response variable in a nonparametric regression model. The proposed estimator is shown to have a (uniform) asymptotic normal distribution, and it is computationally very simple to compute. A Monte Carlo experiment confirms our theoretical results, and an empirical application demonstrates its usefulness.
mean function of Y given X (almost surely, a.s.). We also assume ε has unknown density f ε , with respect to the Lebesgue measure, and absolutely continuous first derivativeḟ ε . This paper proposes an estimator for f y that achieves √ n-consistency and asymptotic normality by exploiting the relationship (1.1). The proposed estimator improves upon classical fully nonparametric estimators for f y , which have slower rates of convergence, see Stone (1982) for example.
In particular, define with capital letters the cumulative distribution functions (cdf) of y and ε as F y and F ε respectively. Then, by simple arguments and with I (A) denoting the indicator function of the event A,
i.e. I (A) = 1 if A occurs and 0 otherwise, we can write u l k (u) du equals 0 for l = 1, . . . , p − 1, and it is non-zero when l = p, b > 0 is a smoothing parameter (i.e. a bandwidth), and m is a consistent nonparametric estimator of m 0 , e.g. the Nadaraya-Watson estimator
, where x = (x 1 , . . . , x d ) ⊤ . The precise meaning of consistency for m is given in Section 2. This paper demonstrates that estimator (1.3) is √ n-consistent for f y (y), and uniformly (in a precise sense that we discuss later) asymptotically normally distributed. Furthermore, if y has bounded support, unlike the standard kernel density estimator, (1.3) requires no modification for a point y near the boundaries. This property makes it an ideal ingredient in many semiparametric estimators 1 that rely on inverse-density-weighted expectations, see e.g. Lewbel (1998) , Lewbel (2000) , and Lewbel (2007) .
1 This type of estimators uses objects of the form θ = E[η/f (y)]. Given a random sample {ηi, yi,
The possibility of √ n-consistent and asymptotic normal estimation of density functions is known.
Convolution-type estimators have already been proposed in various settings, see e.g. Frees (1994), Saavedra and Cao (1999) , Saavedra and Cao (2000) , Schick and Wefelmeyer (2002) , Schick and Wefelmeyer (2004a) , Schick and Wefelmeyer (2004b) , Schick and Wefelmeyer (2007a) , Schick and Wefelmeyer (2007b) , and Kim and Wu (2007) . None of these aforementioned papers consider our framework, in which both m 0 and f ε are assumed unknown. Therefore, our contribution consists mainly in motivating the estimator (1.3) by a nonparametric regression model, while leaving the regression function m 0 fully unspecified. This is important since misspecifying m 0 usually leads to inconsistent estimation of derived objects.
Another theoretical contribution is that our results are proven uniformly in the bandwidth for the kernel estimator of f ε , which allows for data-driven choices of b, as in Andrews (1995) , and Giné and Mason (2007) .
That is, we allow for bandwidths of the form b = λb n , with b n a deterministic sequence that converges to zero (cf. Assumption B) at a suitable rate, and we prove our results uniformly in λ ∈ [l, u], for finite constants l ≤ u. Therefore, our theory allows for plug-in bandwidths of the form b = cb n with c stochastic. Andrews (1995) points out that this condition holds in many cases for other common data-dependent methods of choosing bandwidths, such as cross-validation, and generalized cross-validation. Furthermore, our techniques do not tie the asymptotic results to the usage of a particular estimator of m 0 , making this methodology a viable alternative for practitioners with different tastes with regards to smoothers.
The rest of the paper is as follows. In Section 2 we establish the limiting distribution of the estimator (1.3). We also provide in Section 3 some Monte Carlo evidence of the proposed estimator's small sample properties, and applied the estimator in a small empirical study using household data. Section 4 concludes by pointing out natural extensions of the present work.
Asymptotic Theory
In this section we establish the (uniform) asymptotic normality of our estimator (1.3) above. First, we shall discuss high level assumptions that afterwards will be particularized to conditions on the kernel function and the unknown regression function m 0 . Our asymptotic theory adapts recent results on U -processes, see e.g. Giné and Mason (2007) , to the inclusion of unknown infinite dimensional nuisance parameters.
The following notation will aid the exposition: Denote by (M, · M ) and (F ε , · Fε ) the metric spaces where the unknown regression function m 0 and the unknown density f ε belong, respectively. M is a metric space of real-valued functions on R d and F ε is a metric space of real-valued functions on R. Examples of
) is true and θ exists, a consistent estimator would be
where f is as (1.3). This estimator does not require any data-dependent trimming for observations yi near the boundary of Π, and will be √ n-consistent and asymptotic normal for θ. See Lewbel and Schennach (2007) for an alternative method.
(M, · M ) and (F ε , · Fε ) will be considered later on. For a generic metric space (G, · G ), the covering number N (ǫ, G, · G ) is the minimal number of N for which there exist ǫ-balls {f : 
Let m denote a generic consistent estimator for m 0 , in the sense described in Assumption M below, and for a generic class of functions F ε , compact set Π ⊂ R, [l, u] ⊂ R, and b n specified in Assumption B below, define the classes of measurable functions of X as
and
Hereinafter, denote ε i = y i − m (x i ), for i = 1, ..., n.
Assumption I: (y i , x ⊤ i ) for i = 1, . . . , n is an i.i.d. sequence of random vectors satisfying y i = m 0 (x i ) + ε i , where ε i has absolutely continuous density f ε , and first derivativeḟ ε , such that σ 2 ≡ E[ε 2 ] < ∞, and ε i is independent of x i . Assumption M: (i) The regression function m 0 ∈ M, and m is such that P { m ∈ M} → 1 as n → ∞, and
(ii) the class of functions F 1 is P -Donsker 2 ; (iii) the density of m 0 (X), f m say, is bounded and 0 <
Moreover, (iv) F ε is a class of p-times differentiable functions, where p ≥ 4. Furthermore, var(ḟ ε (y − m 0 (X))) < ∞ for all y ∈ Π, and
2 For the definition and examples of VC classes and P -Donsker classes see van der Vaart and Wellner (1996, Section 2.6, pp.
134-153)
Assumption K: The function k is a bounded p-order differentiable kernel function, such that F 2,n is a VC class with
where F n is the envelope of F 2,n , for some A ≥ 3, v ≥ 1, and all probabilities Q such that
(ii) nb 2p n → 0, as n → ∞. Condition I is common in cross-sectional analysis, and even though it can be restrictive in some applications, the independence assumption can be tested as in Einmahl and Van Keilegom (2008a) , and Einmahl and Van Keilegom (2008b) . Notice that the vector x i may contain continuous as well as discrete elements.
Assumptions M(i) and M(ii) ensure that
Assumptions M(i) and M(ii) have wide applicability as they allow for a general estimator for m 0 (not necessarily kernel-based estimators), and they can be verified using extensive results in the literature, see van der Vaart and Wellner (1996) and references therein. However, the positivity of var(m 0 (X)) is crucial for results in this paper to hold. In particular, notice that if m 0 (X) is a constant almost everywhere, the estimator (1.3) reduces to the standard kernel density estimator. Although the latter is still consistent and asymptotic normal, its less-than-√ n rate of convergence creates a discontinuity in the asymptotic theory.
Assumptions like M(iii) and M(iv) are also common in the literature, see e.g. Chen et al. (2003) for the former, and Powell et al. (1989) for the latter.
Usual examples of (M, · M ) and (F ε , · Fε ) are spaces of smooth functions such as Sobolev, Hölder, or Besov classes. Therefore, the covering number condition necessary for the P -Donsker property in Assumption M can be found in many books and articles on approximation theory. For example, define for any vector
Let J be a bounded, convex subset of R d , with non-empty interior. For any smooth function h : J ⊂ R d → R and some η > 0, let η be the largest integer smaller than η, and
Further, let C η c (J) be the set of all continuous functions h :
3) for some C < ∞. Then, by van der Vaart and Wellner (1996, Theorem 2.7.1, pp. 155) and Chen et al. (2003 , Theorem 3, pp. 1957 , for any norm ·
and therefore, F 1 is P -Donsker. Similarly, it follows that F 3 is P -Donsker. For more general results on smooth functions, possibly with unbounded supports see Nickl and Pötscher (2007) . Note that (2.3) also implies that (2.1) reduces to
which is a mild consistency condition, satisfied under suitable conditions by the Nadaraya-Watson estimator for example, see e.g. Stone (1980) . In particular, no uniform convergence of m (X) is required. Furthermore, since under our assumptions
then Assumption M(iii) follows from standard arguments, see e.g. Newey (1994) and Escanciano and Song (2008) . These arguments require a stronger version of (2.4), namely,
can be achieved by 'undersmoothing' for example if m represents the Nadaraya-Watson estimator, see e.g.
Goldstein and Messer (1992).
Assumptions K and B are taken from Giné and Mason (2007) and are easy to verify, as shown by these authors. Notice that B(i) controls the stochastic term, while assumption B(ii) ensures that the bias converges to zero at an appropriate rate, see e.g. Schick and Wefelmeyer (2007a) . These assumptions allow for a quite general class of kernels and, possibly data-driven, bandwidth sequences as well.
In the next theorem we obtain the weak convergence of f y (y) as a process indexed by y ∈ Π, for any compact set Π ⊂ R. Let G = (G 1 , G 2 , G 3 ) be a tri-variate Gaussian process in Π with zero mean, independent components and covariance functions (cov), for (y 1 , y 2 ) ∈ Π × Π, given by
and cov(G 3 (y 1 ), G 3 (y 2 )) = σ 2 cov(ḟ ε (y 1 − m 0 (X)),ḟ ε (y 2 − m 0 (X))).
Theorem 1 Under Assumptions I, M, K and B, for any compact set Π ⊂ R,
Proof. We write, for y ∈ Π,
From (2.2) and Assumptions K and B it follows that 
where
do not depend on λ or b n , and they are such that
By Assumptions M(iv), K, and B(ii), it follows that
By the multiplier central limit theorem, see van der Vaart and Wellner (1996, Section 2.9, pp. 176-189),
The asymptotic independence of G 1n , G 2n and G 3n follows from the independence between ε i and x i . The
Theorem is proved.
It should be noticed that the convergence in Theorem 1 is uniform in the bandwidth. That is, bandwidths of the form b = λb n , with b n a deterministic sequence that converges to zero at a suitable rate, are allowed, e.g. plug-in bandwidths of the form b = cb n , where c = O P (1).
A corollary of Theorem 1 is that for each y ∈ R,
A consistent estimator of (2.5) can be easily constructed as
, or ε j , and bandwidths h w > 0. Similarly ε j = y j − m (x j ), and m represents a consistent generic nonparametric estimator of m 0 , e.g. the Nadaraya-Watson kernel estimator, f y equals (1.3), and
Numerical Results
In this section we present results from a Monte Carlo experiment as well as an empirical application of the proposed methodology to a consumption data set.
Monte Carlo Experiment
We confirm the theoretical results of this paper in the following limited simulation exercise: We generate random samples {y i , x i;1 , . . . , x i;L } n i=1 from the regression model
are sequences of independent normal pseudo-random variables with mean zero and variances σ 2 /2L and σ 2 /2 respectively. This data generating process implies that y i has a normal distribution with mean zero and variance σ 2 . We first find bandwidths by standard cross-validation for different combinations of L = 1, 2, 3, n = 50, 200, 800, σ 2 = 1, 2, 4, and replication s as
, and
x ), k 2 and k 4 correspond to the second-order and fourth-order epanechnikov kernels respectively, and
Although these bandwidths are not optimal for our designs, or posses the asymptotically optimal rate of convergence for our estimator, we choose cross-validation because of its popularity among practitioners, and its desirable pointwise theoretical properties, see e.g. Li and Racine (2007) . Table 1 
and RMAE( f (s) y ) is calculated accordingly. Table 2 reports the mean values of each RMAE across 1000 replications, i.e. RMAE( f y ) = 1000 s=1 RMAE( f (s) y )/1000, and RMAE( f y ) is again calculated accordingly. For each sample size, L, and dispersion parameter σ 2 , the proposed estimator outperforms the kernel density estimator in terms of RMAE. Unlike the kernel density estimator, the new estimator's RMAE reduces by half as sample size quadruples. This is predicted by Theorem 1 above. As expected, the performance of the kernel estimator is invariant to the dimensionality of the problem L, but the new estimator's RMAE seem to slightly increase 4 with L. The performance of both estimators improves as both σ 2 and n increase.
3 The main advantage of this approach is that the performance of both estimators is not contaminated by the choice of different data-driven bandwidths in each replication. 4 The usage of kernel of higher order, i.e. k6 or k8 might improve its performance. 
Empirical Application
We consider the data used in Einmahl and Van Keilegom (2008a) , and Einmahl and Van Keilegom (2008b) .
This sample is a subset of the data analyzed by Adang and Melenberg (1995) of Dutch households, that consists of 159 observations of accumulated expenditure (measured in Dutch guilders) on several commodity categories, and a number of background variables of households consisting of two people.
The object of interest is the density of log-expenditure on food per household, when its relationship with log-total expenditure is taking into account (Engel curve), i.e.
log(Expenditure on Food) = m(log(Total Expenditure)) + ε.
Tests in Einmahl and Van Keilegom (2008a) , and Einmahl and Van Keilegom (2008b) fail to reject the null hypothesis that there is statistical independence between log-total expenditure and ε in (3.1).
Therefore, we proceed to estimate the density of log-expenditure on food using the proposed procedure, as well as standard kernel techniques. Kernels and bandwidths are chosen as explained in the previous section. Figure 1 shows the results. It also displays bootstrap 90% pointwise confidence intervals at each data point.
Unlike the standard kernel density estimator, the proposed √ n-consistent density estimator is unimodal, smooth, and with tighter pointwise confidence intervals. 
Conclusions and Extensions
We have proposed a new kernel based estimator of the density of the response variable in a generic nonparametric regression model. It is shown that the new estimator converges at the √ n-parametric rate, uniformly in the bandwidth. The techniques used adapt delicate U -processes theory to the inclusion of infinite dimensional nuisance parameters.
The results of the paper can potentially be extended to: (i) the estimation of higher order derivatives of f y (y), i.e. F ε (y − m(X)], where H (j) (u) ≡ d j H (u) /du j for j = 1, . . . , p − 1; and (ii) general location-scale models, i.e. Y = m 0 (X) + σ 0 (X) ε, where m 0 is defined as before, but σ 2 0 (x) ≡ E[ε 2 |X = x] is another unknown function. In this case, (1.2) can be re-written as f y (y) = E[f ε ((y − m 0 (X))/σ 0 (X))/σ 0 (X)]. However, adapting the proposed techniques to these more general settings would require considerable further work, and therefore it remains a topic for future research. 
