We present a general framework for the control of Lagrangian systems with as many inputs as degrees of freedom. Relying on the geometry of mechanical systems on manifolds, we propose a design algorithm for the tracking problem. The notions of error function and transport map lead to a proper de nition of con guration and velocity error. These are the crucial ingredients in designing a proportional derivative feedback and feedforward controller. The proposed approach includes as special cases a variety of results on control of manipulators, pointing devices and autonomous vehicles. Our design provides particular insight into both aerospace and underwater applications where the con guration manifold is a Lie group.
Introduction
Mechanical control systems provide an important and challenging research area that falls between the study of classical mechanics and modern nonlinear control theory. From a theoretical standpoint, the geometric structure of mechanical systems gives way to stronger control algorithms than those obtained for generic nonlinear systems. Recent promising results in this area are surveyed in (Murray 1995) . The driving applications are motion control problems arising in the study of underwater and aerospace autonomous vehicles. In these environments, relevant Lagrangian models are available and a sharp nonlinear analysis can successfully exploit this structure. This paper deals with the trajectory tracking problem for a class of Lagrangian systems. The control objective is to track a trajectory with exponential convergence rates in order to guarantee performance and robustness. The mechanical systems we consider have Lagrangian equal to the kinetic energy and are fully actuated, that is, they have as many independent input forces as degrees of freedom. A wide variety of aerospace and underwater vehicles, as well as robot manipulators, ful ll these assumptions. The main emphasis is on the fact that the con guration space of these systems is a generic manifold. In particular, the group of rotations SO(3) and the group of rigid rotations and translations SE(3) are commonly encountered examples.
The tracking problem for robot manipulators has received much attention in the literature. Examples are the contributions in (Takegaki & Arimoto 1981) , (Wen & Bayard 1988) and (Slotine & Li 1989) , where asymptotic, exponential and adaptive tracking are achieved via a nonlinear analysis. These results are now standard in textbooks on control (Nijmeijer & van der Schaft 1990) and robotics (Murray, Li & Sastry 1994) . Since then, similar techniques have been applied to the attitude control problem for satellites (Wen & KreutzDelgado 1991) , and likewise to the attitude and position control for underwater vehicles (Fossen 1994, Section 4.5.4) . A further example is the spin axis stabilization problem for satellites (Tsiotras & Longuski 1994) . A common feature in all these works is the preliminary choice of a parametrization, i.e. a choice of coordinates for the con guration manifold. The synthesis of both control law and corresponding Lyapunov function is performed in this speci c parametrization. This set of coordinate plays then an important role, when the control system is characterized in terms of, for example, singularities and exponential convergence, and when adaptive capabilities are included.
In this paper we propose a unifying framework that applies to a large class of mechanical systems. In the spirit of (Koditschek 1989) , this is achieved by avoiding the parametrization step. Our design algorithm focuses on basic, intrinsic issues such as how to de ne a state error and how to exploit the Lagrangian dynamics. The notions of \error function" and \transport map" yield to a coordinate-free de nition of errors between con gurations and between velocities. Together with a dissipation function these ingredients determine the feedback law. The feedforward control is devised using the theory of Riemannian connections. Provided a compatibility condition between error function and transport map holds, our control strategy achieves globally stable tracking. As discussed in (Koditschek 1989) , (possible) topological properties of the con guration manifold preclude global asymptotic stabilization. However, we prove local exponential stability under some boundedness conditions and we provide an estimate of the region of attraction. Useful extensions to adaptive control and to more general mechanical systems can be included via standard techniques. We remark that that the design process, the statement and the proof of the main theorem are all performed without choosing coordinates the con guration manifold. The resulting design algorithm is then set to work in a variety of applications, recovering previous controllers and suggesting new ones. Examples are the standard \augmented PD control" for robot manipulators, see (Murray et al. 1994) , and the novel tracking controller for systems on the two sphere. Most instructive is the treatment of the tracking problem on the group of rigid rotations SO(3) and on the group of rigid motions SE(3). In the latter case for example, we design a large set of error functions with matrix gains and we characterize transport maps as changes of reference frame. These ideas lead to a comparison of various previous approaches and to new results. Finally, some computationally simple feedforward controls are derived via an extension of the main theorem.
The paper is organized as follows. Section 2 reviews some required tools from Riemannian geometry and some concepts from mechanical control systems. Section 3 introduces the notions of error function and transport map. The two sphere example illustrates these concepts and the section ends with an additional study of the transport map. All these ideas lead to the main theorem, with proof and comments, in Section 4. Many examples and applications of the main result are nally discussed in Section 5. A preliminary version of this paper appeared at the European Control Conference, Brussels 1997 (Bullo & Murray 1997 ).
Mathematical Preliminaries
In this section we introduce the mathematical machinery needed for the remainder of the paper. For an introduction to Riemannian geometry we refer to (Boothby 1986) , (Do Carmo 1992) and (Kobayashi & Nomizu 1963) . For an introduction to mechanics we refer to (Arnold 1989) and (Marsden & Ratiu 1994 We conclude with two useful de nitions. Given a real valued function f on Q, the gradient of f is the vector eld rf such that hhrf ; Xii L X f:
Given a one form ! and a vector eld X, the covariant derivative of ! with respect to X is the one form r X ! such that
for all vector elds Y .
Computing covariant derivatives
Loosely speaking, covariant derivatives are directional derivatives of quantities de ned on manifolds. Equation (1) relates them to the notion of Lie di erentiation, whereas equation (2) plays the role of the Leibniz rule. In the following we present some useful approaches on how to compute covariant derivatives.
A rst instructive case is when the manifold Q is a submanifold of R n and the Riemannian metric on Q is the one induced by the Euclidean metric on R n . Then we can denote with q the orthogonal projection from R n onto the tangent space T q Q. Given any two vector elds X; Y on Q, it holds that
where fq(t); t 2 Rg is any curve on Q with q(0) = q 0 and _ q(0) = X(q 0 ). We refer to Boothby (1986, Chapter VII) for more details on this description of covariant di erentiation.
In the general case, e.g. whenever the previous assumptions are not satised, we can express covariant derivatives in a system of local coordinates. The Christo el symbols ? k ij of a Riemannian connection are computed from equation (3) 
and of a one form as
Finally, we describe Riemannian connections within the context of Lie groups. For an introduction, see (Marsden & Ratiu 1994, Chapter 9) . We denote with G a Lie group and with g its Lie algebra. An example is the group of special orthogonal matrices SO(3) and the set of skew symmetric matrices so(3 (Arnold 1989 , Appendix 1 and 2) and nonholonomic control systems (Bloch & Crouch 1995) .
Mechanical systems in a Riemannian context
Here we describe a mechanical system and its equations of motion in a coordinate free fashion. Key ideas are regarding the system's kinetic energy as a Riemannian metric and writing the Euler-Lagrange's equations in terms of the associated Riemannian connection. For a more complete treatment, see (Lewis 1995 
where dV (q) is the di erential of the potential function V and where the resultant force F(q; t) = P F a (q)u a (t) is the input. In a system of local coordinates (q 1 ; : : : ; q n ) the previous equations read
Note that the Euler-Lagrange's equations are coordinate independent (intrinsic), in the sense that they are satis ed in every system of local coordinates.
Finally, we describe mechanical systems within the context of Lie groups. A simple mechanical control system on a Lie group is de ned by a Lie group G with its algebra g, an inertia tensor I : g ! g (de ning the kinetic energy) and m covectors f 1 ; : : : ; f m , on g (de ning the body-xed forces).
If g 2 G denotes the con guration of the system and 2 g the body-xed velocity, then the equations of motion (9) reduce to two sets of equations, (kinematic and dynamic)
where f = P f a u a (t) is the resultant force acting on the system and where ad is de ned above. The previous equations are called the Euler-Poincar e equations (Marsden & Ratiu 1994) .
Geometric Description of Con guration and Velocity Error
In this section we study the geometric objects involved in the controller design. To measure the distance between reference and actual con guration, we introduce the notion of error function. To measure the distance between reference and actual velocity, we introduce the notion of transport map. A design on two sphere manifold provides an example of our de nitions. Finally we study the time derivative of the transport map. Together with a dissipation function, these ingredients are crucial in designing a tracking controller.
Error function and con guration error
Let ' be a smooth real valued function on Q Q. We shall call ' an error function if it is positive de nite, that is '(q; r) 0 for all q and r, and '(q; r) = 0 if and only if q = r. We shall say that the error function ' is symmetric, if '(q; r) = '(r; q) for all q and r. 
Here and in the following, the tag (An) denotes some design assumptions which will play a crucial role in later sections.
Remark 1 The quadratic assumption on the error function is necessary in order to prove exponential convergence rates. This is a weak requirement, since positive de nite functions are always of at least quadratic order in a neighborhood of their critical point.
When q and r are actual and reference con guration, we will sometimes call the quantity '(q; r) con guration error. As mentioned above, the error function ' will be instrumental in designing the proportional action.
Transport map and velocity error
Given two points q; r 2 Q, we shall call a linear map T (q;r) : T r Q ! T q Q a transport map if it is compatible with the error function, that is if
where T (q;r) : T q Q ! T r Q is the dual map of T (q;r) . The transport map T is also required to be smooth, i.e., for all points r in Q and tangent vectors Y r in T r Q, the vector eld T (q;r) Y r is smooth.
Using a transport map, velocities belonging to di erent tangent bundles can be compared. In the following, we shall call velocity error the quantity _ e _ q ? T (q;r) _ r 2 T q Q:
Note the slight abuse of terminology, given that the velocity error is not the time derivative of a position error. Also note that since the de nition of T and _ e are equivalent, we will sometimes talk about compatibility between con guration and velocity errors. The next lemma provides some insight into the meaning of the velocity error and of condition (A2).
Lemma 2 (Time derivative of an error function) Let fq(t); t 2 R + g and fr(t); t 2 R + g be two smooth curves in Q. Let ' be an error function and T a compatible transport map. Then d dt ' q(t); r(t) = d 1 ' q(t); r(t) _ e(t); 8t 2 R + :
PROOF. Applying the compatibility condition (A2), we have:
The result can be restated as follows. As both q and r are functions of time, the time derivative of ' : Q Q ! R reduces to a derivative only with respect to the rst argument
where (X; Y ) denotes a vector eld on the product manifold Q Q.
Last, we introduce the notion of dissipation function, which will be useful in de ning a derivative action. We de ne a (linear Rayleigh) dissipation function as a smooth, self-adjoint, positive de nite tensor eld (
where k k M is the operator norm for (1; 1) type tensors on T q Q induced by the metric M q on T q Q. Here and in the following, the tag (Bn) denotes some boundedness assumptions which will play a crucial role in later sections.
3.3 Example design for the two sphere S 2
To illustrate the previous ideas we apply them to the two sphere S 2 fp 2 R 3 j p T p = 1g. Note that the Euclidean norm k k on R 3 induces a metric on the submanifold S 2 . Given an error function ' : S 2 S 2 ! R + , the norm of Next, we present some gures to compare our design with a traditional one.
To warn of the e ects of a design performed in local coordinates, Fig. 1 shows various paths connecting the same two points on a sphere. In each gure we employ a di erent projection, that is a di erent set of coordinates x(q), and we draw the ow of the gradient of the (error) function kx(q) ? x(r)k 2 , that is a straight line in the particular set of coordinates. Note how the resulting paths depend on the choice of projection. . We depict the vector T (q;r) _ r for two di erent transport maps: on the left our smooth global design, on the right a design based on a latitude, longitude chart, with the north pole denoted by the letter N.
In Fig. 2 , we focus on two di erent choices of transport map and velocity error. Given a xed reference velocity _ r (which is represented in both pictures by a thick arrow on top of the sphere), we draw for various points q the vector eld T (q;r) _ r. The left picture portrays the global, smooth design described above. On the right picture, we show the velocity error computed in a latitude, longitude parametrization. This is the procedure: if ( 1 ; 2 ) are the local coordinates, then we can write
We computed the \velocity error" vector eld as
At the north pole of the latitude, longitude chart the singularity is evident.
Derivatives of the transport map and boundedness assumptions
So far we have introduced con guration and velocity errors that will be key ingredients in designing a proportional and derivative feedback in the next section. We now study how the transported reference velocity (T (q;r) _ r) varies as a function of both q(t) and (r; _ r)(t). This will be useful in designing the feedforward action. We denote the total derivative of (T (q;r) _ r) with
where the two terms are described as follows: 
Given the equalities (7) and (13) 
We loosely state the control objective as follows:
Problem 5 Design a control law F = F(q; _ q; r; _ r) such that the con guration q(t) tracks r(t) with an exponentially decreasing error.
Special care is needed to make this statement precise, as no trivial de nition of exponential stability exists for systems on manifolds. We start by introducing a total energy function, de ned as the sum of a generalized potential (the con guration error) and a kinetic energy function (the norm of the velocity error):
W total (q; _ q; r; _ r) '(q; r) + 1 2 k _ q ? T (q;r) _ rk 2 Mq :
Alternatively we will write W total (t) for W total (q(t); _ q(t); r(t); _ r(t)). Next we introduce the following de nitions:
(i) the curve q(t) = r(t) is stable with Lyapunov function W total if it holds W(t) W total (0) from all initial conditions (q(0); _ q(0)). (ii) the curve q(t) = r(t) is exponentially stable with Lyapunov function W total if there exist two positive constants ; k such that W total (t) k W total (0) e ? t ; from all initial conditions (q(0); _ q(0)).
We are now ready to state the main result. PROOF. The proof is divided into three parts: rst we prove Lyapunov stability using the total energy as a Lyapunov function. Second, we add an additional \cross" term to the Lyapunov function. Finally, we conclude local exponential stability with a bounding argument.
The proof is based on the properties of covariant derivatives described in Section 2.1 and on the de nitions in Section 3.4. This approach makes the proof straightforward and independent from the choice of local coordinates: the Lyapunov function, its time derivative and the nal bounding argument are coordinate-free. where we used the fact that W total (0) + W cross (0) 2W total (0).
Remarks and extensions
The design process and the theorem's results are global in the reference position r(t) but only local in the con guration q (the error function '(q; r) must remain smaller than the parameter L). This cannot be avoided because of possible topological properties of the manifold Q. For additional details we refer to (Koditschek 1989) , where the author discusses the global aspects of the point stabilization problem.
Theorem 6 achieves Lyapunov and exponential stability with respect to the particular total energy W total we devised. Therefore the design of error function and transport map plays a central role in imposing performance requirements. For example the choice of error function '(q; r) a ects the type of convergence we obtain: the con guration q converges to the reference r in the topology induced by '. Additionally, the choice of ('; T ) determines the (computational) complexity of the control action. For example, one particular transport map might be desirable since it generates a \simple" velocity error and a \simple" feedforward control. However, the compatibility condition (A2) constitutes a constraint on the set of admissible pairs ('; T ). The next section, and in particular the SO(3) and SE(3) cases, illustrates some of the tradeo s involved in the control design.
As expected, the nal control law is sum of a feedback and a feedforward term. This is in agreement with the ideas exposed in (Murray 1995) on \two degree of freedom system design" for mechanical systems. While the feedforward term depends on the geometry of both the manifold and the mechanical system, the feedback term is designed knowing only the con guration manifold Q. We expect the ideas of con guration and velocity error to be relevant for more general second order nonlinear systems on manifolds.
Given a mechanical system on a Riemannian manifold, Theorem 6 focuses on the geometric aspects of the tracking problem. The result can be extended in various directions, for example allowing for potential, gyroscopic and viscous forces. Also, should some inertia's parameters be unknown, adaptive capabilities can be added to the control design via some standard techniques, see for example (Slotine & Li 1989 ). We do not present these extensions here for brevity's sake and because they are outside the focus of the present treatment.
Applications and Extensions
In what follows we describe examples of the design techniques and of the stability results presented so far.
A pointing device on S 2
In this section we apply the main theorem to the sphere example described in Section 3.3. Motivating applications are the so called \spin axis stabilization" problem for a satellite and workspace control of a robot manipulator such as a pan tilt unit.
Recall from Section 2.2 that, since S 2 is a submanifold of R 3 , the Euclidean metric on R 3 induces a Riemannian connection r on S 2 . In particular this connection r can be described in terms of the orthogonal projection q from R 3 to T q S 2 as follows. If fq(t)g is a curve and X(q) is a vector eld on S 2 R 3 , then r _ q X (q) = q X(q(t)) = X(q(t)) ? q(t) T X(q(t)) q(t);
where both q(t) and X(q(t)) are thought of as vectors on R 3 . In the following we consider a mechanical system de ned by r _ q _ q = F; (18) where the input force F lives on the cotangent bundle T q S 2 , which we identify with T q S 2 R 3 . Last, recall that in Section 3.3 we designed a quadratic error function and a compatible transport map as '(q; r) 1 ? q T r and T (q;r) (q T r)I 3 + (r q)b;
where r is the reference con guration on S 2 .
Lemma 7 (Tracking on the sphere) Consider the system in equation (18) and let fr(t); t 2 R + g be a reference trajectory with sup t k_ rk bounded . Let This completes the proof.
A robot manipulator on R n
In this section, we shall recover the standard results on tracking control of manipulators contained in (Murray et al. 1994) . Let q 2 R n be the joint variables and M(q) be the inertia matrix of the manipulator. The design described in Section 3 is performed as follows.
Let K be a symmetric positive de nite matrix and let '(q; r) = 1 2 (q?r) T K p (q? r) be a quadratic error function. Thanks to the identi cation T q R n = T r R n , we let the transport map be equal to the identity matrix: T (q;r) = I n . Assumptions (A1) and (A2) are easily veri ed. To design the feedforward action, we compute the covariant derivative of T . Let n @ @q 1 ; : : : ; @ @q n o be the standard basis in R n , let fi; j; k; : : : g be indices over q and f ; ; : : :g be indices over r.
Then, from equation (13) (r I n ) i j = @(I n ) i @q j + ? i jk (I n ) k = ? i j ; Therefore, in contrast to a naive guess, the covariant derivative of the identity map is di erent from zero. Given a symmetric positive de nite K d , the control law is
where C( ; ) is the Coriolis matrix typically encountered in robotics. The control law F = F PD + F FF agrees with the one presented in (Murray et al. 1994 , Chapter 4, Section 5.3) under the name of \augmented PD control". The assumptions (B1{B4) can be written in terms of ? k ij and _ r being bounded over t 2 R and q 2 R n .
Linearization by state transformations and by feedback
Sometimes a simple state transformation su ces for the linearization of the Euler-Lagrange's equations. This happens when there exists a choice of local coordinates such that the Christo el symbols vanish. If the designed described above is performed in this speci c set of coordinates, the expression (19) for the feedforward control simpli es considerably since the cross term ( _ q; _ r) vanishes. More details on this case are discussed in (Bedrossian & Spong 1995) .
More generally the Euler-Lagrange's equations can be linearized by means of a feedback transformation. By setting F = M ?1 (q) (U ? C(q; _ q)) _ q, we have that the equations of motion
A tracking controller is then designed using linear techniques. The design procedure is the so-called computed torque method, (Murray et al. 1994 , Chapter 4, Section 5.2). Note that a controller designed this way depends on the initial choice of the coordinates system (q 1 ; : : : ; q n ).
We reconcile this method with our framework as follows. We denote with r the connection characterized by vanishing Christo el symbols in the chart fq 1 ; : : : ; q n g. Then the equality q = U can be written as r _ q _ q = U, hence as a mechanical system. In other words, we regard the feedback transformation (20) as a \change of connection" from r to r. This idea is described in some theoretical details in (Kobayashi & Nomizu 1963, Proposition 7.10) . Summarizing, the computed torque method falls within the scope of Theorem 6 if feedback pre-transformations are allowed.
5.3 A satellite on the rotation group SO(3)
In the next two sections we design tracking controllers for mechanical systems de ned on the group of rotations SO(3) and on the group of rigid motions SE(3). We focus on rigid bodies with body-xed forces and invariant kinetic energy, as satellites and underwater vehicles. Nevertheless our treatment is relevant also for workspace control of robot manipulators. This section presents the attitude control problem for a satellite.
The con guration of the satellite (rigid body) is the rotation matrix R representing the position of a frame xed with the rigid body with respect to an inertially xed frame. A rotation matrix on R 3 is an element on the special orthogonal group SO(3) = fR 2 R 3 3 j RR T = I 3 ; det(R) = +1g. The kinematic
where 2 R 3 is the body angular velocity expressed in the body frame. Recall that the matrix b is de ned such that b x = x for all x 2 R 3 and it belongs to the space of skew symmetric matrices so(3) = fS 2 R 3 3 j S T = ?Sg. We refer to (Murray et al. 1994 ) for additional details. The kinetic energy of the rigid body is 1 2 T J , where the inertia matrix J is symmetric and positive de nite. The Euler equations describing the time evolution of are
where f 2 (R 3 ) is the resultant torque acting on the body.
Error functions
Let fR d (t); t 2 R + g denote the reference trajectory corresponding to a desired or reference frame and let b d = R T d _ R d denote the reference velocity in the reference frame. Using the group operation, we de ne right and left attitude errors as R e;r R T d R and R e;` RR T d :
The matrix R e;r is the relative rotation from the body frame to the reference frame. Two error functions are then de ned as ' r (R; R d ) (R e;r ) and '`(R; R d ) (R e;`) , where : SO(3) ! R + is de ned as (Koditschek 1989) (R e ) 1 2 tr K p (I 3 ? R e ) : If the eigenvalues fk 1 ; k 2 ; k 3 g of the symmetric matrix K p satisfy k i + k j > 0 for i 6 = j, then both error functions '`and ' R are symmetric, positive de nite and quadratic with constant L = min i6 =j (k i +k j ). Locally near the identity the function assigns a weight k 2 +k 3 to a rotation error about the rst axis (and similarly for the other axes). Appendix A contains the proof of these facts and the expression of in the unit quaternion representation. Next we describe compatible couples of con guration and velocity errors. Equation (24) suggests that a right attitude error R T d R and a right velocity error ? R T R d d are compatible. This couple is the most common choice in the literature, see for example (Meyer 1971) , (Koditschek 1989) , (Wen & Kreutz-Delgado 1991) , and (Egeland & Godhavn 1994) .
Left attitude and velocity error appear less frequently (Luh, Walker & Paul 1980) . With this choice both the velocity error and, as we show below, the feedforward control have a simple expression. Remarkably, when the gain K p is a scalar multiple of the identity k p I 3 , the left and right error functions are equal and the couple (' e;r ; e;`) is compatible. Finally, coordinate based approaches are also possible. The velocity error in (Slotine & Di Benedetto 1990 ) is taken to be the di erence between the rate of change of the Gibbs vectors for actual and reference attitude. Similarly, in the ight control literature, Euler angles and their rates are often used (Etkin 1982) .
Control laws and simulations
Finally we summarize the design process.
Lemma 8 Consider the system in equation (22) Then, for both choices of attitude error, the total energy (R e ) + 1 2 k e k 2 J converges exponentially to zero from all initial conditions (R(0); (0)) such that (R e (0)) + 1 2 k e (0)k 2
This lemma is a direct consequence of Theorem 6, except for the design of the feedforward control which is discussed in the next section. To the authors' knowledge, both control laws are novel: f`in the choice of velocity error, f r in the expression of the feedforward control.
To illustrate the di erence between the two velocity errors, we run simulations without the PD action. The reference trajectory is a 2 radians rotation about the vertical Z axis performed in 10 seconds with velocity pro le of 2 (3t 2 ? t)=100 radians per second. The initial attitude error is a rotation of =4 radians about the X axis. Both the angular velocity and the reference angular velocity are zero at time t = 0 and therefore the velocity error is zero for all times. Indeed, the latter property characterizes the two simulations completely: on the left side of Figure 4 
An underwater vehicle on the group of rigid motions SE(3)
In this section we extend the treatment of the attitude tracking problem to the group of rigid rotations and translations SE(3) = SO(3) R 3 . Motivated by recent interest in the area (Fossen 1994, Chapter 2) and (Leonard 1997) , we focus on the idealized model of an underwater vehicle.
The con guration of the underwater vehicle (rigid body) is the rigid motion g = (R; p) representing the position and attitude of a body frame with respect to an inertial frame. The kinematic equations are the kinematic equations read _ g = g . As described in Section 2.2, the matrix multiplication (g ) can be interpreted as the tangent map to the left translation on the Lie group SE(3).
The motion of a rigid body in incompressible, irrotational and inviscid uid satis es the Euler-Lagrange equations with an inertia tensor which includes added masses and inertias, see (Leonard 1997) . If the underwater vehicle is an ellipsoidal body with uniformly distributed mass, the kinetic energy of the body-uid system is 1 2 T J + 1 2 V T MV 1 2 T I , where M and J are the (positive de nite) mass and inertia matrices. The Kirchho equations describing the time evolution of the body velocity are
where f = f f V ] 2 se (3) is the resultant generalized force acting on the body. As described in Section 2.3, the equations (27) 3 (R; p) = 1 (R) + 1 2 k(I 3 + R T )pk 2 K 2 ; where the eigenvalues fk 1 ; k 2 ; k 3 g of the symmetric matrix K 1 satisfy k i +k j > 0 for i 6 = j, and where K 2 is positive de nite. The presence of matrix gains in both the attitude and position variables is useful in applications.
In Fig. 5 we attempt to portray these functions restricted to SE(2), the group of rigid motions on the plane. We equip this space with an invariant metric (kinetic energy) of the form J! 2 +m x v 2 x +m y v 2 y , where (!; v x ; v y ) is the velocity in the body frame. Then we compute the gradient vector eld for each of the three error functions and we draw their ow elds. The gains on rotational and translational components are chosen equal to (J; m x ; m y ).
Finally we design error functions by combining a group error g e with a function . For all choices of g e and , the resulting error function ' is quadratic with constant min i6 =j (k i + k j ), where fk 1 ; k 2 ; k 3 g are the eigenvalues of the matrix K 1 . Since many combinations are possible, we report only the most instructive ones in the rst column of ). Additionally, we specify the frame in which the proportional gains K 1 and K 2 are expressed.
Velocity errors
We start by recalling some kinematics (Murray et al. 1994 , Chapter 2). We are interested in the adjoint map Ad g : se(3) ! se(3) that transforms velocity vectors (elements in se(3)) from the body coordinate frame to the inertial In the Table 1 , we report compatible transport elements for each error function. For each couple ('; ), the compatibility is veri ed with some straightforward algebra. Note that the choice of depends only on the group error g e employed to de ne '.
Control laws
We here summarize the ideas exposed so far and design a proportional derivative feedback. Note that, with the corresponding de nition of Ad and ad operators, these choices are the same employed for the attitude tracking problem in Lemma 8.
Lemma 9 Consider the system in equation (26) Table 1 , let ' be a quadratic error function with constant min i6 =j (k i + k j ), and let be a compatible transport element. Also, let S be a bilinear operator satisfying (30), and according to equations (28) and (29) In what follows we present a sketch of the proof. First, the proportional and derivative feedback are devised according to the design procedure in Section 3, so that the only di erence with the design in Theorem 6 regards the feedforward control. In fact, the latter theorem can be extended as follows.
Lemma 10 Let the map S (q;r) : T q Q T r Q ! T q Q satisfy S (q;r) (X q ; Y r ) X q = 0 for all X q 2 T q Q and Y r 2 T r Q. Also consider the boundedness condition: sup (q;r)2Q Q krT (q;r) + M ?1 q Sk M < 1:
The statement of Theorem 6 holds true if we set F = F PD + F FF + S(_ e; _ r) instead of F = F PD + F FF , and if we assume (B2') instead of condition (B2).
The proof of this statement is a straightforward modi cation of the proof of Theorem 6. Thus we only need to show that feedforward action f FF in equation (29) This work unveils the geometry and the mechanics of the tracking problem for fully actuated Lagrangian systems. The design process in Section 3 allows us to characterize in an intrinsic way a tracking controller. The basic answered questions concern how to de ne con guration and velocity errors and how to compute the feedforward control. Almost global stability and local exponential convergence are proven in full generality. Our framework successfully uni es a variety of examples: a robot manipulator on the Euclidean space R n , a pointing device on the two sphere S 2 , a satellite on the group of rotations SO(3) and an underwater vehicle on the group of rigid motions SE(3). Case by case, we provide new insight into previous results and introduce novel viewpoints and control laws.
Relying on concepts from Riemannian geometry this work provides coordinate free design techniques for nonlinear mechanical systems. Other recent papers on modeling (Bloch & Crouch 1995) , controllability (Lewis & Murray 1997) , interpolation (Noakes, Heinzinger & Paden 1989 ) and dynamic feedback linearization (Rathinam & Murray 1998) share the same theoretical tools. A parallel avenue of research relies on the Hamiltonian formulation of mechanical systems, see for example (Nijmeijer & van der Schaft 1990, Chapter 12) and (Simo, Lewis & Marsden 1991 
