This study is based on the observation of sawtooth wave-like pressure changes (STW) observed during repetitive gas emissions in a syrup eruption experiment. Similar waveforms are observed at many active volcanoes as geodetic signals. By studying the physics of such experiments, we often find new ideas and insights that are applicable to natural volcanic phenomena. We consequently try identifying the features common to both our experimental system and natural volcanic systems. We infer that the oscillatory mechanism in our experiment is similar to flow-induced oscillation controlled by a coupling between elastic capacitance and variable flow resistance. We developed an elementary pipe-chamber system to quantitatively test this hypothesis. We observed three distinct oscillatory patterns: periodic STW, non-STW, and nonperiodic STW. A mathematical model is constructed to support the hypothesis and to enable comparison with existing models of volcanic systems. Models of flowinduced volcanic oscillations are mathematically similar to the model derived from our experimental system. Our results indicate that flow pattern transitions are essential for oscillatory behavior during gas emission. An important finding is that cycle periodicity and fluctuation are controlled by interactions between upward and downward flow within the pipe, especially during the termination of gas emission and the transition to the next cycle. Similar interactions occur in natural volcanoes: during the termination of an explosive eruption, fall-back or drain-back of ejected materials may modulate the explosivity and periodicity of the next eruption cycle. Our experimental system may provide a useful tool for understanding the oscillatory behavior of natural volcanic systems. This study may also give a proof that the original eruption experiment provides a useful tool for explaining the dynamics of oscillatory and eruptive behaviors of natural volcanic systems in educational (e.g., Open Day) demonstrations.
Introduction
Experiments using common materials to simulate geological processes are effective tools for Earth science education and outreach (e.g., Coffey 2008; Kurita et al. 2008; Deus et al. 2011 ). In addition, studying the physics of experimental systems frequently provides novel ideas and insights that can be applied to natural phenomena (e.g., Scott et al. 1986; Mader et al. 2004; Iga and Kimura 2007; Kumagai et al. 2008) .
This study was inspired by a sugar syrup eruption experiment (Fig. 1a) conducted as an exhibition during an institute open house. Through this experiment, we tried to introduce the structure of volcanoes, various geophysical signals observed with volcanic activity, and dynamics of an eruption. We used a bottle linked to a pipe as an analogue system for a magma chamber and a volcanic conduit. Pressure in the bottle is measured to simulate geodetic signals. Syrup with citric acid was mixed with baking powder in the bottle confined by plugging the top of the pipe. Generation of CO 2 bubbles increased the internal Editorial responsibility: L. Pioli
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pressure. Plug opening triggered a vigorous syrup eruption and rapid pressure release, followed by intermittent weak gas emissions similar to sequences observed during natural volcanic events. For example, dome collapse triggered a sub-Plinian eruption followed by repetitive Vulcanian eruptions during the 1997 eruption of the Soufriére Hills Volcano, Montserrat (Druitt et al. 2002) . During the experiment, repetitive gas emission was accompanied by sawtooth wave-like pressure changes (STW) in the bottle (Fig. 1) . The observed asymmetric waveform is similar to geodetic signals that are sometimes observed at active volcanoes (e.g., Iguchi et al. 2008; Takeo et al. 2013; Genco et al. 2014 ). This study focuses on STW and aims to identify the features common to both the experimental STW and natural volcanic oscillations.
Inflation-deflation cycles of volcanic edifices are observed at many active systems and are interpreted as geodetic signals associated with magma and gas flow (e.g., Ohminato et al. 1998; Fujita et al. 2004; Iguchi et al. 2008; Anderson et al. 2010; Genco and Ripepe 2010; Fontaine et al. 2014) . These geodetic oscillations display a variety of waveform shapes, commonly including asymmetric waveforms consisting of alternating gradual change and rapid recovery. Gradual inflation and abrupt deflation cycles are commonly associated with repetitive eruptions (e.g., Strombolian eruptions: Genco and Ripepe (2010) ; Vulcanian explosions: Iguchi et al. (2008) ; Takeo et al. (2013) ; and geysers: Nishimura et al. (2006) ). During dome-building eruptions, similar cycles (Voight et al. 1998 ) and reverse cycles consisting of gradual deflation and rapid inflation (Anderson et al. 2010 ) have been reported. Reverse cycles have also been recorded during caldera collapse (Fujita et al. 2004; Fontaine et al. 2014 ) and magma drain-back (Fukuyama 1988) .
Asymmetric volcanic oscillations are reproduced by flow-induced oscillation models that include coupling between elastic capacitance and variable flow resistance (Whitehead and Helfrich 1991; Ida 1996; Wylie et al. 1999; Maeda 2000; Barmin et al. 2002; Melnik and Sparks 2005; Kozono and Koyaguchi 2012; De' Michieli Vitturi et al. 2013; Chen et al. 2018 ). Existing models commonly assume that elastic capacitance is related to chamber elasticity and/or magma compressibility. However, different mechanisms of variable flow resistance have been proposed, including viscosity dependence on temperature distribution in the conduit (Whitehead and Helfrich 1991); changes in conduit radius due to the deformation of surrounding rocks, which depends on overpressure (Ida 1996; Maeda 2000; Chen et al. 2018) ; velocity-dependent volatile and/or crystal contents, which control magma viscosity (Wylie et al. 1999; Barmin et al. 2002) ; and stick-slip motion with rate-dependent friction (Iverson et al. 2006) . Flowinduced oscillation can also be generated by the ratedependent effective density of magma in a conduit and the competition between bubble growth and escape (Woods and Koyaguchi 1994) . The combined effects of these mechanisms have been investigated through advanced numerical methods (Melnik and Sparks 2005; Kozono and Koyaguchi 2012; De' Michieli Vitturi et al. 2013) .
Various mechanisms of flow-induced oscillations have been identified in laboratory experiments, and possible applications of such mechanisms to natural volcanic oscillations have been proposed. For example, Lane et al. (2008) reported cyclic pressure changes resulting from alternating periods of Poiseuille flow and plug flow in a vertical pipe and compared the oscillation to tilt cycles during dome-building eruptions. Self-induced pressure perturbations repeatedly occur during flow from a chamber through a pipe for fluids with complex rheologies with a negative correlation between shear stress and shear rate (Den Doelder et al. 1998) . Similar oscillations might occur during flow of magma which has a complex rheology (Kurokawa 2016 Fig. 1 a Syrup eruption experiment. Confined syrup with citric acid and baking powder generates CO 2 bubbles. Pressure in the bottle is measured as an analogue for geodetic observations. b Pressure change in the bottle. c A magnification of b focusing on sawtooth wave-like pressure changes oscillation known as a Bpressure drop oscillation^occurs in systems with a sufficiently compressible volume in a chamber connected upstream to a boiling pipe (Ozawa et al. 1979) . Fujita et al. (2004) applied the mechanism to explain oscillatory behavior observed in the 2000 Miyakejima caldera collapse.
During the STW stage of our eruption experiment, large bubbles slowly ascended the pipe as a slug flow. Ascending slug flow is regarded as an analogue for Strombolian eruptions and has been studied in several experiments (Jaupart and Vergniolle 1989; James et al. 2004 James et al. , 2006 Azzopardi et al. 2014; Del Bello et al. 2015; Pioli et al. 2017) . In these experiments, pressure fluctuations in the conduit are due to bubble motion, which is controlled by viscous, inertia and gravity forces, by bubble expansion, and by the boundary conditions including the geometry of the system. The STW in our experiment were generated by slug flow in a pipe connected to a chamber and did not occur when the chamber was disconnected. Therefore, we assume that the STW were not generated by bubble motion alone but were similar to flow-induced oscillations controlled by coupling between elastic capacitance (the bottle) and variable flow resistance of the liquid syrup flowing up the pipe.
To quantitatively test this hypothesis, we conducted controlled experiments involving gas-liquid flow in a vertical pipe connected to a gas chamber. We observed three distinct oscillatory patterns: periodic STW, non-STW, and nonperiodic STW, all of which have been observed in natural volcanoes (e.g., Fukuyama (1988) for periodic STW, Voight et al. (1998) for non-STW, and Iguchi et al. (2008) for nonperiodic STW). We find that waveform shapes are related to flow patterns in the pipe. We then derived a mathematical model for the experimental system in which we treat the physical quantities as lumped parameters to represent the system by ordinary differential equations. This derivation allows the experimental system to be compared with models for natural volcanic systems. We then identify the mathematical similarities and differences among our system and existing models of volcanic oscillation. Although our experiment differs from scaled experiments that simulate slug flow in a volcanic conduit (e.g., Jaupart and Vergniolle 1989; James et al. 2004 James et al. , 2006 Del Bello et al. 2015) , our experimental observations, combined with comparison to its mathematical equivalent, provide new insights into volcanic systems.
Experimental method
The experimental system comprised a chamber and pipe, where a constant gas flux was maintained in the chamber, and the gas-liquid flow in the pipe (Fig. 2) . The chamber, pipe, and connecting joint were constructed using acrylic glass to ensure rigidity and enable direct observations. The chamber was partially filled with water to adjust the compressible gas volume (V c ) (Fig. 2 , blue part at the bottom of the chamber). V c is maintained at a constant value during each experimental run.
Gas flux into the chamber (Q in ) was regulated by a microneedle valve (IBS FMNV2) that ensured a constant gas flux of between 10 −7 and 10 −6 m 3 /s. We used sugar syrup diluted in distilled water as the liquid phase. The liquid behaved as a Newtonian fluid, and we measured its viscosity using a BOHLIN CVO Rheometer, and adjusted it to 1 Pa s at the experimental temperature of 25°C. Injected gas flowed through the pipe and forced the liquid residing in the pipe upward, resulting in gas-liquid flow within the pipe.
A pressure sensor (KISTLER 701A with a 5011A charge amplifier) was installed to measure pressure changes in the chamber, and a microphone (Brüel & Kjaer 4193+2669L with a Nexus 2690 signal conditioner) was mounted to the top of the pipe. Data were sampled at 10 kHz using a PCbased data acquisition system (DEWETRON DEWE-211).
A high-speed black-and-white camera (Photoron FASTCAM Mini) was synchronized with the data acquisition PC and was focused on the lowermost 200 mm of the pipe, where gas-liquid flow occurred. The field of view was illuminated by a flat backlight source. We used a pale-color syrup so as to improve the visibility of the liquid phase against the gas phase and the pipe. Dark areas were thus shaded according to the thickness of the liquid across the pipe. We used the resulting distribution of light intensity to observe flow patterns.
The controlled experimental parameters were V c , Q in , and the amount of syrup in the pipe, as defined by the initial syrup height H s . These parameters were fixed during each experimental run. We conducted 143 runs in total, during which the parameters varied from 1.5 to 7.1 × 10 −7 m 3 /s for Q in , 20 to 157 cm 3 for V c , and 60 to 150 mm for H s . Data were recorded from the beginning of each run for at least 20 pressure cycles.
Experimental results
We have divided our experimental observations into three groups: periodic STW, non-STW, and nonperiodic STW (Fig. 3) . These different waveform shapes were created by varying Q in and V c with a fixed H s of 90 mm.
A periodic STW was observed for relatively large Q in and V c (Figs. 3a and 4c) . Pressure-change waveform data were low-pass filtered at 30 Hz and detrended before being used to calculate spectra and root mean squares (RMS). A clear, regularly repeated STW signal was observed (Fig. 3a) . The periodicity is represented by sharp harmonic peaks in the spectra, extending to higher overtones (Fig. 3b) . The STW period is determined using the frequency of the fundamental mode. The period and RMS of STW gradually increase with V c and decrease with Q in (Fig. 4a, b) . Video data allow direct observations of flow behavior in the pipe (Movie 1). We define a liquid slug as a continuous zone of liquid that bridges the pipe (Fig. 5a ). Liquid slugs are separated by gas slugs, which are large Fig. 3 Pressure change in the chamber (red) and the microphone at the pipe exit (blue). Waveforms and spectra of pressure changes are shown for a, b periodic STW with Q in = 0.43 cm bubbles with diameters similar to the pipe diameter. An ascending flow of alternating gas and liquid slugs (e.g., at 5 and 7 s in Fig. 5a ) is hereafter referred to as Bslug flow.Â s liquid slugs ascend, a film of liquid descends along the pipe wall, which is referred to here as Bdownward film flow.^As slug flow accelerates, liquid slugs become shorter and are stretched forming membrane-like structures, which eventually rupture (i.e., gas bursting occurs; e.g., between 7 and 9 s in Fig. 5a ). Acceleration burst occurs simultaneously for all gas slugs, producing a countercurrent annular flow (hereafter referred to as an annular flow) characterized by continuity of the ascending gas phase within the pipe core and a downward film flow around it (Wallis 1969; Hewitt and Hall-Taylor 1970) . We define this flow-pattern transition as slug-to-annular flow transition. These terms (annular flow and slug-toannular flow transition) are different from those more commonly used for co-current gas-liquid flow in fluid engineering (Wallis 1969; Hewitt and Hall-Taylor 1970) and in volcanology (e.g., Vergniolle and Jaupart 1986) . During annular flow, surface disturbances, which are generated by gas slug bursting, descend along the pipe wall (e.g., between 9 and 13 s in Fig. 5a ). At the bottom of the pipe, liquid slugs are produced by the growth of a surface disturbance generated during downward film flow (e.g., between 9 and 11 s in Fig. 5a ), which is hereafter referred to as Bslug reconstruction.^Slug reconstruction leads to an annular-to-slug flow transition. With time, the sequence of slug-to-annular and annular-to-slug flow transitions was then repeated (e.g., from 11 s in Fig. 5a ).
For each video frame, a 5 × 740-pixel column ( Fig. 5a ) was extracted and averaged over its 5-pixel width to obtain a 1 × 740-pixel vertical column. The columns were then laterally stacked and the grayscale shading was converted to color (blue to red) to obtain the representation given in Fig. 5b . These representations of the temporal evolution of the flow reveal that liquid slugs accelerate and disappear during slug-to-annular flow transitions. Descending surface disturbances are absorbed by ascending liquid slugs.
A red color appears at the bottom of the pipe when a liquid blob starts to grow, and remains until slug reconstruction is complete. A comparison between flow images and waveforms is shown in Fig. 6 . For periodic STW, slug flow is observed during the period of gradual pressure increase, Table 1 ) and solid lines (with a larger value of w that is 1.6 times than original value). Coloring of markers and lines indicates different values of Q in . Brown solid line in c represents the model prediction (D = 0 and G < α) with ξ = 1.11 × 10 6 (Γ = 0.86), whereas the dashed line represents the model prediction without considering the effects of surface tension (Γ = 0) while slug-to-annular flow transitions coincide with abrupt pressure drops (Fig. 6a ). Flow patterns are regular during each cycle when periodic STW are recorded.
Relatively small Q in and V c yield non-STW waveforms (Figs. 3c, 4c, and 6b), displaying no abrupt drop in pressure.
Moreover, these waveforms have no discernible periodic features, resulting in spectra that lack clear harmonic peaks. The peak frequencies of pressure changes can be used to determine the period of the experimental data (e.g., Fig. 3d ). Slug flow is observed to ascend continuously within the pipe (Movie 2). The uppermost liquid slug undergoes a significant reduction in length, forming a membrane-like structure that then ruptures. Ruptures are not observed in the following liquid slugs; consequently, we observed no slug-to-annular flow transitions. Although there is a periodic rise and fall of the top surface of a gas/liquid column in a sawtooth wave-like manner which is similar to a pattern reported in Azzopardi et al. (2014) , sawtooth wave-like pressure changes do not appear. Nonperiodic STW are observed when Q in is large (Figs. 3e, 4c , and 6c; Movie 3). These waveforms display STW features but contain no clear harmonic spectra (Fig. 3f) . STW cycles are associated with slug-toannular flow transitions (Fig. 6c) , similar to the periodic STW; however, each slug-flow regime displays a distinct flow pattern.
Mathematical model
We now construct a mathematical model that includes the two essential factors of elastic capacitance and variable flow resistance, in a similar manner to the existing lumped parameter model for flow-induced instabilities in volcanic systems (Ida 1996; Wylie et al. 1999; Maeda 2000; Barmin et al. 2002; Nakanishi and Koyaguchi 2008 ).
An illustration of the model and definition of the parameters are provided in Fig. 7a-c 
Basic equations
We consider a volume flux of gas Q in into the chamber with volume V c . Both the liquid slug and gas in the pipe move upward at velocity u. We define the volume flux in the pipe as Q = πa 2 u and the area fraction of gas flow in the pipe as α = r 2 /a 2 , where a is the pipe radius and r is the radius of the gas flow (Fig. 7a-c) . Then, the volume flux of gas in the pipe is defined as αQ.
We define elastic capacitance using: dp dt
where t is time, p is the excess pressure in the chamber, and P 0 is atmospheric pressure. In Eq.
(1), we consider the compressibility of gas in the chamber to be fixed at 1/P 0 , neglecting the effects of changes in temperature and pressure. Equation (1) describes the elastic behavior of the gas chamber. If the density difference between inflow into the chamber (Q in ) and outflow though the pipe (αQ) is negligible, then Eq. (1) is regarded as the mass conservation equation. This is a reasonable approximation because p ≪ P 0 . For simplicity, we treat r (and thus α in Eq. (1)) as constant; however, a spatiotemporal change in r due to surface disturbance of downward flow was observed during the experiment (Fig. 5b) .
For variable flow resistance, we assume that flow of gas and liquid in the pipe follows the Poiseuille flow relation. We also consider the effects of hydrostatic pressure in the pipe and surface tension immediately prior to film rupture. Thus, we obtain
where μ v and ρ v are the average viscosity and density of the slug flow in the pipe, respectively, L is the pipe length, g is gravitational acceleration, and Δp is the overpressure caused by surface tension. The values of μ v and ρ v are respectively given by
where μ and ρ are the viscosity and density of the liquid, respectively, and L * is the total liquid slug length. We disregard flow resistance to the motion of the gas slug because the viscosity of the liquid is higher than that of the gas by five orders of magnitude. Although L is not included in the model, it is retained to allow comparison with existing models. The representation of flow resistance in Eq. (2) based on the Poiseuille flow approximation is inadequate when a liquid slug becomes a thin membrane. However, at this state, overpressure due to surface tension (Δp) is considered more important than viscous resistance. We introduce the term Δp, which was constrained by image analysis, in a form to correct for the effective viscosity, resulting in an empirical function including L * and Q:
where L c is the critical length of the liquid slug when the term begins to apply and ξ is a fitting parameter (see Appendix). By combining Eqs. (2) and (5), and differentiating with respect to time, we obtain dQ dt
where μ E is the effective viscosity and Γ is a dimensionless parameter representing the ratio of the effective viscosity due to surface tension to the liquid viscosity. Temporal change in L * is a key parameter for variable flow resistance in the pipe. According to the conservation of liquid volume in the pipe, we have
where H s is the initial syrup height and H w is the top of the flow (Fig. 7a-c) . The area fraction of gas flow in the annular flow is considered to be the same constant α as that of the gas flow of the slug flow. The velocity of H w depends on the head position (x) of the slug flow as defined by
where L * i is the initial length of the liquid slug. When x < H w , H w descends along the pipe at a constant velocity, w (see Appendix). When x = H w , the velocity of H w is equal to the velocity of the liquid slug (Fig. 7b) . Differentiating Eq. (9) with respect to time, we obtain dL
where W = wπa 2 . The downward film flow flux is given by (1 − α)W.
Dimensionless equations
The variables p, Q, t, L * , x, H w , ρ v , and μ E and the constants Q in , W, L c , and μ are scaled in the model using the following relations: indicates a dimensionless number. Viscosity is scaled by μ A , which is the effective viscosity of the gas slug. Although μ A is not explicitly used in the model, it enables scaling. The scaling units P u , Q u , and T u , and the dimensionless parameter A, are respectively defined by 
Ratio of the area of the film flow to gas part at the cross section of gas slug 0.83 0.3 × 10 −6 -2.5 × 10
An additional dimensionless parameter G is defined by
Scaling factors were selected to produce dimensionless equations with comparable forms to existing flow-induced models (e.g., Ida 1996; Wylie et al. 1999; Barmin et al. 2002; Nakanishi and Koyaguchi 2008; Chen et al. 2018 ) for volcanic systems ( Table 2 ). The dimensionless forms of Eqs.
(1), (6), (7), (4), and (11) are respectively as follows:
Definitions and values for the dimensionless parameters are listed in Table 1 .
Mathematical analysis of the system behavior
For dp 0 /dt 0 , Eq. (14) indicates that its sign changes from positive to negative with increasing 
F 1 (Q 0 ) indicates that as Q 0 increases from 0, it will converge to a constant flux, satisfying F 1 = 0, which is shown to be always less than Q 0 in =α. This condition indicates that pressure will increase while x 0 < H 0 w , due to the increasing mass of gas within the chamber. When x 0 ¼ H 0 w , the quadratic function F 2 (Q 0 ) controls the behavior of Eq. (19). We set Γ to equal 0 or 0.86 (Table 1 ), so that 1 − Γ > 0 is always satisfied. The discriminant of F 2 (Q 0 ) is given by
When G > α, Q 0 is unstable because for Q 0 > 0, F 2 is always positive and monotonically increases. Therefore, Q 0 increases consistently and will not converge on a fixed value. When G < α and D < 0, F 2 is always positive and Q 0 continuously increases. If D > 0, Q 0 increases and converges on a value that satisfies F 2 = 0. The boundary defining whether or not Q 0 will continuously increase (G < α and D = 0) is a function of Q in and V c and is shown in Fig. 4c . Compared with the experimental data, we find that STW are observed above this boundary. The same boundary, calculated without including the surface tension term (Γ = 0), is also shown in Fig. 4c . Our results indicate that this boundary is sensitive to the effective viscosity used in the model.
Calculation method
Equations (1), (6), (10), and (11) are solved numerically using the Runge-Kutta method (Fig. 8) . Here we use dimensional variables to allow direct comparisons with experimental data. The values of L * , x, Q, and p at the beginning of a cycle are referred to as Binitial values^and are indicated by the subscript i. Sequential photographs in which a liquid slug is reproduced at the bottom of the pipe indicate that L * i and x i are equal to 2 mm. Parameter Q i is assumed to be 0, meaning that p i represents the hydrostatic pressure in the pipe (p i = ρgL * i ). The transition from slug-to-annular flow is regarded as occurring at L * = 0, and slug reconstruction is assumed to begin immediately. The time required to form a new liquid slug is calculated by considering the conservation of liquid volume in the pipe. The new liquid slug grows as it is fed by downward film flow at a constant volume flux of |(1 − α)W|. When it reaches a volume of πr 2 L * i , slug reconstruction is completed and a new STW cycle begins.
The model periodicity is defined by the duration from a completion of liquid slug formation to the next. For comparison with the experimental results, the model amplitude is evaluated using RMS. We removed the mean pressure change before calculating RMS.
Periodic STW and non-STW
Examples of the numerical results are shown in Figs. 8 (one cycle of STW) and 9a (periodic STW). The calculated period and RMS values are indicated in Fig. 4a, b by broken lines. They are smaller than the experimental results by a factor of 2 to 3. We suggest that this discrepancy results from the development of surface disturbances during downward film flow, which effectively increases the growth rate of the liquid slug length (dL * /dt). To test this hypothesis, we applied a model with an arbitrarily large w (average downward film velocity) so as to magnify dL * /dt. When using a larger value of w that is 1.6 times that calculated by Eq. (23), the model fits both the trend and magnitude of the period and RMS of the experimental results under conditions producing periodic STW (Fig. 4a,  b, solid lines) . However, the model still overestimates the period and RMS, especially under non-STW conditions. This discrepancy may be explained by our choice to disregard a layered structure by assuming only one large liquid slug, L * (Fig. 7a) , exists. The period of pressure change is better correlated with successive reconstruction and/or burst cycles of the layered structure (Fig. 6b) .
Nonperiodic STW
Our model cannot explain nonperiodic STW (Figs. 3e and 6c) as each cycle is assumed to start with the same initial values. Figure 6c (e.g., t = 74 -75 s) shows slug reconstruction within the middle of the pipe (hereafter termed Bhalfway reconstruction^), which is only observed during nonperiodic STW. We infer that large surface disturbances, resulting from (Fig. 9b, c) . However, variation in the slug reconstruction site has a significant effect on the amplitude and periodicity of the signal, generating pressure change waveforms similar to nonperiodic STW (Fig. 9d) , as observed in the experiment (Fig. 6c) . To determine the mechanism that controls the initial conditions, we will conduct additional experiments with higher-resolution images of flow during future work.
Discussion

Model comparisons
Here we describe the mathematical similarities and differences between our system and existing models (Ida 1996; Wylie et al. 1999; Barmin et al. 2002; Nakanishi and Koyaguchi 2008; Chen et al. 2018 ) of flow-induced volcanic oscillations (Tables 2 and 3 ). All of these models have similar pressure change mechanisms (coupling between elastic capacitance and variable flow resistance). Pressure change in the gas chamber could be equated to that in a magma chamber, and variable effective viscosity due to liquid slug length change is comparable with viscosity change during conduit flow (Table 3(a) ). When we regard the gas flow part of slug flow as a low-viscosity region, the model of Nakanishi and Koyaguchi (2008) is the most similar existing model (hereafter denoted as the NK model) to our experimental model (Table 3 (b)) in terms of the representation of effective viscosity. The NK model simplified the model of Barmin et al. (2002) , which includes the kinetics for crystal growth and a significant increase in viscosity depending on crystal content (Fig. 7d) , by introducing a characteristic timescale t * of viscosity increase. More specifically, t * is defined as the time over which the viscosity of the fluid ascending through the conduit increases due to crystallization. The length of the high-viscosity region corresponds to the liquid slug length. This study dP Ida (1996) , Wylie et al. (1999) , Barmin et al. (2002) , Nakanishi and Koyaguchi (2008) 
Waveform shapes are caused by coupling between elastic capacitance and variable-flow resistance.
(b) Effective viscosity and density in the pipe (conduit) We arbitrarily add the average gas viscosity term (1
E for the sake of comparison with other models
The formulations presented by Nakanishi and Koyaguchi (2008) are modified using variables that are defined in Fig. 7d and Table 2 and scaled by the units listed in Table 2 . Primes ( Tables 1 and 2 for their definitions). Parameter t 0 c is a dimensionless characteristic time for slug reconstruction, defined using t c = L * i /(Aw) and t 0 c ¼ t c =T u . Parameter Q 0 inN is the dimensionless influx to the magma chamber, G N is the ratio of magmastatic pressure (ρ vN gL N ) to characteristic pressure (P uN ), L N is the length of the conduit, and μ 0 N is the ratio of high to low viscosity, as defined by Barmin et al. (2002) and used in the NK model. Parameters Q 0 inN and G N are common in existing models (e.g., Ida 1996; Wylie et al. 1999; Barmin et al. 2002; Nakanishi and Koyaguchi 2008; Chen et al. 2018) .
The μ 0 Q 0 in term has a physical meaning in our experiment, representing the ratio of pressure loss due to viscous resistance in the pipe to the pressure change due to elastic capacitance. It is equivalent to μ
in the NK model, where μ 2 is the viscosity after crystallization, Q inN is the influx to the chamber, V N is the chamber volume, a N is the radius of the conduit, and γ is the effective volumetric modulus of the chamber ( Table 2 ). Considering that the loss of pressure is mainly caused by the high-viscosity part, Q In our model, we determined the relative importance of the effect of gravity and viscous flow resistance (using the higher viscosity) using
the NK model, where ρ N is magma density ( Table 2) . The values of these parameters suggest that gravity will affect the pressure change within the chamber if a change in fluid density occurs. When the viscosity is low, the gravity effect becomes dominant, namely, density change may play a role in controlling the oscillations (Kozono and Koyaguchi 2012) . In the NK model, the parameter t
represents the ratio of the timescale of viscosity change to the time during which fluid flows through the conduit, and determines whether pressure oscillations occur. We assume that t c corresponds to the timescale (t * ) because both represent the timescale of the change from low-viscosity flow (i.e., annular in our experiment) to high-viscosity flow (i.e., slug flow in with increasing Q in , flow within the pipe would occur as a churn or co-current annular flow. However, as we focus on the range of Q in where STW are observed, we did not study the physical processes occurring at such large Q in . In the present study, we observe nonperiodic behavior at the upper range of the chosen Q in values. Below the lower limit of t 0 * Q 0 inN in the NK model, flow in the conduit achieves steady state. In contrast, our system does not achieve steady state, irrespective of the value of t 0 c Q 0 in , when Q in > 0 and L * > 0 (Table 3(c) ). In summary, the lumped parameter model enables us to compare our experimental system with models of flowinduced pressure oscillations in volcanoes. Even if the flow structures appear different, the mechanisms responsible for oscillation may be described by the same mathematical model, using dimensionless parameters in ranges that span within the possible variations in natural volcanic systems.
Cyclic behavior due to flow pattern transitions
In terms of mathematical structures, our experimental system is similar to the models of flow-induced pressure oscillations during dome-building eruptions. These models however do not explicitly include flow pattern transitions, though some of them (Melnik and Sparks 2005; Kozono and Koyaguchi 2012) interpret rapid deflation phases with high-discharge rates as explosive phases. On the other hand, flow pattern transitions (i.e., slug-to-annular and annular-to-slug transitions) are essential for the cyclic behavior in our system. Therefore, the behavior of our experimental system is more similar to repetitive explosive eruptions than to the systems which do not include flow pattern transitions (Ida 1996; Wylie (1) (2) Angles are represented by θ up and θ bt , defined as θ > 180°when the surface is convex downward, and θ < 180°when the surface is convex upward. Curvatures are defined as R up, bt = R 0 r tan(θ up, bt /2), where R 0 is the correction factor (R 0 = 0.27). We assume that the upper part of the gas slug is hemispherical when ascending at a constant velocity (Batchelor 1967) , and L * is the total length of the liquid slug in the pipe. c Changes in R up and R bt over time. d Least-squares fit to the calculated Δp yields the empirical relationship Δ p = − 1.11 × 10 6 (L * − L c )Q/πa 2 + 113 et al. 1999; Barmin et al. 2002; Nakanishi and Koyaguchi 2008; Chen et al. 2018 ).
The observed slug-to-annular flow transition may correspond to transition from a pressure-building stage to explosive stage through fragmentation (Fig. 10) . The observed annular-to-slug flow transition may correspond to the termination of an explosive eruption and preparation for the next cycle (Fig. 10) ; however, this process is poorly understood (Koyaguchi 2016) . Numerical simulations suggest that during fragmentation at depth, dykes may deform or collapse due to a large pressure differences between the flow within the dyke and the surrounding rocks (Dobran 1992; Costa et al. 2009 ). In addition, fall-back of ejected pyroclasts may clog vents after Vulcanian and Strombolian eruptions (Patrick et al. 2007; Capponi et al. 2016) . Vent closure or clogging in natural volcanic systems may be equivalent to slug reconstruction in our experiment, because both are processes that return the system to a pressure-building stage. Based on field observations, textural and geochemical analyses of ejected pyroclasts, and laboratory experiments (Patrick et al. 2007; Gurioli et al. 2014; Del Bello et al. 2015; Capponi et al. 2016; Gaudin et al. 2017) , the fallback of ejected materials is assumed to affect the explosivity of the next eruptive cycle for basaltic eruptions. Fall-back of ejected material is also assumed to occur during co-Plinian fountain of andesitic explosive eruptions (Yasui et al. 2013; Mujin et al. 2017) . Such fall-back may be regarded as a kind of Bdownward flow.Î n our experiment, disturbances in downward flow grow to halfway liquid slug reconstructions (Fig. 6c) , which are shown to affect the periodicity by numerical calculation (Fig. 9b-d) . Therefore, our experimental results indicate that Bdownward flow^within the conduit could interact with ascending flow and modulate the explosivity and periodicity of an eruption. When the termination states the same as the initial state of the cycle (Fig. 10b) , the period remains constant; however, a strong explosion could disturb the termination state ( Fig. 10b which would result in nonperiodic behavior.
Conclusions
Controlled experiments were conducted on gas and liquid flow in a pipe connected to a gas chamber. Under relatively large Q in and V c , periodic STW is observed, which consists of gradual pressure increase during slug flow and abrupt pressure drop at the slug-to-annular flow transition. Under small Q in and V c , only slug flow with non-STW features is observed. With a far larger Q in , the periodicity of STW is lost and we observe large surface disturbances on downward film flow causing slug reconstruction at varying locations along the pipe. Experimental movies for these conditions are provided.
A mathematical model of the experimental system and its numerical solutions reveal the mechanisms of the experimental observations. The coupling between elastic capacitance and variable flow resistance is the main factor that generates the STW feature. Fluctuations in the location of the liquid slug reconstruction at each annular-to-slug flow transition have the marked effect in breaking periodicity.
Models of flow-induced volcanic oscillations are mathematically similar to our model, and our gas chamber is equivalent to a magma chamber in terms of an elastic capacitance. Regarding the flow viscosity, the length change of the liquid slug corresponds to the length change of the high-viscosity crystallized region in the dome-building eruption model of Nakanishi and Koyaguchi (2008) . The ranges of the dimensionless model parameters for the experiments fall within those for the dome-building eruptions. Considering the essential roles of flow pattern transitions, the behavior of our experiment is more similar to repetitive explosive eruptions than to the nonexplosive dome-building models which do not include flow pattern transitions. Our study implies that Bdownward flow^in the conduit may interact with the ascending flow and modulate the explosivity and periodicity of the eruption. We can thus make use of this experimental system for understanding periodic and nonperiodic behavior during flowinduced oscillations in volcanic systems.
This study was inspired by the syrup eruption experiment conducted during an outreach activity. The results of this study also strengthen the educational outreach value of the simple experiment in Fig. 1 . The experiment allows a clear understanding and active illustration of dynamical systems highlighting the importance of conduit-chamber geometry and flow pattern transitions for oscillatory behaviors (e.g., geodetic signals and eruption cycles) and possible effects of Bdownward flow^for disturbing eruption periodicity.
(Movie 1), the film membrane bulges upward immediately before the rupture (Fig. 11a) . It is inferred that this pressure difference, Δp, across a liquid slug is supported by surface tension, which is given by
where γ s is the surface tension of the liquid, and R up and R bt are the radii of curvature of the top and bottom of the liquid slug, respectively. Both R up and R bt are positive when the liquid slug surface bulges upward (Fig. 11b) . The constitutive equations for R up and R bt are obtained as a function of Q and L * by analysis of images of an ascending liquid slug (Fig. 5b) . When estimating Δp, we analyzed the curvature of only the uppermost liquid slugs, because the following liquid slugs are flatter and provide only a minor contribution. Details of the image analysis are explained in the caption to Fig. 11 . A decrease in the radius of curvature as the liquid slug ascends is demonstrated in Fig. 11a -c. We find that Δp (Eq. 2) has a linear relationship with −(L * − L c )Q/πa 2 and is reasonably well-fitted by Eq. (5). An intercept for the fitting parameter vanishes by differentiating Eq. (5) and does not affect the solution. Therefore, it is omitted in Eq. (5).
Downward film flow
When x < H w , H w descends along the pipe. Under this condition, H w is given by H w ¼ H wi þ wt;
where H wi and H max are the values of H w for L * = L * i and L * = 0, respectively, and w (< 0) is the average velocity of the downward film flow. Assuming laminar flow driven by gravity, w is given as follows:
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