ABSTRACT Forecasting short-term traffic flow is one critical component in traffic management to improve operational efficiency. Data driven method, which trains the predictor with historical data across a given past period, have been proved to perform well. However, days which experience significantly different traffic flow patterns, negatively influence forecasting results. This paper proposes an advanced method, making use of appropriate prediction based on pattern matching. First, historical data is divided into several groups, according to their patterns, by clustering algorithms. Then the predictor is trained for each group based on a convolutional neural networks and long-short-term-memory model. For each time point, the degree of similarity between the target day and each group is measured, and the predictor trained by the group possessing the highest degree of similarity is selected to be appropriate. Based on a case study from Seattle, we show that selecting an appropriate predictor can significantly improve the accuracy of predictions.
I. INTRODUCTION
Accurate and timely traffic flow prediction is crucial for individual travelers, businesses and government agencies. Government agencies can intervene in decisions about traffic management based on the results of traffic flow forecasting [1] - [6] . These interventions include situations where alteration of traffic signal timings and closing certain roads, to prepare for potential congestion [7] - [10] . Businesses, for example Google Maps, can provide more accurate travel time information for any navigational path. Travelers can benefit by the advanced implementation of advantageous systems by modeling future traffic conditions [11] , [12] .
Traffic flow prediction could be divided into short-term forecasting and long-term forecasting. The former relates to traffic in near future from a few seconds to a few hours based on current and past traffic information [13] , [14] , while the latter relates to traffic for entire days in the future, which is helpful for the agencies to have appropriate management or signal control plans in place, in order to ensure the operation efficiency [15] . In this paper, we focus on short-term traffic flow prediction for the next given time period (for example, 5 minutes), which helps users in several ways: the traffic signal controllers optimize the signal timing plan, travelers being able to adapt and update their paths.
For short-term traffic flow prediction, previous studies can be summarized in two categories: dynamic model methods and data-driven models. The former [16] - [18] deals with the problem of traffic flow forecasting as a mathematical model and then calibrates the parameters in the abstract model, based on real-world data [19] . Many basic models have been designed and exist, but it is difficult to justify which is best since each performs best under certain conditions. With the widespread use of traditional traffic sensors and new emerging traffic sensor technologies, the volume of traffic data is increasing, and traffic flow forecasting is now becoming more data-driven.
The main idea behind the use of the data-driven models is to train the prediction models using neural network with historical data from the past few months or a longer time period. Traffic flow data is periodic, using days as the time intervals, and the traffic flow patterns can differ greatly between workdays and weekends or even among different workdays. Obviously, using the historical data that have different patterns with the target day to train the forecasting model can introduce useless traffic information, which will decrease the accuracy of forecasting results and extend training time. In this paper, we aim to propose an accurate and timely traffic flow forecasting method, which contains two steps: First, the historical data is divided into different groups according to their patterns, and a predictor is trained for each group data; then the best predictor for each time interval is selected, according to the similarly of certain past-time intervals, before the current time point between the target day and historical data in different groups. The frame of the new method is shown in Figure 1 . 
II. LITERATURE REVIEW
There has been a considerable amount of research focusing on data-driven traffic flow forecasting, which can be summarized into two types: parametric method and non-parametric method.
The parametric methods are based on time series analysis, which regard that the value in the next time point which needs to be predicted is closely related to the values of the past several time points. Representative methods include the autoregressive model (AR), moving average model (MA), regressive models named autoregressive integrated moving average (ARIMA), etc. There are also some variable models based on ARIMA, such as seasonal ARIMA [20] and space-time ARIMA [21] . These advanced methods usually perform well when compared to traditional methods under normal conditions, but they are become instable in the face of extreme traffic conditions (holidays, bad weather, etc.) and lead to a high degree of errors.
The primary feature of non-parametric models is that the structure or parameters of the models are not fixed. Among these approaches, included are support vector machine (SVM) [22] , [23] , support vector regression model (SVR) [24] - [27] , wavelet analysis [28] - [34] , artificial neural networks (ANN) [35] - [38] , and deep learning (DL) [39] . Additionally, there are hybrid methods that combine several existing techniques such as MA, ARIMA, NN models and so on [36] , [40] - [46] .
With increasing traffic data, deep neural network (DNN) has been become a frequently-used method which is used as a non-parametric model to deal with traffic flow forecasting [47] . DNN is a type of feed forward neural network with more than one hidden layer, which has achieved great success in natural language processing, computer vision, etc. The law of traffic flow data in the temporal dimension can be mined using some basic DNNs, such as a deep belief network (DBN) [48] , [49] , stacked autoencoders (SAEs) [39] , [50] , and recurrent neural network (RNN) [51] .
Traffic flow data for one location is not only related to that particular location's historical data, but also to the data for neighboring areas. For example, before an increasing or decreasing trend appears at a certain location, the same trend must have appeared at the upstream location, which can be referred to as a spatial correlation. The time difference is approximately equal to the travel time between the two locations. Basic DNNs cannot extract spatial and temporal features in relation to historical data synchronously. Convolutional neural networks (CNNs) have been used to capture adjacent relations for spatial features [52] .
In basic DNNs, a long short-term memory (LSTM) network, which has evolved from RNN, has proved to be a good method to extract time related parameters of traffic flow data [53] . This has been its 'special' structure. Temporal-spatial correlation in traffic system has been introduced in LSTM network, which got good forecast accuracy, but it needs a large amount of calculation for the establishment of temporal-spatial correlation [54] . Shi et al. [55] (2015) proposed the convolution LSTM (Conv-LSTM), which is a fully-connected extended LSTM (FCLSTM) with embedded convolution layers. Conv-LSTM usually performs well, producing low errors, but it usually requires a long training time [56] , [57] .
As discussed in the introduction section of this paper, appropriate historical data selection is also important in terms of forecast accuracy, and a K-nearest neighbor (KNN) algorithm has been previously applied in numerous other works [58] , [59] . In KNN-based approaches, K historical days, presenting a great amount of similarity with the target day, were selected. For the next time interval in the target day which is required for forecasting, all actual data at the same time interval for the K historical days, are regarded as candidate values for the forecasting object, and a higher weight is assigned to the candidate value with a higher degree of similarity. This type of KNN-based methods, known as non-parametric models, cannot consider the spatial and temporal correlations simultaneously, which usually results in inferior performance when compared to DNN-based methods. On the other hand, however, KNN methods usually perform better than many parametric methods and some 75630 VOLUME 6, 2018 non-parametric ones. We believe that appropriate historical data selection is also helpful for DNN-based methods.
In this paper, we first divide the historical data into different groups based on a clustering algorithm. Then, we propose an advanced Conv-LSTM structure to shorten the training time, and achieve predictors for each group of data. Next, we use the Euclidean distance to measure the similarity between traffic flow data before the current time point of the target day and historical data within the same time periods in different groups, and then determine the appropriate predictor for the current time point.
III. METHODOLOGY
As mentioned above, our new method comprises two steps: division of historical data into several groups according to their patterns and training the predictor based on group data; selection of the appropriate predictor for each time point. Before undertaking these three steps, the data, including the train and test data should be formularized first.
A. DATA FORMULATION
The traffic flow data values collected by sensors on an arterial road are usually larger than data value collected from a minor road. In order to avoid the problem of differing scales across the dataset for different positions, all data used in this study has been normalized as follows:
where x i (t) and x i,norm (t) are the primitive input traffic flow variable and its normalized corresponding value in t-th time interval in day i; x min and x max are the minimum and the maximum input variables, i.e. the minimum and maximum values of the dataset. With the normalized input data, predictors can produce an output of normalized forecasting results. Let x i,norm (t) denote the traffic flow in time interval of t in a day i,
, the direct output value needs to be de-normalized as follows:
where x i,norm (t), x i (t) are the direct output value and the predicted value for a time interval t in a day i, respectively. In this paper, we attempt to achieve the predictor using data from the target position and its neighbors, thus, the input for the predictor is in the form of a spatial and temporal matrix. In the matrix, each row vector shows the spatial correlation between elements, which is the traffic flow data for a certain time point at a different position. Each column vector element represents a temporal correlation, which is a continuous time series at the target position before the predicted time point. The spatial-temporal matrix A is shown as follows:
where s represents the spot within the region and t represents time.
B. HISTORICAL DATA CLUSTERING ALGORITHM
The traffic flow patterns have significant difference between workdays and weekends, and Hosseini et al. (2014) [60] divided the historical data into two groups: workdays and weekends. However, the differences about the patterns among different workdays/weekends may be also significant. Taking Figure 2 as an example, Sunday and Saturday own significantly different pattern, and they should belong to different groups. Thus, it is a better choice to measure the similarity degree of the patterns among any two days and then divide them into several groups based on clustering algorithms. There are numerous types of clustering algorithms. Particularly, k-means clustering has been applied to categorize traffic patterns using continuous traffic flow data [61] , [62] . In this paper, a k-means algorithm is used to group daily historical traffic flow.
The time series traffic flow data of N days is represented by X, where X = (X 1 , X 2 , · · · · · · , X N ). X i represents the vector of traffic flow data at the ith day with T elements as follows:
where x i (t) is the total traffic flow (number of vehicles) within the t-th time interval in day i. If the time interval length is 5 minutes, in one day, T = 288 (60min/h * 24h/5min).
For any two elements in X, X i and X j , the distance can be measure using Euclidean distance, which is as follows:
where, p is the serial number of time intervals with one day,
With a known k value, the k-means algorithm provides the result using an iterative refinement technique. Given an initial set of k means, M (k) = {M 1 · · · · · · M k , the algorithm proceeds by alternating between two steps: Assignment step: Assign each observation to the cluster whose mean has the least squared Euclidean distance, this is intuitively the 'nearest' mean.
Here,k i denotes that day i belongs to clusterk. An alternative, equivalent representation of this assignment of points to clusters is given by 'responsibilities', which are indicator variables r k,i . In the assignment step, we set r k,i to one if mean k is the closest mean to data point X i ; otherwise r k,i is zero.
Update step: The model parameters, the means, are adjusted to match the sample means of the data points that they are responsible for.
Repeat the assignment step and update step, then output the final result untilk i do not change.
If the value of k is not known in the problem, the number of clusters can be determined using the elbow rule technique. The elbow rule will draw the cost functions (i.e. intra-cluster variances) of different values. With the increase of k value, the average distortion degree will decrease. Each class contains fewer samples, so the sample is closer to its center of gravity. However, as the k value increases, the improvement to the average distortion degree will decrease. In the process of increasing the k value, the k value corresponding to the position with the greatest reduction is the elbow.
Given the set of cost with different k values denote as {V 1 ; V 2 ; . . . ; V K }(K is the maximum value for k), the ''acceleration'' α k of k clusters can be written as follows:
The right-hand side denotes the difference of two consecutive marginal gains (V k+1 -V k ) and (V k -V k−1 ). The optimal cluster number, k * , satisfies that α k reaches its maximum, that is:
C. CONVOLUTIONAL NEURAL NETWORKS AND LONG-SHORT-TERM-MEMORY MODEL
In previous studies, the LSTM model has been used to predict traffic flow [53] , [54] , which was able to extract the time series features. However; it did not take full advantage of spatial features. This paper introduces the convolution neural networks (CNNs) which are combined with a LSTM model to produce a CNNs-LSTM model. Therefore, CNNs-LSTM models not only extract spatial features by the convolution layer but also include time series features by the LSTM layer [55] - [57] . It includes multi-convolution layers, one pooling layers, multi-LSTM layers and two dense layers. All layers are connected in serial mode. Convolution layers are placed before LSTM layers, and the input is not original traffic flow data matrix but spatial feature vector. Pooling layers keep the main features and reduce the parameters and calculation amount. It is also used to prevent overfitting and improve the model generalization ability. The specific structure of this model is shown in Figure 3 . The input matrix of CNNs-LSTM has been shown in the data formulation. 1D-Conv has been used to process each element of the matrix. Then a one-dimensional convolution kernel filter is used to acquire convolution information of the local perceptual domain by a sliding filter. Such a process is beneficial to extract the spatial characteristics between spots that are located near each other. The local features are then aggregated to form the global feature. A unit node is generated by each step slides over the vector. The unit node can be represented as:
where w is the filter weight of the node, B is bias, A is the value of the input node and F is the activation function. After convolution neural network processing, the new output time series are input into the LSTM layer. LSTM is a time recursive neural network, suitable for processing and predicting important events with relatively long intervals in a time series. The primary objectives of LSTM NN are to model long-term dependencies and solve the vanishing error problem. Figure 4 shows the specific structure of the LSTM above.
The first step in utilizing the LSTM is to determine what information should be discarded from the previous state of the cell. This decision is made through a layer called the Forget Gate. The gate reads h t−1 and x t , and produces an output of a value between 0 and 1 for each number in the cell state C t−1 , where 1 means 'completely retained' and 0 means 'completely abandoned'. Here, h t−1 is the output of LSTM in the (t-1) th interval; x t is traffic flow data in the t th interval. The second step involves determining what new information is stored in the cell state. There are two parts. In the first part, the sigmoid activation function is called the Input Gate, which determines what value is going to be updated. In the second part, the tanh activation function is used to create an intermediate state vector. Next the old cell state is updated from C t−1 to C t . The value of Forget Gate and the cell value of the (t-1) interval are multiplied to obtain the values preserved at the last interval. The value of Input Gate and the state vector generated by the tanh function are multiplied to obtain the new value which is added to the cell. The two values are added together for the updated value of the cell. Finally, the output value needs to be determined. The output is only related to the current cell value and the current cell value depends on the previous cell value. The entire procedure can be represented as follows: In previous studies, the RMSprop algorithm is used to update the weights in the network, which is good at dealing with non-stationary targets. The weights can establish relationship between cells. In this paper, the Adam algorithm is used in the optimization process to solve the gradient descent problems in the iterations, which not only has the advantages of RMSprop but can solve sparse gradient problems. Meanwhile, it only needs a small memory demand and calculates different adaptive learning rates for different parameters.
This detail is performed as follows:
where m t , n t are the first order moment estimation and the second order moment estimation of the gradient, respectively, m t , n t are revised intom t ,ñ t , in order to achieve an approximate value of unbiased estimate of expectations. It can be seen that there is no additional memory requirement for the moment estimation of the gradient directly, and it can be dynamically adjusted according to the gradient.
−m t /(
√ñ t + ε) form a dynamic constraint and has a definite range.
D. MATCHING METHOD
In this step, we select the most probable prediction value at the current time from the results by different predictors. Similar with the basic idea of KNN, the predictor trained by the group data which has the greatest degree of similarity with the target day will produce the best results. The traffic flow data for the next time interval is strongly related to its previous neighbors, which was referred to as the 'lagging part' of a traffic profile by [5] . With the lag duration, it is possible to measure the similarity and pattern between the target day and different clustering groups and then determine the best predictor for each time interval.
Historical data were divided into k * groups, and C k is the set of one cluster, 1 ≤ k ≤ k * . Meanwhile, assuming that the lag duration is q, and the current time interval is p, then the total distance between the profiles of the target day before the time interval p with different groups are calculated by the following:
The total distance is positively related to group size, and the similarity of the target day with each group can be measured by the average distance. Assuming that there are total of k days in group k, then the average distance, d i,k (p) is:
There is a total of k * predictors trained by CNNs-LSTM, if the historical data were divided into k * groups. For the forecasting of x i (p + 1), i.e. the traffic flow data within (p + 1) th time interval in day i, the optimal predictor k opt i (p) is determined by the following:
IV. EXPERIMENTS A. DATA DESCRIPTION AND PREPROCESSING
In this section, the benefits of the new method will be evaluated. The key data for this case study has been sourced from DRIVENET (Digital Roadway Interactive Visualization and Evaluation Network, http://uwdrive.net/STARLab), which includes lane numbers, flow, occupancy, and point speeds on the highways of Seattle. As part of this research, data from multiple loop detectors on the I-5 freeway were downloaded for different time intervals and mileposts ranging from 199 to 202 miles in Seattle. There is a total of eight detectors, whose mileposts are 199.00, 199. 28, 199.68, 200.20, 200.66, 200 .88, 201.37 and 201.82, respectively. Among these detectors, 199.28 was selected as the object detector, for which traffic flow prediction in the near future will be undertaken. It is important to note that traffic flow at the eight detectors reach peaks at the same time index. In other words, the cyclical patterns of traffic flow at these detectors are similar. This can be explained by the fact that there are few on-ramps or off-ramps located between these detectors and most traffic will go through the entire area of study, which also implies that the traffic flow data at neighboring locations is helpful for traffic flow forecasting for the target detector.
After the input data set has been obtained, multi-step preprocessing is required. For missing or abnormal zero-value data, filling operation is required. If the missing interval is small (only one), the value is replaced by the data flow for the previous time period. If the missing interval is 2 to 12 points, polynomial fitting is required to interpolate replacement. If there are more than 12 points, the day should be removed from the training and test set.
B. FORECASTING WITH THE PROPOSED METHOD 1) CLUSTERING HISTORICAL DATA
With a known clustering number (i.e. the value of k), a clustering result can be obtained using a k-means algorithm. The set value of k varies from 2 to 9, and the average distortion rate (the ''acceleration'' α k ) is shown in Figure 6 (a). The optimal value of k, i.e. k * , is 4, according to the elbow method. The training set was divided into four groups, as shown in Figure 6 (b), and the number of days in each category is 154, 72, 65 and 45. 
2) PREDICTORS TRAINING BY CNNs-LSTM
In this paper, the CNNs-LSTM model of methodology and four classes of historical data through the clustering process is used to train four models. Before training the neural network, it is necessary to prepare the historical data into the form of a space-time correlation matrix. The time interval of original data is set as 5 minutes. Following with the recommendation in reference [5] , the time series length is selected as 12 points, i.e., one-hour traffic flow series are used to train the model in this paper. The predicted node and its adjacent two nodes are selected in the spatial position, so each matrix size is 12 * 3. The Adams optimization algorithm, mentioned in Methodology Part C, is used in the training process, and a ModelCheckpoint operation is used to ensure that the weight obtained is optimal. All experiments are compiled and tested on a Windows server (CPU: AMD Ryzen 5 1400 Quad-Core Processor @ 3.20GHz, GPU: NVIDIA GeForce GTX 1050Ti).
3) APPROPRIATE PREDICTOR SELECTION FOR EACH TIME POINT
After undertaking four types of historical data training, four predictors are obtained. Then, the spatial-temporal matrix of traffic flow corresponding to the predicted value is input into the predictors, and four predicted results are obtained. In this experiment, the matching method mentioned above is used. In addition, as part of this study, 12 points are selected for the matching length, the Euclidean distance is calculated between the real value of the previous 12 points and the four types of historical data, respectively. Finally, the predicted result for the least distance is selected as the final predicted value.
C. EXPERIMENT RESULTS

1) PERFORMANCE METRICS
The forecasting results contain 288 data points in a day, when the time interval is 5 minutes. For each data point, the absolute percentage error (APE) is often used to evaluate the forecasting accuracy, which is as follows:
where x(t) is the true value of traffic flow in the tth interval;x(t) is the forecasting value of the traffic flow in the tth interval; APE(t) denotes the APE for the traffic flow in the tth interval. Time series for the entire day, mean absolute percentage error (MAPE) and standard error (SE) are used to evaluate the proposed algorithm and the common short-time traffic prediction method. The formulas for the two methods are as follows:
where T is the number of intervals in a day, which equals to 288, as this study. 
2) NEW ALGORITHM WITH VARIOUS INPUTS OF HISTORICAL DATA
In order to evaluate the benefits of the new method, CNNs-LSTM is applied on various inputs for historical days. Specifically, historical days are clustered into four types (Type 1, 2, 3, 4). Four types and the whole historical data as five alternatives are used. Analysis can be undertaken how using data of wrong types and using data of the matched type impact the forecasting performance. Figure 7 shows the forecasting traffic flow value (5min/p) of December 1 from 0:00 to 24:00 with five different inputs in a line chart. New method in the Figure 6 refers to the proposed algorithm in this paper which uses appropriate group data to train corresponding model and predict next 5 minutes flow value. However, Type I (1-4) means using one type data forecasts the whole time series. From visual inspection, we can observe that by using appropriate group data, better performance can be achieved when compared to the other four alternatives.
3) COMPARISON WITH ALTERNATIVE METHODS
To further evaluate the benefits of the new algorithm, it has been compared against different prediction methods. These include ARIMA, which is a classical time series prediction algorithm, KNN, three DL methods including SAES (stacked autoencoders), LSTM (long-short term memory) and GRU (Gated Recurrent Unit). Figure 8 shows the forecasting results for December 8, using the new and alternative prediction algorithms. It can be observed that the forecasting results are similar to the true traffic flow data than alternatives, especially during the daytime before the peak (for example 06:00 -21:00). As the traffic flow in the time period between 21:00 and 06:00 for the next day is low, the low traffic periods are omitted. The analysis is presented from 06:00 to 21:00 for this paper. Table 1 summarizes the MAPEs of the test days of different prediction algorithms between 06:00 to 21:00. The new method proposed in this paper consistently provided the best results across ten target days, with an average value of 7.66%. In addition, the two non-parametric models (ARIMA and KNN) performed worse than the three DL-based algorithms (LSTM, GRU and SAEs). The values of accuracy for the six selected alternative prediction algorithms, Conv-LSTM, ARIMA, KNN, LSTM, GRU and SAEs, are higher 6.14%, 30.55%, 24.28%, 17.89%, 17.75% and 14.36%, respectively.
The SEs for forecasting results for ten tested days are shown in Figure 9 , which includes seven methods each day. SE reflects volatility of the prediction error, and a low SE value implies high robustness of the forecasting method. The comparison indicates that the new method can provide accurate and robust prediction results. It also means the new method reasonably integrate advantages of clustering algorithm, deep learning algorithm and matching algorithm, which shows better results than using one of these algorithms.
V. CONCLUSION
In this paper, we have proposed a new method for short-term traffic prediction which is based on end to end deep neural network modeling of periodic traffic data. This new method is able to remove the negative influence of historical data that possesses different traffic flow patterns when compared to the target day, which is able to improve forecasting performances in terms of accuracy and robustness.
A Seattle based case study has been conducted with one years' data obtained from eight loop detectors, located on a freeway. Historical days are split into four groups and we have applied the CNNs-LSTM model for each group, and the appropriate predictor was selected for each time period for the target day using a matching algorithm. The results show that the average error across the ten target days is approximately 7.66%, which is lower than the average error values for common parametric methods and other deep learning methods. The findings of this paper can be used for traffic signal control, as well as traffic route guidance.
In the future, we will further optimize the network structure and increase the richness of input data to obtain better results for traffic prediction problems. Moreover, it would be interesting to investigate other deep learning algorithms for traffic flow prediction and to apply these algorithms on different public open traffic data sets to examine their effectiveness, for example, public bus ID-card data, license plate data [63] , [64] .
