Abstract
Introduction
In recent years, there has been a great deal of interest in image-based rendering (IBR) techniques for producing novel views from a set of pre-captured reference images. This kind of technique is often called view synthesis. Compared with traditional geometry-based approaches which render directly from geometric models, the IBR methods can produce more photorealistic results, and avoid tedious, error-prone 3D shape modelling of complex scenes.
View synthesis can be classified into two categories based on viewing freedom: (i) viewing from limited viewpoints; (ii) viewing from arbitrary viewpoints. The first group can only produce virtual images from a restricted set of points of view, providing a limited immersive user experience. Scharstein [16] uses stereo vision techniques to interpolate novel views from two reference images. Dense disparity maps are computed in his method to explicitly handle occlusion. In "View Morphing" [17] , the novel views are directly generated by interpolating the corresponding pixels of the input images. Seitz and Dyer adopt a three-step algorithm to guarantee the intermediate view being geometrically correct or 3D shape preserving. To improve view morphing, Lhuillier and Quan [10] propose a quasi-dense matching algorithm based on region growing, and use the joint view triangulation to interpolate novel views. Sun and Dubois [20] improve the quality of trianglebased view morphing by using a feedback-based method to determine the weights to use when combining the textures from different reference images. These methods often limit the new viewpoint to lie on the straight line connecting the projection centers of reference viewpoints. Another typical view synthesis method which also has constrained viewpoint but with a richer user experience is Multi-CenterOf-Projection (MCOP) [15] . MCOP samples the scene by placing the camera around the objects of interest, and interpolates these images to generate virtual views. The navigation is then restricted to a circular trajectory.
The second group of the methods can theoretically generate arbitrary points of view with user-specified rotation and translation. Laveau and Faugeras [9] employ the epipolar constraints to perform a raytracing-like search of corresponding pixels in reference images for novel view pixels. Dense correspondences are computed in their approach. "Plenoptic Modelling" [13] can allow rendering from arbitrary viewpoints without explicit 3D reconstruction. After cylindrical panoramas are composed, the method computes stereo disparities between cylinder pairs, and then project disparity values onto an arbitrary viewpoint. The method of "Layered Depth Images (LDI)" [19] constructs "multiple overlapping layers" by using stereo techniques. To render an arbitrary novel view, it is only needed to warp a single image, in which each pixel consists of a list of depth and color values. These methods require solving the difficult dense or quasi-dense feature correspondence problem to extract disparity or depth values. Dense correspondence is an ill-posed problem, especially when the reference images have large difference in rotation and scale due to viewing orientations and zooming or large baseline separations. Sometimes it is almost impossible to compute dense correspondences due to the untextured and slanted regions in real images.
In this paper, we test an approach to synthesize novel views from panoramas for any specified position and viewing direction that avoids the computation of dense correspondences. Our approach is similar to that of [9] in that we use a raytracing-like algorithm, also referred as multi-view stereo. For every pixel in the new target image, a search is performed to locate the corresponding pixels in reference images. However, instead of computing dense correspondences, we use a color consistency constraint among multiple panoramas to guide the search. We also show that by limiting the search space using sparse depth information improves both the speed and the accuracy of the interpolation. This paper is organized as follows: the next section briefly introduces acquisition and geometry of cubic panorama. Section 3 describes the basic ray-tracing interpolation approach and Section 4 proposes two implementations of the algorithm. In Section 5, we present some experimental results. Section 6 is a conclusion.
Geometry of Cubic Panoramas
Cubic panoramas have been introduced by Greene [5] and made popular by Apple QuickTime 5 VR. They constitute a convenient representation for 360
• panoramas as they can be stored and rendered very efficiently in modern graphic hardware [4] . We use here the Point Grey Ladybug camera to capture and generate these panoramas. The Ladybug camera consists of six 1024x768 color CCDs, with five CCDs positioned in a horizontal ring and one positioned vertically.
After capture, the six raw images, with roughly 80 pixels overlap between neighbouring sensors, need to be stitched together to form a panorama image. This can be done by fusing the six images to form a spherical mesh that is then projected onto six cube faces [1] . Figure 1 shows a cubic panorama where the cube is laid out in a cross pattern, the middle image alignment showing the left, front, right and back faces (since there is no sensor positioned downward, there is a black hole in the bottom face of the cube).
An ideal pinhole camera model is assumed under which a cubic panorama is made of six identical ideal cameras whose optical centers are located at the cube center. Consequently, the calibration matrix K and relationships of different faces of cubic panorama are implicitly known given the size of cubic image [6] . Each cube is captured from a point in space, and its location and orientation can be represented with translation vector t and rotation matrix R. The essential matrix E describes the relationship between two panoramas. The relative position between two panoramas is therefore obtained as follows:
1. Use Lowe's scale-invariant SIFT [11] feature matching method to detect and match a few, accurate features using a stringent threshold; 2. Estimate the essential matrix E and discard misdetected matches by the robust RANSAC method.
3. Find more matches using SIFT with a relaxed threshold, and use the re-computed E to remove mismatches 4. Extract translation vector t (up to a scale) and rotation matrix R from SVD decomposition of the essential matrix E.
View Interpolation using Ray-tracing
Our goal is to generate photo-realistic novel views for virtual navigation. Given a set of pre-captured cubic panoramas, we are interested in generating arbitrary novel views so that we can achieve seamless visualization of environments from arbitrary viewing positions and orientations.
The approach used in this paper is straightforward and well-known in image synthesis: for every pixel of the target image, the optical ray coming from the optical center is traced in the 3D world. A search along this ray is therefore performed to locate the corresponding point in the reference images. This search is guided by a color-consistency constraint, a criteria that has been widely used in view synthesis [12, 16, 21] . Once the correct 3D point is identified, the pixel color in the target image is simply obtained through backward mapping.
Let us consider the example of the interpolation of one view from two reference cubic panoramas (see Figure 2) . The two reference cubes are C 0 and C 1 , and the world frame is attached to the frame of C 0 . The Euclidean transformation between the world (cube C 0 ) and C 1 coordinate frames is specified by R 01 and T 01 . We need to generate the novel view C s , which has a Euclidean transformation [R 0s |T 0s ]. For the i th image pixel, x s (i), of target cube C s , we trace the optical ray O s x s (i) in order to locate the 3D point X(i), that is the intersection of the ray with one object of the environment. If no occlusion is involved (cf. Section 4.3), x 0 (i) and x 1 (i), the projection of the 3D point X(i) onto cube C 0 and cube C 1 respectively, should have the same color. This color consistency information is used to guide the search for the depth value of the 3D point X(i). Color consistency, introduced by Seitz et al. [18] , is widely used in volumetric scene reconstruction [18, 2, 7, 3, 8] . As shown in Figure 3 , it is used to differentiate surface points from others in a scene. It is assumed that the scene is completely composed of rigid Lambertian surfaces under constant illumination. If two pixels show inconsistent colors, they must be the projection of different scene points.
Color Consistency
The color consistency of a set of pixels can be defined as the maximum of absolute difference of color channels between all pairs of pixels [3] . Let X be a 3D point, and R i (X), G i (X), B i (X) be the three color channels of visual information at the projection of X on view i. Then we have
The threshold Θ is applied to decide if the pixels are the projection of the same scene point X. The normalization factor is introduced to reduce the effects of the illumination variations.
Another method to measure the color consistency of a 3D point is by computing the standard deviation of its projected pixel colors [14, 8] . LetR(X),Ḡ(X),B(X) be the three color channels of the visual information at X averaged over n views. We can compute the deviation of view i as:
This deviation will be low if all the cameras see the same surface point X. Otherwise, cameras viewing different points of the scene will produce a large deviation.
Algorithm Implementations

Brute-force Depth Searching
A first direct approach consists in trying to determine the correct backward mapping through an exhaustive search. Given an image point of a novel view, we trace the optical ray O s x s (i), expressed as
where λ s (i) corresponds to the depth (up to scale) of 3D point X(i). This brute-force depth searching algorithm is given in Algorithm box 1. In our experiments, we set λ min = 0.0005, λ max = 2 (the depth is up to scale), = 0.5 and step = 0.0002.
opt < then break; end λ s (i)+ = step; end end Algorithm 1: Brute-force Depth Searching Algorithm After the optimal depth λ opt s (i) is found, we can backproject the point X(i) = λ opt s (i) x s (i) onto all the input cubes in the set. This results in a set of projected image points, namely, x 0 (i), x 1 (i), ..., x m (i) on reference cubes C 0 , C 1 , ..., C m , respectively. The color values of novel view pixel x s (i) can then be averaged from these input image points.
To illustrate the search range that is implied by this bruteforce algorithm, we performed an experiment with five cubic panoramas. Four of them are used as references and the fifth one constitutes the ground truth for the panorama we will interpolate at its location (this fifth panorama is the one shown as the top cube of Figure 7) . We select one point on the right face of the target panorama as shown in Figure  4 . The corresponding search ranges in the four reference panoramas are also shown in Figure 4 (we show here only the relevant cube faces). As it can be seen, these ranges can be quite large. This is especially true when an object is close to the camera, such as the searching ranges of the second cube and the third cube in Figure 4 . The broader these search ranges are, the more "similar" color pixels there can be in the reference cubes, and hence the higher the probability to find a wrong depth value. Of course, another fundemental problem with the brute-force strategy is its high computational cost.
Guided Depth Searching Through Sparse 3D Reconstruction
The view generation process can be improved by narrowing down the search range; this can be achieved by using the sparse matching results we obtained at the pose estimation step. Interestingly, it turns out that this modification improves both the speed of the view generation process and the quality of the interpolated images by reducing the chance of getting wrong depth values.
In this version of the algorithm, the search along the traced ray is guided by a sparse 3D reconstruction. Firstly, we find the pairwise sparse feature matches from the input cubes of the set. Then the corresponding 3D points are reconstructed. In order to get depth range information on the target view, we transfer the reconstructed 3D points from all input cubes onto the target cube frame.
The Euclidean transformation from the frame of cube C i into that of cube C j is denoted as R ij , t ij . The depth information of the j th pixel x(j) of cube C i is λ i (j). The 3D point corresponding to depth λ i (j) is X i (j). Sparse reconstruction and point transfer then proceed as follows:
1. Use the method of Section 2 to find matches and compute R ij , t ij for every two cubes of the set.
2. Given x j (i) ←→ x k (i), the i th correspondence of cube C j with the cube C k , triangulate X j (i), the 3D point (up to scale) in the frame of cube C j .
3. Transfer all computed 3D points X j (i) of cube C j frame into cube C 0 frame (world frame) using:
4. Remove repeated 3D points from the set.
We thus obtained a large set of 3D points, designated X 0 (k), that can then be projected on any novel viewpoint (a cube C s ). A set of image pointsx s (k) and their depths λ s (k) in cube C s is obtained. These depth values can be used to guide the searching during the ray-tracing procedure. The guided depth searching algorithm is given in Algorithm box 2. Figure 4 , it can be seen that the search ranges are much smaller than those of the brute-force depth searching which, as it will be shown in the next section, improves both the speed of the panorama generation and the quality of this interpolated panorama.
Dealing with Occlusions
All IBR systems must deal with the problem of occlusion. An occlusion occurs when a visible surface in some input images is hidden in another. To generate a novel pixel from a set of N reference cubes, ray-tracing is applied to find the depth for which the best color consistency is obtained among the N reference panoramas. Then the reference cube with the pixel color that differs the most from mean color value is eliminated. The novel pixel is thus interpolated from N − 1 pixels. 
Experiments
Two experiments, one indoor and one outdoor, have been performed to test our panorama interpolation algorithm. We used 4 pre-captured cubic panoramas to generate a virtual cube plus one extra panorama that serves as ground truth. We therefore input the algorithm with the computed rotation matrix and translation vector of this extra cube. If our algorithm works well, the generated cube and the real cube should be identical.
For the first experiment, we used the four indoor cubes shown in Figure 6 as input views. The largest translation among these input cubes is about 1 meter. The world frame is attached with the frame of the top cube of Figure 6 . We used the panorama shown on the top of Figure 7 as our ground truth. The interpolated cubic panoramas generated from these four cubes using the two proposed implementations are also shown in Figure 7 . In the case of the guided depth searching algorithm (middle image of Figure 7) , the results are good considering the complexity of the scene and the relatively large translation. However, reconstruction errors are visible, especially on the computer monitor on the right face. This monitor is very close to the camera, which results in a large searching range. As stated previously, the closer the objects are to the camera, the broader the searching ranges, and the higher the probability is to reconstruct pixels with wrong colors.
The guided depth searching also improves the searching speed dramatically. To generate a novel cube view from 4 input cubes, the computation time for a cube resolution of 512 × 512 × 6 faces on an P4 3.4GHz, 1024MB memory computer took 11 hours and 08 minutes for the brute-force searching and 33 minutes 12 seconds for the guided depth searching.
The next experiment shows the viewpoint interpolation results for a set of outdoor panoramas. In this case, the largest translation among the reference cubes is about 7 meters, which is a very severe condition for image interpolation. The four input outdoor cubes are shown in Figure 8 , and the extra panorama used as ground truth is shown on the top of Figure 9 . The accuracy of the interpolation is not as good since the translation is very large. For example, there are very large reconstruction errors for the bikes in the scene. The main reason is that the large translations among input cubes result in very small resolution of bikes in the second cube and the fourth cube shown in Figure  8 . Also, the homogeneous colors in the scene (the colors of the ground and the main building are almost same) put more challenges on our method. Figure 7 . Indoor panorama generation. Top: real captured panorama, center: panorama generated using guided depth searching, bottom: panorama generated using bruteforce searching.
Conclusion
This paper presented a comparison of two implementations of a ray-tracing algorithm for the interpolation of virtual viewpoints from a set of panoramic views. Our contribution was to show that using a very simple approach based on color consistency leads to relatively good results. We showed also that limiting the search space using sparse depth information improves both the speed and the accuracy of the interpolation. This effect is well-known in stereo algorithms and applies also well to our view interpolation problem. It should be emphasized that in our approach, we were concern only by the quality of the visual reconstruction; obtaining true depth information was not an objective here. Figure 9 . Outdoor panorama generation. Top: real captured panorama, center: panorama generated using guided depth searching, bottom: panorama generated using bruteforce searching. 
