For an integer n , let G(n) denote the smallest x such that the primes < x generate the multiplicative group modulo n . We offer heuristic arguments and numerical data supporting the idea that G(n) < (log2)_1 lognloglog« asymptotically. We believe that the coefficient 1 / log 2 is optimal. Finally, we show the average value of G(n) for n < N is at least
Introduction
The purpose of this paper is to study the behavior of G(n) = min{x : Z* is generated by primes < x}.
(Here, Z* denotes the multiplicative group of residue classes mod«.) We give heuristic arguments to suggest that .. G(n) 1 lim SUp-:-;-= ;-, "-oc log «log log« log 2
and present empirical results in support of the above estimate. Our interest in the asymptotic behavior of G(n) stems from the analysis of several number-theoretic algorithms. For example, to test an integer « for primality, it suffices to use the strong pseudoprime test [26, 29] with prime bases up to G(n) ; if the above conjecture is true, then there is a deterministic primality test using O(logn)2 multiplications modulo «. Another example is provided by Tonelli's algorithm [33] for computing square roots mod/7 . This algorithm uses a number a satisfying (a\p) --1 ; because this condition is easy to test when a is small, it is common to simply use ana< G(n). This is done, for example, in the computer algebra system Mathematica.
Our heuristic model can be summarized as follows: we assume that the small primes p = 2, 3, 5, ... represent independent samples from Z*. Probability theory implies that the number of primes needed to generate Z* is almost surely less than (1 + o(l)) log2 n , and our main conjecture comes from applying the prime number theorem to this bound. A matching lower bound arises from a different heuristic argument. To test this, we computed G(n) for every « < 109 ; our data suggest that the theory is correct. For example, there are 23 values of n in this range for which G(n) exceeds any previous value; for these n , the ratio of G(n) to the [log2 «Jth prime lies between 1 and 1.86, with an average value of 1.187.
Before proceeding further, we review what is actually known about G(n). The Pólya-Vinogradov inequality [8] , combined with a lower bound for the number of small units mod« [34] , implies that C7(«) = 0(yfh~ log« log log«).
There does not seem to be a better general bound, although this can be sharpened in special cases [21] . In particular, for prime « we have G(n) -n'/4+o(i) [5] If the ERH is true, then G(n) = 0(log«)2 [28] .
We can obtain lower bounds on the growth rate of G(n) by observing that G(n) is, for odd « , at least as large as the least q with (q\n) = -1. Graham and Ringrose [15] proved that the least quadratic nonresidue modulo a prime p is Q(logplogloglogp), improving the Friedlender-Salié bound of Q(log/7).
(Here we use the Q-notation in the sense of Hardy, to indicate that a constant times log/? log log logp is exceeded infinitely often.) Montgomery [28] showed that if the ERH is true, this can be raised to Q(log/7loglog/7). Thus, G(n) is occasionally a bit larger than log « , and presumably no more than a constant times (log«)2.
We know of no systematic empirical study of G(n) in the literature. In the course of verifying that the ERH implies G(n) < 3log2« [1] , the first author computed G(n) for « < 106. Brown and Zassenhaus [4] computed G(p) for every prime p less than 106, and conjectured that with probability "almost (but not equal to) one", the first [logp\ primes will generate Z*. It is not clear how this should be interpreted, but our work does suggest that the natural logarithm in this conjecture should be replaced by a logarithm to the base 2.
Conjectures similar to ours have been made for the least quadratic nonresidue mod/7 , when p is prime. For example, Elliott [10] conjectured that the least quadratic nonresidue modp is 0(logp)[+e, and Montgomery (personal communication) concluded that according to probability theory, the least quadratic nonresidue modulo a prime p ought to be 0(logp log log77). Wagon [35] compared the least nonresidue to 2(log/?loglog/?).
The idea that G(n) should be 0(log«loglog«) may therefore be part of the mathematical folklore. Consequently, the main contribution of this paper should be seen as working out the detailed consequences of this idea (in particular, the "correct" constant) and subjecting them to experimental tests.
Artin's conjecture gives an interesting example of probabilistic modeling in number theory; since this bears on our own work, we discuss it here. Artin stated that any number a, not equal to ±1 or a square, is a primitive root for infinitely many primes. This was based on a naive density argument, which suggested that about 37% of all primes should have a as a primitive root. By examining numerical data, Lehmer and Lehmer [23] showed that the density was not independent of a, and pointed out a possible cause of the error: the events that a is a qth power residue modp are not necessarily independent for all q\p -1 . This motivated Heilbronn to compute the precise density (see [37] ), and Hooley [19] to show that Artin's density conjecture (in corrected form) follows from the ERH. (For the strongest unconditional result in the direction of Artin's conjecture, see Heath-Brown [18] .)
One interesting consequence of the corrected version of Artin's conjecture is that the initial primes are not uniformly distributed in Z*. This leads to the question of whether a naive model of the type we have proposed is sufficient to explain the behavior of G(n). We will return to this point in the final section.
The remainder of this paper is organized as follows. In §2, we discuss the results from probability theory that we will need. This probabilistic theory leads to several conjectures about Z*, which are presented in §3. We discuss lower bounds for G(n) in §4, and the question of its average behavior in §5. Sections 6 and 7 present our experimental methods and numerical data. Finally, the arguments for our conjectures are reviewed in §8.
Probabilistic and analytic background
In this section we collect some results for further use, mostly for lack of a suitable reference. We will assume that the reader is familiar with analytic number theory and probability theory. Good references for this material include Davenport [8] and Feller [14] .
If A is a finite abelian group, let r(A) -max{« : A is a direct sum of « nontrivial cyclic groups} ;
we will call this the group rank of A . Clearly, then, r(A) < log2 \A\, and the factors occurring in a maximal direct sum are unique up to isomorphism. A can always be expressed as a direct sum of its p-Sylow subgroups Ap. We let rp(A) = r(Ap) denote the group rank of its /?-Sylow subgroup, and call this the p-rank. Each Ap is isomorphic to a direct sum of copies of Zpe, for various e, and this allows us to think of a set of m elements of A as an m x r array. Such a set generates A if and only if the subarray of entries chosen from the Zp/s has rank rp , when each entry is reduced mod/?.
We now imagine a process that chooses elements of A at random; we say that the z'th stage is complete when the elements chosen so far generate a subgroup of group rank *. The waiting time until A is generated is the sum of the waiting times for each stage. (Note that stages can be skipped.) Theorem 2.1. Let T be the number of random samples needed to generate a finite abelian group A. We have Pt[T > r(A) + x]< 2(2 -elyx e~lx , whenever 0 < À < log 2. Proof. The worst case is easily seen to be A = (Z2)r. We have T -Y%=\ T¡ > where T¡ is the time required for the z'th stage; note that the T, are independent geometric random variables. By applying the argument of Chernoff [6] to this sum, we obtain Pr £ T, > r + x < e~lx \ i=i 1 -qie1
where p,■ = 1 -l/2r ,+1 and q¡■■ -1 -/?,, and 0 < a < log 2 . The estimate in the theorem follows easily from this. D
To apply this result, we need to estimate the group rank of Z* .
Theorem 2.2. The group rank of Z* satisfies r(Z*n) = 0(,ogi°f"og") .
Proof. Let co(n) denote the number of distinct prime divisors of « ; we also define co(l) to be 1. By the Chinese Remainder Theorem and the structure of Z*e, we see that
Applying the prime number theorem to each term yields the result. D
We note without proof that the expected time to generate an abelian group A is at most r(A) + 0(1). This can easily be sharpened by taking the structure of A into account. Since A is a direct sum of its /?-Sylow subgroups, we can imagine that samples from the various Ap are chosen independently in parallel. Since co(p-1) = (9(log/?), the second sum is O(N). By a theorem of Halberstam [17] , ¿p<x W(P~ l)~-xloglogx/log7c; we combine this with Stieltjes integration by parts to show the first sum is Ar(loglogAr)2/2+0(ArloglogA//log A^). These bounds easily imply the result. D
Primes in residue classes of Z n
Motivated by Dirichlet's theorem, we now adopt the following heuristic model: we assume that the primes 2,3,5,... lie in residue classes mod « that are chosen at random.
To familiarize the reader with this model, we discuss the least prime in an arithmetic progression. Heuristic estimates for this have been advanced before [36, 25] ; we will derive these estimates anew using our model. We define P(n) = min{x : every residue class of Z* contains a prime < x}.
We can formulate a good guess for the growth rate of P(n), using the following "occupancy" model. Assume that we throw balls into m bins at random. The time until each bin has at least one ball has expected value m¿27=i V' and has a distribution tightly concentrated around m log m [13] . We now let the bins be the different residue classes of Z*, so that there are m = <p(n) bins. If the primes fell into these classes at random, the expected number of primes needed would be asymptotic to m log m ~ <p(n) log « . (This ignores the <9(log«/loglog«) primes that divide n , but their effect is negligible.) Using the prime number theorem in the form /?¿ ~ k logk , we see that P(n) should be close to ç>(«)(log«)2. This is WagstafFs conjecture [36] .
In the occupancy problem, the probability that some bin remains empty after r balls are thrown is at most m(l -l/m)r < me~rlm . With the choice m = cp(n) and r -(2 + e)m log m , the Borel-Cantelli lemma and the prime number theorem imply we should have
This was conjectured by McCurley [25] , and agrees with numerical data. Wagstaff [36] computed P(n) for 11 < « < 5 x 104, and found four values of « for which P(n)/(cp(n) log nlogcp(n)) exceeded 2 ; the largest value of this ratio was 2.209.
We now apply similar reasoning to make a conjecture about G(n), the largest prime needed to generate Z* . Again, we assume that the initial primes act like random elements of Z* as far as the group structure is concerned. Under this assumption, Theorem 2.1 implies that for any ß > 1/2, the probability that we need more than r(Z*n) + x primes to generate Z* is 0(ßx). Applying Theorem 2.2 and the Borel-Cantelli lemma, we conclude that for any s > 0, we should need more than (ri+ e)log« primes only finitely often. By the prime number theorem, this is equivalent to the following statement. We remark that our probabilistic model is oversimplified, but not so much as to affect the above conjecture. For example, we should not consider the primes dividing « as possible elements of Z*, but since « has <9(log«/loglog«) prime factors, it does no harm to do so. Similarly, for reasons connected with Artin's conjecture (see §8), we may wish to omit the prime divisors of tp(n) from consideration, but these are also few in number.
A HEURISTIC LOWER BOUND FOR G(«)
In this section we give a different probabilistic argument, which suggests it is unlikely that the constant in Conjecture 1 could be reduced below l/log2 .
Note that if (p¡\p) -+1 for i = 1, ... , k, then p splits completely in the number field K = Q(\/2, ... , y/Pk). By the Chebotarev density theorem, about l/2fc of the primes will have this property. We now make the heuristic assumption that each prime splits independently with probability 1/2*. The probability that more than m primes must be sampled to find one that splits is (1 -Qk)m > where qk = 1/2* . (Here we are ignoring the first k primes.) By the Borel-Cantelli lemma, then, if /? is the least prime splitting in K, we should have p < pk2k, with finitely many exceptions. Applying the prime number theorem twice, we obtain the following conjecture. ( 1 )).
If we assume the ERH, we get an asymptotic lower bound with a slightly worse constant. This provides a numerical version of a theorem of Montgomery [28] .
Theorem 4.2 (ERH).
There is an infinite sequence of primes p for which G(p) > 2J-¿togploglog^l +o(l)).
Proof. Let Ak denote the absolute value of AT's discriminant. According to the effective Chebotarev theorem of Lagarias and Odlyzko [22] , the ERH implies the existence of a prime p that splits in K, with p = 0(log2AA;). Using bounds for the discriminants of Kummer fields (i.e., Theorem 9.5.2 of [7] ) and the prime number theorem, we have logA^ = 0(k2k logk). Thus, log/? < 2k log2 + 0(logk). Since G(p) > pk , this gives the result. □
The average value of G(n)
In this section we give arguments to support the idea that G(N), the average value of G(n) for « < N, grows like log log 7Y log log log N. In a paper devoted to heuristics, it is well to provide at least one rigorous theorem.
Theorem 5.1. Let G(N) = ± £*=1 G(n). We have G(N) > (1 +o(l))loglog7VlogloglogA^.
Proof. Let co(n) denote the number of distinct prime divisors of «. Observing that at least r2(Z*n) primes not dividing « are needed to generate Z*, we see that G(n) > /?w(") for all « > 3 . We now temporarily change the definition of G(n) so that this holds for all « > 1 ; this will not affect the asymptotic result.
Rosser [30] showed that the /cth prime is greater than klogk. The Erdös-Kac theorem [12] implies that oe(N), the mean value of co(n) for n < N, is asymptotic to log log N. Using these two facts and Jensen's inequality, we > W(N)logW(N) ~ log log N log log log tV. D
We now give a heuristic argument for an upper bound that matches Theorem 5.1. Let G(n) = /?£(")• We temporarily ignore the primes dividing «, and heuristically consider k(n) for « < N as a random variable. If this were true, we could apply Theorem 2.3, observing that the 2-Sylow group has the largest group rank, to obtain /c(A0 = r2(A0 + ^ £ 0(logo?(c?(«))). N n<N (Here k(N) denotes the mean value of k(n) for n < N ; similarly for r2(N).) Since r2(n) = co(n) + 0(1), the mean value of r2(«) is asymptotic to log log N. By Jensen's inequality and Lemma 2.4, the mean value of logco(<p(n)) is 0(logloglogtV) . By the Erdös-Kac theorem, therefore, k(n) should be tightly distributed around an asymptotic mean value of log log A^. This suggests the error in ignoring primes dividing « should be negligible, since Sp<o(iogiogV) ^/P = 0(logloglog N). We should therefore have
Combining the two bounds, we get the following conjecture.
Conjecture 5.2. We have G( N) ~ log log N log log log N.
Computing G(n)
This section describes our procedures for computing G(n). In particular, we describe a parallel algorithm that allowed us to find G(n) for each « < 109.
We define a character of order /? to be a homomorphism from Z* to the additive group {0,...,/?-1}. (Note that this differs slightly from the usual definition.) We can obtain generators for the character group of Z* from the factorization of «, using the Chinese Remainder Theorem. This is done in a straightforward way which we will not go into here, except to note that the characters of order 2 can be efficiently computed as Jacobi symbols. Otherwise, evaluation of a character of order p entails the solution of a discrete logarithm problem in a group of order p. We can, however, easily decide if such a character evaluates to 0 or not.
To compute the smallest generating set for Z*, we handle each /7-Sylow subgroup separately. This requires us to factor « and further factor /? -1 for each prime /? dividing « . Assuming this is done, we do the following for Xl(x) ■■■ Xr(x)j has rank r. (Here it is convenient to say that a character takes the value 0 when its argument is not a unit mod« .) G(n) is then the maximum of the x's computed in this fashion. The above sketch can be filled in to give a sequential algorithm that will compute G(n) for « < yV in polynomial amortized time. (That is, assuming ERH, the total time is N(log yV)0 (1) .) The main idea is to use a sieve to factor each « < N ; this guarantees that all relevant factorizations will be available when needed. However, it must also be checked that the discrete logarithm computations will not be burdensome. To do this, we first observe that if p appears only once in the factorization of tp(n), it suffices to find the first x with a nonzero character value. Thus, characters of order /? need only be evaluated if p2\cp(n). For such /?, we have /? < VÑ ; under this restriction and the ERH, it can be shown that O((logN)4/p2) of the « < N will have cp(n) divisible by p2 . (Naively, one might expect this fraction to be about p~2 , but this is false [9] .) Even if a brute force search for the discrete logarithm is used, the total cost of all discrete log computations is ¿^^^(logN)0^/p, which is small.
We parallelize the above algorithm by giving each processor the task of computing G(n) for each integer in a block of size k. We can still use the sieve of Eratosthenes to factor the « , provided we give each processor a list of the primes less than y/Ñ. (This is the parallel segmented wheel sieve, as described by Sorenson and Parberry [31] .) However, this leaves the problem of factoring /? -1 ; these are simply looked up in a table (if small) and factored by brute force (if large).
We assume available m worker processors P = {Px, ... , Pm) , and a single master processor M. The latter is responsible for assigning work to an idle Pi, and each P¡ is responsible for doing the work assigned to it and for communicating (to M) when this work is complete. It is only necessary for M to send messages to P¡, and for P¡ to reply in kind; communication amongst the workers is not necessary.
The master M partitions the interval {1, ... , yV} into subintervals of size k. It is convenient if k\N, though in practice the subintervals need not be of identical size. M communicates the bounds of a subinterval to an idle P¡. Although subintervals have equal size, the computation time required for a subinterval varies. Hence, the processors must operate asynchronously. The tradeoff in choosing k is the following: N/k should be large compared to m , so as to equalize the total time spent by each worker. However, if k is too small, communication costs dominate the computation.
To compute record values of G(n) in parallel, M maintains a current record table, R. When assigning work to an idle P¡, then M also sends a copy of R to Pi. A new copy of this is returned, containing any new records that Pi encounters during its computation. M must merge the table received from P¡ with R ; that is, M replaces superseded records in R with the new records received from P,, and inserts new records as necessary.
Any long computation must be fault-tolerant. To accomplish this, M checkpoints the computation every C subintervals. After assigning C subintervals, M waits until the computations of outstanding subintervals complete. Then, M logs the current record table as well as the bounds of the successfully completed interval. If a processor or channel faults, the computation can be restarted from the last checkpoint.
The computation of G(n) for « < 109 was performed on a 64-processor Thinking Machines CM-5. Subintervals were of length k = 215 and the computation was checkpointed every 29 subintervals. Each worker was provided with a list of the first 212 primes, together with the factorizations of p -1 in this range. The computation required approximately 54 hours. This time is approximate, since redundant computations were performed (due to faults), and the machine was timeshared with other users.
Comparisons with numerical data
In this section, we discuss some experimental results lending support to the heuristic theory.
We computed G(n) for each « < 109. The first two columns of Table 1 give the record values of G(n) ; that is, values of « for which G(n) exceeds Table 1 . Record values of G(n) for n < 109 all previous values. These values are compared with two predictions from our heuristic theory in the third and fourth columns. We define G(«)log2 a(n) = log «log log« the theory predicts that limsupa(«) = 1. This uses the asymptotic value pk k logk, and is not all that accurate for the small values of G(n) we observed. For this reason, it is better to compare G(n) with pk , where k -[log2 «J . To do this, we define Gin)
It is interesting to compare the data of Table 1 with the theory of extreme values due to Gumbel [16] . According to this theory, if one observes i.i.d. samples Xx, X2, ... from some distribution, the time between successive record values of X¡ is controlled by the tail of their common distribution. In particular, because Theorem 2.1 says that the probability that more than t primes are needed to generate Z* goes down roughly as 2~', we might guess that the interval between record values of G(n) should approximately double with each successive record. This is happening toward the end of Table 1 . Also, the number of records in this table, 23, is not too far from the "predicted" number of logl09 + y = 21.300... .
We also computed the average value of G(n) for « < 109 and found it to be 13.032. This is in agreement with our heuristic theory, as we now explain. As a general rule, we have generators for Z* as soon as we can generate the 2-Sylow subgroup. (Theorem 2.3 and Lemma 2.4 provide an explanation for this, if we note that the 2-Sylow subgroup maximizes the group rank.) The average group rank of the 2-Sylow subgroup for « < yV is 3/8 + Y,2<P<N l/p ~ log log yV + 0.139... . (Because Z* is not necessarily cyclic when « is a power of 2, the prime 2 must be treated specially.) The average number of random elements needed to generate (Z2)r is about r+1.606.... Now, a further correction term should be added to account for small prime divisors; for example, 3 divides « a third of the time, and for these « we will need one additional prime.
Since log log 109 + 0.139... + 1.606... = 4.776... , it is reasonable to include a correction for the first five primes of 1/2+ 1/3+1/5 +1/7+ 1/11 = 1.267... . Adding everything up, we predict the average number of primes to be 6.044.... Because p¿= 13 , this agrees well with the computed average of 13.032.
As a further check on the theory, we computed G(n) for the pseudosquares tabulated by Lehmer, Lehmer, and Shanks [24] and Stephens and Williams [32] . These are numbers « = 1 mod 8 with (n\p) = +1 for all small /? ; they are therefore good candidates for unusually large values of G(n). We found in every case that G(n) is the first /? with (n\p) = -1. Table 2 compares G(n) against two asymptotic estimates provided by the heuristic theory. We define a(n) as before, and also introduce
The rationale for a"(n) is that the numbers « are constrained to a residue
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in random residue classes of Z* gives numerically accurate predictions, both for the record values and for the average value of G(n). In addition, this model suggests conjectures about primes in residue classes that were derived independently by other means. Second, a "random splitting" argument based on Chebotarev's theorem, and the ERH, suggest that no bound for G(n) below 0(log « log log n) can be valid.
Aside from the obvious objection that no randomization is involved for the real primes, there are several others that could be raised against our arguments. The first one is that our theory has assumed sampling with replacement, whereas the primes 2,3,5,... are obviously distinct. Sampling with replacement, however, will only increase the time needed to construct a generating set, so our upper bound argument is not affected. Another point is that our heuristic theory does not take the effect of primes dividing « into account; one might therefore expect a more complicated stochastic process than the one we have used to be necessary. Finally, it is known that the initial primes do not represent random samples from Z* .
In the context of Artin's conjecture, this nonuniformity appears in examples of the following type. Consider a prime /? for which 5 is a potential primitive root. If p = 1 mod 5, we have (5\p) = +1 by quadratic reciprocity, so if 5 is not a fifth power mod/?, it cannot be a quadratic nonresidue. Thus, there is a "coupling" between the values taken by 5 in the 2-Sylow group and the 5-Sylow group of Z* ; they cannot be thought of as independent.
Using results of Elliott [11], we can express this deviation from randomness in the following way. For an integer k > 0, let Ek denote the mean value of the least /Vth power nonresidue mod/?, where the average is taken over all primes /? = 1 mod k. A naive probabilistic argument suggests that this mean value should equal i i °°F = ^'V''" k <p(k)^k»-However, the true mean value is given by £' = f>(¿7-¿)-where dn is the degree of the number field Q(Çk , ^/?T, ... , y^Pnl • Although these agree when k is prime, they are not the same in general; for example, if k = 8, the true value is about 7% higher than the naive probability argument would predict. Because Ek < Ek , one can think of Elliott's results as reflecting a small, but systematic, bias for small primes to lie in nontrivial subgroups of z;-We argue, though, that the nonrandomness reflected in Artin's corrected conjecture and Elliott's results is not great enough to affect our conclusions. In the first place, the effect only applies to primes dividing p -1 (see Lemmas 4 and 5 of [11]), and we can easily compensate for this by banishing the primes dividing cp(n) from our model. In the second place, the waiting time to generate Z* is essentially the waiting time to generate the 2-Sylow subgroup, and we know of no substantial deviations from randomness for quadratic characters.
For example, a result of Baillie and Wagstaff [2, Theorem 9] shows that when n is odd, L(n), the least prime /? with (p\n) ^ 1, has a mean value in accordance with probability theory, provided one accounts for the primes dividing « . (Dirichlet's class number formula [3, p. 346] can be interpreted as reflecting a bias toward small quadratic residues, but this effect is negligible when « is large.)
For these reasons, we conclude that the simplifications in our model are apparently not drastic enough to affect the growth rate of G(n). Although a more refined model may be worth considering for other reasons, we will not pursue this further here.
In closing, something should be said about why heuristic arguments are worth our attention. After all, this paper presents only one new theorem about G(n). However, many practical algorithms have been designed under the premise that a number-theoretic function behaves randomly. For this reason alone, it is important to state such intuitive ideas in a precise and falsifiable manner. This work will have been justified if it leads to future theorems characterizing the growth rate of the important function G(n), or to new observations indicating that its behavior deviates from the predictions of our simple probabilistic model.
