We analyze a class of multicomponent nonlinear Schrödinger equations (MNLS) related to the symmetric BD.Itype symmetric spaces and their reductions. We briefly outline the direct and the inverse scattering method for the relevant Lax operators and the soliton solutions. We use the Zakharov-Shabat dressing method to obtain the two-soliton solution and analyze the soliton interactions of the MNLS equations and some of their reductions. and c ± 1 (λ) are scalar functions. Such parametrization is compatible with the generalized Gauss decompositions of T (λ) which read as follows:
INTRODUCTION
Bose-Einstein condensate (BEC) of alkali atoms in the F = 1 hyperfine state, elongated in x direction and confined in the transverse directions y, z by purely optical means are described by a 3-component normalized spinor wave vector Φ(x, t) = (Φ 1 , Φ 0 , Φ −1 ) T (x, t) satisfying the nonlinear Schrödinger (MNLS) equation 1 see also: [2] [3] [4] [5] [6] 
spinor BEC with F = 2 for rather specific choices of the scattering lengths in dimensionless coordinates takes the form:
Both models have natural Lie algebraic interpretation and are related to the symmetric spaces BD.I SO(n + 2)/SO(n) × SO(2) with n = 3 and n = 5 respectively. They are integrable by means of inverse scattering transform method. 8, 9, 12 Using a modification of the Zakharov-Shabat 'dressing method' we describe the soliton solutions 1, 10 and the effects of the reductions on them. Sections 2 and 3 contain the basic details on the direct and inverse scattering problems for the Lax operator. Section 4 outlines the effects of the algebraic reductions of the MNLS. In Section 5 using the Zakharov-Shabat dressing method we derive the one-and two-soliton solutions of the MNLS and discuss their properties. Section 6 is dedicated to the analysis of the soliton interactions of the MNLS. To this end we evaluate the limits of the generic two-soliton solution for t → ±∞. As a result we establish that the effect of the interactions on the soliton parameters is analogous to the one for the scalar NLS equation and consists in shifts of the 'center of mass' and shift in the phase.
THE METHOD FOR SOLVING MNLS WITH F = 1 AND F = 2
MNLS equations for the BD.I. series of symmetric spaces (algebras of the type so(n + 2) and J dual to e 1 ) have the Lax representation [L, M ] = 0 as follows 8, 11, 12 Lψ(
where ad J X = [J, X] and ad −1 J is well defined on the image of ad J in g;
The vector q for F = 1 (resp. F = 2) is 3-(resp. 5-) component and has the form
and the corresponding matrices s 0 enter in the definition of so(2r + 1) with r = 2 and r = 3:
By E sp above we mean 2r + 1 × 2r + 1 matrix with matrix elements (E sp ) ij = δ si δ pj . With the definition of orthogonality used in (4) the Cartan generators H k = E k,k − E n+3−k,n+3−k are represented by diagonal matrices.
If we make use of the typical reduction Q = Q † (or p * = q) the generic MNLS type equations related to BD.I. acquire the form:
The Hamiltonians for the MNLS equations (5) are given by
THE DIRECT AND THE INVERSE SCATTERING PROBLEM

The fundamental analytic solution
We remind some basic features of the inverse scattering theory for the Lax operators L, see. 11, 12 There we have made use of the general theory developed in [13] [14] [15] [16] 18 and the references therein. The Jost solutions of L are defined by: lim
and the scattering matrix T (λ, t) ≡ ψ −1 φ(x, t, λ). The special choice of J and the fact that the Jost solutions and the scattering matrix take values in the group SO(2r + 1) we can use the following block-matrix structure of T (λ, t)
where
and similar expressions for τ ± , E ± 1 . The functions m ± 1 and n × n matrix-valued functions m ± 2 are analytic for λ ∈ C ± . We have introduced also the notations:
There are some additional relations which ensure that both T (λ) and its inverseT (λ) belong to the orthogonal group SO(2r + 1) and that T (λ)T (λ) = 1 1.
Next we introduce the fundamental analytic solution (FAS) χ ± (x, t, λ) using the generalized Gauss decomposition of T (λ, t), see: 15, 19, 20 
This construction ensures that ξ ± (x, λ) = χ ± (x, λ)e iλJx are analytic functions of λ for λ ∈ C ± . If Q(x, t) is a solution of the MNLS eq. (5) then the matrix elements of T (λ) satisfy the linear evolution equations 12
Thus the block-diagonal matrices D ± (λ) can be considered as generating functionals of the integrals of motion. The fact that all (2r − 1) 2 matrix elements of m ± 2 (λ) for λ ∈ C ± generate integrals of motion reflect the superintegrability of the model and are due to the degeneracy of the dispersion law of (5) . Note that D ± J (λ) allow analytic extension for λ ∈ C ± and that their zeroes and poles determine the discrete eigenvalues 11 of L.
The Riemann-Hilbert Problem
The FAS for real λ are linearly related 12
Eq. (13) can be rewriten in an equivalent form for the FAS ξ ± (x, t, λ) = χ ± (x, t, λ)e iλJx :
and the relation lim
Then these FAS satisfy the RHP's
Obviously the sewing function G J (x, λ, t) is uniquely determined by the Gauss factors S ± J (λ, t). In addition Zakharov-Shabat's theorem 13, 14 states that G J (x, λ, t) depends on x and t in the way prescribed above then the corresponding FAS satisfy the linear systems (14) .
If we have solved the RHP's and know the FAS ξ + (x, t, λ) then the formula
allows us to recover the corresponding potential of L.
REDUCTIONS OF MNLS
Along with the typical reduction Q = Q † mentioned above one can impose additional reductions using the reduction group proposed by Mikhailov. 21 They are automatically compatible with the Lax representation of the corresponding MNLS eq. Below we make use of two Z 2 -reductions: 22
where C 1 and C 2 are involutions of the Lie algebra so(2r + 1, i.e. C 2 i = 1 1. They can be chosen to be either diagonal (i.e., elements of the Cartan subgroup of SO(2r + 1)) or elements of the Weyl group.
The typical reductions of the MNLS eqs. is a class 1) reduction obtained by specifying C 1 to be the identity automorphism of g; below we list several choices for C 1 leading to inequivalent reductions:
where K j = block-diag (1, K 0j , 1), K 01 = diag ( 1 , . . . , r−1 , 1, r−1 , . . . , 1 ), j = 1, 2, 3,
and j = ±1. The matrices K 02 , K 03 and K 4 are not diagonal and may take the form:
Each of the above reductions impose constraints on the FAS, on the scattering matrix T (λ) and on its Gauss factors S ± J (λ), T ± J (λ) and D ± J (λ). These have the form:
where the matrices K j are specific for each choice of the automorphisms C 1 , see eqs. (19) , (20) .
In particular, from the last line of (22) and (20) we get:
and consequently, if m + 1 (λ) has zeroes at the points λ + k , then m − 1 (λ) has zeroes at:
SOLITON SOLUTIONS
Let us now make use of one of the versions of the dressing method 13, 14 which allows one to construct singular solutions of the RHP. In order to obtain N -soliton solutions one has to apply dressing procedure with a 2N -poles dressing factor of the form
The N -soliton solution itself can be generated via the following formula
The dressing factor u(x, λ) must satisfy the equation
and the normalization condition lim λ→∞ u(x, λ) = 1 1. The construction of u(x, λ) ∈ SO(n + 2) is based on an appropriate anzatz specifying the form of its λ-dependence 23, 24 The residues of u admit the following decomposition
where all matrices involved are supposed to be rectangular and of maximal rank s. By comparing the coefficients before the same powers of λ − λ ± k in (27) we convince ourselves that the factors F k and G k can be expressed by the fundamental analytic solutions χ ± 0 (x, λ) as follows
The constant rectangular matrices F k,0 and G k,0 obey the algebraic relations
The other two types of factors X k and Y k are solutions to the algebraic system
The square s × s matrices α k (x) and β k (x) introduced above depend on χ + 0 and χ − 0 and their derivatives by λ as follows
Below for simplicity we will choose F k and G k to be 2r + 1-component vectors. Then one can show that α k = β k = 0 which simplifies the system (28) . We also introduce the following more convenient parametrization for F k and G k , namely (see eq. (31)):
where ν 0k are constant 2r − 1-component polarization vectors and
With this notations the polarization vectors automatically satisfy n j (x, t)|S 0 |n j (x, t) = 0.
Thus for N = 1 we get the system:
which is easily solved. As a result for the one-soliton solution we get:
For n = 3 we put ν 0k = |ν 0k |e α 0k get:
Note that the 'center of mass' of Φ 1s;1 (resp. of Φ 1s;−1 ) is shifted with respect to the one of Φ 1s;0 by ζ 01 to the right (resp to the left); besides |Φ 1s;1 | = |Φ 1s;−1 |, i.e. they have the same amplitudes.
For n = 5 we put ν 0k = |ν 0k |e α 0k and get analogously: 
Similarly the 'center of mass' of Φ 1s;2 and Φ 1s;1 (resp. of Φ 1s;−2 and Φ 1s;−1 ) are shifted with respect to the one of Φ 1s;0 by ζ 01 and ζ 02 to the right (resp to the left); besides |Φ 1s;2 | = |Φ 1s;−2 | and |Φ 1s;1 | = |Φ 1s;−1 |.
For N = 2 we get:
