In this paper, we consider the problem of estimation reliability in multicomponent stress-strength model, when the system consists of kcomponents have strength are given by independently and identically distributed random variables X1, ..., X k each component experiencing a random stress governed by a random variable Y . The reliability such system is obtained when strength and stress variables are given by a generalized linear failure rate distribution. The system is regarded as alive only if at least s out of k (s < k) strength exceed the stress. The multicomponent reliability of the system is given by R s,k = P [ at least s of X1, ..., X k exceed Y ]. The maximum likelihood estimator (M LE) and Bayes estimator of R s,k are obtained. A simulation study is performed to compare the dierent estimators of R s,k . Real data is used as a practical application of the proposed procedure.
Introduction
Sarhan and Kundu [24] introduced a three parameter generalized linear failure rate distribution (GLFRD) by exponentiating the linear failure rate distribution as was done for the exponentiated Weibull distribution by Mubholkar et al [15] . The generalized linear failure rate distribution has the following probability density function (p.d.f) (1.1) f (x; a, b, α) = α(a + bx)e −(ax+ b 2 x 2 ) (1 − e −(ax+ b 2 x 2 ) ) α−1 , a, b, α > 0, x > 0.
The corresponding cumulative distribution function is as follows
where a, and b are scale parameters and α is the shape parameter. The stress strength model R = P [Y < X] has many applications in quality control, reliability, biostatistics and other elds see (Kotz et al [9] ). The important application of R = P [Y < X] in reliability analysis. In reliability context, the stress strength model describes the component which has a random strength variable X and the random stress variable Y . If the stress exceeds the strength then the system will fail. The estimation of the stress strength model when X and Y are random variables having a specied distribution discussed by many authors starting from Birnbaum [3] . Some of the recent work on the stress strength model can obtained by Kundu and Gupta [11] considered the estimator of R when stress and strength variates are generalized exponential distribution, Kundu and Gupta [12] considered the estimator of R when stress and strength variates are Weibull distribution, Raqab and and Kundu [21] considered the estimator of R when stress and strength variates are Burr type X distribution, Kundu and Raqab [13] considered the estimator of R when stress and strength variates are three parameter Weibull distribution, Krishnamoorthy et al [10] considered the estimator of R when stress and strength variates are two parameter exponential distribution, Shahsanaei and Daneshkhah [25] considered the estimator of R when stress and strength variates are linear failure rate distribution, Al-Mutairi et al [1] considered the estimator of R when stress and strength variates are Lindley distribution and Ghitany et al [7] considered the estimator of R when stress and strength variates are power Lindley distribution.
The main aim of this paper is to study multicomponent stress strength model based on generalized linear failure rate distribution. The estimation of reliability in multicomponent stress strength model R s,k = P [ at least s of X1, ..., X k exceed Y ] discussed by many authors starting from Bhattacharyya and Jonson [2] and Pandey et al [17] . Some of the recent work on multicomponent stress strength model can be obtained by Eryilmaz [5] , Pakdaman and Ahamed [16] , Rao and Kantan [18] , and Rao ([19] , [20] ). This paper is organized as follows. In section (2), the system model R s,k is determined based on generalized linear failure rate distribution. In section (3), the maximum likelihood estimator (MLE) and asymptotic condence interval of R s,k are obtained. In section (4), the Bayes estimator of R s,k by using Lindley approximation. In section (5), a simulation study is performed to compare the estimators of R s,k . In section (6) , Real data is used as a practical application of the proposed procedure. Finally, we introduce the conclusion of this paper in section (7) .
Model description
Let X and Y be two independent random variables with generalized linear failure rate distribution with scale parameters (a1, b1) and (a2, b2) respectively, and shape parameter α, β respectively (i.e. X ∼ GLF RD(a1, b1, α), andY ∼ GLF RD(a2, b2, β)). Suppose that Y, X1, ..., X k are independent, G(y) is the cumulative function of Y and F (x) is the common cumulative function of X1, X2, ..., X k . The reliability in multicomponent stress strength for GLF RD is
) α−1 dy using the binomial theorem we get
dy If X and Y are two independent random variables with generalized linear failure rate with common scale parameters (i.e.X ∼ GLF RD(a, b, α), and Y ∼ GLF RD(a, b, β)). The multicomponent stress strength is
The maximum likelihood estimator (MLE) of R s,k
The main aim of this section is to obtain the maximum estimator of R s,k in three cases as follows • Case (1): If X ∼ GLF RD(a1, b1, α), andY ∼ GLF RD(a2, b2, β). • Case (2): If X ∼ GLF RD(a, b, α), andY ∼ GLF RD(a, b, β). • Case (3): If X ∼ GLF RD(1, 2, α), andY ∼ GLF RD(1, 2, β).
3.1. The maximum likelihood estimator of R s,k in case (1) . Suppose that X1, ..., Xn and Y1, ..., Ym are two random samples of size n and m respectively from GLFRD (a1, b1, α) and GLFRD (a2, b2, β) respectively. The log-likelihood function of the observed sample is
The maximum likelihood estimators of a1, a2, b1, b2, α and β denoted byâ1 M L ,â2 M L , b1 M L ,b2 M L ,α M L andβ M L respectively can be obtained as the solution of the following nonlinear equations
Due to the invariance property the maximum likelihood estimator of R s,k denoted bŷ R M L s,k can obtained by replacing a1, a2, b1, b2, α and β by their maximum likelihood estimators. Therefore the maximum likelihood of R s,k is obtained by
Since the exact distribution ofR M L s,k does not exist, then the asymptotic distribution and condence interval of R s,k is important to study. Using the delta method, the maximum likelihood estimator of R s,k denoted byR M L s,k has asymptotic normal distribution with mean R s,k and asymptotic variance AV
where, θ = (a1, a2, b1, b2, α, β) and I(θ) is the asymptotic symmetric expected Fisher information matrix. Therefore, an asymptotic 100(1−η)% condence interval for R s,k can
3.2. The maximum likelihood estimator of R s,k in case (2) . Suppose that X1, ..., Xn and Y1, ..., Ym are two random samples of size n and m respectively from GLFRD (a, b, α) and GLFRD (a, b, β) respectively. The log-likelihood function of the observed sample is
Log(a + byj)
The maximum likelihood estimators of a, b, α and β denoted byâ M L ,b M L ,α M L and β M L respectively can be obtained as the solution of the following nonlinear equations
Due to the invariance property the maximum likelihood estimator of R s,k denoted bŷ R M L s,k can obtained by replacing a, b, α and β by their maximum likelihood estimators. Therefore the maximum likelihood of R s,k is obtained by
where, θ = (a, b, α, β) and I(θ) is the asymptotic symmetric expected Fisher information matrix. Therefore, an asymptotic 100(1 − η)% condence interval for R s,k can obtain aŝ
3.3. The maximum likelihood estimator of R s,k in case (3) . Suppose that X1, ..., Xn and Y1, ..., Ym are two random samples of size n and m respectively from GLFRD (1, 2, α) and GLFRD (1, 2, β) respectively. The log-likelihood function of the observed sample is
The maximum likelihood estimators of α and β denoted byα M L andβ M L respectively can be obtained as the solution of the following nonlinear equations
Due to the invariance property the maximum likelihood estimator of R s,k denoted bŷ R M L s,k can obtained by replacing α and β by their maximum likelihood estimators. Therefore the maximum likelihood of R s,k is obtained by
To get the distribution ofR M L s,k in this case, using the transformation rule we nd −Log(1−e −(X+X 2 ) ) has an exponential distribution with mean 1
Using the relation between chi-square and f-distribution we get,
F is the random variable has f-distribution with degrees of freedom equal 2n and 2m. Now, we want to get the distribution of W , using transformation rule we get,
Now to obtain the expectation ofR M L s,k ,
We can not obtain an analytical form of mean square error, so we will using numerical calculation to get it.
Bayes estimator of R s,k
To nd the Bayesian estimators of unknown parameters a1, a2, b1, b2, α , and β and stress-strength reliability model R s,k which denoted byR B s,k . We consider a noninformative and an informative gamma priors for unknown parameters a1, a2, b1, b2, α , and β see Jerey [8] . LetX1, ..., Xn be a random sample is distributed as GLF RD(a1, b1, α) and Y1, ..., Ym be a random sample is distributed as as GLF RD(a2, b2, β). We assume a1, a2, b1, b2, α , and β have gamma prior distributions of the following forms
where, θi = (θ1, ..., θ6) = (a1, a2, b1, b2, α, β), i = 1, ..., 6.
The joint posterior distribution of unknown parameters a1, a2, b1, b2, α , and β is dened by π(a1, a2, b1, b2, α, β data) = kL(a1, a2, b1, b2, α, β data)
The Bayes estimator of R s,k under square error loss function (SELF) as
We have not closed form forR B s,k , hence numerical computations are needed. The Bayes estimator of R s,k under square error loss function (SELF) when X and Y have the same scale parameters (a, b) and dierent shape parameters α and β respectively is obtained as
The Bayes estimator of R s,k under square error loss function (SELF) when X and Y have the same scale parameters (1, 2) and dierent shape parameters α and β respectively is obtained as
where,
Hence from (2.2) and (4.5) in (4.4) and using binomial theorem we get the Bayes estimator as
We have not a closed form forR B s,k , hence numerical computations are needed. Therefore we can use approximate approaches to nd Bayes estimator such as Lindley approximation see Lindley [14] and Markov Chain Monte Carlo (MCMC) method for more details about MCMC and the related methodologies, one can refer to Gentle [6] , Chen et al. [4] and Robert and Casella [22] but this method is not suitable in our study, so in the next subsection we present only Lindley approximation. 4 .1. Lindley approximate. Lindley [14] considered that the Bayes estimator of any parametric function f (θ) under square error loss function (SELF) is dened as the ratio of integral as follows 
∂θ i ∂θ j ∂θ k and σij elements of inverse Fisher information matrix. In our study we replace the parametric function f (θ) by R s,k in (4.8)and (4.9). In (4.9) the value of p as • Case (1): p = 6, if X ∼ GLF RD(a1, b1, α), andY ∼ GLF RD(a2, b2, β).
Simulation study
In this section, we present some results based on Monte Carlo simulation method to compare the performance of dierent estimators of R s,k . First, we perform the simulation study when the scale parameters of random variables X and Y are known and equal (case 3). Second,we perform the simulation study when the scale parameters of random variables X and Y are unknown and equal (case 2) also the scale parameters are unknown and not equal (case 1). In this subsection, we nd and study R s,k when (s, k) = (1, 3) and (2, 4) respectively, also we perform our simulation study when X ∼ GLF RD(1, 2, α), andY ∼ GLF RD(1, 2, β). Now to study the behavior ofR M L s,k we use the following algorithm.
Algorithm
(1) For given values of (α, β) = (1, 2), (1, 1.5), (1, 0.5) compute R1,3 and R2,4 from (2.2). 3) and (2, 4) , asymptotic 95% condence interval of R s,k (ACI) is given bŷ
5.2.
Bayes estimator of R s,k when the scale parameters of random variables X and Y are known and equal (case 3). In this subsection, we use Lindley approximation to nd Bayes estimator of R s,k when X ∼ GLF RD(1, 2, α), andY ∼ GLF RD(1, 2, β). Note that to avoid the diculty of computations, we nd and study R s,k when (s, k) = (1, 3) and (2, 4) . Now to ndR B s,k we use the following algorithm. 3) and (2, 4) 
Note we use sample of sizes (5) In this subsection, we nd and study R s,k when (s, k) = (1, 3) and (2, 4) respectively, also we perform our simulation study when X ∼ GLF RD(a1, b1, α), andY ∼ GLF RD(a2, b2, β). Now to study the behavior ofR M L s,k we use the following algorithm. Algorithm (1) For given values of (a1, b1, a2, b2, α, β) compute R1,3 and R2,4 from (2.1) or(2.2).
(2) Using Monte Carlo simulation method to generate 1000 random sample of sizes (15) , (25) In this subsection, we use Lindley approximation to nd Bayes estimator of R s,k when X ∼ GLF RD(a1, b1, α), and Y ∼ GLF RD(a2, b2, β). Note that to avoid the diculty of computations, we nd and study R s,k when (s, k) = (1, 3) and (2, 4) . Now to ndR B s,k we use the following algorithm.
(2) FindR s,b B from (4.9).
(3) Repeat 2 N = 10 4 times.
Note we use sample of sizes (15) , (25) , (50) from equation (1.1). Table 2 : Estimate of R s,k using X ∼ GLF RD(1, 2, 1), and Y ∼ GLF RD(1, 2, 1.5) 0.9 (5,5) 0.8797 0.8632 (0.748513,1,000000) (5, 10) 0.9383 0.9297 (0.824689,1,000000) (5, 15) 0.9305 0.9221 (0.823386,1,000000) (5, 20) 0.8878 0.8801 (0.784088,0.991512) (10,10) 0.9328 0.9273 (0.840037,1,000000) (10, 15) (5,5) -0.0203 0.0004 -0.0368 0.0013 (5,10) 0.0383 0.0014 0.0297 0.0008 (5, 15) 0.0305 0.0009 0.0221 0.0004 (5, 20) -0.0122 0.0001 -0.0199 0.0003 (10,10) 0.0328 0.0010 0.0273 0.0007 (10, 15) (25, 25) 0.0020 0.0000 0.0038 0.0150 (50,50) -0.0033 0.0000 0.0000 0.0000 (15,25) -0.0029 0.0000 -0.0031 0.0000 (15,50) -0.0114 0.0001 -0.0107 0.0001 (2,4) (15,15) -0.0036 0.0000 -0.0093 0.0000 (25, 25) 0.0030 0.0000 0.0073 0.0000 (50,50) 0.0048 0.0000 0.0030 0.0000 (15,25) -0.0041 0.0000 0.0018 0.0000 (15,50) -0.0158 0.0002 -0.0126 0.0001 (25, 25) 0.0050 0.0000 0.0002 0.0000 (50,50) 0.0023 0.0000 0.0010 0.0000 (15,25) -0.0028 0.0000 0.0011 0.0000 (25,50) -0.0025 0.0000 -0.0017 0.0000 (2,4) (15,15) 0.0165 0.0002 0.0103 0.0000 (25, 25) 0.0082 0.0000 0.0043 0.0000 (50,50) 0.0039 0.0000 0.0018 0.0000 (15, 25) 0.0046 0.0000 0.0021 0.0000 (25,50) -0.0041 0.0000 -0.0026 0.0000 (3) is discussed, the bias decreases when n increases, the best estimator of R s,k when n = 5 because MSE= 0, the bias of Bayes estimator is smaller than the bias of maximum likelihood estimator in all cases, the smallest bias when X ∼ GLF RD(1, 2, 1), andY ∼ GLF RD(1, 2, 3), so we can decide the Bayes estimator is the best estimator in our study. Table (7)-(8)case (2) is discussed, we use large samples and observe the performance of Bayes estimator and maximum likelihood estimator is similar.Table (9)-(10)case (1) is discussed, we use large samples and observe the performance of Bayes estimator and maximum likelihood estimator is similar.
Data analysis
In this section, we introduce two real data sets of the breaking strengths of jute ber at two dierent gauge lengths to sure our proposed method can apply in practice. Two sets of real data shown as follows: This data were rst used by Xia et al [26] and were then re-used by Saracoglu et al [23] . Also used by Shahsanaei and Daneshkhah [25] to study the estimation of stress strength parameter for GLFRD under progressive type-II censoring and studied the validity of GLFRD for both data sets. Now, we used both data sets to computeR M L 1,3 ,R M L 2,4 and the asymptotic condence intervals in proposed three cases. The result shown in Table  ( 11) . Also Figures (1) , (2) and (3) show the validity of GLFRD for both data sets. 
Conclusions
In this paper, we study the multicomponent stress-strength reliability for GLFRD. We obtain dierent estimators as MLE and Bayes estimator. We nd the MLE is simplest in computation and Bayes estimator computes using Lindley approximation. Finally, we ndR B s,k is better thanR M L s,k .
