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With the development of communication and radar sensing technology, people are able to 
seek a more convenient life and better experiences. The fifth-generation (5G) mobile network 
provides high-speed communication and internet services with a data rate up to several gigabits 
per second (Gbps). In addition, 5G offers great opportunities for emerging applications, for 
example, manufacturing automation with the help of precise wireless sensing. For future 
communication and sensing systems, increasing capacity and accuracy is desired, which can be 
realized at the millimeter-wave spectrum from 30 GHz to 300 GHz with several tens of GHz 
available bandwidth. Wavelength reduces at a higher frequency. This implies more compact 
transceivers and antennas, high sensing accuracy and imaging resolution. Challenges arise with 
these application opportunities when it comes to realizing prototypes or demonstrators in 
practice. This thesis proposes some solutions addressing such challenges in a laboratory 
environment. 
High data rate millimeter-wave transmission experiments have been demonstrated with the 
help of advanced instrumentations. These demonstrations show the potential of transceiver 
chipsets. On the other hand, the real-time communication demonstrations are limited to either 
low modulation order signals or low symbol rate transmissions. The reason for that is the lack 
of commercially available high-speed analog-to-digital converters (ADCs); therefore, 
conventional digital synchronization methods are difficult to implement in real-time systems at 
very high data rates. In this thesis, two synchronous baseband receivers are proposed with 
carrier recovery subsystems that only require low-speed ADCs [A][B]. 
Besides synchronization, high-frequency signal generation is also a challenge in millimeter-
wave communications. The frequency divider is a critical component of a millimeter-wave 
frequency synthesizer. Having both a wide locking range and high working frequencies is a 
challenge. In this thesis, a tunable delay gated ring oscillator topology is proposed for dual-
mode operation and bandwidth extension [C].  
Millimeter-wave radar offers advantages for high accuracy sensing. Traditional millimeter-
wave radar with frequency-modulated continuous-wave (FMCW), or continuous-wave (CW), 
all have their disadvantages. Typically, the FMCW radar cannot share the spectrum with other 
FMCW radars.  With limited bandwidth, the number of FMCW radars that could coexist in the 
same area is limited. CW radars have a limited ambiguous distance of a wavelength. In this 
thesis, a phase-modulated radar with micrometer accuracy is presented [D]. It is applicable in 
a multi-radar scenario without occupying more bandwidth, and its ambiguous distance is also 
much larger than the CW radar. Orthogonal frequency-division multiplexing (OFDM) radar has 
similar properties. However, its traditional fast calculation method, inverse fast Fourier 
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transform (IFFT), limits its measurement accuracy. In this thesis, an accuracy enhancement 
technique is introduced to increase the measurement accuracy up to the micrometer level [E]. 
Keywords: Millimeter-wave, communication system, mobile network, high data rate, carrier 
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1.1 Background  
With the development of communication technology, the daily life around us becomes more 
and more convenient. It is nothing but normal for us to shop online, chat with friends through 
Facetime, watch high-definition (HD) movies at home, get cash from an automated teller 
machine (ATM), reply to an e-mail on transportations. With the help of all kinds of software 
applications (APPs), we are equipped with a “superpower” of controlling things at a distance. 
For example, only with several taps on the cellphone from the office, the vacuum at home could 
start cleaning, the refrigerator could report back if the vegetables inside are fresh or not, and it 
can even give a suggested recipe for the dinner. Credit cards, metro tickets, maps, fictions, 
movies etc. are all put together in a single cellphone waiting for your requests at any time.  
The mobile network has developed to its fifth-generation. People are getting more and more 
used to high-speed communication experience and want more of that. 5G services subscriptions 
are expected to reach 3.5 billion by the end of 2026 [1]. Besides providing the traditional mobile 
network and internet services, the 5G network has a great opportunity to open up new 
dimensions of use cases. The enhanced mobile broadband services will provide immersive 
experiences with augmented reality and virtual reality. Interactive, multiple-participant and 
remote applications will also be developed with 5G network. In the automotive areas, real-time 
vehicle to vehicle, and vehicle to infrastructure communications and interactions will be 
achieved with the help of 5G technologies. In the healthcare areas, the high-speed connection 
between doctors and patients can reduce traveling and make the best use of healthcare resources. 
With the 5G network, remote monitoring, medication, and remote operations become possible. 
In the manufacturing areas, 5G technology will permit the manufacturing industry to move from 
process automation to flow management and remote supervision, and ultimately cloud robotics 
and remote control. For energy and utilities, mobile broadband communications are already 
used extensively for metering and smart grid applications. 5G will enable sophisticated resource 
management and automation and increase the possibilities of machine intelligence and real-
time control [2-6]. Besides high-speed communication, another key technology for realizing 
these applications is precise sensing.  
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Beyond the frequency that 5G is using now, 28 GHz and 32 GHz, the next frequency band of 
interest will be the millimeter-wave band. Millimeter-wave frequency band, from 30 to 300 
GHz, offers several tens of GHz available bandwidth, enables the possibility to build compact 
ultra-fast data transmission systems. Besides the wide available bandwidth, it also has a short 
wavelength of several millimeters, enabling precise sensing opportunities.   
1.2 Mobile network evolution 
The capacity of communication networks developed rapidly in the past few decades. Taking 
the mobile networks as an example, the first-generation network was only able to provide voice 
call in 1983. In the 1990s, the second generation (2G) system was introduced, which started to 
provide multimedia message services through the digital cellular systems at a speed of 64 kbps. 
Then the 2.5G and the 2.75G networks, the 2G technology combined with general packet radio 
service (GPRS), improved the data rate up to 144 kbps. Next, the third generation (3G) 
technology was launched around the year 2000, which allows data services at a speed of 144 
kbps to 384 kbps in broad coverage areas and a peak data rate of 2 Mbps in the local coverage 
area. The fourth-generation (4G) mobile system, launched in 2012, offers voice, data services, 
and multimedia services. The communication speed of the 4G network reaches up to 100 Mbps 
for quick-moving devices and 1 Gbps for slow-moving or stationary devices. The fifth-
generation mobile network, launched in 2020, aims to achieve ultra-low latency around 1 ms, 
significantly fast data transmission at a maximum speed of several Gbps, and an increase of the 
total capacity by a thousand times [7-9].  
The data volume is increasing exponentially. The data traffic of mobile networks per month 
increases 18 times compared to seven years ago, according to Ericsson mobility report 2020. 
Global total mobile data traffic is estimated to reach around 51 EB per month by the end of 
2020 and is projected to grow by a factor of around 4.5 to reach 226 EB per month in 2026. 
Smartphone users to consume a global average of 24 GB per month in 2025 from 7.2 GB 
currently, as video usage increases and new services become available. The total number of 
cellular internet of things (IoT) connections is estimated to reach five billion by the end of 2025, 
from 1.3 billion by the end of 2019 [1][10]. The capacity enhancement of the communication 
network is a challenge.  
The massive data increase brings great challenges to the radio access network (RAN). The three 
main transport mediums used in RAN are copper cables, optical fibers, and wireless links. 
Copper cables have been widely used for the past 100 years. With the growing demand for high 
data rate communications, copper cables become obsolete due to their narrow bandwidth and 
short transmission distance. On the other hand, optical fibers have become more and more 
popular for their large bandwidth and robust long-distance transmission. However, it is 
expensive and time-consuming to install optical fibers in the field. As a cost-efficient and 
flexible alternative of the fibers, wireless communication has been earning attention recently. 
However, wireless technologies need to offer comparable capacity as the fibers to take over the 
market eventually. In today’s mobile networks, the mobile backhaul is evolving with a mixture 
of fiber and wireless links. More than 65 percent of all radio sites will be connected by 
microwave wireless links in 2022 [11].  
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1.3 Opportunities and challenges for millimeter-wave 
communications 
The data rate in a communication system can be described as  
𝑊 = 𝐾 × 𝑙𝑜𝑔2(𝑚),                                                   (1.1) 
where W is the achievable data rate with the unit of bit per second (bps). K is the symbol rate. 
m is the modulation order stands for the total number of different symbols, which is also related 
to spectrum efficiency [12]. As a result, either using a higher modulation order signal or 
increasing the bandwidth can increase the data rate of a communication system.  
The microwave bands, from 6 to 42 GHz, usually have a narrow bandwidth of several hundreds 
MHz due to the regulation, which limits the communication data rate. On the other hand, 
millimeter-wave bands (30 – 300 GHz) provide a great opportunity to realize high data rate 
communications. Millimeter-wave bands such as E-band (71-76 GHz, 81-86 GHz), D-band 
(110-170 GHz) and G-band (140-220 GHz) provide sufficient bandwidth to support tens of 












Tx LO Rx LO
 
Fig. 1.1 A simplified block diagram of a communication system. 
A simplified communication system structure is shown in Fig. 1.1. The user data is first 
modulated into two basebands I /Q channel orthogonal signal. Then the baseband signal will be 
up-converted to radio frequency (RF) and amplified before sent out. The up-conversion is 
achieved by mixing the baseband signal with the RF carrier signal. At the receiver side, the 
received signal gets amplified by a low noise amplifier (LNA). Then, it is down-converted by 
mixing with the carrier signal. Then the baseband I/Q signal will be demodulated to recover the 
transmitted information. 
For the RF carrier signal, if it is at a low frequency, it can be directly generated by a local 
oscillator (LO). However, for frequencies above millimeter-wave, usually, a multiplier is 
needed to multiple a low-frequency carrier signal to the desired RF frequencies. In the published 
millimeter-wave transmitter and receiver frontend chips, multiplier with a multiplication factor 
of 3 and 6, or subharmonic mixers are widely used [14-16]. The millimeter-wave signal 
synthesis is a challenge.  
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Signal sources based on voltage control oscillators (VCOs) above millimeter-wave have been 
reported [17-20]. Free-running signal sources usually suffer from frequency fluctuation and 
drift. It is also sensitive to temperature or process variations. A phase-locked loop (PLL) is 
normally needed to stabilize the oscillation frequency and lower the phase noise [21-27]. A 












Fig. 1.2 A simplified PLL block diagram. 
In a PLL block, a VCO generates the signal around the desired frequency. It is divided by a 
frequency divider to a low frequency and compared with a reference clock. A stable low-
frequency LO is used as a reference. A phase/frequency detector (PFD) analysis the phase and 
frequency difference between the VCO and the reference LO. A charge pump converts the 
phase/ frequency difference information into a voltage signal. The loop filter placed after the 
charge pump controls the tuning voltage to tune the VCO. Inside a PLL block, the frequency 
divider is a key component that translates the oscillation frequency from the VCO output down 
to the reference frequency. For this purpose, frequency dividers should have a wide operational 
frequency band that covers the entire VCO operation frequency range. 
In addition, to make good usage of the wide band spectrum in millimeter-wave, the transmitter 
and receiver need to have wide working bandwidth to handle the wide band signal. Besides, to 
increase the data rate, a higher modulation order signal needs to be used. In this case, the 
transmitter and the receiver need to be able to work with high modulation order signals, as well. 
As Fig. 1.1 shows, two individual LOs are used at the transmitter and receiver sides so that they 
are not synchronized. For demodulation, there are two kinds of signal detection methods, 
coherent detection and non-coherent detection [28]. For non-coherent detection, the carrier’s 
phase is not recovered at the receiver side, so that no carrier synchronization is needed. However, 
the non-coherent detection is normally implemented with low modulation order signals, such 
as on-off keying (OOK), differential quadrature phase-shift keying (DQPSK), and amplitude-
shift keying (ASK). The spectrum efficiency is limited by using low modulation order signals. 
For higher modulation order signals, such as sixteen quadrature amplitude modulation (16-
QAM), or multi-carrier modulated signal, such as OFDM, coherent detection is needed. For 
coherent detection, the carrier phase synchronization is the major task of the receiver. As a 
result, a wide-band synchronous receiver is required to realize high data rate communication.  
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1.4 Overview of published millimeter-wave 
communication demonstrators 
A summary of published millimeter-wave transmission experiments is shown in Fig. 1.3, 
including spectrum efficiency and the single-channel data rate. The published results can be 
categorized into three groups: transmission with shared LO, where the transmitter (TX) and the 
receiver (RX) are sharing a single LO source; off-line demodulation, where TX and RX use 
different LOs, and the demodulation is implemented in off-line digital signal processing (DSP) 
platforms; real-time transmission, where TX and RX use different LOs and the demodulation 
is implemented in real-time. 
 
Fig. 1.3 An overview of published millimeter-wave communication demonstrators with a single carrier, single-
polarization and single pair of transceiver modules. 
With a shared LO source, data transmission up to 65 Gbps has been verified [32] [34-36]. 
Besides, with the help of offline digital signal processing, a 64-QAM signal with a data rate up 
to 60 Gbps has been transmitted over D-band [37]. Wireless data transmission at 240 GHz 
carrier frequency over a distance of 40 meters has been demonstrated with a 96 Gbps 8-PSK 
signal [39]. A 100 Gbps wireless transmission using 16-QAM over 2.22 meters is achieved [42]. 
These experiments exhibit the bandwidth potential of the transceiver chipsets.  
In real-time transmission systems, lower modulation order signals such as ASK and OOK signal 
can be recovered by direct detection. BPSK and QPSK signals can be demodulated by using 
differential coding and detection. For higher-order QAM signals such as 16-QAM or 64-QAM, 
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6 
 
DSP platforms are commonly needed to realize carrier recovery (CR). Normally CR is 
accomplished by analyzing the received IF signal. Due to the lack of high-speed analog to 
digital converters, the real-time transmissions with high modulation order (higher than 16-
QAM) signals in DSP platforms have only been demonstrated with a data rate below 10 Gbps 
[48]. In papers [A] and [B], two synchronous baseband receivers are proposed. The 
synchronization is implemented in an analog-digital hybrid way. 
1.5 Overview of industry revolution 
We have experienced four industrial revolutions driven by groundbreaking innovations. The 
first industrial revolution realized mechanization by using the power of water and steam to 
exceed the limitations of human and animal power. After this revolution, hand production is 
replaced by factory manufacturing. The second industrial revolution used electrical power to 
drive massive automated production. This has led to the rise of heavy industry, such as electric 
power plants, electrical manufacturing, cast iron, railroads, and chemicals. The third industrial 
revolution, known as the digital revolution, used electronic devices and information technology 
to eliminate human influence to improve the precision and automation of industrial 
manufacturing. The invention and application of atomic energy technology, electronics, 
computer technology, and bioengineering technology were appeared [49]. 
Industry 4.0 or the fourth industrial revolution is first introduced by the German government, 
aiming at improving the competitiveness of German industry and taking the lead in the new 
industrial revolution. Industry 4.0 refers to the use of the IoT and large-scale machine-to-
machine communication to achieve full automation: improving communication, enable self-
monitoring, and creating smart machines that can analyse and diagnose issues without the need 
for human intervention. Sensors will play a key role in the future Industry 4.0 systems that 
monitor the production process and control the product quality. Deploying a large scale sensor 
network can be difficult, especially with contact sensors. As a result, high precision non-contact 
sensing technology is the key for industry 4.0 [50-53]. 
1.6 Overview of non-contacting sensing technology 
There are several traditional wireless sensing technologies widely used in the industry, such as 
laser, ultrasonic, and radar. These technologies use similar principles to make a range 
measurement. They all emit a signal that reflects from the target surface, and the sensor 
electronics calculate the range from the time of flight. Whereas different types of signals are 
used for each technology, each technology is suitable for different applications. 
Laser is widely used in distance measurement applications. A laser ruler can be easily found in 
shops with a range accuracy of millimeters. Nowadays, in many advanced cell phones and depth 
cameras, the laser has been used as a lidar to detect distance. For autonomous driving, Lidar 
and radars are both used for sensing. Laser is the abbreviation for “light amplification by 
stimulated emission of radiation”. It is basically a very narrow beam of powerful light. The 
narrow beam can be easily blocked by a small object which means the laser cannot be used in 
a dusty environment. It also requires a certain surface of the target that enough reflected light 
Chapter 1. Introduction 
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will come back to the sensor. Besides, the power of the light is concentrated in a small spot so 
that it is very powerful. It can be used for cutting in the industry. At the same time, it can be 
harmful to the human body depends on its power level and wavelength [54]. 
Ultrasonic is another technology that is widely used in distance sensing and imaging. It was 
widely used in military, medical, and industrial applications. In military applications, the 
ultrasonic is used for positioning. In medical applications, it is commonly used for medical 
imaging diagnosis, where ultrasonic can visualize soft tissues such as muscles and internal 
organs, including their size, structure and pathological lesions. Obstetric ultrasonography is 
widely used for prenatal diagnosis at the time of pregnancy. Compared with X-ray and 
computed tomography (CT), the ultrasonic diagnostic is non-radioactive, which means it is safe 
for the human body. Ultrasonic is a sound wave with frequencies from 30 kHz and 240 kHz, 
which is a mechanical wave. It requires a medium to travel through. In this case, any change of 
the medium will affect the traveling speed of the ultrasonic. If the measurement environment 
changes during the process, an error will occur. As a result, the ultrasonic sensors are more 
suitable for measurement stationary environment or with less accuracy requirement. The beam 
angle of the ultrasonic is normally wide, around 10 degrees. The widespread acoustic waves 
will interfere with other sensors. Ultrasonic sensors are usually used for relatively short-range 
detections. It can only detect objects around ten meters away [55-56].  
Radar is the abbreviation for “radio detection and ranging”. The electromagnetic energy is 
emitted into space directionally. The direction and speed of the object can be calculated. The 
shape of the object can be detected. Radar was first developed for detecting the object in a non-
visible condition before world war II. During the extreme weather condition, foggy days and 
nights, radar was used to assist cargo ships in avoiding the collision. Then, radar started to be 
widely used in the military area for detecting and tracking our and enemies’ tanks, airplanes, 
missiles and etc. During world war II, radar technology has been developed rapidly. Nowadays, 
radar has been given a wide range of uses, such as weather forecasting, human activity 
monitoring for rescuing, autonomous-driving assisting, and etc. In automatic manufacturing, 
radar plays an important part in precise monitor and control. For radar sensors, it transmits an 
electromagnetic wave, which implies the signal transmission doesn’t require a medium (unlike 
ultrasonic). As a piece of evidence, radar is often used for space-related applications [57]. At 
lower frequencies, with the help of high-power amplifiers, radar can detect objects thousands 
of kilometers away. However, their long wavelength often has limited ranging resolution, and 
the large-scale antennas are difficult to be deployed. With the frequency increasing, the 
wavelength of the signal decreases, the measurement accuracy increases accordingly. At the 
same time, the power of the signal decreases so that high-frequency radar sensors are suitable 
for short-range and small object detection. The short wavelength of millimeter-wave provides 
opportunities for achieving high precision radar sensing. The challenges of achieving high 
accuracies, long measurable distance and suitable for multi-user scenarios will be discussed. To 
address these challenges, two millimeter-wave radar systems are presented [D][E]. 
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1.7 Thesis scope and outline 
The thesis scope is addressed in Fig. 1.4 as a three-layer structure. The theme of the thesis on 
the top two layers is given in the first chapter. The first chapter introduces the basic knowledge 
about millimeter-wave. In addition, the opportunities brought by the millimeter-wave for 
communication and radar sensing systems are also discussed in Chapter I. In Chapter II, the 
difficulties in realizing wideband synchronization in millimeter-wave communication systems 
are first discussed. Then, two hardware efficient baseband receivers [A][B] with a carrier 
recovery subsystem are presented. Real-time transmissions through E-band are demonstrated. 
These works are modulation independent baseband receiver solutions that only require a low-
speed ADC. In Chapter III, the necessity of having a high frequency, wide-band, multi-modulus 
frequency divider in frequency synthesizers is first discussed. Next, a summary of published 
frequency dividers is presented to show that the multi-modulus dividers are mostly with low 
frequency and narrow operational bandwidth. Then, a D-band dual-mode frequency divider [C] 
is introduced. The dual-mode division demonstrates the highest frequency among the dividers 
that divide both by-2 and by-3, and a state-of-the-art operational bandwidth among divide-by-
3 (41.5%) dividers to the best author's knowledge. In Chapter IV, the millimeter-wave radar 
system is introduced. Different kinds of radars are compared and discussed with their 
advantages and shortages. Difficulties in having precision, long measurable distance, and 
capability of been used in a multi-user scenario are introduced. Two radar systems with 
different distance estimation methods are presented [D][E]. Their advantages and limitations 
are discussed. Finally, the conclusion and discussions are given in Chapter V. 
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2.1 Overview of published millimeter-wave 
transmissions 
Communications in millimeter-wave frequencies have been demonstrated in recent publications.  
It can be sorted into two groups: with or without real-time demodulation. With the help of 
advanced laboratory equipment and off-line DSP, the non-real-time transmission has been 
demonstrated at a very high data rate up to 100 Gbps [42]. These results indicate the millimeter-
wave frequency frontend transceiver chipsets already have the capabilities to support high data 
rate transmissions.  
Table 4.1 summarizes some published real-time transmission experiments over millimeter-
wave bands. Real-time transmissions are demonstrated with either a high data rate of few bits 
per symbol or a low data rate of many bits per symbol. The maximum data rate in real-time 
millimeter-wave transmissions at the moment is 42 Gbps using a 2-ASK signal [33]. Among 
the published papers, he highest modulation order that has been successfully transmitted in real-
time is 64-QAM, with a single-channel data rate of 5.3 Gbps [43].  
For low modulation order signals, such as OOK, ASK, BPSK or QPSK, real-time demodulation 
can be realized by non-coherent detections. Such as OOK and ASK signals, by detecting the 
amplitude of the received signals, the transmitted data can be recovered. For BPSK and QPSK 
signals, as illustrated in Chapter 2, differential coding and detection could help in realizing real-
time demodulation. For PSK signals, there are two well-known methods to implement 
demodulation, Costas loop [30] and multiplication [58]. However, the structure of the Costas 
loop becomes more complicated with the increased PSK modulation order. To recover the 
carrier frequency by multiplication, a frequency multiplier and divider are needed. For a QPSK 
signal, a frequency quadrupler and a four times frequency divider are needed. This makes the 
demodulator more complex. Therefore this solution is limited to low modulation order signals. 
For high modulation order (more than 4) QAM signals, real-time coherent demodulation is 
accomplished with a recovered carrier signal. Carrier recovery is commonly implemented in 
digital signal processing (DSP) platforms on the received intermediated frequency (IF) signals. 
Limited by the ADC sampling speed, the highest single-channel data rate in real-time 
millimeter-wave communication with DSP platforms is below 10 Gbps [48]. Paper [A] and [B] 
demonstrate real-time millimeter-wave communication systems with two proposed 
synchronous baseband receivers. Two CR subsystems in the receiver are implemented in a 
digital and analog hybrid way. The received signal is down-converted to baseband instead of 
the IF stage for carrier recovery. Furthermore, the required ADC sampling speed in the 
proposed CR subsystems are only 100 MSps and 40 MSps, which are much lower than 
previously reported DSP platforms of CR solutions. 



















Frequency band Receiver topology 
[44] 22.2 DQPSK 
Without 
DAC 
120 GHz IF (DQPSK) 
[47] 8 16-QAM 73.5 GHz IF (analog PLL) 
[33] 42 2-ASK 300 GHz IF (direct detection) 
[30] 2.5 QPSK 87 GHz Baseband (Costas loop) 
[59] 2.5 QPSK 3.52 60 GHz IF (digital) 
[60] 1.5 8-PSK 2 E-Band IF (digital) 
[61] 1.25 16-QAM 0.9375 E-Band IF (digital) 
[62] 1.58 16-QAM 3.456 60 GHz IF (digital) 
[31] 3 16-QAM 3 340 GHz IF (digital) 
[43] 5.3 64-QAM 
Not 
mention 
143 GHz IF (digital) 








0.04 E-Band Baseband (hybrid) 
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2.2 Considerations of the pilot tone insertion 
Besides the synchronization methods mentioned in the previous section, there is another 
traditional solution of achieving synchronization by using a pilot signal. The pilot signal carries 
the information that is pre-known by the receiver. By analysing the phase of the pilot signal, 
the carrier can be recovered. One widely used pilot is a single tone continuous wave (CW) 
signal, which can be inserted in the spectrum of the transmitted signal. As shown in Fig. 2.1, 
the pilot tone can be inserted at different frequency offsets from the transmitted carrier 
frequency. Three examples are discussed in this section: the pilot in the center of the carrier, 
the pilot outside the modulated signal, and the pilot embedded in the modulated signal. 
In the first case shown in Fig. 2.1 (a), the pilot tone is inserted at the center of the transmitted 
signal. This is a common pilot insertion method since the carrier leakage exists naturally at the 
transceiver frontend modules. In the heterodyne receiver, the RF signal is down-converted to 
an IF frequency. The pilot signal contains the IF information. By extracting the pilot tone, the 
signal can be down-converted with no frequency offset. A digital feed-forward structure as Fig. 
2.2 (a) or an analog feed-forward structure as Fig. 2.2 (b) can be used in this case. In paper [63], 
an analog feed-forward structure is proposed. It uses an injection locking voltage oscillator to 
extract the pilot tone. In a homodyne receiver, this pilot tone is down-converted close to DC. 
In this case, the frequency of the pilot signal is the offset frequency. However, most of the high-
speed ADC requires AC-coupled input. The low-frequency pilot signal can possibly be filtered 
out.  
The pilot tone can also be inserted outside the signal band, as Fig. 2.1 (b) shows. In this case, it 
can be easily extracted by a bandpass filter (BPF) and then be used for carrier recovery or phase 
noise mitigation. The drawback of this method is the spectrum efficiency degradation due to 
the extra needed bandwidth.  The feedback structure is shown in Fig. 2.2 (c) can be used in this 
case. The feedback loop can be realized in both analog and digital ways.  
As another alternative depicted in Fig. 2.1(c), the pilot tone is inserted in-band regarding the 
transmitted data. In this case, the spectrum efficiency remains the same as the case without the 
pilot. On the other hand, the power of the pilot tone needs to be adjusted carefully so that the 
pilot tone has little impact on the quality of the transmission signal since the pilot cannot be 
filtered out at the receiver side. The structure shown in Fig. 2.2 (c) could be applied in this case 
to realize carrier recovery. Furthermore, in a homodyne receiver, the pilot tone is closer to the 
DC compare with the second case, which allows a lower sampling rate for the ADC and DAC 
in the DSP platform.  
Besides the single tone pilot, sequences are also widely used as pilot signals [64-66]. There are 
two traditional ways to insert the sequence. First, the sequence can be placed ahead of the data 
in the time domain, as Fig. 2.3 (a) shows. Second, the sequence can be placed in a separate 
frequency band beside the data so that it can be extracted at the receiver side by a BPF, as Fig. 
2.3 (b) shows. With these two methods, the pilot signal either takes additional time or additional 
bandwidth. Alternatively, the pilot can also be inserted inside the baseband signal, as Fig. 2.3 
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(c) shows. In this case, the pilot and the data overlap each other. Therefore a special processing 
technique is needed to separate them. 
Two pilot-assisted synchronous homodyne receivers are proposed in paper [A] and paper [B] 
and presented in this thesis. A single tone CW pilot [A] and a pseudorandom noise coded pilot 
(PNCP) signal [B] are used to assisting the carrier recovery, respectively. In both cases, pilots 
are superimposed within the baseband signal. The single tone CW pilot is inserted, as Fig. 2.1 
(c) shows, and the PNCP is inserted as Fig. 2.3 (c) shows. 
f
 
(a)                                                     (b)                                                    (c)  
















                                             (a)                                                      (b)                                            (c)  
Fig.2.2.  Pilot extraction methods: (a) full digital feed-forward; (a) analog feed-forward; (a) analog feedback. 









(b)                                                                                       (c) 
Fig. 2.3 Choices of a sequence pilot insertion: (a) ahead of the data in the time domain; (b) out-of-band; (c) in-
band. 
2.3 The proposed millimeter-wave communication 
system 
The system structures proposed in paper [A] and [B] are similar. The difference is their pilot 
extraction parts at receivers. An E-band communication system structure is proposed and shown 
in Fig. 2.4. At the transmitter side, a pilot is superimposed within the signal band. It should be 
noted, different types of pilots are used in these works, respectively. In paper [A], the pilot is a 
CW signal, as the yellow line shows. In paper [B], a PNCP is used, as the red curve indicated. 
The pilot is upconverted to E-band together with the modulated signal using an E-band TX 
module. At the receiver side, the received signal is down-converted to the baseband by an E-
band RX module. There is a frequency offset that remained with the baseband signal due to the 
frequency difference of two separate LOs in the transmitter and the receiver. A CR subsystem 
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is proposed to remove the frequency offset. This CR subsystem includes a DSP platform and 
analog components. In the DSP platform, the pilot is extracted from the baseband signal and 
helps to identify the frequency offset. Then the LO frequency is adjusted accordingly by analog 
components to remove the frequency offset.  
At the receiver side, the pilots are extracted by a DSP platform with low-speed ADCs and DACs. 
For the CW pilot, analog and digital BPFs are used to extract it. For the PNCP, its spectrum is 
spread at the transmitter side first, and a digital matched filter is used to extract it. The power 
of the pilot needs to be chosen carefully since it is an interference to the high-speed baseband 






























Fig. 2.4 Proposed E-band link structure [A][B]. 
2.4 Direct sequence spread spectrum  
Direct sequence spread spectrum (DSSS) is a frequency spreading modulation technique for 
data transmission. The idea is to spread a signal using a specified bit sequence. Each symbol in 
the original low-speed signal is replaced by a high-speed bit sequence code to create the spread 
spectrum signal. In this case, the spectrum of the signal becomes wider as the high-speed 
sequence so that it is spread. The spectrums before and after the spreading are shown in Fig. 
2.5. The spread-spectrum signal occupies larger bandwidth so that its power spectral density 
becomes lower. The technique is used to make the signal more robust against interference with 
the help of correlation at the receiver. The high-speed bit sequence is often referred to as a “chip” 
or “spreading code”. At the receiver side, the spread spectrum signal passes through a matched 
filter to correlate with the same chip for demodulation. The correlation will make the power 
concentrated again to a narrow bandwidth. The spread spectrum signal is turned into a low-
speed impulses signal which contains the original low-speed signal information. By analyzing 
the phase of the impulses signal, the original data is recovered [67]. The time-domain signals 
in a spread spectrum system at the transmitter and the receiver sides are shown in Fig. 2.6. The 
symbol rate ratio between the chip and the original signal is defined as the spread spectrum 
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Fig. 2.6 Signals in a spread spectrum system (a) from the transmitter side; (b) from the receiver side [B]. 
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The spread spectrum signal 𝑥(𝑛) consists of two symbols, -1 and 1. Assume the spreading code 
has a length of 𝐿. When 𝑥(𝑛) correlates with itself, the output is 
∑ 𝑥(𝑛) × 𝑥(𝑛 − 𝑚)𝐿𝑛=1 = {
𝐿,     𝑚 = 0
≪ 𝐿,𝑚 ≠ 0
.                                  (2.1) 
When another signal 𝑦(𝑛) correlates with 𝑥(𝑛), and 𝑥(𝑛) and 𝑦(𝑛) are independent, the output 
is 
∑ 𝑥(𝑛) × 𝑦(𝑛 − 𝑚)𝐿𝑛=1 = 𝑃 ≪ 𝐿,                                     (2.2) 
where 𝑦(𝑛)’s power is normalized.  𝑃  is much smaller than L. The power of 𝑦(𝑛)  is not 
accumulated after the correlation. On the contrary, the power of 𝑥(𝑛) is accumulated after the 
correlation, thus obtain a high correlation peak. 
For the example shown in fig. 2.6, the power ratio between the spread spectrum signal and the 
noise is 0 dB. The spread spectrum ratio is 15, and the oversampling ratio is 8. After the received 
signal passes through the matched filter, it becomes a series of impulses, as the orange curve 
shows. In this case, the transmitted data can be recovered with a low signal-to-noise ratio (SNR) 
or with strong interferences if the spread spectrum ratio is large enough. 
2.5 Advantages of using PNCP 
As mentioned in the previous section, the spread spectrum signal does not need a high SNR to 
be transmitted. The proposed PNCP uses a pseudorandom noise (PN) sequence as the spreading 
code to modulate the pilot data [B]. As a result, its transmission power can be lower so that it 
does not interfere too much with the baseband signal.  By using a PNCP signal in the system, 
there are two fundamental advantages. First, it can carry an additional arbitrary message. 
Second, it enables the code-division multiple access (CDMA) by assign each transmitter a 
unique spreading code. In this case, the messages from different transmitters can be tracked and 
analyzed separately. 
Fig. 2.7 (a) shows a simplified millimeter-wave point-to-point communication link with a PN 
pilot inserted in the baseband signal, as Fig. 2.4 shows. Besides assisting synchronization, the 
pilot can also carry channel information such as symbol rate, modulation format, etc. In this 
case, adaptive modulation can be used in the system to adapt to changes in the communication 
channel. As an alternative to using an additional time slot or spectrum to transmit the channel 
information, PNCP consumes transmission power.  
In a line of sight multiple input multiple output (MIMO) system, multiple radios operate 
simultaneously at the same frequency band so that they suffer from the interference come from 
adjacent radios. A simplified MIMO system is shown in Fig. 2.7 (b). To avoid interference, 
spatial orthogonality is required. The received signals from the desired transmitter radio and 
the adjacent channel need to be 90-degree out of phase. The precise deployment of the antennas 
is a challenge. Equalization is normally needed to remove the non-orthogonal interference 
introduced by non-ideal antenna installation [68]. However, when the spatial orthogonality is 
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non-ideal, the capacity is reduced and cannot be regained by digital processing. With PNCP, 
the channel information from each transmitter can be estimated. Then, using a phase shifter 
between transmitter and antennas, the phase mismatch from deployment inaccuracy can be 





Fig.2.7.  Pilot extraction methods: (a) full digital feed-forward; (a) analog feed forward; (a) analog feedback [B]. 
2.6 Two carrier recovery subsystems  
Two carrier recovery subsystems are proposed in paper [A] and paper [B]. Two different pilots, 
a CW pilot and a PNCP, are used.  
 Carrier recovery subsystem with the CW pilot  
In paper [A], the frequency of the CW pilot tone 𝑓𝑝𝑖𝑙𝑜𝑡 is chosen to have a fixed relationship 
with the transmitter LO frequency as 𝑓𝑝𝑖𝑙𝑜𝑡 = 𝑓𝑡𝑥 𝑁⁄ . As shown in Fig. 2.4, there is a six times 
frequency multiplier in the E-band module. The carrier frequency in the transmitter and the 
receiver are denoted 6 × 𝑓𝑡𝑥  and 6 × 𝑓𝑟𝑥 , respectively. After the received signal is down-
converted to the baseband, the received pilot signal is 𝑓𝑝𝑖𝑙𝑜𝑡 + 6 × (𝑓𝑡𝑥 − 𝑓𝑟𝑥) = 𝑓𝑝𝑖𝑙𝑜𝑡 + Δ𝑓. 
This signal is sampled and send into the DSP platform, which shares a reference clock with the 
receiver LO. In this DSP platform, the received pilot signal  𝑓𝑝𝑖𝑙𝑜𝑡 + Δ𝑓 is multiplied with the 
1/N times of receiver LO frequency 𝑓𝑟𝑥 to find out the frequency offset. Then the PLL in the 
DSP platform generates an adjustment signal accordingly. The adjustment signal is converted 
to an analog signal and mixed with the original LO signal by a single side band (SSB) mixer. 
This mixed signal 𝑓𝑟𝑥 + 𝑓𝑎𝑑𝑗  becomes the new LO. When 𝑓𝑎𝑑𝑗 = 𝑓𝑟𝑥 − 𝑓𝑡𝑥, the CR loop will 
converge, and the received pilot signal becomes 𝑓𝑝𝑖𝑙𝑜𝑡 = (𝑓𝑟𝑥 + 𝑓𝑎𝑑𝑗) 𝑁⁄ .  
The detailed block diagram of the carrier recovery implementation is shown in Fig. 2.8 [A]. 
The pilot tone frequency is set at 21 MHz. The received signal passes through a surface acoustic 
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wave (SAW) BPF to extract the pilot signal. Then the received pilot signal is digitalized by a 
100 MSps ADC and sent into an field programmable gate array (FPGA) running at 200 MHz 
which is fully synchronized with the receiver LO. A 30-tap digital BPF is used to further 
improve the pilot signal's quality. There are two numerical controlled oscillators (NCOs) in the 
FPGA. NCO1 is used to provide a digital copy of 𝑓𝑟𝑥 . NCO2 is a tuneable oscillator that 
provides the adjustment signal 𝑓𝑎𝑑𝑗 . By summing up the outputs of two NCOs, a replica of the 
SSB mixer output 𝑓𝑟𝑥 + 𝑓𝑎𝑑𝑗  is created. It is divided by N in order to extract the frequency 
difference with the received pilot signal utilizing a phase detector. The phase detector consists 
of a digital mixer and a loop filter. If the received pilot tone is outside the BPF, the NCO2 will 






























Fig. 2.8 A block diagram of the synchronous baseband receiver with CW pilot [A].  
 Carrier recovery subsystem with the PNCP  
In paper [B], a PNCP is superimposed within the baseband signal with a low symbol rate of 5 
Mbaud. A PN sequence with a length of L is used as the spreading code. The PNCP’s spectrum 
is spread by using DSSS modulation technique to lower its transmission power. As Fig. 2.4 
shows, the PNCP is sent together with the baseband signal. The frequency offsets within the 
PNCP and the baseband signal are the same. By applying the CR to the low-speed PNCP signal, 
the high-speed data signal is also synchronized. The PNCP is only 5 Mbaud in this work [B], 
which allows the low-speed ADC, DAC and DSP platform to be used in the system.  
The block diagram of the proposed CR subsystem is shown in Fig. 2.9. A 5 MHz bandwidth 
low pass filter (LPF) is placed after the down-conversion mixer to extract the PNCP. Then the 
PNCP is sampled by a 40-MSps ADC and goes into an FPGA for digital processing. Inside the 
FPGA, the pilot samples pass a matched correlation filter to further improve the SNR, as Fig. 
2.6 shows. The phase of the pilot signal can be calculated accordingly. Increasing the length of 
the PN sequence can further increase the SNR, however, at the expense of increased 
computation complexity and latency. With a higher spread spectrum ratio, the matched filter 
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must have more taps, which introduces an additional delay to the CR feedback loop. In this case, 
the bandwidth of this feedback loop is limited by the number of taps of the matched filter. 
 
Fig. 2.9 A Block diagram of the synchronous baseband receiver with PNCP [B].  
A delay unit (Z-1) and a phase detector are used to calculate the change in phase. The output 
from them controls the loop filter, which decides how many phases and frequency adjustments 
should be made. Then the NCO is tuned accordingly to provide the quadrature adjusting signal 
with a frequency of 𝑓𝑎𝑑𝑗 . This adjusting signal mixes with the LO signal 𝑓𝑟𝑥 by an SSB mixer. 
A BPF is placed after the mixer to further suppress the unwanted spurs and sideband tones. The 
mixed-signal 𝑓𝑟𝑥 + 𝑓𝑎𝑑𝑗  goes into the receiver as a new LO signal. The feedback loop converges 
when 𝑓𝑟𝑥 + 𝑓𝑎𝑑𝑗 = 𝑓𝑡𝑥, the phase detector outputs 0.  
The bandwidth of the processed signal is only 5 MHz in this work. It is even lower than the 
previous work [A]. Compare with the full digital CR solution where the processed signal has 
several GHz bandwidths, the hardware implementation complexity of the proposed two CR 
subsystem is much lower.  
2.7 System limitations 
The limitation of the proposed communication system comes from three aspects. One of the 
limitations is introduced by the commercial E-band transmitter and receiver modules in use. 
The highest data rate and the highest modulation order that a pair of transceiver modules can 
transmit is limited by their output power, linearity, etc. A pair of commercial E-band modules 
from Gotmic AB is used in both works [A][B].  
The second limitation of this system is the sideband suppression of the adjusted receiver carrier 
signal 𝑓𝑟𝑥 + 𝑓𝑎𝑑𝑗 . The LO frequencies, 𝑓𝑡𝑥  and 𝑓𝑟𝑥, are chosen to be 40 MHz different from 
each other at the beginning, so that an RF frequency difference is 240 MHz (transceiver with a 
built-in sextupler ). In this case, 𝑓𝑎𝑑𝑗  is centered at 40MHz. After mixing 𝑓𝑎𝑑𝑗  and 𝑓𝑟𝑥  by the 
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SSB mixer, the image signal 𝑓𝑟𝑥 − 𝑓𝑎𝑑𝑗  is also introduced to the system as an unwanted 
sideband. The upper and the lower sideband are 80 MHz apart from each other. More sideband 
suppression gives a cleaner carrier tone. A BPF is placed at the output of the SSB mixer to 
further increase the sideband suppression in both work [A] and [B].  
The third limitation of this system is the interference introduced by the pilot tone. The pilot tone 
introduces deviation and magnitude error to the constellation. The high-order modulation 
signals are more sensitive to the increase of the pilot tone’s power. A power ratio γ is defined 
as the ratio between the pilot signal power and the baseband signal power. Fig. 2.10 shows the 
simulation result of how a PNCP power affects the error vector magnitude (EVM) of a QPSK 
signal with a different SNR. When there is no noise in the system, at a power ratio of -40 dB, 
the pilot insertion degraded the EVM by 1%. When there is noise in the system, noise and the 
pilot both affect the EVM. When the pilot power is very small, the noise becomes the dominant 
factor that limits the system performance. At this point, the pilot power does not need to reduce 
further.  
In work [B], the DSSS modulation is used for the PNCP. With a larger spread spectrum ratio, 
the pilot power can be decreased at the transmitter side. Fig. 2.11 shows the relationship 
between the EVM and the spread spectrum ratio with a different pilot to signal power ratio and 
SNR. Similarly, when the noise becomes the dominant factor that limits the system performance, 
the spread spectrum ratio does not need to increase further.  
 
Fig. 2.10 EVM versus pilot to signal power ratio γ for different SNR at the transmitter side [B]. 




Fig. 2.11 EVM versus spread spectrum factor with a different pilot to signal power ratio and different SNR on the 
transmitter side [B]. 
2.8 Performance verification and discussion 
A measurement setup shown in Fig. 2.12 is used to test the performance of the proposed 
millimeter-wave communication system [A][B]. The baseband signal and the pilot are 
generated by an arbitrary wave generator (AWG). Two commercial E-band frontend modules 
from Gotmic AB are used. Two signal synthesizers are used to provide LO signals. Waveguides 
and an attenuator connect the transmitter and the receiver modules. An oscilloscope is used to 
observe the constellation diagrams and estimate the EVM and the BER of the recovered signal. 
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In work [A], the CW pilot signal frequency is set at 21 MHz. Two LO frequencies are 13.83 
GHz and 13.79 GHz. A 40 MHz LO frequency offset is introduced in advance to separate the 
adjusted signal and its image. The pilot signal frequency and the LO frequency are decided by 
available BPFs. A surface acoustic wave filter centered at 21 MHz with a 500-kHz passband 
and a nine-pole cavity filter centered at 13.83 GHz with a 10-MHz passband are used in the 
system. Besides, a 30-tap digital BPF is designed to further improve the SNR of the received 
pilot tone. The sampling rate of the ADC and the DAC in use are 100 MSps and 170 MSps, 
respectively. The proposed system has successfully transmitted QPSK, 16-QAM, 32-QAM, and 
64-QAM signals with 43 MHz LO frequency offset. The carrier frequency offset is 258 MHz. 
The highest achieved data rate is 16 Gbps with a QPSK signal. The offset frequency is swept 
from 150 MHz to 330 MHz to test the system performance. Fig. 2.13 shows the EVM and BER 
versus offset frequencies of an 8-Gbps 16-QAM signal. The EVM and BER increase as the 
offset frequency deviates from 240 MHz. This is due to the decrease of the sideband suppression 
of the receiver carrier signal for the adjusted LO signal is moving away from the center of the 
BPF. The pilot-to-signal power ratio γ is tested from -60 dB to -20 dB. The minimum power 
ratio that keeps the CR subsystem functional is -40 dB.  Fig. 2.14 shows the EVM versus power 
ratio γ. With a high power ratio γ, a high EVM is obtained due to the unwanted interference 
introduced by the pilot signal. 
 
Fig. 2.13 EVM/BER versus offset frequencies of 8-Gbps 16-QAM signal [A]. 




Fig. 2.14 EVM versus pilot-to-signal power ratio γ [A]. 
In paper [B], the PNCP is 5 Mbps and the spread spectrum ratio is 15. Two LO frequencies are 
13.08 GHz and 13.04 GHz for which makes the transceiver modules a better performance. 
Similarly, a 5 MHz LPF and a BPF centered at 13.08 GHz are used in the system. The sampling 
rate of the ADC and the DAC in use are 40 MSps and 120 MSps. The same E-band transceiver 
modules are used in both works, and similar system performance is obtained. The highest 
modulation order tested is a 64-QAM signal. By using a different LO frequency in this work, a 
higher data rate is achieved. 24 Gbps 16-QAM has successfully been transmitted through the 
proposed system. Fig. 2.15 shows the EVM of the received 8 Gbps 16-QAM signal with offset 
frequencies from 210 MHz to 270 MHz. Fig. 2.16 shows the EVM versus power ratio γ. Under 
the current setup, the minimum power ratio that keeps the CR subsystem functional is also -40 
dB. However, unlike the previous work [A], the power ratio in this work can be further reduced 
by increasing the spread spectrum ratio at the expense of narrower loop bandwidth of the CR 
subsystem. In this demonstration, the matched filter has 120 taps. Fig. 2.17 shows the EVM 
versus symbol rates with different modulation schemes in three different cases: back-to-back 
measurement when the transmitter and receiver are synchronized, back-to-back measurement 
when the transmitter and receiver are synchronized with a -40 dB PNCP as an interference, and 
the system measurement with the proposed CR subsystem. This figure indicates that the PNCP 
doesn’t increase the EVM too much. The performance gap between the back-to-back system 
measurement and the proposed system measurement mainly comes from the insufficient 
sideband suppression of the adjusted LO signal.  




Fig. 2.15 EVM versus offset frequencies of 8-Gbps 16-QAM signal [B]. 
 
Fig. 2.16 EVM versus pilot-to-signal power ratio γ [B]. 




Fig. 2.17 EVM versus symbol rate with different modulation schemes [B]. 
Two proposed baseband receivers both use analog-digital hybrid way to realize carrier recovery 
with low-cost ADCs, DACs, and DPS platforms. Two proposed CR solutions are both 
modulation scheme independent and have no data rate restriction. Compared with recent 
publications on millimeter-wave transmissions with synchronization in Table 2.1, paper [B] is 
presently the modulation independent baseband receiver that has demonstrated the highest data 
rate transmission while requiring the lowest ADC sampling rate of 40 MSps. In the first CR 
solution with a CW pilot, a fixed ratio N between the LO and the pilot tone is defined. In the 
system demonstration, N is 659. The division of N in the FPGA requires a lot of resources since 
the offset frequency is usually quite small. The second CR solution with the PNCP has a simpler 
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3.1 Millimeter-wave frequency synthesizer 
As discussed in Chapter I, generating a pure, low phase-noise, and stable millimeter-wave 
signal is a challenge. VCOs in Millimeter-wave have been published with a wide tuning range 
for several tens GHz [17-20], as Table 3.1 shows. For the millimeter-wave synthesizers, the 
close-loop topology, PLL, is used to stabilize the signal and lower the phase noise. In Table 3.2, 
recent published millimeter-wave synthesizers based on PLL are summarized and compared.  











[17] 75 19.475 26 
Push-Push 
Colpitts 
130 nm SiGe BiCMOS 
[18] 168 40 23.8% 
Push-Push 
Colpitts 
130 nm SiGe BiCMOS 
[19] 136 19 14 
Push-Push 
Colpitts 
130 nm SiGe BiCMOS 
[20] 135 30 22.2 
Push-Push 
Colpitts 
130 nm SiGe HBT 
 
Table 3.2 Published millimeter-wave synthesizers based on PLL. 








Dividers in use  
(in sequence) 
Technology 
[69] 280-303 0.096 1024 ÷4, ÷8, ÷8 90nm SiGe BiCMOS  
[70] 92.5-102.5 1.5 64 six ÷2 dividers 130 nm SiGe BiCMOS 
[71] 25.4-29.7 0.05 512 ÷2, ÷4, ÷64 90 nm CMOS 
[72] 105-117 0.45 256 ÷2, ÷2, ÷64 130 nm SiGe BiCMOS 
[73] 48.4-54.25 0.2 256 ÷2, ÷8, ÷16 65 nm CMOS 
 
The frequency divider is used to translate the high-frequency signal generated from a VCO to 
the reference clock frequency. The reference clock frequency is normally provided by a crystal 
oscillator that operates at a much lower frequency than the VCO. As Table 3.2 shows, a divider 
chain is often required to obtain a large divide ratio. The divider chain comprises several 
frequency dividers connected in series. Furthermore, the frequency divider chain is desired to 
have a reconfigurable divide ratio for matching a large range of VCO frequencies to a fixed 
reference frequency [21]. A large divide ratio is used for high oscillation frequencies, whereas 
a small divide ratio is used for lower oscillation frequencies. An example is shown in Fig. 3.1. 
If a VCO has a tuning range of 90 GHz, from 60 GHz to 150 GHz, a divide-by-3 divider 
translates the tuning range to 20 GHz to 50 GHz, as Fig. 3.1 (a) shows. By using a dual-mode 
divider with a selective divide ratio of 2 and 3, the input frequency from 100 GHz to 150 GHz 
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can be translated to 33.3 GHz to 50 GHz with a divide-by-3 divider, the input frequency from 
60 GHz to 100 GHz can be translated to 30 GHz to 50 GHz with divide-by-2 divider as Fig. 3.1 
(b) shows. The total output tuning range is 20 GHz, from 30 GHz to 50 GHz. It is 10 GHz 





















Fig. 3.1 An example shows the frequency translation of (a) a single divide-by-3 divider and (b) a dual-mode divider. 
In the divider chain, the first stage divider normally has a lower divide ratio but a high working 
frequency and wide working bandwidth to cover the entire VCO tuning range. If the first stage 
divider has multiple divide ratios, the required bandwidth of later stage dividers can be smaller. 
3.2 Overview of frequency dividers 
There are four traditional types of traditional frequency dividers: static, dynamic, miller, and 
injection-locked frequency dividers (ILFD). They have different advantages for different 
applications. Static frequency dividers normally have a very wide operational bandwidth 
starting from direct current (DC). Its power consumption is normally quite high for tens to 
several hundred milliwatts (mW). Dynamic frequency dividers can achieve a very high 
operating frequency. In addition, it requires an adequate input signal power level, normally 
more than 0 dBm. Regenerative frequency dividers, also known as Miller dividers, obtain 
divided output by mixing the input signal with a feedback signal from the mixer. This feedback 
structure is simple, but the circuit must satisfy certain phase shift requirements. Injection locked 
frequency dividers can operate in a higher frequency band with much lower power 
consumption. However, the tuning range is limited by its resonator, and it has been considered 
a major barrier for practical applications [74]. Table 3.3 summarizes the different kinds of 
millimeter-wave frequency dividers that are recently published. 
Multi-mode frequency dividers are often realized with ILFD topology [75-80]. In paper [75], a 
pair of switched capacitors are used as a capacitive load. When the switched capacitor is 
bypassed, the divider is in the divide-by-2 mode. When the switch is on, the capacitor shifts the 
resonator frequency of the tank, so the divider is switched to divide-by-3 mode. Similarly, in 
paper [76], the divide ratio is toggled using either single-ended input or differential input. When 
there is a differential input, the divider works in the divide-by-3 mode; when there is a single-
end input, the divider works in the divide-by-2 mode. In paper [77-80], dividers are realized by 
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an LC-tank oscillator and an injection MOS transistor. The output signal is mixed with the input 
signal to realize the division. By emphasizing the first and second harmonics of the mixed-
signal, the divide ratio two and three can be achieved. A BPF is used to limit the output 
frequency range so that the divider works either in divide-by-2 mode or divide-by-3 mode. Most 
of the dual-mode frequency dividers use a pair of varactors to tune the working frequency [76-
78][80] so that a wide working range can be achieved.  
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In this thesis, a dynamic frequency divider is proposed with the dual operation mode, divide-
by-2 and divide-by-3. The divider is based on a novel tunable delay gated ring oscillator 
(TDGRO) topology. It has a very wide working range from 70-160 GHz. For divide-by-2 mode, 
it works from 70-114 GHz. For divide-by-3 mode, it works from 105-160 GHz. The output of 
the divider falls in the range of 35-57 GHz for both working modes. Compare with the published 
dual-mode frequency dividers shown in Table 3.3, the proposed dynamic frequency divider has 
the highest operating frequency of 160 GHz. Compared with the divide-by-3 frequency 
dividers, it also has a state-of-the-art operational bandwidth of 55 GHz. 
3.3 Proposed frequency divider topology 
The proposed TDGRO dynamic frequency divider has a simplified functional diagram shown 
in Fig. 3.2. The TDFRO topology comprises two gated differential amplifiers, Amp1 and Amp2, 
with a feedback connection to form a ring oscillator configuration. Two tunable delays are 
inserted between two amplifiers to tune the operation frequency. The tunable delay, denoted at 
𝜏, is tunable with the current. Two amplifiers are gated by the same clock, 𝑓𝑖𝑛, but with 180 
phase offsets. They are turned on at high and low voltage, respectively. A similar structure 
without tunable delays has been used in a divide-by-2 frequency divider [85]. 
 
Fig. 3.2 A simplified TDGRO frequency divider topology [C]. 
In Fig. 3.2, four nodes are marked as A, B, C, and D, which are at the input and output of two 
amplifiers. The voltage state on these four nodes will be discussed and presented in Fig. 3.3 to 
show how this divider circuit works. Assume the initial states of four nodes are all at a low 
voltage state. When the clock signal is high, Amp1 operates. The state of the node B will be 
flipped as an opposite state of that at node A with a delay of 𝜏𝐴𝐵. Then, the state is passed to 
node C with a delay of 𝜏𝐵𝐶. Similarly, when the clock signal becomes low, the state of node C 
will be passed to node D through Amp2 with a delay of 𝜏𝐶𝐷. The state of node D will be further 
passed back to node A with a delay of 𝜏𝐷𝐴. There is a restriction: the state of nodes A and C 
can only be passed to nodes B and D within the working clock period of Amp1 and Amp2. 
Which means if the delay is too much, the state may not be passed to node B and D since the 
working clock period is passed. Considering the circuit symmetry, assume 𝜏𝐴𝐵 + 𝜏𝐵𝐶 = 𝜏𝐶𝐷 +
𝜏𝐷𝐴 = 𝜏, and 𝜏𝐴𝐵 = 𝜏𝐶𝐷 , 𝜏𝐵𝐶 = 𝜏𝐷𝐴. 







Fig. 3.3 An illustration of states of four nodes when the circuit operates as (a) divide-by-2 and (b) divide-by-3 [C]. 
When the frequency divider operates as divide-by-2, the states of four nodes are depicted in Fig. 
3.3 (a). Clock periods are numbered from slot ① to slot ④ for a better explanation. The state 
of node A needs to change two times within two clock period to realize a divide-by-2 function. 
The state of node A changes after all the other three nodes have changed. The state of node A 
is passed from node C after the clock becomes negative. Under these restrictions, the rising 
edge of node A should be in slot ②, and the falling edge of node A should be in slot ④. The 
minimum time for node A to change a state is 𝜏𝐴𝐵 + 𝜏𝐵𝐶 + 𝜏𝐶𝐷 + 𝜏𝐷𝐴 = 2𝜏. As a result, there 
is a time constraint of 4𝜏 ≤ 2𝑇, where 𝑇 is a clock period. There is no lower limit for 𝜏. As 
long as 𝜏 ≤ 𝑇/2, node A and C are always ready to transfer the state to the next node before 
the working clock period comes. This waiting period is shown as the yellow arrow in Fig. 3.3. 




,                                                                  (3.1) 
where 𝑓𝑑𝑖𝑣2 = 1/𝑇. 
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When the frequency divider operates as divide-by-3, the states of four nodes are depicted in Fig. 
3.3 (b). Clock periods are numbered from slot ① to slot ⑥ for a better explanation. The time 
constraint can be derived from the following steps. 
1) The state of node A needs to change two times within three clock period to realize a 
divide-by-3 function so that 
4𝜏 ≤ 3𝑇.                                                          (3.2) 
2) According to the previous analysis in divide-by-2 operation, the rising edge of node A 
should be in slot ③. Otherwise, the divider operates divide-by-2 so that 
𝜏 ≥ 𝑇/2.                                                          (3.3) 
3) The falling edge of node A needs to be in the time slot ⑥so that all four nodes' state 
back to initial low state before the next three clock period. In this case,  
2.5𝑇 ≤ 4𝜏 ≤ 3𝑇.                                                  (3.4) 
4) There is a delay 𝜏 for the state passing from node C to node A so that the falling edge 
of node C and D must come before slot ⑥. The state of node C can only be passed to 
node D during a negative clock period. In this case, the falling edge of node C and D is 
in slot ④, and the rising edge of node C and D is in slot ②. In this case, 
{
1.5𝑇 ≤ 3𝜏 ≤ 2𝑇,
𝑇/2 ≤ 𝜏 ≤ 𝑇.
                                                  (3.5) 
As a result, there is a time constrain of 0.625𝑇 ≤ 𝜏 ≤ 0.67𝑇 for the divide-by-3 mode. The 
divide-by-3 frequency range can be written as: 
0.625/𝜏 < 𝑓𝑑𝑖𝑣3 < 0.67/𝜏.                                           (3.6) 
Eq. (3.1) and Eq. (3.6) show that for a given delay 𝜏, the maximum working frequency can be 
improved by a third with the same 𝜏.  
3.4 Circuit structure and tunable delay simulation 
Fig. 3.4 shows the schematic of the proposed dual-mode frequency divider. The two amplifier 
pairs are formed by Q1~Q2 and Q3~Q4, gated by Q9 and Q10, respectively. Q5~Q8 are emitter 
follower stages that work together with transmission lines (TLs) as inter-amplifier buffers. 
Q17~Q20 are their current mirrors. Q11~Q13 form the clock input stage. Q14~Q16 form the 
complementary stage. 




Fig. 3.4 The schematic of the proposed dual-mode frequency divider [C]. 
The tunable delay 𝜏  that is mentioned in the last section is formed by the delay from the 
transistor's bipolar junctions and transmission lines. The transmission line is an inevitable part 
of the layout that provides a fixed delay, while the delay from the bipolar junctions is tunable. 
When the current Ic at the collector changes, the delay between the base and the collector from 
the amplifier stage 𝜏𝑏𝑐 changes. Moreover, the delay between the base and the emitter from the 
emitter follower stage 𝜏𝑏𝑒 also changes with Ic. As a result, the delay between the two amplifiers 
is tunable. 
The fixed electric delay of the transmission line and the tunable delay from transistors are 
calculated in HFSS and Cadence simulation, respectively. The electric delay of the transmission 
line is 0.4 ps. By observing the time delay between the signals at the input of the first amplifier 
(base of Q1) and the input of the second amplifier (base of Q4) when the divider is free running, 
the total tunable delay 𝜏 is estimated. 
 
Fig. 3.5 The simulated tunable delay with different bias conditions [C]. 
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The simulated tunable delay with different bias conditions is shown in Fig. 3.5. This delay is 
non-removable but can be tuned from 3.6 ps to 5.4 ps. From the analysis in the previous section, 
the delay τ determines the working frequency. The divide-by-2 mode should work up to 139 
GHz, and the divide-by-3 mode should work from 116GHz to 186 GHz. From the desired 
working frequency, the delay τ can be calculated from Eq. 3.1 and Eq. 3.6. For a higher working 
frequency, the delay needs to be smaller. In our case, the transmission line provides a 0.4 ps 
delay, which is the smallest delay we can have in the layout.  To reach a higher working 
frequency, the layout needs to be optimized with shorter transmission lines. 
3.5 Performance verification and discussion 
The frequency divider circuit is designed with a 130 nm gate length SiGe BiCMOS technology 
which has an ft and fmax of 250 GHz and 370 GHz, respectively. The circuit is tested on-wafer. 
A picture of the layout and a photo of the on-wafer chip are shown in Fig. 6. The size of the 
chip is 530 µm × 460 µm, including probing pads. A photo of the measurement using a probe 
station in the lab environment is shown in Fig.3.7. 
 
           
(a)                                                                                      (b) 
Fig. 3.6 (a) A picture of the layout, and (b) a photo of the on-wafer chip [C]. 
 
Fig. 3.7 A photo of the measurement in the lab. 
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The output signal power and bias conditions over input frequencies is measured and shown in 
Fig. 3.8. The input power is constant -1 dBm. Each curve represents a working frequency range 
under a single bias point. The circuit has two biases, Vee and Vb, supplied respectively at -3 V 
and -1.8 V. By changing the bias voltage of Vee, the frequency divider can work from 70 GHz 
to 160 GHz. Among that, the divide-by-2 function covers 70 GHz to 114 GHz, and the divide-
by-3 function covers 105 GHz to 160 GHz. DC power consumption varies from 26 mW to 180 
mW. Compare with the simulation result, there is a 25 GHz working frequency offset. 
 
Fig. 3.8  The output signal power over input frequencies [C]. 
Fig. 3.9 shows the input sensitivity of the proposed frequency divider. The claimed wide 
working bandwidth is achieved by having -1 dBm input power. At the most sensitive part, it 
only needs -24 dBm input power to work. Compare with other published dynamic frequency 
dividers [86-87] [89-91], it is quite sensitive.  
 
Fig. 3.9 The input power sensitivity curve of the dynamic divider [C]. 
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Fig. 3.10 and 3.11 show the measured output spectrum of the divider under divide-by-2 and 
divide-by-3 mode. The input power is -1 dBm and -2.3 dBm, respectively. 
 
(a)                                                                      (b) 
Fig. 3.10 The output signal spectrum of the divide-by-2 operation at (a) 76 GHz and (b) 111 GHz [C]. 
 
(a)                                                                      (b) 
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4.1 Overview of millimeter-wave radar systems 
There are mainly three kinds of traditional sensors for range measurement: ultrasonic, laser, 
and radar. They all have different advantages and limitations. As discussed in Chapter I, the 
ultrasonic sensor is sensitive to measurement environment changes, and its measurement 
distance is short; the laser requires a clear view, which is not viable in some applications; while 
radar sensors can detect the object in a non-visible condition and has a long measurement 
distance.  
For millimeter-wave sensors, several radar systems are widely used. FMCW radar gains its 
popularity these days in the industry for its high accuracy. It transmits a chirp signal to estimate 
the distance and track the movement of the target. The chirp signal occupies a certain 
bandwidth. Wider bandwidth is required to achieve high accuracy and resolution [92-94]. In 
traditional FMCW radars [95-96], when bandwidth requirements exceed 1 GHz, its accuracy 
and resolution are limited by the linearity of the frequency slope of the chirp signal. Typically, 
when co-located FMCW radars share the spectrum, interference would occur unless a dedicated 
chirp scheduling plan is made. 
Interferometric radar also has very high accuracy. It transmits a CW signal. For a millimeter-
wave signal used in the radar system, it can detect micrometer level object motion. However, 
its unambiguous detection distance equates to half wavelength [97]. To extend the unambiguous 
distance, multi tones can be used. For example, two tones measurement was proposed in [98-
99]. The detection window can be extended correspondingly depending on the number of tones 
and the tones' separation in frequency. 
For phase modulated radars, a sequence of binary symbols that are modulated to a radio 
frequency carrier is used in the system. Different coding can ensure multiple radars coexist 
within the same spectrum slot. Phase modulated radar has the advantage of long measurement 
distance but at the expense of lower accuracy, which is often limited by the modulation 
bandwidth [100-104]. In paper [D], a random binary phase modulated (RBPM) radar system is 
proposed with enhanced accuracy. With the help of the carrier phase information, the accuracy 
of the proposed radar system can achieve a micrometer level.  
OFDM radar waveform has been proposed in [105], which can perform radar sensing and 
communication simultaneously. There is data modulated on each subcarrier. By applying 
different signature codes to each radar sensor, OFDM radar can work in a multi-user scenario. 
Traditional OFDM radar has a range accuracy inverse proportional to the bandwidth 𝐵 of the 
transmitted signal, as 𝛿𝑅 = c0/2B, where c0 is the speed of light. This accuracy figure is the 
result of using an IFFT operation. In paper [E], a fractional step IFFT method is used to enhance 
the accuracy of the OFDM radar. The carrier phase is also used to assist in increasing the range 
accuracy to ±20 μm. 
Our work [D] and [E] are compared with the recently published high accuracy radar works in 
Table 4.1.  




4.2 Three radar principles 
In this section, the principles of traditional CW radar, random binary phase modulated (RBPM) 
radar, and OFDM radar are introduced. Their advantages and disadvantages are discussed.  
 CW radar 
For the CW radar, a single tone CW signal is generated and sent out from the radar side. Then 
it is reflected by the target surface. The signal traveling time translates to a received signal 
phase rotational offset. The phase offset is normally calculated by mixing the reflected signal 
with the transmitted CW signal. From the phase offset, the distance from the radar to the target 










,                                                      (4.1) 
where 𝜑 is the phase offset, c is the speed of light, 𝑓𝑐 is the CW tone frequency. To simplify the 
analysis, the internal delay inside the radar is ignored here. Eq. 4.1 shows that the accuracy of 
the distance estimation 𝑑 depends on the phase offset estimation accuracy and the CW tone 
frequency. With a higher frequency, the same distance 𝑑 will translate to a larger phase offset 
𝜑. In this case, finer distance displacement can be detected. In addition, the phase estimation 
error 𝜑𝑒  gives a smaller distance error 𝑑𝑒  with a higher CW frequency. Thus, the distance 
estimation is more accurate. On the other hand, the unambiguous phase offset of a CW signal 
is 2𝜋 so that the range detection window for the CW radar is one wavelength. As a result, the 
CW radar has high accuracy with a trade-off of limited unambiguous measurement distance. 
 Phase modulated radar 
In a phase modulated radar system, a random binary phase modulated (RBPM) signal is used 
for sensing. The traveling time is estimated by correlating the transmitted and reflected signal. 
The correlation is normally realized in a digital platform with a sliding correlator [101-103] so 
that the reflected signal is correlated with the transmitted signal with different time delays. The 
baseband RBPM signal can be represented as 𝑥(𝑛) with two symbols, -1 and 1. Assume the 
random binary sequence has a length of L, its autocorrelation property can be analyzed as 
follows.  











[92] 122.5 1 GHz FMCW ±2 5 mm >1  km 
[93] 124 6 GHz FMCW ±6 35 mm >1  km 
[94] 80 10 GHz FMCW ±0.5 2 mm >1  km 
[97] 24 Single tone Interferometer ±0.5 10 μm 12.5 mm 
[98] 24 Two tone 2-tone Interferometer ±200 60 mm 60 mm 
[99] 78.1 Two tone AMCW ±8 8 mm 15 cm 
[104] 79 4 GHz Phase modulated 15×104 15cm 37.5m| 
[D] 79 2 GHz OFDM ±22 8 mm >1  km 
[E] 80 2 GHz Phase modulated ±7 20 mm >1  km 
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The peak value of autocorrelation is a function of sequence length:  
∫ 𝑥(𝑛) × 𝑥(𝑛)
𝐿
𝑛=0
= 𝐿, 𝑥(𝑛) = {−1,1}.                                    (4.2) 
When it correlates with 𝑥(𝑛 + ∆𝑛), the correlator outputs 
∫ 𝑥(𝑛) × 𝑥(𝑛 + ∆𝑛)
𝐿
𝑛=0
≈ 0 ≪ 𝐿.                                          (4.3) 
With the sliding correlator, ∆𝑛 is tuned from -L to L. When the reflected signal 𝑥(𝑛) is received 
by the radar side, the transmitted signal, at the same instance, can be represented as  𝑥(𝑛 + 𝑚). 
The sliding correlator gives the highest output when ∆𝑛 = 𝑚. In this case, the time delay is 
calculated with an accuracy of one symbol period. The unambiguous measurement distance is 
determined by the length of the binary sequence L and the symbol rate 𝑅𝑠 as 






.                                                (4.4)               
By using a longer binary sequence or higher symbol rate, the unambiguous distance can be 
further increased. As a result, the phase modulated radar has a long unambiguous distance but 




 OFDM radar 
An OFDM signal can be denoted as a composite of multiple carrier signals, modulated with 
different data. The carriers are orthogonal to each other so that the spectra can be overlapped, 
and the demodulation can be done without interference. Fig. 4.1 shows the spectrum of an 
OFDM signal. There are five signals modulated on five subcarriers. When it is used in a radar 
system, signals in each subcarrier have a different phase offset. The phase offset is related to 
the frequency of the subcarrier as CW radar. The phase offset of each subcarrier 𝜑𝑛 can be 
represented as 
 𝜑𝑛 = 2𝜋𝑓𝑛 ×
2𝑑
𝑐
,                                                        (4.5) 
where 𝑓𝑛 is the frequency of the nth subcarrier. 𝜑𝑛 can be further represented as 
𝜑𝑛 = 𝑁𝑛 × 2𝜋 + 𝜑𝑛
′,                                                     (4.6) 
where 𝜑𝑛
′ < 2𝜋. Only 𝜑𝑛
′ can be observed from the phase of the transmitted and reflected 
signal, 𝑁𝑛 is unknown. As a result, the unambiguous distance of a single tone CW radar is one 
wavelength. In OFDM radar, multiple carriers are used. When the subcarriers are closely 
located in the spectrum, the difference between each 𝜑𝑛 is very small. In this case, it is possible 
that  𝑁𝑛 keeps the same for all 𝜑𝑛. When two subcarriers are used in the radar system,  
𝜑𝑛 − 𝜑𝑛−1 = 𝜑𝑛
′ − 𝜑𝑛−1
′ = 2𝜋(𝑓𝑛 − 𝑓𝑛−1) ×
2𝑑
𝑐
,                        (4.7) 
the unambiguous distance is extended to one wavelength of ∆𝑓 = 𝑓𝑛 − 𝑓𝑛−1. In addition, the 
modulated symbols can increase the unambiguous distance further as the phase modulated 
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radar. When phase error exists, the distance estimation is not accurate. When multi subcarriers 
are used, the phase offset of each subcarrier can be presented as Fig. 4.2. The slope of the phase 
offset in Fig. 4.2 corresponds to the time delay  𝜏 =
2𝑑
𝑐
. With more subcarriers used in the radar 
system, the distance estimation accuracy increases.  
 
Fig. 4.1 An illustration of the spectrum of an OFDM signal. 
 
Fig. 4.2 An illustration of the phase offset at each subcarrier [E].  
In a traditional OFDM radar system, the time delay estimation is done by applying inverse 
discrete Fourier transform (IDFT) to the group out phase offsets [𝐷] from subcarriers as 
𝑟(𝑘) = 𝐼𝐷𝐹𝑇[𝐷] =
1
𝑁𝑐






                                                                 
=   
1
𝑁𝑐






,    𝑘 = 0,… ,𝑁𝑐 − 1.  (4.8) 
where Nc is the total number of subcarriers [105]. Two exponential terms would cancel each 
other and result in unity when 
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𝑘 = ∆𝑓𝑁𝑐𝜏.                                                        (4.9) 
In this case, 𝜏 =
𝑘
∆𝑓𝑁𝑐
. Using IDFT for estimation gives an advantage of being able to use a fast 
calculation method, inverse fast Fourier transform (IFFT), in digital platforms. On the other 
hand, the search step of 𝜏 is 
1
∆𝑓𝑁𝑐
 so that it limits the estimation accuracy to 
1
∆𝑓𝑁𝑐
, which leads 
to a distance estimation accuracy to 
𝑐
2∆𝑓𝑁𝑐
. The estimation accuracy is limited with the number 
of subcarriers and ∆𝑓.  
4.3 Proposed radar systems 
The previous section indicated that the CW radar has high accuracy but a short unambiguous 
distance. In contrast, the RBPM radar and OFDM radar have low accuracy but a long 
measurement distance. By combining two radar principles together, it is possible to achieve 
both high accuracy and long unambiguous measurement distance in a radar system. In papers 
[D] and [E], a two-step estimation method is used. The RBPM signal and OFDM signal are 
used for coarse estimation, while their carrier phase offset is used for fine estimation.  












× 𝜆,                                      (4.10) 
where 𝑓𝑐  is the carrier frequency, 𝜆 is the carrier wavelength, 𝑁 × 2𝜋 + 𝜑 is the total phase 
offset. N and 𝜑 are estimated during coarse estimation and fine estimation, respectively. 
 Phase modulated radar system 
The proposed RBPM radar system is shown in Fig. 4.3. The baseband RBPM signal is generated 
from a digital platform and modulated to RF with an E-band transmitter module. An LO is used 
to provide the carrier signal to both transmitter and receiver modules. The reflected signal is 
down-converted to the baseband and correlates with the transmitted signal to estimate the 
distance.   
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The transmitted RBPM signal can be represented as 
𝑆𝑡𝑥( ) = 𝐴𝑒
𝑗𝜃𝑒𝑗𝜔𝑐𝑡 = 𝐴𝑒𝑗(𝜔𝑐𝑡+𝜃),                                       (4.11) 
where 𝜃 = {0, 𝜋} carries the binary data. The received signal can be represented as 
𝑆𝑟𝑥( ) = 𝐴




, 𝑑 is the distance between the radar and the target, 𝜎 is the angle between 
the transmission and reflection path. We assume that 𝜎 is smaller than 5 degrees and can be 
neglected. The phase offset is 
−𝜔𝑐∆ = 𝜑 + 2𝑁𝜋.                                                            (4.13) 
The distance can be calculated by Eq. 4.10. 𝜑 can be calculated from the received I and Q 
channel signal. The time delay ∆  can be estimated by correlating the transmitted and received 
signal so that N can be estimated.  
As introduced in section 4.2.2, a sliding correlator can provide a time delay ∆  estimation with 
one symbol period accuracy. To get N, a higher accuracy within one carrier cycle period is 
need. For example, when the carrier frequency is 80 GHz and the symbol rate is 1 Gbaud, the 
accuracy needs to be improved 80 times. A straightforward solution is to sample the RBPM 
signal with 80 GSps ADC and do the slide correlation. When the transmitted and reflected 
signals are aligned, the correlator will give the highest output. However, it is impractical to use 
such high-speed ADCs in a real radar system. In paper [D], a matched filter-based estimation 
method is proposed that only requires a two times oversampling rate to achieve 80 times 
accuracy enhancement.  
A root raised cosine (RRC) filter is used in the proposed radar system to limit the bandwidth. 
A received signal with a data rate of 1 Gbps and sampled by 2 GSps can be illustrated as Fig. 
4.4 (a). The transmitted signal sampled by 2 GSps with different initial sampling positions are 
shown in Fig. 4.4 (b). Different groups of points are shown in different colors. Each group of 
points represents a full waveform matched filter (FWMF). The initial sampling position is 
changed with a step of 1/80 sample period, which is also a half carrier cycle period. Applying 
the slide correlation to each FWMF with the received signal, the highest correlation value 
appears with the ith FWMF with red color, as Fig. 4.4 (c) shows. Assume there are m samples 
offset between the received signal and the ith FWMF, the time delay can be calculated as 
𝑚𝑇𝑠 + 𝜏𝑖𝑒𝑠𝑡 = 𝑚𝑇𝑠 + 𝑖 ×
𝑇𝑐
2
,                                      (4.14) 
where 𝑇𝑠 is the sample period, and 𝑇𝑐 is the carrier cycle period.  
The random binary sequence used in the proposed system has a length of L. It is repeatedly sent 
out from the radar side. A flow diagram of coarse estimation implementation is shown in Fig. 
4.5. The acquired samples from the reflected signal are first folded at a length L. The sampling 
points at the same sampling position in the sequence are accumulated to get a higher SNR. Then 
it passes the FWMFs and gets the coarse estimation. 
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Several practical aspects affect the reliability of the estimation. Using a higher symbol rate, a 
longer random binary sequence, a longer acquisition time, a higher sampling rate ADCs can 
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 OFDM radar system 
As discussed in section 4.2.3, the range estimation accuracy of the OFDM radar is limited with 
the number of subcarriers and ∆𝑓 when using the IFFT. In paper [E], an accuracy enhancement 
method by using a fractional step of IFFT is proposed.  










.                  (4.15) 
The number of points that attend the IFFT calculation is increased by 𝑚𝑎 times. As a result, the 
search step of  𝜏 becomes 
1
𝑚𝑎×∆𝑓𝑁𝑐
. The estimation accuracy is increased correspondingly. This 
fractional factor insertion can be implemented by adding zeros to the signal and apply IFFT to 
it.  
For example, assume there are 128 subcarriers are used in the system with a ∆𝑓 of 15.625 MHz, 
the carrier frequency is 80 GHz, the target distance set at 240 mm and 243.75 mm of two tests. 
Without the fractional factor 𝑚𝑎, the IFFT gives a result shown as Fig. 4.6. Two peak points of 
the two tests are the same. A distance displacement of 3.75 mm cannot be recognized. When 
the fractional factor 𝑚𝑎 = 20 is used, the fractional step IFFT results are shown in Fig. 4.7. 
Two simulation results have different peak locations. The distance estimation accuracy is 
increased to 3.75 mm. 
 
Fig. 4.6 The simulated IFFT results of two tests.  







Fig. 4.7 (a) The simulated fractional step IFFT results for two tests, (b) a zoom-in view of the simulation results 
[E].  
 Fine estimation 
For fine estimation, the phase 𝜑 in Eq. 4.10 and Eq. 4.13 is calculated by using the amplitude 
information of the I and Q channel signals. However, when there is an I/Q imbalance exist in 
the transceiver modules, channel I and channel Q are not 90-degree out of phase, the calculation 
of 𝜑 is inaccurate. The imbalance can be removed by applying equalization as  
𝑦(𝑛) = 𝑥(𝑛) + (𝛼 + 𝑗𝛽)𝑥(𝑛)∗,                                           (4.16) 
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where  𝑥(𝑛) = cos(𝜑) + 𝑗sin (𝜑) , 𝑥(𝑛)∗  is the conjugate value of 𝑥(𝑛) . By tuning two 
parameters 𝛼 and 𝛽, the imbalance can be removed [13-14]. 
Another challenge in phase estimation is the error caused by noise and interference. This 
problem can be solved by applying averaging to multiple symbols’ phases in RBPM radar or 
phase differences from multiple subcarriers in OFDM radar.  
When the distance estimation is applied by using the proposed methods, the internal delay 
inside the radar is included. To remove the internal delay, a calibration step of defining a 
measurement start position is needed. The measured distance becomes the relative distance 
between the target and the start position as  
𝑑𝑚𝑒𝑎𝑠 = 𝑑1 + 𝑑𝜖 − (𝑑0 + 𝑑𝜖) = 𝑑1 − 𝑑0,                              (4.17) 
where 𝑑𝜖  is the bias error caused by the internal delay, 𝑑0 is the distance between the start 
position and the radar, and 𝑑1 is the distance between the target and the radar.  
 Multi-user interference resistance 
In the proposed RBPM radar and OFMD radar system, random binary sequences are used. For 
the OFDM signal, the random binary data is modulated to subcarriers. By using different 
Pseudorandom binary sequences (PRBS) for each radar in a multi-user scenario, the 
interference can be resisted. When two different PRBS correlate with each other, the result is 
very low, around 0. On the other hand, if the two input signals use the same PRBS, will the 
correlator output a very high value.  
4.4 Performance verification and discussion 
The measurement setup for both the proposed RBPM radar and OFDM radar is the same, and 
it is shown in Fig. 4.8. RBPM signal and OFDM signal are generated from an AWG. The 
reflected signal is sampled by an oscilloscope and sent into Matlab for processing. A pair of 
commercial E-band transceiver modules are used for up and down conversion. The target is a 
metal bar with an adjustable manual micrometer resolution positioner. A picture of the 
measurement setup in the lab is shown in Fig. 4.9.  
 


















Fig. 4.9 The measurement setup in the lab [D]. 
 Coarse estimation  
For the proposed RBPM radar in paper [D], the random binary sequence in use has a length of 
2000 symbols. The RBPM signal is 1 Gbuad and sampled by 2 GSps. 4000 samples were used 
for coarse estimation. The carrier frequency is 80 GHz. The coarse estimation result is shown 
in Fig. 4.10.  
 
Fig. 4.10 The distance error versus actual target distance after coarse distance estimation [D].  
For the proposed OFDM radar in paper [E], the OFDM signal has 128 subcarriers and occupies 
a total bandwidth of 2 GHz. The carrier frequency is 79 GHz in this measurement. The 
fractional factor 𝑚𝑎 in this measurement is 150. Fig. 4.11 shows the fractional step IFFT result 
when the target locates at three different positions with a relative distance of 3mm in between.  




Fig. 4.11 The fractional step IFFT results for three measurements [E].  
 Fine estimation 
For fine estimation, equalization is used in paper [D] to remove the I/Q imbalance [106-107]. 
The constellation plots of the received signal before and after equalization are shown in Fig. 
4.12. 4000 samples are used for phase averaging to get a higher SNR. With equalization and 
averaging, the total distance estimation error is less than 7 μm, as Fig. 4.13 shows. 
In paper [E], equalization is not applied. The phases calculated from all subcarriers are used for 
averaging. The total distance error is less than 22 μm, as Fig. 4.14 shows 
 
                                                         (a)                                                                    (b) 
Fig. 4.12 The constellation points (a) in an I/Q imbalanced system, (b) after equalization [D]. 




Fig. 4.13 The distance error versus target distance [D]. 
 
Fig. 4.14 The distance error versus target distance [E]. 
 Discussion 
In the proposed two radar systems, the principles of coarse estimation are different. For RBPM 
radar, the time domain signal is used for estimation. For OFDM radar, the phase offsets of 
different frequencies subcarrier are used. Both radar systems can be used in a multi-user 
scenario since they all carry user-specified signature data, which also enable possibilities of 
realizing radar sensing and communication simultaneously. For OFDM radar, when the 
bandwidth occupation is larger than 1 GHz, the frequency response ripple of the transceiver 







5 Conclusions and future work 
5.1 Conclusions 
In this thesis, two properties of the millimeter-wave are utilized for different applications, wide 
available bandwidth and short wavelength. Wide available bandwidth enables possibilities to 
realize high-speed communication systems. Its short wavelength provides opportunities for 
achieving high accuracy radar sensing. Besides these opportunities, there are also challenges 
that come along.  
Realizing wideband high-speed real-time communication is a challenge. An overview of 
published millimeter-wave communication demonstrators shows that the real-time 
transmissions are limited either with low data rates or with low modulation order signals due to 
lack of real-time wideband carrier synchronization solution. It is difficult to adopt traditional 
digital synchronization solutions at a higher data rate due to commercial ADCs sampling rate 
limitation. Two analog-digital hybrid CR solutions [A][B] are proposed as an alternative. These 
CR solutions are modulation scheme independent and have no data rate restriction. They solve 
the problem of real-time wideband signal synchronization and avoids using high-speed ADCs. 
These solutions are also compared in this thesis. Communication links are successfully 
demonstrated at the E band with the highest data rate of 24 Gbps and the highest modulation 
order scheme of 64-QAM.  
High-frequency synthesis for millimeter-wave is another challenge. The frequency divider is 
an essential part of high-frequency synthesizers. A wideband frequency divider is desired to 
have a reconfigurable divide ratio for matching a large range of VCO frequencies to a fixed 
reference frequency. An overview of published millimeter-wave frequency dividers shows that 
dual-mode frequency dividers are very rare, and most of them work with low working 
frequencies and narrow bandwidths. In this thesis, a D-band dual-mode frequency divider [C] 
is introduced. The dual-mode division is achieved by adding a tunable delay into the traditional 
injection lock frequency divider structure. Compared with previously published relevant works 
in Table 3.3, the proposed frequency divider demonstrates the highest input frequency (160 
GHz) among the dividers that have dual-modulus, divide-by-2 and divide-by-3, and a state-of-
the-art operational bandwidth (41.5%) among divide-by-3 dividers. 
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For millimeter-wave radar sensors, achieving both high accuracy and long unambiguous 
measurement distance is a challenge. Besides, we also want the radar can be used in a multi-
user scenario. Traditional CW, FMCW, phase modulated, and OFDM radar all have their 
advantages and shortages. By combining the high-accuracy CW radar with the phase modulated 
radar or OFDM radar that has a long unambiguous measurement distance, the desired 
millimeter-wave radar can be realized. Two radar systems [D][E] use this idea to achieve high 
accuracy of micrometer level with an unambiguous measurement distance potentially over one 
kilometer. Since both radar systems have the ability to carry data, the signature code can be 
used to support them work in a multi-user scenario. 
5.2 Future work 
For the communication applications, the proposed CR solutions are only part of the system. 
Demodulating symbols to bitstream is yet to be studied. It can be done with high-speed ADCs 
with few effective bits, or alternatively, a new Intel FPGA that is able to receive four pulse 
amplitude modulation (PAM-4) signals up to 28.9 GBaud [108] can also be used. For example, 
by using two channels of this FPGA, a 16-QAM signal can be demodulated. More demodulation 
solutions can be further investigated.  
As discussed in Chapter II, the PN sequence used for carrier recovery can also be used for 
distinguishing two channels in a MIMO system. It is interesting to build a MIMO system with 
PN pilots and test its performance. This concept is not yet tested. A full study of the advantages 
and limitations of this would be carried out in the future. 
The multi-radar scenario is desired in industrial applications. The proposed radar system [D] 
[E] can be further tested in a multi-radar scenario to see how much accuracy degradation would 
happen. Furthermore, a radar-communication system is possible to be built with the proposed 
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