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Abstract. Exterior-point linear progr amming algorithms have been modelled as a Markov chain 
in order to model the transitions between extreme points. This approach is useful in that it 
ultimately provides a confidence interval on the expected number of pivots. This paper provides 
an alternative to the assumption of equally likelihood from one state to an improved state. Other 
considerations such as cycling and multiple solutions are considered. 
1. INTRODUCTION 
Consider the linear program 
subject to 
Minimize Z = cTx 
Ax=b 
x10 I 
(LP) 
where A = [aij], c = [cj], b = [bi], x = [z:j], i = 1, . . . . m, j = 1, . . . . n, and c, b,x are column 
vectors. 
Following Ross [l], in order to obtain a simple probabilistic model of an exterior-point 
algorithm for (LP), a state of a suitable Markov chain will be related to an extreme-point of 
(LP). As such, assume that the algorithm solves (LP) by moving from one extreme point, 
xi, of the solution space S = {x : Ax = b, x s 0) to another extreme point, xi, of S with 
a value Zj = cTxj, no larger than Zi = cTx’, iteratively until x*, the optimal solution is 
obtained. Let (i) d enote an upper bound on the number of extreme points of S. 
2. A MARKOV MODEL RELATED TO UNCERTAINTY 
Consider the following Markov chain to model the algorithm. If the algorithm is currently 
at the ith smallest extreme point (state i) then pij is the probability of moving to extreme 
point j (state j), where Zj 5 Zi. 
Ross [2] assumed that, following the pivot, the subsequent extreme point is equally likely 
to be any one of the (i-l) best. This corresponds to the one-step transition matrix P = [pii], 
where 
0) 
REMARKS. 
Pll = 1; 
Plj = 07 
1 
Pij = - i- 1’ 
Pij = 0, 
ifj > 1; 
ifl<j<i-1, i > 1; 
ifi> 1 and j > i. 
(1) Observe that state 1 is an absorbing state corresponding to the optimum. 
(2) The above transition matrix corresponds to the Laplace criterion. The Laplace cri- 
terion for uncertainty simply considers the ranking of the objective function values 
but has nothing to do with the problem data A, b, c. 
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3. A MARKOV MODEL RELATED TO RISK 
In this model, we use the notion of entropy (e.g., see [3]) to determine the one-step 
transition matrix P. 
If the algorithm is currently in state i, then define the entropy H’, corresponding to state 
ias 
Hi = - zpij lnpij 
j=l 
where pij, i > j 2 1, is the one-step transition probability from extreme point xi to (an 
improved) extreme point xj. 
In order to maximize the entropy in state i, the associated optimization problem is 
i-l 
Maximize Hi = -c Pij In Pij 
j=l 
subject to 
i-l 
c Pij = 1, 
j=l @Pi) 
Since pij lnpij = 0 when pij = 0, i > j > 1, we ignore the non-negativity constraints, 
knowing that they are inactive. Then, introducing a single Lagrangian multiplier, A’, we 
form the Lagrangian L’ for (EPi) 
i-l i-l 
Li=-Cpijlnpij+~” Cpjj-l . 
j=l ( j=l 
The necessary conditions for optimality are 
I 
C?Li 
-= 
8Pij 
-lnpij-l+A’=O, fori>j>l 
dL’ 
i-l 
2% = j=l 
Cpij - 1 = 0. 
Solving this set of simultaneous equations yields 
pij = exp(X’ - 
i-l 
I), 
F 
pij = (i - 1) exp(X’ - 1) = 1. 
j=1 
It follows that 
1 
pij = - 
i-l’ 
for i > j 2 1. 
But this is the discrete uniform result due to Ross [2] ,discussed in the previous section. 
Also observe that (Hi)* = - In (A) 5 - In (&I = (Hj)‘, for i < j, and thus, when 
i = 1, i.e., at the optimum, (HI)* = - 60, the maximum entropy is the least and the system 
is in the most stable state. 
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4. PROBABILISTIC MODELLING OF MULTIPLE SOLUTIONS 
The transition probabilities that are defined by either (1) or (2) have a single absorbing 
state (state 1) that corresponds to a unique optimal solution to problem (LP). If, on the 
other hand, problem (LP) h as multiple optimal solutions that include equal optimal objective 
function values at two extreme points, then we define states 1 and 2 to be absorbing states, 
and, in this case assuming no cycling, (1) becomes 
Pll = 1, Plj = 0, 
P22 = 1, p2j = 0, 
1 
Pij = -9 
i-l 
Pij = 01 
j# 1; 
j # 2; 
iflLj<i-1, i > 2; 
ifj>i and i > 2. 
(3) 
5. PROBABILISTIC MODELLING OF CYCLING 
Following [l], f or any state i, let fi be the probability that, starting in state i, the process 
will re-enter state i. If fi < 1, then state i is a transient state. 
In order to consider cycling in the linear programming problem, for each non-absorbing 
(non-optimal) state i, there is a probability fi that state i will be realized again and a positive 
probability, 1 - fi, that state i will not be realized again. In other words, starting at extreme 
point zi, the probablity that extreme point xi will be attained by an exterior-point algorithm 
exactly n times is 
fin-l (I- fi) , n L 1, 
i.e., the number of time periods that non-optimal point zci is attained has a geometric 
distribution with finite mean &. 
Observe that the one-step transition matrix, P, is of the form 
I 0 
P= R Q , 
[ 1 
where I is the identity matrix, 0 is the matrix of zeroes, R is a matrix containing the 
transition probabilities of being absorbed in the next period, Q is a square matrix containing 
the transition probablities for movement between all non-absorbing states. 
Finally, it is noted that N = (I - Q)-l g ives the expected number of times the system 
will be in a non-absorbing state prior to absorption. 
6. SUMMARY 
This note has considered a Markov chain to model appropriate exterior-point algorithms 
for linear programs. We considered a one-step transition matrix based upon an entropy max- 
imization model. Furthermore, it was shown that such models may also consider multiple 
solutions and cycling behaviour. 
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