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Kapitel
1 Einleitung
Magnetismus, als einer der großen und wichtigen Säulen der Festkörperphysik, fasziniert
die Menschen schon seit knapp drei Jahrtausenden. Angefangen mit einem einfachen
Kompass aus Magnetit zur Navigation in der Seefahrt, bis hin zu heutigen Festplat-
ten und Generatoren, waren und sind Stoffe mit speziellen magnetischen Eigenschaften
die Grundpfeiler der technischen Entwicklung. Auch wenn im Allgemeinen, Magnetis-
mus als einfacher Effekt gilt, erweist er sich im Detail doch als eine komplexe Mischung
quantenphysikalischer Effekte. Einen besonders spannenden Effekt stellt dabei die soge-
nannte Spin-Bahn-Kopplung dar. Diese beschreibt die Kopplungsenergie zwischen Bahn-
und Spinmoment. Aufgrund der sehr starken Abhängigkeit dieses Effektes von der Ord-
nungszahl kann dieser Beitrag für Elemente der 3d Schale oft vernachlässigt werden. Für
Elemente höherer Schalen gewinnt die Spin-Bahn-Kopplung allerdings stark an Einfluss,
und stellt einen zusätzlichen Freiheitsgrad zur Untersuchung neuartiger magnetischer
Eigenschaften dar.
Eine besondere Klasse bieten hierbei Iridiumoxide, oder kurz Iridate, in einem ok-
taedrischen Umfeld aus Sauerstoffionen. Das Element Iridium mit der Ordnungszahl 77
besitzt eine starke Spin-Bahn-Kopplung λ, zugleich aber auch eine vergleichsweise schwa-
che Elektron-Elektron-Wechselwirkung t und Elektronabstoßung U in der gleichen Grö-
ßenordnung. Durch diese Mischung aus fundamental unterschiedlichen Effekten, lassen
sich beispielsweise Mott-Hubbard-Isolatoren konstruieren. Ziel der vorliegenden Arbeit
ist es, die magnetischen Eigenschaften einiger ausgewählter Iridate mit Hilfe eines ma-
gnetischen Resonanzverfahrens zu untersuchen. Der Schwerpunkt liegt hierbei auf den
beiden Doppelperowskiten La2CuIrO6 und Ba2YIrO6.
La2CuIrO6 ist ein Material mit magnetischen Ionen aus Ir4+ und Cu2+ die jeweils
einen gemischten Jeff = 1/2, bzw. reinen Spinzustand S = 1/2, erzeugen. Von besonde-
rem Interesse ist in diesem Material vor allem die Frage, wie sich die beiden Untergitter
gegenseitig beeinflussen und welche Spinstruktur sich bei verschiedenen Temperaturen
herausbildet. Im Rahmen eines groß angelegten Forschungsprojektes am IFW Dresden
wurden die temperaturabhängigen magnetischen Korrelationen unter Verwendung ver-
schiedener Resonanz- und Streumethoden untersucht.
Das andere untersuchte Iridat Ba2YIrO6 ist aus theoretischer Sicht ein unmagnetisches
Material im Jeff = 0 Zustand. Allerdings zeigen Aufnahmen mit Elektronenspinresonanz
(ESR) ein reichhaltiges Spektrum paramagnetischer Resonanzen. Mit Hilfe dieser Mess-
methode können die Ursprünge dieser Signale mit paramagnetischen Defekten assoziiert
werden. Ba2YIrO6 und das chemisch verwandte Material Sr2YIrO6 haben zudem einige
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Kontroversen bezüglich der Erklärung magnetischer Signale ausgelöst. So wurde ein an-
tiferromagnetischer Übergang bei tiefen Temperaturen mit einem Zusammenbruch des
Formalismus der Spin-Bahn-Kopplung erklärt. Allerdings konnte diese Behauptung in
anderen Veröffentlichungen, insbesondere durch die Ergebnisse der vorliegenden Arbeit,
nicht bestätigt werden.
Die in dieser Arbeit hauptsächlich genutzte Untersuchungsmethode ist die Elektro-
nenspinresonanz. ESR benutzt die Präzession des Elektronspins innerhalb eines magne-
tischen Feldes. Wenn zusätzlich ein konstantes Mikrowellenfeld anliegt und die Ener-
gie der Photonen gleich der Differenz der Zeemann-Aufspaltung entspricht, kommt es
zu einer messbaren magnetischen Resonanz. Anhand dieses Resonanzsignals lassen sich
die Spin-Korrelationen ungepaarter Elektronensysteme ermitteln. Zusätzlich können mit
dieser Messmethode auch die Energie von Anregungslücken im Gigahertzbereich sowie
der gyromagnetische Faktor bestimmt werden.
Ferner wurde im Rahmen dieser Arbeit ein Fabry-Pérot Resonator als messtechnische
Erweiterung konstruiert und getestet. Dieser elektrisch einstellbare Resonator bietet ein
besseres Signal-Rausch-Verhältnis sowie die Option, eine Probe auch in situ zu rotie-
ren. Für Proben mit ausreichend starkem Signal existiert eine zusätzliche Erweiterung
eines Transmissionsprobenstabs, die es ebenfalls ermöglicht, die Probe im Magnetfeld zu
drehen.
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2 Theorie
In diesem Kapitel werden die in dieser Arbeit benötigten theoretischen Grundlagen der
Elektronenspinresonanz und die Energiebeiträge zum Hamiltonoperator behandelt. Dar-
auf aufbauend werden die physikalischen Grundlagen der Iridate erläutert.
Das Kapitel gliedert sich wie folgt: Im ersten Abschnitt 2.1 werden die für die Elek-
tronenspinresonanz wichtigen Beiträge zum Hamiltonoperator eingeführt. Zuerst werden
der allgemeine Zeeman-Effekt und seine Bedeutung für die ESR beschrieben. Im nächsten
Abschnitt werden Störungseffekte zweiter Ordnung eingefügt, die die Grundlagen für die
Nullfeldaufspaltung und die anisotropen g-Faktoren liefern. Der darauffolgende Beitrag
behandelt die Symmetriebrechungen im Kristall und die Aufspaltung der Energienive-
aus. Als nächster Term wird die Spin-Bahn-Kopplung ausgiebig besprochen, wobei hier
die Herleitung sowie die Anwendung für 5d-Elemente im Fokus stehen. Daraufhin wird
als weiterer Effekt die Nullfeldaufspaltung hergeleitet und anhand eines S = 3/2 Spinsys-
tems näher beschrieben. Anschließend wird die antisymmetrische Austauschwechselwir-
kung besprochen, die eine nicht-kollineare Spinstruktur in Antiferromagneten verursacht.
Als letzter Beitrag zum Hamiltonoperator werden vollständigkeitshalber die Hyperfein-
aufspaltung und die Austauschwechselwirkung der Spins kurz erläutert.
In den nächsten beiden Abschnitten werden die g-Faktoren in oktaedrischer Sym-
metrie unter starker Spin-Bahn-Kopplung berechnet und der orbitale Reduktionsfaktor
eingeführt.
Nach Erläuterung der quantenphysikalischen Grundlagen, wird mit diesen die Physik
der Iridate in Abschnitt 2.5 erläutert. Hierbei liegt der Schwerpunkt auf den Auswir-
kungen der starken Spin-Bahn-Kopplung und deren Verhältnis zu den übrigen Kräften.
Abschließend werden noch einige der herausragenden Effekte der Iridate besprochen.
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2.1 Energiebeiträge zum Hamiltonoperator
Die folgenden Unterabschnitte behandeln die einzelnen Energiebeiträge des Hamilton-
operators und deren Abhängigkeit von der Kristallgeometrie.
2.1.1 Zeeman-Effekt
Eine elektrische Ladung, die eine Bewegung auf einer Kreisbahn ausführt, erzeugt ein
magnetisches Dipol-Moment ~µ. Bringt man ein solches Moment in ein magnetisches Feld
~B, so besitzt es je nach Orientierung eine unterschiedliche potenzielle Energie [1]:
E = −~µ · ~B = −|~µ|| ~B| cos(~µ, ~B). (2.1)
Zeigt das magnetische Moment parallel zum Magnetfeld, befindet es sich im Zustand
mit der geringsten Energie, während ~µ antiparallel zu ~B ausgerichtet, die potenzielle
Energie maximiert.
Um die potenzielle Energie eines Quantenteilchens zu berechnen, muss zuerst der
klassische Energiebeitrag durch einen Operator ersetzt werden. Hierbei gilt die folgende
Umrechnung für ein magnetisches Dipolmoment auf einer Kreisbahn:
~µ =
∮
I · d ~Aq =
qvπr2
2πr
=
q
2m
mvr =
q
2m
`z. (2.2)
Hier entspricht I dem Ladungsfluss pro Einheitszeit und Aq die Fläche, die von der
Ladung q mit Radius r aufgespannt wird [2]. v steht für die Bahngeschwindigkeit und m
für die Masse des Teilchens. Im letzten Schritt wurde der klassische Drehimpuls p = mvr
durch den Drehimpulsoperator `z ersetzt. Setzt man die Masse und die Ladung des
Elektrons ein, ergibt sich daraus das gyromagnetische Verhältnis [3]:
γ =
q
2m
= 1,760 859 644(11) · 1011 1
sT
. (2.3)
Für den Drehimpulsoperator `z eines Teilchens, welches sich um ein Atom auf der Schale
nS bewegt, gilt:
`z |nS〉 = nS~ |nS〉 . (2.4)
~ entspricht dem reduzierten Planckschen Wirkungsquantum. Ein Elektron auf der ers-
ten Schale (nS = 1) eines Wasserstoffatoms erzeugt ein Bahndrehmoment von [3]:
µB =
~|e|
2me
= 9,274 009 49(80) · 10−24 J
T
. (2.5)
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Diese Größe ist eine in der Festkörperphysik sehr wichtige Konstante, da das magne-
tische Moment von Spins im Allgemeinen als Vielfaches des Bohrschen Magnetons µB
angegeben wird.
Um das magnetische Moment eines freien Elektrons im Vakuum zu erhalten, bedarf
es eines zusätzlichen Faktors, dem sogenannten Landé- oder g-Faktor mit dem Wert [3]:
µe = gsµB mit gs = 2,002 319 304 361 8(15). (2.6)
Die einheitenlose Zahl gs gehört zu den am genausten bestimmten Konstanten der Phy-
sik. Der Wert von nahezu 2 kann theoretisch aus einer relativistischen Ergänzung der
Schrödingergleichung, der Dirac-Gleichung, hergeleitet werden. Die kleine Abweichung
von exakt 2 ergibt sich aufgrund von quantenelektrodynamischen Effekten des Vaku-
ums [4]. 1922 haben Stern und Gerlach gezeigt, dass freie Elektronen in einemMagnetfeld
aufgrund der Quantisierung der Spins nur zwei Polarisierungen annehmen können [5].
Somit ist der Spin eines freien Elektrons entweder parallel (+1/2~) oder antiparallel
(-1/2~) zum angelegten Magnetfeld orientiert.
Um die Energiezustände des Spins S und des Bahndrehimpulses L zu bestimmen, wird
folgender Hamiltonoperator angewandt:
H = µB ~B · (L + gsS). (2.7)
Bei Anlegen eines magnetischen Feldes, spalten sich die entarteten Energieniveaus auf.
Wenn ferner angenommen wird, dass das angelegte Magnetfeld ~B parallel zu den Ope-
ratoren Lz und Sz ist und |ml,ms〉 die Zustände des Bahnmoments ml und des Spins
mS beschreiben, so ergibt sich folgende Formel für die Energie des Zustandes:
E = µB ~B 〈mL,mS|Lz + gsSz |mL,mS〉
= µB ~B(〈mL|Lz |mL〉+ 〈mS| gsSz |mS〉)
= µB ~B 〈Lz〉︸︷︷︸
=0
+gsµBB ·mS. (2.8)
Der Zustand 〈Lz〉 verschwindet für alle nicht-entarteten Zustände in Systemen mit
schwacher Spin-Bahn-Kopplung. Der Bahndrehimpuls wird durch das Kristallgitter ge-
quencht, was im Folgenden gezeigt wird. Mit der Definition Lz = −i~ ∂∂φ für den Bahn-
drehimpulsoperator und einem realen Kristallfeld ψ0 gilt:
〈Lz〉 = −i~
∫
ψ0
∂
∂φ
ψ0dv = 0. (2.9)
Dieses Ergebnis kann man auch allgemein betrachten [6]. Für reale Orbitalfunktionen
eines nicht-degenerierten Zustandes ergeben sich immer reale Eigenfunktionen. Da das
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Integral aus Gleichung 2.9 hingegen nur real sein kann, muss folglich 〈Lz〉 als Gleichung
null ergeben [7, S. 49]. Die Beiträge des Bahndrehimpulses werden erst in Störungstheorie
zweiter Ordnung relevant oder sobald die Spin-Bahn-Kopplung hinreichend groß wird.
Darauf wird in Abschnitt 2.1.2 genauer eingegangen.
Zunächst wird genauer auf die Zeeman-Aufspaltung eingegangen. Wichtig für die ESR-
Messungen ist nicht der absolute Energiebetrag der Niveaus, sondern die Energiedifferenz
zwischen den aufgespaltenen Zuständen. Für den einfachsten Fall eines freien Elektrons
beträgt der Unterschied zwischen parallel (ms = 1/2) und antiparallel (ms = −1/2)
orientierten Spins gerade:
∆E = Ems=1/2 − Ems=−1/2 =
1
2
gsµBB −
(
−1
2
gsµBB
)
= gsµBB. (2.10)
Falls Photonen mit der Energie EPhoton = hν auf die Aufspaltungslücke gsµBB eines
Spinensembles im Magnetfeld treffen, kommt es zu einer messbaren Absorption der Ra-
diowellen. Zwar werden die Photonen auch wieder emittiert, jedoch gilt im thermischen
Gleichgewicht der Grundsatz, dass die Absorption größer als die Reemissionsenergie
ist, da ein Teil der Energie in Wärme umgewandelt wird. Dies wird in Abbildung 2.1a
schematisch dargestellt. Hieraus folgt die fundamental wichtige Beziehung zwischen der
Photonenenergie und der potenziellen magnetischen Energie eines Spins:
EPhoton = hν = gsµBB. (2.11)
Der daraus folgendene Resonanzeffekt bildet die Grundlage der Elektronenspinreso-
nanz. Hierbei werden im Regelfall Mikrowellen einer konstanten Frequenz im Bereich
von 10GHz bis 1THz auf eine Probe gestrahlt, während das Magnetfeld kontinuierlich
variiert wird. Für theoretische Berechnungen wäre es allerdings vorteilhafter, wenn die
Frequenz variiert würde und das Magnetfeld dabei konstant gehalten wird. Aus techni-
schen Gründen lässt sich dies aber nur sehr schwer realisieren1.
Wenn das Magnetfeld die Energieniveaus soweit auftrennt, dass es exakt mit der Re-
sonanzbedingung aus 2.11 übereinstimmt, kann dies in einem Spektrometer durch eine
Abnahme der Mikrowellenintensität gemessen werden. Siehe dazu Abbildung 2.1b.
Zusätzlich sei noch erwähnt, dass die möglichen Dipol-Übergänge aufgrund quanten-
mechanischer Auswahlregeln begrenzt sind. Für die möglichen Übergänge muss deswegen
für die Quantenzahlen gelten:
∆m` = 0 ∆s = 0 ∆ms = ±1. (2.12)
Zwar sind auch verbotene Übergänge möglich, aber die Wahrscheinlichkeiten dafür sind
im Regelfall vernachlässigbar und werden hier nicht weiter betrachtet. Ferner muss das
1Die Netzwerkanalysatoren PNA-X und MVNA erzeugen die unterschiedlichen Frequenzen mit Inten-
sitäten, die um mehrere Größenordnungen schwanken können. Zusätzlich benötigen die Geräte auch
einige Sekunden, bis eine Frequenz eingeschwungen ist und mit einer konstanten Mikrowellenintensität
strahlen.
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Magnetfeld für die Messungen orthogonal zum magnetischen Feldvektor der Mikrowellen
zeigen.
(a) - (c) Zeemanaufspaltung (d) Bloch-Gleichung
Abbildung 2.1.: Grundprinzipien der Zeeman-Aufspaltung in den Teilabbildungen (a)-
(c). Im oberen Teil (a) wird die Resonanzbedingung für eine einfache S = 1/2 Aufspal-
tung präsentiert. Im mittleren Teil (b) erkennt man eine typische Absorptionsfunktion,
in diesem Bild als Gauß-Funktion gezeichnet. I0 steht für die Intensität des Signals, Bres
für das Resonanzfeld und ∆B für die Linienbreite. Im unteren Diagramm (c) wird die
Ableitung der Intensität dargestellt, wie sie im X-Band Spektrometer vorkommt. Darauf
wird in Abschnitt 3.1.1 noch genauer eingegangen. In der rechten Teilabbildung (d) sind
die verschiedenen Beiträge der Bloch-Gleichung gezeigt. Die Dämpfungsterme sind grün
eingefärbt.
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2.1.1.1 Bloch-Gleichung
Die Resonanzbedingung lässt sich auch klassisch mit Hilfe der Bloch-Gleichung [8] her-
leiten:
d ~M
dt
= −γ[ ~M × ~B]−
~Mz − ~M0
T̃1
−
~M⊥
T̃2
, (2.13)
wobei ~Mz und ~M⊥ die longitudinale (parallel zum angelegten Feld) und transversa-
le (senkrecht zum angelegten Feld) Komponenten des Magnetisierungsvektors reprä-
sentieren. ~M0 ist der thermische Gleichgewichtswert des magnetischen Moments. Eine
Skizze der verschiedenen Bezeichnungen der Bloch-Gleichung ist in Abbildung 2.1d zu
finden. Die Zeiten T̃1 und T̃2 sind die Relaxationszeiten der longitudinalen (Spin-Gitter)
und transversalen (Spin-Spin) Relaxation. T̃1 entspricht der Zeit, die ein magnetisches
Moment braucht, bis es sich wieder im thermischen Gleichgewicht mit der Umgebung
befindet. T̃2 repräsentiert die Zeitdauer, bis die Präzession des magnetischen Moments
keine Kohärenz mehr aufweist. Für ein freies Elektron ergibt sich die Resonanzfrequenz2
(T̃2, T̃1  1) zu:
ω0 = γB = gs
µB
~
B. (2.14)
Damit entspricht sie der gleichen Frequenz wie in Formel 2.11.
2.1.1.2 Antiferromagnetische Resonanz
Zusätzlich zu dem magnetfeldabhängigen Term gµBB können auch interne Magnetfelder
BINT in den Proben vorkommen. Dabei handelt es sich zum einen um die kristalline Ani-
sotropie BUA, in der die Spins über die Spin-Bahn-Kopplung die Gittersymmetrie wahr-
nehmen und dementsprechend den Spins eine Vorzugsrichtung erteilen. Zum anderen
gibt es die Formanisotropie, bei welcher die potenzielle magnetische Energie abhängig
von der Probenform ist. Als dritter Einfluss ergibt sich eine richtungsabhängige Aus-
tauschwechselwirkung, welche auf dem Weissschen Molekularfeld beruht und ein lokales
effektives Magnetfeld der Stärke BA induziert.
Durch diese zusätzlichen internen Magnetfelder ändert sich die Bloch-Gleichung 2.13
für einen Antiferromagneten bei Vernachlässigung der Dämpfungsterme zu [9]:
d ~M1
dt
= −γ[ ~M1 × ~BINT] = γ[ ~M1 × ~B0 + ~BUA − ~B2A]
d ~M2
dt
= −γ[ ~M2 × ~BINT] = γ[ ~M2 × ~B0 − ~BUA − ~B1A].
(2.15)
2ω0 = γH ist in der Literatur ebenfalls zu finden. Für eine Diskussion über die unterschiedlichen
Bezeichnungen siehe die Fußnote in Kessenikh [8, S. 697].
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M1 und M2 geben jeweils die Magnetisierung der einzelnen Untergitter wieder. Voraus-
gesetzt der Betrag der Untergitter ist gleich und das Magnetfeld B0 ist parallel zu M1
ergeben sich daraus vier Lösungen [10]:
ωRes = ±γB0 ± γ
√
BUA(2BA +BUA), B0 < BSF. (2.16)
Die relevanten Lösungen ω1 und ω2 sind in Abbildung 2.2 dargestellt. Ab einer be-
stimmten magnetischen Feldstärke BSF =
√
BUA(2BA +BUA) kommt es zu einem Spin-
Flop durch die Minimierung der Energie beider Untergitter und die Resonanzen ω1 und
ω2 werden durch ω3 und ω4 ersetzt:
ω3 = ±
√
B20 − 2BABUA, B0 > BSF
ω4 = 0.
(2.17)
Zusätzlich gibt es bei B0 = BSF noch die Mode ωSF, die beobachtet werden kann, falls
die magnetische Komponente der Mikrowelle ~B1 einen parallelen Anteil zu ~B0 hat.
Abbildung 2.2.: Frequenzabhängigkeit der antiferromagnetischen Moden. Das Ma-
gnetfeld ~B0 (schwarzer Pfeil) ist in dieser Darstellung parallel zu ~M1(blauer Pfeil) bzw.
antiparallel zu ~M2 (roter Pfeil) ausgerichtet. Für Magnetfelder ~B0 < BSF sind die beiden
Magnetisierungen antiparallel orientiert, während ~B0 parallel zu ~M1 ist. Wenn die Ma-
gnetfeldstärke genau bei BSF liegt, ist ~B0 senkrecht zu ~M1 und ~M2. Für noch stärkere
Felder bilden ~M1 und ~M2 einen Kegel um ~B0, der mit zunehmendem Magnetfeld immer
kleiner wird. ω4 liegt auf der x-Achse.
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2.1.2 Störung erster und zweiter Ordnung
Wie bereits dargelegt, verschwindet der Erwartungswert von 〈Lz〉 in Störungstheorie
erster Ordnung. In zweiter Ordnung liefert er hingegen einen wichtigen Beitrag zur
Anisotropie des g-Faktors und der Nullfeldaufspaltung. Die dargestellten Rechnungen
richten sich nach Williams [1, S. 106].
Zuerst sei der Hamiltonoperator wie folgt definiert:
H = µB ~B(L + gsS) + λL · S. (2.18)
Der zweite Summand beschreibt die Spin-Bahn-Kopplung, deren Ursprung in Abschnitt
2.1.4 eingehender erklärt wird. Sei |ml,ms〉 der Zustand des Systems und |0,ms〉 der
orbitale Grundzustand, dann gilt in Störungstheorie erster Ordnung:
EG = 〈0,ms| gsµBBzSz |0,ms〉+ 〈0,ms| (gsBz + λSz)Lz |0,ms〉 . (2.19)
Der erste Term entspricht der bereits bekannten Zeeman-Aufspaltung. Der zweite Sum-
mand hingegen lässt sich zu 〈0|Lz |0〉 umformen und verschwindet wie in Formel 2.9
bereits gezeigt. In Störungstheorie zweiter Ordnung gilt:
H2 = −
∑
n6=0
| 〈0,ms| (µB ~B + λS)L + µBgs ~BS |n,m′s〉 |2
En − E0
. (2.20)
n läuft hier über alle orbitalen Zustände. Das Matrixelement von ~B ·S verschwindet, da
〈0| |n〉 gleich null ergibt. Der Zähler aus 2.20 wird berechnet und zu folgender Formel
umgeformt:
H2 = −
∑
n6=0
[〈ms| (µB ~B + λS) |m′s〉 · 〈0|L |n〉][〈n|L |0〉 〈m′s| (µB ~B + λS) |ms〉]
En − E0
.
(2.21)
Für gewöhnlich schreibt man das Produkt der Drehimpulsoperatoren wie folgt:
Λij = −
∑
n6=0
〈0|Li |n〉 〈n|Lj |0〉
En − E0
. (2.22)
Hierbei entspricht Λij den Einträgen einer 3 dimensionalen Matrix Λ̂ und Li,j entspricht
den bekannten Operatoren Lx,Ly und Lz. Wird dies wiederum in Gleichung 2.21 einge-
setzt, ergeben sich folgende drei Energiebeiträge.
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H2 = 〈ms|µ2B ~BT · Λ̂ · ~B + 2λµB ~BT · Λ̂ · S + λ2S · Λ̂ · S |m′s〉 . (2.23)
Der erste Summand liefert einen konstanten Beitrag zur Energie und kann für spektro-
skopische Betrachtungen vernachlässigt werden. Die beiden anderen Terme wirken nur
auf den Spinvariablen und können wieder mit der Ursprungsgleichung aus 2.18 kombi-
niert werden zu:
H = µB ~BT (gs + 2λΛ̂)S + λ2S · Λ̂ · S
= µB ~B
T · ĝ · S + S · D̂ · S.
(2.24)
Die Bezeichnungen ĝ und D̂ sind wie folgt definiert:
ĝ = gs1̂ + 2λΛ̂. (2.25)
1̂ stellt die Einheitsmatrix dar. Hier ist der Einfluss des Bahndrehmoments Λ̂ und der
Spin-Bahn-Kopplung λ auf die Veränderung des reinen Spin g-Faktors von 2 erkenn-
bar. Für die später in Abschnitt 2.1.5 noch genauer erklärte magnetfeldunabhängige
Nullfeldaufspaltung gilt:
D̂ = λ2Λ̂. (2.26)
2.1.2.1 Anisotroper g-Faktor
Im vorherigen Abschnitt wurde die Anisotropie des g-Faktors hergeleitet. In diesem
Abschnitt geht es um die einzelnen Einträge des Tensors ĝ und wie sich diese für win-
kelabhängige Untersuchungen in eine geeignetere Form bringen lassen. Hierfür wird der
folgende vereinfachte Hamiltonoperator betrachtet:
H = µB ~B · ĝ · S (2.27)
Im Allgemeinen lässt sich ĝ wie folgt schreiben:
ĝ =
 gxx gxy gxzgyx gyy gyz
gzx gzy gzz
 (2.28)
Dieser lässt sich durch geschickte Drehung der Achsen in ein einfacheres Koodinatensys-
tem transformieren, in dem die Einträge der Nebendiagonale genau Null ergeben:
ĝ =
 gx 0 00 gy 0
0 0 gz
 (2.29)
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In Kugelkoordinaten drückt sich die Winkelabhängigkeit durch den azimutalen und po-
laren Winkel (φ,θ) wie folgt aus:
g(θ, φ) =
√
sin2(θ) cos2(φ)g2x + sin
2(θ) sin2(φ)g2y + cos
2(φ)g2z (2.30)
Dies ist die allgemeine Formel für gx 6= gy 6= gz und kann für symmetrischere Fälle weiter
vereinfacht werden. Beispielsweise ergibt sich für ein einachsiges3 Kristallfeld:
g(θ) =
√
sin2(θ)g2‖ + cos
2(θ)g2⊥. (2.31)
Für den trivialen Fall von gx = gy = gz wird aus dem Tensor ĝ der Skalar g.
2.1.3 Kristallfeldaufspaltung
Ein weiterer Einfluss auf die Energieniveaus und den g-Faktor ergibt sich aus der Um-
gebungssymmetrie der untersuchten Atome. Die Größe dieser Kristallfeldaufspaltung
∆ hängt stark von der Größe der Ladung, der Symmetrie der Umgebung sowie dem
Abbildung 2.3.: Repräsentation der realen Wellenfunktionen der t2g- und eg-Orbitale.
Zusätzlich dargestellt sind die Liganden in der oktaedrischen Anordnung. Hier wird
deutlich, wie die Keulen der eg-Orbitale Richtung der Liganden zeigen, während die
Keulen der t2g-Orbitale dazwischen platziert sind.
3uniaxial
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Abbildung 2.4.: Schematische Darstellung der Kristallfeldaufspaltung der Energiezu-
stände eines d-Atoms in einer oktaedrischen Umgebung. Zusätzlich gibt es noch eine
tetragonale Verzerrung, welche das Kristallgitter in die Länge kontrahieren kann. In
diesem Fall sind alle Zustände bis auf den Grundzustand entartet. Letztendlich könnte
eine trigonale Verzerrung die restlichen |dxz〉 und |dyz〉-Zustände aufspalten (hier nicht
gezeigt).
Abstand zu den benachbarten Ionen ab. Generell erzeugt die elektrische Ladung der
Liganden ein elektrisches Feld, welches aufgrund der Coulombabstoßung die Wellen-
funktionen der Elektronen beeinflusst. Im speziellen interessieren in dieser Arbeit die
kubischen Aufspaltungen im d-Level (L = 2).
Der allgemeine Hamiltonoperator für ein Atom in einer oktaedrischen Umgebung lau-
tet:
HKFA =
∑
i=x,y,z
(
q
|r − aei|
+
q
|r + aei|
)
. (2.32)
Hierbei entspricht q der Ladung und a dem Abstand zwischen den Liganden und dem
Zentralatom. In allen in dieser Arbeit betrachteten Fällen bestehen die Liganden aus
Sauerstoffionen.
Eine elegantere Methode um die Umgebungssymmetrie eines Zentralatoms zu be-
schreiben, ist die Benutzung von sogenannten Stevens-Operatoren Oqp mit den Vorfak-
toren Bqp:
HKFA =
∑
k
p∑
q=−p
BqpO
q
p. (2.33)
Mit Hilfe der Operatoren S+,S−,Sz und der Ordnungszahl p, welche nur gerade Werte
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annehmen kann, wird die jeweilige Symmetrie der Umgebung induziert. Bqp repräsentiert
dabei die jeweilige Stärke der Aufspaltung.
Die komplexwertigen Orbitale für ein System mit L = 2 ergeben sich aus den Eigen-
wertgleichungen der Kugelflächenfunktionen (siehe Anhang A.1 für die Formeln). Die
physikalisch relevanten Realteile sind gegeben durch [7, S. 209]:
|z2〉 = |0〉 =1
4
√
15
π
· −x
2 − y2 + 2z2
r2
|xz〉 = 1√
2
(|1〉 − |−1〉)=1
2
√
15
π
· xz
r2
|yz〉 = i√
2
(|1〉+ |−1〉)=1
2
√
15
π
· yz
r2
|x2 − y2〉 = 1√
2
(|2〉+ |−2〉)=1
4
√
15
π
· x
2 − y2
r2
|xy〉 = −i√
2
(|2〉 − |−2〉)=1
2
√
15
π
· xy
r2
(2.34)
Die grafische Repräsentation der unterschiedlichen Orbitale ist in Abbildung 2.3 dar-
gestellt. Für den Fall eines Oktaeders mit tetragonaler Störung (x=y 6=z), ergeben sich
folgende vier Energien:
HKFAΨ = (HOkt +HTetra)Ψ = EKFAΨ
mit EKFA =

Eb1t, für ψ = |dx2−y2〉
Ea1t, für ψ = |dz2〉
Eb2t, für ψ = |dxy〉
Eet, für ψ = |dxz〉 , |dyz〉 .
(2.35)
Falls keine Stauchung oder Verzerrung vorkommt, sind die Energien von Eb1t und
Ea1t, bzw. Eet und Eb2t identisch und schreiben sich als eg und t2g. Hierbei liegen die
t2g-Zustände tiefer als die eg-Zustände, da in diesen die Elektronen weiter vom Ligand
entfernt sind und damit weniger Abstoßung erfahren. Dies zeigt sich in Abbildung 2.3 wo
die Keulen der Orbitale entweder zwischen den Liganden platziert sind (t2g) oder genau
auf die Liganden zeigen (eg). In einem Tetraeder wäre die Reihenfolge der Energieniveaus
umgekehrt. Aufgrund gruppentheoretischer Überlegungen ergibt sich weiterhin, dass die
eg-Zustände zweifach, und die t2g-Zustände dreifach entartet sind.
Im Falle der tetragonalen Störung spalten auch die Energiezustände von |dxz〉 und |dyz〉
sowie |dx2−y2〉 und |dz2〉 um den Betrag δ auf. Siehe Abbildung 2.4 für die Aufspaltung
mit und ohne tetragonale Aufspaltung. Wie sich eine Verzerrung in z-Richtung auf den
g-Faktor auswirkt, wird in Abschnitt 2.2 behandelt.
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In diesem Abschnitt wurden Ionen oder Atome ohne kovalente Bindungen angenom-
men. Diese Vereinfachung kann je nach Größe der Orbitale stark von der Realität ab-
weichen, da die Hybridisierung mit den Liganden generell einen nicht zu vernachlässigen
Beitrag liefert. Auf diesen Einwand wird in Abschnitt 2.3 mit dem orbitalen Redukti-
onsfaktor näher eingegangen.
2.1.4 Spin-Bahn-Kopplung
Die Spin-Bahn-Kopplung ist ein rein relativistischer Effekt und beschreibt die Kopp-
lung zwischen dem Spin eines Elektrons und dessen Bahndrehimpuls. Aufgrund seiner
besonderen Wichtigkeit für die untersuchten Materialen wird auf die mathematische
Herleitung ausführlich eingegangen [2, S. 698].
Herleiten lässt sich der gegenseitige Einfluss der Bahn- und Drehimpulse semiklassisch,
indem angenommen wird, dass der positiv geladene Kern und das Elektron das übliche
Bezugssystem tauschen. Wenn das Elektron fixiert ist und der Kern um das Elektron
rotiert, erzeugt dieser Kern wie in Formel 2.2 ebenfalls ein Magnetfeld. Dieses Kernma-
gnetfeld ~B = ( ~E × ~v)c−2 wechselwirkt mit dem magnetischen Moment des Elektrons
~µ = −gsγ~S in folgender Weise:
HSBK = −~µ ~B
= g
e
2me
~S
~E × ~v
c2
mit ~p = ~vme
= g
e
2me
~S
~E × ~p
mec2
mit E =
~r
4πε0r3
= g
e
2me
~S
1
4πε0
e
r3
~r × ~p
mec2
.
(2.36)
(2.37)
(2.38)
Mit ~r × ~p = ~L gilt:
HSBK = g
e2
8πm2ec
2ε0r3
~S · ~L
=
1
2
g
e2µ0
8πm2er
3
~S · ~L
= λ ~S · ~L.
(2.39)
(2.40)
(2.41)
Der Faktor 1/2 aus der Umrechnung 2.40 entsteht durch die sogenannte Thomas-Präzession
und ist ein Korrekturfaktor der aus der Relativitätstheorie stammt [11]. Die Eigenwerte
lassen sich schreiben als
~S · ~L = 1
2
( ~J2 − ~L2 − ~S2) = ~
2
2
(J(J + 1)− L(L+ 1)− S(S + 1)), (2.42)
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wobei für das Gesamtdrehmoment ~J eines Atoms gilt:
~J = ~S + ~L. (2.43)
Dabei kann die Quantenzahl J folgende diskrete Werte annehmen:
J = |L− S|, |L− S + 1|, . . . , |L+ S|. (2.44)
Um die Größe des Parameters λ zu bestimmen, muss der Radius r zwischen Kern und
Elektron berechnet werden. Hierbei ergibt sich für den Erwartungswert r−3 folgender
Betrag, der eine Abhängigkeit vom Bahnmoment L, von der Kernladungszahl Z und
von der Schale n besitzt:
〈
1
r3
〉
=
Z3m3ec
3α3
n3 L(L+ 1/2)(L+ 1)
. (2.45)
α beschreibt die Feinstrukturkonstante:
α =
e2
4πε0~c
=
µ0ce
2
4π~
≈ 1
137
. (2.46)
Letztendlich ergeben sich damit die folgenden Energiewerte für die Spin-Bahn-Kopplung
[7, S. 210]:
ESBK =
Z4m3ec
2α4
n3 L(L+ 1/2)(L+ 1)
(J(J + 1)− L(L+ 1)− S(S + 1)). (2.47)
Wichtig ist hier vor allem die Z4 Abhängigkeit, welche für Iridium (Z = 77) einen
großen und relevanten Beitrag zur Wechselwirkung liefert. Im Vergleich zu Eisen (Z =
26), beträgt der Einfluss dieses Beitrages zu HSBK ungefähr das 76-fache.
2.1.4.1 Unterscheidung LS- und jj-Kopplung
In der Atom- und Festkörperphysik gibt es für die Kopplung von L und S zwei unter-
schiedliche Grenzwerte, je nachdem ob die Stärke der Spin-Bahn-Kopplung λ groß oder
klein ist.
Falls Bahn- und Spinmoment nur sehr schwach korrelieren (λ  1 eV), benutzt man
die sogenannte Russel-Saunders-Kopplung, auch LS-Kopplung genannt. Hierbei werden,
wie in Abbildung 2.5 angedeutet, zuerst die Spins S =
∑
i si und Bahndrehimpulse
L =
∑
i `i addiert und anschließend zu einem Gesamtdrehimpuls J zusammengefasst.
Diese Näherung gilt beispielsweise für die 3d-Elemente.
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Wenn die beiden Drehmomente hingegen sehr stark miteinander interagieren, wie zum
Beispiel in den 5d oder 4f Elementen, wird die sogenannte jj-Kopplung verwendet. Bei
diesem Verfahren wird zuerst der Gesamtdrehimpuls ji = si+`i eines einzelnen Elektrons
ermittelt und anschließend über alle Elektronen via J =
∑
i ji addiert.
Abbildung 2.5.: Unterscheidung der Addition bei jj-Kopplung und LS-Kopplung.
2.1.4.2 Berechnung des Operators der Spin-Bahn-Kopplung
Um die Auswirkungen des Spin-Bahn Operators λL · S auf einen bestimmten Zustand
|m`,ms〉 zu berechnen, ist es zielführend die Operatoren Lx und Ly in Auf- und Abstei-
geoperatoren zu transformieren:
L · S = LxSx + LySy + LzSz = LzSz +
1
2
(L+S− + L−S+). (2.48)
S+ und S− sind jeweils die Auf- und Absteigeoperatoren für die Spinzuständems. Analog
wirken L+ und L− als Auf- und Absteigeoperatoren für die Drehimpulszustände m`. Für
die Operatoren L+ und L− gilt folgende Beziehung:
Lx =
L+ + L−
2
Ly =
L+ − L−
2i
.
(2.49)
Gleichartig transformieren sich die Spinoperatoren Sx und Sy.
Für die Vorfaktoren der Auf- bzw. Absteigeoperator und Lz folgt:
|L+〉 |m`,ms〉 = ~
√
L(L+ 1)−m`(m` + 1) |m` + 1,ms〉
|L−〉 |m`,ms〉 = ~
√
L(L+ 1)−m`(m` − 1) |m` − 1,ms〉
|Lz〉 |m`,ms〉 = ~ml |m`,ms〉 .
(2.50)
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Für die Orbitale der d-Aufspaltung aus Formel 2.34 ergibt sich bei der Anwendung
des Lx,Ly und Lz Operators folgende Tabelle:
- Lx Ly Lz
dxz -idxy -i
√
3dz2 +i dx2−y2 i dyz
dyz i
√
3dz2 +i dx2−y2 i dxy -i dxz
dxy i dxz -dyz -2 i dx2−y2
dx2−y2 i dyz -dxz 2 i dxy
dz2 -i
√
3 dyz -i
√
3 dxz 0
Tabelle 2.1.: Anwendung der Lx,Ly und Lz Operatoren auf die t2g- und eg-
Wellenfunktionen.
2.1.4.3 Spin-Bahn-Kopplung in 5d Elementen
Bis jetzt wurde die Spin-Bahn-Kopplung ausschließlich als kleiner Effekt betrachtet, wel-
cher nur in der Störungsrechnung an Einfluss gewinnt. Bei Betrachtung der 5d-Elemente
gilt diese Näherung jedoch nicht mehr, wie in Abschnitt 2.5 ausführlich gezeigt wird.
Für den vorliegenden Fall einer großen Konstante λ, kommutiert der Hamiltonoperator
nicht mehr mit S und L und stellt somit keine gute4 Quantenzahl mehr dar. Das Pro-
blem lässt sich lösen, indem der kommutierende Gesamtdrehimpulsoperator J = L + S
verwendet wird. Dazu ist es von Vorteil, sich zuerst anzuschauen, wie der Operator L auf
die |t2g〉 Zustände wirkt und anschließend den Einfluss des Operators S zu betrachten.
Hierbei wird davon ausgegangen, dass die Kristallfeldaufspaltung ∆ für Iridate üblicher-
weise 2,5 eV bis 3 eV [12, 13, 14] beträgt und damit in einer Größenordnung liegt, in der
ausschließlich die t2g-Zustände betrachtet werden können. Mit den Definitionen der Or-
bitale aus Gleichung 2.34 wird als erstes untersucht, wie sich die Drehimpulsoperatoren
Lx,Ly und Lz auf die Basis t2g = |dyz〉 , |dxz〉 , |dxy〉 auswirken. Mit den Gleichungen aus
2.49 und 2.50 ergeben sich die t2g Eigenzustände in Matrixschreibweise zu
L̃x =
 0 0 00 0 i
0 −i 0
 L̃y =
 0 0 −i0 0 0
i 0 0
 L̃z =
 0 i 0−i 0 0
0 0 0
 , (2.51)
wobei für die Einträge der Matrix 〈Oa|Li |Ob〉 mit i ∈ x, y, z und Oa, Ob ∈ dyz, dxz, dxy
gilt. [15]
Im Vergleich zu einem p-System mit den Einträgen (L = 1) |p〉 = (|x〉 , |y〉 , |z〉) ergibt
sich folgende wichtige Beziehung:
L(t2g) = −L(p) = Leff. (2.52)
4Gute Quantenzahlen beschreiben Eigenwerte deren assoziierter Operator mit dem Hamiltonoperator
kommutiert. Im vorliegenden Fall [H,J] = 0.
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Aus einem normalen L = 2 Zustand entsteht also aufgrund der starken Kristallfeldauf-
spaltung ein effektiver Leff = −1 Zustand [16].
Die reinen L-Zustände können, ähnlich wie bei einem Triplett, in eine neue Basis
|L,mL〉 transformiert werden:
|1,+1〉 = − |dyz〉+ i |dxz〉√
2
|1, 0〉 = |dxy〉
|1,−1〉 = |dyz〉+ i |dxz〉√
2
.
(2.53)
Für Jeff gilt Formel 2.44, J = L + S sowie J = L − S. Dabei ergeben sich die beiden
effektiven Zustände Jeff = 3/2 und Jeff = 1/2, wobei der erstgenannte Zustand energe-
tisch tiefer liegt. Um die Eigenzustände von λS ·L zu erhalten, wird der Leff Zustand mit
dem Spinzustand multipliziert. Heraus kommen, bei Verwendung der Clebsch-Gordon
Koeffizienten für L = 1 und S = 1/2 und einer leicht abgewandelten Darstellung der
Spinzustände von ms = +1/2(−1/2) zu ↑ (↓), folgende Zustände:
|3/2,−3/2〉 = |−1, ↓〉 = 1√
2
(|dyz, ↓〉+ i |dxz, ↓〉)
|3/2,+3/2〉 = |+1, ↑〉 = 1√
2
(− |dyz, ↑〉+ i |dxz, ↑〉)
|1/2,−1/2〉 = 1√
3
|0, ↓〉 −
√
2√
3
|−1, ↑〉=(− |dyz, ↑〉 − i |dxz, ↑〉+ |dxy, ↓〉)√
3
|1/2,+1/2〉 = 1√
3
|0, ↑〉+
√
2√
3
|+1, ↓〉=(− |dyz, ↓〉+ i |dxz, ↓〉 − |dxy, ↑〉)√
3
|3/2,−1/2〉 = 1√
3
|−1, ↑〉+
√
2√
3
|0, ↓〉=(|dyz, ↑〉+ i |dxz, ↑〉+ 2 |dxy, ↓〉)√
6
|3/2,+1/2〉 = 1√
3
|+1, ↓〉+
√
2√
3
|0, ↑〉=(− |dyz, ↓〉+ i |dxz, ↓〉+ 2 |dxy, ↑〉)√
6
(2.54)
Man erkennt, dass das Bahndrehmoment und das Spinmoment stark miteinander ver-
schränkt sind und die Entartung des t2g Zustandes aufheben. In Abbildung 2.6 lässt
sich die Überlagerung der unterschiedlichen Spinbeiträge anhand der unterschiedlichen
Farben erkennen.
Diese komplexe Überlagerung von orbitalem Moment und Spinmoment ist ein Grund,
warum die 5d-Elemente andere physikalische Effekte zeigen, als Materialen mit weniger
stark ausgeprägter Spin-Bahn Wechselwirkung. Jackeli et al. [17] haben nachgewiesen,
dass sich in gewissen Kristallsymmetrien der isotrope Teil der Wellenfunktion auslöschen
kann. Innerhalb des Kitaev-Modell kann dies zu frustrierten Wechselwirkungen führen
und unter gewissen Randbedingungen eine Spinflüssigkeit erzeugen [18].
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Abbildung 2.6.: Jeff = 3/2 und Jeff = 1/2 Orbitale nach ihrer Aufspaltung im t2g Level.
Die Einfärbung entspricht hier dem Spin-Up (Blau) bzw. dem Spin-Down (Rot) Anteil.
Die Bereiche in denen sich die Anteile der Spinbeiträge aufheben, sind weiß eingefärbt.
Der Abstand zwischen den beiden Niveaus beträgt 3
2
λ.
2.1.5 Nullfeldaufspaltung
Der nächste Beitrag zum allgemeinen Hamiltonoperator liefert die Nullfeldaufspaltung,
welche für Systeme mit einem Spin größer als 1/2 vorkommen kann. Bei diesem Effekt
werden ursprünglich entartete Zustände durch einen zusätzlichen Energiebeitrag aufge-
spalten. Grundsätzlich gibt es zwei Ursachen für diese Aufspaltungen. Zum einen kann
er durch eine dipolare Spin-Spin-Wechselwirkung hervorgerufen werden. Zum anderen
besteht eine mögliche Ursache in einer Mischung verschiedener Zustände durch die Spin-
Bahn-Kopplung, wie bereits in Formel 2.24 gezeigt wurde. Allgemein gefasst lautet dieser
Beitrag in einem sinnvoll gewählten Koordinatensystem:
HNFA = S · D̂ · S = S
Dx 0 00 Dy 0
0 0 Dz
S. (2.55)
Bei D̂ handelt es sich um einen spurlosen Tensor. Der Operator S entspricht dem Ge-
samtspin einer Dipol-Dipol-Wechselwirkung S = S1 + S2 zweier ungepaarter Spins.
Matrix 2.55 kann in eine für experimentelle Auswertungen verwendbare Form gebracht
werden. Bei der Umrechnung werden unter anderem die Vertauschungsregeln der Spin-
21
2. Theorie
Abbildung 2.7.: Theoretische Nullfeldaufspaltung eines S = 3/2 Systems mit D = 0
(links) und D 6= 0 6= ∆NF (rechts). Gezeigt wird die wachsende Bahnaufspaltung der
einzelnen Sz-Zustände, deren erlaubte Übergänge (Doppelpfeile) und die dazugehörigen
schematischen Absorptionskurven einer ESR-Messung. In der linken Abbildung liegen
die Resonanzen der drei Übergänge exakt übereinander, weswegen in diesem Fall die
Quartettstruktur experimentell nicht auflösbar ist. Die obere Darstellung zeigt das Ver-
halten der zunehmenden Linienbreite ∆B bei ansteigender Frequenz. Die Aufspaltung
D ist frequenzunabhängig und vergrößert sich nicht.
operatoren benutzt. Daraus ergibt sich durch Umstellen folgende Formel:
HNFA =
3
2
Dz
(
Sz
2 − S(S + 1)
3
)
+
Dx −Dy
2
(Sx
2 − Sy2)
= D
(
Sz
2 − 1
3
S(S + 1)
)
+ E(Sx
2 − Sy2).
(2.56)
D = 3
2
Dz entspricht einer Verzerrung in z-Richtung und E = 12 (Dx −Dy) einer Ver-
zerrung in der xy-Ebene. Diese Werte lassen sich experimentell mit Hilfe von winkel-
und/oder frequenzabhängigen ESR-Messungen bestimmen. D und E können allerdings
so klein werden, dass sich die Signale nicht trennen lassen. Andererseits aber auch so
groß, dass sie mit den üblichen ESR-Frequenzen nicht zu erreichen sind. Wenn die Ener-
gielücke von der gleichen Größenordnung ist wie die Energie der Mikrowellen, kann eine
sehr komplizierte Winkelabhängigkeit auftreten [19, 20].
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In Abschnitt 4 liegt ein S = 3/2 System mit E ≈ 0 vor. In diesem Fall vereinfacht
sich die Formel weiter zu
H = S · D̂ · S = D
(
S2z −
1
3
S(S + 1)
)
= D
(
S2z −
5
4
)
. (2.57)
Eine Veranschaulichung der Aufspaltung dieses Quartetts findet sich in Abbildung
2.7. Für diese Aufspaltung gilt ∆NF = 5/4 D. Ohne die Kristallfeldaufspaltung würden
die drei Übergänge eines S = 3/2 Systems das gleiche Resonanzfeld besitzen und wären
nicht unterscheidbar. Erst durch den zusätzlichen D Term lassen sich die Übergänge,
|3/2〉 ⇔ |1/2〉, |1/2〉 ⇔ |−1/2〉 und |−3/2〉 ⇔ |−1/2〉, voneinander trennen.
Zusätzlich sei angemerkt, dass die Nullfeldaufspaltung ein frequenzunabhängiger Ef-
fekt ist. Allerdings nimmt mit zunehmender Frequenz die Linienbreite der einzelnen
Peaks zu, sodass ab einer gewissen Frequenz die jeweiligen Peaks stark überlagern und
nicht mehr zu differenzieren sind. Die innere Darstellung aus Abbildung 2.7 zeigt sche-
matisch die Überlagerung der Resonanzen bei verschiedenen Frequenzen. Bei Messun-
gen mit unterschiedlichen Frequenzen kann diese Verbreiterung benutzt werden, um das
Vorliegen einer Nullfeldaufspaltung zu bestätigen. Würden die Abstände der einzelnen
Peaks bei steigenden Frequenzen divergieren, würde keine Nullfeldaufspaltung vorliegen,
sondern voneinander unabhängige Resonanzen.
2.1.6 Antisymmetrischer Austausch (Dzyaloshinsky-Moriya-W.W.)
In Kristallen ohne Inversionssymmetrie kann es zu einer zusätzlichen antisymmetrischen
und anisotropen Austauschwechselwirkung zwischen den Spins kommen. Hervorgerufen
wird diese zusätzliche Kraft durch die Spin-Bahn-Kopplung. Diese Wechselwirkung wird
besonders in Antiferromagneten interessant, in der der Austausch eine leichte Verkip-
pung der Spinmomente bewirkt und damit ein kleines ferromagnetisches Nettomoment
erzeugt. Dabei geht die Beschreibung der nicht-kollinearen Spinmomente auf die Arbei-
ten von Dzyaloshinsky und Moriya zurück [21, 22] und wird dementsprechend oft als
DM-Wechselwirkung bezeichnet. Der Energiebeitrag schreibt sich als Kreuzprodukt der
beiden Spinoperatoren und einem zusätzlichen Vektor Dij, der die Größe des Beitrages
angibt:
HDM = Dij · (~S1 × ~S2). (2.58)
Der Term sorgt für eine Aufhebung der ansonsten rein antiferromagnetischen Ord-
nung, hin zu einer leichten Verkippung. Das daraus resultierende ferromagnetische Net-
tomoment beträgt üblicherweise nur einen Bruchteil des totalen Spinmoments. Die Ori-
entierung des Vektors Dij ist durch die Symmetrie beschränkt. Angenommen es gibt
2 Ionen (blau) mit Spin und einen Liganden (rot), so wird die Interaktion über den
Liganden über den Superaustausch vermittelt. Die Richtung von Dij ergibt sich über
Dij ∝ ri × rj = rij × x. Mathematisch betrachtet, steht der Vektor also senkrecht zu
dem Dreieck, welches von den beiden Spins und dem Liganden aufgespannt wird. Falls
alle drei Elemente in einer Reihe liegen, wird der Vektor Dij folglich null.
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(a) (b)
Abbildung 2.8.: (a) Darstellung der Dzyaloshinsky-Moriya Wechselwirkung. ri und rj
verbinden die jeweiligen Spins Si und Sj mit dem Inversionszentrum (roter Punkt). rij
beschreibt die direkte Verbindung der Spins und die Richtung von Dij steht senkrecht
zur Bildebene. (b) Repräsentation des Superaustauschs. Die Wechselwirkung zwischen
den Ionen (blau) geschieht über die diamagnetischen Ionen dazwischen (rot).
2.1.7 Gesamter Hamiltonoperator
Zusätzlich zu den oben beschriebenen Effekten wie Zeeman-Wechselwirkung, Spin-Bahn-
Kopplung, Kristallfeldaufspaltung, Nullfeldaufspaltung und DM-Austauschwechselwir-
kung, gibt es zwei weitere Energiebeiträge, welche nur der Vollständigkeit halber erwähnt
werden.
Ein im Allgemeinen wichtiger, aber in dieser Arbeit nicht vorkommender Effekt liefert
die Kopplung zwischen dem Spin des Atomkerns I und dem Gesamtspin der Elektro-
nen J . Diese Hyperfeinwechselwirkung mit dem Kopplungstensor T̂ schreibt sich analog
zu einer Spin-Spin Wechselwirkung. Zusätzlich kommt der Zeeman-Term für die Aufspal-
tung der Kernniveaus hinzu. Mit der zusätzlichen Betrachtung der Kernspins, schreibt
der Hamiltonoperator sich wie folgt:
HHF = J · T̂ · I + gNµN ~B · I. (2.59)
Der Wert von gN ist aufgrund der viel größeren Masse des Protons, um den Faktor 1800
kleiner [25].
Als nächster Effekt sei die Austauschwechselwirkung (exchange coupling) zwischen
den Spins erwähnt. Hier lautet der Hamiltonoperator:
HAW = −JH Si · Sj, (2.60)
wobei JH die Stärke der Wechselwirkung angibt. Ist das Vorzeichen von JH positiv, so
liegt Ferromagnetismus vor, ist es negativ, so ist die Wechselwirkung von antiferroma-
gnetischer Natur. Der physikalische Ursprung dieser Energie stammt von einer endlichen
Überlagerung der Elektronenorbitale. Die Größe der Überlagerung J ∝ −t2/U , welches
proportional zur Energiebreite des Leitungsbandes ist, wird bestimmt durch die Stärke
der Coulombabstoßung U und dem Übergangsintegral t [7]. Die Austauschwechselwir-
kung verändert zwar nicht das totale magnetische Moment einer Probe, aber ermöglicht
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Abbildung 2.9.: Größenordnungen verschiedener Energiebeiträge. Gezeigt werden die
anwendbaren Frequenzregionen der für diese Arbeit benutzten Spektrometer sowie die
in dieser Arbeit vorkommenden Energiebeiträge. Für einige Beiträge lassen sich keine
festen Grenzen setzen, sondern nur die Größenordnungen, in denen sie für gewöhnlich
auftreten können, bzw. in denen sie mit ESR noch nachweisbar sind. Die Energien sind
jeweils in der Wellenlänge m, der Frequenz Hz, der Energie eV und in der Temperatur
K angegeben. Die ersten vier Einträge stammen aus [23, S. 40]. Werte für SBK aus [24].
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das Hüpfen eines Spins zwischen freien Plätzen [25]. Durch diese schnellen Fluktuatio-
nen der lokalen Magnetfelder wird die Dipol-Dipol Wechselwirkung ausgemittelt und
die Wölbung (viertes Moment der Funktion) der Resonanzlinien wird schmaler [26]. Im
Englischen wird dieser Prozess auch exchange narrowing genannt. In DPPH, einer Stan-
dardreferenzprobe in ESR-Messungen, beträgt die Linienbreite nur ungefähr 0,3mT. Bei
einer reinen Dipol-Dipol Wechselwirkung würde man hingegen eine Verbreiterung von
10mT erwarten [25, S. 200].
Eine wichtige Unterart der Austauschwechselwirkung ist der Superaustausch. Hier
erfolgt die Wechselwirkung zwischen lokalisierten Spins indirekt über die Orbitale von
dazwischenliegenden diamagnetischer Ionen oder Atomen. Der Effekt ergibt sich aus
Störungstheorie zweiter Ordnung und behandelt die diamagnetischen Orbitale sowie das
metallische Atom [7, S. 77]. Für eine Darstellung der Spinanordnung siehe Abbildung
2.8b. Wichtigstes Beispiel sind diamagnetische Sauerstoffionen O2− welche eine abge-
schlossene 2p-Schale besitzen [2].
Der gesamte Hamiltonoperator besteht mit den oben beschriebenen Energiebeiträgen
für ein ESR-System letztendlich aus folgenden sieben Energiebeiträgen:
Hges = HZeeman +HKFA +HSBK +HNFA +HDM +HHF +HAW. (2.61)
Für eine Übersicht über die Energieskalen einiger Beiträge siehe Abbildung 2.9.
2.2 g-Faktoren für 5d5-Elemente
In den späteren Experimenten hat der g-Faktor von Ir4+ eine herausragende Bedeutung
und wird aus diesem Grund in diesem Abschnitt theoretisch hergeleitet. Dabei sind
vor allem die starke Spin-Bahn-Kopplung und die Kristallfeldaufspaltung von Relevanz.
Aufgrund ihrer Größe kann die SBK in 5d-Elementen nicht mehr als Störung gelten, son-
dern muss in die Eigenwertgleichung vollständig mit einbezogen werden. Allerdings kann
in Folge der großen Kristallfeldaufspaltung die eg-Zustände in oktaedrischer Umgebung
vernachlässigt werden. Wichtig ist jedoch die tetragonale Abweichung δ der Iridium-
Oktaeder, wie sie in Abbildung 2.4 auf der rechten Seite dargestellt ist. Die Herleitung
richtet sich dabei nach Boseggia [27].
Der Hamiltonoperator zur Bestimmung des g-Faktor lautet:
H = λL · S− δ L2z. (2.62)
Um die Matrix des Hamiltonoperator aufzustellen, wird die Basis der t2g-Zustände
{|xy,+〉 , |xy,−〉 , |xz+〉 , |xz,−〉 , |yz,+〉 , |yz,−〉} (2.63)
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benutzt. ± beschreibt die jeweiligen Spinzustände. Daraus ergibt sich die Matrix
H = λ
2

0 0 0 −i 0 1
0 0 −i 0 −1 0
0 i 0 0 −i 0
i 0 0 0 0 i
0 −1 i 0 0 0
1 0 0 −i 0 0
+ δ

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 (2.64)
mit den Eigenvektoren
|0,±〉 = ±Ak |xy,±〉+ |yz,∓〉+ i |xz,∓〉√
A2k + 2
|1,±〉 = |yz,±〉+ i |xz,±〉√
2
|2,±〉 = ∓Bk |xy,±〉+ |yz,∓〉+ i |xz,∓〉√
B2k + 2
(2.65)
und den dafür benutzten Abkürzungen Ak und Bk
Ak =
−1 + 2δ
λ
+
√
9 +
(
2δ
λ
)2
− 4δ
λ
2
Bk =
+1 +
2δ
λ
+
√
9 +
(
2δ
λ
)2
− 4δ
λ
2
.
(2.66)
Für die Eigenwerte ergeben sich folgende Ergebnisse:
E0 =
λ
4
1 + 2δ
λ
+
√
9 +
(
2δ
λ
)2
− 4δ
λ

E1 = −
λ
2
E2 =
λ
4
1 + 2δ
λ
−
√
9 +
(
2δ
λ
)2
− 4δ
λ
 .
(2.67)
Für den Fall ohne tetragonale Störung, also δ = 0 mit Ak = 1 und Bk = 2, redu-
zieren sich die Formeln aus 2.65 auf die Gleichungen, welche bereits in Abschnitt 2.1.4
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hergeleitet wurden:
|Jeff =
1
2
,±〉 = ± |xy,±〉+ |yz,∓〉+ i |xz,∓〉√
3
. (2.68)
Um den g-Faktor für eine tetragonale Störung in z-Richtung zu bestimmen wird die
Formel gz = 2 〈m`,ms|Lz + 2Sz |m`,ms〉 benutzt und für den konkreten Fall des Zustan-
des |0,−〉 berechnet:
gz = 2 ·
4− A2k
2 + A2k
. (2.69)
Für gx bzw. gy gilt analog gx = 2 〈m`,ms|Lx+2Sx |m`,ms〉, wobei hier nur die Zustände
〈0,+|Lx + 2Sx |0,−〉 einen Beitrag liefern. Dies ergibt:
gx = gy = 2 ·
A2k + 2Ak
2 + A2k
. (2.70)
In Abbildung 2.10 wird der starke Einfluss der Kristallfeldaufspaltung auf den g-
Faktor, die Eigenwerte und die Form der Orbitale dargestellt. Für die Spin-Bahn-Kopplung
wurde λ auf den Wert 0,5 eV gesetzt. Hierbei fällt auf, dass der g-Faktor von gz für den
Fall von δ = λ verschwindet. Physikalisch liegt in diesem Fall kein magnetisches Moment
mehr vor, da sich Spin- und Bahndrehmoment gegenseitig exakt auslöschen.
2.3 Orbitaler Reduktionsfaktor
Aufgrund von Kovalenz, also der Überlagerung von orbitalen Wellenfunktionen, kann
der Bahndrehimpuls L unter bestimmten Umständen abgeschwächt werden. Die Größe
dieser Abschwächung wird durch den sogenannten orbitalen Reduktionsfaktor k beschrie-
ben.
Allgemein gilt:
g = 2 〈ml,ms| kL + 2S |ml,ms〉 , (2.71)
wobei k in einem Intervall zwischen 0 und 1 vorkommen kann. Falls keine Reduktion
auftritt ist k = 1, wobei die Werte für k üblicherweise zwischen 1 und 0,8 liegen. Für
die g-Faktoren eines d5 Systems mit Niedrig-Spin Konfiguration (low spin) gilt folgende
modifizierte Gleichung 2.69:
g|| = (gs + 2k) cos
2(θ)− gs sin2 θ
g⊥ =
√
2k sin 2θ + gs sin
2 θ.
(2.72)
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Abbildung 2.10.: Einfluss der Kristallverzerrung δ auf die Eigenwerte, die Orbitale und
den g-Faktor. Oben links werden die Energiewerte der drei unterschiedlichen Eigenwerte
präsentiert. Im Falle keiner Verzerrung δ beträgt die Aufspaltung zwischen Jeff = 3/2
und Jeff = 1/2 genau 3/2λ. Im darunterliegenden Diagramm wird die Abhängigkeit der
g-Faktoren dargestellt. Hierbei wurde λ = 0,5 eV nach den experimentell ermittelten
Werten gesetzt. Auffällig ist hier die große Spannbreite von +4 bis hin zu −2 für gz. Auf
der rechten Seite erkennt man die quadrierten Orbitalfunktionen |0,±〉 aus Gleichung
2.65 als Funktion der tetragonalen Kristallfeldaufspaltung. Links wird der Oktaeder
gestaucht δ < 0, während er auf der rechten Seite gedehnt wird δ > 0. Die Zahlen α
neben den Orbitalen geben jeweils das Verhältnis der Spin-Up Komponente an, wobei
α|xy|2 + (1−α) · (|xz|2 + |yz|2) gilt. Aus Platzgründen wurde hier der (|xz|2 + |yz|2) Teil
nicht angegeben. Abbildung teilweise übernommen von Boseggia [27].
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wobei gs hier zur besseren Identifikation dem reinen Spin g-Faktor entspricht und θ
folgender Definition genügt5:
tan(2θ) =
√
8λ
λ+ 2δ
. (2.73)
Für den einfachen Fall ohne Verzerrung (θ = arctan(
√
8)/2 ≈ 35,29◦), vereinfacht sich
die Formel6 zu:
g =
∣∣∣∣−4k − gs3
∣∣∣∣ . (2.74)
In Abbildung 2.11 werden die g-Faktoren als Funktion des Winkels θ dargestellt. Ein
anderer relevanter g-Faktor ist der von Kupfer Cu2+ (d9), für den sich
g|| ≈ 2−
8kλ
∆
g⊥ ≈ 2−
2kλ
∆
(2.75)
ergibt. Die Werte betragen üblicherweise g|| ≈ 2,4 und g⊥ ≈ 2,1 [28].
Da später Pulverproben vermessen werden, sei an dieser Stelle noch die Formel für den
durchschnittlichen g-Faktor von zufällig verteilten Kristallen mit uniaxialer Symmetrie
genannt:
gMittel =
2
3
g⊥ +
1
3
g||. (2.76)
Es besteht ferner ein direkter Zusammenhang zwischen der Oxidation von Iridium im
Sauerstoff-Oktaeder und der Größe der Kovalenz. Eine höhere Oxidationstufe bedeutet
zunächst einmal weniger Elektronen im Zentralatom. Dies erhöht die Ladung und da-
mit die Anziehungskraft zwischen dem Zentrum und den Liganden. Dadurch wird die
durchschnittliche Distanz geringer und die Wellenfunktionen überschneiden sich stär-
ker. Es kommt folglich zu einer deutlich erhöhten Kovalenz zwischen den Liganden und
dem Zentralatom. Anschaulich kann dies in Abbildung 2.12 betrachtet werden, wo die
Abnahme der mittleren Distanz als Funktion der Oxidationsstufe aufgezeigt wird.
5Der Einfluss von λ und δ auf die Formeln 2.72 und 2.69 stammt aus zwei unterschiedlichen Quellen:
Abragam et al. [28] und Boseggia [27], weswegen die Formeln hier etwas unterschiedlich formuliert sind.
6In [28] findet man die Formel ohne Betrag. Im Endeffekt spielt das Vorzeichen keine Rolle, da die ESR
nicht zwischen positivem und negativem g-Faktor differenzieren kann.
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Abbildung 2.11.: Abhängigkeit der g-Faktoren g|| und g⊥ vom orbitalen Reduktions-
faktor k und der orthorombischen Störung θ. In dieser Abbildung wurde k = 0,8 gesetzt.
Abbildung nach Abragam et al. [28].
Abbildung 2.12.: Abstand von Ir-O als Funktion der Oxidationszahl. Hierbei steigt
die Kovalenz mit zunehmender Oxidation während der orbitale Reduktionsfaktor k fällt.
Messdaten von Choy et al. [29].
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2.4 Fitfunktion
Die Netzwerkanalysatoren7 sind in der Lage, nicht nur die Amplitude, sondern auch die
Phasenänderung eines Signals zu messen. Rein physikalisch betrachtet sind Absorption
χ′′ und Dispersion χ′ zwei separate Größen. Beide lassen sich zusammen als dynamische
Suszeptibilität in der Formel
χ = χ′ + iχ′′ (2.77)
ausdrücken, wobei sich Absorption und Dispersion mit Hilfe der Lorentzfunktion schrei-
ben lassen:
χ′Lorentz(H,A, Hres,∆H) =
A
π
H −Hres
(H −Hres)2 + (∆H)2
χ′′Lorentz(H,A, Hres,∆H) =
A
π
∆H
(H −Hres)2 + (∆H)2
.
(2.78)
Hres entspricht hierbei der Resonanzposition, ∆H der Linienbreite und A der Amplitude.
In der Praxis durchlaufen die Radiowellen zwischen Sender und Empfänger eine kom-
plexe geometrische Umgebung, in der sich Absorption und Dispersion des Messsignales
vermischen können. Die ganze Anordnung aus Probe und Wellenleiter lässt sich ma-
thematisch wie ein RLC-Schaltkreis mit komplexer Impedanz beschreiben. Siehe hierzu
Abbildung 2.13.
Abbildung 2.13.: RLC Schaltkreis als mathematisches Analogon zur Beschreibung der
Absorption und Dispersion einer ESR-Versuchsanordnung.
Diese Impedanz besitzt eine starke Abhängigkeit von der Versuchsanordnung und der
Frequenz. Wenn man die Größen χ′′ und χ′ in der komplexen Ebene gegeneinander
aufträgt, ergibt dies im idealen Fall ohne Mischung einen Kreis mit dem Durchmesser
d = χ′′(Hres) = 2χ
′(Hres−∆H) welcher die x-Achse tangiert. Die komplexe Impedanz des
Wellenleiters wirkt wie ein Verschiebungsvektor der den Kreis χ um einen konstanten
Vektor I versetzt. Dies wird in Abbildung 2.14 schematisch dargestellt. Hierbei wird
7Rein theoretisch wäre dies auch mit einem X-Band Spektrometer möglich. Von dieser Möglichkeit wird
aber kein Gebrauch gemacht.
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Abbildung 2.14.: Allgemeine Fitprozedur für die Hochfrequenzmessungen. Die kreis-
förmige Datendarstellung in der Mitte entsteht, wenn man χ′ und χ′′ als Funktion von
H gegeneinander aufträgt. Im Falle keiner Mischung (I0 = 0, θ = 0), berührt der Kreis
die x-Achse. Wenn es zu einer komplexen Verschiebung kommt, wird der Kreis um den
Translationsvektor I = I0(sin θ + i cos θ) verschoben. Hier beispielhaft dargestellt für
I0 = 7 und θ = −50◦. Unten links in den beiden inneren Diagrammen ergibt sich daraus
der zu erkennende Intensitäts- und Phasenverlauf. Nach Schaufuß [30].
Abbildung 2.15.: Veränderungen des Intensitätsverlaufs als Funktion des Mischungs-
winkels θ. Hierbei wird die Funktion 2.82 in der Lorentzform benutzt und Boff = 0,
Coff = 0 und Hres = 0 gesetzt.
33
2. Theorie
exemplarisch ein Winkel Θ = 70◦ und eine Intensität I0 = 7 angelegt. Man erkennt wie
der Kreis sich verschiebt und Amplitude und Phase sich miteinander vermischen. Die
Vermischung des Signals wird in der Abbildung 2.14 durch das Amplituden- und Phasen-
Diagramm dargestellt. Später bei der Anwendung auf experimentelle Daten, kann die
Intensität I0 vernachlässigt werden, da diese nur einen konstanten Beitrag liefert, welcher
bei jeder realen Messung vorkommt.
Die genaue Formel für eine gemischte Amplitude lässt sich wie folgt formulieren:
A =
√
(I0 sin θ + χ′)2 + (I0 cos θ + χ′′)2. (2.79)
Diese Formel kann wiederum für I0  d vereinfacht werden zu:
A ≈
√
I20 + 2I0(χ
′ sin θ + χ′′ cos θ) ≈ I0 + χ′ sin θ + χ′′ cos θ. (2.80)
Für das Mischungsverhältnis der Phase gilt:
tanφ =
I0 sin θ + χ
′
I0 cos θ + χ′′
. (2.81)
Damit ist die allgemeine Fitfunktion für die Messungen im Hochfeldspektrometer gege-
ben durch:
F (H,Hres,∆H,A, Boff, Coff) =
χ′(H,Hres,∆H,A) sin(θ) + χ′′(H,Hres,∆H,A) cos(θ) +Boff ·H + Coff. (2.82)
Hierbei entspricht Coff einer konstanten Verschiebung, die sich aufgrund von Reflexionen
im Wellenleiter und thermischen Rauschen auch nicht vermeiden lässt. Boff entspricht
einer linearen Verschiebung, die häufig bei einem temperaturinstabilem Wellenleiter zu
beobachten ist. Abbildung 2.15 zeigt die unterschiedlichen Signale als Funktion des Mi-
schungswinkels θ.[30]
Insgesamt ist der Wellenleiter knapp 4m lang, wobei das obere Drittel sich bei Zim-
mertemperatur und der untere Teil in einer kryogenen Umgebung befindet. Bei einer
einfachen Überschlagsrechnung mit Messing als Wellenleitermaterial mit einem Ausdeh-
nungskoeffizienten von 1,8 · 10−5 K−1 [31], ergibt sich so eine Ausdehnung des Wellen-
leiters von einigen Millimetern. Selbst wenn der ganze Aufbau sehr viel Zeit zur Tem-
peraturstabiliserung hat und damit das System eigentlich im thermischen Gleichgewicht
ist, können bei sehr tiefen Temperaturen auch die Mikrowellen selbst den Probenstab
um wenige Kelvin erwärmen und zu einer erneuten Destabilisierung führen. Um aus
Gleichung 2.82 die Amplitude des Signals zu extrahieren, müssen die Ergebnisse der
Parameter in
A = χ′(HFitres ,∆HFit,AFit) sin(θFit) + χ′′(HFitres ,∆HFit,AFit) cos(θFit) (2.83)
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eingesetzt werden.[30]
Um das Spektrum zurück zu rotieren und damit das Signal zu erhalten, wie es „ohne“
Wellenleiter aussehen würde, schreibt man Formel 2.83 als folgendes Gleichungssystem:
Ay = χ′ sin(θ) + χ′′ cos(θ)
Ax = −χ′ sin(θ + π/2) + χ′′ cos(θ + π/2)
= χ′ cos(θ)− χ′′ sin(θ).
(2.84)
Dieses lässt sich nach χ′ und χ′′ umformulieren:
Ay cos θ −Ax sin θ = χ′′(cos2 θ + sin2 θ)=χ′′
Ay sin θ −Ax cos θ = χ′(cos2 θ + sin2 θ) =χ′.
(2.85)
In diesem Abschnitt wurden bisher alle Rechnungen auf Basis der Lorentzfunktionen
durchgeführt. Es ist allerdings möglich, und oft angemessener, die Gaußfunktionen
χ′Gauß(H,A, Hres,∆H) =
A√
2π∆H
(H −Hres) exp
(
−(H −Hres)2
2(∆H)2
)
χ′′Gauß(H,A, Hres,∆H) =
A√
2π∆H
exp
(
−(H −Hres)2
2(∆H)2
) (2.86)
zu benutzen. Die konkreten Unterschiede zwischen der Gauß- und Lorentzform und ihre
Verwendung werden im nächsten Abschnitt (2.4.1) erläutert.
2.4.1 Einflüsse auf die Linienform
Bis zu diesem Abschnitt wurden nur die Effekte beschrieben, welche einen Einfluss auf
die Resonanzposition bzw. den g-Faktor haben. Den Einfluss auf die Linienform, also
die Linienbreite und die temperaturabhängige Amplitude, werden in diesem Abschnitt
beschrieben.
Die natürliche Linienbreite kann aufgrund der Unschärferelation mit ∆f∆t ≈ 1 in
erster Näherung gut approximiert werden [25, S. 9]. Zusätzlich gibt es noch die Ver-
breiterungen der Linien aufgrund von Wechselwirkungen mit der Umgebung. Hierbei
wird zwischen zwei Relaxations-Zeiten unterschieden, die beide einen unterschiedlichen
physikalischen Ursprung haben und bereits in Abschnitt 2.1.1 eingeführt wurden: Zum
einen die Zeit T̃1, welches die Dauer der kohärenten Wechselwirkung mit dem Umge-
bungsgitter angibt. Zum anderen die Zeitdauer T̃2, welche die Interaktionen der Spins
untereinander beschreibt, auch Spin-Spin-Relaxationszeit oder transversale Relaxtions-
zeit genannt. Prinzipiell gilt, dass sich die Linienbreite aus beiden Zeiten zusammensetzt.
Für Festkörper gilt aber meistens T̃1  T̃2, da T̃2 die Gesamtenergie der einzelnen Spins
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kaum ändert, während bei T̃1 die Energie an den Kristall abgegeben wird. Daraus folgt:
∆H ∝ 1
T̃2
. (2.87)
In Spinsystemen, in denen die einzelnen Spins unabhängig sind, geht T̃2 gegen unendlich
und die Linienbreite wird sehr schmal. Ein gutes Beispiel hierfür ist die Standardreferenz-
probe DPPH. Falls die Elektronen hingegen stark miteinander gekoppelt sind, verbreitet
sich die Linie sehr stark und T̃2 geht gegen Null.
Die Gründe für die Verbreiterung können sowohl homogen als auch inhomogener Her-
kunft sein. Die homogene Verbreiterung entsteht durch die intrinsische Linienbreite die
jedes Elektron im Einzelnen besitzt. Systeme mit homogener Verbreiterung lassen sich
mit Hilfe einer Lorentzfunktion, wie in Formel 2.78, beschreiben. Falls nicht alle Spins ei-
ner Probe die gleiche Resonanzfrequenz aufweisen, ergibt sich aus unzählig vielen leicht
verschobenen Lorentzfunktionen eine resultierende Gaußfunktion wie in Formel 2.86.
Ursachen hierfür können unterschiedliche Resonanzfelder aufgrund eines inhomogenen
Magnetfeldes sein. Möglich sind auch nicht aufgelöste Hyperfeinstrukturen, Unordnung
im Kristallgitter oder eine anisotrope Dipol-Dipol-Wechselwirkung.
Die Linienbreite hängt damit stark von den Korrelationen der Spins ab und kann sich
auch mit der Temperatur oder dem Winkel zwischen Probe und Magnetfeld verändern.
So kann bei einer Veränderung der Linienbreite als Funktion der Temperatur darauf
geschlossen werden, dass die Stärke der Spin-Wechselwirkungen ebenfalls temperaturab-
hängig ist.
Abbildung 2.16.: Abhängigkeit von q für die Tsallianfunktion. Für q = 1 ergibt sich
die Gaußfunktion und für q = 2 die Lorentzfunktion. Wie aus der Abbildung ableitbar,
werden die Ausläufer bei steigendem q und konstanter Amplitude A bzw. Linienbreite
∆H immer größer. Die Wölbung bzw. das vierte Moment nimmt somit zu.
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Möglich sind auch Mischungen von Gauß- und Lorentzform oder ein starkes Exchange
Narrowing, dass das vierte Moment der Verteilung beeinflusst. In diesem Fall verwendet
man die sogenannte Tsallian-Funktion, welche sich aus einer komplizierten Verallge-
meinerung beider Funktionen ergibt [1]. Für einen Überblick über die drei genannten
Funktionen siehe Tabelle 2.2.
Funktion Gauß Lorentz Tsallian
Anwendungen
-Dipol-Dipol Interaktionen
-inhomogenes Magnetfeld
-Überlagerung vieler
Komponenten
-Keine Korrelations-Effekte
-Relaxation bestimmend
-Keine Hyperfineinaufspaltung
-Starkes Exchange Narrowing
-Mischung aus Gauß und Lorentz
Art Verteilung inhomogen homogen Mischung
Formel
A√
2π∆H
· exp
(
−(H −Hres)2
2(∆H)2
)
A
π
∆H
(H −Hres)2 + (∆H)2
Ymax
[
1 + (2q−1 − 1)
(
H −Hres
(∆H)
)2]1/(1−q)
Ymax =
√
2q−1 − 1
(∆H)β(1
2
, 1
q−1 −
1
2
)
β(x, y) =Betafunktion, q ∈ (1,∞)
Tabelle 2.2.: Übersicht über die verschiedenen Fitfunktionen in ESR-Experimenten.
Für eine Darstellung der verschiedenen Funktionen siehe Abbildung 2.16. Definition der
Funktionen nach Williams [1].
2.4.2 Temperaturabhängigkeit
Im Folgenden wird die Temperaturabhängigkeit der Zustandsniveaus hergeleitet. Hierbei
wird ein S = 1/2 System mit N Elektronen in einem statischen Magnetfeld H angenom-
men. Aufgrund der Zeemanaufspaltung entstehen zwei verschiedene Energieniveaus: zum
einen der angeregte Zustand Nβ und zum anderen der Grundzustand Nα. Im thermi-
schen Gleichgewicht gibt es einen kleinen Überschuss im α Zustand. Für das Verhältnis
Abbildung 2.17.: Auftrennung der Spinzustände eines S = 1/2 Systems in einem Ma-
gnetfeld und deren Besetzung nach dem Boltzmann-Gesetz. Schematisch sind im oberen
Zustand vier Spins und im unteren fünf Spins enthalten. Daraus folgt ein Nettomoment
von einem Spin. Die gestrichelte Linie repräsentiert die Nulllage.
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von α zu β ergibt sich nach Boltzmann:
Nβ
Nα
= exp
(
−gµBµ0H
kBT
)
≈︸︷︷︸
(kBT>>gµBµ0H)
1− gµBµ0H
kBT
. (2.88)
Die Summe der Spins aus Grundzustand und angeregtem Zustand entspricht der Ge-
samtspinanzahl, also Nβ +Nα =N . Die Besetzung der beiden Niveaus ist ungefähr
gleich und die Anzahl der Spins in α beträgt somit 1/2N + (gµBµ0H/2kBT ) und in
β 1/2N − (gµBµ0H/2kBT ). Das magnetische Moment der Spins entlang des angelegten
Magnetfeldes zeigt entweder in Richtung +1/2gµB oder −1/2gµB. Daraus resultiert das
magnetische Gesamtmoment:
M =
1
2
N
(
1 +
gµBµ0H
2kBT
)
· 1
2
gµB −
1
2
N
(
1− gµBµ0H
2kBT
)
· 1
2
gµB
=
Ng2µ2Bµ0H
4kBT
.
(2.89)
Weiterhin gilt M = χµ0H, wobei χ die magnetische Suszeptibilität beschreibt. Daraus
folgt, dass die Spinsuszeptibilität für ein System mit einem Spin von 1/2 χ = N g
2µ0µ2B
4kBT
beträgt. Die Formel für die Suszeptibilität lässt sich ferner für eine beliebige Spinmulti-
plizität verallgemeinern:
χ = N
g2µ0µ
2
BS(S + 1)
3kBT
=
C
T
. (2.90)
C steht hier für die Curie-Konstante. Für ein System mit g = 2 und einem Magnet-
feld von 1T beträgt die Energie gµBµ0H ungefähr 0,11meV, bzw. 1,3K. Somit ist die
Bedingung kBT  gµBµ0H für die meisten Fälle erfüllt. [25, S. 5]
In vielen Fällen können auch Spin-Wechselwirkungen auftreten, die den Verlauf der
Curieformel verändern. Ein Maß für die Größe dieser Wechselwirkungen ist die Curie-
Weiss Temperatur θCW, die die Formel 2.90 um eine zusätzliche Konstante erweitert zu:
χ =
C
T − θCW
. (2.91)
Falls die Curie-Weiss Temperatur negativ ist (θCW < 0), liegt eine antiferromagnetische
Wechselwirkung vor, ist sie positiv (θCW > 0), wechselwirken die Spins ferromagne-
tisch. Wie sich die (inverse) Suszeptibilität als Funktion der Temperatur verhält, wird
in Abbildung 2.18a (2.18b) gezeigt. Die Auswirkungen langreichweitiger oder statischer
Ordnungen auf die magnetische Suszeptibilität werden in dieser Darstellung vernachläs-
sigt.
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(a) (b)
Abbildung 2.18.: Curie-Weiss Gesetz für einen Paramagneten (θCW = 0), einen Ferro-
magneten (θCW > 0) und einen Antiferromagneten (θCW < 0). Abbildung (a) zeigt den
Verlauf als χ(T ) und (b) in der inversen Darstellung χ−1(T ).
2.5 Iridate
Iridium, nach dem altgriechischen Wort für „regenbogenartig“, gehört zur Klasse der 5d
Übergangsmetalle. Es besitzt die besonderen Merkmale einer enorm hohen Dichte von
22,56 g/cm3 sowie die höchste je gemessene Oxidationszahl von +9 [32].
Nach Formel 2.47 steigt die Spin-Bahn-Kopplung mit der vierten Potenz von Z an.
Damit beträgt die Stärke der Kopplung 3
2
λ für Iridium ungefähr 0,5 eV [33]. Für Kupfer
mit der Ordnungszahl Z = 29 beträgt λ im Vergleich nur 0,01 eV. Aufgrund dieser ge-
ringen Größe sind die Effekte der Spin-Bahn-Kopplung in vielen Fällen vernachlässigbar
und nur in Störungsrechnung zweiter Ordnung relevant. In 3d-Materialen kann zudem
in vielen Fällen davon ausgegangen werden, dass das orbitale Moment stark unterdrückt
wird. Vergleiche hierzu Formel 2.9. In 5d-Materialen kann die Spin-Bahn-Kopplung je-
doch nicht mehr vernachlässigt werden, da die Wechselwirkungen deutlich ausgeprägter
und die Gittersymmetrie erheblich an Einfluss gewinnt.
Ein Grund für die verminderten Elektronenkorrelationen sind die ausgedehnten Or-
bitale, welche in einem 5d-System weitaus stärker expandieren als in einem 3d-System.
In Abbildung 2.19 erkennt man, wie die Maxima der Aufenthaltswahrscheinlichkeit zwi-
schen 3d und 5d um circa das Vierfache auseinander ragen. Die erhöhte Ausdehnung
wiederum hat eine geringere Elektronendichte zur Folge, wodurch die Wechselwirkung
der Elektronen (U) abnimmt. Durch die erweiterte Ausdehnung vergrößert sich zudem
die Kristallfeldaufspaltung, was zur Folge hat, dass die 5d Elemente im Niedrig-Spin8
Zustand anzutreffen sind. Für die energetische Aufspaltung E(eg)-E(t2g) von Kobalt
und Kupfer ergibt sich ungefähr ein Energiebetrag von 20meV und 25meV [28, S. 378],
während die Aufspaltung für Iridium 2 eV-4 eV beträgt [34, 35]. Wie in Abschnitt 2.2
bereits angenommen, können die eg-Zustände für Iridium oft vernachlässigt werden und
es ergibt sich ein effektives Bahndrehmoment von Leff = −1. Zusätzlich verursachen
8low spin
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Abbildung 2.19.: Dichte der Aufenthaltswahrscheinlichkeiten der Orbitale für 3d, 4d
und 5d Systeme. Man erkennt, dass die Größe der Orbitale mit zunehmender Ordnung
der Atomschale n zunimmt, während gleichzeitig die maximale Dichte abnimmt. Der
Radius ist als in vielfaches des Bohrschen Radius a0 dargestellt und Z entspricht der
Kernladungszahl. Formeln nach Blundell [7, S. 207].
Abbildung 2.20.: Ausschnitt der Übergangsmetalle aus dem Periodensystem. Hierbei
fällt die Elektronenkorrelation U mit steigender Reihe, während die Spin-Bahn-Kopplung
λ mit Z4 stark zunimmt. In 5d Elementen sind U und λ ungefähr gleich ausgeprägt.
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die ausgedehnten Wellenfunktionen eine Überlagerung benachbarter Orbitale, was die
elektronische Bandbreite stark erhöht [36].
Die starke Spin-Bahn-Kopplung geht einher mit einer schwachen Elektronenwechsel-
wirkung, deren Energiebeitrag in der gleichen Größenordnung liegt (U ≈ 1 eV − 2 eV)
[37]. Zuletzt liegt der Parameter des Austauschintegrals (Hopping-Parameter) tij in der
gleichen Größenordnung wie die bereits genannten Effekte. Es sei noch angemerkt, dass
in tij das Gitter, die Orbitale und auch die Bandstruktur kodiert sind und dieser Faktor
somit den Grundzustand erheblich beeinflussen kann. Daraus ergibt sich die für Iridate
wichtige Gleichung:
tij ≈ λ ≈ U. (2.92)
Der allgemeine Hamiltonoperator kann wie folgt formuliert werden [35]:
H =
∑
i,j,α,β
tij,αβc
+
iαcjβ + h.c.+ λ
∑
i
LiSi + U
∑
i,α
ni,α(ni,α − 1). (2.93)
Dabei bezeichnet c und c+ den Vernichtungs- bzw. Erzeugungsoperator und n repräsen-
tiert den Besetzungsoperator. Diese unterschiedlichen Energiebeiträge von vergleichba-
rer Größenordnung erzeugen ein reichhaltiges Spektrum an physikalischen Effekten und
werden in Abschnitt 2.5.2 behandelt.
2.5.1 Gesamtaufspaltung von Iridium im d5-Zustand
Die Gesamtaufspaltung der Energieniveaus für Ir4+ ergibt sich aus der Kristallfeldauf-
spaltung (Abschnitt 2.1.3) und der Spin-Bahn-Kopplung (Abschnitt 2.1.4.3). Eine Über-
sicht aller Aufspaltungseffekte wird in Abbildung 2.21 präsentiert.
Zusätzlich zum Schema der Energieaufspaltung, lassen sich die Auswirkungen der un-
terschiedlichen physikalischen Effekte auch im Bändermodell erläutern. Der erste Effekt
nach der Kristallfeldaufspaltung zeigt die Fermigrenze mittig im t2g-Band. Dieses t2g-
Band teilt sich weiter durch die Spin-Bahn-Kopplung in ein breites Jeff = 3/2-Band
und ein schmaleres Jeff = 1/2 auf. Erstgenanntes liegt weit unterhalb des Ferminive-
aus, während das Jeff = 1/2-Band das Ferminiveau durchkreuzt. Die letzte Auswirkung
auf die Bänder verursachen die Elektronenkorrelation U welche das Jeff = 1/2-Band
in ein oberes (OHB) und unteres Hubbard-Band (UHB) aufteilt, und somit aus dem
metallischen Zustand einen sogenannten Mott-Hubbard Isolator erzeugt. Der Abstand
zwischen den beiden letztgenannten Bändern beträgt ungefähr U = 500 meV [39] und
wurde auszugsweise in folgenden Iridaten gemessen: Sr2IrO4 [40], Ba2IrO4 [41], CaIrO3
[42] oder (Na/Li)2IrO3 [43].
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Abbildung 2.21.: Aufspaltung eines d5-Systems mit starker Spin-Bahn-Kopplung und
oktaedrischer Kristallfeldaufspaltung. Im oberen Bild wird die Aufspaltung anhand der
Energieniveaus gezeigt, während im unteren Teil das Bändermodell verwendet wur-
de. Als erster Effekt greift hier links die Kristallfeldaufspaltung, dann die Aufspaltung
aufgrund der Spin-Bahn-Kopplung und schließlich noch die Aufspaltung, welche durch
die Elektron-Elektron-Wechselwirkungen (nur Bändermodel) hervorgerufen wird. Hier-
bei bezeichnen OHB und UHB jeweils das Obere und Untere Hubbard Band. Da das
Ferminiveau zwischen den beiden Bändern OHB und UHB angesiedelt ist, liegt dement-
sprechend ein isolierender Zustand vor. Abbildung nach B. J. Kim et al. [38].
2.5.2 Beispiele
Im Folgenden wird ein kleiner Auszug der physikalisch relevanten Effekte der Iridate
erläutert. Ein Teil dieser Beispiele findet sich in dem Phasendiagramm aus Abbildung
2.22 wieder.
Für den einfachen Fall t  U, λ = 0 liegt ein einfaches Metall vor und die Elek-
tron-Elektron-Wechselwirkungen können vernachlässigt werden. Im umgekehrten Fall
von t  U, λ = 0 liegt ein sogenannter Mott-Isolator vor, in dem infolge der starken
Couloumb-Abstoßung die Elektronen lokalisieren. Aufgrund der großen Abstoßung wird
das Energieband an der Fermikante aufgeteilt und transformiert dadurch ein Metall zu
einem Isolator.
Wenn bei einem Mott-Isolator mit einem hexagonalen Gitter λ erhöht wird, erreicht
man den Bereich, in dem Spinflüssigkeiten vermutet werden. So wurde lange disku-
tiert, ob in Na2IrO3 eine solche Realisierung vorkommt [44, 45, 46, 47]. Ausgehend vom
Kitaev-Modell [18], ergeben sich in diesem Modell für bestimmte Parameter frustrierte
Grundzustände. Allerdings hat sich in den letzten Jahren gezeigt, dass das Model oft
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Abbildung 2.22.: Phasendiagramm der Coulomb-Abstoßung U gegen die Spin-Bahn-
Kopplung λ. Beide Parameter sind jeweils im Verhältnis zum Hopping-Parameter t an-
gegeben. Für kleine Werte von U/t und λ/t liegt ein einfacher Bandisolator oder Metall
vor. Für steigende Werte von U/t entsteht dann aufgrund der starken Elektron-Elektron-
Wechselwirkung irgendwann ein Mott-Isolator. Wenn zusätzlich die SBK erhöht wird,
ergeben sich je nach Stärke von U beispielsweise eine Spin-Flüssigkeit oder ein topolo-
gischer Isolator. Abbildung nach Witczak-Krempa et al. [35].
mit zusätzlichen Heisenberg-Spin-Termen erweitert werden muss, um die experimentel-
len Daten erklären zu können [48, 49].
Ein anderes interessantes Modell bietet der sogenannte Quantenspinkompass, welcher
in CaIrO3 vermutet wird [50, 51]. In diesem Modell ist die Spinkopplung inhärent von
der Orientierung abhängig. Das heißt, es besteht ein energetischer Unterschied zwischen
parallel orientierten Spins, die in unterschiedliche Richtungen zeigen. Dies steht im Ge-
gensatz zum normalen Heisenbergmodell −J ~Si · ~Sj, wo nur entscheidend ist, wie die
Spins untereinander orientiert sind. Wenn αi,j der Winkel eines Spins zur y-Achse ist,
so gilt für die Energie einer Spinkette auf der x-Achse im Quantenspinkompassmodell
E ∝ − sin(αi,j)2 und für das Heisenbergmodell E ∝ − cos(αi − αj). Siehe Abbildung
2.23 für einen Vergleich zwischen Quantenspinkompass und Heisenbergmodell.
(a) Quantenspinkompass (b) Heisenbergmodell
Abbildung 2.23.: Schematische Darstellung der Unterschiede zwischen dem Quan-
tenspinkompasses und dem Heisenbergmodell. Der Vergleich bezieht sich dabei auf die
potenzielle Energie.
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Für eine große Spin-Bahn-Kopplung bei kleinem U ergibt sich ein Halb-Metall oder ein
topologischer Isolator. Letzteres ist ein Festkörper bei dem die Oberfläche stromleitend
ist, während das Innere (bulk) sich wie ein Isolator verhält [35].
Das letzte Beispiel gilt dem besonders gut untersuchten Ruddelesden-Popper Iridat
Srn+1IrnO3n+1 [35, 36, 52]. Insbesondere ist hier das Iridat mit n = 1 Sr2IrO4 zu er-
wähnen, da dieses eine strukturelle Ähnlichkeit mit der Muttersubstanz La2CuO4 eines
Hochtemperatursupraleiters aufweist. Dabei sind sowohl das Kuprat als auch das Iridat
ein Nichtleiter mit einer antiferromagnetischen Spinstruktur. Der Wert der Austausch-
konstante J für Sr2IrO4 liegt bei einem vergleichsweise hohen Wert von ≈ 700K bis
1000K. Als Kontrast dazu liegt der Wert im Kuprat etwas darunter. Die Ladungslücke
beträgt ungefähr ∆c ≈ 4000K bis 7500K [53, 54]. Mit Hilfe inelastischer Röntgenbeu-
gung (RIXS) konnte die Jeff = 1/2-Natur des Ir4+ bewiesen werden und zugleich eine
Spinwellendispersion bestätigt werden [53, 54, 55, 56]. Ebenfalls von Bedeutung ist der
Übergang von einem Isolator mit n = 1, welcher aufgrund starker SBK und großem U
entsteht, hin zu einem Leiter n =∞ bei dem die Bandbreite so groß ist, dass die beiden
aufgeteilten Hubbard-Bänder wieder verschmelzen [57]. Der Zusammenhang zwischen
Sr2IrO4 und La2CuO4 war zudem die führende Motivation, sich intensiver mit Iridaten
zu beschäftigen und die Ruddelesden-Popper-Serie zu dotieren. Möglicherweise wäre da-
mit ein Supraleiter auf Iridiumbasis gefunden [58, 59, 60]. Bis dato konnte allerdings
kein supraleitendes Verhalten in dieser Klasse von Iridaten nachgewiesen werden [52].
Für eine kurze, aber gute Übersicht der Eigenschaften von Srn+1IrnO3n+1 sei der Leser
auf Biswas et al. [36] verwiesen.
Zusammenfassend lässt sich festhalten, dass Iridate auf Basis ihrer vergleichbaren
Energiebeiträge und ihrer komplexen Überlagerung zwischen Bahn- und Spinmoment
eine sehr effektreiche Stoffklasse für die Untersuchungen von Magnetismus unter starker
Spin-Bahn-Kopplung darstellen.
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3 Experimenteller Aufbau
3.1 ESR Geräte
Für die ESR-Messungen wurden drei unterschiedliche Spektrometer mit unterschiedli-
chen Vor- und Nachteilen benutzt.
Zunächst das X-Band Spektrometer, welches nur bei einer Frequenz von knapp 10GHz
operieren kann. Der Vorteil dieses Gerätes liegt in der hohen Mikrowellenintensität auf-
grund der speziellen Resonatorarchitektur und der Möglichkeit zu winkelabhängigen
Messungen. Von Nachteil ist allerdings der stark eingeschränkte Frequenzbereich, der
keine Untersuchungen von Anisotropielücken ermöglicht. Um einen großen Frequenzbe-
reich abzudecken, werden hingegen Netzwerkanalysatoren verwendet, die bis zu maximal
1THz operieren können. Mit diesen Netzwerkanalysatoren können naheliegende Reso-
nanzen mit einem geringen Unterschied im g-Faktor differenziert werden. Des Weite-
ren können Anregungslücken durch Messungen mehrerer unterschiedlicher Frequenzen
erfasst werden. Ein weiterer Vorteil dieser Analysatoren geht einher mit den verwende-
ten Kryostaten, die eine sehr hohe Temperaturstabilität bei sehr tiefen Temperaturen
(<10K) gewährleisten. Ein nicht zu unterschätzender technischer Vorteil besteht zudem
in der zum Teil automatisierten Messprozedur über die Steuerung mit LabView . Im
Folgenden werden die Messgeräte noch etwas eingehender behandelt.
3.1.1 X-Band Spektrometer
Aus historischen Gründen liegen die meistbenutzten Frequenzen für ESR im sogenannten
X-Band Mikrowellenspektrum und reichen von 8GHz bis 12GHz [8]. Für die Experi-
mente wurde dabei ein kommerzielles EMX Spektrometer von Bruker Biospin benutzt.
Mit wassergekühlten Magneten erreicht das Gerät ein Magnetfeld von bis zu 0,9T bzw.
einen g-Faktor von minimal 0,75. Der Resonator oder die Kavität des Gerätes ist opti-
miert für eine Frequenz von 9,6GHz und erreicht einen Gütefaktor von bis zu Q = 3500.
Die höchste Intensität befindet sich hierbei in der Mitte des Resonators, da die stehen-
de Welle in einer TEM103 Konfiguration vorliegt. Siehe hierzu Abbildung 3.1 für einen
schematischen Aufbau der kompletten experimentellen Anlage.
Um die Probe in das Zentrum des Resonators zu bringen, gibt es zwei Optionen: Für
pulverartige Proben wird hierbei ein langes Quarzröhrchen benutzt, während ausreichend
große Kristalle auf ein Quarzplättchen geklebt werden können. Um Einkristalle zu drehen
und damit eine mögliche Anisotropie zu bestimmen, befindet sich auf dem Resonator
ein Goniometer zur Bestimmung des Winkels.
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Abbildung 3.1.: Skizze der X-Band Geräteanordnung. Das flüssige Helium wird mit
Hilfe der Heliumpumpe aus der Heliumkanne gesaugt und die Flussrate dabei über das
He-Pumpventil gesteuert. Die Vakuumpumpe auf der linken Seite dient dabei zur Erstel-
lung eines Vakuums in der Temperaturaustauschkammer. Bei Verwendung des Heizers
kann über die Temperaturkontrolle die gewünschte Temperatur eingestellt werden. Zur
Kühlung der Magnete wird Leitungswasser benutzt. Damit im Wellenleiter kein Wasser
kondensiert, wird flüssiger Stickstoff aus der N2-Kanne unter Verwendung eines Heizsta-
bes erwärmt und in den Wellenleiter geführt. Die Geräteanordnung im Bild entspricht
grob der tatsächlichen Anordnung im Labor, wobei die jeweilige Größe der einzelnen
Geräte allerdings nicht maßstabsgerecht abgebildet wird.
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Die Probe wird unter Verwendung von Helium bis auf eine Temperatur von 3,7K
herunter gekühlt und kann mit einem Heizer im Kryostat auf die gewünschte Temperatur
eingestellt werden. Das flüssige Helium wird hierbei aus einer Heliumkanne direkt in das
Kryostat gepumpt.
Die Intensität der Probe wird im X-Band Spektrometer nicht direkt gemessen, sondern
deren Ableitung. Hierzu wird, wie in Abbildung 3.2 gezeigt, zusätzlich zu dem angelegten
„statischem“ Feld B0 ein kleines, aber schnell wechselndes Magnetfeld im Bereich von
10 kHz bis 100 kHz B1 hinzuaddiert. Diese zusätzliche kleine Varianz im Magnetfeld ist
dabei proportional zur Steigung der Intensität, was mathematisch gerade der Ableitung
entspricht. Die Vorteile dieser Messmethode liegen in einem höheren Signal-Rausch-
Verhältnis und einer höheren Sensitivität.
Abbildung 3.2.: Darstellung des Modulationsprinzips. Im oberen Diagramm wird die
tatsächliche Intensitätsverteilung gezeigt. Durch zusätzliches Anlegen eines kleinen mag-
netischen Wechselfeldes B1 sin(t) ergibt sich als effektive Messung die Ableitung der
Intensitätsfunktion f(B).
3.1.2 Referenzmessung mit Rubin
Die Intensität eines ESR-Signals ist direkt proportional zur Anzahl der Spins N und
damit zur Fläche A der Absorptionskurve. Um die Relation zwischen Absorptionsflä-
che und Spinanzahl zu bestimmen und damit letztendlich auch die Spinsuszeptibilität,
bedarf es einer Messung einer Referenzprobe mit bekannter Anzahl an Spins. Die ex-
perimentelle Vorgehensweise sowie die dazugehörige theoretische Herleitung werden in
diesem Abschnitt beschrieben.
48
3.1. ESR Geräte
3.1.2.1 Experimentelle Grundlagen
Für die ganze Prozedur werden zwei Rubinkristalle (Al2O3) mit Chromdotierung und
bekannter Anzahl an Spins verwendet. Hierfür stehen ein stabförmiger Kristall (SFK)
mit N0 und ein plättchenförmiger Kristall (PFK) mit N1 zur Verfügung. Nun wird der
PFK auf ein Quarzsubstrat geklebt und wie gewöhnlich im Zentrum des Resonators plat-
ziert, ergo dem gleichen Ort, an dem später auch die eigentliche Probe gemessen wird.
Der SFK hingegen befindet sich am Ende eines Quarzglasröhrchens und wird vorn in den
Resonator geschoben. Siehe hierzu die Abbildungen 3.4, wo jeweils die beiden Kristalle
an ihren Haltern sowie die endgültige Lage des SFK gezeigt werden. Je nach erwartetem
Signal der Referenzprobe, wird der SFK so gedreht, dass die eigentlichen Mess- und Re-
ferenzsignale möglichst günstig voneinander getrennt sind. Die Winkelabhängigkeit der
Intensitäten der Rubinkristalle sind in [20] und [19] protokolliert. Hierbei ist zu beach-
ten, dass die ESR-Signale des Kristalls eine extrem starke Winkelabhängigkeit besitzen
und es mehrerer Versuche bedarf, bis der Kristall sich in einer zufriedenstellenden Po-
sition befindet. Anschließend wird ein Spektrum aufgenommen und die Intensität der
SFK und PFK Signale verglichen, um die unterschiedlichen Magnetfeldstärken an den
beiden Orten zu vergleichen. Es sollte dabei vor allem darauf geachtet werden, dass die
Messzeit des Spektrums sehr lang ist (> 600 s), da die Signale relativ weit voneinander
entfernt sind und die Linienbreiten sehr schmal sind. Nachdem die erste Referenzmes-
sung durchgeführt wurde, wird der PFK anschließend mit der zu untersuchenden Probe
getauscht und nochmals ein Spektrum aufgezeichnet. Anhand der Verhältnisse der Flä-
chen zu der Referenzprobe A0 und der Messprobe A1 kann schließlich die Spinanzahl
festgelegt werden.
Ein Beispielspektum zur Referenzmessung findet sich in Abbildung 3.3. Die Vorzugs-
richtungen der Rubinkristalle sind jeweils um eine Winkeldifferenz von 90 Grad gedreht.
3.1.2.2 Theoretische Grundlagen
Die allgemeine Gleichung für das Verhältnis der beiden Absorptionsflächen lautet:
A1
A0
=
N1
N0
· S1
S0
· < H
2
1 >
< H20 >
· I1
I0
(3.1)
Hierbei entspricht S0,1 den Intensitätseinstellungen des ESR-Gerätes, wie beispielsweise
dem Gütefaktor Q oder dem Receiver Gain. Da diese aber im Laufe der ganzen Mess-
ungen nicht verändert wurden, entspricht das Verhältnis dementsprechend gleich eins
und kann im Folgenden vernachlässigt werden. Der nächste Term, <H
2
1>
<H20>
, entspricht je-
weils den unterschiedlichen Stärken der Mikrowellenmagnetfelder und wurde im ersten
aufgenommenen Spektrum bestimmt. Im letzten Term geht das theoretische Verhältnis
der Intensitäten ein. Dieses setzt sich wie folgt zusammen:
I =
π2g2µ2Bν
2
(2S + 1)kT
〈α|S` |β〉2
|dναβ
dH0
|
. (3.2)
49
3. Experimenteller Aufbau
Abbildung 3.3.: ESR-Spektrum der chromdotierten Rubinkristalle SFP und PFK. Der
SFK ist hierbei um 90 Grad zu PFK gedreht.
Dabei ist S` die entsprechende Komponente des Spinoperators und |dναβdH0 | entspricht dem
gewichteten Faktor des Übergangs. Im Falle von Cr3+ in Rubin als Referenzprobe und
einem S = 1/2 Spinsystem als Messprobe, kann die ganze Gleichung 3.1 vereinfacht
werden zu:
A1
A0
=
N1
N0
· < H
2
1 >
< H20 >
· g1U1
g0U0
(2S0 + 1)T0
(2S1 + 1)T1
=
N1
N0
· < H
2
1 >
< H20 >
· g1T0
2g0T1U0
.
(3.3)
Hierbei entspricht U0,1 der Übergangswahrscheinlichkeit und für den Fall von S = 1/2
ist U0,1 = 1/4. Allgemein gilt für die Übergangswahrscheinlichkeit:
〈mz|Sx |mz + 1〉2 =
1
4
(S +mz) · (S −mz + 1) (3.4)
Für S = 3/2 ergeben sich für die Übergänge |±3/2〉 −→ |±1/2〉 jeweils U = 3/4 und
für |−1/2〉 −→ |+1/2〉 jeweils U = 1.
Wie die Gleichung 3.3 vermuten lässt, kann das Verhältnis auch für unterschiedliche
Temperaturen T0 und T1 bestimmt werden. Die gelisteten Intensitäten aus [20] gelten
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allerdings nur für Rubinkristalle an Raumtemperatur, womit T1 = 290 K beträgt. In
der Gleichung wird weiterhin vorausgesetzt, dass die Probe ein rein paramagnetisches
Signal mit θCW besitzt. Im Falle von einer Curie-Weiss Konstante ungleich null, muss
die Formel dementsprechend leicht angepasst werden.
Mit der am Ende erhaltenen Anzahl an Spins N lässt sich auch die Curie-Konstante
(Gleichung 2.90) für die jeweiligen Peaks bestimmen und damit auch direkt mit stati-
schen Magnetfeldmessungen vergleichen.
Die Konstanten für die benutzen Cr3+ dotierten Referenzproben aus Rubin lauten [20]:
g|| = 1,9817(4) g⊥ = 1,9819(6)
N1 = 11, 48 · 1015 ± 1% N0 = 10, 59 · 1015 ± 1%
S =
3
2
2D
h
= −11,493(4) GHz
(3.5)
Abbildung 3.4.: Verwendung der chromdotierten Rubinkristalle. Auf der linken Seite
ist der platte Kristall PFK auf einem Quarzsubstrat zu erkennen. Das Bild in der Mitte
zeigt den stabförmigen SFK Kristall, welcher ans Ende eines Quarzröhrchens geklebt ist.
Im rechten Bild wird die Platzierung des Röhrchens im Resonator dargestellt.
3.1.3 Netzwerkanalysatoren
Im Gegensatz zum X-Band Spektrometer gibt es für Breitbandspektrometer keine vorge-
fertigten Komplettlösungen für ESR-Untersuchungen. In diesem Fall muss der Magnet,
die Kühlung und die Netzwerkanalysatoren einzeln erworben und entsprechend einge-
richtet und konfiguriert werden.
Um die benötigten hohen Magnetfelder für die hohen Messfrequenzen zu erhalten,
wird ein supraleitender Magnet von Oxford Instruments benutzt. Dieser kann im Nor-
malzustand Magnetfelder von bis zu 16T erzeugen.
Um die Probe zu kühlen, steht ein variabler Temperatureinsatz (VTI) zur Verfügung,
der mit flüssigem Helium arbeitet. Dieser ermöglicht eine stabile Temperaturanpassung
zwischen 2K und Raumtemperatur. Um möglichst effizient Helium zu speichern, befindet
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sich um den Heliumtank noch ein Tank mit flüssigen Stickstoff welcher als Temperatur-
schild dient. Der supraleitende Magnet befindet sich ebenfalls im Tank mit flüssigem
Helium. Für einen schematischen Überblick über die Anordnungen siehe die Abbildun-
gen in 3.5. Verbesserungen der Software für die Spektrometer werden im Anhang A.2
ausgeführt.
3.1.3.1 Wellenleiter
Um die Mikrowellen zur Probe zu führen stehen drei verschiedene Möglichkeiten zur
Verfügung.
Als Erstes bietet sich ein Transmissionsprobenstab mit einem Rohrdurchmesser von
0,9 cm an, der in Abbildung 3.5a gezeigt wird. Hierbei werden die Mikrowellen aus der
Quelle zunächst über einen vergoldeten 45◦-Spiegel umgeleitet und durch ein Metallrohr
bis zur Probe geführt. Nachdem die Wellen durch die Probe gelangt sind werden sie am
Stabende zweimal mit je 90◦ umgelenkt und zurück zum Detektor geleitet. Letztendlich
wird die Mikrowelle vor dem Detektor noch einmal um 90◦ abgelenkt. Ein überdimensio-
niertes Rohr bei dem der Durchmesser breiter ist als die halbe Wellenlänge, eignet sich
hier als besonders guter Wellenleiter, da die Verluste relativ geringgehalten werden und
die Frequenz quasikontinuierlich verändert werden kann. Die minimale Frequenz für den
Transmissionsprobenstab beträgt damit circa 20GHz. Diese Bauart der Transmission
eignet sich allerdings nur bedingt für metallische Proben, da Metalle für Mikrowellen
intransparent sind und folglich ein Großteil der Wellen zurück zur Quelle reflektiert
wird.
Für metallische Proben wird daher ein Reflexionsprobenstab verwendet, dessen aktu-
eller Aufbau in Abbildung 3.5b skizziert ist. Früher musste hierfür ein semitransparentes
Gitter benutzt werden, um die ein- und auslaufenden Mikrowellen zu trennen [61, 62,
63]. Grund hierfür sind zwei separate Anschlüsse am MVNA, welches die Mikrowellen
erzeugt bzw. empfängt. Dies verursacht am semitransparenten Gitter einen Gesamtin-
tensitätsverlust von ungefähr 75%, da bei jeder Transmission durch den Spiegel die
Hälfte der Mikrowellen reflektiert wird. Mit dem seit 2014 verwendeten neuen PNA-X
Analysator besteht jedoch die Möglichkeit, simultan mit dem gleichen Gerät die Mikro-
wellen zu erzeugen sowie zu detektieren. Hierfür wurden zwei zusätzliche Elemente von
der Werkstatt angefertigt. Zum einen wurde ein passender Rohrübergang zwischen Sen-
der/Empfänger und Wellenleiter fabriziert und zum anderen wurde eine Halterung für
die PNA-X Erweiterungen angebracht, damit diese hochkant über dem Rohr befestigt
werden können. Der Reflexionsprobenstab wird in Abbildung 3.5b gezeigt.
Die dritte Möglichkeit bietet der konstruierte Resonator von Ferdinand Lipps, welcher
ausführlich in [61] beschrieben wird. Der Resonator besitzt dabei jeweils zwei Zugangslö-
cher, eines zur Einkopplung und das andere zur Auskopplung der Mikrowellen. In diesem
Bauteil beträgt die Hauptresonanzfrequenz ungefähr 96GHz, wobei einige andere Fre-
quenzmoden ebenfalls eine brauchbare Resonanzbedingung vorzeigen. Ein Vorteil des
Resonators liegt in der deutlich erhöhten Mikrowellenintensität an der Probe und wird
bevorzugt für Proben mit schwachem Signal benutzt. Der Nachteil besteht darin, dass
frequenzabhängige Messungen aufgrund der Resonanzbedingungen im Allgemeinen nicht
möglich sind.
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3.1.3.2 PNA-X und Erweiterungen
Für den überwiegenden Teil der Hochfeldmessungen wurde der PNA-X Netzwerkana-
lysator von Keysight (früher Agilent) benutzt. In der Basiskonfiguration ermöglicht er
die Erzeugung von Mikrowellen im Bereich von 10MHz bis hin zu 67GHz. Mit Hilfe
von externen Modulen, im Folgenden WR10, WR5.1 und WR3.4 genannt, sind höhere
Frequenzen von bis zu 330GHz erreichbar. Eine Übersicht befindet sich in Tabelle 3.1.
Insgesamt kann so die Frequenz von 30GHz bis 330GHz bis auf eine Lücke von 67GHz
bis 75GHz und 110GHz bis 140GHz, kontinuierlich variiert werden. Hierbei kann nicht
nur die absolute oder relative Intensität χ′′ gemessen werden, sondern ebenfalls die Pha-
senveränderung χ′ (vgl. Gleichung 2.77).
Die Radiowellen werden im PNA-X mit Hilfe integrierter Synthesizer erzeugt9. Da
es ein sehr kostspieliges und komplexes Verfahren wäre, hohe Frequenzen kontinuierlich
mit ausschließlich einer Quelle zu erzeugen, wird wie üblich bei Hochfrequenzquellen mit
einem sogenannten Mixer gearbeitet. Bei dieser Methode wird zunächst zwischen drei
verschiedenen Frequenzen unterschieden:
Lokaler Oszillator (LO) Der LO erzeugt eine Hilfsfrequenz, die im Regelfall in der
gleichen Größenordnung wie die gewünschte Endfrequenz liegt.
Zwischenfrequenz (ZF) Die Frequenz, meistens im zweistelligen Megahertzbereich, die
für die Signalverarbeitung und spätere Analyse benutzt wird.
Radiofrequenz (RF) Die gewünschte Endfrequenz, die für die Messung verwendet wird.
Die drei Frequenzen stehen dabei in folgender Relation zueinander:
fLO = fRF ± fZF. (3.6)
Rein physikalisch betrachtet werden die Mikrowellen LO und ZF dabei multipliziert um
die gewünschte Radiofrequenz RF zu erhalten:
cos(fLO) · cos(fZF) =
1
2
(cos(fLO − fZF) + cos(fLO + fZF))
=
1
2
((cos(fRF−) + cos(fRF+)).
(3.7)
Somit entstehen bei der Multiplikation immer zwei Endfrequenzen RF±, wobei die hö-
here Frequenz mit einem Tiefpassfilter üblicherweise herausgefiltert wird. Nachdem die
Mikrowellen den Wellenleiter und die Probe durchlaufen haben wird die Zwischenfre-
quenz wieder herausgefiltert und zur weiteren Analyse verwendet. Abbildung 3.6 zeigt
den Ablauf der Konvertierung.
9Detailliertere Geräteinformationen von Keysight stehen unter dem Geschäftsgeheimnis. Es kann aller-
dings davon ausgegangen werden, dass die grundlegende Elektronik sich nicht wesentlich vom MVNA-
Analysator unterscheidet.
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Abbildung 3.6.: Arbeitsprinzip eines Hochfrequenzgenerators. Links werden die Fre-
quenzen LO und ZF im Aufwärtsmixer zur RF gemischt. Daraufhin durchläuft die RF-
Welle die Probe sowie Wellenleiter und wird am Ende wieder vom Abwärtsmixer in IF
und LO zerlegt. Anschließend kann die IF-Frequenz beispielsweise auf Dispersion und
Absorption untersucht werden.
Gerät Frequenzbereich [GHz]
Durchschnittliche
Leistung [dBm]
Ohne Erweiterungen 0,1− 67 13
WR10 75− 110 6
WR5.1 140− 240 −6
WR3.4 240− 330 −9
Tabelle 3.1.: Übersichtstabelle der Erweiterungen von VADiodes für den PNA-X Netz-
werkanalysator [64].
3.1.3.3 MVNA
Der Millimeterwave Network Analysator, oder kurz MVNA, von abmillimetre ist eben-
falls ein Netzwerkanalysator. Seine genauen Eigenschaften wurden bereits ausführlich in
der Doktorarbeit von Golze [62] behandelt. Im Folgenden werden deswegen nur kurz die
Unterschiede zum PNA-X aufgeführt.
Aufgrund seines höheren Alters ist der MVNA deutlich komplexer zu installieren und
zu konfigurieren als der PNA-X. So muss beispielsweise bei Benutzung der Erweiterungen
für Frequenzen höher als 70GHz die Hardware per Hand justiert werden, während beim
PNA-X die Konfiguration vollautomatisch geschieht. Ein anderer wichtiger Punkt be-
steht in der schnellen Aufnahme eines Frequenzspektrums und der raschen Auswahl einer
geeigneten Messfrequenz. Von besonderer Bedeutung wird das Aufnahmetempo um die
Resonanzmoden des Fabry-Pérot Resonators zu untersuchen. Während dies beim PNA-
X in unter einer Sekunde möglich ist, benötigt der MVNA für ein Spektrum mit einer
brauchbaren Auflösung mehrere Minuten. Allerdings besitzt der MVNA zwei Vorteile
gegenüber dem PNA-X: Zum einen scheinen die Mikrowellenintensitäten für Frequen-
zen im Bereich von 30GHz bis 70GHz etwas höher zu liegen. Den wesentlichen Vorteil
gegenüber dem PNA-X bieten allerdings die Frequenzerweiterungen, welche Frequenzen
bis zu maximal 1THz ermöglichen. Für eine Übersicht über die beiden Spektrometer
siehe Tabelle 3.2.
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- MVNA PNA - X
Dynamischer Bereich 120 dB 129 dB
Frequenzbereich 1 - 1000GHz 1 - 330GHz
Frequenzstabilität
∆ν
ν0
10−5 10−7
Aufnahme
Frequenzspektrum >1min <1 s
Weiteres
Breitere Frequenzauswahl,
höhere Intensität für
ν < 70 GHz
Sehr schnelles Frequenz-
spektrum, Gute Verbin-
dungsmöglichkeiten (GPIB,
LabView , etc), mehr Mess-
möglichkeiten
Tabelle 3.2.: Vergleich von MVNA und PNA-X, inklusive der dazugehörigen Erweite-
rungen.
3.2 Fabry-Pérot Resonator
Eines der Ziele dieser Promotion war es, einen Fabry-Pérot Resonator zu konstruieren
und zu testen. Die Konstruktion wurde vor allem von zwei wichtigen Punkten geleitet.
Zunächst soll aufgrund der Resonatorarchitektur die magnetische Felddichte der Mi-
krowellen am Ort der Probe wesentlich erhöht werden. Dies ist nötig um die Signale von
kleinen Kristallen oder Proben mit schwacher Intensität überhaupt messen zu können.
So zeigen zum Beispiel Materialen wie CaIrO3 oder Na2IrO3 zwar interessante physikali-
sche Effekte (siehe Abschnitt 2.5.2), allerdings besitzen diese Iridate ein sehr schwaches
ESR-Signal und sind damit für detailliertere Untersuchungen ungeeignet.
Die andere wichtige Verbesserung besteht in der Option die Anisotropieeffekte von
Einkristallen zu untersuchen. Hierfür wurde die Möglichkeit etabliert, die Probe mit
Hilfe eines Rotators im B0 Feld zu drehen. Dies erlaubt die Bestimmung anisotroper
g-Werte oder Linienbreiten ∆B bei Frequenzen zwischen 75GHz und 330GHz10. Bis
dato konnten die Winkel im X-Band-Spektrometer nur bei 10GHz problemlos variiert
werden.
Generell ist ein Fabry-Pérot Resonator ein optischer Resonator der im Wesentlichen
aus zwei Elementen besteht. Zum einen aus einem semitransparenten Gitter zum Einkop-
peln elektromagnetischer Wellen. Zum anderen aus einem Spiegel11, der die im Resonator
befindlichen Wellen zurück zum Gitter reflektiert. Mit diesen beiden optischen Elemen-
ten wird eine Resonanzbedingung für eine stehende Welle konstruiert und ermöglicht die
Speicherung elektromagnetischer Energie.
Der Abschnitt über den Fabry-Pérot Resonator (FPR) ist wie folgt aufgebaut. Zu-
nächst werden die allgemeinen theoretischen Grundlagen eines Gauß-Strahls und eines
10Mit dem Transmissionsprobenstab kann auch der MVNA benutzt werden, womit der verfügbare Fre-
quenzbereich dann zwischen 30GHz bis 1000GHz liegt.
11Statt eines Spiegels ist auch ein zweites semitransparentes Gitter möglich.
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Resonators erläutert. Anschließend wird die Konstruktion des FPR erklärt, wobei beson-
ders die beweglichen Elemente des Gerätes im Fokus stehen. In einem umfangreicheren
Abschnitt werden daraufhin die Ergebnisse von numerischen Simulationen der Mikro-
wellen im Resonator präsentiert. Danach werden die experimentellen Resultate der Re-
sonatorperformance dargelegt und mit einem Aufbau ohne FPR verglichen. Im letzten
Abschnitt wird ein separates Teilprojekt vorgestellt, welches eine Rotation der Probe im
Transmissionsprobenstab ermöglicht.
3.2.1 Theorie
Im folgenden Theorieteil werden die elementaren Grundlagen der Gauß-Strahlen erklärt.
Eine ausgiebige und detaillierte Betrachtung von Gauß-Strahlen und deren Verhalten in
Resonatoren erfolgt in der Literatur von [65, 66, 67].
Zum besseren Verständnis der einzelnen Begriffe findet sich in den beiden Abbildungen
3.7 und 3.8 jeweils eine Skizze der allgemeinen Gauß-Strahlen, bzw. ein Schema des
Fabry-Pérot Resonators.
Zunächst wird die Berechnung zum optimalen Krümmungsradius des Reflexionspie-
gels dargelegt. Der Krümmungsradius R hängt von der Wellenlänge λ, dem Radius des
Kanals, was hier der Taille des Gauß-Strahls w0 entspricht, sowie der Entfernung zum
Gitter12 d ab. Der Krümmungsradius berechnet sich wie folgt:
R = d
(
1 +
(z0
d
)2)
. (3.8)
Der Rayleigh Radius z0 ist wie folgt definiert:
z0 =
w20π
λ
. (3.9)
Wenn die drei Parameter λ, d und w0 kombiniert werden, zeigt sich, dass kein perfekter
Radius für alle Wellenlängen existiert. Um einen möglichst optimalen Radius zu erhal-
ten, wurde das jeweilige Optimum für folgende Begrenzungen gesucht: λ = 1 mm−4 mm,
w0 = 2 mm und d = 7 mm − 13 mm. Ebenfalls wurde berücksichtigt, dass der Krüm-
mungsradius für kleinere Wellenlängen optimiert wurde, da hier die eingefügte Leistung
des Netzwerk-Analysators deutlich geringer ist. Unter Betrachtung all dieser Einflüs-
se, ergibt sich ein brauchbarer Krümmungsradius von 22,5mm. Im Allgemeinen stellt
es auch keine größeren Probleme dar, weitere Spiegel anzufertigen und diese im FPR
auszutauschen.
12Gitter wird hier im Folgenden gleichbedeutend mit Folie benutzt. Gemeint ist in allen Fällen jeweils
eine semitransparente Begrenzung für elektromagnetische Wellen.
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Abbildung 3.7.: Skizze zu den Parametern der Gauß-Strahlen. w(z) entspricht hier
der Breite des Gauß-Strahls nach einer Entfernung z. Die Strahltaille w0 entspricht der
Breite des Kanals und R(z) gibt den Beugungsradius an. Weitere Details werden im
Text erläutert.
Abbildung 3.8.: Prinzipieller Aufbau eines Fabry-Pérot Resonator. Die blauen Linien
repräsentieren dabei jeweils die Mikrowellen. Der Kanaldurchmesser entspricht der Taille
w0 des Gauß-Strahls.
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Eine weitere wichtige Beziehung des Gauß-Strahls ist die Entwicklung des Strahlradius
als Funktion der Entfernung z:
w = w0
√
1 +
(
z
z0
)2
. (3.10)
Der Strahlradius beschreibt dabei, wie stark das Wellenpaket in Abhängigkeit von der
Entfernung divergiert. In Abbildung 3.7 wird dies als blaue Linie dargestellt und reprä-
sentiert den Wert an dem die Intensität auf 1/e2 abgefallen ist.
Die allgemeine Gleichung für die Amplitude eines Gauß-Strahls lautet
E(r, z) =
A0
w0
w(z)︸ ︷︷ ︸
Amplituden-
maximum
entlang
der z-Achse
· exp
[(
− r
2
w(z)2
)
︸ ︷︷ ︸
Gaußsche
Amplituden-
Verteilung
·
(
iπr2
λR(z)
)
︸ ︷︷ ︸
kugelförmige
Krümmung der
Wellenfronten
·
(
i
(
2πz
λ
− ζ(z)
))
︸ ︷︷ ︸
Gouy-Phase
]
. (3.11)
Die Gouy-Phase
ζ(z) = arctan
z
z0
(3.12)
beschreibt dabei eine geringe Abweichung von der linearen Phasenentwicklung.
Eine der wichtigsten Gleichungen im Zusammenhang mit Resonatoren stellt die Re-
sonanzbedingung dar. Für einen semikonfokalen Fabry-Pérot Resonator ergibt sich fol-
gende Abhängigkeit:
2d
λ
= (n+ 1) +
1
π
(2 · p+ l + 1) arccos
(
1− 2d
R
)
. (3.13)
Hierbei beschreibt d die Distanz vom Spiegel zum Gitter, n die longitudinale Mode, p die
radiale Mode und l die winkelabhängige Mode [66]. Später im Simulationskapitel 3.2.3
wird gezeigt, dass die Simulationen und Gleichung 3.13 gut übereinstimmen.
3.2.2 Aufbau
Der komplette Fabry-Pérot Resonator wurde mit Hilfe des CAD-Computerprogrammes
Soildworks konstruiert. Die verwendeten Bauteile bestehen überwiegend aus Messing,
da diese unferromagnetische Metallverbindung sich leicht verarbeiten lässt und den Be-
dingungen von tiefen Temperaturen und hohen Magnetfeldern gut standhält.
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Abbildung 3.9.: Ausschnitt der Geräteanordnung bei Verwendung des Fabry-Pérot
Resonators. Der Aufbau ähnelt dem Reflexionsprobenstab aus Abbildung 3.5b. Die we-
sentlichen Unterschiede zwischen den Aufbauten liegen in der zusätzlichen Steuereinheit
für die Piezoelemente und der Verwendung des Fabry-Pérot Resonators statt eines ein-
fachen Reflektors. Nicht extra eingezeichnet ist die Verlängerung der Schutzhülle von
20 cm. Des Weiteren besteht die komplette Verkabelung des FPR aus zehn Kabeln. Je-
weils zwei für die drei Motoren, zwei für die Kontrolle des Rotators und die restlichen
zwei für den Kollisionsschutz (K.S.) des x- und z- Positionieres.
Um bereits vorhandene Bauelemente zu benutzen, wurde der FPR als Erweiterung
des Reflexionsprobenstabes aus Abbildung 3.5b konstruiert. Der FPR wird dabei an das
Ende des Reflexionsprobenstab geschraubt und ersetzt dabei das Reflexionsmodul. Siehe
hierzu Abbildung 3.9. Eine weitere Änderung liegt in der zusätzlichen Konsole für die
Steuerung der Piezoelemente und einem Kollisonsschutz für die beweglichen Elemente.
Damit der verlängerte Reflexionsstab inklusive Fabry-Pérot Resonator in die äußere
Hülle passt, wurde zusätzlich ein Verlängerungsrohr für die Schutzhülle von circa 20 cm
Länge angefertigt.
Um die Mikrowellen zur Probe zu führen, passieren diese zuerst den Reflektionspro-
benstab. Anschließend werden sie im Konzentrator gebündelt, durchlaufen einen Kanal
mit 4mm Durchmesser und 6mm Länge und treffen daraufhin auf das Gitter oder die
Folie. Als Folie werden hierbei mehrere Lagen Mylarfolie benutzt, da diese sich durch
brauchbare Reflexions- und Absorptionsbedingungen für den benutzten Wellenlängen-
bereich auszeichnet. Der Folienhalter wurde kompatibel konstruiert, um möglichst viele
unterschiedliche Foliendicken oder gegebenenfalls ein Metallgitter einsetzen zu können.
Nachdem die Mikrowellen die Folien durchquert haben, gelangen sie in den eigentlichen
60
3.2. Fabry-Pérot Resonator
Abbildung 3.10.: Konstruktionsskizze des Fabry-Pérot Resonators. Die blauen Linien
oder Punkte entsprechen hier einem offenen Leiter, welche für die Positionsbestimmung
der Piezoelemente benötigt wird. Im Gegensatz dazu repräsentieren die roten Linien
isolierte Leiter. Wenn der Proben- oder Spiegelpositionierer an eines der beiden Enden
gelangt, also zwei blaue Elemente miteinander in Kontakt kommen, wird ein Stromkreis
geschlossen und eine Lampe leuchtet auf. Weitere Details werden im Text erläutert.
Resonator und werden dort von einem vergoldeten Messingspiegel mit dem Krümmungs-
radius R = 22,5 mm reflektiert. Die Resonatorkammer ohne Spiegel besitzt eine Länge
von 24mm und einen Durchmesser von 10mm. Um eine Probe in den Resonator einzu-
fügen, existiert an einer Seite ein rechteckiges Loch mit einer Länge von 6mm und einer
Höhe von 4mm.
Um die gewünschten Bewegungen zu realisieren stehen drei verschiedene Piezomotoren
zur Verfügung:
Rotator Der Rotator ermöglicht eine endlose 360◦ Drehung der Probe innerhalb des Re-
sonators und damit eine einfache Untersuchung von anisotropen Materialien. Um
das Drehmoment vom Rotator zur Probe zu transferieren, werden fünf Zahnräder
eingesetzt. Dies ist nötig, da aufgrund des geringen freien Platzes der Rotator nicht
direkt neben dem Resonator befestigt werden kann. Die Probe wird dabei auf ein
dünnes Quarzstäbchen geklebt, wobei das Stäbchen selbst in der Mitte des letzten
Zahnrades verklebt wird. Das erste Zahnrad befindet sich auf einem Aufsatz des
Rotators und wird mit einem kleinen Metallstift fixiert.
z-Positionierer Der z-Positionierer ändert die Resonatorlänge13 von 7mm bis zu 13mm,
indem es den Spiegel über einen langen und dünnen Stab verschiebt. Der Stab,
mit einem Durchmesser von einem 1mm, besteht aus Wolfram, da Messing nicht
stabil genug ist. Diese Konstruktion ist notwendig, da sich zwischen Resonator und
diesem Piezoelement der x-Positionierer befindet, und somit wenig Platz für die
Bewegungsübertragung bleibt.
13Das entspricht den theoretischen Werten der Konstruktion. Aufgrund von technischen Ungenauigkei-
ten kann die Resonatorlänge von den Sollwerten geringfügig abweichen.
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x-Positionierer Um die Probe möglichst nah an einem Wellenbauch und damit am
Punkt der höchsten Intensität zu platzieren, wird der x-Positionierer verwendet.
Dieser ermöglicht eine Verschiebung des Abstands vom Gitter von jeweils 2,5mm
bis 5,5mm. Es sei noch darauf hingewiesen, dass dieser Piezomotor ebenfalls den
Rotator und die dazugehörigen Zahnräder mitverschiebt.
Alle drei Piezomotoren wurden bei attocube gekauft und können theoretisch bis Tempe-
raturen von 10mK und Magnetfeldern von bis zu 31T arbeiten. Die benötigten Kabel für
alle elektrischen Geräte, also jeweils vier für den Temperatur Sensor, zwei für den Hei-
zer, sechs für die Piezo-Motoren und vier für die Positionsangabe, bestehen jeweils alle
aus Kupfer. Alle Kabel sind am Probenstab mit Klebeband fixiert und führen am obe-
ren Ende jeweils durch eine Vakuumführung zur Steuerkonsole. Die Konstruktionsskizze
findet sich in Abbildung 3.10. Für eine Übersicht der Spezifikationen der Piezomotoren
siehe Tabelle 3.3.
3.2.2.1 Positionierung der Piezoelemente
Die linearen Positionierer und der Rotator verfügen über keine interne Positions- oder
Orientierungsangabe. Da es auf lange Sicht zu Schäden an den Positionieren kommen
kann, wenn die beweglichen Teile unentwegt gegen das Ende stoßen und es wichtig ist,
die ungefähre Position von Spiegel und Probe zu kennen, wurde ein simples Warnsys-
tem eingerichtet. Falls der x- oder z- Positionierer an eines der beiden Ende stößt, wird
ein elektrischer Stromkreis geschlossen, welcher sich durch ein leuchtendes Lämpchen
bemerkbar macht. Beim erstgenannten Positionierer wird hierfür ein U-förmiges Metall-
stück auf dem Gehäuse befestigt, wobei sich zwischen dem Element und dem Gehäuse
des Piezos eine isolierende Schicht befindet. Auf dem beweglichen Teil des Piezos ist
ein circa 5mm langes Metallplättchen aus Kupferberyllium befestigt. Dieses befindet
sich zwischen den beiden Enden des U-geformten Bauteils und schließt einen Strom-
kreis, sobald sich beide berühren. Siehe hierzu in Abbildung 3.10 die blauen und roten
Elemente.
Ein ähnliches Prinzip wird auch beim z-Positionierer angewendet. Auf dem Kopf des
Positionierers, an dem auch der Wolframstab befestigt ist, wird ein dünner Draht durch
die Schrauben fixiert. Zusätzlich befindet sich am unteren Stützbalken ein senkrechter
Metallstreifen an dem ebenfalls ein Draht gelötet wurde. Wenn der bewegliche Kopf des
Piezoelements das untere Minimum erreicht, fließt der Strom durch den unbeweglichen
Teil des Piezos. Erreicht das bewegliche Ende allerdings das obere Ende, fließt der Strom
durch den Metallstreifen. Hierzu sei angemerkt, dass der Verschiebebalken innerhalb
des z-Positionierers isolierend ist. Mit dieser Methode lassen sich zwar nur Maxi- und
Minima der Auslenkung feststellen, allerdings lässt sich anhand der Schrittweite NU
zwischen Start und Endpunkt eine lineare Beziehung herstellen und somit auch die
relative Position von Spiegel und Probe bestimmen.
Der Rotator selbst bedarf keiner Sicherung, da er prinzipiell endlos weiter drehen
kann. Allerdings ist es wichtig, die aktuelle Drehposition zu kennen, um so den Winkel
zwischen Kristall und Magnetfeld zu bestimmen. Hierfür wird ein dünner Teflonring,
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welcher ein sehr dünnes Metallplättchen vom äußeren bis zum inneren Rand beinhaltet,
hinter dem letzten Zahnrad befestigt. Auf dem Messingbauteil das die Zahnräder hält,
ist eine kleine Metallspitze mit Isolierung befestigt. Falls die Spitze dabei in Kontakt
mit dem Metallplättchen steht, fließt ein elektrischer Strom und der Zustand wird als
Kalibrierungspunkt definiert. Um schließlich eine winkelabhängige Messung durchzufüh-
ren, wird von diesem Punkt solange eine Spannung angelegt, also gedreht, bis die Spitze
wieder an diesen Punkt gelangt und damit eine volle Drehung vollzogen hat. Dabei wird
jeweils die Anzahl der zurückgelegten Schritte NU gespeichert. Die Winkelabhängigkeit
lässt sich dabei wie folgt ausdrücken:
NU · γ(wG, fU, U0, T ) = Winkel. (3.14)
Hierbei hängt γ vom Gewicht wG, von der Frequenz der Wechselspannung fU, der Span-
nung U0 und besonders der Temperatur T ab. Eine neue Winkeleichung, also eine volle
Rotation, dauert bei sinnvoll eingestellter Spannung und Frequenz allerdings nur ein bis
zwei Minuten und stellt kein experimentelles Hindernis dar. Für eine Seitenansicht des
Fabry-Pérot Resonators siehe Abbildung 3.11.
Abbildung 3.11.: Fotografien des Fabry-Pérot Resonator von zwei Seiten.
Bezeichnung (Produktname) Variabel Benutzt für Abstand zu Folie
Rotator (ANR31) 360◦ rotiert die Probe im B0 Feld 2,5-5,5mm
z-Positionierer (ANPz51eXT) 6mm Resonatorlänge 7-13mm
x-Positionierer (ANPx51) 3mm Probenposition im FPR 2,5-5,5mm
Tabelle 3.3.: Übersichtstabelle der Piezomotoren. Der Wert 7mm bis 13mm für den z-
Positionierer gilt nur für die Konstruktionsskizze. In der Realität weicht dieser aufgrund
bautechnischer Ungenauigkeiten um ungefähr 2,8mm ab.
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3.2.2.2 Experimentelle Schwierigkeiten
Aus experimenteller Sicht weist der Fabry-Pérot Resonator auch einige Nachteile auf.
Aufgrund der Konstruktion des Magneten und des Kryostats befindet sich das Zentrum
des Resonators einige Zentimeter überhalb des Magnetfeldzentrums. Ursache für die
unerwünschte Verschiebung ist, dass zwischen dem Boden des Schutzrohres und dem
Mittelpunkt des Magnetfeldes zu wenig Platz verfügbar ist, um alle Piezoelemente un-
terbringen zu können. Diese Konstruktionsmaßnahme lässt sich nicht vermeiden, da die
Piezomotoren nur hinter dem FPR platziert werden können. Vor dem Resonator be-
findet sich aufgrund der geringen Breite des Schutzrohres hingegen kein ausreichender
Platz. Damit liegt an der Probe allerdings ein rund 14% geringeres Magnetfeld an als
erwartet. Eine Möglichkeit dieses Problem zu beheben, ist die Verwendung einer zusätz-
lichen Referenzprobe wie DPPH mit bekanntem g-Faktor. Diese Probe wird neben der
eigentlichen Messprobe platziert um das tatsächliche Magnetfeld zu ermitteln und den
korrekten g-Faktor der Messprobe dahingehend zu korrigieren.
Ein weiteres Problem verursachen die sehr dünnen Stromdrähte des Rotators. So muss-
ten die Drähte oft neu verlötet werden und sind dementsprechend sehr fragil. Da die
Verbindungsdrähte intern mit dem Piezoelement verbunden sind, besteht zudem nicht
die Möglichkeit, bruchfestere Drähte zu verwenden.
3.2.3 Simulationen
Um ein besseres Verständnis des Verhaltens von elektromagnetischen Wellen zu erhal-
ten, wurden zusätzlich einige zweidimensionale Simulationen erstellt. Die verwendeten
Maxwellgleichungen werden dabei numerisch mit dem Programm MEEP gelöst [68]. Das
Programm benutzt zur Berechnung die Finite-Difference Time-Domain (FDTD) Metho-
de. Zwar sind mit diesem Softwarepaket14 prinzipiell auch 3D-Simulationen möglich,
benötigen aber wegen der gestiegenen Komplexität der Berechnungen unverhältnismä-
ßig mehr CPU-Rechenzeit. Das bedeutet allerdings keinen großen Erkenntnisverlust, da
aufgrund der Rotationssymmetrie des Resonators die meisten Moden von Gleichung 3.13
korrekt reproduziert werden können.
3.2.3.1 Konstanten im Simulationsraum
Ummöglichst realistische Simulationen zu erhalten, werden einige Konstruktionsparame-
ter konstant gehalten und möglichst genau den tatsächlichen Ausmaßen nachempfunden.
Abbildung 3.12 zeigt dabei die unterschiedlichen Konstanten und die später besproche-
nen Variablen. Zunächst wird der Brechungsindex der Mylarfolie als semitransparentes
Gitter betrachtet und auf den Brechungsindex n = 1,6 und die Dielektrizitätskonstante
ε = 3 gesetzt [69]. Weiterhin bleiben die Größe und die Auflösung des Simulations-
raums bei allen Simulationen gleich. Die Simulationslänge beträgt dabei 90mm und
14Genauer gesagt, handelt es sich bei MEEP nicht um ein Programm, sondern um eine Bibliothek für
die Programmiersprache C++. Im Folgenden wird aber trotzdem der Begriff Programm verwendet.
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Abbildung 3.12.: Übersicht der Simulationsparameter des Resonators. Verändert wer-
den dabei die Dicke der Folie, die Frequenz, die Spiegelkrümmung, der Ort der Probe
sowie die Resonatorlänge. Hingegen bleiben in allen Simulationen die Ausmessungen des
Resonators und die Lage der Quelle unverändert. Zusätzlich wird in dieser Abbildung
ein einzelner Simulationsschritt gezeigt. Die Farben repräsentieren dabei Maxima (rot)
und Minima (blau) des magnetischen Feldes.
die Höhe 20mm, was konkret einer Pixelanzahl bzw. physikalischer Auflösung von 900
× 200 Punkten entspricht. Der Konzentrator besitzt eine Länge von 62mm und einen
Öffnungswinkel von 14◦. Auf der Seite des Wellenleiters (links im Bild) beträgt der
Durchmesser 17mm. Die Quelle befindet sich ebenfalls links im Bild und ist so breit wie
der Wellenleiter und garantiert damit eine möglichst parallele Wellenfront am Eingang
des Konzentrators. Rechts in der Abbildung erkennt man den Kanal mit einem Durch-
messer von 4mm, welcher inklusive Folie eine Länge von 6mm besitzt. Der Sensor zur
Bestimmung der Energie befindet sich immer in der y-Mitte bzw. der Symmetrieachse
des Resonators. Hierbei kann die Distanz zwischen Folie und Spiegel variiert werden.
Farblich eingezeichnet ist die elektromagnetische Welle, wobei die Farben rot und blau
jeweils die Maxima und Minima des elektromagnetischen Feldes darstellen.
Die Variablen der Simulation und ihr Einfluss auf die Feldintensität werden in Ab-
schnitt 3.2.3.4 ausführlich behandelt. Zunächst werden jedoch die wichtige Definition
der Energie eingeführt und die theoretischen Grundlagen der Simulation erläutert.
3.2.3.2 Wellenlängen in EM-Simulationen
In MEEP, oder generell in Programmen zur Simulationen von elektromagnetischer Wel-
len, werden keine spezifischen Frequenzen oder Wellenlängen, wie 100GHz oder 1mm
verwendet. Was im Endeffekt die Parameter der Wellen bestimmt, ist die Relation der
Wellenlänge zur Systemgröße und dessen Elementen. So macht es beispielsweise keinen
Unterschied, ob ein Spalt 1 km breit ist bei einer Wellenlänge von λ = 2 km, oder ob die
Spaltbreite 2mm bei λ = 4 mm beträgt15. Dieses fundamentale Prinzip beruht auf der
Skaleninvarianz der vier Maxwell-Gleichungen. Im Folgenden kann die Lichtgeschwin-
digkeit somit auf 1 normiert werden.
15Was sich signifikant ändert, ist der Brechungsindex n(f).
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Für die reale Frequenz freal ergibt sich daraufhin folgende Relation zur Simulations-
frequenz fsim, unter Berücksichtigung des festgelegten Simulationsraumes:
freal = fsim × 300 GHz. (3.15)
Zum Beispiel betragen die Intervallgrenzen der simulierten Frequenzen in den folgen-
den Untersuchungen fsim = 0,25 und fsim = 1,1. Dies entspricht einer Frequenz freal
von 75GHz und 330GHz. Im Folgenden werden Simulationsfrequenzen ohne Einheit
angegeben.
Ein ähnliches Verhältnis gilt auch für die interne Simulationszeit und die Wellenlän-
ge λ:
fsim =
1
T
=
1
λ
. (3.16)
So benötigen beispielsweise 100 Perioden der Wellenlänge λ = 2 genau 200 (= 100/fsim)
Simulationsschritte zur Ausführung.
3.2.3.3 Energiebestimmung
Für die Simulationen ist es wichtig, dass Verhältnis der eingespeisten Energie aus der
Quelle mit der Energie am Sensor zu bestimmen, um somit ein vergleichbares Maß für die
Intensität bei unterschiedlichen Messungen zu erhalten. Der Sensor, oder im Folgenden
auch Messsonde genannt, entspricht dabei einer untersuchten Probe ohne Absorption.
Für alle Simulationen wird die komplette Einfuhrenergie Ein betrachtet, welche die
Quelle dem System zuführt. Programmtechnisch geschieht dies dadurch, dass die Ein-
fuhrenergie zu einem Zeitpunkt t1 gemessen wird, in dem noch keine Wellen den Si-
mulationsraum verlassen haben. Der erhaltene Energiewert E(t1) wird letztendlich in
Relation zur Zeit tmax gebracht, in der die Quelle aktiv ist:
Ein = E(t1) ·
tmax
t1
(3.17)
Dieses Vorgehen hat den Vorteil, dass keine Wellen die offenen Enden des Systems bereits
verlassen haben und damit einen falschen Energiebeitrag liefern.
Die Mikrowellen selbst werden solange generiert, bis die Energie im Resonator einen
konstanten Wert erreicht hat. Je nach eingestellten Parametern kann diese Einschwing-
zeit allerdings enorm variiern, weshalb die Sendezeit der Quelle für alle gezeigten Ein-
stellungen auf genau t = 250 Zeiteinheiten festgesetzt ist. Diese Zeitdauer reicht in den
allermeisten Fällen aus um im Resonator eine stabile Bedingung zu gewährleisten. Nach
Ende der Energieeinspeisung werden noch t = 180 Zeiteinheiten nachgemessen bis alle
Wellen wieder abgeklungen sind. Als Faustregel gilt für alle möglichen Variablen, dass
die Wellenfront zum Zeitpunkt ≈ 80 in den Resonator gelangt und das die produzierte
Energie für eine Zeiteinheit t = 1 ungefähr Ein = 113 beträgt.
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Um die Energie des quadratischen Sensors zu erhalten, wird die magnetische Feld-
energie EB mit der Beziehung
EB(t) =
∫ ASensor ~H(t, ~x) · ~B(t, ~x)
2
dA (3.18)
integriert, bis alle Mikrowellen abgeklungen sind (tmax) und in Relation zu Ein gesetzt:
Eratio =
∫
tmax
t=0
EB(t) dt
Ein
. (3.19)
Die Sensorgröße ASensor ist in allen Experimenten, bis auf die Probenortuntersuchung, so
groß gewählt, dass mindestens eine ganze Wellenlänge bedeckt wird. Dies stellt sicher,
dass der Sensor nicht nur in einem Minimum oder Maximum liegt, sondern den Mittel-
wert der Energie wiedergibt und somit möglichst unabhängig ist von der Platzierung der
Messsonde ist.
In ESR Experimenten besitzt nur die magnetische Feldinduktion B und damit die
magnetische Feldenergie EB eine relevante Bedeutung. Die elektrische Feldenergie kann
weitgehend vernachlässigt werden. Diese Unterscheidung zwischen magnetischer, elek-
trischer und Gesamtenergie ist wichtig, da die Koordinaten der Intensitätsmaxima für
die B- und E- Moden um eine viertel Wellenlänge verschoben sind.
Besitzt die Sensorgröße eine ausreichende Mindestgröße, setzt sich die Gesamtenergie
EB + EE zu gleichen Teilen aus einem magnetischen und einem elektrischen Anteil zu-
sammen. Falls das Verhältnis Eratio beispielsweise genau 1 beträgt, bedeutet dies, dass
aufgrund der Reflexion und Konzentration der Mikrowellen im Resonator die gesamte
eingeführte Energie den Sensor genau zweimal durchquert hat. Jedes in der Quelle er-
zeugte Photon wäre sozusagen zweimal durch den Sensor gelaufen und entspräche damit
einer verlustfreien Spiegelung.
Ein Beispiel für den Energie-Zeit-Verlauf im Resonator wird in Abbildung 3.13 gezeigt.
Der Sensor, der die Probe darstellen soll, befindet sich hier in der Mitte des Resonators. In
den ersten Zeitschritten breiten sich die Mikrowellen im Konzentrator aus und dringen in
den Resonator zum Zeitpunkt t ≈ 80 ein. Anschließend steigt die Energie kontinuierlich
an, bis sich eine stehende Welle bei ungefähr t ≈ 175 komplett ausgebildet hat. Ab dem
Zeitpunkt t ≈ 320 sinkt die innere Energie rapide ab, da die Mikrowellen den Resonator
sowohl von der Seite als auch durch die Folie verlassen. Um t ≈ 375 sind alle Wellen
abgeklungen und es befindet sich keine Energie mehr im Resonator.
3.2.3.4 Variablen in der Simulation
Im Folgenden werden fünf verschiedene Parameter auf den Einfluss der Mikrowellenin-
tensität an einer Sonde untersucht. Hierzu zählen die Dicke der Folie, die Position der
Sonde innerhalb des Resonators, der Krümmungsradius des Spiegels, die Frequenz sowie
die Resonatorlänge.
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Abbildung 3.13.: Simulation des Energieverlaufs innerhalb des Sensors. Die vier Bilder
repräsentieren jeweils die Wellenverteilung zum jeweiligen Zeitpunkt, wobei die Farben
Maxima und Minima der Wellen repräsentieren. Der Verlauf der Energie wird jeweils
einmal für die magnetische und die elektrische Feldenergie (rot), und einmal für aus-
schließlich die magnetische Energie (blau) gezeigt. Da der Sensor (grünes Rechteck)
groß genug gewählt wurde, entspricht 2 EB = Eges.
Dicke der Folien (Abbildung 3.14a und 3.14b) Die Dicke der Folien dF beeinflusst
die Reflexion bzw. Transmission der eingestrahlten Mikrowellen im Resonator. Er-
wähnenswert ist hier, dass selbst wenn keine Folie vorhanden ist, die Energie-
intensität an der Probe noch relativ hoch erscheint. Ursache hierfür liegt möglich-
erweise darin, dass der umliegende Metallrand um die Folie herum die Wellen sehr
gut reflektiert und es zu Teilresonanzen kommt. Eine wichtige Auffälligkeit ist die
Abhängigkeit der Intensität von der Erfüllung der Resonanzbedingung. Verglei-
che hierzu die Abbildung 3.14e für die Bezeichnung von Resonanz A und B. Falls
die Resonanzbedingungen erfüllt sind (Resonanz A), wie beispielsweise bei einem
Wert von d = 8,2 mm oder d = 10,2 mm für fsim = 0,25 (3.14b), ergibt sich ein
deutlich sichtbares oszillierendes Verhalten. Im Gegensatz dazu scheint der Ener-
gieverlauf deutlich flacher, wenn die Resonanzbedingungen nicht erfüllt sind, wie
beispielsweise für d = 8,8 mm. Eine mögliche Erklärung könnte in einem Phasen-
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versatz liegen, der zu einer konstruktiven oder destruktiven Interferenz zwischen
einkommender und reflektierter Welle führt. So ergibt sich bei der Berechnung16
der halben Wellenlänge innerhalb der Folie λFolie,1/2 = λ2n =
2
3
mit λ = 4 und
n = 3 genau die Differenz zwischen zwei Maxima, die auch in Abbildung (3.14b)
zu finden ist.
Position des Sensors (Abbildung 3.14c) In dieser Simulation wird der Sensor vom
unteren zum oberen Maximum verschoben. Die anderen Parameter wurden so aus-
gewählt, dass eine Resonanzbedingung vorliegt. Wie sich sehr gut erkennen lässt,
ändert sich die Intensität mit einem harmonischen Verhalten und entspricht damit
genau den theoretischen Vorhersagen. Die Differenz zwischen zwei Maxima beträgt
wie erwartet 1(2)mm für eine Wellenlänge von 2(4)mm. Es sei hier nochmal darauf
hingewiesen, dass die Sensorgröße bei dieser Untersuchung sehr viel kleiner gewählt
wurde, als in den anderen Fällen, um so die Intensität nicht herauszumitteln.
Krümmungsradius des Spiegels (Abbildung 3.14d) Der Krümmungsradius R des
Spiegels zeigt eines der komplexesten Verhaltensweisen von allen untersuchten Pa-
rametern. Hier existiert eine starke Abhängigkeit von der Frequenz, der Resona-
torlänge sowie der Position des Sensors (hier nicht gezeigt). Dabei muss bedacht
werden, dass Gleichung 3.8 nur das Krümmungsverhalten als Funktion der Wel-
lenlänge und der Distanz berechnet. Die Gleichung macht keine Angaben über die
Energiedichte von elektromagnetischen Wellen innerhalb eines Sensors oder einer
Probe. Falls der Krümmungsradius etwas kleiner sein sollte als die der Resonanz-
bedingung, kann es vorkommen, dass die Probe in der Brennweite des Spiegels
liegt und folglich ebenfalls eine hohe Intensität vorliegt. Im Allgemeinen besteht
hier ein Kompromiss zwischen einem R, was einer guten Resonanzbedingung nach
Gleichung 3.13 entspricht, und einem R, was möglichst viele Mikrowellen auf die
Probe konzentriert. Anhand dieses Zielkonflikts entsteht ein schwer zu deutendes
Verhalten des Krümmungsradius für kleine Radien, weshalb hier nicht näher dar-
auf eingegangen wird. Zudem lässt sich noch festhalten, dass die Energien für hohe
Radien relativ konstant bleiben und keine größeren Sprünge mehr auftreten.
Frequenz (Abbildung 3.14e) Die Intensität an der Messsonde (Probe) als Funktion
der Frequenz zeigt bei sonst gleichbleibenden Randbedingungen ein Muster mit
vielen Maxima und Minima. Ein Grund für die hohe Dichte an Peaks (hier nicht
gezeigt) liegt darin begründet, dass die Resonanzbedingungen aus sehr vielen un-
terschiedlichen Moden n und p bestehen. Bei genauerer Betrachtung zeigt sich
eine gute Übereinstimmung mit Gleichung 3.13, deren Lösungen durch senkrechte
Striche repräsentiert werden.
Resonatorlänge (Abbildung 3.14f) Die Distanz zwischen Spiegel und Folie, also die
Resonatorlänge, hat neben der Frequenz mit einen wichtigen praktischen Einfluss
auf die Resonanzbedingungen. In der Abbildung zeigen sich deutlich die Maxima
16Dabei wurde angenommen, dass cmedium = cVakuumn ist.
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und Minima in der Intensität für die Wellenlängen λ = 1,33 mm, 2mm und 4mm
(fsim = 0,75, fsim = 0,5 und fsim = 0,25). Wenn die Peaks mit der Gleichung 3.13
verglichen werden, ergibt sich eine sehr hohe Übereinstimmung zwischen Simula-
tion und Theorie. Bei genauer Betrachtung von fsim = 0,5 lassen sich dabei sogar
zwei verschiedene Moden unterscheiden. Zum einen die Moden für Tn00 (dicke Stri-
che) und zum anderen die für Tn10 (gepunktete Striche). Die Frequenz fsim = 0,75
zeigt ebenfalls eine relativ hohe Übereinstimmung mit der Resonanzformel. Al-
lerdings musste ein kleiner Zusatzabstand von 0,1mm subtrahiert werden, damit
die Peaks mit den theoretischen Werten übereinstimmen. Außerdem stimmen die
Resonanzpostitionen der Gleichung 3.13 für niedrige Frequenzen nicht mehr mit
den Simulationen überein. Grund hierfür könnte unter anderem ein unerwartetes
Verhalten der Folie oder eine komplexe Überlagerung mehrerer Moden sein.
3.2.3.5 Zusammenfassung Simulation
Die Simulationen der elektromagnetischen Wellen zeigen eine gute Übereinstimmung
mit der theoretischen Resonanzformel 3.13. Allerdings scheinen die Intensitätsdifferen-
zen zwischen Maximum und Minimum, bzw. die allgemeine Finesse der Peaks (siehe
Abschnitt 3.2.4.2), nicht besonders ausgeprägt zu sein. Die Gründe können sehr vielfäl-
tiger Natur sein: Zum einen besteht ein gravierender Unterschied in der Energieaufzeich-
nung zwischen Simulation und Realität. In der Simulation wird die Energie im Sensor
aufgezeichnet, während in der Realität die Absorption des Resonators im Reflexions-
probenstab ermittelt wird. Zum anderen dürften die realen Untersuchungen deutlich
empfindlicher für Situationen sein, in denen keine optimale Resonanzbedingung vorliegt
und somit die Differenz zwischen Peak und Grundlinie erhöhen. Möglich sind auch Ab-
weichungen bei den simulierten Gitterparametern n und ε, die zu einem schwächeren
Resonanzphänomen in den Simulationsspektren führen.
3.2.4 Performanceleistung
Um die Qualität und die Leistung des Resonators zu bestimmen, existieren mehrere
Berechnungsmöglichkeiten: Zum einen den sogenannten Gütefaktor oder auch Q-Faktor
gennant, welcher die gespeicherte Energie im Resonator widerspiegelt. Zum anderen die
Finesse, welche sich besonders gut für variable Multimodenresonatoren eignet, da hier
die Qualität im Längenraum berechnet wird und nicht wie beim Q-Faktor, ausschließ-
lich im Frequenzraum. Schließlich wird noch das Signal-Rausch-Verhältnis (SRV) be-
nutzt, welches ein exzellentes Maß bietet, um die Qualität von Messsignalen unterschied-
licher Herkunft zu vergleichen. Mit dieser Kenngröße ergibt sich somit eine Möglichkeit,
die Leistung mit anderen Aufbauten wie beispielsweise dem Reflexionsprobenstab, dem
Transmissionssprobenstab oder dem statischen Resonator zu vergleichen.
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(a) (b)
(c) (d)
(e) (f)
Abbildung 3.14.: Magnetische Feldenergie als Funktion der Foliendicke (a), (b), Sen-
sorposition (c), Spiegelkrümmung (d), Frequenz (e) und Resonatorlänge (f). d steht
für die Resonatorlänge und kann von 7mm bis 13mm variieren. Die Linien in Abbil-
dung (f) korrespondieren zu den numerischen Ergebnissen der Resonanzformel 3.13. Die
Frequenzen fsim = 0,25, fsim = 0,5, fsim = 0,75 und fsim = 1,0 entsprechen einer Wellen-
länge von 4mm, 2mm, 1,33mm und 1mm, beziehungsweise einer realen Frequenz von
75GHz, 150GHz, 225GHz und 300GHz. Unterstrichene Zahlen geben die Verschiebung
in y-Richtung wieder.
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3.2.4.1 Gütefaktor
Der Gütefaktor
Q =
νres
∆νFWHM
(3.20)
berechnet sich theoretisch als das Verhältnis der Resonanzfrequenz νres und der vollen
Breite des Maximums bei der Hälfte der Amplitude ∆νFWHM17.
Allerdings erweist sich die konkrete Prozedur für den Erhalt eines möglichst hohen
Q-Wertes als etwas komplizierter. Zunächst muss ein Absorptionsmaximum bzw. Refle-
xionsminimum in den Resonanzbedingungen für eine bestimmte Frequenz νmin gefun-
den werden. Dies ergibt sich durch ein Intensitätsminimum bei Verschiebung des Reso-
natorspiegels. Siehe beispielsweise Abbildung 3.17 für ein solches Intensitäts-Abstand-
Diagramm. Konkret wird hierbei die Intensität von circa 1000 Frequenzen parallel aufge-
zeichnet, während der Spiegel langsam um maximal 6mm verschoben wird. Nachdem die
Messung beendet ist, wird eine möglichst saubere Intensität-Abstands-Aufnahme einer
konstanten Frequenz νmin herausgesucht. Von dieser Messreihe wird die Resonatorlänge
dopt mit der geringsten Intensität herausgesucht und als Imin bezeichnet. Anschließend
wird der Spiegel zu dieser Position dopt gefahren und eventuell etwas nachjustiert, um
ein möglichst optimales Resultat zu erzielen. Zum Abschluss wird noch einmal ein kom-
plettes Frequenzspektrum an dieser Position aufgezeichnet und der Gütefaktor bei νmin
bestimmt. De facto ergibt sich damit das Minimum eines zweidimensionalen Parameter-
raums, bestehend aus Frequenz und Resonatorlänge. Im inneren Graph von Abbildung
3.15 wird ein solche zweidimensionale Matrix gezeigt.
Allerdings zeigt sich, dass die Intensität im Frequenzspektrum generell sehr stark fre-
quenzabhängig ist. So kann die Intensität auch beim Transmissionsprobenstab, ein Gerät
ohne Resonator, innerhalb einiger MHz um mehrere Größenordnungen schwanken. Ein
anderes Problem ist die exakte Bestimmung der halben Höhe bzw. den Intervallgrenzen
für einen Lorentzfit, erkennbar in Abbildung 3.15. Wird trotz dieser Bedenken der Q-
Faktor berechnet, ergibt dies für einen leeren Fabry-Pérot Resonator Werte für Q von
ungefähr 10.000. Dieser Wert erscheint unter der Betrachtung der geringen Finesse, und
im Vergleich mit dem statischen Resonator von Ferdinand Lipps [61] mit Q = 8000,
einen unrealistisch hohen Wert zu besitzen. Im Vergleich mit anderen Literaturwerten,
liegt der Wert im unteren Bereich. So ergibt sich bei Braakman et al. [70] ein Wert von
Q = 100.000, bei Takahashi et al. [71] etwa Q = 22.000 und bei Clarke et al. [67] circa
Q = 24.000. Allerdings wurden bei diesen Resonatoren auch ein Metallgitter statt ei-
ner Mylar-Folie verwendet. In Allgemeinem kann davon ausgegangen werden, dass ein
Metallgitter eine stabilere Resonanzbedingung generiert und demzufolge den Q-Faktor
merklich erhöhen würde.
17(Full-Width-Half-Max )
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Abbildung 3.15.: Bestimmung des Gütefaktors im Frequenzraum. Der innere Graph
zeigt die logarithmierte Intensität als Abhängigkeit von Frequenz und Resonatorposition.
In der Mitte des grünen Kreises befindet sich das globale Minimum des Frequenz- und
Ortsraums des Hauptdiagramms.
3.2.4.2 Finesse
Die andere bereits angesprochene Möglichkeit zur Quantifizierung der Qualität bietet
die Finesse, welche sich wie folgt berechnet:
F = ∆dPeriode
∆dFWHM
=
π
√
R
1−R
. (3.21)
∆dPeriode entspricht dem Abstand zweier Peaks und ∆dFWHM der jeweiligen Halbwerts-
breite eines Peaks. Siehe hierzu Abbildung 3.16 für drei verschiedene Beispiele. Aus der
Finesse lässt sich damit auch die Qualität der Reflexion R herleiten, dessen maximaler
Wert bei 1 liegt. Es gilt dabei zu beachten, dass jeweils die Distanzen zwischen den Peaks
der gleichen konsekutiven Moden, also l = p = konstant, vermessen werden. Für den
Graphen aus Abbildung 3.17 ergibt sich damit eine relativ geringe Finesse von ungefähr
11. Für bessere Resonanzbedingungen kann die Finesse allerdings bis auf einen Wert von
ungefähr 50 ansteigen. Dies entspricht auch grob den gemessenen Werten von Rohrer
et al. [65].
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Abbildung 3.16.: Bestimmung der Finesse. Die drei unterschiedlichen Farben reprä-
sentieren jeweils eine hohe (R = 0,9), mittlere (R = 0,5) und niedrige Finesse (R = 0,1),
wobei R die Reflektivität beschreibt.
Abbildung 3.17.: Reflektierte Intensität als Funktion der Resonatorlänge in logarith-
mischer Darstellung. Die Doppelpfeile repräsentieren hierbei die Abstände zwischen den
n-Moden mit p = 0, 1 und ` = 0. n steht dabei jeweils für die longitudinale Mode und p
bzw. ` für die transversalen Moden. Der Wert Gemessen darunter repräsentiert den ge-
messenen Abstand und Formel gibt die theoretische Distanz nach Gleichung 3.13 wieder.
Unter oder neben den einzelnen Peaks ist die jeweilige Mode angegeben.
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3.2.4.3 Signal-Rausch-Verhältnis
Das Signal-Rausch-Verhältnis wird durch die Amplitude des Messpeaks, geteilt durch
die Standardabweichung des Rauschens fernab des Signals bestimmt. Hierfür wurde zum
Testen und Vergleichen ein Stoff mit einem antiferromagnetischen S = 1/2 Dimersystem
mit der chemischen Formel (C5H6N2F)2CuCl4 verwendet [72, 73]. Dieses Material, im
Folgenden kurz als FAP-5 bezeichnet, eignet sich zur Messung besonders gut, da es
ein relativ starkes Signal bei geringer Linienbreite aufweist. Um die Verbesserungen
bei Verwendung des Fabry-Pérot Resonators zu vergleichen, wurde der gleiche FAP-5
Einkristall ebenfalls mit Hilfe des Reflexionsprobenstabes gemessen. Dies garantiert eine
möglichst vergleichbare Mikrowellenumgebung im Wellenleiter.
Um das Signal-Rausch-Verhältnis zu berechnen, wurde zuerst der jeweilige Peak mit
einer Lorentzfunktion (Gleichung 2.78) an die Rohdaten angepasst, um aus diesen die
Amplitude A zu erhalten. Abbildung 3.18 zeigt dabei den Unterschied in der Intensität
für eine Frequenz im Reflexionsprobenstab und für den FPR. Für die Berechnung des
Rauschens wurde fernab des Messpeaks für 20 Datenpunkte die Standardabweichung σ20
bestimmt. Daraus ergibt sich dann zusammen das SRV zu:
SRV =
A
σ20
. (3.22)
Für die Berechnung des SRV vom FPR wurde die Resonatorlänge zuerst für eine optimale
Resonanzbedingung eingestellt. Anschließend wurde der Spiegel in beide Richtungen ver-
schoben, um zu testen wie stark die Signalqualität abnimmt. Dies wird in Abbildung 3.19
im linken Graph gezeigt. Im Gegensatz dazu wurden beim Reflexionsprobenstab viele
unterschiedliche Frequenzen verwendet, um daraus einen Durchschnittswert zu erhalten.
Im Vergleich mit den besten Wert des FPR von ungefähr 2400, mit dem Durchschnitt
beim RPS von 211, ergibt sich eine durchschnittliche Verbesserung um den Faktor 10.
3.2.5 Moden
Die einzelnen Moden, die sich aus der Gleichung 3.13 errechnen lassen, können in den
Spektren auch den einzeln Resonanzen zugeordnet werden. Hierzu werden die jeweiligen
Differenzen der Resonanzmoden mit dem Radialteil p = 0 und p = 1 berechnet und mit
den experimentellen Werten verglichen. Wie in Bild 3.17 zu erkennen ist, stimmen die
Abstände der einzelnen Peaks relativ gut mit der Theorie überein. Zusätzlich lassen sich
so die winkelabhängigen Moden ` zuweisen. Die Abweichungen vom Idealwert stammen
dabei wahrscheinlich von Ungenauigkeiten im Spiegelradius oder von kleinen Abweichun-
gen in der Konstruktion, wie beispielsweise ein nicht perfekt zentrierter Spiegel.
Aufgrund dieser Ungenauigkeiten zu den theoretischen Bauplänen, existiert ebenfalls
eine Verschiebung der Resonatorlänge von circa 2,8mm. Der Resonator besitzt damit
einen Operationsbereich von 9,8mm bis 15,8mm. Die Ursache hierfür liegt höchstwahr-
scheinlich in einem verkürzten Stützarm des Spiegels. Dies wirkt sich allerdings nicht
negativ auf die Qualität des Resonators aus.
Zuletzt sei noch angemerkt, dass die Folie nicht exakt bei Resonatorlänge 0 liegt,
sondern aufgrund deren Befestigung rund 0,5mm außerhalbs des Resonators.
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Abbildung 3.18.: Berechnung des Signal-Rausch-Verhältnis für den Reflexionsproben-
stab und den Fabry-Pérot Resonator. Das Rauschen berechnet sich aus der Standardab-
weichung von mehreren Datenpunkten fernab des Peaks. Das Signal wiederrum berechnet
sich aus der Amplitude des Lorentzfits.
Abbildung 3.19.: Unterschiede in den Signal-Rausch-Verhältnissen für den FPR (links)
und den Reflexionsprobenstab (rechts) für die Messprobe FAP-5. Die x-Achse für den
FPR beschreibt jeweils eine Verschiebung des Spiegels, und damit einer Verschiebung der
Resonanzbedingungen. Wie leicht ersichtlich wird, ergibt sich dabei ein Maximum bei
ungefähr 550 Schritten mit einem SRV von ungefähr 2400. Da der RPS keine mechani-
schen verschiebbaren Bauteile besitzt, werden hier die Intensitäten mehrerer Frequenzen
zum Vergleich herangezogen. Im Durchschnitt ergibt dies ein SRV von 211.
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3.3 Transmissionsumlenker
Zusätzlich zum Fabry-Pérot Resonator, wurde eine Erweiterung für den Transmissions-
probenstab (Abbildung 3.5a) entwickelt, die es ermöglicht, eine Probe ohne Fabry-Pérot
Resonator zu rotieren. Dies ermöglicht eine unkompliziertere, rotationsabhängige Un-
tersuchung, falls das Signal der Probe ausreichend stark ist. Für ein Foto inklusive Kon-
struktionsskizze des Transmissionumlenker (TUL) siehe die Abbildungen aus 3.20.
Die Konstruktion wurde so gewählt, dass die Radiowellen hierbei zuerst den Wellenlei-
ter des Transmissionsprobenstabes durchlaufen und daraufhin im Konzentrator gebün-
delt werden. Anschließend durchlaufen die Wellen ein dünnes Rohr mit einem seitlichen
Schlitz. Dieser Schlitz zeigt Richtung des Rotators und lässt das Quarzstäbchen inklu-
sive Probe durch (Abbildung 3.20b). Um dieses Rohr befinden sich zwei halb so lange
Rohre zur Abstützung des inneren Rohres und zur Verminderung des Wellenaustritts am
Schlitz. Die beiden äußeren Rohre haben jeweils an einem ihrer Enden einen Halbkreis
eingebohrt, wodurch das Quarzstäbchen geführt wird. Diese Konstruktion aus inne-
rem Rohr mit Halbkreis und äußerem Rohr mit Schlitz, ermöglicht einen einfachen und
schnellen Weg, um die Probe einzusetzen oder zu tauschen. Nachdem die Radiowellen
die Probe und das innere Rohr durchlaufen haben, werden sie an zwei Goldspiegeln mit
jeweils 45◦ zurückreflektiert und durchlaufen das Rücklaufrohr. Hier ergab sich anfangs
ein kleines Problem mit dem Rotator, da die sich mitdrehenden Schrauben an das äuße-
re Rücklaufrohr stoßen und somit ein Weiterdrehen verhinderten. Um das Problem zu
beheben, wurde ein kleiner Teil dieses Rohres bis auf wenige µm abgeschliffen, wodurch
ein Durchdrehen des Rotators ermöglicht wurde.
Genau wie beim Fabry-Pérot Resonator, muss der Nullpunkt der Rotationseichung
über eine externe Sensorik ermittelt werden. Dazu befindet sich auf dem Aufsatz des
Rotators, worin auch das festgeklebte Quarzstäbchen steckt, eine kleine Spitze am Rand.
Diese Spitze drückt im Nullpunkt eine kleine metallische Feder zusammen, woraufhin
ein elektrischer Strom fließt und ein Signal in Form einer leuchtenden Lampe erscheint.
Daraufhin kann, genau wie beim Fabry-Pérot Resonator, die Rotation an diesem Punkt
geeicht und eine Winkel-Spannung Relation erstellt werden.
Das Ergebnis einer winkelabhängigen Messung für FAP-5 kann in Abbildung 3.21
betrachtet werden.
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(a) (b)
(c)
Abbildung 3.20.: In der linken Fotografie (a) wird das auseinander gebaute Gehäuse
des TUL gezeigt. Rechts daneben in Abbildung (b) werden die unterschiedlichen Rohr-
gruppen gezeigt: Das obere entspricht dabei dem inneren Rohr mit Schlitz. Um dieses
Rohr herum werden die beiden Rohre mit halbrundem Ausschnitt gesteckt. Das unterste
Element entspricht dem Rücklaufrohr, wobei die rechteckige zusätzliche Fräsung sich als
nötig erweist, damit die Schrauben des Rotators nicht anecken. In Abbildung (c) wird
die technische Skizze dargestellt.
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3.3. Transmissionsumlenker
Abbildung 3.21.: ESR-Rohspektren von FAP-5 für verschiedene Winkel. Das innere
Diagramm zeigt die Auswertung der Resonanzposition als Funktion des Winkels. Das
Winkelinkrement zwischen zwei Linien beträgt 10◦.
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4 Ba2YIrO6 und Sr2YIrO6
Ba2YIrO6 und sein strukturell und chemisch ähnliches Pendant Sr2YIrO6 sind Iridate,
in denen, nach einfacher physikalischer Auffassung, kein paramagnetisches Signal in der
ESR auftreten sollte, da Iridium in beiden Materialen im Oxidationszustand +5 vorliegt.
Dies erzeugt nach den Hundschen Regeln für ein d4 System mit großer Kristallfeldauf-
spaltung ∆ und starker Spin-Bahn-Kopplung λ ein Gesamtdrehimpuls von Jeff = 0. Auf
diesen Zusammenhang wird später noch ausführlich eingegangen.
Allerdings konnten Cao et al. [74] in ihren Sr2YIrO6-Proben langreichweitigen Antifer-
romagnetismus mit einem Phasenübergang bei 1,3K und einer hohen Curie-Weiss Tem-
peratur von ungefähr −229K nachweisen. Dieses unerwartete langreichweitige Verhalten
der Spins wurde erklärt mit einem Zusammenbruch des Jeff = 0 Formalismus unter Be-
rücksichtigung starker Verzerrungen des Kristallfeldes. Die gleiche Arbeitsgruppe erzielte
jedoch auch für Ba2YIrO6, einem Stoff mit kubischer Symmetrie und ohne Verzerrungen
der Iridium-Oktaeder, vergleichbare Resultate für die magnetischen Untersuchungen [75].
Hier liegt die Néel-Temperatur bei vergleichbaren 1,6K und die Curie-Weiss Tempera-
tur bei −149K. Auf diese experimentellen Ergebnisse beziehen sich unter anderem auch
theoretische Berechnungen, wie beispielsweise die Arbeit von Bhowal et al. [76] welche
den Zusammenbruch des Jeff = 0 Formalismus mit Bandstruktureffekten erklärt.
Unabhängig davon wurde Ba2YIrO6 auch von den Gruppen Phelan et al. [77], Dey
et al. [78] und Ranjbar et al. [79] mit Hilfe von Magnetisierungsmessungen untersucht.
Hierbei zeigte sich ein deutlicher, bis dato nicht eindeutig erklärbarer Unterschied zu
den Messergebnissen von Zhang et al. [75] und Cao et al. [74]. Die Werte für das effektive
magnetische Moment sowie die Curie-Weiss Temperatur liegen deutlich unterhalb der
Werte von Zhang et al. [75], wie ein Blick in Tabelle 4.1 deutlich macht. Ebenso konnte
keine der oben genannten Arbeiten langreichweitige magnetische Ordnungen feststellen.
Nichtsdestotrotz wurde bei allen drei Analysen ein schwaches paramagnetisches Rest-
signal beobachtet. Dabei gehen Dey et al. [78] und Ranjbar et al. [79] davon aus, dass
es sich hierbei um eine geringe Anzahl an Defekten oder eine kleine Abweichung der
Stöchiometrie im Kristall handelt. Hingegen liegt die Ursache laut Phelan et al. [77] an
einer nicht komplett unterdrückten SBK, welche durch minimale Störungen in der Sym-
metrie der Iridium-Oktaeder und eine nicht ausreichend starke Kristallfeldaufspaltung
hervorgerufen wird.
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Um die Ursache für den schwachen, aber dennoch vorhandenen, Magnetismus zu unter-
suchen, wurden in dieser Arbeit polykristalline Proben mit ESR untersucht. ESR eignet
sich in diesem Falle besonders gut, da diese Methode es ermöglicht, die g-Faktoren und
die Spinmultiplizität von verschiedenen Spinzentren zu messen und damit auch Rück-
schlüsse auf die Oxidationszustände der einzelnen Atome oder Defekte zulässt.
Das vorliegende Kapitel über Ba2YIrO6 ist in folgende Abschnitt aufgeteilt. Im ersten
Abschnitt werden die konkreten Unterschiede in der Aufspaltung der Energiezustände
eines Ir5+- zu dem eines Ir4+- Systems betrachtet und die theoretischen Grundlagen
erläutert. Anschließend wird der aktuelle Stand der experimentellen und theoretischen
Literatur zu d4-Systemen mit starker Spin-Bahn-Kopplung kurz aufgelistet. Zudem wer-
den die grundlegenden experimentellen Eigenschaften von Ba2YIrO6 beschrieben. Dar-
aufhin werden die Ergebnisse der ESR-Messungen präsentiert. In einem kurzen Ab-
schnitt werden anschließend auch die Resultate der NMR Messungen präsentiert, welche
die ESR-Ergebnisse unterstützen. Anschließend werden die Resultate diskutiert, erklärt
und mit Hilfe von statistischen Analysen untermauert. Darauf aufbauend wird versucht
die anormalen Befunde von [74] quantitativ zu erklären. Abschließend werden die ESR-
Ergebnisse von Sr2YIrO6 vorgestellt.
Proben
Dey
et al.[78]
Phelan
et al.[77]
Ranjbar
et al.[79]
Zhang
et al. [75]
µeff [µB/Ir] 0,44 0,49 0,18 1,44
θCW[K] −8,4 −2,5 −15,2 −149
fFP =
∣∣∣∣θCWTN
∣∣∣∣ - - - 97,3
Langreichweitige Ordnung - - - <1,6 K
Tabelle 4.1.: Messergebnisse für Ba2YIrO6 aus verschiedenen Arbeiten. Hier entspricht
µeff dem effektiven magnetischen Moment als vielfaches des Bohrschen Magnetons pro
Ir, θCW der Curie-Weiss Temperatur, fFP =
∣∣∣ θCWTN ∣∣∣ dem Frustrationsparameter. TN steht
für die Néel Temperatur.
4.1 Theorie
Die bisherigen Betrachtungen des Iridiums erfolgten im d5-Zustand, da dieser mit Jeff =
1/2 einen magnetischen Grundzustand aufweist und für viele Untersuchungen dadurch
interessant wird. Im folgenden Abschnitt 4.1.1 wird die Aufspaltung des d4-Zustandes
hergeleitet und durch theoretische Untersuchungen in Abschnitt 4.1.2 ergänzt.
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4.1.1 Iridium im d4-Zustand
Wie beim d5-Fall, verursacht die starke Kristallfeldaufspaltung eine Aufspaltung der t2g-
und eg-Zustände. Iridium Ir5+ hingegen liegt im d4-Zustand vor und erreicht, ohne Ein-
beziehung der Spin-Bahn-Kopplung (L = 0), damit einen Spin von S = 1 im t2g-Level.
Dies wird beispielsweise in der Abbildung 4.1a links, über dem schematischen Bild der
Orbitale, dargestellt. Aufgrund der für Iridate üblichen starken SBK kommt es allerdings
zu einer weiteren Aufspaltung in die Energieniveaus J = 0, J = 1 und J = 2. Hierbei
entspricht J = 0 einem unmagnetischem Grundzustand während die beiden anderen
Niveaus den angeregten Zuständen entsprechen. Dabei wurde angenommen, dass der ef-
fektive Bahndrehimpuls Leff = −1 beträgt und sich die Gesamtdrehimpulse nach Formel
2.44 ergeben. Diese Darstellung der Aufspaltung wird besonders für spektroskopische
Untersuchungen verwendet und beruht auf der LS-Kopplung (siehe Abschnitt 2.1.4.1).
In der Literatur zu Ir4+-Iridaten wird allerdings auch häufig das sogenannte Einteil-
chenbild (single particle picture) benutzt [74, 75, 76, 79, 80]. Dieses Bild beruht auf
einem Modell in dem sich Elektronen in einem effektiven Feld von anderen Elektronen
bewegen und entspricht der jj-Kopplung. Die Abbildung 4.1b unterscheidet sich im we-
sentlichen von Abbildung 2.21 nur durch ein leeres Jeff = 1/2 Band, welches ebenfalls zu
einem nichtmagnetischen Zustand mit J = 0 führt. In beiden Fällen, also sowohl in der
spektroskopischen Betrachtungsweise, als auch im Einteilchenbild, existiert somit in der
Theorie kein magnetisches Moment (µeff = 0).
(a) Spektroskopische Betrachtung (b) Einzelteilchenbetrachtung
Abbildung 4.1.: Herleitungen der Grundzustände für Ir5+ in der d4 Konfiguration. Wie
bereits in Abbildung 2.21 beschrieben, werden durch die starke Kristallfeldaufspaltung
die Niveaus eg und t2g aufgespalten. Dabei ist die Aufspaltung ∆ so groß, dass die eg-
Niveaus (hier nicht gezeigt) ignoriert werden können. Anschließend wird die starke Spin-
Bahn-Kopplung berücksichtigt, welche in beiden Fällen zu einem nicht-magnetischen
Zustand mit J = 0 führt. Dabei wird angenommen, dass das Jeff = 3/2 Band komplett
besetzt ist und das Jeff = 1/2 Niveau dementsprechend leer bleibt. Abbildung (a) ent-
spricht der Aufspaltung nach dem LS-Kopplungs-Schema und Abbildung (b) zeigt die
Entartung anhand der jj-Kopplung.
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4.1.2 Theoretische Untersuchungen von Ir5+-Iridaten
Komplexere Betrachtungen des Magnetismus von d4-Systemen mit starker Spin-Bahn-
Kopplung ergeben sich durch die theoretischen Betrachtungen von Svoboda et al. [81],
Chaloupka et al. [82], Khaliullin [83], Bhowal et al. [76] und Meetei et al. [80], welche hier
kurz zusammengefasst werden. In diesen Veröffentlichungen wird besonders die Frage
untersucht, was zwischen den beiden Extremen von LS- und jj-Kopplungsschema passiert
und welche Bedeutung die Coulombwechselwirkung U und die Austauschkonstante J für
den Magnetismus haben.
Svoboda et al. [81] untersuchten den Einfluss des Superaustausches JSA (superex-
change) im Verhältnis zur SBK λ. Für ansteigende Werte von JSA/λ ergibt sich ein
Übergang von einem nichtmagnetischen Singulett hin zu einem neuartigen Magnetismus,
der eine starke Abhängigkeit von der Hundschen Kopplung, der Kristallstruktur und der
Anzahl der involvierten Orbitale zeigt. Im Falle eines sehr großen JSA/λ-Verhältnis pro-
duzieren die lokalisierten Spin- und Bahndrehmomente eine frustrierte Wechselwirkung
innerhalb des orbitalen anisotropen Austausches. Dies wiederum ermöglicht in der Theo-
rie eine spin-orbitale Flüssigkeit wobei Spin und orbitales Moment verschränkt sind.
Chaloupka et al. [82] haben in ihren theoretischen Untersuchungen den Einfluß von do-
tierten d4-Mott-Isolatoren untersucht und dabei festgestellt, dass die mobilen Ladungs-
träger eine langreichweitige ferromagnetische Ordnung induzieren können.
Khaliullin [83] beschreibt den durch die starke Spin-Bahn-Kopplung hervorgerufenen
van-Vleck-artigen nichtmagnetischen Grundzustand mit Hilfe von Singulett-Triplett Ex-
zitonen. In Perowskiten führt dies zu einer konventionellen Bose-Einstein-Kondensation
der angeregten Quasiteilchen. Dabei kommt der Autor zu dem Schluss, dass J = 1/2
Fermionen im Hintergrund eines solchen d4-Gitters den Magnetismus stark beeinflußen
können.
Meetei et al. [80] haben das Wechselspiel der Hubbard-Wechselwirkung U , der Spin-
Bahn-Kopplung λ und der Austauschwechselwirkung t in d4 Mott-Isolatoren untersucht.
Dabei zeigte sich unter anderem, dass für große U und/oder kleine λ ein magnetischer
Grundzustand mit J = 2 oder J = 1 entstehen kann. Eines der zentralen Resultate
dieser Studie ist die drastische Änderung der lokalen Momente bei Überschreitung der
jeweiligen Phasenübergänge. Daraus folgern die Autoren, dass die einfache atomphysik-
alische Beschreibung nicht akkurat genug ist, um das lokale Verhalten der Elektronen
zu beschreiben.
Bhowal et al. [76] haben sich speziell mit iridiumhaltigen Doppelperowskiten beschäf-
tigt und diese mit Methoden der DFT berechnet. Als wichtiges Resultat der Arbeit zeigte
sich, dass Bandstruktureffekte einen Zusammenbruch des J = 0 Zustandes verursachen
und weniger die Auswirkung von nicht-kubischen Verzerrungen. Hierbei liegt die Energie
der Bandbreite W , in derselben Größenordnung wie die Spin-Bahn-Kopplung in Dop-
pelperowskiten. Die Energieskala liegt genau zwischen den Grenzwerten von λ W mit
S = 1 und λ  W mit J = 0. Dabei handelt es sich im ersten Fall um ein rein atomis-
tisches Bild und im zweiten Fall um den weiter oben ausführlich behandelten Jeff = 1/2
und Jeff = 3/2 Zustand.
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4.2 Eigenschaften von Ba2YIrO6
Ba2YIrO6 kristallisiert in einer Doppelperowskitstruktur mit der Raumgruppe Fm3̄m
und zeigt eine nahezu perfekte kubische Symmetrie mit β = 90,039◦. Siehe Abbildung
4.2 für die Darstellung der Kristallstruktur. Die für die ESR-Messungen verwendeten
Kristalle wurden im IFW von Dey et al. [78] synthetisiert und mit statischen Magnetfeld-
messungen untersucht. Dabei zeigen die Messungen aus Abbildung 4.3 im ganzen Bereich
von 0,43K bis 300K ein unerwartetes paramagnetisches Verhalten. Unter Verwendung
eines Curie-Weiss Fits χ(T ) = χ0 + C/(T − θCW) von 30K bis 300K ergibt sich ein ef-
fektives Moment von
√
8C = µeff = 0, 48µB/Ir, eine Curie-Weiß Temperatur18 θCW von
≈ −16K und eine temperaturunabhängige Suszeptibilität von χ0 = 5, 8×10−4cm3/mol.
Bei einer Temperatur unter 20K zeigt sich eine kleine, aber deutliche Abweichung des
Curie-Weiss Verhaltens. Dies wird in dem inneren Graph in Abbildung 4.3 verdeutlicht.
Da die Curie-Weiss Temperatur negativ ist und die Abweichung in der χ−1-Darstellung
nach unten zeigt, handelt es sich vermutlich um ansteigende antiferromagnetische Korre-
lationen. Die genaue Ursache für diese unerwartete Abweichung vom nichtmagnetischen
Verhalten wird später ausgiebig diskutiert.
Zusätzlich zu den Suszeptibilitätsmessungen zeigen auch die Untersuchungen der spe-
zifischen Wärmekapazität Cp keine Anzeichen für langreichweitige magnetische Ord-
nungen. Zwar gibt es eine kleine Anomalie um 5K, wie in Abbildung 4.4 deutlich zu
erkennen ist, allerdings zeigt der Verlauf nicht die übliche λ-Form wie sie für Übergänge
zweiter Art zu erwarten wäre. Bei genauerer Untersuchung zeigt sich, dass es sich dabei
höchstwahrscheinlich um eine Schottky-Anomalie19 handelt [84].
4.3 ESR
Die ESR-Spektren wurden mit Hilfe des X-Band Spektrometers und den PNA-X Er-
weiterungen aufgenommen. Da die verwendeten Kristalle zu klein sind, um sie einzeln
zu untersuchen, wurden möglichst viele zusammengepresst und vermessen. Zusätzlich
wurden für eine Rotationsmessung zehn Einzelkristalle möglichst parallel auf ein Quarz-
substrat geklebt.
4.3.1 Ergebnisse
Im Folgenden werden die Rohspektren von Ba2YIrO6 ausgewertet und insbesondere die
Linienbreite analysiert. Anschließend wird in Abschnitt 4.3.1.6 die absolute Anzahl der
Spins in der Probe bestimmt.
18In der Originalveröffentlichung wurden die Daten von 15K bis 300K angepasst, was allerdings auf-
grund der Abweichung des Curie-Weiss Verhaltens unter 20K zu einem leicht abweichenden Wert von
µeff = 0, 44µB/Ir und θCW = −8,9 K führt.
19Diese Anomalie entsteht bei tiefen Temperaturen für ein Zwei-Niveau-System. Siehe auch [7, S. 27].
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Abbildung 4.2.: Allgemeine Kristallstruktur von Ba2YIrO6. Hierbei entsprechen die
gelben Atome Barium, grünen Atome Sauerstoff, rosafarbenen Atome Yttrium, und die
blauen Atome Iridium. Abbildung von Dey et al. [78].
Abbildung 4.3.: Magnetische Suszeptibilität für Ba2YIrO6 in einem Magnetfeld der
Stärke B = 500 mT. Die rote Funktion entspricht dem Curie-Weiss Fit von 20K bis
300K. Zusätzlich ist auch die inverse Suszeptibilität (rechte Achse) abzüglich von χ0
dargestellt, um die Abweichungen vom Curie-Weiss Gesetz für tiefe Temperaturen besser
zu erkennen. Der innere Graph zeigt den Temperaturbereich bis 30K, um die Abweichung
vom linearen Verhalten hervorzuheben. Daten von Dey et al. [78].
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Abbildung 4.4.: Spezifische Wärmekapazität von Ba2YIrO6 für sechs unterschiedliche
Magnetfelder. Daten von Corredor et al. [84].
4.3.1.1 Rohspektrum
Die repräsentativen X-Band Spektren von drei verschiedenen Temperaturen sind in Ab-
bildung 4.5 dargestellt. Hier erkennt man fünf verschiedene Peaks, wobei die drei Peaks
auf der rechten Seite ein Quartett mit S = 3/2 darstellen und im Folgenden zusammen
als eine Einheit mit der Abkürzung gRechts bezeichnet werden20. Die beiden Dupletts
(S = 1/2) werden mit gLinks und gMitte bezeichnet und sind bis zu Temperaturen von
ungefähr 200K vorhanden. Im Gegensatz dazu verschwindet das gRechts Signal bereits
bei 120K. Die Positionen der Resonanzen und damit der g-Faktor sind temperaturunab-
hängig. Für die Nullfeldaufspaltung ∆NF ergibt sich ein Wert von 190MHz, beziehungs-
weise 0,8 µeV.
4.3.1.2 Frequenzabhängigkeit
Um die genauen g-Faktoren zu bestimmen und sicherzustellen, dass es sich bei den Peaks
rechts um ein S = 3/2 Spinsystem handelt, wurde die Probe auch bei höheren Frequenzen
untersucht. Hierbei stellt sich heraus, dass das Quartett bei höheren Frequenzen nicht
mehr auflösbar ist. Dies zeigt sich deutlich in der Hochfrequenzmessung aus Abbildung
4.6 in der nur ein Peak gRechts vorkommt. Die Ursache hierfür liegt, wie in Abschnitt
2.1.5 bereits erklärt, in der Zunahme der Linienbreite bei konstant bleibendem Abstand
der Satelliten. Die genauen Ergebnisse der linearen Anpassung E = hν = gµBB + ∆AI
zeigen einen g-Faktor von jeweils 2,0, 1,90 und 1,49 für gLinks, gMitte und gRechts. Keiner
der Peaks zeigt eine nennenswerte Anisotropielücke ∆AI.
20Je nach Literatur findet man auch die Bezeichnung Triplett für einen S = 3/2 Zustand.
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Abbildung 4.5.: Rohspektren der X-Band-Messungen für drei unterschiedliche Temp-
eraturen. Auf der rechten Seite ist deutlich der gRechts-Peak mit seinen beiden Satelliten
zu erkennen.
Abbildung 4.6.: Rohspektren der HF-Messung für zwei unterschiedliche Temperaturen.
Das Quartett von gRechts ist aufgrund der angestiegenen Linienbreite bei höheren Fre-
quenzen zu einem großen Peak verschmolzen. Siehe hierzu Abschnitt 2.1.5.
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Abbildung 4.7.: Frequenzabhängigkeit der gemessenen Resonanzpositionen. In der in-
neren Grafik sind die beiden Satelliten des g3/2-Peaks dargestellt, welche bei höheren
Frequenzen, bzw. höheren Magnetfeldern, mit dem mittleren Peak verschmelzen. Die
Ursache hierfür liegt darin, dass die Linienbreite mit zunehmender Frequenz zunimmt,
der Abstand der einzeln Peaks aber konstant bleibt. Dies ist zugleich ein indirekter
Beweis für ein S = 3/2 System.
4.3.1.3 Anisotropie
Wie bereits erwähnt, wurden Rotationsmessungen im X-Band Spektrometer mit einzeln
aufgeklebten Kristallen durchgeführt. Hierbei konnte bei keinem der Peaks eine Winkel-
abhängigkeit um die a-Richtung festgestellt werden. Diese Beobachtung deckt sich auch
mit den Erwartungen für ein kubisches Gitter. Allerdings muss, aufgrund des sichtbaren
Quartetts, die kubische Symmetrie minimal gebrochen sein. Unter dieser Voraussetzung
kann davon ausgegangen werden, dass die paramagnetischen Defekte gleichmäßig verteilt
sind und die Winkelanisotropie somit nicht auflösbar ist.
4.3.1.4 Linienbreite
Um weitere Informationen aus den Rohspektren zu erhalten, wurde die Datenanpassung
mit einer Tsallian-Funktion (Tabelle 2.2) durchgeführt21 und die Linienbreite und Am-
plitude extrahiert. Hierbei zeigt sich, dass die Linienbreite von gLinks und gMitte bei Tem-
21Lorentz und Gauß haben nicht befriedigend genug gepasst. Der q-Wert betrug hier ungefähr 2,9 für
die S = 1/2 Resonanzen und ungefähr 3,4 für das Quartett.
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Abbildung 4.8.: Linienbreiten in Abhängigkeit der Temperatur. Auffällig ist, dass die
Linienbreite für die Peaks gLinks und gMitte bei unter 20K deutlich zunimmt, während sie
für gRechts nur schwach ansteigt. Für Temperaturen über 30K verhält sich die Verbreite-
rung der Linienbreite hingegen genau gegenteilig. Hier steigt die Linienbreite für gRechts
sehr stark an, während sie für gMitte konstant bleibt und für gLinks nur schwach ansteigt.
Abbildung 4.9.: Linienbreiten als Funktion der Temperatur für die Hochfeldmessun-
gen. Zum besseren Vergleich ist das Maximum auf 1 normiert. Die S = 1/2 Peaks zeigen
hier besonders deutlich eine Zunahme der Linienbreite, während das Quartett konstant
bleibt oder nur sehr leicht ansteigt.
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peraturen unter 20K um 0,6mT ansteigt, wie in Abbildung 4.8 ebenfalls gut zu erkennen
ist. Umgerechnet entspricht das knapp einem Faktor zwei zwischen der maximalen und
der minimalen Linienbreite. Im Gegensatz dazu steigt die Linienbreite des Quartetts nur
um 0,3mT bis 0,4mT bzw. ungefähr 20 % an. Dieser Unterschied in der Zunahme der
Linienbreite und damit der Anstieg der Wechselwirkung zeigt sich besonders deutlich in
den Hochfeldmessungen. Hier wird in Abbildung 4.9 ersichtlich, dass die Resonanzen der
S = 1/2 Peaks unter 20K eine deutliche Zunahme der Linienbreite aufweisen, während
der S = 3/2 Peak eine konstante Linienbreite für diesen Temperaturbereich aufweist.
Dieser Unterschied im Temperaturverhalten der Linienbreite zwischen den S = 1/2
Peaks und dem S = 3/2 Peak lässt sich mit einer inhomogenen Verteilung der lokalen
Felder der einzelnen Spinzentren erklären. Vermutlich liegen die Defekte der Dupletts
damit räumlich näher beieinander, als die Defekte welche die Quartettstruktur erzeugen.
Dies impliziert einen Widerspruch zur Curie-Weiss-Temperatur der S = 1/2 Zentren, die
hiernach größer sein sollte. Bedauerlicherweise kann die Diskrepanz zwischen den Sus-
zeptibilitäten und den Linienbreiten mit den vorhandenen Daten nicht aufgelöst werden.
Auffällig ist zudem, dass der Temperaturverlauf von gLinks und gMitte eine sehr ähnliche
Form besitzt. Möglicherweise liegt der Grund für die Verbreiterung somit in der gleichen
Ursache oder die beiden Spingruppen korrelieren stark untereinander. Potenziell möglich
wäre, dass die S = 3/2 Defekte die Hauptwechselwirkung darstellen und die anderen
Defekte stark beeinträchtigen.
Ein ungewöhnliches Verhalten zeigt die steigende Linienbreite des Quartetts für Tem-
peraturen über 30K. Höchstwahrscheinlich liegt die Ursache hierfür in einer sehr starken
Kopplung dieser Spingruppe an das Umgebungsgitter. Wie in Abschnitt 4.5.2 ausführlich
erklärt wird, stimmt dieser Zusammenhang gut mit dem geringen orbitalen Reduktions-
faktor k bzw. g-Faktor überein. Zusätzlich sei darauf hingewiesen, dass die Ankopplung
der Phononen an das Spinsystem durch eine Modulation des Kristallfeldes erfolgt, wel-
ches sich wiederum über die Spin-Bahn-Kopplung auf die Spins auswirkt [28, S. 65].
4.3.1.5 Bestimmung der Spin-Suszeptibilität
Um die Suszeptibilität aus den ESR-Spektren zu erhalten, wurde die Linienbreite qua-
driert und mit der Spitze-zu-Spitze-Amplitude und einer zusätzlichen Konstanten mul-
tipliziert (siehe Tabelle 2.2). Rein rechnerisch entspricht dies der doppelten Integration
der abgeleiteten Intensität.
Hierbei zeigt sich in Abbildung 4.10a, dass die S = 1/2 Linien eine deutlich gerin-
gere Abweichung vom Curie-Weiss Verhalten zeigen, als die Linien des Quartetts. Mit
der Möglichkeit von ESR zur Differenzierung verschiedener Spin-Zentren lassen sich auch
die Curie-Weiss Temperaturen sowie der prozentuale Anteil zum Gesamtsignal für gLinks,
gMitte und gRechts berechnen. Im Zuge dessen ergeben sich für die Curie-Weiss Tempera-
turen ungefähr −2K für gLinks, −2K für gMitte und ≈ −7K für die S = 3/2 Resonanz.
Allerdings zeigt sich bei genauerer Betrachtung, dass die Werte für θCW ziemlich stark
vom Start- und Endpunkt des Fits abhängen und damit stark fehlerbehaftet sind. So
zeigt sich für viele Parameter gLinks und gMitte, mit der unteren Fit-Grenze 40K, eine po-
sitiver θCW-Wert und damit ferromagnetische Korrelationen. Physikalisch ist allerdings
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Abbildung 4.10.: Im oberen Teil der Darstellung werden die unterschiedlichen inver-
tierten Intensitäten der verschiedenen Peaks gezeigt und normiert um die unterschied-
lichen Verläufe hervorzuheben. Im unteren Teil werden die ESR-Suszeptibilitäten al-
ler Peaks addiert und in Relation mit den statischen Messungen gebracht. Die Curie-
Weiss Temperatur dieser Addition liegt in der gleichen Größenordnungen wie bei der
dc-Magnetisierungsmessung.
ungewiss, woher diese ferromagnetische Komponente stammen könnte. Letztendlich kann
anhand der Curie-Weiss Temperaturen geschlussfolgert werden, dass die antiferroma-
gnetischen Korrelationen für das Quartett ausgeprägter sind, als für die beiden anderen
Signale.
Durch die Addition der Suszeptibilitäten aller Resonanzlinien kann diese mit dem
qualitativen Verlauf der statischen Suszeptibilitätsmessungen verglichen werden. Wie
der Abbildung 4.10b zu entnehmen ist, stimmen beide Verläufe gut überein. Des Wei-
teren zeigt sich sowohl für ESR, als auch für statische Messungen mit einem SQUID-
Magnetometer, eine Abweichung des linearen Verhaltens für Temperaturen unter 20K.
Unterhalb dieses Schwellwertes steigen somit die kurzreichweitigen, antiferromagneti-
schen Spin-Wechselwirkungen langsam an. Die Ergebnisse finden sich zusammengesfasst
in Tabelle 4.2.
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- gLinks gMitte gRechts Summe
g-Faktor 2,00 1,90 1,49 -
Spin S 1/2 1/2 3/2 -
Curie-Weiss Temperatur θCW [K] -2 -2 -7 -
S(S + 1) · g2 2,97 2,71 8,44 -
Orbitaler Reduktionsfaktor k 1 0,93 0,4 -
Absorptionsfläche % 7 20 73 100
Anzahl an Spins [1017] 2,74 8,52 9,45 20,7
Anzahl an Spins/Einheitszelle [%] 0,54 1,68 1,86 4,08
Prozentuales Verhältnis der Spins [%] 13 41 46 100
Curiekonstante[10−4cm3 K/mol] 2,0 5,6 19,8 27,4
Tabelle 4.2.: Resultate der ESR-Messungen zur absoluten Suszeptibilität von
Ba2YIrO6. Hierbei ist zu beachten, dass die Werte mit Summenangabe einen relativ
großen Fehler aufweisen (θCW, Absorptionsfläche, etc.) und nur als grobe Näherung zu
betrachten sind.
4.3.1.6 Bestimmung der Spinanzahl
Die bisher gezeigten ESR-Suszeptibilitäten waren alle relativer Natur und stark abhängig
vom Aufbau und den Einstellungen des X-Band Spektrometers. Um die Suszeptibilität
der einzelnen Peaks in absoluten Zahlen zu erhalten, wird mit Hilfe von chromhalti-
gem Rubin als Referenzprobe die absolute Anzahl der Spins bestimmt. Für Details des
Verfahrens siehe Abschnitt 3.1.2. Hierbei wurden die Absorptionsspektren mit einer Tsal-
lianfunktion angepasst und aus den erhaltenen Parametern Linienbreite und Amplitude
die Absorptionsfläche bestimmt. Da die Probe bei Raumtemperatur kein messbares Si-
gnal mehr aufweist, wurden die Messungen bei 20K durchgeführt. Aufgrund vieler, mit
großen Fehlern behafteter Variablen, sollten die Endergebnisse lediglich als grobe Ab-
schätzung betrachtet werden. Besonders sind die erhaltenen Werte stark abhängig von
der Curie-Weiss Temperatur und damit, wie oben bereits beschrieben, auch von der
Start und Endtemperatur des Fits.
Die quantitative Bestimmung der Spins führt dabei zu folgenden Ergebnissen: Zu-
nächst zeigt sich, dass der größte Anteil an Spins mit ungefähr 46% in der Quartettre-
sonanz zu finden ist. Für die beiden anderen Zentren ergibt sich jeweils 13% für gLinks
und 41% für gMitte. Zu beachten ist, dass aufgrund des größeren Spins (S = 3/2), eine
größere Gewichtung in der Absorptionsfläche von ungefähr 73% zu sehen ist. Der Peak
gLinks hat nur einen geringen Flächenanteil von 7%, während gMitte ungefähr 20% zur
Gesamtsuszeptibilität beiträgt. Wird die Menge der Spins auf die Einheitszelle umge-
rechnet, ergibt dies, dass ungefähr 4% aller Einheitszellen einen Defekt besitzen. Dies
liegt in guter Übereinstimmung mit den angenommen Defekten von 2-3% von [78], wo-
bei hier allerdings ausschließlich Defekte mit S = 1/2 angenommen wurden. Letztendlich
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lässt sich mit Formel 2.90 noch die Curiekonstante bestimmen und mit der statischen
Messung vergleichen. Dabei ergibt sich ein Wert von C = 0,027 cm3K/mol, was mit dem
statischen Wert von C = 0,025 cm3K/mol [78] im Rahmen der Messunsicherheit gut
übereinstimmt. Für eine Übersicht der erhaltenen Werte siehe Tabelle 4.2.
4.4 NMR
Die folgenden NMR-Daten stammen von Hammerath et al. [85]. Für die NMR-Messungen
wurden mehrere Einkristalle zu einem Pulver zerkleinert und bei einem Magnetfeld von
jeweils 7T und 15T untersucht. Das untersuchte 89Y Isotop besitzt einen Spin von
I = 1/2 und somit keine Quadropoleffekte, die die Messungen beeinflussen könnten. Die
NMR-Spektren wurden aufgezeichnet bei Verwendung einer normalen Hahn-Spin-Echo
Sequenz und unter Verwendung einer Fouriertransformation analysiert. Um Spin-Gitter
Relaxationseffekte zu vermeiden, wurde zudem die Wiederholungsrate der Pulssequen-
zen ausreichend hoch gesetzt.
Für die Spin-Gitter Relaxationsrate T̃−11 wurde die Sättigungsmethode verwendet und
die nukleare Magnetisierung Mz(t) mit folgender Funktion angepasst:
Mz(t) = M0[1− η(x/T̃1)
β
] (4.1)
wobeiM0 der magnetischen Sättigung entspricht, η = 1 einer idealen Sättigungserholung
(sonst η < 1) und β einem Dehnungsexponenten. β < 1 entspricht einer Verteilung von
Spin-Gitter Relaxationsraten durch Überlagerungen unterschiedlicher Peaks.
4.4.1 Ergebnisse
Zunächst zeigen sich in den Abbildungen 4.11 drei verschiedene Resonanzen P1, P2 und
P3, wobei die ersten Beiden sich stark überlappen. Unter Verwendung eines Gauß-Fits
können daraus die Resonanzposition und die Linienbreite ermittelt werden. Aus der
Resonanzposition folgt mit
ω = γH0(1 +KNS) (4.2)
der Knight-Shift KNS der Anregung. Der Knight-Shift resultiert dabei aus der Hyper-
feinwechselwirkung des nuklearen Spins mit dem Spin des Elektrons und entspricht der
intrinsischen lokalen Spinsuszeptibilität. Für die temperaturabhängige Messung aus Ab-
bildung 4.11c zeigt sich eine sehr schwache Abweichung für KNS. Die Schwäche des
Signals sowie der temperaturunabhängige Verlauf bestätigen dabei die Grundannahme,
dass in Ba2YIrO6 ein nicht-magnetischer Grundzustand vorliegt.
Der P1 Peak stammt von Ba2YIrO6, während der P2 Peak voraussichtlich von Yttri-
umkernen in der Nähe der Defekte stammt. P3 hingegen hat seinen Ursprung in leichten
Verunreinigungen von Y2O3
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Abbildung 4.11.: Die Abbildungen (a) und (b) zeigen ausgewählte 89Y NMR Spektren
von Ba2YIrO6, gemessen in einem Magnetfeld von 7,0493T. Die Linien sind dabei jeweils
mit einer Gaußfunktion angepasst und zeigen einen anisotropen Hauptpeak (P1 Orange
und P2 Dunkelrot) und einen weiteren Nebenpeak bei höheren Frequenzen (P3 Blau).
In Abbildung (c) wird der Knight-Shift und darunter in Abbildung (d) die FWHM als
Funktion der Temperatur dargestellt. Die Werte stammen von der Auswertung mit der
Gaußfunktion. Daten von Franziska Hammerath [85].
Abbildung 4.12.: Die Spin-Gitter Relaxationsrate T̃−11 von 89Y gemessen bei 7,0493T
(orange) und 15T (blau). Ausgewertet werden die Daten dabei mit der Funktion aus
Gleichung 4.3. Die innere Abbildung zeigt die gleichen Daten in logarithmischer Dar-
stellung. Daten von Franziska Hammerath [85].
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Eine genauere Betrachtung der Linienbreite aus Abbildung 4.11d zeigt hingegen eine
Zunahme der magnetischen Korrelationen für Temperaturen unter 40K.
Um die Spin-Gitter-Relaxionszeit T̃1 genauer zu analysieren, werden die temperatur-
abhängigen Zeiten T̃1 an das Bloembergen-Purcell-Pound (BPP) Modell [86] angepasst.
Innerhalb dieses Modells wird die Relaxationszeit als Funktion der lokalen magnetischen
Felder h⊥ senkrecht zum angelegten Magnetfeld ausgedrückt. Damit gilt
T̃−11,BPP(T ) = γ
2h2⊥
τc(T )
1 + τ 2c (T )ω
2
L
(4.3)
wobei die Korrelationszeit der Spinfluktationen mit τc(T ) = τ0 exp( EakBT ) modelliert wird.
Falls die inverse Larmorfrequenz ωL dem Betrag von τc entspricht, ergibt sich ein Peak
in der Spin-Gitter-Relaxionszeit T̃−11 . Dabei liegt die absolute Zeit T̃1 bei mehreren
Sekunden, was auf eine Abwesenheit starker magnetischer Korrelationen hinweist. Des
Weiteren zeigt die Größenordnung der Korrelationszeit τ0 von 2 · 10−10 s auf eine quasi-
statische Natur der schwachen magnetischen Korrelationen hin. Als letztes ergibt sich
aus der BPP-Anpassung eine Aktivierungsenergie von Ea = 40(4) K. Da die Singlett-
Triplett Anregung in der Größenordnung von 370meV (≈ 4300 K) vorkommt, kann diese
somit ausgeschlossen werden [87].
Zusammenfassend ergeben sich damit aus den NMR-Resultaten zwei wichtige Punk-
te: Zum einen steigt unter 40K die Dämpfung der lokalisierten Spinmomente deutlich
an. Dieses Ergebnis steht damit in guter Übereinstimmung mit den ESR-Linienbreiten
der S = 1/2 Resonanzen. Zum anderen weisen die Messdaten auf eine gleichmäßige
Verteilung der paramagnetischen Zentren hin.
4.5 Diskussion
In der Diskussion wird zuerst der orbitale Reduktionsfaktor für die einzelnen Resonanzen
hergeleitet. Daran anknüpfend werden die Defekte mit unterschiedlichen Oxidationszu-
ständen von Iridium assoziiert und deren Ursprung bestimmt.
4.5.1 Orbitaler Reduktionsfaktor
Wie bereits im Abschnitt 2.3 beschrieben, hängt der g-Faktor stark von der Kristall-
feldaufspaltung (KFS), der Stärke der Spin-Bahn-Kopplung und der Überlagerung der
Orbitale ab. Im Folgenden wird angenommen, dass es nur eine sehr kleine tetragona-
le Verzerrung der Iridium-Oktaeder gibt, womit eine Vereinfachung von Formel 2.74
benutzt werden kann:
g|| ≈ g⊥ =
∣∣∣∣−4k − 23
∣∣∣∣ . (4.4)
Nimmt man für gLinks g|| = g⊥ = 2 an, so ergibt sich ein k-Wert von genau 1. Für den
Fall g|| ≈ g⊥ = 1, 9 erhält man einen k-Wert von ungefähr 0,93. Im speziellen Fall des
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Quartetts berechnet sich der k-Wert durch [28]:
g|| ≈ g⊥ = 2−
8kλ
∆
. (4.5)
Hierbei wird angenommen, dass k = 0,4, λ = 0,5 eV und ∆ = 3,2 eV [29] um den g-
Faktor von 1,49 zu erhalten. Der geringe Wert von k weist somit auf eine sehr starke
Kovalenz hin und deckt sich mit ähnlichen Systemen wie Os3+ [88, 89]. Zur Übersicht
sind die Werte in Tabelle 4.2 protokolliert.
4.5.2 Klassifikation der Defekte
Im Folgenden wird angenommen, dass es sich bei gLinks um freie Elektronen bzw. sons-
tige Verunreinigungen handelt. Hierfür spricht vor allem der g-Faktor22 von 2 und das
konstante paramagnetische Verhalten ohne Abweichungen im linearen Verhalten in den
Suszeptilitätsmessungen. Allerdings scheinen auch die freien Elektronen die ansteigen-
den antiferromagnetischen Wechselwirkungen zu spüren, da die Linienbreite für diesen
Peak für Temperaturen unter 20K zunimmt.
Im Fall des gMitte-Peaks hingegen handelt es sich höchstwahrscheinlich um ein Ir4+ (d5)
Ion. Hier wird aufgrund eines zusätzlichen Elektrons der ursprüngliche Ir5+ (d4) Zustand
verändert und ergibt somit ein magnetisches Signal mit der Multiplizität S = 1/2. Als
Hinweis hierfür spricht unter anderem auch der verringerte k-Wert, welcher ein indirek-
ter Beleg für das ausgedehnte 5d-Orbital von Iridium darstellt. Für eine schematische
Darstellung der Aufteilung siehe Abbildung 4.13c.
Abbildung 4.13.: Übersicht der verschiedenen Oxidationsstufen der Iridate mit d3, d4
und d5 Konfiguration. Im unteren Teil der Abbildung sind die möglichen Energieauf-
spaltungen dargestellt.
22g =2,0 bedeutet im Allgemeinen keinen Einfluss durch die Spin-Bahn-Kopplung.
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Bei der letzten Resonanz gRechts fehlt ein Elektron, wodurch sich ein Ir6+ (d3) Zustand
bildet. Dies wird in Abbildung 4.13a schematisch dargestellt. Dieser Quartett Peak lässt
sich damit eindeutigt zuordnen, da hier die Spin-Multiplizität S = 3/2 direkt aus dem
Rohspektrum ersichtlich wird und damit selbst einen deutlichen Hinweis für den Ur-
sprung dieses Defektes liefert. In diesem Fall erscheint die orbitale Reduktion (k = 0,4)
aufgrund der starken Coulombschen Anziehung besonders groß und liefert eine zusätz-
liche Bestätigung für die hohe Oxidationszahl der für die Resonanz ursächlichen Ionen.
Dies ist ebenfalls in guter Übereinstimmung mit Abbildung 2.12 in der gezeigt wird,
dass mit zunehmender Oxidation des Iridiumatoms der Abstand zwischen Ligand und
Zentralatom abnimmt und damit die Überlagerung der Orbitale ansteigt.
4.5.3 Ursachen für Defekte
Nachdem im letzten Abschnitt die Herkunft der Signale erläutert wurde, stellt sich nun
die Frage nach den Ursachen dieser magnetischen Defekte.
Hierzu sei zuerst angemerkt, dass die untersuchte Probe laut Dey et al. [78] ungefähr
2-3 % Restspuren von Ir4+ und Ir6+ enthält. Ursache hierfür können laut den Autoren
entweder eine chemische Substitution von Ir4+ mit Y3+ oder aber eine kleine Abweichung
der Stöchiometrie sein. Eine weitere Möglichkeit besteht in einem kleinen Überschuss
an Sauerstoffionen, welche die umliegenden Elektronen von den Ir5+ Ionen entziehen
und sich dadurch Ir6+ Ionen in der Umgebung bilden. Aufgrund der Ladungserhaltung,
Abbildung 4.14.: Veranschaulichung der möglichen Ursachen der magnetischen Defek-
te. Oben in der Mitte wird ein Iridiumatom (grün) durch Yttriumatom (leeres Quadrat)
ersetzt, was folglich zwei Ir6+ bildet. Links unten entsteht durch den Überschuss eines
Bariumatoms (gelb) zwei Ir4+, und auf der rechten Seite des Bildes entstehen durch ein
zusätzliches Sauerstoffatom (rot) zwei Ir6+ Atome. Die Pfeile repräsentieren die Spins
des Iridiums.
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entstehen aus jedem einzelnen zusätzlichen Sauerstoffion (Oxidationszahl=−2) zwei Ir6+
Ionen wodurch sich das Quartett-Signal erklären ließe. Auf der anderen Seite könnte ein
Barium-Überschuss dazu führen, dass sich mehr Elektronen im Kristall befinden. Da ein
Barium-Ion die Oxidationszahl von +2 besitzt, gibt es die zwei zusätzlichen Elektronen
an die Ir5+ Ionen ab, wodurch diese in der Oxidationszahl sinken und zwei Ir4+ Ionen
produzieren. Diese Möglichkeiten sind in Abbildung 4.14 zu sehen. Denkbar wäre zwar
auch ein Sauerstoffmangel um die Ir4+ Ionen zu erzeugen, allerdings wurde dies durch
ein erneutes Ausglühen23 der Kristalle ausgeschlossen.
4.6 Statistische Analyse
Um ein besseres Verständnis der uneindeutigen Resultate von Zhang et al. [75] zu erhal-
ten, wurden zwei unterschiedliche statistische Analysen angefertigt. In der ersten Analyse
wurde die durchschnittlich geringste Entfernung zwischen einzelnen, zufällig verteilten
Defekten untersucht. Im zweiten Teil der statistischen Analyse wird das Auftreten von
Clustern sowie die Höhe des Schwellwerts untersucht, bei der alle Defekte miteinander
verbunden sind. Dabei wird besonders der Frage nachgegangen, ob eine zu hohe Anzahl
an Defekten eine langreichweitige Ordnung induzieren kann und damit die Ergebnisse
von [75] erklärt.
Für die numerische Berechnung der Statistik wurde hierfür ein dreidimensionales Git-
ter mit einer Länge von N = 51 erstellt24. Anschließend wurden in dieses kubische Gitter
Defekte mit einer gleichmäßigen Wahrscheinlichkeit p verteilt. p entspricht dementspre-
chend der Defektkonzentration. Die Verteilung der Defekte kann auch so gewählt werden,
dass die Defekte nur jeden zweiten Platz belegen, und damit eine Doppelperowskitstruk-
tur wiedergeben. Im Folgenden wird Perowskitstruktur gleichbedeutend mit kubisch ver-
wendet, da die Iridium-Oktaeder in einer BCC Struktur vorliegen und sich diese in eine
kubische Symmetrie transformieren lässt.
Das Programm zur Erzeugung der Statistik wurde eigenständig mit der Programmier-
sprache Python verfasst.
4.6.1 Länge der Wege
In diesem Abschnitt wird die kürzeste Weglänge zwischen zwei Defekten berechnet. Hier-
für bieten sich in einem Perowskitgitter drei mögliche Definitionen an, um die Distanz
konkret zu berechnen:
Pythagoras Die Länge nach Pythagoras wird definiert als die direkte Distanz von einem
Defekt zum Nächsten. Hierbei giltDP = |~ai− ~aj|, wobei ~ai,j jeweils die Koordinaten
eines Defektes darstellen. Dieses Maß ist beispielsweise wichtig für Dipol-Dipol-
Wechselwirkungen.
Sprünge Sprünge wird über den kürzesten Weg definiert, den zwei Defekte über andere
Zentralatome nehmen könnten.
23700 bar Luftdruck bei 500◦ C für 2 Tage. Englisch: (Annealing)
24N3 = 132.651
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Abbildung 4.15.: Skizze für die unterschiedlichen Definitionen des Abstandes zweier
Defekte.
Austauschpfad Der Austauschpfad bezeichnet denWeg über die Sauerstoffverbindungen
der Oktaeder. Dieser ist auch bekannt unter dem Namen Superexchange.
Für eine Skizze der jeweiligen Definitionen siehe Abbildung 4.15. Der Abstand ist je-
weils normiert auf die Anzahl der Schritte. Somit beträgt die Distanz zwischen zwei
benachbarten Punkten für alle drei Definitionen genau eine Einheit (DP = 1).
Für einen bestimmte Konzentration p ergibt sich dann ein Abstand-Defektkonzentrations-
Diagramm mit den drei unterschiedlichen Definitionen der Distanzen. Analytisch lassen
sich die Prozentzahlen auch für die nächsten Nachbarn angeben, sind für weitere Abstän-
de aber kompliziert zu berechnen. Zusätzlich kann auch zwischen Perowskit- (PS) und
Doppelperowskitstruktur (DPS) unterschieden werden. Im ersten Fall können die De-
(a) p = 1 % (b) p = 2 % (c) p = 10 %
Abbildung 4.16.: Beispiele für die Anzahl der Nachbarn für drei verschiedene Defekt-
konzentrationen p. In dieser Darstellung mit einer Kantenlänge von N = 21, handelt es
sich um ein Perowskit-Gitter, in dem auf jeden Platz Defekte auftreten können. Farblich
kodiert ist hier jeweils der Abstand zum nächsten Nachbarn über den Austauschpfad
mit (Farbe : Anzahl Pfade). Dunkelblau : 0, Hellblau : 1, Grün : 2, Orange : 3, Rot
: > 3.
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fekte auch direkt nebeneinanderliegen, während im zweiten Fall die direkten Nachbarn
nicht betroffen sind. Im Falle von Ba2YIrO6 entspricht das Defekten auf Yttrium- und
Iridiumplätzen (PS), beziehungsweise Defekten ausschließlich auf Iridiumplätzen (DPS).
Wie die Verteilung der Defekte in einem Gitter mit Seitenlänge25 N = 21 für drei un-
terschiedliche Konzentrationen aussieht, kann in Abbildung 4.16 betrachtet werden.
Für p = 2 % ergeben sich beispielsweise die Histogramme aus Abbildung 4.17. Hier
wird deutlich, dass die meisten Defekte in einer Perowskitstruktur übernächste Nachbarn
(NNN) sind, während sich relativ viele (≈ 9 %) bereits in nächster Nachbarbarschaft
befinden. Im Vergleich dazu, befinden sich in einer DPS ungefähr 23% der Defekte nur
eine Sauerstoffverbindung entfernt.
Weiterhin kann die Statistik für mehrere Defektkonzentrationen berechnet und ausge-
wertet werden. Dazu werden jeweils die Mittelwerte aller Distanzen in Betracht gezogen.
Siehe hierfür Abbildung 4.18. Wie zu erwarten ist, nimmt die durchschnittliche Distanz
der Defekte mit zunehmender Defektkonzentration p ab. Schon bei etwa 2% beträgt die
durchschnittliche Distanz zweier Defekte in einer PS zwei Sauerstoffverbindungen. Bei
3% ist die Entfernung zweier Defekte nach Pythagoras bereits nur noch zwei Einheiten
entfernt. Bei einer großen Anzahl an Defekten tendieren alle Distanzen, wie auch zu
vermuten ist, gegen ihre jeweiligen Grenzwerte: Für Pythagoras in einer DPS (PS) ist
dies die Wurzel aus 2 (1), für den Austauschpfad 1 (0) und für das Springen beträgt der
Grenzwert 2 (1).
Bei einem Vergleich zwischen den theoretischen Werten und der experimentell er-
mittelten Defektkonzentration von ungefähr 3%-4% liegt der Schluss nahe, dass die
durchschnittliche Distanz der Wechselwirkung über zwei Sauerstoffverbindungen funk-
tioniert. Dies erklärt die schwache, aber dennoch vorhandenen antiferromagnetischen
Korrelationen, deren Stärke allerdings nicht ausreicht um eine langreichweitige Ordnung
zu etablieren.
4.6.2 Clusterbildung
Eine mögliche Theorie um die Ergebnisse von Zhang et al. [75] zu erklären, wäre eine so
große Menge an magnetischen Verunreinigungen, dass sich eine langreichweitige magne-
tische Ordnung zwischen den Defekten ausbildet. Um diese Hypothese zu untersuchen,
wurden erneut numerische Simulationen durchgeführt. Grundlage dieser Untersuchungen
ist, dass die Defekte bis hin zu maximal 2 Entfernungseinheiten miteinander korrelieren.
Eine langreichweitige Ordnung könnte nun entstehen, wenn einige große Spin-Cluster in
den Proben vorkommen.
In der Simulation wurde, wie auch schon bei der Untersuchung der Entfernungen,
ein Gitter mit einer Seitenlänge von N = 51 erstellt, und die Defekte zufällig mit der
Wahrscheinlichkeit p verteilt. Zusätzlich wird über mehrere Simulationen mit gleichen
Konzentrationen gemittelt, um statistische Ausreißer zu vermeiden.
Im Folgenden wird unterschieden zwischen Wechselwirkungen aufgrund von Sprüngen
und solchen, die auf Austauschpfaden, beziehungsweise Sauerstoffverbindungen, beru-
25Für eine übersichtlichere Darstellung werden die Gitter mit einer Seitenlänge vonN = 21 stattN = 51
gezeigt.
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(a) Perowskit (b) Doppelperowskit
Abbildung 4.17.: Prozentuales Histogramm der Distanzen in einem Perowskit und
Doppelperowskit. In diesem Beispiel beträgt die Konzentration der Defekte zwei Pro-
zent. Für den Pythagoras ergeben sich unter anderem Wurzelbeiträge wie beispielsweise√
2, weshalb die darstellten Werte abgerundet Dp = bDpc werden. In der inneren Abbil-
dung wurde die Distanz quadriert, um alle unterschiedlichen Entfernungen übersichtlich
präsentieren zu können. Eine Entfernung von 7 kommt nach Pythagoras nicht vor, da es
keine Möglichkeit gibt a2 + b2 + c2 = 7 mit natürlichen Zahlen zu erzeugen.
(a) Perowskit (b) Doppelperowskit
Abbildung 4.18.: Durchschnittliche Distanzen in einem Perowskit und Doppelperow-
skit als Funktion der Defektkonzentration für drei verschiedene Distanzdefinitionen.
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Abkürzung Nachbar Distanzen NN Verbindungsw. SW max(VCG)
S1 NN 1 6 1− (q)6 ≈ 35 % ≈ 18 %
S2 NNN 2 18 (q)6 · (1− (q)18) ≈ 11 % ≈ 6 %
S3 NNNN 3 38 (q)24 · (1− (q)38) - -
A0 - 0 6 1− (q)6 ≈ 35 % ≈ 18 %
A1 - 1 12 (q)6 · (1− (q)12) ≈ 15 % ≈ 7 %
A2 - 2 38 (q)18 · (1− (q)38) ≈ 5 % ≈ 3 %
Tabelle 4.3.: Übersicht über die Distanzen und deren Abhängigkeiten für eine Perow-
skitstruktur. Distanzen entspricht hier für die oberen drei Zeilen der Anzahl der Sprünge
und in den unteren drei Zeilen der Anzahl der Austauschpfade. NN steht für die Anzahl
der möglichen Nachbarn und Verbindungsw. für die Höhe der Wahrscheinlichkeit, dass
ein Defekt mindestens einen Nachbarn besitzt. q entspricht hierbei der entgegengesetzten
Wahrscheinlichkeit (1 − p). SW beschreibt den Wert an dem der größte Cluster genau
aus der Hälfte aller Defekte besteht und max(VCG) gibt die Defektkonzentration an, bei
der das Verhältnis von Clusteranzahl zu Gitterstellen am größten ist.
hen. Zusätzlich wird die Reichweite variiert, bei der es entweder maximal einen (S1) oder
zwei Sprünge (S2) gibt. Für den Austauschpfad gibt es 0, 1 oder 2 Pfade (A0, A1, A2),
wobei der erste Fall genau die gleiche Verteilung besitzt wie 1 Sprung, da in beiden Fällen
genau sechs Nachbarn vorkommen. Für eine Übersicht der Distanzen siehe Tabelle 4.3.
Die Ergebnisse werden im Folgenden anhand von Abbildung 4.19 für die Perowskit-
und 4.20 für die Doppelperowskitstruktur vorgestellt26. Hier zeigt der obere Teilaus-
schnitt 4.19a die Anzahl der Cluster geteilt durch die Anzahl aller Gitterstellen (VCG).
Anfangs steigt beim Verhältnis VCG nur die Anzahl der Defekte, während der durch-
schnittliche Abstand der Defekte noch zu groß ist um Cluster bilden zu können. Ab
einer bestimmten Konzentration fangen die ersten Defekte an, Cluster zu bilden, wo-
mit das Verhältnis VCG wieder sinkt. Bei sehr vielen Defekte befindet sich nur noch ein
Cluster im Gitter und das Verhältnis läuft gegen 1/N3 ≈ 0.
In Abbildung 4.19b wird die durchschnittliche Clustergröße gezeigt. Gut zu erkennen
ist das exponentielle Wachstum der mittleren Clustergröße als Funktion der Defektan-
zahl. Der Durchschnitt ist hierbei durch die numerisch gesetzte Gittergröße begrenzt und
wird mit zunehmender Konzentration ungenauer. Die theoretische Grenze wird durch ei-
ne orangefarbene Linie dargestellt.
In Abbildung 4.19c wird die Menge an Defekten, welche zum größten Cluster gehört,
normiert auf die Anzahl aller Defekte. Ein Wert von ungefähr 1 bedeutet in diesem
Fall, dass alle Defekte miteinander verbunden sind. Ein Wert von ungefähr 0 bedeutet
hingegen, dass die Defekte frei sind und de facto keine Cluster im Gitter vorkommen.
Von Interesse ist nun die Defektkonzentration bei dem der Wert stark ansteigt und somit
26Der Einfachheit wird nur auf Abbildung 4.19 referenziert. Die Beschreibung gilt aber für beide Struk-
turen gleichermaßen.
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Abbildung 4.19.: Auswertung der Clusteranalyse für ein Perowskitgitter. In Abbild-
ung (a) erkennt man die Anzahl an Clustern, geteilt durch die Anzahl an Gitterstellen
die für die Defekte zur Verfügung stehen (VCG). Als Faustregel gilt hier, dass der Peak
umso breiter und höher wird, je weniger Nachbarn zur Verfügung stehen. Abbildung (b)
präsentiert die durchschnittliche Clustergröße, während die orange gefärbte Linie den
theoretisch maximalen Wert wiedergibt. Der Wert ist nur für kleine Wahrscheinlichkeiten
sinnvoll, da der Mittelwert generell auf die Gittergröße beschränkt ist. In Abbildung (c)
wird die Anzahl der zusammengehörenden Defekte des größten Clusters dividiert durch
die Anzahl aller Defekte dargestellt. Der Schwellwert SW ist dabei festgelegt, als die
Konzentration bei dem das Verhältnis genau 0,5 beträgt. Der größte Cluster besteht
also genau aus der Hälfte aller vorhandenen Defekten.
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Abbildung 4.20.: Auswertung der Clusteranalyse für ein Doppelperowskitgitter. Für
die Bedeutung der einzelnen Teilabbildungen siehe Abbildung 4.19. Im Gegensatz zum
Perowskit zeigt das Doppelperowskit für die Distanzmessung bei 2 Sprüngen und 2
Austauschpfaden die gleiche Verteilung. Aufgrund der geringeren Anzahl an potenziellen
Nachbarn in der DPS, liegen die Schwellwerte deutlich höher als bei der PS.
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(a) p SW (b) p ≈ SW (c) p SW
Abbildung 4.21.: Beispiele der Clusterbildung für drei verschiedene Defektkonzen-
trationen p. In Abbildung (a) ist die Defektkonzentration p sehr viel kleiner als der
Schwellwert (SW ), in Abbildung (b) liegt sie nahe dem und in Abbildung (c) p weit
über dem Schwellwert. Gleiche Farben repräsentieren hier jeweils die gleiche Clusterzu-
gehörigkeit. Die Einfärbung selbst wird nach einem Zufallsalgorithmus ausgewählt und
kommt keiner Bedeutung bei. In dieser Darstellung mit einer Kantenlänge von N = 21
handelt es sich um ein Perowskitgitter in dem auf jedem Platz Defekte auftreten kön-
nen. Zu einem Cluster gehören in diesen Abbildungen Defekte, die über maximal zwei
Sprünge miteinander verbunden sind (S2).
eine Art Phasenübergang stattfindet. Dieser Schwellwert SW ist im Folgenden definiert
als die prozentuale Menge an Defekten, bei der das Verhältnis zwischen Defektanzahl zur
Gesamtzahl aller Defekte genau 0,5 beträgt. Der größte Cluster besteht also genau aus
der Hälfte aller vorhandenen Defekte. Um den Schwellwert herum beträgt die mittlere
Clustergröße für alle vier Messarten bei einer PS ungefähr 8(±1). In Abbildung 4.21
wird das Gitter für drei verschiedene Defektkonzentrationen dargestellt.
Allgemein gilt, je höher die Anzahl der möglichen Nachbarn, desto niedriger der
Schwellwert SW . Bei näherer Betrachtung von A2 ergibt sich ein geringer Wert von
ungefähr 5%. Das bedeutet, wenn sich die Wechselwirkung über maximal zwei Aus-
tauschpfade in einem Perowskit erstreckt, etabliert sich schon bei einer geringen Anzahl
an Defekten eine langreichweitige Ordnung. Dies unterstützt die Hypothese, dass die
antiferromagnetischen Signale von Zhang et al. [75] aufgrund zu vieler korrelierender
Defekte entsteht. Ferner steigt das Verhältnis bereits bei ungefähr 4% stark an und
die durchschnittliche Clustergröße beträgt 4 Defekte. Dies legt den Schluss nahe, dass
die am IFW gemessenen Kristalle in einem Bereich liegen, in dem sich bereits kleinere
Cluster ausbilden. Unter anderem erklärt dies auch, warum sich insgesamt keine lang-
reichweitige Ordnung ausbildet, aber trotzdem schwache, nichtparamagnetische Signale
bei tiefen Temperaturen gemessen werden.
Physikalisch stellt sich die Frage, ob die Iridium-Defekte genauso einfach die Yttri-
umplätze einnehmen können wie die Ir5+-Plätze. Angenommen, dies wäre nicht möglich,
ergeben sich die Ergebnisse aus Abbildung 4.20 für eine Doppelperowskitstruktur. Hier-
bei entsprechen 2 Sprünge exakt der gleichen Konzentration-Entfernungs-Relation wie
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2 Austauschpfade. Auffällig ist, dass der Schwellwert SW um 8 bis 10 Prozentpunkte
höher liegt als in der PS. Grund hierfür sind die im Mittel weiter entfernten Defekte
in diesem Gitter, wie ein Vergleich in die beiden Abbildungen aus 4.17 auch zeigt. Der
Schwellwert für zwei Sauerstoffverbindungen beträgt damit circa 15% an Defekten und
scheint damit für eine stark verunreinigte Probe von Zhang et al. [75] zu sprechen.
4.7 Sr2YIrO6
Um die Ergebnisse von Ba2YIrO6 mit einer strukturell und chemisch ähnlichen Pro-
be zu vergleichen, wurden zusätzlich ESR-Messungen an Sr2YIrO6 durchgeführt. Dieses
nichtmagnetische Iridat ist wie Ba2YIrO6 ebenfalls ein Doppelperowskit mit Ir5+ Kon-
figuration. Ein wesentlicher Unterschied besteht hingegen in der geringeren Symmetrie
der Iridium-Oktaeder, die sich in diesem Material in einer monoklinischen Umgebung
befinden [84].
4.7.1 Magnetische Eigenschaften
Wie bei Ba2YIrO6, zeigt sich zwischen den magnetischen Ergebnissen von Cao et al.
[74] und anderen Arbeiten wie Corredor et al. [84] oder Phelan et al. [77] eine erheb-
liche Diskrepanz. Beispielsweise beträgt die Curie-Weiss Temperatur −2,8K und das
magnetische Moment µeff = 0, 21µB/Ir im Falle der am IFW vermessenen Proben. Im
Gegensatz dazu beträgt die Curie-Weiss Temperatur bei Cao et al. [74] −229K und das
magnetische Moment µeff = 0, 91µB/Ir. Zusätzlich wurde bei 1,3K ein antiferromagne-
tischer Übergang entdeckt, womit sich ein Frustrationsparameter von fFP = 176 ergibt.
Zum direkten Vergleich siehe Tabelle 4.4.
Für die folgenden Untersuchungen mit ESR wurden die Kristalle von Corredor et al.
[84] benutzt. Die Proben beinhalten ungefähr 0,6 % Defekte deren Ursprünge in kleinen
Störungen der Stöchiometrie oder Substitutionen zu finden sind.
Proben
Corredor
et al.[84]
Phelan
et al.[77]
Ranjbar
et al. [79]
Cao
et al. [74]
µeff [µB/Ir] 0,21 0,39 0,16 0,91
θCW[K] −2,8 −1 0 −229
fFP =
∣∣∣∣θCWTN
∣∣∣∣ - - - 176,2
Langreichweitige Ordnung - - - <1,3K
Tabelle 4.4.: Messergebnisse für Sr2YIrO6 aus unterschiedlichen Arbeiten. µeff ent-
spricht dem effektiven magnetischen Moment als vielfaches des Bohrschen Magnetons
pro Ir, θCW der Curie-Weiss Temperatur, fFP =
∣∣∣ θCWTN ∣∣∣ dem Frustrationsparameter. TN
steht für die Néel Temperatur.
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4.7.2 ESR
In den Spektren in Abbildung 4.22 und 4.23 zeigen sich einige deutliche Unterschiede und
Gemeinsamkeiten zu der Ba2YIrO6 Probe. Zunächst gibt es nur zwei sichtbare Peaks,
einen Peak mit S = 1/2 bei g = 2,01 und einen mit S = 3/2 bei g = 1,56. Warum kein
S = 1/2 Peak der Ir4+-Defekte wie bei Ba2YIrO6 zu finden ist, lässt sich nicht eindeutig
erklären. Eine einfache Lösung wäre, dass der Ursprung der Defekte ausschließlich auf
einer geringen Menge überschüssigen Sauerstoffs beruht und so nur Ir6+-Störstellen vor-
kommen. Möglicherweise liegt die Ursache auch in einem komplexen Wechselspiel von
Ir4+ und Ir6+ Atomen, welches stark von der Anzahl der Defekte abhängt und folglich
auch von der durchschnittlichen Distanz zueinander. Denkbar ist auch, dass Signale von
Ir4+-Defekte zu schwach sind um aufgelöst zu werden.
Auffällig ist weiterhin, dass die Intensitäten beider Peaks viel schwächer ausgeprägt,
sind als in der Probe mit Barium. Diese verminderte Suszeptibilität lässt sich hingegen
leicht mit einer geringeren Defektkonzentration, 0,6% anstatt 3% im Ba2YIrO6-Fall,
erklären.
Unerwarterterweise zeigt die Intensität der Peaks allerdings ein Frequenz- bzw. Ma-
gnetfeldabhängigkeit. So ist das g = 2 Signal bei 10GHz nicht zu erkennen, bei hohen
Frequenzen 75GHz > erscheint es allerdings deutlich. Umgekehrt verhält es sich für
den g = 1, 56 Peak, welcher bei 10GHz zu erkennen ist, bei hohen Frequenzen aber
Abbildung 4.22.: Hochfeldmessungen von Sr2YIrO6 bei 84GHz bei drei verschiede-
nen Temperaturen. Das Signal bei g = 2 ist hierbei so schwach, dass es auch einen
nicht-intrinischen Ursprung haben könnte. Hingegen stammt das Signal von g = 1, 56
höchstwahrscheinlich von Ir4+-Defekten, wobei es allerdings eine zu schwache Intensität
für weitere Analysen besitzt.
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kaum messbar ist. Eine mögliche Ursache für das Verhalten des Quartetts könnte die
ausgedehnte Linienbreite bei hohen Frequenzen sein, welche zusätzlich noch durch die
Anisotropie der Kristalle verbreitet wird. Nicht auszuschließen ist auch, dass das g = 2
Signal nicht intrinsicher Natur ist, sondern leichten Verunreinigungen im Probenstab
entspricht. Hierfür spricht vor allem das schwache Signal, der für Verunreinigungen üb-
liche g-Faktor von ungefähr 2 und die Abwesenheit in den X-Band-Spektren.
Eine temperaturabhängige Messung der Linienbreite der Quartettstruktur ist auf-
grund des sehr schwachen Signals und der schlecht anpassbaren Form nicht möglich.
Für den g = 2 Peak ist die Linienbreite innerhalb der Fehlergrenzen näherungsweise
konstant, was sich auch mit den Suszeptibilitätsmessungen aus [84] deckt.
4.7.2.1 Anisotropie
Um mit der Sr2YIrO6 Probe winkelabhängige Messungen durchzuführen und somit ei-
ne mögliche Anisotropie zu erkennen, wurden zehn Einkristalle auf ein Quarzsubstrat
geklebt. Hierbei zeigt sich in den X-Band-Spektren aus Abbildung 4.23 ein deutlicher
Unterschied zu Ba2YIrO6. Für eine Auswertung der Daten wurden per Augenmaß das
Magnetfeld einiger prägnanter Spitzen und Senken bestimmt und als Funktion des Wink-
els aufgetragen. Abbildung 4.24 zeigt die qualitativen Resonanzpositionen dieser Punk-
te. Unzweifelhaft lässt sich hier die Anisotropie bestätigen. Eine weitergehende Aus-
wertung der Resonanz-Winkelposition-Relation ist aufgrund des hohen Signal-Rausch-
Abbildung 4.23.: Winkelabhängigkeit von Sr2YIrO6 im X-Band. Das Diagramm auf
der linken Seite zeit eine Messung, bei der der Kristall um 180◦ gedreht wurde. Auf der
rechten Seite wird der Kristall mit feineren Abständen um 90◦ gedreht.
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Abbildung 4.24.: Auswertung der winkelabhängigen Resonanzpositionen aus Abbil-
dung 4.23. Die Positionen wurden jeweils mit Augenmaß nach Spitzen und Senken fest-
gelegt, da die Daten zu verrauscht sind, um sie mit einer Fitfunktion anzupassen.
Verhältnisses nicht möglich. Die unterschiedlichen g-Faktoren oder Peaks ergeben sich
dabei durch unterschiedliche Orientierung der Defektzentren zum Magnetfeld. Dies lässt
den Schluss zu, dass die Defekte die Symmetrie des Gitters wahrnehmen, und nicht
vollkommen isotrop orientiert sind.
4.8 Zusammenfassung
In diesem Kapitel wurden die Doppelperowskite Ba2YIrO6 und Sr2YIrO6 mit Hilfe von
ESR-Spektroskopie untersucht. Im Gegensatz zu anderen dynamischen Messmethoden
wie µSR oder NMR konnte ESR zwischen den unterschiedlichen Defekten deutlich dif-
ferenzieren. Hierbei konnte für die Ba2YIrO6 Probe gezeigt werden, dass zwei der drei
paramagnetischen Signale von Ir6+ und Ir4+ stammen. Diese Defekte zeigten eine kurz-
reichweitige schwache antiferromagnetische Korrelation. Unter Berücksichtigung der sta-
tistischen Analyse wechselwirken die Defekte vermutlich über maximal zwei Sauerstoff-
bindungen. Auf den Simulationen aufbauend, konnte zudem ein wichtiges Indiz geliefert
werden, dass die stark abweichenden Ergebnisse von Cao et al. [74] und Zhang et al. [75]
mit einer hohen Anzahl an korrelierenden Defekten erklärt werden können. Vor diesem
Hintergrund kann die Hypothese verworfen werden, es handele sich bei den gemessenen
Signalen um exotischen Magnetismus oder einen Zusammenbruch des Jeff = 0 Zustandes.
Aus den gezeigten Ergebnissen ergeben sich einige interessante Fragen an die Theorie.
Von besonderer Bedeutung ist hierbei vor allem die Frage nach den Wechselwirkungen
der einzeln Defekte sowie deren Ursprung im Kristall.
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5 La2CuIrO6 und La2CoIrO6
5.1 Einleitung
Die Spin-Bahn-Kopplung λ erzeugt in Kombination mit der Elektronenwechselwirkung
U ein weitreichendes Spektrum unterschiedlicher Effekte. Während die Elektronen am
stärksten in 3d-Elementen miteinander wechselwirken, ist die SBK hingegen in 5d-
Elementen stark ausgeprägt. Vergleiche hierzu Abschnitt 2.5.2 und im Besonderen die
Abbildung 2.20.
Neue und beachtenswerte Effekte sind vor allem durch eine Kombination beider Ele-
mentgruppen in einem gemeinsamen Material zu erwarten. Besonders eignet sich hierfür
die Doppelperowskitstruktur A2BB′O6, in der A ein Element der seltenen Erden, B
ein 3d Übergangsmetall und B′ ein 5d Metall repräsentiert [90]. Aufgrund dieser 3d-5d
Hybridkombination und der damit einhergehenden Mischung aus starker Elektronen-
wechselwirkung und SBK besitzt diese Kristallstrukturklasse ein vielseitiges Spektrum
an magnetischen und elektronischen Eigenschaften.
Eine wesentliche Unterklasse zur Untersuchung magnetischer Eigenschaften bietet da-
bei Iridium mit der Konfiguration A2BIrO6. Zum Beispiel zeigen die beiden Iridate
La2ZnIrO6 und La2MgIrO6, trotz ihrer ähnlichen Kristallstruktur und dem unmagne-
tischen Ion Zn2+ bzw. Mg2+, zwei wesentlich verschiedene magnetische Ordnungen. So
bilden die Ir4+ Momente in La2MgIrO6 eine reine Form von Antiferromagnetismus, wäh-
rend die Iridiummomente in La2ZnIrO6 einen stark verkanteten Antiferromagnetismus
aufweisen [91].
Die Wechselwirkungen werden komplizierter sobald magnetische Ionen, wie beispiels-
weise Cu, Co, Ni, Mn oder Fe, für den B-Platz im Doppelperowskit eingesetzt werden.
So findet man beispielsweise einen ferromagnetischen Grundzustand für B = Mn [92],
während die anderen Elemente eine durchweg nicht-kollineare Spinstruktur hervorbring-
en [93, 94]. Besonders Kobalt besitzt aufgrund seiner unterschiedlichen Spinzustände ei-
ne zusätzliche Komplexität [95]. Eine einfachere Ausnahme bildet hierbei Cu2+, welches
neun Elektronen im 3d-Level besetzt. Daraus ergeben sich voll besetzte t2g-Niveaus wel-
che nur einen Platz in den eg-Niveaus freihalten und einen S = 1/2 Zustand realisieren.
Besonderes Interesse bei La2CuIrO6 erzeugt dabei vor allem die Wechselwirkung zwi-
schen dem reinen S = 1/2 Zustand des Kupfers und dem gemischten Zustand Jeff = 1/2
des Iridiums. Ein Überblick über die verschiedenen Eigenschaften der La2BIrO6 Doppel-
perowskite ist in Tabelle 5.1 dargestellt.
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Um einen möglichst umfangreichen Einblick in die magnetischen Eigenschaften von
La2CuIrO6 zu gewinnen, wurde am IFW Dresden und der TU Dresden eine größere
Kollaboration mehrerer Arbeitsgruppen angestrengt [96]. Dabei wurde die pulverförmi-
ge Probe mit unterschiedlichen magnetischen Resonanz- und Streumethoden analysiert.
Im Hinblick auf die temperaturabhängigen Effekte der magnetischen Momente wurde
die spezifische Wärmekapazität, die Kristallstruktur und die magnetische Suszeptibilität
untersucht. Zusätzlich kamen dabei die Messmethoden ESR, NMR, µSR und Neutro-
nenstreuung zum Einsatz. Der Schwerpunkt des vorliegenden Kapitels liegt dabei in den
ESR Untersuchungen. Nach dem Abschnitt über La2CuIrO6 werden die ESR-Ergebnisse
für La2CoIrO6 vorgestellt und mit denen von La2CuIrO6 verglichen.
B-Ion Cu Co Zn Mg Ni
Oxidation 2+ 2+ - 2+ 2+
Spinstruktur N.K.S. N.K.S. N.K.S. AFM AFM
Zustand d9 d7 s2 s0 d8
Spin 1/2 3/2 0 0 1
T1 FM/Curie T [K]
57 [97]
54 [96]
52 [98]
103 [99]
90 [100]
95 [101]
9,5 [97]
7,3 AFM2[102] - 60 [97]
T2 AFM [K]
70 [97]
74 [96]
74 [98]
80 [99] 8,5 [102] 11,7 [97] 50 [97]
Curie-Weiss-T [K]
−49 [97]
+33,7 [96]
−33,4 [98]
−13,8 [101]
+16 [99]
+35 [102]
−3,1 [91]
−97 [97]
−24 [91] −66 [97]
µeff[µB]
1,76 [97]
1,84 [96]
2,41 [98]
4,7 [101]
4,37 [100]
4,31 [99]
1,66 [102]
1,42 [91]
1,86 [97]
1,71 [91] 2,34 [97]
Symmetrie Monoklin Monoklin Orthorombisch Orthorombisch Pseudokubisch
Tabelle 5.1.: Eigenschaften von Iridaten in einer Doppelperowskitstruktur mit einem
Ion auf der B-Seite La2BIrO6. Oxidation bezeichnet dabei die Oxidationsstufe des B-Ions,
Spinstruktur die Anordnung der Spins, wobei N.K.S für nicht-kollineare Spinstruktur
steht. Spin beschreibt den vorliegenden Spinzustand des B-Ions und T1/T2 FM/AFM je-
weils die Phasenübergangstemperatur. Curie-Weiss-T beschreibt die gleichnamige Tem-
peratur (für hohe T) und µeff das effektive Moment gemessen in Vielfachen von µB. In
der letzten Zeile wird die Symmetrie des Kristallgitters angegeben.
5.2 La2CuIrO6
Dieses Kapitel richtet sich dabei nach Manna et al. [96] und ist in folgende Abschnitte
unterteilt. Zuerst wird ein kurzer Überblick über die allgemeine Kristallstruktur gege-
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ben. Daraufhin werden die magnetischen Messungen in Abhängigkeit der Temperatur,
der Frequenz und des angelegten magnetischen Feldes behandelt. Anschließend werden
die Resultate der ESR-Untersuchungen präsentiert. Darauf aufbauend werden die Er-
kenntnisse für La2CuIrO6 aus ESR, Neutronenstreuung, NMR, µSR und spezifischer
Wärmekapazität zusammengetragen und diskutiert.
5.2.1 Kristallstruktur
Die Kristallstruktur von La2CuIrO6 wurde unter Verwendung von Röntgenbeugung
(XRD) und Neutronenstreuung untersucht. Hierbei zeigt die pulverförmige Probe ei-
ne monokline Kristallsymmetrie mit der Raumgruppe P 1̄. Zwar wurde in der Literatur
auch des Öfteren die Raumgruppe P21/n angegeben [103, 104, 105], allerdings lässt sich
diese weitaus schlechter an die vorliegenden Datenpunkte der Röntgenaufnahme anpas-
sen. Zusätzlich zeigen die Ergebnisse der Neutronenstreuung nur für P 1̄ eine passende
Übereinstimmung. Für eine Skizze der Kristallgeometrie siehe Abbildung 5.1.
Die Kristallstruktur selbst besteht aus in allen drei Raumrichtungen alternierenden
Cu- und Ir-Oktaedern. Damit entspricht die Symmetrie weitestgehend einer Halitstruk-
tur27.
Interessant ist weiterhin die Tatsache, dass die Kupfer- und Iridiumoktaeder in zwei
verschiedenen Unterstrukturen vorkommen. Dabei unterscheiden sich Cu1O6 und Cu2O6,
bzw. Iridium Ir1O6 und Ir2O6 durch die Verzerrung des Oktaeders und der Verkippung
im Kristallgitter. Allgemein betrachtet wird die Kupferumgebung dabei stärker verzerrt
als die der Iridiumatome. Aufgrund dieser zwei verschiedenen Arten ergeben sich in b-
Richtung des Kristalls zwei alternierende Schichten. Die erste Lage besteht dabei aus
Ir1O6 und Cu1O6, während sich die zweite Lage aus Ir2O6 und Cu2O6 zusammensetzt.
Eine Zeichnung für zwei unterschiedliche Lagen wird in Abbildung 5.1 präsentiert.
Abbildung 5.1.: Kristallstruktur von La2CuIrO6 sowie eine mögliche Spinstruktur der
beiden Cu- und Ir-Untergitter für zwei separate ac-Ebenen. Abbildung aus Manna et al.
[96]
27Englisch: Rock salt
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Der Toleranzfaktor28 beträgt für die Perowskitstruktur t = dA-O√
2dB-O
= 0,8623, wobei
Werte unter 0,97 im Regelfall eine monoklinische Symmetrie bedeuten. Interessanter-
weise beträgt der Wert für die Schwestervariante La2CoIrO6 vergleichbare t = 0,8682,
wobei die Struktur für dieses Material mit P21/n angegeben wird [101]. Obwohl der Io-
nenradius von Cu2+ 0,73Å nahe an dem von Co2+ 0,745Å liegt, spielt die etwas längere
Verbindungslänge Ir-O vermutlich eine wichtige Rolle in der reduzierten P 1̄ Symmetrie
von La2CuIrO6. [96]
5.2.2 Magnetisierung und Suszeptibilität
In diesem Abschnitt wird die Probe auf ihre Magnetisierung untersucht. Dazu werden
die temperatur- und feldabhängigen Daten von ac-, dc- und Hysteresemessungen ausge-
wertet und analysiert.
5.2.2.1 Temperaturabhängige Magnetisierung
Abbildung 5.2a und 5.2b zeigen die Ergebnisse einer feldgekühlten (FC) und nullfeld-
gekühlten (ZFC)29 Magnetisierungsmessung von La2CuIrO6. Sobald die Probe vom pa-
ramagnetischem Zustand abgekühlt wird, ergibt sich zunächst eine typische Spitze für
einen antiferromagnetischen Phasenübergang bei T1 = 74 K. Bei weiterem Abkühlen
zeigt sich bei Temperaturen unter T2 = 54 K ein schwaches magnetisches Signal für
kleine externe Felder Hdc.
Dabei weist das Signal zwei besondere Eigenschaften auf: Zum einen steigt mit zu-
nehmendem externen Hdc-Feld die Intensität des Peaks bei T1. Für Felder über 1T
verschwindet das Merkmal von T2, wie der Verlauf aus Abbildung 5.2b hervorhebt. Das
zweite Merkmal liegt in der Bifurkation von MFC und MZFC unter T2 bei ansteigendem
Hdc-Feld. Um die Differenz ∆M als Funktion des magnetischen Feldes Hdc zu unter-
suchen, wurde die Differenz der Magnetisierung ∆M = M10K(FC) −M10K(ZFC) bei
10K untersucht. Das Ergebnis wird als innerer Graph in Abbildung 5.2b gezeigt. Es fällt
auf, dass ∆M rapide bei kleinen Feldern B ≤ 0,1 T ansteigt und für hohe Felder eine
Sättigung aufweist.
5.2.2.2 ac-Suszeptibilität
Abbildung 5.2c und 5.2d zeigen den Realteil der ac-Messung für die temperaturabhängi-
gen Suszeptibilitätsmessungen χ′(T ). Dabei erscheint der T1-Übergang als ein deutlicher
Peak, während der T2-Übergang sich durch eine kleine Schulter beweisbar macht.
Der obere Graph 5.2c zeigt das Frequenzverhalten von χ′(T ) bei einem fixierten Am-
plitudenfeld von Hac = 17 Oe. Hierbei zeigt sich, dass die Suszeptibilität χ′(T ) sowohl für
T2 als auch für T1 ein frequenzunabhängiges Verhalten aufweist. Folglich kann jegliche
Form eines glasartigen Phasenübergangs vernachlässigt werden [106, 107].
Im Vergleich dazu dokumentiert der untere Graph 5.2d den Einfluss des Hdc-Feldes
auf χ′(T ) bei einer konstanten Frequenz f = 1000 Hz und einem konstanten Wechselfeld
Hac = 17 Oe. Die Untersuchungen wurden im ZFC Modus durchgeführt. Als Ergebnis
28A und B repräsentieren jeweils zwei Atome der Struktur ABO3
29FC Field Cooled und ZFC Zero Field Cooled
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zeigt sich ein feldunabhängiges Verhalten für den T1-Übergang und liefert damit eine
weitere Bestätigung für einen antiferromagnetischen Phasenübergang. Wie der innere
Ausschnitt zusätzlich darlegt, zeigt der Peak bei T2 eine Dämpfung in der Intensität für
zunehmende Hdc-Felder und legt damit eine ferromagnetische Herkunft nahe.
Abbildung 5.2.: Temperaturabhängige Magnetisierung und Suszeptibilität
von La2CuIrO6. Teilabbildung (a/b) zeigen die temperaturabhängigen dc-
Magnetisierungsdaten für mehrere ausgewählte statische Felder von 20Oe bis 1000Oe.
Im inneren Ausschnitt von Abbildung (b) wird zudem die Differenz der Magnetisierung
zwischen FC und ZFC dargestellt. Die Diagramme (c) und (d) zeigen jeweils die
ac-Suszeptibilität in Abhängigkeit der Temperatur für verschiedene statische Felder und
Frequenzen. Im Graph (c) ist das statische Magnetfeld Hdc auf Null gesetzt, während
das magnetische Wechselfeld mit der Amplitude Hac = 17 Oe oszilliert. Der Graph
(d) zeigt die Veränderung des statischen Feldes Hdc von 0Oe bis 100Oe, bei einem
variierenden Magnetfeld mit einer Frequenz von 1 kHz und einer Amplitude von 17Oe.
Messdaten von Manna et al. [96].
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5.2.2.3 Hysteresemessungen
Abbildung 5.3.: Hysteresekurve M(H) bei T = 2 K für La2CuIrO6. Im oberen linken
Ausschnitt wird eine Nahaufnahme um H = 0 T präsentiert und es zeigt sich dabei ein
schwaches Remanenzfeld. Im unteren rechten Ausschnitt wird die Temperaturabhängig-
keit der Remanenz dargestellt. Der Verlauf zeigt sich deutlich, wie sich ein Peak um 74K
herausbildet. Messdaten von Kaustuv Manna [96].
Um die magnetostatische Wechselwirkung von La2CuIrO6 zu untersuchen, wurde die
Abhängigkeit der MagnetisierungM als Funktion des angelegten Magnetfeldes H unter-
sucht. Abbildung 5.3 zeigt exemplarisch die Hysteresekurve für T = 2 K. Die Magnetisie-
rung steigt, wie für einen Antiferromagneten zu erwarten, linear an. Interessanterweise
öffnet sich zusätzlich eine Schleife bei einem kritischen Feld von circa 700mT. Siehe
dazu den linken Graph in Abbildung 5.3. Dieses leichte Öffnen der Schleife weist auf
Domänen mit schwachen ferromagnetischen Korrelationen hin, die von antiferromagne-
tischen Wechselwirkungen dominiert werden. Besonders zeigt sich das dominante AFM
Verhalten im rechten Diagramm, wo die temperaturabhängige Magnetisierung bei 5T
dargestellt wird. Der Verlauf verfügt über keine Anomalie bei T2, sondern nur eine Spitze
für T1.
5.2.2.4 Temperaturabhängige Untersuchungen der ferromagnetischen Komponente
Um die ferromagnetische Komponente für Temperaturen unter T1 zu extrahieren, wur-
de die AFM Komponente mit der 1T Messung modelliert und anhand dieser normiert.
Abbildung 5.4a zeigt das ferromagnetische Moment für Temperaturen von T = 2 K bis
T1 = 74 K. Bei Temperaturen kleiner als T2 = 54 K liegt die Sättigung der ferromagne-
tischen Komponente bei ungefähr 5 · 10−4µB/f.u. Die Größenordnung verdeutlicht, dass
115
5. La2CuIrO6 und La2CoIrO6
(a) (b)
Abbildung 5.4.: (a) Abgeleitete ferromagnetische Magnetisierung für verschiedene ma-
gnetische Felder zwischen 20Oe und 500Oe. Der innere Plot zeigt die magnetische Sus-
zeptibilität für Hdc = 20 Oe um die zwei Phasenübergänge, wobei die rote Linie ein
Curie-Weiss Fit darstellt. (b): Die temperaturabhängige reziproke dc-Suszeptibilität. Die
rote Linie gibt dabei den Curie-Weiss Fit fernab der beiden Übergänge wieder. Für die
inverse Darstellung wurde der temperaturunabhängige Teil χ0 via ∆χdc = χdc − χ0
abgezogen. Messdaten von Manna et al. [96].
das geordnete Nettomoment der Cu- und Ir-Untergitter nur einen kleinen Wert beisteu-
ert. Ein ähnliches Verhalten zeigen auch vergleichbare antiferromagnetische Systeme,
in denen die Dzyaloshinsky-Moriya Wechselwirkung eine Verkantung der Spinmomente
erzeugt und damit ein ferromagnetisches Moment generiert. Dieser ferromagnetische
Beitrag folgt für T < T2 ebenfalls dem Curie-Weiss Gesetz. Siehe hierzu die rote ange-
passte Linie im inneren Graph von Abbildung 5.4a, die das 1/T -Verhalten hervorhebt
(vgl. [108]).
Die paramagnetische Phase über T1 wurde weitergehend durch die inverse temperatu-
rabhängige Suszeptibilität [χdc(T )]−1 mittels [MZFC/Hdc]−1 analysiert und wird in Ab-
bildung 5.4b dargestellt. Das Signal 1/∆χdc wird exklusive des temperaturunabhängigen
Hintergrundes χ0 abgebildet. Als Ergebnis des Curie-Weiss Fits nach Formel 2.91 ergibt
sich ein effektives Moment von µeff = 1, 84µB. Bei Betrachtung der Spinkonfiguration
von Cu2+ und Ir4+ sollte das effektive Moment µeff eines angenommen Zustandes von
J = 1 kleiner als 2,83µB sein. Trotz der dominierenden antiferromagnetischen Wechsel-
wirkung ergibt sich jedoch eine Curie-Weiss Temperatur von 33,7K. Ein vergleichbares
Verhalten mit zwei Übergängen zeigt die Probe La2ZnIrO6, wo die Spinstruktur eben-
falls eine verkippte AFM Struktur aufweist. Beide Phasenübergänge unterscheiden sich
in diesem Material durch unterschiedliche Kippwinkel zwischen den Untergittern [102].
Im Vergleich zu anderen Literaturwerten [97, 98] liegen die Phasenübergänge T1 und
T2 von La2CuIrO6 in nahezu perfekter Übereinstimmung mit anderen Resultaten. Al-
lerdings weicht in beiden Referenzen die Curie-Weiss-Temperatur stark voneinander ab.
Vergleiche hierzu die Einträge in Tabelle 5.1. Die Ursache für die unterschiedlichen Tem-
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peraturen liegt höchstwahrscheinlich in einem abweichenden temperaturunabhängigen
Hintergrund χ0. Das effektive Moment stimmt wiederum gut mit [97] überein.
5.2.3 Elektronenspinresonanz
Dieser Abschnitt legt die Ergebnisse der ESR-Spektroskopie für La2CuIrO6 dar. Es wer-
den die Temperaturabhängigkeit der Linienbreite, Intensität und Resonanzposition sowie
den daraus ableitbaren g-Faktor und die Anisotropielücke beschrieben.
5.2.3.1 Rohspektrum und Auswertung
Die ESR-Untersuchungen wurden mit den PNA-X und dem MVNA Netzwerkanalysa-
tor durchgeführt. Besonders deutliche Signale ergaben sich dabei für eine Frequenz von
ν = 32 GHz. Die temperaturabhängigen Spektren sind in Abbildung 5.5 gezeigt. Zur
Auswertung der Daten wurde die komplexe Lorentzfunktion 2.82 benutzt, da Intensität
und Phase des Signals miteinander vermischt sind. Diese zusätzliche Temperaturverände-
rung des Mischungsverhältnis θ zeigt sich hier besonders ausgeprägt zwischen T = 36 K
und 63K. Die Ursache hierfür liegt, wie bereits in Abschnitt 2.4 beschrieben, in dem
temperaturabhängigem Widerstand des Wellenleiters.
Aus den Ergebnissen des Fits ergeben sich die Temperaturentwicklung für die Inten-
sität I, die Linienbreite ∆B und das Resonanzfeld Bres. Die Resultate werden dabei
anhand der in Abbildung 5.6 gezeigten Ergebnisse beschrieben.
Abbildung 5.5.: ESR Rohdaten (links) und das korrigierte Spektrum (rechts) bei einer
Frequenz von 32GHz für verschiedene Temperaturen. Die sich verändernde Linienform
mit zunehmender Temperatur ist ein thermischer Effekt der Wellenleiter und keine Ver-
änderung in der untersuchten Probe (siehe Abschnitt 2.4.1).
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Abbildung 5.6.: Abbildungen (a), (b) und (c) zeigen die Auswertung der in Abbildung
5.5 präsentierten Daten in Abhängigkeit der Temperatur. Die Abbildung (a) präsentiert
die Intensität und zusätzlich die Linienbreite der NMR-Messung. Beide Messmethoden
weisen einen vergleichbaren Kurvenverlauf zwischen T1 und T2 auf, wobei die ESR Inten-
sität ein globales Maximum bei T = 54 K besitzt. Abbildung (b) zeigt die Linienbreite
und somit ein Maß für die Korrelationsstärke der Spins. Das Maximum liegt hier bei
T2 und deutet daraufhin hin, dass es sich hier um eine Art Block-Temperatur handelt,
bei der die thermischen Fluktuationen gegen die ordnenden magnetischen Effekte die
Überhand gewinnen. In Graph (c) wird die Verschiebung des Resonanzfeldes dargestellt.
Deutlich wird hier die lineare Zunahme bis zu einer Temperatur von 90K. Oberhalb
dieser Temperatur erreicht das Resonanzfeld ein Plateau mit einem effektiven g-Faktor
von 2,08.
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Die ESR Amplitude erscheint bei einer Temperatur von T . 113 K. Damit liegt die
Temperatur deutlich höher als die Ordnungstemperatur T1 = 74 K. Die integrierte In-
tensität steigt langsam an und erreicht ihr Maximum bei T2 = 54 K. Unterhalb dieser
Temperatur bleibt die Amplitude zwar konstant, die Intensität fällt aber weiterhin ab
aufgrund der abnehmenden Linienbreite. Zusätzlich zu den ESR-Daten wird die tempe-
raturabhängige NMR-Linienbreite dargestellt. Das Ansteigen der Linienbreite lässt sich
mit der Entwicklung einer spezifischen Verteilung der internen Magnetfelder in der geord-
neten Phase erklären. Zusätzlich zeigt die NMR-Linienbreite ein vergleichbares Abfallen
zwischen T2 und T1 wie die ESR-Intensität.
Die Linienbreite ∆B(T ) selbst zeigt einen hügelartigen Verlauf mit einem Maximum
bei T2.
Das Resonanzfeld Bres bleibt konstant bis zu einer Temperatur von T ≈ 90 K, was
einem effektiven g-Faktor
(
hν
µBBres
)
von ungefähr 2,08 entspricht. Unterhalb von T1 ver-
schiebt sich das Resonanzfeld Bres zu kleineren Werten.
5.2.3.2 Frequenzabhängigkeit
Um weitergehende Informationen über den g-Faktor und eventuelle Energielücken zu
erhalten, wurde die Probe bei konstanter Temperatur und verschiedenen Frequenzen
untersucht. Eine repräsentative Abhängigkeit der Frequenz ν gegen Bres bei T = 6 K ist
in Abbildung 5.7 dargestellt. Dabei stellt sich heraus, dass die experimentellen Daten-
punkte einer einfachen linearen Abhängigkeit mit der Formel ν = ∆AI + gµBBresh folgen.
An dieser Stelle sei auch noch einmal erwähnt, dass ∆AI die minimale ESR Anregungs-
energie definiert. Im Beispiel in Abbildung 5.7 ergibt der Fit einen g-Faktor von g = 1,97
und eine Lücke von ∆AI = 3,0 GHz.
Weiterhin ergeben sich aus der Temperaturabhängigkeit des g-Faktors und der Ener-
gielücke grundlegende Erkenntnisse zu den magnetischen Wechselwirkungen. Diese wer-
den anhand der Resultate aus Abbildung 5.8 in den anknüpfenden beiden Abschnitten
5.2.3.3 und 5.2.3.4 diskutiert.
5.2.3.3 Temperaturabhängigkeit der Anisotropielücke ∆AI
Zunächst tritt im Hochtemperaturregime T > 113 K  T1 kein messbares ESR Signal
auf. Dies legt die Vermutung nahe, dass die Iridium- und Kupfer-Spins hauptsächlich
aufgrund einer Anisotropie der Spin-Spin-Wechselwirkungen schnell relaxieren. Im Falle
der Iridium Pseudospins (Jeff = 1/2) liegt die Ursache dafür in einer starken Kopplung
mit den Phononen, bzw. einer starken thermischen Anbindung an das Umgebungsgit-
ter [28]. Die Tatsache, dass das ESR Signal unter 113K erscheint, also deutlich höher als
T1, signalisiert eine Mischung aus einem reinen paramagnetischem Resonanzbereich hin
zur Entwicklung einer kollektiven Resonanzmode. Auf der kurzen ESR-Zeitskala (≈ ns)
entspricht dieses Verhalten einem kurzreichweitigen geordneten Zustand in La2CuIrO6.
Weiterhin erklärt dies auch, warum für T1 die magnetische Entropie in der spezifischen
Wärmekapazität Cp(T ) so niedrig ausfällt [96]. Allerdings ergeben sich im Curie-Weiss
Fit der dc-Suszeptibilität bei Temperaturen von 100K bis 280K keine Hinweise für
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Abbildung 5.7.: Frequenzabhängigkeit der Resonanzfelder. Um den g-Faktor und eine
mögliche Anisotropielücke zu erhalten, wird die Resonanzposition Bres bei mehreren
Frequenzen gemessen. In diesem Graph ist exemplarisch die Temperatur 6K gezeigt.
Daraus ergibt sich mit der Formel hν = ∆AI + gµBBres der g-Faktor aus der Steigung
und die Energielücke aus dem Schnittpunkt mit der Ordinate.
eine kurzreichweitige Ordnung. Im Vergleich mit Paramagneten, in denen die Spins in-
dividuell relaxieren, sind kollektive Anregungsmoden, deren totale Magnetisierung des
Spinsystems präzediert, deutlich schwieriger zu verbreiten. Dabei liefert ein Öffnen der
Lücke der ESR-Anregungen (Abbildung 5.8b) Hinweise dafür, dass das Spinsystem sich
auf einer Zeitskala von ungefähr t = 10 ns bewegt und eine leichte Vorzugsrichtung30 in
der magnetischen Anisotropie besitzt [109].
Die geringe Größe der Energielücke, deren Maximum bei der tiefsten Temperatur unge-
fähr 4GHz (≈ 0,2 K oder 0,016 µeV) beträgt, schließt eine antiferromagnetische Spinwel-
lenanregung im Zentrum der magnetischen Brillouin-Zone damit aus. In anderen Worten:
eine magnetische Anisotropielücke für die gleichförmige Oszillation der AFM Untergitter
kann vernachlässigt werden. Der erwartete Wert für eine solche AFM Lücke beträgt in
mehrlagigen Kupraten und Iridaten üblicherweise mehrere meV [110, 111, 112], kann
unter Umständen aber auch deutlich höher liegen [113]. Nichtsdestotrotz kann die Si-
tuation in einem Gitter, in dem Cu- und Ir-Spins sich in unterschiedlichen Untergittern
befinden und gegenseitig beeinflussen, deutlich komplexer ausfallen. In vergleichbaren
Doppelperowskiten wie La2MgIrO6 und La2ZnIrO6 beträgt die Lücke der Spinanregung
beispielsweise 2,6meV und 2,1meV [114]. Aufgrund der beschriebenen Einwände ge-
30Englisch: easy axis
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gen eine antiferromagnetische Lücke muss die Ursache der festgestellten Anregungslücke
dementsprechend ein Effekt sein, welcher mehrere Größenordnungen darunter liegt. Das
beobachtete ESR Signal kann dabei mit unkompensierten ferromagnetischen Momenten
eines nicht-kollinearen Antiferromagneten assoziiert werden. Im Prinzip entspricht dies
lediglich einer anderen Oszillationsmode eines gekoppelten nicht-kollinearen antiferro-
magnetischen Untergitters [109]. Im Gegensatz zu einer echten AFM Anisotropielücke,
welche durch den anisotropen Anteil der Superaustauschwechselwirkung der Spins her-
vorgerufen wird, resultiert die vorliegende Energielücke auf einem übrig gebliebenen
oszillierenden Nettomoment der verbleibenden Anisotropiebeiträge und befindet sich
oftmals im Gigahertzbereich [115, 116]. Die Tatsache, dass die beobachtete ferromagne-
Abbildung 5.8.: Temperaturabhängigkeit des g-Faktors, der Energielücke und des
Koerzitivfeldes. Die Werte wurden mit der Formel hν = ∆AI + gµBBres berechnet, wie
beispielsweise in Abbildung 5.7 für T = 6 K gezeigt wird. Auffällig ist hier, dass die Lücke
von ungefähr 4GHz bei zunehmender Temperatur linear abnimmt. Der g-Faktor zeigt
bei tiefen Temperaturen einen Wert kleinerer g = 2 und wächst mit steigender Tempera-
tur an. Dieser Anstieg gilt als Indiz für den schwindenden Einfluss der Iridiumspins. Das
Koerzitivfeld sowie die Anisotropielücke entstehen beide durch kleine Restanisoptropien,
die dem Spin eine spezifische Vorzugsrichtung erteilen.
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tische Resonanzmode im kurzreichweitigem Zustand bereits über T1 = 74 K erscheint
und sich dabei kontinuierlich mit abnehmender Temperatur entwickelt, spricht für einen
schwachen unkompensierten ferromagnetischen Beitrag, der einen inhärenten Teil des
globalen antiferromagnetischen Zustandes von La2CuIrO6 bildet.
Die andere Temperatur T2 = 54 K, welche in den magnetometrischen Messungen cha-
rakterisiert wurde, kann in diesem Fall als „Block-Temperatur“ bezeichnet werden. Bei
dieser Temperatur gewinnt die magnetische Anisotropie über die Entropieeffekte der
Temperatur. Dies zeigt sich besonders deutlich in den ESR-Messungen durch ein Maxi-
mum in der Linienbreite ∆B(T ) und als eine Sättigung in der Intensität, wie in Abbil-
dung 5.6 gezeigt. Unterhalb dieser Block-Temperatur zeigen die Magnetisierungskurven
eine kleine Hysteresekurve, wie der innere Graph in Abbildung 5.3 zeigt. Beide Kurven,
sowohl die Temperaturabhängigkeit des Koerzitivfeldes, wie auch die Entwicklung der
Energielücke ∆AI(T ), sind in Abbildung 5.8b zusammen dargestellt. Hierbei sollte ange-
merkt werden, dass die beiden Größen Hc und ∆AI von den gleichen Restanisotropien
entstehen, welche eine bestimmte räumliche Richtung im ferromagnetischen Beitrag fest-
setzen. Die Lücke ∆AI bleibt in den ESR Messungen weit über die Temperaturen von
T2 bis hin zu T > T1 sichtbar. Der Grund für die lange Sichtbarkeit des Signals liegt
in der dynamischen Natur der Messmethode. Während in dc-Messungen diese Momente
herausgemittelt werden, sind sie auf der ESR-Zeit-Skala statisch.
5.2.3.4 Temperaturabhängigkeit des g-Faktors
Die Temperaturabhängigkeit des g-Faktors in Abbildung 5.8a zeigt, trotz einer starken
Streuung, eine Tendenz zum Sinken mit abnehmender Temperatur wobei die Grenze
eines reinen Spinanteils mit g = 2 gekreuzt wird. Abweichungen vom reinen g-Faktor 2
von Cu2+ und Ir4+ sind allerdings bei einer kombinierten Anwendung der Spin-Bahn-
Kopplung und einer geringen Symmetrie des elektrischen Ligandenfeldes [28] zu erwar-
ten.
Die Verzerrung des Ligandenfeldes entsteht in Folge einer Störung in den sauerstoff-
haltigen Oktaedern. Wie bereits in Abschnitt 5.2.1 beschrieben, besitzt La2CuIrO6 ei-
ne niedrigsymmetrische Kristallstruktur mit einer triklinischen P 1̄ Raumgruppe. Die
strukturelle Verfeinerung31 zeigt dabei zwei nicht-äquivalente Oktaeder für IrO6 und
CuO6. Alle Verbindungen zwischen dem Zentralion und den Sauerstoffliganden weisen
zudem eine unterschiedliche Länge auf. Nichtsdestotrotz besteht die Möglichkeit, die
Achse mit der stärksten Abweichung zu bestimmen, welche im Folgenden als Elonga-
tionsachse bezeichnet wird. In den zwei Kupferoktaedern zeigt diese Achse parallel zur
Cu1-O1 Bindung von 2,159Å und zur Cu2-O2 Bindung von 2,185Å. Zu sehen sind die
unterschiedlichen Bindungslängen in Abbildung 5.1. Im Fall einer Elongation liegen die
typischen g-Faktoren für Cu2+ im Bereich von g‖ = 2,15 − 2,30 und g⊥ = 2,01 − 2,10
[28]. Da die Untersuchungen mit Pulverproben durchgeführt wurden, gilt Formel 2.76
zur Berechnung des Durchschnittswertes von g. Als Resultat für Kupfer ergibt sich ein
durchschnittlicher g-Faktor größer als 2.
31Englisch: refinement
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Im Falle eines Ir4+-Atoms erweist sich die theoretische Eingrenzung des g-Faktors als
etwas komplizierter. Der erste Oktaeder ist in Richtung der Verbindung Ir2-O2 mit einer
Distanz von 2,088Å gedehnt. Der andere Oktaeder ist parallel zur Elongationsachse in
Richtung Ir1-O1 mit 2,075Å ausgedehnt. Dementsprechend fällt der mögliche g-Faktor
für eine Elongation eines Ir4+ Atoms in den Bereich g‖ < 2 < g⊥. Der g‖-Wert liegt im
Intervall von 2 bis -2, während der g⊥-Wert von 2,00 bis 2,73 reicht [28] (vergleiche Ab-
bildung 2.10). Damit beträgt der Durchschnitt des g-Faktors für ein Pulver aus Iridaten
in einer Perowskitstruktur etwas weniger als 2. Unter dieser theoretischen Betrachtung
des g-Faktors scheint es deswegen nahe zu liegen, die ESR Mode bei T < 113 K den
kurzreichweitigen geordneten Kupferspins zuzuschreiben, deren Resonanzfrequenz etwas
höher liegt als der korrespondierende g-Faktor von g = 2. Zusätzlich zu beachten ist, dass
das erscheinende Signal zuerst bei einem Resonanzfeld mit einem g-Faktor von geff = 2,08
auftritt. Sobald die Temperatur sinkt, werden progressiv mehr und mehr Ir-Spins in die
Resonanz des statisch geordneten Spingitters des Kupfers eingebunden und interagieren
zunehmend über die Austauschwechselwirkung mit den Kupferuntergittern. Konsequen-
terweise verschiebt sich dadurch der g-Faktor hin zu kleineren Werten als g = 2. Die
beobachtete Temperaturverschiebung des Resonanzfeldes Bres wird bestimmt durch die
Temperaturabhängigkeit der Lücke ∆AI und des g-Faktors.
5.3 Diskussion
Die experimentellen Ergebnisse liefern starke Hinweise für einen nicht-kollinearen Magne-
tismus zwischen den Cu2+ Untergittern mit Spin S = 1/2 und den Ir4+ Untergittern mit
einem Pseudospin von Jeff = 1/2. Obwohl die Verkantung nicht direkt mittels Neutronen-
streuung nachweisbar ist, lässt die Größenordnung des ferromagnetischen Momentes von
ungefähr 10−3 µB prinzipiell keinen anderen Schluss zu. Trotz der geringen Größe, zeigt
sich die Verkippung der Spinmomente massgeblich in den magnetischen Messungen. Der
schwache Ferromagnetismus wird bereits sichtbar im dynamischen Bereich bei einer Tem-
peratur über T1 = 74K. Dies wird belegt durch die Spinpolarisation der Neutronen [96]
sowie das kollektive Verhalten der Nettomomente in den ESR-Ergebnissen. Die magneti-
sche Neutronenstreuung, sowie die µSR Daten, weisen auf eine statische Ordnung für die
Cu- und Ir-Untergitter hin. Allerdings zeigen die NMR und µSR Messungen unterhalb
von T1 auch ein gewisses dynamisches Verhalten der senkrechten Nettomomente. Dies
kann interpretiert werden als kleine inkohärente Fluktuationen der geordneten Untergit-
ter um den Gleichgewichtszustand. Um T2 = 54 K werden die Nettomomente statisch,
was die schwache Anomalie in den Magnetisierungsmessungen bei kleinen Magnetfel-
dern belegt. Eine Übersicht über die temperaturabhängigen Effekte für die erwähnten
Messmethoden ist in Abbildung 5.9 gezeigt.
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5.4. Zusammenfassung La2CuIrO6
5.3.1 Auftreten der Spin-Bahn-Kopplung
Die vielseitige Rolle der verschiedenen Energieskalen der Spin-Bahn-Kopplung kann in
drei Bereiche unterteilt werden:
• Die starke intraionische SBK der Ir4+ in der Größenordnung von 0,5 eV koppelt
den Spin und den Bahndrehimpuls zu einem effektiven Jeff = 1/2 Zustand.
• Die SBK von Ir4+ und Cu2+ wählt eine räumlich spezifische Spinrichtung im ma-
gnetisch geordneten Zustand bei T1 = 74 K. Hervorgerufen wird diese Vorzugsrich-
tung durch symmetrische Korrekturen zum Heisenberg-Superaustausch. Eine reine
Heisenberg-Wechselwirkung ist isotrop und wäre dementsprechend unempfindlich
gegenüber der Gittersymmetrie.
• Aufgrund der geringen Kristallsymmetrie von La2CuIrO6 erzeugt die antisymme-
trische DM-Wechselwirkung ein schwaches ferromagnetisches Moment. Diese Kom-
ponente wird infolge der restlichen magnetischen Anisotropie statisch bei Tempe-
raturen unter T2 = 54 K.
5.3.2 Spinanordnung
Mit den verwendeten Methoden war es nicht möglich, die genaue Spinstruktur festzu-
stellen. Im Speziellen ist die Frage offen, ob die Untergitter von Cu2+ und Ir4+ oder
nur das Kupfergitter verkantet sind. Des Weiteren lässt sich auch anhand der pulver-
förmigen Probe nicht die genaue Spinstruktur eingrenzen. Abbildung 5.1 zeigt hierbei
eine hypothetische Anordnung, die mit den gemessenen Daten kompatibel ist. Dabei lie-
gen alle Spins in der ac-Ebene und die Struktur innerhalb einer Ebene erscheint nahezu
kollinear. Von Ebene zu Ebene sind die Spins hingegen orthogonal orientiert. In der Skiz-
ze sind die Winkel zur besseren Unterscheidbarkeit deutlich übertrieben eingezeichnet,
wobei davon ausgegangen wird, dass beide Untergitter leicht verkantet sind. Dies er-
scheint wahrscheinlich, da die DM Wechselwirkung sowohl zwischen, als auch innerhalb
der Untergitter wirkt.
5.4 Zusammenfassung La2CuIrO6
In den vorherigen Abschnitten wurden die strukturellen und magnetischen Eigenschaf-
ten des Doppelperowskits La2CuIrO6 präsentiert. Mit Hilfe einer Röntgenstrukturanaly-
se und Neutronenstreuung kann dem Kristallgitter die Ordnung P 1̄ zugewiesen werden.
Die statischen magnetischen Messungen, unterstützt durch die spezifische Wärmemes-
sungen, ergeben eine antiferromagnetische Übergangstemperatur bei T1 = 74 K und
die Formation eines kleinen unkompensierten Moments. ac-Suszeptibilitätsmessungen
beweisen eine schwache dynamische Anomalie bei T2 = 54 K, welche durch hohe ma-
gnetische Felder unterdrückt wird. Die inverse Suszeptibilität ergibt eine Curie-Weiss
Temperatur von 33,7K und ein magnetisches Moment von 1,84µB. Aus temperaturab-
hängigen Analysen der Neutronenstreuung und der µSR Messungen lässt sich T1 als das
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Auftreten eines antiferromagnetischen Überganges mit einer kommensurablen magne-
tischen Struktur interpretieren [96]. Die Spinkonfiguration besteht wahrscheinlich aus
einer nicht-kollinearen Anordnung, in der das magnetische Moment orthogonal zur ac-
Ebene liegt. Unterstützt wird diese These durch DFT Berechnungen von Zhu et al. [98].
Eine sanfte Entwicklung der statischen Myon Spinfrequenz beweist dabei eine starke
Kopplung der Kupferspins mit den effektiven Spins des Iridiums. Zusätzlich zeigen spe-
zifische Wärmemessungen, ESR und auch die Neutronen-Depolarisierungsmessungen,
dass kurzreichweitige magnetische Korrelationen bereits für höhere Temperaturen als T1
auftreten. Insbesondere zeigt sich in den ESR-Messungen eine Überkreuzung eines rei-
nen paramagnetischen Zustandes, hin zu einer kollektiven Resonanz zwischen T1 = 74 K
und T = 113 K. Als besonders interessant erweist sich hierbei, dass die NMR und µSR
Relaxationsmessungen eine übrig gebliebene Spindynamik im Bereich T2 < T < T1
aufzeigt.
5.5 La2CoIrO6
Zusätzlich zu La2CuIrO6 wurde auch die Schwesterverbindung La2CoIrO6 mittels ESR-
Spektroskopie untersucht. Die Gemeinsamkeiten liegen hierbei vor allem in der Doppel-
perowskitstruktur sowie dem gleichen Iridiumzustand Ir4+. Ein wesentlicher Unterschied
besteht hingegen im höheren Spin von S = 3/2 für Co2+. Aufgrund des daraus resultie-
renden höheren effektiven Momentes, ergeben sich einige deutliche Unterschiede in den
magnetischen Eigenschaften, die sich folglich auch auf die ESR-Messungen auswirken.
Im folgenden Abschnitt werden die Auswirkungen des vergrößerten magnetischen Mo-
mentes von La2CoIrO6 untersucht. Zusätzlich zur Pulverprobe wurde für eine ausgewähl-
te Frequenz auch ein kleiner Einkristall mit ESR untersucht. Für La2CoIrO6 existieren
bereits Messungen mit zirkularem magnetischen Röntgendichroismus und Neutronen-
streuung [95, 100, 101]. In allen drei Arbeiten konnte ein verkantetes Co2+ Gitter mit
einem ungewöhnlich großen magnetischen Moment festgestellt werden. Ferner zeigt sich
eine starke Kopplung zwischen den Ir4+ und den Co2+ Spins, wobei das Iridiummoment
negativ an das Kobaltmoment koppelt. Aufgrund der schwachen direkten Austausch-
kopplung und der geringen dipolaren Kopplung wird die Magnetisierung mit einem
Hybridisierungsmechanimus erklärt [95, 100]. Darauf wird in Abschnitt 5.5.3 genauer
eingegangen.
5.5.1 Magnetische Messungen
Die Magnetisierungsmessungen mit einem externen Feld von 500Oe aus Abbildung 5.10a
zeigen weitestgehend ein ähnliches physikalisches Verhalten wie La2CuIrO6. So exis-
tiert eine signifikante Aufspaltung zwischen FC und ZFC für tiefe Temperaturen und
weist damit auf eine ferromagnetische Komponente hin. Ferner findet sich eine Spitze in
der ZFC Komponente als Hinweis für eine antiferromagnetische dominierende Wechsel-
wirkung. Deutliche Unterschiede existieren hingegen in den Temperaturbereichen und
der Größenordnung der auftretenden Effekte. So liegt der Beginn der Aufspaltung von
ZFC und FC sowie das Maximum der ZFC-Magnetisierung ungefähr bei T = 80 K. Im
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(a) (b)
Abbildung 5.10.: Magnetisierungsmessungen für La2CoIrO6. Abbildung (a): Suszepti-
bilität einem angelegten Feld von 500Oe. Abbildung (b): Die Hysterese bei 2K. Daten
von Tushar Dey.
Gegensatz dazu beträgt die Temperaturdifferenz zwischen der ZFC-FC-Aufteilung und
AFM-Peak bei La2CuIrO6 T = 20 K. Darüber hinaus überragt die ferromagnetische
Komponente innerhalb La2CoIrO6 bei weitem die Kupferprobe. Dies zeigt sich deutlich
in der Remanenz der Hysterese aus Abbildung 5.10b.
5.5.2 Elektronenspinresonanz
Dieser Abschnitt legt die Ergebnisse der ESR-Spektroskopie für La2CoIrO6 dar. Wie
bei La2CuIrO6 werden die Temperaturabhängigkeit der Linienbreite, Resonanzpositi-
on, Intensität sowie des g-Faktors und der Anisotropielücke erläutert. Die Auswertung
der ersten drei Punkte wurde neben der Pulverprobe auch mit einem kleinen Einkris-
tall durchgeführt. Aufgrund des geringen Kristallgröße und des daraus resultierenden
schwächeren Signals sind die Signale nur bis T = 100 K auflösbar.
5.5.2.1 Auswertung einer Frequenz
Die Intensität beider Probenarten weist in Abbildung 5.11a auf ein vergleichbares Ver-
halten wie bei La2CuIrO6 hin. So steigt die Intensität für Temperaturen unter 100K steil
an und bleibt für T = 50 K konstant. Innerhalb der Fehlerbalken scheint die Intensität
für den Kristall aber wieder leicht abzunehmen.
Die Linienbreite in Abbildung 5.11b zeigt ein Maximum bei rund T = 34 K für beide
Probenarten. Damit liegt der Peak in La2CuIrO6 ungefähr 20 K höher als in La2CoIrO6.
Wie im Falle der Kupferprobe, kann auch hier davon ausgegangen werden, dass bei dieser
Temperatur die Kristallanisotropie über die Entropie gewinnt. Weiterhin fällt auf, dass
die Linienbreite der Pulverprobe doppelt so breit erscheint wie für den Einkristall. Eine
mögliche Ursache hierfür liegt in der Mittelung der verschiedenen Resonanzpositionen
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Abbildung 5.11.: Auswertung der temperaturabhängigen Spektren von La2CoIrO6.
Ausgewertet werden zum einen eine Pulverprobe sowie ein Einkristall bei einer Frequenz
von ν = 95 GHz bzw. ν = 108 GHz. Prinzipiell zeigen sich hier die gleichen Effekte wie bei
La2CuIrO6 aus Abbildung 5.6. Die Intensität bleibt für niedrige Temperaturen konstant
und fällt ab einer Temperatur von ungefähr 40K ab. Ferner zeigt die Linienbreite einen
Buckel um T = 34 K, während die Position des Resonanzpeaks für tiefe und hohe Temp-
eraturen konstant bleibt. Zwischen 30K und 120K ändert sich hingegen die Position um
40mT.
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bei einer kleinen Anisotropie des g-Faktors und der sich daraus ergebenden Linienver-
breiterung.
Zuletzt sei noch das Verhalten des Resonanzfeldes aus Abbildung 5.11c erläutert. Ge-
nau wie bei La2CuIrO6 beschreibt es den Gesamteinfluss der Co und Ir-Spins auf den
g-Faktor und die Anisotropielücke. Das Resonanzfeld scheint für La2CoIrO6 nur für den
Temperaturbereich zwischen 30K und 110K anzusteigen. Über T = 110 K kann des-
wegen angenommen werden, dass La2CoIrO6 sich in einem komplett paramagnetischen
Zustand befindet. Dies wird belegt durch das Verschwinden des magnetischen Moments
in Abbildung 5.10a. Für diese Temperatur beträgt der effektive g-Faktor, vorausgesetzt
die Energielücke beträgt ∆AI = 0, ungefähr 2,02. Damit lässt sich folgern, ähnlich wie bei
La2CuIrO6, dass das magnetische 3d-Kation die magnetischen Eigenschaften bestimmt
und die Iridiumspins dominiert. Das größere Spinmoment von Kobalt verursacht zudem
eine stärkere Verkippung der Spinmomente und dominiert das Iridiumgitter mehr als im
Kupferfall.
5.5.2.2 Lücke und g-Faktor
Für die Analyse der Lücke und des g-Faktors wurde ausschließlich die Pulverprobe ver-
wendet.
Der g-Faktor von La2CoIrO6 zeigt zunächst einmal einen viel flacheren Anstieg als
bei La2CuIrO6. So beträgt die Differenz zwischen minimalem und maximalem g-Faktor
zwischen den Grenzen der gemessenen Temperatur für die Co-Variante 0,02, während
er bei der Cu-Variante nahezu das Doppelte beträgt. Siehe hierzu Abbildung 5.12. Die
Ursache hierfür liegt, wie im vorherigen Abschnitt 5.5.1 bereits erwähnt, an einem stär-
keren magnetischen Moment der Co2+-Spins. Dies erklärt darüber hinaus den späteren
Durchgang durch die g = 2 Grenze bei T = 55 K im Vergleich zu Cu2+ bei T = 80 K.
Die g-Faktoren für Co2+ betragen g⊥ = 3,27 und g‖ = 6,42 und ergeben für ein Pulver
im Durchschnitt g = 4,32 [28, S. 449]. Der gemessene g-Faktor liegt sehr nahe bei 2, was
folglich auf eine sehr starke Kopplung zwischen den Iridium- und den Kupferspins hin-
weist. Mit XMCD-Messungen konnte die starke Kopplung von Kolchinskaya et al. [100]
bestätigt werden.
Eine einfache Analyse des theoretischen magnetischen Momentes mit der Formel
µeff = g
√
S(S + 1)µB (5.1)
zeigt, dass der Wert von Co2+ (g = 4,32; S = 3/2) bei 8,37µB liegt. Der Literaturwert [2,
S. 676] liegt hingegen bei 4,3µB, da Gleichung 5.1 den orbitalen Beitrag des g-Faktors
überschätzt. Im Gegensatz dazu beträgt das magnetische Moment mit dem gemessenen
g-Faktor von rund 2 gleich 3,88µB. Unter Betrachtung des gemessenen Wertes von 4,7µB
ergibt sich, dass die Kobaltmomente die Iridiumspins aufgrund der starken Wechselwir-
kung nahezu vollständig unterdrücken.
Unerwarteterweise liegen die Energie- bzw. Anisotropielücke in beiden Varianten bei
knapp 4GHz und widersprechen damit eigentlich einer stärkeren FM-Komponente. Un-
abhängig von den oben dargestellten Indizen wurde auch bei Narayanan et al. [101]
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Abbildung 5.12.: Temperaturabhängigkeit des g-Faktors und der Anisotropielücke ∆AI
von La2CoIrO6. Die Probe zeigt ein ähnliches physikalische Verhalten wie La2CuIrO6 aus
Abbildung 5.8: Der g-Faktor sinkt für fallende Temperaturen von g > 2 zu g < 2. Ebenso
öffnet sich die Anisotropielücke bei niedrigen Temperaturen und erreicht ein Maximum
von circa 4GHz.
ein starker ferromagnetischer Beitrag festgestellt. Erklären lässt sich diese kleine Aniso-
tropielücke eventuell mit einer fundamental anderen Spinanordnung als in La2CuIrO6.
Darauf wird im folgenden Abschnitt 5.5.3 näher eingegangen.
5.5.3 Unterschiede zwischen La2CuIrO6 und La2CoIrO6
Die magnetischen Unterschiede zwischen La2CoIrO6 und La2CuIrO6 lassen sich nicht
alleine mit der Kristallstruktur und dem stärkeren magnetischen Moment von Co2+ er-
klären. Eventuell gibt es zwischen den beiden Materialen eine grundlegend verschiedene
Spinanordung der beiden Untergitter. Spekulativ lässt sich annehmen, dass alle Unter-
gitter in La2CuIrO6 eine antiferromagnetische Orientierung besitzen (siehe auch [98]).
Anders hingegen bei La2CoIrO6, wo sich die Untergitter des Kobalts antiferromagnetisch
mit einer Verkantung ordnen und die Iridiumspins dem resultierenden Nettomoment fol-
gen. Dies erklärt vor allem die viel stärkeren ferromagnetischen Signale in den Magne-
tisierungsmessungen und deckt sich ebenfalls mit den vorgeschlagenen Spinstrukturen
von Narayanan et al. [101] und Lee et al. [95].
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Abbildung 5.13.: Magnetisches Modell auf Basis einer Hybridisierung für La2CoIrO6.
Das Spin-Down Level von t2g induziert aufgrund der Hundschen Kopplung ein negatives
Moment auf der Iridiumseite. Ohne Co2+ wäre der Jeff = 1/2 Zustand des Iridiums mit
Spin rauf (hellblau, gepunktet) und runter (dunkelblau) gleichwahrscheinlich. Zusätzlich
koppelt das schwache ferromagnetische Moment der Co2+-Spins antiferromagnetisch mit
dem Jeff = 3/2 Spin des Iridiums. Abbildung übernommen aus Kolchinskaya et al. [100].
Des Weiteren kann angenommen werden, dass zwischen den Kobalt- und den Iridi-
umspins eine schwache Hybridisierung stattfindet [95, 100]. Das Co2+-Atom befindet
sich in La2CoIrO6 in einer High-Spin Konfiguration und liegt im 3d7 Zustand vor. Ins-
gesamt ergibt sich ein Gesamtspin von S = 3/2. Iridium hingegen liegt im Jeff = 1/2
Zustand vor und weist die gleiche Wahrscheinlichkeit für den Spin-Up und Spin-Down
Zustand auf. Wird die Hybridisierung aktiviert, koppeln die t2g Spins des Kobalts über
die Hundsche Kopplung mit dem Iridiumspin Jeff = 1/2. Dadurch wird die kinetische
Energie etwas herabgesetzt und die Spin-Down Konfiguration bevorzugt. Zusätzlich kop-
pelt das schwache ferromagnetische Moment der Co2+ Spins antiferromagnetisch mit den
Iridium-Momenten. Das Modell wird unterstützt durch das gemessene negative Moment
der Iridiumspins in den XANES und XMCD-Messungen [100]. Ein Schema des Kopp-
lungsmodell ist in Abbildung 5.13 dargestellt.
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6 Zusammenfassung und Ausblick
Ziel dieser Arbeit war die Untersuchung der magnetischen Eigenschaften der Iridate
La2CuIrO6 und Ba2YIrO6 per Elektronenspinresonanz Spektroskopie und der Aufbau
eines Fabry-Pérot Resonators.
Für Ba2YIrO6, ein aus theoretischer Sicht nicht-magnetischer Stoff, konnte unter Ver-
wendung von ESR die Ursache der paramagnetischen Signale bestimmt werden. Hierbei
zeigten sich drei unterschiedliche Arten von Defekten. Bei der ersten Defektart handelt
es sich wahrscheinlich um freie Elektronen im Festkörper oder nicht-iridiumspezifische
Verunreinigungen. Bei der zweiten Defektart bekräftigen die Ergebnisse Ir4+-Defekte,
wie der Wert des g-Faktors sowie die Gesamtbetrachtung des Spektrums belegen. Beim
letzten Defekt handelt es sich mit großer Sicherheit um Defekte von Ir6+-Ionen. Dies
spiegelt sich hervorragend in der Quartettstruktur der Resonanzlinien und im kleinen
g-Faktor wider. Diese paramagnetischen Verunreinigungen resultieren vermutlich von
einer leichten Abweichung der Stöchiometrie der Barium- und Sauerstoffionen. Bei die-
sen Messungen zeigte sich insbesondere die Stärke der ESR-Messmethode, da diese es
ermöglichte zwischen verschiedenen g-Faktoren und damit zwischen unterschiedlichen
Defektzentren zu differenzieren. Mit Hilfe einer Referenzprobe konnte zudem die absolu-
te Menge der jeweiligen Defekte quantifiziert werden. Hierbei ergab sich, dass ungefähr
4% aller Einheitszellen einen Defekt aufweisen. Des Weiteren konnten statistische Si-
mulationen eine Einschätzung über die prozentuale Menge an Defekten geben, ab deren
Anteil sich langreichweitige Ordnungen bilden. Für ein Doppelperowskit-Gitter, in dem
nur auf den Iridiumplätzen Defekte auftreten können und die Wechselwirkung über ma-
ximal zwei Sauerstoffbrücken stattfindet, beträgt die Defektkonzentration 15% für das
Einsetzen einer langreichweitigen Ordnung. Unter dieser Betrachtung ergeben sich die
antiferromagnetischen Signale von Zhang et al. [75] vermutlich aufgrund stark verunrei-
nigter Proben. Für zukünftige Untersuchungen wäre es interessant zu erfahren, wie sich
die magnetischen Korrelationen bei einer gezielten Elektronendotierung von Ba2YIrO6
oder Sr2YIrO6 verhalten. Eine präzise Veränderung der Stöchiometrie könnte sicherlich
einige interessante Erkenntnisse zur Wechselwirkung von Ir4+- und Ir6+-Ionen beitragen.
In La2CuIrO6 war die Hauptfragestellung wie die Cu2+ Spins mit S = 1/2 mit dem
effektivem Iridium-Spin Jeff = 1/2 wechselwirken. Besonders relevant war diese Frage
unter der Berücksichtigung der Tatsache, dass in diesem Material sowohl die Wechsel-
wirkung der Elektronen, als auch die Spin-Bahn-Kopplung einen wichtigen Beitrag zur
Gesamtenergie liefern. Dabei konnte gezeigt werden, dass das Kupferuntergitter bei T1
= 74K eine antiferromagnetische Ordnung mit leicht verkippten Momenten aufgrund
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einer schwachen antisymmetrischen Austauschwechselwirkung nach Dzyaloshinsky und
Moriya ausbildet. Aufgrund dieser nicht-kollinearen Spinanordnung entsteht somit ein
ferromagnetisches Nettomoment, dass bei T2 = 54K eine kooperative Ordnung mit dem
Iridiumuntergitter zeigt. Mit Hilfe der ESR konnte vor allem das Auftreten einer kleinen
ferromagnetischen Anregungslücke von ungefähr 4GHz nachgewiesen werden. Außerdem
zeigte sich anhand der temperaturabhängigen Verschiebung des g-Faktors ein sukzessi-
ver Anstieg des Einflusses der Iridiumspins. Die temperaturabhängige Linienbreite weist
zudem ein Maximum der Korrelationen bei T2 auf, ab welchem Punkt die magnetische
Anisotropie über die Entropieeffekte überwiegt.
Für die Verbesserung der Signalqualität von signalschwachen Proben, insbesondere
im Hinblick auf Iridate, wurde ein Fabry-Pérot Resonator entwickelt, konstruiert und
getestet. Der Resonator erzielt vielversprechende Ergebnisse für den Gütefaktor und
das Signal-Rausch-Verhältnis. Zudem konnte mit einem anderen Aufbau, einer Erweite-
rung für den Transmissionsprobenstab, eine Möglichkeit zur Probenrotation erfolgreich
etabliert werden. Damit können in Zukunft ohne großen technischen Aufwand die Ani-
sotropieeffekte für den Frequenzbereich ab 30GHz untersucht werden. Dies erweist sich
besonders als Vorteil für Proben mit schwachen anisotropen g-Faktoren, die erst bei hö-
heren Frequenzen auflösbar sind oder für Proben die eine größere Energielücke besitzen
und deren Signal erst bei höheren Frequenzen auftritt. Zusätzlich zu den Messungen
zeigten elektromagnetische Simulationen eine gute Übereinstimmung mit den gemesse-
nen Resultaten.
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Fermikante, 42
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Fitfunktion, 32
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Gütefaktor, 49, 72
Gaußfunktion, 36
Gesamtaufspaltung der Energieniveaus,
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Hochfeldlabor, 51
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jj-Kopplung, 18
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Knight-Shift, 93
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Kristalline Anisotropie, 9
Kryostat, 48
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ESR, 117
Ferromagnetische Momente, 115
Hysteresemessungen, 115
Kristallstruktur, 112
NMR, 119
Spinanordnung, 125
Temperaturabhängige Magnetisierung,
113
Temperaturabhängigkeit des g-Faktors,
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Toleranzfaktor, 113
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Linienform, 35
Lorentzfunktion, 36
Magnetisches Moment, 5
Maxwell-Gleichungen, 65
MEEP, 65
Mott-Isolator, 42
MVNA, 55
NMR, 93
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Larmorfrequenz, 95
Spin-Gitter-Relaxionszeit, 95
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Superaustausch, 26
Suszeptibilität, 38
Temperaturabhängigkeit, 37
Temperaturanpassung, 51
Topologischer Isolator, 44
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Tsallian-Fit, 90
Weisssches Molekularfeld, 9
Wellenleiter, 34
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Abkürzungsverzeichnis
µSR Myon Spin Resonanz
AC Wechselstrom Alternating Current
AFM Antiferromagnetisch oder Anti-
ferromagnetismus
DC Gleichstrom Direct Current
DFT Dichtefunktionaltheorie Density
Functional Theory
DPS Doppelperowskitstruktur
ESR Elektronenspinresonanz
FC Abkühlung mit magnetischem Feld
Field Cooling
FM Ferromagnetisch oder Ferromagne-
tismus
FPR Fabry-Pérot Resonator
HF-ESR Hochfeld/Hochfrequenz-ESR,
(ν > 30GHz)
IFW Institut für Festkörper- undWerk-
stoffwissenschaften
KD Kollisionsdetektion
KFS Kristallfeldaufspaltung
LO Lokaler Oszillator
MVNA Netzwerkanalysator, operiert von
30-1000 GHz Millimeterwave Vec-
tor Network Analyzer
NMR Nukleare Magnetresonanz Nucle-
ar Magnetic Resonance
NN Nächster Nachbar
NNN Übernächster Nachbar
PFK Plattenförmiger Kristall
PNA-X Netzwerkanalysator, operiert
von 30-330 GHz
PS Perowskitstruktur
RF Radiofrequenz
RPS Reflexionsprobenstab
SBK Spin-Bahn-Kopplung
SFK Stabförmiger Kristall
SRV Signal-Rausch-Verhältnis
SW Schwellwert
TUL Transmissionsumlenker
VTI Einsatz zur Temperatursteuerung
Variable Temperature Insert
X-Band Frequenzbereich von 8 - 12
GHz
XANES Röntgen-Nahkanten-Absorptions-
Spektroskopie X-Ray Absorption
Near Edge Structure
XMCD Röntgendichroismus X-Ray Ma-
gnetic Circular Dichroism
ZF Zwischenfrequenz
ZFC Abkühlung ohne magnetisches Feld
Zero Field Cooling
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Formelverzeichnis
A0 Distanz: Kein Austauschpfad, di-
rekter Nachbar
a0 Bohrscher Radius
A1 Distanz: 1 Austauschpfad
A2 Distanz: 2 Austauschpfade
A Amplitude der Lorentz/Gaußfunktion
~B Magnetische Induktion
BA Lokales effektives Magnetfeld
KNS Knight Shift
Bint Interne Magnetfelder
Boff Lineare Verschiebung
Bres Resonanzfeld
BUA Kristalline Anisotropie
c Lichtgeschwindigkeit
χ′′ Absorption der Suszeptibilität
χ′ Dispersion der Suszeptibilität
Cmag Curie-Konstante
Coff Konstante Verschiebung
D Nullfeldaufspaltung (Operator)
d Distanz zwischen Gitter/Folie und
Spiegel
∆ Energielücke
δ Tetragonale Verzerrung
∆AI Anisotropielücke
∆B Linienbreite
∆dPeriode Abstand zweier Peaks
∆NF Nullfeldaufspaltung (Wert)
Dij AntisymmetrischeWechselwirkung
(DM)
E Energie
e Elementarladung
EB Magnetische Energie
EE Elektrische Energie
Ein Eingespeiste Energie
ε0 Elektrische Feldkonstante
fLO Frequenz des lokalen Oszillators
fmin Frequenz des Absorptionsmaximums
fRF Radiofrequenz
fZF Zwischenfrequenz
g g-Faktor
γ Gyromagnetisches Verhältnis
H Hamiltion Operator
~H Magnetisches Feld
Hres Resonanzfeld
h Planksches Wirkungsquatum
~ Reduziertes Planksches Wirkungsqua-
tum
I Intensität
140
Formelverzeichnis
JH Austauschintegral
k Orbitaler Reduktionsfaktor
kB Boltzmann-Konstante
~L Drehimpuls
`z Drehimpulsquantenzahl
n Longitudinale Mode
` Winkelabhängige Mode
λ Spin-Bahn Kopplung
M Magnetisierung
me Elektronenmasse
mL Zustand des Bahndrehimpulses
mS Spinimpuls Zustand
µ0 Magnetische Feldkonstante
µ Magnetisches Moment
N Gesamtanzahl an Spins
nS Hauptquantenzahl
NA Avogardo-Konstante
NU Anzahl an Schritten
ν Frequenz der Mikrowellen
νFWHM Volle Breite des halben Maxi-
mums (Full width, half max)
ω Kreisfrequenz
p Defektkonzentration
p Radiale Mode
π Kreiszahl
Q Gütefaktor
R Krümmungsradius
~S Spin
S1 Distanz: 1 Sprung
S2 Distanz: 2 Sprünge
S2 Distanz: 3 Sprünge
χ Suszeptibilität
U0 Spannung
T Temperatur
t Hopping-Parameter
T1 AFM Übergangstemperatur 74K
T2 FM Übergangstemperatur 54K
T̃1 Longitudinale Relaxationszeit
T̃2 Transversale Relaxationszeit
t1 Zeit in der keine Welle den Simula-
tionsraum verlassen hat
θCW Curie-Weiss-Temperatur
tmax Zeit in der die Quelle aktiv ist
U Elektron-Elektron-Wechselwirkung
w Strahlradius
wG Gewicht
Z Kernladungszahl
z0 Rayleigh Radius
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A Anhang
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Die komplexen Kugelflächenfunktionen für ein System mit L = 2.
A.2 Allgemeine Verbesserungen
Zusätzlich zu den im Hauptteil beschriebenen großen technischen Erweiterungen gibt es
auch zahlreiche kleinere Verbesserungen die nicht unerwähnt bleiben sollen. Hauptsäch-
lich geht es hierbei um Erweiterungen in der Gerätesteuerung für das Hochfeld-Labor.
Zum Teil sind die Verbesserungen nur für den PNA-X anwendbar, da sich dieser komplett
über LabView steuern lässt. Beim MVNA hingegen müssen einige Einstellungen manuell
am Gerät geändert werden. Die Verbesserungen sind im Folgenden kurz aufgelistet:
• Eine der wichtigsten Verbesserungen betrifft die komplette Automatisierung des
Messvorgangs: Im Programm können die Temperaturen, die Frequenzen und die
Winkel für die Rotation einer Messung voreingestellt werden. Nach Bestätigung
der Parameter und Starten des Ablaufs, wird das Magnetfeld bei den eingestellten
Frequenzen hoch- und runtergefahren. Anschließend wird die Temperatur (oder der
Winkel) automatisch verändert und überprüft ob die gewünschte Stabilität vor-
liegt. Wenn die Temperatur hinreichend konstant ist, beginnt die Teilsequenz von
vorne und das Magnetfeld wird hoch- und heruntergefahren. Zur Automatisierung
gehörende Verbesserungen:
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– Die Möglichkeit die Temperaturstabilität über die Abweichung vom Mittel-
wert zu definieren. Dabei lässt sich die Zeitlänge der Stabilität definieren, die
Abweichung vom Sollwert sowie eine maximale Zeitdauer ab der die Tempe-
ratur als stabil gilt.
– Für Signale mit einer schmalen Linienbreite können frequenzabhängige Ober-
und Untergrenzen für das Magnetfeld definiert werden. Bei einer automati-
sierten Messung mit mehreren Frequenzen spart dies sowohl Zeit als auch
Helium, da signalfreie Magnetfeldbereiche gar nicht erst angefahren werden.
– Die Drehwinkel des Rotators können nach kurzer Eichung eingestellt werden.
Für die Eichung wird die Spitze in die Nulllage gebracht und anschließend
solange gedreht bis sich die Spitze wieder in der Nulllage befindet. Anhand der
Anzahl der Schritte pro Drehung kann daraufhin die Winkel-Schritte Relation
bestimmt werden und die Rotation automatisch mit den eingestellten Winkeln
erfolgen.
• Es besteht zusätzlich die Möglichkeit mehrere Frequenzen für einen Magnetfeldlauf
aufzuzeichnen. Allerdings sollte in diesem Modus die Geschwindigkeit des Durch-
laufs etwas herunter gesetzt werden, da der PNA-X immer ein paar Millisekunden
braucht, bis er mit einer konstanten Intensität strahlt. Vorteil dieser Methode ist
die gleiche thermische Bedingung im Wellenleiter für alle gemessenen Frequenzen
sowie die schnellere Möglichkeit mehrere Frequenzen parallel zu messen. Außer-
dem kann so eine günstige Messfrequenz ohne starke Mischung von Phase und
Amplitude etwas schneller gefunden werden.
• Für Signale mit sehr starkem Signal, wie beispielsweise DPPH, können unter ge-
wissen Umständen auch frequenzabhängige ESR-Messungen durchgeführt werden.
In diesem Fall wird das Frequenzspektrum zuerst auf 1 normiert und anschlie-
ßend das Magnetfeld leicht verändert (≈ 10 mT). Im Frequenzspektrum erscheint
daraufhin die Resonanz. Aufgrund des thermischen Rauschens nimmt das Signal-
Rausch-Verhältnis allerdings kontinuierlich zu und die Signalqualität dementspre-
chend ab. Für Messungen über verschiedene Temperaturen oder Winkel ist diese
Messmöglichkeit nicht geeignet.
• Für Änderungen der Resonatorlänge des Fabry-Pérot Resonator lässt sich das kom-
plette Spektrum simultan aufzeichnen. Dies ist besonders hilfreich um ein Minima
im Frequenz-Orts-Raum zu finden und ideale Randbedingungen zu erhalten. Siehe
hierzu Abbildung 3.15.
• Mit den PNA-X Spektrometer besteht die Möglichkeit simultan die Reflexion sowie
die Transmission zu messen. Aufgrund der komplexen Wellenleitergeometrie wer-
den die Signale der Probe zum Teil sehr gut reflektiert und bieten eine zusätzliche
Möglichkeit zur Auswertung.
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