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Abstract
Language design involves the construction of a mathematical model of meanings, together
with the construction of an abstract syntax for representing those meanings, followed by the
reduction of the latter to a concrete syntax.  Unfortunately, this activity seems subject to a
weak "Sapir-Whorf" influence: the optimization of syntax, which is necessary to make it easy
to say things clearly, affects attitudes about what should be expressed, which feeds back into
the construction and understanding of semantic domains.  This interaction between syntax
and semantics can be reduced by having more than one style of representation.  Then, a
superficially appealing simplification in one syntax may be seen to lead to complications in
another; but a modification that makes things clearer across different views is more likely to
indicate a genuine simplification in semantics.  This process is illustrated through the
prototype design of an eventflow specification and programming language.
1 Introduction
The history of programming language design is long and controversial, seemingly full of
"two steps forward, one step back" manoeuvres (hence Tony Hoare's famous comment that
Algol 60 was a significant improvement on most of its successors).  The pace of innovation
has slowed from the days when Peter Landin felt compelled to write "The Next 700
Programming Languages" [7], for a variety of reasons, including: new ideas become scarcer
as a field of study matures; the task of implementing a new language is no longer sufficient to
obtain a PhD; and the spreading of the Net has increased the potential audience enormously,
which changes the dynamics of getting something generally accepted.  Moreover, the
development process itself has become more stylized.  Mathematics plays a far more
important role than in the past, as semantics of various flavours (axiomatic, algebraic,
denotational, etc.) have been refined.  Soundness and relative completeness have become part
of the designer's toolkit.  And, for good or ill, the various software engineering
methodologies (waterfall, spiral, and so on) have been applied to the language development
process.
However, there is still something deeply unsatisfactory about the way languages are created
and the means by which they gain popularity.  Creation seems to take one of the following
forms: (i) come up with a new programming idea, and (a) develop a very simple new
language to showcase it (e.g. Prolog), or (b) bolt it onto an existing language (e.g. C++); (ii)
combine the important features of existing languages, trying to gain the benefits of each (e.g.
UFO [11]); or (iii) simplify an existing language to get rid of historical baggage (e.g. Java).
[There are also attempts to gather together all current important ideas into a new unified
framework, but the results of these "design by committee" efforts tend not to do very well
when the number of people involved is greater than a handful.]  Rationales have become
more common, as designers try to explain their decisions and show how everything really
does work together; but welcome though they are, these seem not to have had all that much of
an influence.
At a more mathematical level, people come up with formalisms, but these are seldom
directly related to programming languages.  Lisp is an impure lambda calculus, and Prolog is
an impure Horn clause logic; but functions and relations seems to be about as far as it goes.
Few people write real programs in CCS, CSP, Petri nets, or temporal logics.  More people use
Z and VDM than in the past, but the price of usability seems to be complexity; both have
suffered from "feature creep", and are now "too big" in some sense.  One problem is that as
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it elsewhere, leading to ad hoc extensions, which ruin any initial design coherence.  But this
is most likely to happen when the original coherence is not immediately visible; the elegance
of the ideas that drive a design is simply not reflected on paper or on screen.
One possible reason for this has to do with the tendency people have to want to optimize
syntax.  People are always looking for shortcuts, for quicker and easier ways to say things.
Of course, this is both natural and necessary; we think of language as adaptive and evolving,
able to incorporate new ideas and paradigms as our understanding changes.  When a language
is frozen, historical baggage cannot be removed, and insights cannot be added.  At the
extreme, computing would be in a sad state if programming had never progressed beyond
binary machine instructions.  But shortcuts involve special cases, which increase the size of
the vocabulary needed to be fluent.  A Pascal programmer learning C has little trouble with
assignments, procedures, ifs and the like; but learning that "++" means "increment" is more
of an effort.  No one idiom places an undue burden; but the combination of many of them can
lead to a difficult learning curve.  APL failed because it was difficult to learn, as much as for
any other reason.  So a question is, what criteria can be used to determine whether a given
structure is worth adding to a language, in the interests of improving expressibility.
This has always been an important issue, but it is becoming ever more critical as greater
demands are being placed on languages.  Inheritance is now common-place; concurrency
control is desirable; exception-handling is increasingly seen as usful; and so on and so forth.
Some of these concerns are resolved through the use of libraries, and this works well for
specialized application areas.  For instance, graphics libraries (as in Tcl/Tk and Java's
equivalent) mean that a user only needs to learn the relevant details if they require those
facilities.  However, there are quite a number of features that are seen as "orthogonal" (to use
the Algol 68 term); they cut across all aspects of the language, such that each should be
available on any occasion.  One example involves specification and verification; it is much
easier to refine a specification if it uses (largely) the same language as its implementation,
and the task of verifying the latter is easier if the proof does not involve learning an entirely
distinct set of notations.  Any object can be specified and verified, and (it has been argued)
most if not all objects should be.  But how can a language be kept small and usable under
such conditions?
One possible way to approach the problem is to look at the improved level of knowledge
about syntax; a lot has been learned over the decades about the ways in which form affects
content.  The designers of Algol 60 chose to use a linear textual syntax because it was so
easily described by BNF production rules; and this has largely remained the standard.
However, non-linear syntax keeps reappearing, because position can carry useful
information; occam and Haskell both use 2D layout rules (as did Fortran, of course).
Moreover, the visual language community has been investigating all manner of syntaxes that
go beyond 2D text.  There are many lines-and-boxes notations, of course, for dataflow and
control flow diagrams, for entity-relation graphs, and for depicting trees, time-lines, and other
structures.  But there are also forms-based languages, generalized spreadsheets, and quasi-VR
languages, e.g. with flying birds representing messages being passed between processes.  The
variety of options for syntax suggests that there is unlikely to be a single best choice, or
people would quickly have converged on it.  The fact that there is a variety in and of itself
offers a potential avenue worth exploring, though.
The basic idea is that the effect of syntax in the design process can be reduced by explicitly
using more than one representation.  The undue influence that syntax can have in thinking
about semantics has long been recognized, and the use of so-called abstract syntax has been
favoured as a way to deal with this.  However, abstract syntax is not really very abstract; it
usually involves something along the lines of understanding a BNF-style production rule as a
node of a parse tree such that non-terminal symbols are sub-nodes, while terminal symbols
are left undetermined (at this stage).  That is, the "contents" of a node consists of the bag of
its components, which will be left alone until delimiters, separators and relative order have
been decided upon.  This is better than dotting all the i's and crossing all the t's right from the
start, of course.  It means that questions about whether a conditional should have an "endif"
symbol can be separated from whether a guard should return a boolean value.  But it
perpetuates a particularly hierarchical view in which membership is the dominant
organizational relation, and relationships among components are mediated through the
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communicate, messages would have to go via an enclosing parallel structure that contained
them, up and then down again; the processes could not just talk across to each other.
However, if textual languages are all too close to one another, at least in this respect, visual
languages offer quite different possibilities.  They are well-suited to the description of
structures of links between components, and so avoid the problem of over-dependence on
hierarchical composition.  The intent is that the explicit use of a graphical view in the
language might provide a safeguard against the false economy of optimizing syntax locally at
the price of decreasing overall expressiveness.
This is not new in the sense that a number of languages have multiple views right now:  G-
Lotos is a graphical version of Lotos, and there are visual translations for Pascal, Prolog, etc.
However, these languages were not actually developed with these views in mind, and it is
there that the impact is of interest.  An adjustment to the semantics of a language must be
transferred to each syntax, and the consequences noted.  The hope is that if the semantics gets
simpler, this would be reflected across the various representations.  However, if the change is
only biased towards a particular syntactic style, then the ease of expression gained would not
transfer across, and indeed might lead to increased complexity elsewhere.  Design decisions
can then be made on the basis of tradeoffs, trying best to resolve the tensions among the
different views of what a program "really" is.  This approach does not work too well when
comparing alternative textual styles, because they are all so close together (though trying to
reconcile different paradigms, e.g. by "merging" Haskell and Prolog, would be an interesting
exercise).  But once visual languages are brought into the picture, the situation changes.
Namespace questions, leading to complicated scoping rules, can become less important.
Non-linear composition, so difficult to express in standard algebraic approaches, becomes
(more) trivial.  On the other side, the vast experience of study and experiment with
optimizing text does not have to be completely thrown away.  Ideally, then, a program could
use a mixture of the various styles of representation, since inevitably each is going to be
better than others in particular circumstances; but there would be a direct and straightforward
equivalence between the different views.
In order to illustrate the kind of approach intended by the above, a simple prototype
language is developed in the rest of this paper.  Section 2 contains an informal presentation of
the mathematics underlying the semantics; Section 3 outlines the fundamentals of the two
representations chosen for beginning this exercise (primitive Prolog and lines-and-boxes
dataflow), together with the reasons for their being selected.  Section 4 begins the
optimization process by looking at a simple recursive function (mergesort); Section 5
continues this by looking at a simple abstract object (stack).  Finally, Section 6 concludes by
looking at other concerns that need to be addressed in order to turn the prototype into a
genuine full-fledged language.
2 The Starting Point: Semantics
One motivation behind this work is the desire to simplify some aspects of program
verification.  Traditionally, a specification is written in one language (e.g. the predicate
calculus, or Z, or VDM); a program is written in another language (pick a language, any
language); and a verification that the program satisfies the specification is written in a third
language (inference trees, natural deduction or whatever).  This seems messy, given the
overlap, especially when things like Martin-Lof type theory show that one notation can be
interpreted in more than one way (and, analogously, Prolog has both a declarative and an
operational semantics).  Since there is a lot that is shared between a specification and an
implementation, it would seem natural that they could share some of the same language; and
in the ideal world, since a proof has to deal with both of these, it could also share common
elements with these, to the point that a proof is itself viewed as a programming object.
An initial point of attack is to determine what is required by both a specification and an
implementation of an object.  One thing is that both have to be able to refer to interfaces
(methods) of that object.  A specification relates them to one other, describing what effects
behaviours at interfaces have, and what causes behaviours at interfaces.  An implementation
on the other hand introduces subobjects internal to the object, which already have specified
behaviours.  These are linked to one another and to interfaces of the overall object in such a
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object which implements a monadic function f, with an input interface and an output
interface; upon presentation of a value x at the input, the function produces a value at the
output, and its specification relates these (e.g. by something like "R(x,f(x))", where the
quantifier is implicit).  If the function is implemented as the composition of two other
functions g and h, then the implementation describes the composition (e.g. by "f = g.h", using
Haskell conventions).  The verification has to use the specifications of the components (e.g.
"S(y,g(y))" and "T(z,h(z))") and generate the conclusion
S(y,g(y)) & T(z,h(z)) & (f = g.h) ⇒ R(x,f(x)).
This is easier to see with some syntactic sugar; the first step is to make the relations infix and
reverse their arguments:
g(y) S y & h(z) T z & f=g.h ⇒ f(x) R x.
Then, "z" can be renamed "x", since the input of h is the same as the input of f, and "h(x)" can
be substituted for "y" in the specification of g to obtain
g(h(x)) S h(x) & h(x) T x & f=g.h ⇒ f(x) R x.
The relations S and T can be composed to obtain
g(h(z)) S.T z & f=g.h ⇒ f(x) R x,
and f substituted for g.h to obtain
f(x) S.T x ⇒ f(x) R x.
The proof becomes one of demonstrating that S.T implies R, which should be relatively
trivial.  [There are concerns about input domains left unresolved, but the basic approach
should be clear.]  So the basic structure of a proof, at least for simple cases, involves turning
the composition of objects, together with their input/output relations, into relations describing
the object they are components of.
Composition in logic generally requires chains (generalized to graphs) of inferences and
equalities, so it is nice when specifications of objects have these components.  That is, instead
of specifying f directly by the relation "R(x,f(x))", if it could be turned into something of the
form "P(x) ⇒ Q(f(x))" together with invariants of the form "inv(x) = inv(f(x))", where inv is
some function, then proofs can use transitivity without worrying about the particulars of the
relations (as long as the ends match up properly).  This is insufficiently general for objects
containing state, but it provides a start; things that are simple should be described simply,
while things that are more complicated can have more complicated descriptions.
At this point, a question of what to do about concurrency arises.  A specification need not
be concerned with concurrency per se: inputs cause outputs, and the nature of any internal
structure is of no consequence.  Messages or calls from other objects can be treated as inputs,
or links to outputs; their relative orders may influence the internal state (and so the behaviour)
of an object however, so something needs to be available to describe this.  One approach is to
develop a semantics of non-determinism (e.g. [14]); but this tends to lead to power domains
and issues about when non-determinism is resolved that get quite complicated.  Another
approach is to introduce time explicitly, and deal with events as changes in values over time
(see e.g. [6,9]).  This seems to reflect intuitions about what is "going on" when a program is
executed/evaluated, which is good; though it complicates the semantics, which is bad.  On the
other hand, time-free programming languages tend to be of limited value, so it seems
preferable to bite the bullet and accept a temporal semantics of some kind that deals explicitly
with events.
Another motivation for this work is to harness spatial intuitions in understanding program
structure.  When people explain programs to one another, they very often draw pictures to
illustrate what is going on.  This carries over into the general enthusiasm for dataflow
diagrams, unfortunately followed by general disappointment upon encountering the problems
of using them for large systems.  But pictures are still seen as a good way to informally
specify programs; the popularity of images, from Jackson's flow diagrams through Ross's
SADT to Doris and the more modern UML [12], shows the extent to which people like to
visualize structure.  The underlying semantics therefore reflects this, and has a strong spatial
flavour.
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matches that of the object.  An object has an interior, a space containing the components of
the object; and it has an exterior, the space in which it is itself a component.  Its interfaces are
associated with subspaces which are "accessible" outside the object.  A primitive location is
an indivisible subspace; it may be thought of as containing a single point.  Each such
primitive location is associated with a time line, a structure with a total ordering that can be
projected onto the real number line.  It may have discrete and continuous components; that is,
hybrid time is allowed.  Various relations are defined among location/intervals; these may be
said to be attributes of the locations over the given times.  If every attribute of a location is
constant over an interval, the attributes comprise the state of that location.  Between any two
intervals associated with different states, there must be an interval associated with a change of
state; this kind of interval is called an event.  [Distinct events may follow one another without
an intervening state.]  When an interval is continuous, if it is associated with an event in
which attributes are smoothly altered, we can talk about the state in a sub-interval to within a
certain level of accuracy, bounded by the minimum and maximum attribute values over that
sub-interval.
Putting all this a bit more formally, an object is associated with a set or space S.  S contains
a number of locations {L i} that define a topology for S.  Each primitive L i is crossed with a
time line Ti  containing successive intervals, yielding space/time regions R ij . If a relation A
holds between R ij  and a value V, then the attribute A of R ij is V.  For instance, if there is a
value relation such that value(R ij ,3) holds, we can say that the value of Li over time tj  is 3.  If
an attribute has value V1 over time tj  and value V2 over time tk, then there must be at least
one intermediate time interval containing an event.  If there is exactly one such interval and it
is indivisible, then that event is characterized by the transition from V1 to V2.  [The issue of
continuous transitions will not be pursued further here.]
There is a causal relation ⇒  among locations, such that one or more events (at one or more
space/time regions) cause events at other such regions.  This relation induces a hypergraph
structure over the topology, and partitions the locations of an object into distinct classes.  A
location is accessible outside the object if it can be in the antecedent or consequent of a causal
relation in the enclosing space; it is part of the interface of the object.  An interface location
that appears in the consequent of an external causal relation is an input to the object; such a
location that appears in the antecedent of an external causal relation is an output of the object.
Locations that are not part of the interface of the object are private to that object; they are
interfaces of component sub-objects, and may not appear in the specification of the object.
A specification consists of a collection of causal relations, with the antecedents indicating
the conditions under which they are "fired", and the consequents indicating the events that
result.  These are often described in terms of the values that result after the events have
occurred.  An implementation is a description of the architecture of an object, in terms of
component sub-objects and causal relations among their interfaces (and those of the overall
object).  If the architecture of an object is allowed to vary, then causal relations describe the
conditions needed for such changes and the architecture that results; that is, a modification of
the architecture of an object is itself an event.  When an object is not undergoing any events,
it has a state, consisting of its architecture and the states of its component locations (including
the states of its sub-objects).  This state may be referred to in a specification, though the
details of that state (e.g. states of private locations) are inaccessible.  An object may be
associated with a time line, derived from the time lines of its component locations and the
causal relations among these.  The intervals on such a derived time line are necessarily
coarser than those of the components.
3 The Starting Point: Syntax
To keep this exercise simple and manageable, there are only two styles of syntax: one
textual and one visual.  The basic approach is to take simple languages, strip them down to
essentials, and then begin "growing" them in ways tailored to the particular goals of the
semantics outlined previously, such that simple examples can be expressed simply.  Criteria
for selecting the source languages for the syntax include a general simplicity of structure,
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languages have also been derived from these conventions.
An obvious candidate on the textual side is Prolog.  The basic syntax is simple, making it
suitable for reflection, while it is not as difficult to read as Lisp.  It has been used as the basis
for a number of extensions (e.g. Prolog++ [10] and Parlog [3]); and other languages have
borrowed conventions from it (e.g. Erlang [1]).  [Probably the leading alternative is Dijsktra's
guarded command language, in one of its flavours, e.g. IP [2]; and that has had an influence
in the following.  However, it is far less reflective; and that can be important [4].]  The ideas
it incorporates that have proved most popular include pattern-matching to select clauses, the
use of a special notation to deal with lists, and optional "typing" to facilitate prototyping.  An
informal description of the starting grammar is:
program --> clause_list.
clause --> pattern <separator> pattern_list <end symbol>.
clause --> pattern <end symbol>.
pattern --> atom & parameter_list.
parameter --> variable.
parameter --> list.
parameter --> tuple.
parameter --> atom.
This can be simplified through the introduction of an offside rule, as in Haskell.  In
particular, the definition separator is unnecessary if a following list of patterns is going to be
indented on a new line; and an end symbol is not needed if every new clause is going to begin
with the same indentation.  Since interfaces are either inputs or outputs with the semantics
offered here, these can be distinguished by putting the inputs first, then the atom associated
with the clause being defined, and then the outputs.  Thus, for example, the reverse relation,
which may be defined in Prolog by
reverse( [], []).
reverse( [X|Xs], Result)
  :- reverse( Xs, SubResult),
   appendval( SubResult, X, Result).
(where appendval/3 appends a value to the end of a list) and in Haskell by
reverse []     = []
reverse (x:xs) = appendval (reverse xs) x
(with a comparable appendval function) can be written here as
[] reverse []
X:+Xs reverse Result
Xs reverse SubResult
SubResult,X appendval Result
where parentheses are omitted when the atom indicating the relation can be inferred, and the
list constructor ":+" instead of that from Prolog.  [The idea is that "+:" can then be used to
append a value on the end of a list, "::" can combine two elements into a list of length 2, and
"++" can be used to append two lists together.  When pattern-matching, "++" splits a list in
half; if the list has an odd number of elements, the first half gets the extra one.]  So an
informal description of the syntax is
program --> clause_list (each with the same initial indentation).
clause --> pattern <newline>
pattern_list (each with the same initial indentation 
greater than that of the starting pattern).
7clause --> pattern.
pattern --> input_list atom output_list.
parameter --> variable.
parameter --> list.
parameter --> tuple.
parameter --> atom.
At this point, a certain optimization is possible.  A convention can be introduced that if no
output list is present for a pattern, then as with a standard function, the input list together with
the atom can be understood as representing the outputs, in the sense that their location can be
used where the outputs are needed.  That is, we can now mix functional and relational
notations (though keeping the Prolog capitalization conventions); this lets us shorten the
above to
[] reverse []
X:+Xs reverse Result
(Xs reverse),X appendval Result
It is tempting to optimize further by allowing for cases in which a result parameter need not
present in the heading pattern.  If the pattern has a following list, then the result of the body is
the result of the last pattern of that list, while if it does not then the result is simply the inputs.
With this, the above can be rewritten as
[] reverse
X:+Xs reverse
(Xs reverse),X appendval
Infix operators can be added by having the convention that if not enough inputs are present
before the atom for a given operation, they can follow it (and then may be followed by
outputs).  This can introduce problems when dealing with higher-order relations, and may
restrict the flexibility found in Prolog that allows one atom to be used in different ways with
different numbers of arguments, but these are issues that can be dealt with through other
syntactic conventions; the basic idea here is to keep simple things simple.  After this, the
concatenation operation "+:" can be used instead of appendval in the followup pattern,
yielding
[] reverse
X:+Xs reverse
(Xs reverse)+:X
Visual syntax presents more of a problem, because there is no generally recognized "best
practice" for specifying such a thing.  However, lines-and-boxes are fairly common, so these
will be taken as the basis, in a scheme fairly similar to that for clauses above.  [It would be
nice to go to 3D, imagining a VRML implementation [13]; but that adds to much complexity
to be justified here.]
program --> diagram_collection.
diagram --> atom & box & interface_collection & components & links.
diagram --> atom & box & interface_collection & components.
interface --> icon on border of box.
component --> diagram.
link --> parameter.
link --> line connecting interfaces.
parameter --> variable.
parameter --> icon.
8parameter --> atom.
parameter --> structure.
To give a feel for the kind of thing envisaged, diagrams for the reverse operation described
above are:
reverse
[]
 X
reverse
reverse
 X
The first of these is the retract (identify operation over a limited domain) for the empty list.
The second contains three components: the 1st, named by an icon, separates the first element
of the list from the rest of the list; the 2nd contains the recursive call; and the 3rd puts the
results togther.  The variable X stands for a link from the output of one component to the
input of another, and the lines are anonymous links connecting the interfaces of the overall
object to that of components.  This is not too far from the text above, which is somewhat
reassuring.  The use of icons instead of ":+" and "+:" is a natural consequence of not being
restricted to the keyboard, and there is no longer a need to name the parameter "Xs"; but
otherwise, the same elements are present in both.
Optimizations that can be performed here are (i) to introduce a syntactic convention for
obtaining the atom naming a box, e.g. by putting a circle on the boundary; and (ii) allowing a
line containing a value to operate on other values, when it is given appropriate interfaces.
These mean that the namespace required within the box can be reduced; the above translates
to
reverse
[]
 X
reverse
 X
The link named by X could be eliminated if this was in 3D (so representing non-planar
graphs was not a problem), if colours were introduced (so different lines would not be
confused), or if syntactic conventions for crossing lines were added (e.g. along the lines of
wiring diagrams).  However, such possibilities are not pursued further here.
4 Optimization 1: Mergesort
The next stage is to modify the syntax loosely outlined above,  so as to reflect the semantics
also loosely outlined previously.  The approach is to look at something very well understood,
seeing how it must be adapted to cope with a different paradigm.  The first example chosen is
the mergesort algorithm, which is short and simple.  In Prolog, it can be written as
 mergesort( [], []).
mergesort( [X], [X]).
mergesort( Xs, Ys)
  :- partition( Xs, X1s, X2s),
mergesort( X1s, Y1s),
mergesort( X2s, Y2s),
merge( Y1s, Y2s, Ys).
In Haskell this translates to
mergesort [] = []
mergesort [x] = [x]
mergesort xs
= merge (mergesort x1s) (mergesort x2s)
where
9(x1s,x2s) = partition xs
In the textual notation suggested above, a straightforward translation is
[] mergesort
[_] mergesort
Xs mergesort
Xs partition X1s,X2s
(X1s mergesort),(X2s mergesort) merge
while a translation into the visual notation yields
mergesort
[]
mergesort
[_]
mergesort
merge
The first issue to consider is what all this means in terms of eventflow, rather than ordinary
declarative usage.  It is necessary to distinguish a channel or link that connects components
from the events that are transmitted; and the latter must also be distinguished from the states
that result from them.  This is not a problem in the visual notation, because what is depicted
is the architecture; it is perfectly reasonable to view the links as transmitting events which
result in states.  However, interpreting the relational/functional notation in these terms needs
some explicit changes to the standard semantics.
Starting with the first clause, when a value is given as an input parameter, it must indicate
that the clause is triggered only when an event occurs which results in that value being
present at the given interface; any other value must cause the clause to fail, i.e. to generate
events at its outputs resulting in failure values at those interfaces.  When an output is implicit
(as in this case), it is inferred; every clause has an output.  The second clause can be
understood in the same way.
The third clause, with a variable as an input, is a different kind of thing.  The variable must
stand for a channel that propagates events; it is a link in the same way that "X" was a link in
the visual version of the reverse operation.  That is, variables do not stand for values; they
indicate connections among components.  They are functional in that values produced by
some components are used in others; and they are relational in that the generation of values
by components can be explicitly associated with them without the need of "where clauses".
But because they are links, they can carry different values at different times; they can persist
across invocations, in some sense.
The next and more difficult task is to try to incorporate specifications into the language
framework.  There are many different ways to specify mergesort, but a straightforward
approach is simply to use the predicate calculus and say something like this (borrowing from
several languages):
∀Xs ∈ [A] where ord A :
∃ Ys : mergesort(Xs)=Ys & ordered(Ys) & permutations(Xs,Ys).
That is, where Xs is a list of some type A, where A has an ordering on it (as in the "ord" of
Haskell, though Haskell uses uncapitalized identifiers for type variables), there exists some
list Ys which is the result of mergesort applied to Xs, where Ys is ordered and Xs and Ys are
permutations of one another.  The last condition can also be written "bag(Xs)=bag(Ys)", i.e.
when both lists are mapped into bags, those bags are equal.
The first thing is to separate the specification from the particular algorithm; there are many
sorting algorithms, all of which have the same specification, so having it explicitly refer to an
algorithm makes it non-reusable.  Given the input/output conventions already introduced, it is
natural to start with the pattern
Xs sort Ys
and then add the additional conditions.  Verification will then take the form of proving
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mergesort ⇒ sort
(though this will not be done in full here).
If the input Xs and the output Ys are capitalized, then by the conventions outlined above
they represent links; but in the naive specification above they are pure variables that stand for
values.  We want to say that when an event on the Xs link causes a transition to a state where
that interface has a particular list as its value, then an event should be caused at the output
interface Ys such that the given conditions hold.  At this point, there is no need to refer to the
event explicitly; it is enough to refer to the value resulting from such an event.  Following the
conventions of CSP, where "?" indicates inputs and "!" indicates outputs,  we can use "?Xs"
and "!Ys" to mean the values resulting from transitions at the given interfaces.  The type
condition above has to be moved into the body of the specification, where it becomes the
antecedent of a conditional.  The "ordered" condition can become a retract that succeeds only
when its argument is ordered, and equality can become a relation that succeeds only when its
arguments are equal (perhaps outputting that value); and so, putting all this together, we have
Xs sort Ys
?Xs ∈ [A] where ord A ⇒ (?Xs bag) = ((!Ys ordered) bag)
The proof that mergesort satisfies this involves (i) a demonstration that every acceptable
input value for sort is covered by the three mergesort cases; (ii) a demonstration that each of
those cases does not cause "ordered" to fail; and (iii) a demonstration that each of them does
not cause the bag equality to fail.  The most difficult of these is of course the recursive case;
this uses induction together with the specifications of the extra components:
Xs partition X1s, X2s
(?Xs bag) = ((!X1s ++ !X2s) bag) &
(!X1 length) = ((!X2 length) + (0|1))
Y1s,Y2s merge Ys
(?Y1s ordered) & (?Y2s ordered)
⇒ ((?Y1s++?Y2s) bag) = ((!Ys ordered) bag)
[Note: the specification for partition does not require the argument list to have length at least
two, though strictly this is necessary if the various clauses of mergesort are unordered.  It
does not matter if the clause ordering conventions of Prolog are taken on board, but this has
not been indicated.  Perhaps the best solution is to allow for partial orderings; the patterns are
not ordered by default, but they can be indicated to follow a kind of "if <match pattern1>
then <body1> else..." kind of structure.  This issue is not pursued here, being tangential to the
main goals of the design activity.]
The ordering of both Y1s and Y2s follows from the mergesort specification, which merge
accepts to demonstrate that Ys is ordered; the permutation of Xs and (X1s++X2s) is followed
through the recursive calls, leading in turn to
(Xs bag) = ((Y1s++X2s) bag),
(Xs bag) = ((Y1s++Y2s) bag), and then via merge to
(Xs bag) = (Ys bag).
The visual representation of the sort specification is a bit trickier because diagrams have not
been used much to depict propositions and predicates, at least since Frege's Begriffsshrift
(and that was mostly just using lines to indicate a kind of offside rule).  It is again important
to distinguish between links, events carried by those links, and the values that result from the
events.  Mapping the text to images uses the "?" and "!" symbols to indicate the values of
transitions, applies the typing precondition and the "ordered" operation, takes the bags of the
results, setting them equal, and uses this as the consequent of an implication:
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sort
? !
⇒
∈ [A] where ord A
bag
ordered
However, this is fairly clumsy, as one would expect; literal translations seldom take
advantage of the virtues of the target medium, while propagating the ills of the source.  Since
verification is likely to deal with the issue of whether the result is ordered separately from
that of whether it is a permutation of the input, these might be separated into different
diagrams; and this leads to the thought that they might be in different clauses of the textual
specification as well.  The field of visual specification design is too new to come to any kind
of definitive conclusions at present, though.
5 Optimization 2: Stacks
One of the main reasons for turning to the eventflow model of programming is that it can
help in reasoning about the properties of interacting concurrent objects.  Event links are
simpler than synchronous communication along the lines of CCS, CSP and ACP, because the
sending object does not have to worry about gaining information from the receiving object.
The price to be paid is that there is more of a burden on the latter; it has to notice when events
occur.  But specifications can indicate properties that events have to have if they are to be
seen and dealt with adequately, and the boundary between objects is cleaner.  [Of course, a
protocol can be explicitly programmed to yield synchronous communication, just as it can to
yield asynchronous communication with a pipeline; it is only necessary to place an
intermediate object between those that wish to use those styles of communication, and link up
the appropriate interfaces.]
Given all this, the goal is to extend the language to cope with objects that exist over time,
and have internal state.  The semantics of mergesort above was described in a time-oriented
way, but (as witness the Prolog and Haskell versions) it does not have to be understood in
those terms.  So another example is needed to highlight the features that are going to be
necessary for more general programming objects.  The stack is the obvious example, since it
has been studied for decades and is one of the simplest possible objects after programming
variables.  [Apologies are extended to those readers who are sick of stacks, but there really
are good reasons for looking at them.]
The first thing is to distinguish an eventflow stack from an algebraic stack (e.g. as found in
OBJ3) and a method/rpc-oriented stack (e.g. as found in C++; "rpc" here means "remote
procedure call, and is commonly found in distributed programming).  Algebraic
specifications view objects as values, with operations mapping them to different values.
Relations among the operations define the structure of the domain of values; for instance,
(s,v) = pop( push (s,v))
might be an (initial algebraic) equation defining pop as a "right adjoint" of push, where s is
the stack in question and v is the value being pushed onto (and popped off of) the stack.
There are a couple of problems with this approach.  The first is that a "top" operation which
can read the top value off a stack seems somewhat extraneous; if the top value can be stored
on the stack, and extracted via a pop, what is the point of being able to access it in another
way?  If such storage is desired, the value can always be kept in a programming variable, an
object dedicated to saving values for as long as they are wanted.  This relatively minor
quibble can be dealt with in a number of ways, but it is mentioned because it starts the
niggling question of whether it is the best way to understand what is going on.  Different
approaches almost inevitably lead to different interface structures, and so the question of
what operations we want available to deal with stacks should be considered.
The second, and rather more important problem with algebraic stacks is that the notion of
temporal continuity is not part of the model.  One of the reasons for the popularity of OO
programming is that people can think of objects as having an identity over time, in the way
that people are considered to extend over their lifetimes.  Their behaviours may be extended,
reduced, or be changed in other ways, but the idea that the people/objects are the same in
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some kind of underlying sense is of considerable use in understanding and dealing with them.
This sense of identity from before to after is missing in algebras; does it make sense to think
of the number 2 as the same as the number 1 after the successor operation has been applied to
it?  We can think of it in those terms, but it does not really help us to understand anything
about these values.  Stacks are different in that they can be "wired up" to other objects, such
that we want to maintain the links after operations are applied; so it really does help to think
of them as changing "state", while being essentially the same in terms of location and
interface structure.
The popular method/rpc approach to understanding objects has a different problem,
basically deriving from the history of sequential implementations, as reflected in (e.g.) the co-
routines of Modula-2.  The idea is that when one object interacts with another, it "goes there"
and then comes back.  What is missing is the possibility that the other object can "live" on its
own, because in this view objects are not seen as truly concurrent; one has to loan execution
power to another.  [Models of communicating processes go beyond this in the sense that
messages can be one way, but seem to lose the notion of objects with well-specified
interfaces that have well-specified consequences.]  So a conventional stack object might have
a method "push" that adds an element to the stack, and a method "pop" that removes an
element and returns its value; with the latter, information goes both to the stack (knowledge
that a pop is desired) and comes from the stack (the value that is popped).  It is clearly
possible to create such two-way messages that simulate one-way equivalents, by making one
direction nearly effect-free (though the simple fact of the call necessarily carries information).
It is also possible to create two-way messages from one-way versions, by combining the latter
in some protocol (as discussed above re synchronized communication).  However, when
faced with the question of which should be primitive, then real life suggests one-way rather
than two.  Wires carry signals in one direction; protocols are needed to add the feedback
required for dependability.  Of course, quantum mechanics is full of "the observer is affected
by the observed" interactions; but as yet it is hard enough to reason about "classical" object
interactions, without worrying about that additional level of detail.  So at this point, the
prudent approach is not to bite off too much, but rather to see where one-way messages get
us.
The first thing to note is that in the absence of bidirectional information flow, a stack has
two inputs and one output: "push" carries a value to a stack, and "pop" causes the most
recently pushed value to be lost, but neither of these can access the stack's current top value.
The "top" operation that is a kind of luxury in other approaches is actually needed here.
However, the stack itself is unaware of when the top value is being accessed; it makes that
value accessible by giving its output interface the relevant attribute, but does nothing else.
Rather, when any object wants to access the value, that object creates a link (if one was not
already there) to the interface, and the value flows along that link.  The responsibility for the
value flow can be attributed variously to either the target object or the enclosing object,
depending which was responsible for the creation of the link and for its maintenance; that can
be specified elsewhere.
So, when considering a textual representation of a stack, we can begin with its initial
structure: it has two inputs, and its output can be set to some "emptystack" error or failure
value:
_,_ stack
emptystack
This follows the convention outlined earlier in which the output is the value of the last pattern
below it.  It is necessary to deal with state changes, though; we want to be able to show
internal architectures that cause events at the inputs to generate events at the outputs.  In cases
such as this, it means that the architecture has to change; events do not just propagate through
the given architecture, but they manipulate the architecture.  In this sense, eventflow is akin
to the pi calculus: the structure of links is seen as mutable in a way not commonly made
explicit.  Finding a good description of such flexibility is more difficult, however; and at this
point inspiration is taken from games (which are invading computing in a number of other
areas, from theory to applications).  The idea is that an object is described in terms of its
"starting position" and allowable "moves".  This is what happens with a finite state machine,
represented as a set of production rules or as a finite state diagram; though of course the rules
here are parameterized in order to give the flexibility needed for non-regular "grammars".  It
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is also what happens when games such as chess or backgammon are defined in terms of their
initial layout and the rules guiding the moves of players.
In the case of the basic stack, implemented as a list of values, there must be some variable
within the object that stores the list; so the initial architecture has to contain such a variable.
Typing considerations will be ignored here, since they are peripheral to the current concern
(and are optional in Prolog, our starting language, anyway).  So the initial architecture is
modified to include a variable, to name the channels (which will be needed in describing
architecture modifications), and to replace the output value with a link to that interface.  A
link notation has not been introduced yet; the C++-like double-arrow is used here to indicate
a link from one place to another:
Push,Pop stack Top
In,[] var Out
emptystack>>Top
The var object here has two inputs, one of which (In) gives it new values, and the other of
which is its initial value; the output (Out) is its current value (initially [] in this case).
The next thing is to indicate what happens when events arrive at Push and Pop.  Moves
have to be associated with their objects, but separated from each other and from the initial
architecture.  An obvious approach is to introduce a separator (e.g. "--") at the level of the
initial components, that bounds each of these; within a given move, the first element is the
trigger for the pattern, and the results of that trigger follow, with their own offside rules.  The
results can form a temporal sequence of actions, i.e. links being formed and broken; to make
such a sequence obvious, a particular symbol ";" will precede each successive modification.
Putting all this together, we look at what happens with a Push event.  The current value of the
variable is appended to the value resulting from the Push, and given to the variable; then,
somehow it must be linked to the Top output.  The following is a first approximation:
Push,Pop stack Top
In,[] var Out
emptystack >> Top
--
?Push
; _,(?Push:+!Out) var Temp
; Temp >> In
; Out  >> :+ (Top,_)
This may be read as follows: an event is received at the Push interface.  [At this point, the
distinction between the event and the value resulting from the event is elided.]  This causes a
change in architecture, in which a new var is created, with initial value being the
concatenation of the Pushed value with the current contents of Out.  After this, the Temp
output is linked to In; that is, the list with the Pushed value is given to the variable that holds
the history of the stack.  Then, the Out of that variable is linked with an unappend operator,
and the first element is linked with Top.  In each successive frame, the links of the previous
frame are broken.  [With more complicated modules, one could imagine the need for a default
in which links are maintained unless explicitly broken; it certainly seems that stability is
useful as a default in temporal logics.  A problem is that it seems to require links to have
names so that they can be referred to in order to be broken, rather than constructing them
from interfaces as above.  This is an engineering question that depends on more practical
experience than can be presented here.]
The Pop operation is derivative in the sense that it takes the !Out value, strips off the first
value, and plugs the result back into the list variable.  However, there are a couple of special
cases: when the list is empty (and emptystack is linked to Top), and when it has a single
element (so popping the value causes the linking of emptystack to Top).  These are in some
sense comparable to the different cases of mergesort, when the argument had different
lengths.  When a rule depends on the current state of an object as well as its inputs, the
conditions for that state should be available for determining whether the rule should be
triggered; they are part of the guard, in the sense of Floyd's and Dijkstra's guarded
commands.  The Push operation is omitted to emphasize the focus on Pop:
Push,Pop stack Top
In,[] var Out
emptystack >> Top
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--
...
--
?Pop, ?Out = []
--
?Pop, ?Out = [_]
; [] >> In
emptystack >> Top
--
?Pop
; Temp var New
Out >> :+ (_,Temp)
; New >> In
; Out  >> :+ (Top,_)
That is, if Out is empty, nothing should be done; if it has a single value, [] is connected to
In and emptystack is connected to Top; and otherwise, the tail of ?Out is connected to a
temporary variable which is then connected to In, and then Out is connected to an unappend,
with the first element going to Top.
This all looks excessively complicated; and had it been created with nothing but the textual
representation in mind, it would have undergone considerable simplification.  However, the
visual representation is a fairly natural counterpart to all this.  The initial architecture just
contains the initialized variable and the emptystack link to Top (interfaces have been named
to enhance readability):
stack
Push
Pop var
emptystack Top[]
The Push sequence of links has to be triggered by the Push event; following the
conventions suggested in the sort specification, the simple use of a "?" suffices.  However,
the temporal sequence is trickier; to this point, diagrams have not been explicitly ordered.  It
seems natural to extend the "domino" approach of pre- and post- images, as suggested in [8]
and elsewhere; the chosen direction here is down:
stack
Push ?
;
Push
Pop var
Top?
var
Push
Pop var
Top
var
;
Push
Pop var
;
Top
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Questions of identity (e.g. among the variables used) can be resolved outside the picture;
e.g. if the machine has trouble telling which is which, it can ask among the possible choices).
As with the text, the guard (the initial frame) carries only the information needed to
determine whether it is triggered.  When more information is needed, as with the effects of
Pop, that can be supplied as well:
stack
?Pop var []
This appears to have a different interface structure from the original stack, which can be
resolved in a variety of ways.  One is to duplicate that structure even in transition guards.
Another is to introduce a hypertext structure to indicate that this refers to the same object as
the earlier stack, by having it "point" to the other one in the way that web URLs point to
pages.  A third is to introduce some additional syntax to indicate that things have been left
out.  The hypertext-ish approach seems simplest, both here and in other instances where
scopes and name clash problems arise.  However, program hypertexts/maps are not well
understood, and will not be discussed further here.
The next Pop case involved a single value on the stack, which had to be popped off:
stack
?Pop var
Push
Pop
;
[_]
Topemptystack
[] var
Finally, the pop in which more than one value are on the stack can be dealt with; it is the
easiest in the sense that it is closest to an inverse of the corresponding push.  As with the final
mergesort case, it implicitly assumes that earlier cases have failed to match; this ordering is
assumed to be "underneath" the view presented by the image.
stack
;
Push
Pop var
Push
Pop var
Top
var
;
Push
Pop var
;
Top
?
?Pop
var
Top
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This implementation has had to be much more dynamic than that of the mergesort; links are
made and broken with variables, in the usual imperative style of programming.  The
specification can be somewhat more abstract (it is named "stack(spec)" here, since
conventionally implementations of stacks are not given different names in the way that
sorting algorithms are).  First, the initial status has to be indicated.  Then, effect of a push
should be to see the value that was pushed visible on top of the stack; and finally, the effect
of a pop should be to undo the push that led to its state.  This requires being able to refer to
states of an object.  A naive approach is simply to introduce a state relation that binds its
argument to the state of the object at the given time:
Push, Pop stack(spec) Top
Top = emptystack
--
?Push
⇒ !Top = ?Push
--
?Pop, state(S2),  ( state(S1), ?Push ⇒ state(S2) )
⇒ state(S1)
The visual representations for the first two of these are fairly straightforward:
stack(spec)
Push
Pop
emptystack Top
stack(spec)
Push
Pop
Top? ⇒ !
The third, involving states over time, might invoke a time-line notation (there are a number
of possibilities; one such is [5]).  This can lead to badly mixed notations; a direct combining
of events and states on a time line, along the lines of
stack(spec)
Push
Pop
Top
?Push ?Pop...
is attractive, but leads to problems when describing the syntax consistently.  These may be
resolved (e.g. by explicitly defining them as different views on some common underlying
language), but the confusions that have arisen with e.g. Statecharts suggest that blending such
notations is more difficult than language authors often think.
The last item of concern here has to do with dynamic interfaces.  In the above, it was
assumed that all three interfaces (Push, Pop and Top) were present all the time.  After all, this
is why an initial "emptystack" value was needed for Top, before any value was pushed onto
the stack.  An alternative approach is to allow the interface structure to vary; when a stack is
created, it simply does not have a Pop or Top interface.  When a value is pushed onto the
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stack, these interfaces are created, and can then be linked with other objects.  The main
difference in practice between these approaches is the error values that are obtained; when an
interface is not there, an attempt to find it results in something like "interface not found",
while if it is there, the error is more like "link to interface returns failure value".  Which is
preferable depends on the level of interactivity of the object trying to link, the cleverness of
any verification software involved, and (at this point) personal preference; language wars still
flare up about the relative merits of C++ and Smalltalk, where the former has fairly strong
typing but is restrictive, while the latter relies more upon run-time type checking and so is
less restrictive.
At any rate, the important thing here is that in this case, the moves of the game change the
"shape of the board".  This gives the semantics even more of the flavour of the pi calculus
than the previous version, though a significant difference has to do with the reliance upon
names, which is reduced here because of the role of views.  With text, we start with a Push:
Push stack
--
?Push
; Push,Pop,?Push stack Top
That is, upon receipt of a push, we change the architecture to be that of the usual 3-interface
stack, modified here because the initial value of the stack has to be passed to it (analogous to
the initial value of a variable).  The main part of the stack is very similar to that outlined
previously; but the various Pop cases have to be dealt with differently.  The first one, where
there is nothing on the stack, just does not arise; when the stack is gone, so is the interface.
The second one, where there is one element on the stack, is the one that requires change:
Push,Pop stack Top
In,[] var Out
--
...
--
?Pop, ?Out = [_]
; Push stack
 This kind of transformation involving the number of parameters is fine in Prolog, but is
dangerous with the relational/functional shorthands that have been introduced.  Eventually, it
is necessary to rely upon an implementation to inform the programmer of possible
ambiguities and confusions, in case it is assumed that default parameters are present or absent
when they are not.  However, any dense programming notation hits this problem eventually;
the options are to either cease making things more compact, or to accept that the view of the
language may omit some disambiguating details.
The visual representation of the changing structure of the stack is unproblematic, thanks to
the groundwork that has already been laid.  The relevant two alterations in structure are:
stack
Push ?
;
Push
Pop var
Top?
;
Push
Pop var
Top
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which has to be bound to the initial architecture (which only has the Push interface), and
stack
?Pop var
Push
;
[_]
which returns the stack to that initial state.
The only changes in the specification involve the initial state; and these end up looking just
like the initial states of the implementation.  After that, when a value is pushed it must appear
at the Top output; and when a Pop event occurs it must undo the effects of the Push that led
to the given state; but these are true no matter which version of the stack is chosen.
6 Conclusions and Further Work
At the end of the day, the result of this exercise is a pair of fairly informal notations, one
textual and one visual, that describe some very small example programs and specifications.
This is not spectacular, and no great claims are made about how some new paradigm will
suddenly make object-oriented specifications and programs easy.  However, the approach
followed here, of using more than one kind of syntax, does seem to show promise as a
braking mechanism, a way of preventing language designers from getting ahead of
themselves.  It is difficult to show in the text all the various possible optiimizations and
variations of notation that were rejected, purely on the grounds that they did not translate well
between styles.  Although the presentation tended to place text before image, the actual
design process was not so well structured; modifications to pictures were constrained by their
potential impact on text, as well as vice versa.  Those constraints were upon occasion very
frustrating; this is taken as a sign of the extent to which we actually do use syntax as a guide
in making rather abstract ideas about semantics concrete.  There are still rough edges and
mismatches, of course; the visual sort specification, and the conventions needed for the time
line of the stack(spec) specification are far from polished.  However, the polished alternatives
do not seem to lend themselves to cross-paradigm notations very well; they are so well
tailored that nothing else seems to fit quite right.
There are a number of ways in which this work can be extended.  One, of course, is to look
at additional examples; this is a time-honoured way of ensuring that the breadth of
application claimed for a notation is genuine.  Another related issue is to add features to cope
with new application areas.  For instance, BSP was carefully designed to describe scientific
concurrent processing; the features required there have been largely neglected here, and
crossover attempts could well benefit both sides.  A third, somewhat more tenuously related
area involves additional attributes associated with locations, interfaces and objects.  The issue
of real time performance was not mentioned above, though it had a restraining influence on
the design; the question "will this make it easier or harder to reason about the temporal
aspects of objects" was always kept in mind as a background issue.  Other attributes that need
to be considered as the state of the art improves include dependability (how well can an
object guarantee its results), authority (who can access which interfaces), and so on.
Finally, the problem of verification has not been dealt with satisfactorily here.  A proof has
to manipulate both specifications and implementations, generating structures that relate them
to each other; this requires a level of reflection that has not yet been incorporated.  Even such
things as LCF proof strategies, or NuPrl verifications, did not really succeed in giving proofs
and programs the same kind of structure; and implementations of Martin-Lof's type theory,
while interesting, do not seem to make real world programming any easier.  So there is a long
way to go here, even though things are much better than they were even a few years ago.
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