Two theorems are presented giving sufficient conditions for all solutions to y"+c(t)f(y)y'-{-a(t)b(y)=Q to be bounded. Furthermore, two other theorems are given guaranteeing when these solutions are ZAsolutions. Asymptotic stability is then discussed as well as several applications of these results.
In this paper, sufficient conditions will be given so that all solutions to a generalized Lienard equation, ( 
1) V" + c(t)f(y)y' + a(t)b(y) = 0
will be ZAsolutions (p ^ 1) on [0, oo). By an ZAsolution we shall mean a solution to (1) such that M \y\ p dt) < °°. This note shall generalize some previous results (see [1] - [3] ). We first need the following theorem.
Proof. By standard existence theory (1) has at least one solutions satisfying y(0) = y Of y'(0) = y Q , and existing on some interval [0, T), T > 0. Consider any such solutions of (1) on [0, T). Multiply (1) by y' and integrate from 0 to t < T to obtain,
Integrating (2) by parts we have
JO
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For \y\, \y'\ large all terms on the LHS of (3) are positive except, 
By assumption JS(τ/) -^+00 as 12/1 -• °°, and the left and right sides of the inequality (3') are a priori lower and upper bounds, independent of T. Therefore, a standard argument completes the proof of global existence of solutions y such that | y(t) \ and | y\t) \ are bounded on [0, 00).
REMARKS (1) . If one also assumes yb(y) 2S 0, then all terms on the LHS of (3) We now proceed to our main theorems.
THEOREM II. Let the hypotheses of Theorem I hold. In addition, let there exist constants c 0
> 0, f 0 > 0, M > 0, p ^ 1 such that c(t) ^ Co, c'(t) ^0 (0 ^ t < 00), and f(y)^f 0 , yb(y) ^ M\y\ p (yeR). Then Γ \y(t)\ p dt < 00.
Jo
Proof. From (3) (which now holds on 0 < t < 00) we see that £0/0 \ y\t) 2 dt ^ (l/2)2/o+ α(0)I?(2/ 0 ), so y f is square integrable. Multiply Since K x is independent of t, the result follows.
(t)y'(t) -[y'isfds + e(t)F{y{t)) -
REMARK. Theorem II is still true under the assumptions e 0 ĉ (t) ^ c^Co, c x > 0) and c'eL^O, co) because
This implies all terms on the LHS of (5) are bounded so that inequality (6) still holds although K x will be different. The last two theorems use the well-known Gronwall-Bellman inequality. THEOREM 
III. The hypotheses are the same as Theorem I except that α'(ί) ^ 0(0 <; t < oo). Furthermore, if yb(y) ^ 0(yeR), then all solutions to (1) are bounded as t->^.
Proof. From (3) we obtain the following inequality, ( 8 ) 0 S a(t)B(y(t)) g K + [a'(s)B(y(s))ds
Jo where K = a 0 B(y 0 ) + (1/2)$). (8) may be rewritten as ( 9 ) 0 ^ a(t)B(y(t)) ^ K + Γ ^Mα(s)5(7/(s))ώs '. Jo α(s)
Applying the Gronwall-Bellman inequality to (9) yields,
(y(t)) ^ J£-.
Since B(y) -» °° as 11/1 -> °°, #(£) must stay finite on 0 ^ t < 00.
REMARK. If one does not assume a\t) <; 0 (or α'(ί) ^ 0) for 0 ^ t < 00, but only that 0 < α 0 <; α(ί) < 00, and α'eL^O, °o), one can still obtain the conclusion that y(t) remains bounded, for from (8) one has Thus by the Gronwall-Bellman inequality
By strengthening the hypotheses of Theorem III slightly, we are able to show that all solutions are in L p [0, °°) . This is the substance of our final theorem. has important applications in astrophysics.
When n is an odd positive integer, all solutions to (18) are bounded on 0 < x 0 <£ x < oo using Theorem I and Remark 2 following Theorem I.
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