A critical job of the auditory system is to localize sounds, which depends upon spectral cues provided by the filtering of the pinna for vertical and interaural time (ITDs) and level disparities (ILDs) for horizontal localization. We found anatomical and physiological specializations in the circuits that encode these cues. Cells in the medial superior olive (MSO) function as high resolution coincidence detectors or cross-correlators and their inputs have enhanced temporal synchronization compared to auditory nerve fibers. We have also been studying the psychophysics of sound localization in the cat by training them to look at sounds. Cats demonstrate high accuracy and precision when localizing with their head unrestrained. Their mobile ears have a reflex in response to head movement that keeps the ears pointed toward the sound source despite head movements.
INTRODUCTION
The initial perception of a free-field sound source by the nervous system involves at least two tasks: to determine first, what the sound is and second, where it came from. Considerable progress has been made in the last 50 years by psychoacousticians, neurophysiologists and neuroanatomists in determining how the nervous system can accomplish these tasks, though many questions still remain mysterious. Our laboratory has been studying the neuronal mechanisms of sound localization for over 30 years by exploring the neural circuitry in the auditory brainstem and conducting behavioral studies in cats. Because of the nature of this review, I will focus on studies from our laboratory without a comprehensive review of the literature, but of course our work builds on the results of many other labs.
NEURAL CIRCUITS FOR SOUND LOCALIZATION Acoustic Cues for Sound Localization
Localization of sound is a difficult task for the nervous system compared to localization of light or touch in the other two major sensory systems because external space is not represented in the cochlea as it is in the retina or on the body surface. The nervous system must rely on neural computation of three acoustic cues to determine the location of a sound source. Interaural time (ITDs) and level disparities (ILDs) are used to localize sounds in the horizontal, or azimuthal, dimension at low and high frequencies, respectively, while spectral cues are used for localization in the vertical, or elevational, dimension. Psychophysical studies in human subjects show that, under ideal conditions, the just noticeable difference (jnd) for ITDs is around 10 Psec (Mills, 1958) . This is remarkable given that the duration of action potentials that are used to encode the ITDs is almost two orders of magnitude larger (500-1000 Psec). The jnd for ILDs is about 0.5 dB and relatively independent of frequency (Durlach and Colburn, 1978) .The spectral cues are created by the direction-dependent acoustic filtering properties of the head and pinnae, resulting in unique patterns of broadband power spectra at each ear.
Studies over the last 20 years have converged on three circuits in the auditory brainstem to encode each of these acoustic cues. ITDs are thought to be encoded by cells in the medial superior olive (MSO) while ILDs appear to be encoded in the lateral superior olive (LSO). Spectral cues are likely to be encoded in the dorsal cochlear nucleus by cells that are sensitive to the sharp notches in the spectra created by the filtering properties of the head and pinna. Yin and May, 2005) The classical model for the ITD circuit proposed by Jeffress (1948) hypothesized (without knowledge of where the circuit might be in the brain) that a group of finely tuned coincidence detectors receive timing information from both cochleae, with systematic neural delay lines on each side to set up a spatial map of ITDs. From 50 years of physiological studies, the MSO appears to satisfy many of the crucial elements of the Jeffress model. Anatomically, it receives bilateral excitatory input from the spherical bushy cells of the anteroventral cochlear nucleus (AVCN) (Fig. 1A) . Physiologically, MSO cells are excited by monaural stimulation of either ear (EE cells) alone but respond best to binaural stimulation when the ITD is set to an optimal value (Goldberg and Brown, 1969; 
1990
). Current models of the circuit agree on the need for timing information of the afferents and high resolution coincidence detection by the MSO cells but disagree on the source of internal delays (Joris and Yin, 2007) . In a simple formulation, the fact that the contralateral input to the MSO must travel a longer distance to get across the midline, suggests that MSO neurons, as coincidence detectors, should respond best when there is a delay in its ipsilateral input to match the conduction delay. Indeed, all studies of the MSO have found a preponderance of cells that respond best to stimuli in the contralateral sound field. Another possible source of delays is shown in Fig. 1A by the inhibitory inputs to MSO originating from the medial (MNTB) and lateral (LNTB) nuclei of the trapezoid body. The LSO receives excitatory input from spherical bushy cells of the ipsilateral AVCN and glycinergic, inhibitory input from the ipsilateral MNTB, which receives input from the globular bushy cells of the contralateral AVCN (Fig. 1B) . In this way, the LSO cells are excited when the sound to the ipsilateral ear is louder than to the contralateral ear, i.e. LSO cells have spatial receptive fields in the ipsilateral sound field (inset Fig. 1B ). To set up the contralateral representation of space that is ubiquitous in the cerebral cortex of all sensory systems, excitatory cells in the LSO project their axons across the midline to innervate the contralateral inferior colliculus (IC) and inhibitory ones project to the ipsilateral IC (Fig. 1B) .
Interaural cues are useful for discriminating sounds that vary in position along the azimuthal dimension, but not for sounds that are on the midsagittal plane and varying in elevation. Since there are no interaural differences along this plane, there must be some other cue that allows us to discriminate "up" from "down". Measurements of headrelated transfer functions (HRTFs) in humans and animals show that variations in elevation cause systematic changes in the frequency of a prominent notch in the frequency range of about 5-20 kHz. The coding of spectral cues for vertical sound localization is thought to be accomplished in the dorsal cochlear nucleus (DCN) by the type IV, or pyramidal, cells (Young and Davis, 2002) . The role of the DCN in encoding the spectral notches is supported by experiments that show deficits in vertical sound localization after the dorsal acoustic stria has been cut (Sutherland et al., 1998; May, 2000) .
Coding ITDs
For binaural cells to encode ITDs, the afferents from each cochlea must carry timing information about the acoustic stimulus. The ability of auditory nerve fibers (ANFs) to phase lock to low-frequency stimuli (Rose et al., 1967; Johnson, 1980) provides the basis for carrying the temporal information. For many years it was thought that the phase-locking of ANFs was conveyed by the bushy cells of the AVCN with little or no change (Lavine, 1971; Bourk, 1976; Blackburn and Sachs, 1989; Winter and Palmer, 1990) . Indeed the physiological responses of bushy cells were called "primary-like" because they were believed to be a simple relay of the ANF input. The presence of the large end bulb of Held ending was thought to reflect a single, large synaptic input to the bushy cells. When our lab began intracellular recording from the axons of the bushy cells in the trapezoid body, we were thus surprised to discover that nearly all trapezoid body axons with CFs below 1 kHz showed higher synchronization to tones at CF than ever found in ANFs (Fig. 2 ). Joris et al., 1994) We confirmed that these cells were either SBCs or GBCs from the AVCN by injecting the individual physiologically-identified axons with biocytin and tracing the axon projection to the MSO in the case of SBCs (Smith et al., 1993) or to the MNTB for GBCs (Smith et al., 1991) or in some fortuitous cases tracing the axon back to the cell body in the AVCN (Joris et al., 1994) . These findings illustrate an apparent physiological specialization of the ITD circuitry to enhance the temporal information delivered to the binaural cells in MSO. It might seem counter-intuitive that the second order cell would have better timing information than the first-order ANFs. One possible explanation is that bushy cells are coincidence detectors driven by more than one ANF and the inputs are subthreshold (Joris et al., 1994; Rothman and Young, 1996) . Calculations of the number of ANFs converging on each spherical or globular bushy cell confirm that the bushy cells receive multiple ANF inputs (Liberman, 1991) . Shig Kuwada and I began our studies of binaural interactions with recordings from the inferior colliculus (IC) in the roof of the midbrain, which is easily accessed, unlike the superior olivary nucleus, which lies deep in the brainstem. In the low frequency regions of the IC, cells sensitive to ITDs were readily found. Stimuli were delivered from sealed headphones so that the ITD (and ILD) could be precisely determined. We were initially interested in examining the concept of 'characteristic delay', which was first put forward by Rose et al. (1966) based on studies of only a few neurons in the IC. Responses to ITDs of pure tone stimuli are periodic functions of the stimulus period (Fig. 3A) . Since IC cells respond over a range of stimulus frequencies and the periodicity of the ITD functions vary with frequency, the relationship between the cyclic ITD curves at different frequencies reflects the nature of the internal delay. Rose et al. (1966) proposed that cells satisfied the concept of characteristic delay if the periodic ITD curves for different frequencies reached the "same relative amplitude", i.e. all of the periodic functions had a common peak or trough or point in-between. We established a quantitative method to determine whether cells exhibited a characteristic delay (Yin and Kuwada, 1983) . Two examples of cells in the MSO and LSO illustrating the technique are shown in Fig. 3 . The method depends on the fact that when periodic responses have an associated time delay, the phase of the response is linear with frequency and the slope of the line indicates the time delay. In the case of the MSO cell (Fig. 3, top row) , all of the ITD curves within the frequency range of 500 -1400 Hz appear to peak at approximately the same ITD, near 0 Psec. The composite curve in Fig. 3B computed by averaging all of the curves shows a prominent peak at +36 Psec, which we term the best delay (BD). The plot of phase vs frequency in Fig. 3C shows that the function is linear with a slope or characteristic delay (CD) of +33 Psec and a y-intercept or characteristic phase (CP) of 0.06 cycles. The fact that the phase-frequency function is linear suggests that the cell satisfies the requirements proposed by Rose et al. (1966) of being a characteristic delay cell, the CP near 0 is indicative that the point of CD is near the peak of the response, and the value of CD indicates the ITD at which the different periodic curves have a CD. Kuwada and Yin, 2012 , data from Yin and Chan,1990 According to this scheme, a CP of 0.5 would indicate that the inputs to the binaural cell are out of phase; for periodic stimuli this corresponds to an excitatory input and an inhibitory one. Such a circuit is satisfied by the LSO in which excitation comes from the ipsilateral and inhibition from the contralateral side (Fig. 1B) . Fig. 3 (bottom) shows responses from a low frequency LSO cell that also satisfies the CD requirement (linear phase-frequency plot in Fig. 3F ). In this case the common point is the trough at about +505 Psec (Fig. 3D, 3E ) which is confirmed by the phase frequency analysis of a CD of 511 Psec and CP of 0.49. Using this characteristic delay analysis it is possible to classify cells as satisfying CD or not and whether they are peak-type, trough-type or somewhere in-between. In the original study of IC cells, Yin and Kuwada (1983) found a considerable proportion of CD cells with CPs that were not near either 0 or 0.5. On the other hand cells in the MSO tended to have CPs near 0 (Yin and Chan, 1990 ) while cells in the LSO tended to have CPs near 0.5, as predicted by theory . The cells that do not fit either the peak or trough category or that have nonlinear phase/frequency plots are problematic for this analysis and require further study. Current approaches have centered on the inhibitory inputs to the MSO or frequency mismatches in the afferents to the MSO as possible mechanisms underlying such behavior.
While pure tones are handy stimuli to use because of their spectral simplicity, they are not common in our acoustic environment. To study the coding of more complex stimuli, we initially turned to noise stimuli to test a more general formulation of coincidence detection, namely cross-correlation. By altering the statistical properties of the noise stimuli to the two ears, it is possible to systematically test whether the neural computation performed by the MSO is comparable to the mathematical operation of cross correlation. Figure 4 shows responses of a cell in the IC to various combinations of Gaussian noise stimuli varying in the correlation U between the stimuli to the two ears. Decorrelation of the noises to the two ears was accomplished by adding different amounts of an uncorrelated noise to a standard noise. The responses of the cell showed robust ITD sensitivity with a best delay of about 200 Psec and deep modulation for correlated noises (black, U =1.0) as ITD was varied. When the noises to the two ears were uncorrelated (U = 0), the response was no longer sensitive to ITDs. For other decorrelated noises (U = 0.7, 0.3), the responses were modulated between the correlated and uncorrelated cases. When the stimuli were negatively correlated (U =-1.0), the response shifted about 180 o from the correlated case. Thus, the IC response is very similar to what a cross-correlator would produce for broad band noises and presumably reflects the type of interaction in the MSO when encoding ITDs. Yin et al., 1987) Coding ILDs ITD was the only parameter changed for the ITD curves illustrated above. The strong modulation in the response of MSO cells suggests that the cells encode ITDs. Likewise LSO cells are strongly modulated by ILDs so we think that LSO cells encode ILDs. However, do the other acoustic cues play a role in modulating LSO sensitivity to stimulus location? When sound sources are heard in free field, changes in the spatial location of the stimulus will produce changes in all of the acoustic cues. Using the HRTF of the cat (Musicant et al., 1990) , we can calculate the value of each acoustic cue for any position in space and thereby simulate sounds in free field but delivered over head phones (Tollin and Yin, 2002a) . Taking advantage of this virtual space technique, Tollin and Yin (2002b) systematically manipulated the three spatial localization cues to study the relative contribution of each cue in shaping the receptive field of LSO neurons. Figure 5 shows an example of the manipulations in one LSO neuron (CF=7.8 kHz). The idea is to vary only one of the cues while holding the other two cues constant or to hold one cue constant while letting the other two cues vary normally. For example, Fig. 5A shows results that explore the potency of the ITD cue. The curve labeled "Normal" shows the receptive field of the neuron when all three cues are varied naturally from those values corresponding to -90 o in the ipsilateral to +90 o in the contralateral field. The responses in the "0-ITD" condition, where the ITDs were held at 0 and the ILDs and spectral cues varied normally, are virtually identical to the "Normal" condition, suggesting that ITD is not an important parameter in determining the receptive field response. This is reinforced by the flat response to the ǻ-ITD condition which shows responses when the other two cues were held constant at values corresponding to the point at (0 o ,0 o ; ILD=0 and spectral cues of the straight-ahead position) but ITDs were varied. Clearly ITDs in isolation do not modulate the cell's response. FIGURE 5. Spatial receptive fields in azimuth using the virtual space technique for an LSO cell for normal and 7 different cue manipulations. The RMS difference error for each cue manipulation is shown in the caption. A, ITD cue manipulations. B, Spectral cue (ISD) manipulations. C, ILD cue manipulations. (From Tollin and Yin, 2002b.) Figure 5B shows analogous manipulations of the spectral cue and the responses are similar to those in Fig. 5A . These suggest that the spectral cue is also not critical for the sensitivity of the cell in its normal receptive field. Figure 5C shows contrasting results when ILDs are manipulated. In this case the "Normal" and "ǻ-ILD" responses are nearly identical, suggesting that ILDs are the key determinant in the normal receptive field response. This is confirmed by the flat response in the "0-ILD" curve which shows that the cell is not modulated by normal variations in ITDs and spectral cues when ILDs are held at 0. While different LSO cells showed different degrees of modulation with the cue manipulation paradigms (Fig. 5) , for the most part similar responses were found for all 24 LSO neurons studied. Thus, in accordance with the classical view, ILDs are by far the most important factor in shaping the receptive field profile for most LSO neurons.
BEHAVIORAL STUDIES OF SOUND LOCALIZATION
A second line of research in our lab is to train cats using operant conditioning to study the psychoacoustics of sound localization (Populin and Yin, 1998a; . This also allows us to record from neurons in these neural circuits while the cat is behaving without resorting to anesthetics. I will illustrate the power of this behavioral approach with an example aimed at studying the third acoustic cue mentioned above, namely spectral cues for vertical localization. Cats were trained to look at sound sources while monitoring their eye position using the scleral search coil technique (Robinson, 1963) . Each cat was trained on a number of different tasks but for the cases discussed here we used saccade trials in which the cat had to initially fixate an LED from the straight ahead position for a variable amount of time. When the LED was turned off, a target, either another LED or a sound stimulus from another position was turned on and the cat had to make a head-free gaze saccade to the vicinity of the target. Trials were randomly chosen from a large list with many possible targets, stimuli, and tasks so that on any given trial the cat could not predict what kind of trial would be presented.
If spectral cues are important for vertical localization, then stimuli that are spectrally impoverished should be difficult to localize in the vertical, but not the horizontal, dimension. Localization of broad band noise is both accurate (gains of 0.91, 0.92) and precise (G=3. Tollin et al., 2013) was a bit less accurate (mean gain of 0.71) and less precise (mean G of 7.0 o ) in azimuth (Fig. 6B , bottom row) but considerably less accurate (mean gain of 0.23) in elevation (Fig. 6B, top row) . Thus, narrow band noise effects localization in elevation much more severely than in azimuth, supporting the hypothesis that vertical localization relies on the spectral cues.
Our model animal, the cat, has a highly mobile pinna, unlike humans, but little is known about how the cat uses its pinnae in sound localization. To address this question we monitored the pinna movements of our subjects as they were actively localizing sound using a search coil surgically implanted on the ear. In our initial studies with the head restrained, we found that cats made large and systematic ear movements (Populin and Yin, 1998b) , but this may not be the case when the head moves freely. Since the ear is on the head and the cat makes gaze saccades with a combination of eye and head movement, we hypothesized that the ear needs to compensate for head movement. Figure 7A shows gaze (green), head (black) and left pinna (blue) movements in a trial in which the cat is localizing a sound 45 o to the left. Typically, pinna movement precedes head or eye movement with a quick saccade-like movement to the left that reaches near its final position after about 150 ms. The head starts later and is still moving as the ear reaches its final position. During the period from about 150-300 ms as the head continues to move, the ear remains relatively stable in space. Since the ear sits on the head, it must counter-rotate to compensate for the head movement to maintain its position. This is seen more clearly by plotting the ear-on-head (red) position which shows that the ear begins by moving to the left but then reverses relative to the head and moves to the right as the head speeds up. We refer to this compensatory ear movement as the vestibulo-auricular reflex (VAR) and note its resemblance to the well-known vestibulo-ocular reflex (VOR) which accomplishes the same thing for the eye. Figure 7B shows the velocity for the head and ear-on-head signals. The gain of the VAR (peak ear-on-head velocity/peak head velocity) in this example is -0.85, near the ideal of -1.0. To confirm that the VAR is triggered by the vestibular system rather than by an efference copy signal of the head movement signal, we showed that the VAR was still present when the head was moved passively (Tollin et al., 2009) . The VAR appears to serve to stabilize the auditory world during head movements just as the VOR stabilizes images on the retina when the head moves. The VAR is activated in the eye ipsilateral to the head movement and is much reduced for contralateral head movements while the VOR involves conjugate movements of both eyes. The VAR can be evoked by visual stimuli as well as acoustic stimuli. In the cat more than 22 muscles are involved in moving the ears while there are only 6 muscles in each eye. While the neural circuit underlying the VAR is unknown, there are projections from the vestibular nucleus to the ipsilateral facial nucleus (Shaw and Baker, 1983) , which contains the pinna motoneurons (Populin and Yin, 1995) .
We have also used this behavioral preparation to study whether cats experience various auditory illusions such as the precedence effect (Tollin and Yin, 2003) and to examine neural correlates of the illusion by recordings from neurons during behavior (Tollin et al., 2004) .
