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Background: Artificial neural networks (ANN) mimic the function of the human brain and are capable of
performing massively parallel computations for data processing and knowledge representation. ANN can capture
nonlinear relationships between predictors and responses and can adaptively learn complex functional forms, in
particular, for situations where conventional regression models are ineffective. In a previous study, ANN with
Bayesian regularization outperformed a benchmark linear model when predicting milk yield in dairy cattle or grain
yield of wheat. Although breeding values rely on the assumption of additive inheritance, the predictive capabilities
of ANN are of interest from the perspective of their potential to increase the accuracy of prediction of molecular
breeding values used for genomic selection. This motivated the present study, in which the aim was to investigate
the accuracy of ANN when predicting the expected progeny difference (EPD) of marbling score in Angus cattle.
Various ANN architectures were explored, which involved two training algorithms, two types of activation functions,
and from 1 to 4 neurons in hidden layers. For comparison, BayesCπ models were used to select a subset of optimal
markers (referred to as feature selection), under the assumption of additive inheritance, and then the marker effects
were estimated using BayesCπ with π set equal to zero. This procedure is referred to as BayesCpC and was
implemented on a high-throughput computing cluster.
Results: The ANN with Bayesian regularization method performed equally well for prediction of EPD as BayesCpC,
based on prediction accuracy and sum of squared errors. With the 3K-SNP panel, for example, prediction accuracy
was 0.776 using BayesCpC, and ranged from 0.776 to 0.807 using BRANN. With the selected 700-SNP panel,
prediction accuracy was 0.863 for BayesCpC and ranged from 0.842 to 0.858 for BRANN. However, prediction
accuracy for the ANN with scaled conjugate gradient back-propagation was lower, ranging from 0.653 to 0.689 with
the 3K-SNP panel, and from 0.743 to 0.793 with the selected 700-SNP panel.
Conclusions: ANN with Bayesian regularization performed as well as linear Bayesian regression models in
predicting additive genetic values, supporting the idea that ANN are useful as universal approximators of functions
of interest in breeding contexts.* Correspondence: okut.hayrettin@gmail.com
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The availability of genome-wide dense marker panels for
many species of plants and animals has opened doors
for incorporating genomic information into practical
breeding programs, an approach known as genomic se-
lection [1]. It is now easy to generate genome-wide scans
with more than one million SNPs (single nucleotide
polymorphisms) but these huge databases pose chal-
lenges in computational capacity, data analysis and inter-
pretation of results for genomic selection [2]. For
example, even with an initial screening to reduce the
number of markers to less than ten thousand SNPs, it is
still not feasible for most computational platforms to
evaluate all combinations of SNP associations, even when
low-dimension interactions are explored [3]. Hence, re-
duction of dimensionality and feature extraction arguably
play pivotal roles in current genomic studies [4]. The in-
tensive computation inherent in these problems has al-
tered the course of methodological developments, and the
same is true for genomic selection [5].
In the genome-enabled prediction of genetic merit for
breeding purposes, parametric statistical methods tend
to make strong assumptions about functional forms and
the statistical distribution of marker effects. On the one
hand, ridge regression best linear unbiased prediction
assumes that all markers have an effect on the trait of
interest, and that these effects share a common variance
in their distribution. This simple assumption is obviously
not true in reality. On the other hand, hierarchical linear
Bayesian regression models, such as BayesA and BayesB
[1], allow marker effects to be estimated with differential
shrinkage. However, posterior inference, in particular for
the variances of marker effects, depends heavily on the
prior assumptions used in these models [6]. Hence,
BayesCπ [7] was proposed to overcome some of the
above mentioned drawbacks. A BayesCπ model postu-
lates an unknown probability π that a SNP has no effect
at all on the trait, while all non-zero SNP effects are as-
sumed to be random samples from a normal distribution
with null mean and a common variance. Recently, there
has been interest in the use of non-parametric methods
for the prediction of quantitative traits, such as reprodu-
cing kernel Hilbert space regressions [8,9], radial basis
function models [10] and non-parametric Bayesian models
with Dirichlet process priors [11]. These nonparametric
methods make weaker assumptions and can be more flex-
ible for describing complex relationships [12].
Artificial neural networks (ANN), also known as
neuro-computational models, provide an appealing alter-
native for genome-enabled prediction of quantitative
traits [13,14]. These machine learning methods can act
as universal approximators of complex functions [15] be-
cause they are capable of capturing nonlinear relationships
between predictors and responses and can adaptively learncomplex functional forms, through a series of transforma-
tions (i.e., activation functions) driven by parameters.
Multilayer feed-forward is the most common architecture
used in ANN, which consists of neurons assembled into
layers. The first layer is called the input layer (the left-
most layer of the ANN) that accepts data (e.g., SNP geno-
types) from sources external to the network, and the last
layer (the right-most layer) is called the output layer that
contains output units of the network. In between these
two layers are so-called hidden layers, because their values
are not observed in the training set. Hence, an ANN archi-
tecture is specified by the number of layers, the number of
neurons in each layer, and the type of activation functions
that are used. Neurons in each layer are connected to the
neurons from the previous and the subsequent layer
through adaptable synaptic weights.
The network weights are evaluated in two steps: the
feed-forward and the back-propagation steps. In the
feed-forward step, information comes from the input
layer and each unit evaluates its activation function,
which is transmitted to the units connected to the out-
put layer. The back-propagation step consists of running
the whole network backwards to minimize the error
function in the space of weights using the method of
gradient descent. A set of weights that minimizes the
error function is considered to be a solution of the
learning problem for the ANN.
Determination of the number of neurons to be placed
in the hidden layer is a critical task in the design of
ANN. A network with an insufficient number of neurons
may not be capable of capturing complex patterns. In con-
trast, a network with too many neurons will suffer from
over-parameterization, leading to over-fitting and poor
predictive ability of yet to be observed data. Two popular
techniques to overcome the over-fitting problem in ANN
models are Bayesian regularization and cross-validated
early stopping (CVES). Bayesian regularization (BR) con-
strains (shrinks) the magnitude of the networks weights,
improves generalization and allows bias in parameter esti-
mates towards values that are considered to be plausible,
while reducing their variance; thus, there is a bias-
variance trade-off [13]. Unlike other back-propagation
training algorithm methods that use a single set of param-
eters, BR considers all possible values of network parame-
ters weighted by the probability of each set of parameters.
In practice, Bayesian regularized ANN can be computa-
tionally more robust and cost-effective than standard
back-propagation nets because they can reduce or elimin-
ate the need for lengthy cross-validation.
With cross-validated early stopping (CVES) methods,
the training data set is split into a new training and a
validation set and a gradient descent algorithm is applied
to the new training data set. The ANN performs an it-
erative process, first using the training data set to
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these parameter estimates in the validation data set to
calculate the prediction errors. The process iterates re-
peatedly, substituting parameter estimates from the
training data set into the validation data set to find the
smallest possible average prediction errors for the valid-
ation data set. Training ceases when the error in the val-
idation data set increases in certain consecutive epochs
(iterations) in order to avoid the problem of over-fitting
(the number of consecutive epochs is 6 by default in
MATLAB). The ANN parameter estimates with the best
performance in the validation set is then used on the test-
ing data to evaluate the predictive ability of the network.
In a previous study, ANN with BR outperformed a
benchmark linear model when predicting milk yield in
dairy cattle or grain yield of wheat [14]. However, be-
cause breeding values are defined in terms of linear
functions based upon additive inheritance, the predictive
performance of ANN relative to linear additive systems
is of some interest. This motivated the present study, in
which the aim was to investigate the accuracy of ANN
for predicting expected progeny differences (EPD) for
marbling score in Angus cattle relative to hierarchical
linear Bayesian regression models. Various ANN archi-
tectures were explored, which involved two training
algorithms, two types of activation functions, and from 1
to 4 neurons in hidden layers.
Methods
Data sets
The data contained 3079 registered Angus bulls, geno-
typed with the Illumina BovineSNP50 BeadChip, from
which the SNP content for the Illumina Bovine3KMean    0.0265
StdDev 0.254
Range   1.920
Figure 1 Histogram and density plot of deregressed expected progenBeadChip [16] was extracted. After data quality control
and screening, a total of 2421 polymorphic SNPs were
retained for analysis. The target variable to be predicted
was EPD for marbling score, which had been computed
by the American Angus Association using BLUP (best
linear unbiased prediction) for each of these animals,
based upon their pedigree data and progeny carcass and
ultrasound data [17]. In animal breeding, an EPD is de-
fined as the predicted performance of a future offspring
of an animal for a particular trait (marbling score), cal-
culated from measurement(s) of the animal’s own per-
formance and/or the performance of its relatives under
the assumption of additive inheritance. Hence, EPD rep-
resent a typical linear system since the EPD of an indi-
vidual can be represented as a linear function of the
EPD of relatives and a residual term that reflects the fact
that an individual inherits a random sample of the genes
present within its parents. The distribution of marbling
score EPD in the Angus sample was symmetric and
suggested a normal distribution (Figure 1), with mean




A schematic presentation of a multilayer perceptron
(MLP) feed-forward of an ANN is presented in Figure 2.
This is a multi-layer feed-forward neural network with a
single middle (hidden) layer and four neurons. Training
an ANN involves the minimization of an error function
that depends on the network’s synaptic weights (the w’s
in Figure 2), and these weights are iteratively updated by
a learning algorithm, to approximate the target variable.Skewness     0.468
Kurtosis       0.356
Interquartile 0.330
y differences for marbling score for 3079 Angus cattle.










































Figure 2 Schematic representation of a three-layer feed-forward neural network. Genotypes for 2421 (or 700) SNPs were used as inputs
xj = {xij|i = 1, 2,…, n}, where n is the number of individuals with genotypes; each SNP was connected to up to 4 neurons via coefficients wkj,
where k denotes neuron and j denotes SNP; here, wk is a weight from a hidden layer units to the output unit, fk is an activation function applied
to hidden layer units (e.g., the hyperbolic tangent), g is an activation function applied to the output layer unit (e.g., linear), b(1) and b2 are biases
of hidden and output layer units, and y^ is a predicted value.
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the error, which is essentially a non-linear least-squares
problem [19]. Back-propagation is a supervised learning
algorithm based on a suitable error function, the values of
which are determined by the target (i.e., marbling EPD)
and the mapped (predicted) outputs of the network (i.e.,
fitted values of marbling EPD). Weights in an MLP archi-
tecture are determined by a back-propagation algorithm
to minimize the sum of squares of errors using gradient-
descent methods [13]. During the training, weights and
biases in the ANN are successively adjusted based on the
input and the desired output. Each iteration of feed-
forward in a MLP constitutes two sweeps: forward acti-
vation to produce a desired output, and backward
propagation of the computed error to update the values
for the weights and biases. The forward and backward
sweeps are repeatedly performed until the ANN solution




j ¼ x1j; x2j ::::::; xnj
 
be a row vector that con-
tains SNP genotypes for all i = 1,…,n individuals, for
the jth SNP, where j = 1,…..,p, and p = 700 (referred
to as the 700-SNP panel) or p = 2421 (referred to as
the 3K-SNP panel). In an ANN, SNP genotypes are
connected to each neuron in a single hidden layer via
weights wkj, for k = 1,…, K neurons, with each weight
defining a specific SNP-neuron connection with ap-
propriate biases (intercepts), b 1ð Þ1 ; b
1ð Þ
2 ; ::::::; b
1ð Þ
k , each
pertaining to a specific neuron. The input into
neuron k, prior to activation is expressed linearly asb 1ð Þk þ
Xp
j¼1
wkjxj , where p = 700 or 2421, and b
1ð Þ
k is the
bias parameter defined in the hidden layer and this
quantity is then transformed using some linear or









The above is the output of the hidden layer, which in
turn is delivered to the output layer (e.g., each neuron k
in the hidden layer sums ANN input xj after multiplying
them by the strengths of the respective connection
weights, wkj, and adds biases bk and then computes its
output as a function of the sum), and is collected as:










where wk is the weight specific to the k
th neuron (k = 1,
2,…, K), and b(2) is the bias parameter defined in the
output layer. Next, quantity (2) is activated with the fol-
lowing function:
g :ð Þ ¼ g
XK
k¼1
wkf k :ð Þ þ b 2ð Þ
" #
: ð3Þ
The above yields the fitted marbling EPD, y^i , for each
individual in the training set. Finally, the predicted value
of marbling score EPD can be computed in the testing set
using a formula similar to (3). We used the hyperbolic
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in the hidden and output layers, respectively.
We used BR and scaled conjugate gradient (SCG)
back-propagation as training algorithms. The basic idea
of back-propagation algorithms is to adjust weights in
the steepest descent direction (negative of the gradient),
such that the objective function decreases most rapidly
[22]. However, in practice, this does not necessarily pro-
duce the fastest convergence, although the function
may decrease most rapidly along the negative of the
gradient. Several conjugate gradient algorithms have
been proposed, in which a search is performed along
conjugate directions, generally leading to faster conver-
gence to a local function minimum than steepest des-
cent directions [22,23]. On the one hand, with the
exception of SCG, the conjugate gradient algorithms
use linear searches at each iteration and thus, are com-
putationally expensive as they require that the network
response to all training inputs be computed several
times for each search. On the other hand, the SCG al-
gorithm combines a model-trust region approach with
the conjugate gradient approach and uses a step size
scaling mechanism to avoid time-consuming linear
searches [23]. Hence, SCG can significantly reduce the
number of computations performed in each iteration,
but may require more iterations to converge than do the
other conjugate gradient algorithms [22]. SCG uses the
CVES technique to prevent over-fitting, which is com-
monly used in neural networks and can improve their
predictive ability (generalization).
Training proceeds as follows. Let the data set be D =
{y, {xi}i = 1,…,n}, where xi is a vector of inputs (SNP geno-
types) for individual i and y is a vector of target variables
(EPD). Once a set of weights, w, is assigned to the con-
nections in the networks, this defines a mapping from
the input xi to the output y^i . Let M denote a specific
network architecture (in terms of numbers of neurons
and choice of activation functions), then the typical ob-
jective function used for training a neural network using
CVES is the sum of squared prediction errors (ED):




for n input-target pairs defining D.
Regularization produces shrinkage of parameter esti-
mates towards some plausible values, while at the same
time reducing their variance. In Bayesian models, re-
gularization techniques involve imposing certain prior
distributions on the model parameters. In Bayesian
ANN (e.g., BRANN), the objective function that was
specified in (4) has an additional term that penalizes
large weights, in the hope of achieving a smoother map-
ping. Gradient-based optimization is then used tominimize the following function, equal to a penalized
log-likelihood,
F ¼ βED Dð jw;MÞ þ αEW wð jMÞ; ð5Þ
where EW (w|M) is the sum of squares of network
weights, M is the ANN architecture, and α and β are
positive regularization parameters that must be esti-
mated. The second term on the right hand side of (5),
known as weight decay, favors small values of w and de-
creases the tendency of a model to over-fit the data.
Hence, training involves a tradeoff between model com-
plexity and goodness of fit. Large values of α lead to pos-
terior densities of weights that are highly concentrated
around zero, so that the weights effectively disappear,
the model discounts connections in the network [24,25],
and complex models are automatically self-penalized.
From equation (5), if α << β, the fitting or training algo-
rithm places the most weight on goodness of fit. If α >>
β, emphasis is placed on reducing the magnitude of the
weights at the expense of goodness of fit, while produ-
cing a smoother network response [26].
In an empirical Bayesian framework, the “optimal”
weights are those that maximize the conditional poster-
ior density P(w|D, α, β,M), which is equivalent to min-
imizing the regularized objective function F in equation
(5). Minimization of F is identical to finding the (locally)
maximum a posteriori estimates of w, denoted wMP,
which minimize ED using the back-propagation training
algorithms [24]. However, this is possible only if n > m,
where m is the number of parameters to be estimated.
Bayes theorem yields the posterior density of α and β as:
P α; βð jD;MÞ ¼ P Dð jα; β;MÞP α; βð jMÞ
P Dð jMÞ :
If the prior density P(α, β|M) is uniform, maximization
of P(α, β|D,M) with respect to α and β is equivalent to
maximization of P(D|α, β,M). Bayesian optimization of
the regularization parameters requires computation of
the Hessian matrix of the objective function F evaluated
at the optimum point wMP [27], but directly computing
the Hessian matrix is not always necessary. As proposed
by MacKay [28], the Gauss-Newton approximation to the
Hessian matrix can be used if the Levenberg-Marquardt
optimization algorithm is employed to locate the mini-
mum of F [13,29,30]. The Levenberg–Marquardt training
algorithm [31] achieves second-order training speed with-
out computing the Hessian matrix. Briefly, the Hessian
matrix is approximated as:
H ¼ J0J; ð7Þ
where J is the Jacobian matrix that contains first deriva-
tives of the network errors with respect to network
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puted as:
g ¼ J0e; ð8Þ
and network parameters are updated as:
wkþ1 ¼ wk− J0Jþ μIð Þ  J0e: ð9Þ
Here, μ is Levenberg's damping factor, which is ad-
justed at each iteration and guides the optimization
process. If the reduction of error sum of squares is
rapid, a smaller value of μ is used to bring the algo-
rithm closer to the Gauss–Newton algorithm. Alterna-
tively, the damping factor is increased to give a step
to gradient descent direction if an iteration provides
insufficient reduction in the error sum of squares [32].
Optimal values of regularization parameters, α and β,
in BRANN can be calculated as:
αMP ¼ γ
2Ew wMPð Þ ð10Þ
and
βMP ¼ n−γ
2ED wMPð Þ ; ð11Þ
where 0 ≤ γ =m − 2αMPtr(HMP)− 1 ≤m the number of
effective parameters in the neural network, and m is
the total number of parameters. Here HMP is the max-
imum a posteriori estimate of H described in (7).
BayesCπ and BayesC with π = 0




xijαj þ ei; ð12Þ
where yi is the marbling score EPD for the i
th animal; μ
is the overall mean; αj is the substitution effect associ-
ated with the jth SNP (j = 1,…, p); xij is an indicator vari-
able corresponding to the genotype at the jth SNP (0, 1,
2) for the ith individual, and eieN 0; σ2e  is a residual
term, where σ2e is the residual variance.
The BayesCπ model [7] assumes that each SNP effect
is null with probability π, or that it follows a normal dis-
tribution, N 0; σ2α
 




eN 0; σ2α  with probability 1−πð Þ
¼ 0 with probability π :
 ð13Þ
Here, σ2α is a variance common to all non-zero SNP
effects, which is assigned a scaled inverse chi-square dis-
tribution, χ−2 vα; s2α
 
. Furthermore, the value of π isunknown and needs to be inferred, with the prior distri-
bution of π taken to be uniform between 0 and 1,
πeUniform 0; 1ð Þ: ð14Þ
A Bernoulli indicator variable, δj, is introduced to fa-
cilitate sampling from the mixtures of the SNP effects,
as follows:
p δið jπÞ ¼ π1−δi 1−πð Þδi :
Hence, unconditionally, the variable αj follows a
univariate-t distribution, t 0; S2α; υα
 
, if δj = 1, or is equal
to zero otherwise [6]. Posterior inference of unknown
parameters in the Bayesian model via Markov chain
Monte Carlo (MCMC) implementation is described in
[7]. With a subset of, say k ≤ p, selected markers, the
statistical model takes the same form as (12), replacing p
with k for the number of markers.
By assuming that all k of the selected SNPs (based on
the posterior model probability and including the fre-
quency of marker k during MCMC) have non-null
effects on the quantitative trait, we define a BayesCπ
model with π = 0, which was used for the statistical in-
ference and model cross-validation subsequent to selec-
tion of markers (referred to as post-selection hereafter).
So, posterior inference in BayesCπ with π = 0 was as for
BayesC π, except that π was fixed at zero and hence sam-
pling of the indicator vector δ was no longer relevant.
Computational implementation
MATLAB [31] was used to fit the ANN. Each neural net-
work consisted of three layers (i.e., input, hidden and out-
put layers). The number of neurons in a single hidden
layer varied from 1 to 4. Each ANN had 2421 (or 700) in-
puts (SNPs). Before processing, MATLAB automatically
rescaled all input and output variables using the
“mapminmax” function such that they resided in the range
[−1, +1], to enhance numerical stability. Two combina-
tions of activation functions were used: (i) a set of hyper-
bolic tangent sigmoidal activation functions from the
input layer to the hidden layer, plus a linear activation
function from the hidden layer to the output layer, and (ii)
a set of linear activation functions from the input layer to
the hidden layer and from the hidden layer to the output
layer. Training was stopped if any of the following criteria
were met: (i) a maximum number (1000) of epochs was
reached, (ii) performance had met a pre-specified (the
performance function for feed-forward networks is the
mean square error) level, (iii) the gradient was below a
suitable target, or (iv) the Levenberg-Marquardt parameter
exceeded 1010.
For each ANN architecture, eight replicates were run.
Each replicate was independently initialized, in order to
eliminate spurious effects caused by the starting values,
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sented as averages across the eight replicates per ANN
architecture.
BayesCπ with π set equal to zero (referred to as the
BayesCpC procedure) was implemented via a high-
throughput computing pipeline to select SNPs for post-
selection statistical inference and cross-validation [5].
This pipeline ran multiple chains for both feature selec-
tion and cross-validation. A three-fold cross-validation
approach was employed, in which the whole dataset was
divided into three approximately equal portions, with
two-thirds used for training and one-third used for test-
ing, and the portions used for training and testing were
rotated three times. Each cross-validation experiment
was randomly replicated eight times. Three parallel
MCMC chains were run for each feature-selection ana-
lysis, and each consisted of 50 000 iterations after a
burn-in of 5000 iterations, thinned every tenth iterate.
MCMC sampling for each cross-validation consisted of
100 000 iterations, with a burn-in of 10 000 iterations,
thinned every tenth iterate.
Results
Determination of an optimal SNP panel size
The predictive performance of each ANN was examined
using either the 3K-SNP panel or an optimal subset of 700
selected SNPs. The latter were derived from the 3K-panel,
selected using the BayesCpC procedure with three-fold
cross-validation. This was accomplished by examining the
prediction performance of varying panel sizes from 100 to
2400 SNPs in 100-SNP increments, and the optimal set
that gave the best prediction in cross-validations was iden-
tified. The reason for not choosing the optimal subset
based on ANN models was because the selection tasks
with a grid of 24 candidate SNP-panels of varying sizes
were too computationally intensive for BRANN. Never-
theless, the parallel-BayesCpC pipeline handled this task
easily, because all jobs were submitted to run in parallel
on a cluster of dedicated computers.
As shown in Figure 3a, the correlation between marb-
ling score EPD and their fitted values in the training set
(referred to hereafter as fitting accuracy) increased al-
most monotonically with panel size, until reaching a
plateau at a panel size of 1400 SNPs. However, the
correlation between marbling score EPD and their pre-
dicted values in the testing set (referred to hereafter as
predictive accuracy) reached its peak (0.863) with a
panel size of 700 SNPs, and decreased thereafter. The
decrease in prediction accuracy with > 700 selected
SNPs possibly reflects over-fitting in the training set,
which, in this case, happened much before the panel size
exceeded the training set size (i.e., approximately 2000
animals). Hence, with Bayesian regression models, pre-
diction using more SNPs may not necessarily yield betterresults than prediction using a smaller panel, yet the op-
timal panel size may depend on many factors. In this
study, we empirically chose the 700-SNP subset as the
optimal panel. The fitting accuracy in the training set
and predictive accuracy in the testing set using the opti-
mal 700-SNP subset are illustrated in Figure 3b.
Determination of an optimal ANN architecture
The performance of the ANN architectures was exa-
mined based on the sum of squared errors (SSE) of
prediction with a 3K panel, averaged over eight inde-
pendent replicates of each ANN, for both BRANN and
SCGANN. Each ANN had a distinct combination of
training algorithm, transformation method, and number
of neurons, but both, BRANN and SCGANN, had an
input of 3K SNPs. The average SSE ranged from 13.936
to 16.882 for BRANN, and from 36.531 to 39.571 for
SCGANN. Smaller SSE were produced by BRANN with
nonlinear activation functions and from 2 to 4 neurons,
and by SCGANN with nonlinear activation functions
and from 1 to 4 neurons. There was no evidence that
more complex networks (e.g., with more neurons or a
non-linear transformation function) produced better
predictions than the linear model, as the ANN were
similar in terms of their SSE. Possibly, this was because
marbling score EPD is estimated under an additive
model of inheritance in which additive genetic merit has
a linear relationship with SNP effects. Nevertheless,
BRANN performed as well as the linear models when
predicting this linear system. Also, BRANN consistently
produced a more accurate prediction of marbling score
EPD than did SCGANN. On average, SSE obtained from
BRANN were about 40% to 50% of those obtained from
SCGANN (Figure 4). This is attributed to the use of
Bayesian regularization, which handles over-fitting better
than does the SCG back-propagation.
Predictive performance using the 3K-SNP panel
BRANN and BayesCpC performed very similarly with
the 3K-SNP panel and both methods yielded higher pre-
diction accuracies than did SCGANN (Figure 5). On
average, the correlation in the training set was 0.941
with BayesCpC. This correlation ranged from 0.942 to
0.967 with BRANN, and from 0.796 to 0.897 with
SCGANN. The average correlation (in the testing set)
was 0.776 with BayesCpC, and ranged from 0.776 to
0.807 with BRANN, and from 0.653 to 0.689 with
SCGANN. In general, these correlations increased
slightly with the number of neurons, but no consistent
pattern was observed (Figure 5).
With the 3K-SNP panel, the number of SNPs (i.e., 2421)
exceeded the number of animals (~2000 animals) in the
training set. This means that there were more parameters























Number of Selected Markers X 100
Training Testinga
b
Figure 3 Selection of an optimal SNP panel size for predicting marbling score expected progeny difference (EPD) using the Bayes CpC
approach. (a) Correlations between marbling score EPD and their fitted (predicted) values in the training and testing sets, where the SNP panel
consisted of 100, 200,…, 2400 markers, respectively; (b) correlation between EPD (input values) and fitted values in the training set (upper) and
correlation between EPD (input values) and predicted values in the testing set for the optimal set of 700 SNPs (lower).
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dictive performance of BRANN over SCGANN: Bayesian
regularization imposes a penalty for model complexity
and prevents over-fitting, while SCGANN captures both
signal and noise in the training set, leading to poor predic-
tion. The results illustrate that ANN with Bayesian
regularization can behave better than ANN with SCG
back-propagation. BRANN penalize the estimation of
large weights to achieve a smoother mapping, which leads
to effectively more parsimonious models.
In the BayesCpC procedure, the BayesCπ model pos-
tulates that a portion, π, of all SNPs have no effect on
marbling EPD. In a high-density SNP panel, π is typically
expected to be large, meaning that the portion of “sig-
nal” SNPs, 1 - π, is small, and the chance of over-fitting
is reduced. Using the Illumina Bovine3K SNP genotypes,the posterior mean (standard deviation) of π was 0.621
(0.0830), based on 2421 polymorphic SNPs; this means
that, on average, 918 SNPs were fitted in the model at
each MCMC iteration. Hence, over-fitting was not a
concern. Posterior densities for π are shown in Figure 6
and were computed using posterior samples obtained
from each of the three parallel chains and from all
pooled samples of the three chains. The density plots for
the three parallel chains highly resembled each other
and had similar means, indicating that convergence and
length of the MCMC chains were appropriate for π. We
noticed that the estimate of π obtained from the 3K
panel was smaller than that based on BovineSNP50 geno-
types, because the latter has typically been greater than
0.95 [5]. Thus, it would seem that, with a low-density SNP
panel, the interpretation of SNPs having putatively non-
Figure 4 Sum of squared errors (y-axis) in the testing sets, computed as averages from eight replicates for Bayesian neural networks
(BRANN) and ANN coupled with the SCG algorithm (SCGANN), for ANN with different numbers of neurons.
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http://www.gsejournal.org/content/45/1/34zero effects on the target traits should be taken with cau-
tion, because many could be distant from the functional
genes or quantitative trait loci. We also observed that the
selected number of SNPs having non-zero effects based
on BayesCπ in the training set did not correspond to the
number of SNPs in the optimal SNP panel for prediction
(918 vs 700 SNPs). We suspect that parameter π in a
BayesCπ model does not fully inform on the size of an op-
timal SNP panel for prediction; a model that describes































Figure 5 Correlations between marbling score expected progeny diff
values using BayesCpC and BRANN and SCGANN with different numb
1training = correlations in the training sets; testing = correlations in the tes
model is used for feature selection and BayesCπ with π = 0 is used for pos
neural network with Bayesian regularization; SCGANN = artificial neural netthe best predictions when generalized beyond the training
set. This phenomenon is referred to as poor generalization
in machine learning methods [12].
Predictive performance using the700-SNP panel
Unlike the case with 3K-SNPs, prediction using the
selected 700-SNPs was not challenged by over-fitting.
Hence, we observed a smaller difference in prediction
performance between BRANN and SCGANN because
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Figure 6 Posterior density for parameter π in the BayesCπ model obtained from three parallel chains and from pooled samples of the
three chains.
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http://www.gsejournal.org/content/45/1/34With the 700-SNP panel, the predictive performance of
BayesCpC was slightly better than that of BRANN,
possibly because the subset of SNPs was optimal, at least
as selected by BayesCpC. As expected, BayesCπ and
BRANN outperformed SCGANN in the prediction of
marbling score EPD but differences in performance were
smaller with the 700-SNP panel than with the 3K-SNP
panel. Average prediction accuracy was 0.863 with
BayesCpC and ranged from 0.843 to 0.858 with BRANN,
whereas the average prediction accuracy with SCGANN
ranged from 0.743 to 0.793. For both BRANN and
SCGANN, the difference in predictive accuracy between
the linear and non-linear activation functions was negli-
gible (Figure 7).
Discussion
We investigated the predictive performance of ANN in
comparison to a hierarchical Bayesian regression model,
using 3K-SNP and 700-SNP panels. The 700 SNPs were
preselected from the former based upon their power to
predict marbling EPD. Various ANN architectures to
predict marbling score EPD were examined, in conjunc-
tion with two training algorithms, two types of activation
functions, and from 1 to 4 neurons in the hidden layer.
We did not observe significant differences in predictive
accuracy between linear and non-linear models, prob-
ably because the relationship between marbling score
EPD and SNP effects is theoretically linear. An EPD
produces a smoothed data point based on additiveinheritance, and this smoothing may mask non-linear
variation in the response variable. A better way to
analyze this trait would be to remove variation due to
contemporary groups from the field data and then
analyze individual marbling phenotypes, but this was not
possible here because we did not have access to the raw
data, which were, in general, collected on progeny of the
genotyped bulls. The accuracy of EPD varies between in-
dividuals, which suggests that the residuals may be
heteroscedastic due to unequal prediction error vari-
ances. An alternative is to use deregressed EPD as the
target variable, for which the parent averages are re-
moved and appropriate weights can be applied to ac-
count for heteroscedastic residuals [33]. Some reports
suggest that training on deregressed EBV could generate
higher accuracy of genome-enhanced breeding values
than training on EBV [34]. However, the main purpose
of the present research was to investigate the predictive
performance of ANN in comparison with Bayesian re-
gression models in a linear system. We used EPD instead
of deregressed proofs because correct deregression in-
volves matrix operations (the data available were incom-
plete for correct deregression), or approximations. Both
EPD and deregressed EPD are heteroscedastic because
of an unequal amount of information, but the neural
network software used did not allow for incorporation of
heteroscedasticity in a straightforward manner.
In genomic selection, the joint estimation of a genome-
































































Figure 7 Correlations between marbling score expected progeny differences in the training (testing) sets and their fitted (predicted) values
using BayesCpC and BRANN and SCGANN with different numbers of neurons in the hidden layer and using 700 SNPs. 1training = correlations
in the training sets; testing = correlations in the testing sets; 2BayesCpC = Bayesian regression model, where BayesCπ is used for feature selection and
BayesCπ with π = 0 is used for post-selection statistical inference and cross-validation; BRANN = artificial neural network with Bayesian regularization;
SCGANN = artificial neural network with scaled conjugate gradient back-propagation.
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http://www.gsejournal.org/content/45/1/34small n” problem, meaning that there are many more pa-
rameters to estimate than there are data points. This leads
to over-fitting of the model in the training set and poor
predictive performance when generalized to the testing set.
With the 3K-panel, the number of animals (n ≈ 2000) in
the training data set was less than the number of SNP
markers (p = 2421). Hence, over-fitting might occur with
linear regression models. The same is true for ANN
models. In the ANN with 4 neurons, for example, there
were approximately 9700 weights and bias parameters to
estimate, which is much more than the number of data
points in the training set. Hence, variance shrinkage (as oc-
curs in the hierarchical Bayesian regression models) or
Bayesian regularization (as occurs in BRANN) plays a cru-
cial role in attenuating “over-fitting” and attaining reprodu-
cible predictive performance. In ANN, the effective
number of parameters used in the model is typically less
than the total number of weights, because some weights
do not contribute due to shrinkage. Thus, over-fitting is at-
tenuated and a model that generalizes well can potentially
be attained [35]. In BRANN with the 3K-panel, for ex-
ample, the effective number of parameters was 1282, 1213,
1031, 999 and 998, respectively, for linear and 1-, 2-, 3-
and 4-neuron nonlinear architectures. These numbers are
much smaller than the actual number of parameters in the
models or the number of data points (ranging from 1946
to 2060 EPD) in the training set.
On the one hand, parametric statistical approaches
have limited flexibility for modeling high-order non-
linear interactions that may be important for complex
traits [36,37]. On the other hand, neural networks havethe potential to capture nonlinear relationships and may
be useful in the study of quantitative traits under complex
gene action, given suitable inputs. In a previous study, it
was shown that non-linear neural networks outperformed
a benchmark linear model when predicting phenotypes,
especially in inbred wheat lines where cryptic gene inter-
actions are expected [14]. In the present study, the pre-
dictive ability of BRANN was similar to that of BayesCpC
with the 3K-panel and the selected 700-SNP panel. In
addition, there was no difference in predictive ability be-
tween linear-ANN and non-linear ANN. We expected this
because marbling score EPD are estimated under an addi-
tive linear model and so they should be predicted ad-
equately under an ANN with a linear activation function.
Nevertheless, we found that non-linear ANN with Bayesian
regularization behaved as well as the linear models when
predicting an additive target. Our results support the idea
that ANN with Bayesian regularization can act as univer-
sal approximators of linear or non-linear functions of
interest in breeding contexts.
Although BRANN consistently yielded better predictions
than SCGANN, computing time with BRANN may restrict
the application of these models. BRANN training updates
the weights and biases using Levenberg-Marquardt op-
timization, and its computing time can increase drastically
with the number of SNPs included in the model. For ex-
ample, while it took only about 4 minutes to perform 1000
iterations for a BRANN with 1 neuron for the 700-SNP
panel, 112 minutes were required for the 3K-SNP panel.
The 3K-SNP analysis also consumed tens of times more
memory. Thus, the application of BRANN to high-density
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http://www.gsejournal.org/content/45/1/34chips (say 50K SNP or higher) is a significant challenge and
improvements in the algorithms are needed before BRANN
can be practically applied to genomic selection. One solu-
tion is to use (distributed) parallel computing, as we did
with the high-throughput computing pipeline that imple-
ments hierarchical Bayesian regression models [38]. The
SCG training algorithm was proposed to avoid the time-
consuming search employed in BRANN, with significantly
reduced computing time per iteration. However, the SCG
back-propagation approach yielded worse predictions than
both BRANN and the Bayesian regression models.
Finally, we found that feature selection may be import-
ant for Bayesian regression models because a model
using all SNPs did not necessarily give the best predic-
tion of marbling EPD. This situation is unlike ridge re-
gression best linear unbiased prediction, or the G-BLUP
method [38,39], where a model that includes all markers
would typically be favored due to the increase in accur-
acy that comes with including additional markers.
Conclusions
ANN with Bayesian regularization can perform as well
as linear Bayesian regression models in predicting addi-
tive genetic values. ANN may be useful for predicting
complex traits using high-dimensional genomic informa-
tion and capture nonlinearities, and do so adaptively.
While the selection of models of varying dimensions
may be an issue worth exploring, it brings tremendous
computing challenges, particularly when the data set is
large. Hence, high-performance computing will be re-
quired for genomic selection using Bayesian regression
models or artificial neural networks.
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