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The need for ﬂexible manufacturing systems (FMSs) has become of utmost importance
over the last years due to the ﬁerce competition present in the manufacturing industry
as well as the ever decreasing product life spans and the markets attempts to respond to
customers’ changing needs. These systems allow us to react quickly to changes, however
this ﬂexibility costs both time and money. Given this fact, it would be desirable to reduce
costs by testing potential implementations before using them. We will use a timed process
algebra called BTC (for bounded true concurrency) to face up to this challenge. We have
developed this algebra by extending CSP in order to consider the duration of actions and
the context (resources) in which processes are executed. This new algebra is able to take
into account that the resources in a systemmust be shared by all the processes. So, we can
ﬁnd two kinds of delays in the execution of a process: delays related to the synchronization
of processes, and delays related to the allocation of resources. Once FMSs are speciﬁed by
means of BTC, we will focus our attention on the performance of the system which will be
variable depending on the number of available resources. For this, we have developed a
performance algorithm and a tool which implements it. Three examples are used to show
how an FMS can be speciﬁed and how the algorithm and the tool work, allowing us to
obtain the best performance with the lowest cost.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
During themid 1960s, knifemarket competition becamemore intense. In the period between 1960 and 1970, cost became
the primary concern. Later quality became a priority. As the market became more and more complex, delivery speed became
vital for any customer and a new strategy was formulated: Customizability. Companies have to adapt to the environment in
which they operate to bemore ﬂexible in their operations and to satisfy differentmarket segments (customizability). Flexible
manufacturing systems (FMSs) have been developed with the hope that they will be able to tackle these new challenges
and achieve a balance between product standardization and manufacturing ﬂexibility. A competitive FMS is expected to
be ﬂexible enough to respond to small batches of customer demand and, due to the fact that the construction of any new
production line is a large investment, current production lines must be able to be reconﬁgured to keep up with increased
frequency of new product designs.
This new kind of systemsmust be studied in a formal framework, which is a challenge bearing inmind that in any FMSwe
ﬁnd important characteristics tomodel: sequential relations and concurrent ones, events thatmust occur in an asynchronous
way and others that require synchronization, as well as resources that need to be used inmutual exclusion to avoid conﬂicts,
for example a resource robot. We must also assure that deadlocks do not arise.
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This challenge can be faced by means of a bounded true concurrent process algebra called BTCwhich is based on CSP [1].
We have extended CSP syntax in order to consider the duration of actions using a timed preﬁx operator, and the operational
semantics has also been extended to consider the context (resources) in which processes are executed. This new algebra
takes into account that the resources in a system must be shared by all the processes. So, if there are more processes
than resources then not all of them can be simultaneously executed. A process has to wait until it allocates the resources
needed to continue its execution. This means that we can ﬁnd two kinds of delays in the execution of a process: delays
related to the synchronization of processes, and delays related to the allocation of resources. The former is usual in a
(theoretical) concurrent context, but the latter is only taken into account if we consider a limited amount of available
resources.
BTC is able to consider heterogeneous resources and distinguish between preemptable and non-preemptable resources (a
preemptable resource can be preempted from a process and reallocated without side effects while with a non-preemptable
one problems can arise).
Once the formal resource-aware model has been deﬁned and we are able to perform clear and precise speciﬁcations, we
can use these speciﬁcations for veriﬁcation or/and performance evaluation. The focus now lies on performance evaluation,
more speciﬁcally the study of FMSs to obtain the utmost performance with the minimum number of resources.
To tackle this problem, timed characteristics of the system can be captured by means of BTC. Then, starting from the
operational semantics, a state transition graph can be developed and, solving a minimum-cost path problem, we are able
to solve a performance optimization problem relevant to the minimization of the maximum completion time. A tool called
BAL has been developed which carries out this task automatically and allows us to easily obtain the results laid out in this
paper.
This tool can be used for two different purposes. On the one hand, if a ﬁxed number of resources are known, different
conﬁgurations for obtaining the best performance of the FMSs can be simulated. On the other hand, if some speciﬁcations
are known beforehand, we can ﬁnd the appropriate number of resources of any type that are needed to fulﬁl some time
requirements. We will attempt to demonstrate this by means of examples in this paper.
The layout of the paper is as follows. Firstly, an outline of the FMSswill be presented in order to put ourwork in context. In
Section 3 relatedworkwill be outlined and in Section 4 the syntax and semantics of BTCwill be explained. Later, in Section 5,
an explanation of the methodology we have used will be given in order to specify an FMS, and a case study will be presented
which allows us to conﬁrm that BTC is capable of specifying FMSs. The results of this paper are presented in Section 6 where
we carry out performance evaluation and obtain results which can be of help for improving the performance of a system.
Finally, a conclusion will be given offering suggestions for future work.
2. Overview of ﬂexible manufacturing systems
No attempt will be made to explain in depth what an FMS is. Our explanation will be limited to put out work in context
in this subject.
An FMS is a production system where a discrete number of raw parts are processed and assembled by controlled
machines, computers and/or robots. It generally consists of a number of machine tools, robots, material handing, stor-
age systems and computers. A typical FMS can fully process the members of one or more part families on a contin-
uing basis without human intervention and is ﬂexible enough to suit changing market conditions and product types
without buying other equipment (the concept "ﬂexible" can refer to machines, processes, products, routings, volume or
productions).
Usually, manufacturing transformation processes are classiﬁed into continuous (chemical and oil industries, for instance)
and discrete (consumer goods and computer industries, for example). According to the type of transformations to be car-
ried out during the manufacturing process, discrete manufacturing systems are classiﬁed into assembly and non-assembly
processing. The assembly processes combine several components to obtain a different product, while the non-assembly
processes concern the transformation (machining, moulding, painting, etc.) of raw materials.
This paper will focus on the speciﬁcation and performance evaluation of discrete assembly/non-assembly FMSs.
An FMS is composed of two parts: The physical one, which is composed of the physical resources, and the control part,
which determines how to use the physical part in order to organize and optimize the production process. As summarized in
[2], the control part can be split into several levels:
• Planning. This considers both the whole plant and the estimated demand. It considers the production on a long time
horizon, establishing the way in which the products needed will be produced.
• Scheduling. Going down in the hierarchy, this lays down when each operation for each product must be carried out.
• Global coordination. This level must have an updated state of the workshop and must also make real-time decisions
taking into consideration the state of each resource and the state of the parts being processed.
• Subsystem coordination. The global coordination system can be decomposed into modules specialized for the coordi-
nation and supervising of subsystems: a transport system, a robot, a buffer, etc.
• Local control. This is the lowest level of the hierarchy, and is in charge of the interactionwith sensors andother low-level
components.
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We focus on the problems that arise at the global coordination level, but this is not to say that it is the only stage where
our language can be applied.
3. Related work
This newkind of systemsmust be studied in a formal framework. Over the last fewdecades, themodelling and the analysis
of FMSs has been closely studied by control theorists and engineers. More speciﬁcally, in dealing with behaviour analysis,
various behaviour models are used to establish the dynamic relationships among the occurrence of events, operations and
states of the system. These behaviour-modelling techniques include the classical ﬁnite state machines [3], Petri nets [4,5]
and rule models [6]. Several problems have not been solved given that complex FMSs are hard to model and analyze owing
to the complexity and the dimension of real FMSs.
The methods proposed (mainly Petri Nets) include both top-down and bottom-up approaches. Methods belonging to the
top-down class [7] start from an aggregate model of the system that is progressively reﬁned. They are suited for FMSs which
consist of loosely coupled components. Methods belonging to the bottom-up class [8] start from sub-models and integrate
them, but they are more difﬁcult to validate. Hybrid methodologies [9] combine the features of top-down and bottom-up
approaches. In [4] amodular approach is describedwhich uses Petri Nets building blocks to obtain FMSs performancemodels
in such a way that some properties are preserved when the predeﬁned modules are coupled.
The approach we have taken is bottom-up but with an important advantage, it inherits all the attractive features of
process-algebraic approaches making easier the modular and hierarchical speciﬁcation. Thus, the system can be split into
subsystems, thereby making specifying, analyzing and performance evaluation on these subsystems easier.
Flexible cells have been taken into consideration. Two ormore elements are considered a ﬂexible cell and two ormore cells
are considered a ﬂexible manufacturing system. Even in ﬂexible cells, the complexity can be high, so a work methodology
has been designed which makes our work easier. However these works focus more on the problem of deadlock in FMSs
(deadlock detection and recovery [10], deadlock avoidance [11] and deadlock prevention [12]).
Thework developedwith PEPA (performance evaluation process algebra) [13] is related to our studies. PEPA is a stochastic
extension of classical process algebra where duration of actions is represented by an exponentially distributed random
variable. PEPA works in interleaving and the most important difference is regarding the speciﬁcation of resources. PEPA
needs to model any resource as a process, which is artiﬁcial and generates bigger and complex speciﬁcations. BTC is not a
stochastic algebra and uses discrete time.
ACSR, a process algebraic approach to the speciﬁcation and analysis of resource-bound real-time systems is introduced in
[14]. In that process algebra, the use of shared (heterogeneous) resources is represented by timed actions and synchronization
is supported by instantaneous events. Timed actions are always executed for one time unit (tick) and they consume a set of
resources during that time. ACSR supports also priorities which are used to decide among processes (actions) competing for
resources. In [15] an extension of ACSR considering dense time is presented. In that model, timed actions have a duration
given by a positive and ﬁnite real number u, where Au represents the execution of a resource-consuming action A for a time
u. Synchronization between timed actions is allowed but only in the case that both actions have the same duration and they
use disjoint sets of resources. Other interesting extensions of ACSR is PACSR (probabilistic ACSR), presented in [16], where
resources can fail with associated failure probabilities.
The approach taken in ACSR and extensions is slightly different from ours. In ACSR, a timed action is a set of pairs
(resource, priority), and two (or more) timed actions may be executed simultaneously only if they use different resources. Let
us consider a system with two processors. If we have three processes that use different resources, then the three processes
may be executed simultaneously, but, actually, we have only two processors. In order to consider that there are only two
available processors, we need to consider two resources, cpu1 and cpu2, each one representing one processor (in ACSR it is
not allowed to have two units of a resource). As an example we can consider the following three processes (in ACSR syntax):
P = {(cpu1, 1)}1 : NIL, Q = {(cpu2, 1)}1 : NIL and R = {(cpu1, 1)}1 : NIL. Then we have that in the ﬁrst step P and Q or R and Q
may evolve simultaneously, but not P and R because they share the resource cpu1. In other words, resources are statically
assigned to processes. This does not occur in our model where resources are dynamically assigned to processes.
Other distinguished work modelling FMSs is the Chi language [17,18]. The basis of this language is called discrete Chi.
This is a discrete event simulation language with probabilistic constructs (extensions of it in different direction exist). Its
original goal was to model manufacturing systems and achieve useful results in this ﬁeld. An important difference with
BTC is that in the Chi language, parallel processes interact by means of shared variables or by means of synchronous point-
to-point comunication/synchronization via a channel. The parallel composition a‖b synchronizes the time behaviour of a
and b, interleaves the action behaviour of a and b, and synchronizes matching send and receive actions. BTC works with
bounded real parallelism. It means, BTC considers that (a|b) ≡ (a.b + b.a), thus allowingmore than one action to be executed
at the same time, while in an interleaving behaviour, just one action can be executed at the same time. Actually, BTC takes
into account all cases between the two alternatives. When the shared resource is the processor, then, as we will explain
later, considering only one resource unit, an interleaving approach is used. On the other hand, when inﬁnite resources are
considered, a true concurrency approach is obtained. From this point of view, our model extends both interleaving and true
concurrency based models.
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4. The language BTC
A timed process algebra called BTC (Bounded True Concurrency) has been developed from CSP using Hennessy notation
[19]. BTC takes into account that the available resources in a system have to be shared by all the processes and is able to
consider heterogeneous resources of any type (preemptable and non-preemptable), which makes it suitable for specifying
FMSs.
Three kinds of actions are dealt with: timed actions (ActT ) which use time (and resources if they need); untimed actions
(ActU) which use neither time nor resources (actions for synchronization); and special actions (ActS), which use resources
but not time (for non-preemptable resources modelling).
Let ActT be a ﬁnite set of timed actions, ActU a ﬁnite set of untimed actions and ActS a ﬁnite set of special actions, ActU ∩
ActT = ∅,ActT ∩ ActS = ∅ and ActU ∩ ActS = ∅. The syntax of BTC is deﬁned by the following BNF expression:
P ::= stop | a.P | 〈b,α〉.P | P ⊕ P | P + P | P ‖A P | recX.P
where A ⊆ ActU , a ∈ (ActU ∪ ActS), b ∈ ActT , and α ∈N,N represents the set of natural numbers. Furthermore, we assume
a set of process variables Id ranged over by X , X ′, a set of processes P ranged over by P, Q , R, and a set of actions Act =
ActU ∪ ActT ∪ ActS .
Let c ∈ ActS be a special action, which is used to deal with non-preemptable resources which must be requested and
released. So, for each non-preemptable resourcewe have an action c to request the resource and the corresponding conjugate
action ĉ ∈ ActS which is executed when the resource is released.
In the system we can ﬁndm ∈N different types of shared resources. For each of these types we deﬁne a set Zi consisting
of all the actions which require for their execution at least one of the shared resources of this type i. If the resources are
preemptable, the actions in Zi will be timed actions and xi ∈N denotes the number of actions in the set Zi. So, each set Zi for
preemptable resources it is deﬁned as
Zi = {b1, b2, . . . , bxi }
On the other hand, if the resources are non-preemptable, we can ﬁnd just two actions in its set Zi. The action c to request
the resource and the conjugate action ĉ to release it. To be short, we have only included in Zi action c and assumed that ĉ
takes part too. Therefore, for non-preemptable resources Zi,
Zi = {ci}
Now if we put together all these Zi sets, the set Z can be deﬁned as
Z = {Z1, Z2, . . . , Zm}
where Z is composed of all the set Zi generated for each different type of shared resource. Next, we consider
N = {N1,N2, . . . ,Nm}
where Ni ∈N represents the amount of shared resources of type i available in the system.
So, for speciﬁcating a system, Z andN have to be added, that is, what actions needwhich shared resource and the number
of resources of each type in the system. Now, a system is denoted as
{[P]}Z ,N
By incorporating this information, our time process algebra BTC is able to model processes which need to use different types
of resources in their execution (heterogeneous resources), dealing with preemptable and non-preemptable resources and
taking into account the number of available resources in the system at any given time.
Let us now informally describe the interpretation of these operators. Later we will provide them with an operational
semantics, so the meaning of each operator and the relationship between them will be completely formalised.
Stop. This represents a deadlock; that is, no action can be executed.
Preﬁx. This is the classic preﬁx operator. Used to represent a process P preﬁxed by an action which does not take any
time, this action can be an untimed" or a special one. As usual, the process a.P, once the action a has been executed,
behaves like process P. Mainly, wewill use the (untimed) preﬁx operator with untimed actions to represent a possible
synchronization of a process, while wewill use it with special actions to request/release a non-preemptable resource.
Timed preﬁx. The classic preﬁx operator has been enriched with information about the time the action b carries out its
execution (the value α). The process 〈b,α〉.P, once the action b has been executed, behaves like process P.
Internal choice. This is essentially the classic internal choice operator. Given two processes P1 and P2, P1 ⊕ P2 represents
the process that behaves like P1 or like P2 as the result of an internal decision of the system.
External choice. This has also interpreted in the usual way. Given two processes P1 and P2, P1 + P2 represents the process
that behaves like P1 or like P2 as the environment requests.
Parallel composition. P1 ‖A P2 represents the parallel execution of the processes P1 and P2, where they synchronize on
the actions inA.Wewill denote by P1 ‖ P2 the parallel execution of P1 and P2 without synchronization, that is, P1 ‖∅ P2.
Recursion. The process recX.P represents the classic recursion operator,where occurrences ofX are substituted by recX.P.
This operator allows us to deﬁne inﬁnite behaviours.
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Table 1
Operational semantics.
R1a)
(a.P,N ) {a}, 0→ (P,N )
R1b)
(〈b,α〉.P,N ) {b},α→ (P,N )
R1c) 0 < α
′ < α
(〈b,α〉.P,N ) {b},α
′
→ (〈b,α − α′〉.P,N )
R1d)
Ni > 0 Ni ∈ N
(ci.P,N )
{ci}, 0→ (P,N ′)
R1e)
(cˆi.P,N )
{cˆi}, 0→ (P,N ′)
Where ∀Nj ∈N ,N′j = {
Nj j /= i
Nj − 1 j = i Where ∀Nj ∈N ,N
′
j
= {Nj j /= i
Nj + 1 j = i
R2a)
(P,N ) ⊕ (Q ,N ) {τ }, 0→ (P,N )
R2b)
(P,N ) ⊕ (Q ,N ) {τ }, 0→ (Q ,N )
R3a)
(P,N ) B,α→ (P′ ,N ′)
(P,N ) + (Q ,N ) B,α→ (P′ ,N ′)
R3b)
(Q ,N ) B,α→ (Q ′ ,N ′)
(P,N ) + (Q ,N ) B,α→ (Q ′ ,N ′)
R4)
(P,N ) B
′ , 0→ (P′ ,N ) ∧ (Q ,N ) B
′ , 0→ (Q ′ ,N ) ∧ B′ = B′ ∩ A /= ∅
(P,N ) ‖A (Q ,N ) B
′ , 0→ (P′ ,N ) ‖A (Q ′ ,N )
R5a)
(P,N ) B1,α→ (P′ ,N ′) ∧ (Q ,N ) B2,α→ (Q ′ ,N ′) ∧ Bi ∩ A = ∅ ∧ ∀i |B1|Zi + |B2|Zi ≤ Ni
(P,N ) ‖A (Q ,N ) B1 ∪ B2,α→ (P′ ,N ′) ‖A (Q ′ ,N ′)
R5b)
(P,N ) B,α→ (P′ ,N ′) ∧ B ∩ A = ∅
(P,N ) ‖A (Q ,N ) B,α→ (P′ ,N ′) ‖A (Q ,N )
R5c)
(Q ,N ) B,α→ (Q ′ ,N ′) ∧ B ∩ A = ∅
(P,N ) ‖A (Q ,N ) B,α→ (P,N ) ‖A (Q ′ ,N ′)
R6)
(P{recX.P/X},N ) B,α→ (P′ ,N ′)
(recX.P,N ) B,α→ (P′ ,N ′)
Our attention has been restricted to regular terms, for which terms recX.P must be guarded (all appearances of X in P
must be preﬁxed), and there is no parallel operator in P.
4.1. Operational semantics
Here, the main characteristics of our algebra will be outlined. We will take transitions to be triples ((P,N ), (Q ,N ), (B,α)).
We will usually denote transitions by (P,N ) B,α−→ (Q ,N ′).
It can be seen that any process comes withN which is the set representing the amount of shared resources of any type at
our disposal in the system. This information is necessary because we are dealing with non-preemptable resources, and we
need to know the availability of a resource when it is requested.
The values inN do not change unless a non-preemptable resource has been requested or released. When an action needs
a preemptable resource for its execution, this is used for just as long as the action lasts, so, after the execution, the values
in N are the same. It works even if the action has been split, since preemptable resources can be preempted from a process
and reallocated without side effects.
In Table 1 the rules of the operational semantics can be found. We assume that α,α′ ∈N, a ∈ ActU , b ∈ ActT , c ∈ ActS ,
Bi ∈ B(ActT ∪ ActU}) and B′ ∈ B(ActU).
Rule R1 represents the preﬁx operator and we have split it in order to consider the different types of actions. Rule R1a
is the classic one for the preﬁx operator when the action neither takes any time nor resources (in our language untimed
actions) and here extra information about the availability of resources in the system (N ) has been included. Rule R1b states
that, given a process P and a timed action bwith an execution time α, b is ﬁrst executed and, after α units of time, the process
behaves like P.
In ruleR1c a partial execution of the timed action b is allowed, i.e., action b is executed forα′ units of time and the remaining
time (α − α′) will be performed later on. Note that α ∈N, so it is important to underline that this rule does not generate
inﬁnite transitions. Rule R1c allows a preﬁx operator transition to be split into any number of consecutive transitions. This
rule is very similar to the rule ActT presented in [20] with the difference that, in the latter case, a dense time domain is
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Fig. 1. Non-assembly ﬂexible manufacturing cell.
considered and, consequently, an inﬁnite number of transitions are derived. In our model this does not occur because a
discrete time domain has been used.
And ﬁnally, the preﬁx operator rules for special actions are R1d and R1e, the ﬁrst one for requesting a non-preemptable
resource and the second one for releasing it. In rule R1d a special actionwhich needs a resource of type i (ci) for its execution
will be executed only if there is any resource of this type available (Ni > 0). The action represents allocating a resource, so
after it the set N must change and show that there is one less resource of the speciﬁed type. When the resource is released
the rule R1e is used and it modiﬁes the value of Ni adding one unit.
Rules R2 and R3 are the classic ones for the internal and external choice operators with additional information about the
time an action needs for its execution and the number of resources available.
Rule R4 represents the basic synchronization mechanism. Only those synchronization actions that may be performed by
processes P and Q are considered. As synchronization actions are untimed actions, the whole process evolves in 0 units of
time to P ′ ‖A Q ′.
The rule R5a captures the simultaneous execution of no synchronization actions with the restriction that, for each type
of resource, Ni actions, at most, can be executed simultaneously. These are actions which need a shared resource of this type
for their execution.
As premise has been considered that both processes may perform bags with the same time α, but this does not represent
a loss of generality because by applying rule R1c we can split transitions in order to have the same time in both premises.
Rules R5b and R5c are similar to R5a but consider that only one of the two processes (P or Q ) evolves.
Finally, Rule R6 captures the semantics for recursion in the usual fashion.
5. Speciﬁcation of FMSs
The methodology we used in our approach can be split into four phases.
1. Each single element in the cell must be taken into consideration for the purpose of deciding how it is going to
be modelled and which are its characteristics: what is a process, what is a resource and what type of resource –
preemptable/non-preemptable.
2. For each type of shared resource, we deﬁne a set consisting of the actions which need at least one resource of this type
for its execution.
3. It will be necessary to establish the number of resources of any type available in the system and how long each action
takes.
4. We still have to incorporate the traces to the different processes to achieve the whole speciﬁcation of the system.
Let us begin by reminding ourselves which are the usual components in FMSs:
• Raw parts
• Machines
• Automated material handling systems: conveyors, robots, automated articulated arms,etc.
• Storage systems: buffers (temporal storage), stores.
For each raw part, a new processwill be executed. This processwill be in charge ofmodelling the different phases the part
must go through to ﬁnish the process. We assume that we have asmany input parts in the system as we need. The remaining
elements in an FMS are considered shared resources.
To understand this more clearly, an example can be used. The ﬂexible cell shown in Fig. 1 represents a discrete non-
assembly cell in charge of painting parts.
This cell consists of two machines and an (automated) articulated arm. The articulated arm A1 picks up a part from the
input and carries it through machines (M1 and M2). Machine M1 carries out two actions with the part: wash and dry. And,
later, machineM2 paints it.
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Fig. 2. Speciﬁcation for cell in Fig. 1.
Besides the parts, which will be processes, there are three shared resources; the articulated arm and the machines. The
ﬁrst one is considered as a non-preemptable resource and themachines as preemptable ones. In this way, we have identiﬁed
and decided the type of each single element in the cell, thus concluding our methodology at this stage.
In the second stage, for each type of resource a set consisting of the actions that need at least one resource of this type for
their execution has been deﬁned. The articulated arm is a non-preemptable resource because it picks up a part and does not
release it for the time the part stays in the system. So, we need to request it when a part comes into the system and release
it when it is not necessary. For this purpose we deﬁne the action r_arm and its conjugate ̂r_arm.
The machines are preemptable resources. Machine M1 is needed in two actions; cleaning and drying, that is Z1 =
{clean, dry}, which takes 2 and 5 units of time, respectively. For painting the part we need the machineM2 (Z2 = {paint}) and
this action takes 3 units of time.
In a third phase, we need to determine the number of available resources of each type in the system. In this example,
we have supposed that we have just one resource of any type and each of them can work just with one part at a time
(N1 = N2 = N3 = 1).
At this point, the only remaining stage left is the last stage, where the formal speciﬁcation of the cell is achieved by
incorporating the traces for each process. Let us look at Fig. 2.
5.1. Case study
Once a simpliﬁed example has shown us which is the methodology we use to specify FMSs, let us continue with a system
in which we could already ﬁnd all the typical components of the FMSs. As we stated previously, our algebra (BTC) is capable
of specifying easily discrete assembly Flexible Manufacturing Cells as well as non-assembly ones. The system chosen for our
case study will contain cells of both types.
In the following cell, different types of resources can be found, to bemore speciﬁc it will havemachines, robots, conveyors
and buffers. And it will be necessary to model correctly synchronous and asynchronous actions, mutual exclusion, and, of
course, we must avoid conﬂicts and deadlocks.
The cell consists of six machines (named from M1 to M6), four robots (R1–R4), two buffers (B1 and B2), two internal
conveyors (C1 and C2) and two more conveyors to supply and take out the parts. This cell can deal with two types of parts
(A and B) which are processed and assembled into the cell (Fig. 3).
Theﬁrst phaseofAparts is performedbymachineM1orM2 and the secondphasebymachineM3. Later theyare assembled
with partial processed B parts in machineM6. On the other hand, the ﬁrst phase of B parts is carried out in machineM4 and
the second one in machine M5, afterwards they are assembled with A parts. Buffer B1 collects A parts from machines M1
andM2waiting to be processed byM3 and buffer B2 stores B parts fromM4 that must be processed inM5. Type A parts are
moved from M3 to M6 by conveyor C1 while B parts go from M5 to M6 using conveyor C2. Robot R1 is in charge of taking
parts from input conveyor and loading machines M1, M2 and M4. Robots R2 and R3 manage buffers B1 and B2 respectively:
R2 unloads M1 and M2, stores type A parts in B1 and loads M3 with parts extracted from B1. Robot R3 operates in the same
way as R2with buffer B2 and machinesM4 andM5. Finally, robot R4 takes parts frommachineM6 and places them onto the
output conveyor.
Using this approach, each machine in the system can produce/deal with only one part at a time, although we will show
later on that it is not a restriction but a simpliﬁcation for better understanding. In the same way, a system with only one
machine of any type has been described, but this restriction will not be necessary in future.
In this example, several important characteristics that are common to almost all FMSs can be found. It has sequential
relations because some events must occur in a sequential way. For example, a part in machineM5 cannot be unloaded until
the machine has ﬁnished its work. But it also has concurrency, the processing in machine M1 can be made concurrently or
in parallel with the processing in machineM2. Note that we have said concurrently or in parallel, because our model is able
to easily model the two alternatives, an important point to note.
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Fig. 3. Our ﬂexible manufacturing system.
In the example-system, some events can occur in an asynchronous way. Obviously, the end of the processing of a part
in machine M1 is asynchronous with the end of the processing in machine M2. But, at the same time, we may ﬁnd that
synchronization is necessary before machineM3 begins its processing.
The system has robots which move parts among different machines and the input/output conveyors. At any moment, a
conﬂict can arise if more than one machine/conveyor needs a robot at the same time, so a decision must be taken which is
made using a decision strategy. For example a decision strategy may be the following one: The demands to the robot are
served following a First Come–First Serve (FCFS) strategy.
And the last characteristic, although no less important, that can be found in this example is mutual exclusion. The robot
will be considered as a resource that can be used for just one process at a time. This must be used in mutual exclusion.
Now, let us now move on to the example-cell. Machines, robots, buffers and conveyors are taken as resources and there
is a type of resource deﬁned for each one. The resources modelling the machines are preemptable. For example, if machine
M2 has received more than one part, it can process them concurrently. As it is assumed (for the sake of clarity) that this
machine can process just one part at a time, this means that the execution of different concurrent processes will be made
in an interleaving way. This means that a resource of type machine M2 can be preempted and reallocated later on without
side effects.
In contrast, the resources robots, buffers and conveyors are non-preemptable. It is clear that, for example, once a robot has
played a part and begun the movement in one direction, it cannot be preempted without consequent problems.
For each type of resources, a set consisting of the actions that need at least one resource of this type for their execution
has been deﬁned. For preemptable resources (machinesMi) is deﬁned as
Zi = {process_mi}
which includes the actions executed in anymachine.We do not detail exactlywhat eachmachine executes but it is necessary
to know how long each action takes. So, action process_m1 takes 5 units of time, process_m2 3 units, process_m3 4 units,
process_m4 7 units, process_m5 8 units and process_m6 3 units.
For the non-preemptable resources, their set Zi is different. For example, a resource robot is needed to be kept throughout
thedurationof themovement.Hence, it needs tobe requestedand releasedwith the intentionofworking inmutual exclusion.
Therefore, the actions that need the robot are request_robot and release_robotwhich are named as r_ri and its conjugate r̂_ri.
The same happens with the rest of the non-preemptable resources. From this
268 M.C. Ruiz et al. / Journal of Logic and Algebraic Programming 78 (2009) 260–273
Fig. 4. Speciﬁcation for our example ﬂexible manufacturing cell.
Z7 = {r_b1} Z9 = {r_c1} Z11 = {r_r1} Z13 = {r_r3}
Z8 = {r_b2} Z10 = {r_c2} Z12 = {r_r2} Z14 = {r_r4}
One more characteristic of the resources we need to know: how many resources of each type the cell has. The system has
just one resource of each type robot, one of type M1 and M2, two of type M3 and M5, four of type M4 and three of type M6.
For the resources of type buffer and conveyor their capacities are represented and they are 8 and 9 for the resources buffer1
and buffer2, respectively and 12 for the conveyors. So
N = {1, 1, 2, 4, 2, 3, 8, 9, 12, 12, 1, 1, 1, 1}
The parts are taken as processes and it is assumed that there are as many raw parts as needed in the input conveyor. They
arrive onto the system at a rate of 2 units of time which is represented with action new. What each process performs is clear
enough and further explanation is not required.
On such a basis, the system can be modelled as shown in Fig. 4.
6. Performance evaluation
With the formal resource-awaremodel that we have deﬁned, the timed characteristics of the system have been captured.
Now let us concentrate on carrying out performance evaluation: we have to be able to estimate the minimum time needed
to reach a given state.
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Fig. 5. Performance algorithm.
Fig. 6. Transition graph.
By applying the rules of the operational semantics, we can draw up a transition graph where we can abstract the infor-
mation about actions and consider only the information about time (duration of actions). This graph is a weight-directed
graphwhere weights are always positive numbers; the problemwewant to solve is ﬁnding the shortest path form the initial
node. We can solve this problem by using a Dijkstra algorithm shown in Fig. 5 and we have programmed the tools needed
for carrying out this task in an automatic way.
Let TSi be the expected time to evolve from the initial state S0 to a state Si, and In(Si) the set of predecessor nodes of Si. For
every state Sj ∈ In(Si) an edge labelled αji exists which represents the time to evolve from Sj to Si (as shown in Fig. 6).
Then, TSi may be obtained by computing recursively the following equation:
TSi =
{
0 if Si = S0
min{TSj + αji | Sj ∈ In(Si)} otherwise
(1)
In order to compute (1), we number the n nodes of the graph from0 to n − 1, andwe assume it is represented by an adjacency
matrix where cost[i][j] is deﬁned as follows:
cost[i][j] =
{
αij if Si ∈ In(Sj)
∞ otherwise
Usually, the number of states in a transition graph for a real system is very large, so a tool to perform this task in an automatic
way is needed. This tool has also been developed, which will be called BAL.
Once a speciﬁcation of a system has been made by mean of BTC, the tool begins its work which can be split up into three
stages. In the ﬁrst one, a syntactic analyzer checks the speciﬁcation. If everything is correct, the second stage begins. Here
the tool, by applying the rules of the operational semantics, draws up the relevant transition graph and continues with the
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Fig. 7. Example: an assembly cell.
last stage in which theminimum time needed to reach the ﬁnal state from the initial one is calculated and the path obtained
is shown.
Let see how it works with an example. We have chosen an example which deals with an useful type of cell: an assembly
cell which is included in almost any FMS. Our cell consists of threemachines and a robot. MachineM1 produces parts of type
A andM2 produces parts of type B. Later, machineM3 assembles one part of each type to obtain the ﬁnal product that leaves
the assembly cell. The movement of parts inside the cell is carried out by the robot which works in mutual exclusion (Fig. 7).
This example encloses all the important characteristics of FMSs and its analysis is representative enough to show the power
of BTC algebra.
In this system we have four types of resources, i.e., three machines (M1, M2 and M3) and a robot. The resources that
modelled the machines are preemptable and the resource robot is non-preemptable. For each we deﬁne a set consisting of
the actions that need (at least) one resource of this type for their execution. For preemptable resources (M1,M2 andM3) we
deﬁne as follows:
Z1 = {process_m1} Z2 = {process_m2} Z3 = {process_m3}
which include the actions executed in any machine. The actions that need the non-preemptable resource, robot, are r_robot
and its conjugate ̂r_robot, so
Z4 = {r_robot}
We have mentioned that, for this example, we suppose that we have just one resource of any type, thenN = {1,1,1,1}. On this
basis, we can model the system considered as seen in Fig. 8.
It is assumed that there are as many raw parts as necessary in the input conveyor, so the system starts moving a raw part
to a machine M1 and another one to machine M2. After this, the ASSEMBLE process starts.
With the formal resource-awaremodelwe have deﬁned, the timed characteristics of the systemhave been captured. Now,
using our performance algorithm, we can aim to work in two different ways; we can ﬁnd theminimum number of resources
needed to obtain a required performance of a system or evaluate the performance of an established system to research any
improvement.
In this example, we already have an established system, which we are going to study to see if it can be improved, i.e., if a
better completion time can be achieved.
Starting from the operational semantics, we are able to make its state transition graph. Then, we use the performance
algorithm to estimate the time required to evolve between states. More precisely, we calculate the time evolved from the
initial state to the ﬁnal one, so we can ascertain the number of completion parts per unit of time (throughput).
Conﬂicts are presented in the system which leads to non-determinism. This means, the resource robot is requested by
different processes and it is necessary to decide which one is served ﬁrst. To avoid, as far as possible, this non-determinism
we use some decision strategies. We employ an FCFS strategy in the use of the robot, but it could be the case that in the same
unit of time two different processes request the robot, therefore some kind of priority must be established. Let us begin by
giving to process B (process which deals with parts of type B) more priority to enter in the FCFS queue.
By such a premise and by means of the performance algorithm, the result is that the system needs 19 units of time
to process the ﬁrst part and gets an interdeparture time of 13.06 units, that is, it has a throughput of 0.0765 (the system
can process, on average, 0.0765 parts per unit of time). But any change in the physical requirements of the system or in
the decision strategies can lead us to different results. If we change just the entrance priority in the robot queue, so that
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Fig. 8. Speciﬁcation for the assembly cell example.
Table 2
Results when processing 100 parts in the assembly cell.
1 Robot 2 Robots
Priority −→ Process Process Process Process Process Process
A B ASSEMBLE A B ASSEMBLE
Flow time 1st part 19 19 19 17 17 17
Interdeparture time 11.16 13.06 11.08 11.06 11.06 11.06
Throughput (×100) 8.96 7.65 9.02 9.04 9.04 9.04
processes for parts A now have higher priority, the result is that the system takes again 19 units of time in processing the
ﬁrst part but now its interdeparture time is 11.16 units of time with a throughput of 0.0896. And when the highest priority
is given to a process in charge of the assembly, then the interdeparture time is 11.08 units and the throughput is 0.0902.
We can observe that only by changing the decision strategy we can obtain different results in this little cell with only three
machines. This allows us to see the advantages obtained by being able to compare and evaluate the results of different
speciﬁcations.
It could be said that the shared resource robot seems to cause a bottleneck and that, if we had two robots the system
throughput would be better. To study this supposition, we use our speciﬁcation and change the values in N , increasing up
to two the number of resources of type robot (N = {1, 1, 1, 2}). We generate the transition graph and use the performance
algorithm to check what happens in this supposition.
In order to carry out a more accurate comparison with the previous results, we can calculate the throughput of the
system for the same three variations shown in the previous supposition where the system had only a resource Robot (higher
priority for coming in the FCS queue for processes A, B or Assemble). With these premisses we discover that when the
system has two resources Robot, this decision does not inﬂuence because in the three suppositions the system has an
interdeparture time of 11.06 units. This result makes much more sense due to the fact that the more resources of type Robot
there are, the fewer conﬂicts will happen and the decision strategies are not needed so often, hence losing inﬂuence on the
results.
Let us compare these results with the ones obtained when the system had only a resource Robot. In Table 2 these data
have been gathered together.
We can observe that the throughput of the systemwith two robots (0.0904) is close to the one when there is only a robot
(0.0902) if the decision strategy chosen is the correct one (in this case, giving priority to the ASSEMBLE process in robot
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Table 3
Results with the slower Robot in the assembly cell.
1 Robot 2 Robots
Flow time 1st part 63 41
Interdeparture time 45.18 24.97
Throughput (×100) 2.21 4.00
queue entrance). Now, we will turn to the system designer. With two robots the system will have a similar throughput to
that with only one if the decision policy is correct. Is it worth using a new robot? In this case it seems clear, but sometimes
more parameters have to be taken into account.
In the market, there are many types of robots with important differences in their technical characteristics. We have
checked that different types of robots do the same task but with major difference in speed and, of course, price.
With the same speciﬁcation we now suppose that the robot is replaced by the slowest one which takes 9 units of time
in its movements. The speciﬁcation will be the same due to the fact that the system has the same behaviour, but we must
change the time needed for the actions which use the robot. That is, each of the following actions: mov_in_m1,mov_in_m2,
mov_m1_m3,mov_m2_m3 andmov_m3_out takes 9 units of time.Weuse again the algorithm for performance evaluation and
deduce that the system is able to achieve a interdeparture time of 45.18 units of time when there is only a robot (throughput
0.0221). Besides, we could observe that with the new data, the decision strategies are now unnecessary.
The decrease in the throughput of the system is considerablewhen the robot is slower (although, probably cheaper too) as
we had supposed. But, now, let us continue our study calculating the throughput of the systemwhen there are two resources
Robot. A throughput of 0.04 is obtained, this means that our system has an interdeparture time of 24.97 units.
If we compare the results obtainedwhere the systemhas one and two Robots (Table 3), the economic requirements should
be huge for discouraging the system designer from using two robots, because the number of parts which can be processed
per unit of time is nearly double.
Our study does not clarify if it is worth investing in the faster robot or not. According to the data we have obtained, the
system is able to process 0.0902 parts with the faster robot and just 0.0221 ones with the slower robot, the decision seems
to be clear, but a important piece of data remains: the prices of these robots. According to a study that we have carried out,
the variation in the costs can be considerable, therefore the decision lies in the designer’s hands.
7. Conclusion and future work
In this paper, formalmethods to specify and analyze FMSs in a formal framework have been used. A timed process algebra
(BTC) that considers the context inwhich processes are executed has been developed, that is, this language takes into account
that the number of resources available in a system is limited. BTC is able to deal with different types of resources at the same
time (heterogeneous) and draws a clear distinction between preemptable and non-preemptable ones. The speciﬁcations
obtained by our algebra are easy to perform because it is straightforward to represent concurrency, source sharing, conﬂicts,
mutual exclusion and non-determinism, but the most useful results of our work are related to resource usage.
By applying the rules of the operational semantics, we can draw up a transition graph where the information about
time (duration of actions) is considered and solve a performance optimization problem relevant to the minimization of the
maximum completion time.
A tool called BAL has been developed which carries out this task automatically. BAL begins making the syntactic analysis
of the system speciﬁcation, draws up its relevant transition graph by applying the rules of the operational semantics and
calculates the minimum time needed to reach the ﬁnal state from the initial one.
This performance algorithm can be used in two differentways. On the one hand, if a ﬁxed number of resources (machines,
robots, material handing, storage systems or computers) are known, the time needed to evolve from the initial state to the
ﬁnal one (or between states) can be calculated, so different conﬁgurations for an FMS can be checked before using it. On the
other hand, if some speciﬁcation is known beforehand, we can ﬁnd the appropriate number of resources of any type that are
needed to fulﬁl some time requirements. So, the minimum number of resources needed to obtain the best performance of a
system can be calculated.
Thismethod allowsus tomodel timebehaviour of FMSs leaving stochastic characteristics aside; althoughoneof its current
limitations is the impossibility of modelling advanced scheduling strategies since the method does not have data.
On the other hand, the complexity of real FMSs and, as a result, the explosion of the number of states in the transition
graph due to the necessity of representing all possible states seems to discourage the application of this approach to the
modelling and analysis of FMSs as awhole. So,we could take advantage of the compositionality property presented in process
algebras which allows us to model a system as the interaction of subsystems. In this way, an FMS can be decomposed into
ﬂexible manufacturing cells and make speciﬁcations and performance evaluations on these subsystems easier.
For the time being, we are working in state space reduction methods, to be precise, with partial order and symmetry
reduction techniques, to decrease the state space explosion.
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We are also improving the tool BAL by parallel and grid computing to try to reduce this state explosion problem. In fact,
by using parallel and/or distributed computing, the execution time will be dramatically reduced and, in addition, memory
constraints will become less restrictive. One approach will consist of parallelizing the execution of each decision branch by
using a shared memory platform, using threads or OpenMP for communication and synchronization purposes, or by using
a distributed memory platform, using MPI or PVM for communication and synchronization purposes. Another approach
will be the use of a distributed, open platform as the grid, by using Condor-G, GridWay, and other popular middleware over
Globus.
We have currently focused on the problems that arise at the global coordination level in FMSs, but this does not mean that
it is the only stage where we can apply our language. Indeed, we have in mind to broaden the ﬁeld of our future research to
different levels.
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