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Abstract. We examine a discrete version of the two-dimensional nonlinear O(3)
sigma model derived from discrete complex analysis. We adopt two lattices, one
rectangular, the other polar. We define a discrete energy E(f)disc. and a discrete
area A(f)disc., where the function f is related to a stereographic projection governed
by a unit vector of the model. The discrete energy and area satisfy the inequality
E(f)disc. ≥ |A(f)disc.|, which is saturated if and only if the function f is discrete
(anti-)holomorphic. We show for the rectangular lattice that, except for a factor 2, the
discrete energy and the area tend to the usual continuous energy E(f) and the area
A(f) = 4piN, N ∈ pi2(S2) as the lattice spacings tend to zero. In the polar lattice,
we section the plane by 2M lines passing through the origin into 2M equal sectors
and place vertices radially in a geometric progression with a common ratio q. For this
polar lattice, the Euler–Lagrange equation derived from the discrete energy E(f)disc.
yields rotationally symmetric (anti-)holomorphic solutions f(z) = Cz±1 (Cz¯±1) in the
zeroth order of κ := q−1− q. We find that the discrete area evaluated by these zeroth-
order solutions is expressible as a q-integral (the Jackson integral). Moreover, the area
tends to ±2 · 4pi in the continuum limit (M → ∞ and q → 1− 0) with fixed discrete
conformal structure ρ0 = 2 sin (pi/M)/κ.
Keywords : nonlinear sigma model; discretization; discrete complex analysis; q-integral.
1. Introduction
There exist prominent topological objects in a certain class of field theories. In four-
dimensional Euclidean space R4, the BPST instanton [1] is a solution to the (anti-)self-
dual Yang–Mills equations Fµν = ±∗Fµν that minimizes the action
S =
1
2
Tr
∫
R4
d4xF 2µν = ‖F ∓ ∗F‖2 ± 8π2N ≥ 8π2|N |, (1)
where ‖ · ‖ is some norm and N ∈ π3(S3) is the instanton number. Similarly, the BPS
monopole [2] in R3 is a solution to the (anti-)Bogomol’nyi equations Fjk = ±εjklDlφ
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that minimizes the energy
E =
1
2
Tr
∫
R3
d3x [B2 + (Dφ)2] = ‖F ∓ ∗Dφ‖2 ± 4π|〈φ〉|N ≥ 4π|〈φ〉||N |. (2)
Here B is the magnetic field, 〈φ〉 the vacuum expectation value of the Higgs scalar φ,
and N ∈ π2(S2) a topological number that is proportional to the magnetic charge.
In R2, the nonlinear O(3) sigma model or the CPN−1 model with N = 2, shares the
above properties with instantons and monopoles. Indeed, we can show that the energy
E of this model fulfils the following inequality
E =
1
2
∫
R2
d2x (∂µn
j)2 =
∥∥∥∥df ∓ i ∗ df1 + |f |2
∥∥∥∥
2
± 4πN ≥ 4π|N |. (3)
Here (nj)j=1, 2, 3 =: n(x, y) is a unit vector of R
2 ∼= C. A function f of z = x + iy ∈ C
is defined by a stereographic projection from a sphere S2|n|=1 to C and its explicit form
is given by [3, 4, 5]
f :=
n1 + in2
1 + n3
. (4)
The norm of a 1-form α and the Hermitian scalar product of two 1-forms α and β
are defined by ‖α‖2 = (α, α) and (α, β) = ∫
R2
d2x gµν(x)αµ(x)β¯ν(x), respectively; here
the metric is set to gµν = diag(1, 1) for this paper. Note that we need appropriate
boundary conditions on the vector n at infinity to ensure the energy E of (3) finite.
The topological number N ∈ π2(S2), which classifies the map n : S2 ∼= C ∪ {∞} →
S2|n|=1, is defined by
N =
1
4π
∫
R2
d2x n q(∂xn× ∂yn). (5)
If the complex function f(z) (4) is (anti-)holomorphic, then its real and imaginary parts
satisfy the Cauchy–Riemann equations (or their anti-versions), which are expressible in
a coordinate-independent manner as df ∓ i ∗ df = 0. Moreover, N is (negative) positive
as seen immediately from the positive semi-definiteness of the energy E of (3). In these
holomorphic and anti-holomorphic cases, we have the equality E = 4π|N |, and the
(anti-)holomorphic function f gives a classical (anti-)instanton solution. The nonlinear
O(3) sigma model is used in [3] to describe two-dimensional isotropic ferromagnetism
and the general instanton solution with arbitrary N ∈ N is obtained there.
The construction of discrete models on a lattice that maintains their topological
stabilities is a challenging problem and was studied intensively a few decades ago:
[6] for definition of a topological number, [7] for the sine-Gordon system with the
Bogomol’nyi bound, [8, 9] for the Skyrme model, and [10, 11] for the O(3) sigma model.
In particular, Ward [11] argues that, under certain general assumptions, the energy of
any configuration with nonzero topological number of [6] is strictly greater than that of
the Bogomol’nyi bound.
Meanwhile, the discrete complex analysis has a somewhat long history. There exist
many concepts and theorems corresponding to those in ordinary complex analysis, such
as the discrete holomorphic function, harmonic function, and Cauchy’s integral theorem.
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Wilson [12] used a triangular cellular decomposition of the Riemann surface and Mercat
[13, 14] used arbitrary two-dimensional metric graphs and their dual graphs. They both
obtained, for example, discrete period matrices, which in the continuum limit tend to
the usual period matrix. Bobenko [15] developed a discrete differential geometry and
applied it to the discrete integrable equations. Bobenko and Gu¨nther [16] presented a
comprehensive theory of discrete Riemann surfaces in which medial graphs play some
role. The introduction provides a more detailed description of the history.
The aim here is to reconstruct a discrete version of the nonlinear O(3) sigma model
on lattices through a rather distinctive approach, specifically, through the discrete
complex analysis of Mercat [13, 14]. In this theory, the discrete differential operator
dG or the coboundary operator dual to the boundary operator ∂ acting on the graph G
is defined for every two-dimensional graph G. Integrals of forms over the elements of
G (vertices, edges and faces) are defined by Stokes’ formulae. We adopt two graphs; a
rectangular lattice and a polar lattice (or “spider-web” lattice). By expanding the norm
squared ‖(df ∓ i ∗ df)/(1 + |f |2)‖2 in discrete quantities of the rectangular lattice, for
example, we obtain a discrete energy E(f)disc.(2a,2b) (21), a discrete area A(f)disc.(2a,2b) (22), and
an inequality E(f)disc.(2a,2b) ≥ |A(f)disc.(2a,2b)| (20) relating the two. The inequality is saturated
if and only if the function f is discrete (anti-)holomorphic; that is, df∓i∗df = 0. Except
for a factor 2, the discrete energy and the area tend to the usual continuous energy
E(f) and the area A(f) = 4πN , respectively, as the lattice spacings tend to zero. The
geometrical meaning of the area (22) is, however, unclear at present; it is especially
not a priori a topological invariant. Our discrete energy (21), even though it fulfils the
inequality (20), does not necessarily ensure topological stability of the solutions to the
Euler–Lagrange equation stemmed from the discrete energy (21).
To investigate the topological aspects of the model, we introduce the polar lattice;
we divide 2π rotation about the origin into 2M equal sectors with some positive
integer M and place the vertices radially in a geometric progression with a real
common ratio q (0 < q < 1). The polar lattice is suitable in studying rotationally
symmetric configurations such as the simplest non-trivial discrete (anti-)holomorphic
function z = reiθ (z¯ = re−iθ). The Euler–Lagrange equation derived from the
discrete energy E(f)disc.(M,q) yields rotationally symmetric (anti-)holomorphic solutions
f(z) = Cz±1 (Cz¯±1) in the zeroth order of the parameter κ := q−1 − q. We find
that the discrete area A(Cz±1)disc.(M,q) = −A(Cz¯±1)disc.(M,q) evaluated using these zeroth-
order solutions is expressible as a q-integral (or Jackson integral). Moreover, the area
tends to the expected value ±2 ·4π in the continuum limit for which M →∞, q → 1−0,
and the discrete conformal structure ρ0 = 2q sin (π/M)/(1− q2) (43) is fixed.
This paper is organized as follows. In Section 2, we adopt a two-dimensional
rectangular graph Γ. In Section 2.1, we define a discrete version of the nonlinear O(3)
sigma model on a double graph Λ := Γ ∪ Γ∗, with Γ∗ the dual graph to Γ. A discrete
energy (21) and a discrete area (22) are defined, and we obtain an inequality (20) relating
the two. In Section 2.2, we see that the discrete model tends to its continuum version,
up to a factor 2, when the lattice spacings tend to zero. In Section 2.3, we derive the
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Euler–Lagrange equation from the discrete energy (21) and the equation tends to the
usual expression when the lattice spacings tend to zero. In Section 3, we adopt the polar
lattice, first showing that the functions zn with n = 0, ±1 are discrete holomorphic on
the polar lattice, and second using the rotationally symmetric ansa¨tze f(z) = h(r)e±iθ in
the Euler-Lagrange equation to obtain a radial difference equation (56) for the unknown
function h(r). By expanding the difference equation in the parameter κ we have a radial
differential equation in the zeroth order of κ and obtain the (anti-)holomorphic solutions
f(z) = Cz±1 (Cz¯±1) to this equation. Subsequently, we find that the discrete area
A(Cz±1)disc.(M,q) = −A(Cz¯±1)disc.(M,q) evaluated by the zeroth-order solutions is expressible
as the q-integral. This discrete area tends to ±2 · 4π, as expected, in the continuum
limit where the discrete conformal structure ρ0 (43) is fixed. Section 4 is devoted to
conclusion and remarks.
2. Discretization on a rectangular lattice
2.1. Discrete energy and area defined on the lattice
We define [13, 14] the (oriented) double graph Λ := Γ∪ Γ∗, where Γ = Γ0 ∪ Γ1 ∪ Γ2 is a
union of vertices Γ0, edges Γ1, and faces Γ2, and Γ
∗ is the dual graph to Γ. Note that
the edges are oriented and e∗∗ = −e under successive operations of the dual. We define
a discrete metric ℓ on edges Λ1 = Γ1∪Γ∗1, the value of which is the positive length of the
edge e ∈ Λ1. A discrete conformal structure ρ on edges Λ1 is a real positive function,
its value being the ratio of the lengths ρ(e) := ℓ(e∗)/ℓ(e). In the following, we adopt a
simple rectangular graph Γ with lattice spacings (2a, 2b), where a and b are real positive
constants (Fig. 1).
We have ρ(e) = b/a for any horizontal edge e ∈ Γ1 and ρ(e) = a/b for any vertical
edge e ∈ Γ1, with similar positive values for e ∈ Γ∗1.
To derive a discrete expression for the nonlinear O(3) sigma model, we now expand
the norm squared ‖(df ∓ i∗ df)/(1+ |f |2)‖2 using discrete quantities defined on Λ. Here
d and ∗ are, respectively, the discrete differential operator and the Hodge star operator
on forms; they are defined in the following way.
For every two-dimensional graph G, we define a discrete differential operator dG or
a coboundary operator dual to the boundary operator ∂ acting on the graph G. The
application of dΛ =: d to 0- and 1-forms is defined [13, 14] as follows∫
e
df := f(e+)− f(e−), (6)∫∫
F
dα :=
∮
∂F
α, (7)
where f ∈ C0(Λ) is a 0-form, i.e., an ordinary function, α ∈ C1(Λ) is a 1-form, and e+
and e− denote the terminal and initial points of the edge e, respectively. Definitions
(6) and (7) can be considered as Stokes’ formulae. The Hodge star operator ∗ on the
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Γ
Γ∗
2a
2b
Figure 1. Two-dimensional graph Λ = Γ ∪ Γ∗,
Solid line : Γ, Dotted line · · · · · ·: Γ∗
1-form α is defined through the dual graph Γ∗ by∫
e
∗α := −ρ(e∗)
∫
e∗
α, (8)
with similar definitions for 0- and 2-forms, although we do not use them in this paper.
A function f is said to be discrete (anti-)holomorphic if it satisfies the discrete Cauchy–
Riemann equations (or their anti-versions)
df ∓ i ∗ df = 0. (9)
If we integrate both sides of (9) along any edge e ∈ Λ1, then the formulae (6) and (8)
induce the equation
f(e+)− f(e−)± iρ(e∗)
(
f(e∗+)− f(e∗−)
)
= 0, (10)
which is a finite version of the discrete Cauchy–Riemann equations (or their anti-
versions) (9).
To proceed further, we need, in accordance with an argument of [13, 14], the
following definition∫
e
f · α := f(e+) + f(e−)
2
∫
e
α. (11)
This ensures that the operator d is a derivation for functions f and g, i.e., it obeys the
Leibniz rule for their product:
d(fg) = g df + fdg. (12)
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If we integrate both sides of (12) along an arbitrary edge e ∈ Λ1, then we have from (6)
and (11) the identity
f(e+)g(e+)− f(e−)g(e−) = g(e+) + g(e−)
2
(f (e+)− f (e−)) + {f ↔ g}, (13)
where {f ↔ g} denotes the term obtained from the preceding term by interchanging f
and g. Conversely, if we start with the identity (13), then we obtain (12) through (11)
as the edge e ∈ Λ1 is arbitrary. We say that the infinitesimal relation (12) and the finite
version (13) are equivalent. We then have∫
e
df ∓ i ∗ df
1 + |f |2 =
λ(e+) + λ(e−)
2
(
f(e+)− f(e−)± iρ(e∗)(f(e∗+)− f(e∗−))
)
, (14)
where λ(z) is defined by
λ(z) :=
1
1 + |f(z)|2 =
1 + n3(z)
2
. (15)
A discrete norm of a 1-form α is defined by ‖α‖2 := (α, α) as usual, and a discrete
Hermitian scalar product of two 1-forms α and β is defined using the discrete quantities
on the edges Λ1 [13, 14],
(α, β) =
∑
e∈Λ1
ρ(e)
(∫
e
α
)(∫
e
β¯
)
, (16)
where the edge e runs over the infinite number of edges Λ1. From (14) and (16), we
have ∥∥∥∥df ∓ i ∗ df1 + |f |2
∥∥∥∥
2
=
∑
e∈Γ1
ν(e+, e−, e
∗
+, e
∗
−)
∣∣∣√ρ(e)(f(e+)− f(e−))± i√ρ(e∗)(f(e∗+)− f(e∗−))∣∣∣2 ≥ 0. (17)
Here,
ν(e+, e−, e
∗
+, e
∗
−) :=
(
λ(e+) + λ(e−)
2
)2
+ {e→ e∗}, (18)
in which {e → e∗} denotes the term obtained from the preceding term by replacing e
with e∗. In the derivation of (17), we used the formula∑
e∈Λ1
F (e) =
∑
e∈Γ1
(
F (e) + F (e∗)
)
, (19)
which holds for any function F of e because Λ1 = Γ1 ∪ Γ∗1. From (17), we immediately
obtain a discrete version of the inequality (3)
Edisc.(2a,2b) =
∥∥∥∥df ∓ i ∗ df1 + |f |2
∥∥∥∥
2
±A(f)disc.(2a,2b) ≥ |A(f)disc.(2a,2b)|, (20)
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where the discrete energy and area are defined by
Edisc.(2a,2b) :=
∑
e∈Γ1
ν(e+, e−, e
∗
+, e
∗
−)
(
ρ(e)|f(e+)− f(e−)|2 + {e→ e∗}
)
≥ 0, (21)
A(f)disc.(2a,2b) := − 2 Im
∑
e∈Γ1
ν(e+, e−, e
∗
+, e
∗
−) (f (e+)− f (e−)) (f(e∗+)− f(e∗−)). (22)
Here the dependence on the lattice spacings 2a and 2b is explicitly denoted by a
subscript. Note that the discrete energy (21) is positive semi-definite and depends
on the discrete conformal structure ρ, whereas the discrete area (22) does not have
these properties. To express (21) and (22) in terms of the vector n, we use the following
relations
|f(e+)− f(e−)|2 = 1
4λ(e+)λ(e−)
|n(e+)− n(e−)|2, (23)
Im{(f(e+)− f(e−))(f(e∗+)− f(e∗−))}
= −1
4
{(
n(e+)
λ(e+)
− n(e−)
λ(e−)
)
×
(
n(e∗+)
λ(e∗+)
− n(e
∗
−)
λ(e∗−)
)}3
. (24)
These are direct consequences of the definition (4) of the function f . The symbol {· · ·}3
in (24) stands for the third component of the vector in the curly brackets. Substituting
(23) and (24) into (21) and (22), respectively, we obtain the following discrete energy
and area expressed in the vector n
Edisc.(2a,2b) =
1
4
∑
e∈Γ1
ν(e+, e−, e
∗
+, e
∗
−)
(
ρ(e)
λ(e+)λ(e−)
|n(e+)− n(e−)|2 + {e→ e∗}
)
, (25)
A(f)disc.(2a,2b) =
1
2
∑
e∈Γ1
ν(e+, e−, e
∗
+, e
∗
−)
{(
n(e+)
λ(e+)
− n(e−)
λ(e−)
)
×
(
n(e∗+)
λ(e∗+)
− n(e
∗
−)
λ(e∗−)
)}3
. (26)
Note that the discrete energy (25) is positive semi-definite and invariant under the
interchange n(e+) ↔ n(e−) and/or the interchange n(e∗+) ↔ n(e∗−), whereas the
discrete area (26) does not have these properties. Moreover, the discrete energy (25)
includes the Hamiltonian of the Heisenberg model HHeisenberg = −
∑
i,j JijSi
qSj, where
S = n, and indices i and j run over nearest-neighbour lattice sites; here the coupling
Jij is, however, not constant and field-dependent.
2.2. Continuum limit of the discrete energy and the area
We now consider the continuum limit of the discrete nonlinear O(3) sigma model in the
preceding section. As the lattice spacings (2a, 2b) tend to (+0,+0), we have, for the
horizontal edge e ∈ Γ1, the following limit
ρ(e)|n(e+)− n(e−)|2 = b
a
· 4a2
∣∣∣∣n(e+)− n(e−)2a
∣∣∣∣
2
= ∆x∆y
∣∣∣∣n(x+∆x, y)− n(x, y)∆x
∣∣∣∣
2
→ dxdy
∣∣∣∣∂n(x, y)∂x
∣∣∣∣
2
, (27)
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where ∆x := 2a, ∆y := 2b, and the initial point of e is here denoted by (x, y), i.e.,
(x, y) := e− (Fig. 2).
e: horizontal e: vertical
e
e∗
e−=(x, y) e+
e∗+
e∗−
e∗
e
e+
e−=(x, y)
e∗+ e
∗
−
Figure 2. Edge e and its dual edge e∗
Similarly, for vertical edge e ∈ Γ1, we have
ρ(e)|n(e+)− n(e−)|2 → dxdy
∣∣∣∣∂n(x, y)∂y
∣∣∣∣
2
. (28)
We proceed further to the vertical edge e∗, which is dual to the horizontal edge e ∈ Γ1,
and we have
ρ(e∗)|n(e∗+)− n(e∗−)|2 = ∆x∆y
∣∣∣∣n(x+∆x/2, y +∆y/2)− n(x+∆x/2, y −∆y/2)∆y
∣∣∣∣
2
→ dxdy
∣∣∣∣∂n(x, y)∂y
∣∣∣∣
2
. (29)
For the horizontal edge e∗, which is dual to vertical edge e ∈ Γ1, we have
ρ(e∗)|n(e∗+)− n(e∗−)|2 → dxdy
∣∣∣∣∂n(x, y)∂x
∣∣∣∣
2
. (30)
Summing up the above terms, we have the following continuum limit of the discrete
energy (25)
Edisc.(2a,2b) →
1
4
∫
R2
d2x 2
(
2|∂xn|2 + 2|∂yn|2
)
=
∫
R2
d2x(∂µn
α)2 = 2E, (31)
where d2x := dxdy and we have used the fact that
λ(e+)→ λ(e−), ν(e+, e−, e∗+, e∗−)→ 2λ2(e−). (32)
To obtain the continuum limit of the discrete area, we first note the limit(
n(e+)
λ(e+)
− n(e−)
λ(e−)
)
×
(
n(e∗+)
λ(e∗+)
− n(e
∗
−)
λ(e∗−)
)
→ dxdy ∂x
(
n
λ
)
× ∂y
(
n
λ
)
= dxdy
1
2λ3
(n1, n2, n3 + 1)n q(∂xn× ∂yn), (33)
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where the arguments of n and λ in (33) are (x, y) and the vector product ∂xn× ∂yn is
proportional to the vector n. Equations (26) and (33) give
A(f)disc.(2a,2b) →
1
2
∫
R2
d2x 2 · 2n q(∂xn× ∂yn) = 2 · 4πN. (34)
The factor 2 in front of E of (31) and 4πN of (34) requires explanation. Because the
faces of the two graphs Γ and Γ∗ overlap and, in a sense, the continuum limit of both
graphs is the two-dimensional continuous space R2, the continuum limit of the double
graph Λ = Γ ∪ Γ∗ can be expressed as 2R2. If this argument for the limit of the double
graph Λ is legitimate, then it enables us to rewrite (31) and (34) as integrals over 2R2 ,
Edisc.(2a,2b) →
∫
R2
d2x(∂µn
α)2 =
1
2
∫
2R2
d2x(∂µn
α)2, (35)
A(f)disc.(2a,2b) → 2 ·
∫
R2
d2x n q(∂xn× ∂yn) =
∫
2R2
d2x n q(∂xn× ∂yn), (36)
with correct coefficients. While this explanation for the appearance of the factor 2 is
rather intuitive, a more rigorous argument is possible. Note that this doubling may be
inevitable in Mercat’s discrete theory of complex analysis [13, 14], which is based on the
double graph Λ = Γ ∪ Γ∗.
Note that the discrete area (22) or (26) is an infinite double series over Z2 and
therefore its evaluation is not easy for general a and b. In contrast, the continuous area
(5) can be easily evaluated by integrating the double integrals (see Appendix A).
2.3. The Euler–Lagrange equation and its continuum limit
Imposing the stationary condition δEdisc.(2a,2b) = 0 on the discrete energy (21), we obtain
from the standard variational calculation the resulting Euler–Lagrange equation
[EL]disc.(z) : =
∑
x∈Star(z)
ν(x, z, e∗+, e
∗
−)ρ(x, z)(f(x)− f(z))
+
f(z)
2 (1 + |f(z)|2)2
∑
x∈Star(z)
(λ(x) + λ(z))
(
ρ(x, z)|f(x)− f(z)|2 + {e→ e∗}
)
= 0, (37)
where Star(z) is the set of nearest-neighbour points of z, and e is the edge from
z to x. Note that the first sum in (37) is a weighted Laplacian with the weight
ν(x, z, e∗+, e
∗
−)ρ(x, z) and the second sum is derived from the variation of the weight.
If the function f is discrete holomorphic, then the term {e→ e∗} in (37) is equal to the
preceding term ρ(x, z)|f(x)− f(z)|2 and simplifies the expression.
As (2a, 2b)→ (+0,+0), we obtain the following continuum limit
[EL]disc. → 2 · 4ab[EL]cont., (38)
where 4ab = 2a × 2b is the area of the smallest rectangle of Γ or Γ∗, and [EL]cont. is
defined by
[EL]cont. : = ∂µ
(
∂µf
(1 + |f |2)2
)
+
2f
(1 + |f |2)3 |∂µf |
2 (39)
=
4
(1 + |f |2)2
(
∂z∂z¯f − 2f¯
1 + |f |2∂zf · ∂z¯f
)
. (40)
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In deriving (40), we have used the relation ∂µ∂
µ = ∆ = 4∂z∂z¯ . Expression (40) manifests
the fact that holomorphic functions (∂z¯f = 0) or anti-holomorphic functions (∂zf = 0)
solve the continuum Euler-Lagrange equation [EL]cont. = 0.
In general, the linear function is discrete holomorphic for any graph and the
quadratic function is discrete holomorphic only for parallelogram graphs. In Appendix
A, we illustrate briefly several continuum instanton solutions obtained from these linear
and quadratic functions.
In the next section, we introduce the polar lattice, which is more suitable than
the rectangular lattice in studying rotationally symmetric configurations such as the
(discrete) holomorphic function z = reiθ or anti-holomorphic function z¯ = re−iθ.
3. Discretization on the polar lattice
3.1. Polar lattice and the discrete (anti-)holomorphic functions
Here we introduce the polar lattice and consider discrete (anti-) holomorphic functions
on it. In our polar lattice, the polar coordinates (r, θ) of the vertices Λ0 = Γ0 ∪ Γ∗0 are
restricted to certain “even” and “odd” values according to the rule
(r, θ) =
{
(aq2k, 2lα) for z ∈ Γ0,
(aq2k+1, (2l + 1)α) for z ∈ Γ∗0,
(41)
where k ∈ Z and l = 0, 1, 2, · · · ,M − 1 with some positive integer M . We divide the
plane into 2M equal sectors centred about the origin, each sector having included angle
α := 2π/(2M) = π/M . We assume all edges are straight-line segments. Figure 3
O O
θ = (2l + 1)α
e
e∗
θ = (2l − 1)α
θ = 2lα
r = aq2k−1
r = aq2k−1
r = aq2k
r = aq2k−2
α
α
Γ
Γ∗
Figure 3. A polar (“spider-web”) lattice with M = 12 and two neighbouring kites
depicts the first quadrant of a polar lattice with M = 12. Parameters a and q are
real constants with a > 0 and 0 < q < 1. We call the vertices of Γ and Γ∗ even and
odd vertices, respectively, which for our bipartite graph also correspond to the black
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and white vertices. Note that the radii of the vertices form a geometric progression
with initial length a and common ratio q. Moreover, the origin and infinity are its
accumulation points.
An edge e and its dual e∗ of the polar lattice form a kite and these two edges are
orthogonal to each other. All the kites are similar to each other. Indeed, the vertices of
the small kite of Fig. 3 are obtained from those of the large kite by multiplying by qeiα,
which induces a scaling by scale factor q and a rotation by angle α of the large kite.
In particular, the similarity ratio of two neighbouring kites with a common edge such
as those in Fig. 3 is q. The area Sn of the kite with the radial diagonal ranging from
r = aqn to r = aqn−2 is given by
Sn = a
2q2n−3(1− q2) sinα. (42)
Moreover, the discrete conformal structure ρ(e) = ℓ(e∗)/ℓ(e) of the radial edge e of the
large kite in Fig. 3 is given by
ρ(e) =
2q sinα
1− q2 =: ρ0, (43)
which depends only on the parameters α = π/M and q but not on k, a consequence of
the similarity of all the kites. In Section 3.3, we shall consider a continuum limit where
α → +0 and q → 1− 0 with fixed discrete conformal structure (43). In the following,
we also denote this fixed value by ρ0.
Note that the function z−1, which is not discrete holomorphic on the rectangular
lattice (Section 2), is discrete holomorphic on the polar lattice, as can be easily seen
by verifying the definition (10). Therefore, we find discrete holomorphic functions
zn, n = 0, ±1 on the polar lattice. In addition to these functions, we have the dual
discrete holomorphic functions (zn)†. Here dagger denotes the dual [17, 18]; the dual of
a discrete holomorphic function f is defined by
f †(z) := ε(z)f¯(z), (44)
in which ε is the bi-constant satisfying ε|Γ = +1 and ε|Γ∗ = −1 and f¯ denotes the
complex conjugation of f . Including the dual, we have the following discrete holomorphic
function
f(z) =
∑
n=0, ±1
(
Cnz
n + C˜n(z
n)†
)
, (45)
with constants Cn and C˜n. Note that 1
† = ε(z). We consider (45) as a Laurent series
expansion of the discrete holomorphic function f(z).
Depending on their angular behaviour about the origin, the linear combination (45)
divides into three parts
C0 + C˜01
†, C1z + C˜−1(z
−1)†, C−1z
−1 + C˜1z
†, (46)
or more explicitly by substituting z = reiθ
C0 + C˜0ǫ(r),
(
C1r + C˜−1ǫ(r)r
−1
)
eiθ,
(
C−1r
−1 + C˜1ǫ(r)r
)
e−iθ, (47)
Nonlinear O(3) sigma model in discrete complex analysis 12
where r = aqn (n ∈ Z), θ = mα (m = 0, 1, 2, · · · , 2M − 1) and ǫ(r) is defined by
ǫ(r) = ǫ(aqn) := (−1)n. (48)
To study the radial behaviour of the function f(z), we here introduce the shift
operator S,
Sf(z) := f(qeiαz). (49)
Note that the bi-constant ε changes its sign under the shift operator S
S±1ε(z) = −ε(z), (50)
because the operators S±1 map specifically a vertex in Γ to one in Γ∗, and vice versa.
Denoting the three linear combinations of (46) by f0(z), f+(z) and f−(z), respectively,
we find that they obey the following relations
(S−1 − S)f0(z) = 0, (e±iαS−1 − e∓iαS)f±(z) = ±κf±(z), (51)
with corresponding sign choices, and κ is defined by
κ := q−1 − q = (1− q2)/q. (52)
Putting f±(z) = h±(r)e
±iθ in the second equations of (51), we have the following radial
difference equations
h(q−1r)− h(qr) = ±κh(r). (53)
Because the bi-constant does not tend to any definite value as q → 1− 0, we need
conditions C˜n → 0 (q → 1− 0) so that the function (45) has a limit. Under these
conditions, the difference equations (53) yield differential equations
rh′(r) = ±h(r), (54)
for which the general solutions are h(r) = Cr±1. In other words, a discrete version of
the differential equations (54) is the difference equations (53) that admit the bi-constant
factors in its solutions. The function f(z) = z−1 yields the N = 1 instanton solution
with the boundary conditions opposite to those of f(z) = z; see Appendix A for more
detail.
Other discrete holomorphic functions such as the discrete exponential [13, 14] yield
other type of difference equations. We do not discuss them in this paper.
3.2. Rotationally symmetric ansa¨tze and solutions to the Euler–Lagrange equation
Here we study the Euler–Lagrange equation (37), which can also be used in regard to
the polar lattice, provided that vertices, edges, and faces are appropriately identified
with those of the polar lattice. Hereafter, we use the following rotationally symmetric
ansa¨tze
f(z) = h(r)e±iθ (55)
in the Euler–Lagrange equation (37), where h(r) is an unknown function of r. Moreover,
in the following we assume a = 1 for the initial value a. This is equivalent to locating
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M even vertices (r, θ) = (aq2k, 2lα) = (1, 2lα) with k = 0 and l = 0, 1, 2, · · · ,M − 1 on
the equator of the sphere S2|n|=1, with the centre assumed to be located at the coordinate
origin. Vertices on R2 ∼= C with k > 0 and k < 0 correspond to the points on the
upper and lower hemispheres of S2|n|=1, respectively, through the stereographic projection.
These points on the sphere are symmetric with respect to the complex plane C.
Substituting the ansa¨tze (55) into the Euler–Lagrange equation (37), we obtain the
following difference equation for the function h(r)
[EL]disc.(z)/(2e±i2lαq2S0)
= κ−2ν(q−1r)
[
h(q−2r)− h(r)]+ κ−2ν(qr) [h(q2r)− h(r)]− ν(r)h(r)
+
1
2
{[
λ(q−2r) + λ(r)
] [
κ−2|h(q−2r)− h(r)|2 + |h(q−1r)|2]
+
[
λ(q2r) + λ(r)
] [
κ−2|h(q2r)− h(r)|2 + |h(qr)|2]
+ 4λ(r)
[
κ−2|h(qr)− h(q−1r)|2 + |h(r)|2]}λ2(r)h(r) = 0, (56)
where we used Star(z) = {q2z, q−2z, ei2αz, e−i2αz} and defined
ν(r) :=
1
4
(
λ(q−1r) + λ(qr)
)2
+ λ2(r), λ(r) :=
1
1 + |h(r)|2 . (57)
Note that the function ν(r) of (57) is a shifted “four-point” function (18) evaluated
by the edges e and e∗ of of Fig. 3, where e+ = q
−2z, e− = z, e
∗
+ = q
−1eiαz and
e∗− = q
−1e−iαz; specifically, we have
ν(q−2z, z, q−1eiαz, q−1e−iαz) =
1
4
(
λ(q−2r) + λ(r)
)2
+ λ2(q−1r) = ν(q−1r). (58)
Because of the rotational symmetry of the ansa¨tze (55) an overall factor e±i2lα appears
in the Euler–Lagrange equation (37). Normalizing both sides of (37) by this factor,
we obtain (56), which does not depend on the angular index l. Furthermore, we have
normalized both sides of (56) by a typical value for the area of the kite S0 = q
−2κ sinα.
The two-dimensional (r, θ) difference equation (37) is reduced to the one-
dimensional (r) difference equation (56). Because (56) is highly nonlinear, it is not
easy to obtain its exact solutions for generic values of q. In this paper we content
ourselves with approximate solutions obtained in some continuum limit. If we take the
limits where α is fixed and q → 1 − 0, or α → +0 and q is fixed, then we have an
infinite or a vanishing discrete conformal structure ρ0 = 2 sinα/κ (43). This violates
Zla´mal’s condition [19] known in the finite element method. In the following, we take a
continuum limit where α → +0 and q → 1− 0 with fixed discrete conformal structure
ρ0 (43).
In view of (56), we expand it in the parameter κ instead of q. Using formulae given
in Appendix B, the difference equation (56) gives, in the zeroth order of κ, the following
second-order differential equation for h(r)
r(rλ2h′)′ − λ2h+ 2 (r2|h′|2 + |h|2)λ3h = 0, (59)
where λ is related to h through (57). By direct substitution, we immediately verify
that the functions h(r) = Cr±1 fulfil (59) with C being an arbitrary complex constant.
Nonlinear O(3) sigma model in discrete complex analysis 14
Conversely, we find that the differential equation (59) yields the solutions h(r) = Cr±1,
provided that an appropriate boundary condition is imposed. To show this, we write
with complete generality
h(r) = R(r)eiφ(r), (60)
where R(r) and φ(r) are real unknown functions of r. Note that the function h(r)
introduced in the ansa¨tze (55) is not assumed to be real; indeed we assume a complex
h(r) below. Substituting (60) into the differential equation (59), its imaginary part
gives, after an integration,
rλ2R2φ′ = c1, (61)
where c1 is a real constant of integration. Furthermore, the real part of (59) gives, after
an integration,
r2
(
dR
dr
)2
= R2 − c12R−2(1 +R2)2(1 +R4) + c2(1 +R2)2, (62)
with c2 a real constant of integration. Note that the equation (62) is, in a sense, invariant
under the interchange R↔ R−1, i.e., if R1 is a solution to (62), then R2 = R1−1 is also
a solution, being compatible with the projective nature of our CP 1 model. Now we
impose the boundary condition
R(r)→ 0, (r → 0 or ∞) (63)
on the function R(r). Comparing both sides of (62) under the boundary condition (63),
we find c1 = 0 and c2 ≥ 0. Hence the differential equation (61) implies φ = c3, where
c3 is a real constant of integration. Suppose c2 > 0, then the differential equation (62)
becomes, under the boundary condition (63),
r2
(
dR
dr
)2
= c2 + o(R). (64)
The asymptotic solutions to (64) are given by R = ±√c2 ln(r/r0) with a positive
constant r0, but they do not fulfil the boundary condition (63); therefore, we find c2 = 0.
Solving r2
(
dR
dr
)2
= R2, we have R = c4r
±1 with a real constant c4, and finally we obtain
h(r) = Cr±1 through (60) with C := c4e
ic3.
The functions h(r) = Cr±1 and ansa¨tze (55) yield the four solutions f(z) = Cz±1
and f(z) = Cz¯±1 to the difference equation (56) in the zeroth order of κ. These
solutions are expected given the rotationally symmetric ansa¨tze (55), because they
correspond to the simplest nontrivial (anti-)holomorphic solutions to the continuum
Euler–Lagrange equation [EL]cont.(40) = 0, respectively. These (anti-)holomorphic
functions f(z) = Cz±1 (Cz¯±1) describe the simplest nontrivial (anti-)1-instanton
solutions in the continuum R2; see Appendix A for more details.
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3.3. Discrete area evaluated by the zeroth-order solutions
We here evaluate the discrete area (22) using the zeroth-order solutions f(z) = Cz±1
and f(z) = Cz¯±1, obtained in the preceding subsection, in the continuum limit
α = π/M → +0 and κ = q−1 − q → +0 with fixed discrete conformal structure
ρ0 = 2 sinα/κ (43). Note that the discrete area (22) can also be used with regard to
the polar lattice.
A straightforward calculation shows
A(Cz±1)disc.(M,q) = −A(Cz¯±1)disc.(M,q) (65)
= |C|2M sin π
M
· (q−1 − q)
∑
n∈Z
In(|C|, q)q2n, (66)
where In(|C|, q) is defined by
In(|C|, q) :=
(
1
1 + |C|2q2n+2 +
1
1 + |C|2q2n−2
)2
+
(
2
1 + |C|2q2n
)2
. (67)
Note that both functions f(z) = Cz±1 give the same expression (66) because of the
identity ∑
n∈Z
In(|C|, q)q2n =
∑
n∈Z
In(|C|, q−1)q−2n. (68)
Moreover, the factor M sin(π/M) in (66) is not independent of the other factors because
the positive integer M and the common ratio q are related to each other through the
fixed discrete conformal structure ρ0 (43).
After the shifts n→ n± 1 in the infinite sum (66), we obtain
A(Cz±1)disc.(M,q) = M sin
π
M
·
(
4q
1 + q2
+ |C|2(q−2+q2+4)(q−1−q)
∑
n∈Z
q2n
(1 + |C|2q2n)2
)
.(69)
This infinite sum can be written as the q-integral (Jackson integral) [20], and after the
limit q →1− 0 we have
(1− q)
∑
n∈Z
q2n
(1 + |C|2q2n)2 =
∫ ∞
0
r
(1 + |C|2r2)2dqr →
∫ ∞
0
r
(1 + |C|2r2)2dr =
1
2|C|2 . (70)
Note that the qn in the infinite sum corresponds to the variable r of the q-integration,
i.e., qn = r. Moreover, the range 0 < r < ∞ of the q-integration is determined from
range −∞ < n <∞ of the infinite sum.
In the continuum limit where α = π/M → +0 and q → 1− 0 with fixed discrete
conformal structure (43), the area (69) tends to the limit π · (2+6) = 2 ·4π as expected,
because the zeroth-order solutions f(z) = Cz±1 to the discrete Euler–Lagrange equation
(56) tend to the corresponding exact solutions in the continuum limit. The extra factor
2 arises for the same reason given in Section 2. For anti-instantons f(z) = Cz¯±1, the
area needs an extra minus sign appearing in relation (65).
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4. Conclusion and remarks
We have studied a discrete version of the two-dimensional nonlinear O(3) sigma
model, which is derived from discrete complex analysis. We adopted two lattices, one
rectangular and the other polar. In the rectangular lattice (Section 2), the discrete
energy (21) and the area (22) are defined and an inequality (20) that relates the two
was derived. In the continuum limit, the discrete energy and area were shown to tend to
the usual energy E(f) and area A(f) = 4πN of the nonlinear O(3) sigma model, up to
a factor 2. We have given an explanation for this factor; specifically, the double graph
Λ = Γ ∪ Γ∗ tends to 2R2 in the continuum limit giving the factor 2 in the integrations
over 2R2. We introduced the polar lattice (Section 3), and by imposing a rotationally
symmetric ansa¨tze (55), the Euler–Lagrange equation derived from the discrete energy
has been reduced to a one-dimensional radial difference equation (56). We obtained
the (anti-)holomorphic solutions f(z) = Cz±1 (Cz¯±1) to the difference equation in the
zeroth order of κ = q−1−q. The discrete area (69) evaluated using functions f(z) = Cz±1
can be expressed as the q-integral (Jackson integral), which tends to the expected value
2 · 4π in the continuum limit where α → +0, q → 1− 0 and the discrete conformal
structure ρ0 (43) is fixed.
The inequality (20) is saturated if and only if the function f is discrete (anti-
)holomorphic. Because the area (22) is not a priori a topological invariant, our discrete
energy (21), even though it fulfils the inequality (20), does not ensure topological
stability of the solutions to the Euler–Lagrange equation derived from the discrete
energy. Under certain general assumptions, it was argued in [11] that the energy of
any configuration in the nonlinear O(3) sigma model with nonzero winding number
of [6] is strictly greater than that of the Bogomol’nyi bound. If the discrete area
|A(f)disc.| tends to 2 · 4πN from above for general f , then we have an inequality
E(f)disc. ≥ |A(f)disc.| > 2 · 4πN that accords with the argument of [11] except for
the factor 2. A further study is needed on this issue.
There are some interesting open problems remaining. Mercat defined a discrete
exponential exp(:λ : z) :=
∏
k
(
1 + λδ
2
eiθk
)(
1 − λδ
2
eiθk
)−1
for the vertices z =
∑
k δe
iθk
with δ the lattice spacing of rhombi [13, 14]. This function is discrete holomorphic
and tends to the ordinary exponential function eλx if it is restricted to the real axis
(θk = 0 or π) and if a continuum limit δ → 0 is imposed. If we can define q-exponentials
[20] on the polar lattice, then the relationship between these two exponentials is
an intriguing problem. Furthermore, although the discrete area (22) is definitively
defined algebraically, its geometrical meaning is unclear and we have no exact nontrivial
solutions to the difference equation (56) for generic value of q. More detailed research
is required on these issues.
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Appendix A. Some continuum instanton solutions
Here we briefly illustrate some continuum (anti-)instanton solutions. The simplest linear
function f(z) = z, for example, gives the following instanton solution
n =
(
2r cos θ
1 + r2
,
2r sin θ
1 + r2
,
1− r2
1 + r2
)
, (A.1)
where (r, θ) are the polar coordinates on R2. This yields λ(z) = 1/(1 + r2) and
n3(z) = (1 − r2)/(1 + r2). When r = 1, we have n = (cos θ, sin θ, 0) and the vector
n rotates once when the point (x, y) goes around the circle r = 1 once. We have
immediately n3(r = 0) = 1 and limr→∞ n
3(z) = −1. Furthermore, the vector n points
to the north pole of the sphere S2|n|=1 at the origin and points to the south pole at infinity.
This suggests that the vector (A.1) is an N = 1 instanton solution; indeed, we can verify
this as N = (4π)−1
∫
R2
d2x 4(1 + r2)−2 = 1.
Next, the simplest quadratic function f(z) = z2 yields
n =
(
2r2 cos 2θ
1 + r4
,
2r2 sin 2θ
1 + r4
,
1− r4
1 + r4
)
. (A.2)
Here we have λ(z) = 1/(1 + r4) and n3(z) = (1 − r4)/(1 + r4). As r → ∞, λ(z)
decreases more rapidly than that for the linear function. When r = 1, we have
n = (cos 2θ, sin 2θ, 0) and the vector n rotates twice when the point (x, y) goes around
the circle r = 1 once. The vector (A.2) is actually an N = 2 instanton solution as
verified by N = (4π)−1
∫
R2
d2x 4r4(1 + r4)−2 = 2.
The vector n derived from the function f(z) = z−1, which has a pole at z = 0, is
given by
n =
(
2r−1 cos θ
1 + r−2
, −2r
−1 sin θ
1 + r−2
,
1− r−2
1 + r−2
)
=
(
2r cos θ
1 + r2
, −2r sin θ
1 + r2
, −1− r
2
1 + r2
)
. (A.3)
Note that (A.3) is obtained from (A.1) by replacing variables (r, θ) by (1/r,−θ).
Although the function f(z) = z−1 has a pole at the origin, the last expression in (A.3)
does not have any singularities at r = 0; the singularities of the vector n at r = 0
are “removable”. As the second and third components of (A.3) have extra minus signs
compared with (A.1), and the scalar triple product n q(∂xn × ∂yn) is invariant under
a change of sign of the two components of the vector n, we have N = 1 for (A.3).
Because we have λ(z) = r2/(1+r2) and n3(z) = −(1−r2)/(1+r2) from (A.3) as well as
n3(r = 0) = −1 and limr→∞ n3(z) = 1, the vector (A.3) is an N = 1 instanton solution
with boundary conditions opposite to those of (A.1).
As for the anti-instantons, their vectors n are obtained from (A.1-A.3) of the
instantons by mapping angle θ → − θ, resulting in a change in sign of their second
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components. Because the scalar triple product n q(∂xn×∂yn) changes sign by changing
the sign of one component of the vector n, the topological number N of an anti-instanton
is given by the instanton of opposite sign.
Appendix B. Expansion of functions in the parameter κ
We derive several expansion formulae used in Section 3.2. We begin with the function
y of κ = q−1 − q (0 < q < 1)
y(κ) := ϕ(q±1r), (B.1)
where ϕ(r) is an arbitrary differentiable function of the radius r, which we consider as
a parameter. Explicit forms of q±1 as functions of κ are given by
q±1 =
√
1 +
κ2
4
∓ κ
2
. (B.2)
Because the limit κ → +0 is equivalent to the limit q → 1 − 0, we have y(0) = ϕ(r).
The first and second derivatives of y(κ) with respect to κ are given by
y′(κ) = rϕ′(q±1r)
dq±1
dκ
, y′′(κ) = r2ϕ′′(q±1r)
(dq±1
dκ
)2
+ rϕ′(q±1r)
d2q±1
dκ2
, (B.3)
from which we have
y′(0) = ∓rϕ′(r), y′′(0) = 1
4
(r2ϕ′′(r) + rϕ′(r)), (B.4)
where we have used
dq
dκ
= − q
2
1 + q2
,
dq−1
dκ
=
1
1 + q2
,
d2q
dκ2
=
d2q−1
dκ2
=
2q3
(1 + q2)3
. (B.5)
A similar procedure gives the third derivative
y′′′(0) = ∓1
4
(r3ϕ′′′(r) + 3r2ϕ′′(r)). (B.6)
Hence we obtain the expansion formula
ϕ(q±1r) = ϕ∓ 1
2
rϕ′κ +
1
8
(
r2ϕ′′ + rϕ′
)
κ2 ∓ 1
48
(
r3ϕ′′′ + 3r2ϕ′′
)
κ3 + o(κ3), (B.7)
where the argument of ϕ on the right-hand side is r. Analogously, we obtain an
expansion formula for ϕ(q±2r)
ϕ(q±2r) = ϕ∓ rϕ′κ + 1
2
(
r2ϕ′′ + rϕ′
)
κ2 ∓ 1
24
(
4r3ϕ′′′ + 12r2ϕ′ + 3rϕ′
)
κ3 + o(κ3). (B.8)
The second-order differential equation (59) for h(r) is obtained by employing the
expansion formulae (B.7) and (B.8).
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