Abstract. In this article we study the fluctuation of linear statistics of eigenvalues of circulant, symmetric circulant, reverse circulant and Hankel matrices. We show that the linear spectral statistics of these matrices converge to the Gaussian distribution in total variation norm when the matrices are constructed using i.i.d. normal random variables. We also calculate the limiting variance of the linear spectral statistics for circulant, symmetric circulant and reverse circulant matrices.
Introduction and main results
Let A n be an n × n matrix with real or complex entries. A linear statistics of eigenvalues λ 1 , λ 2 , . . . , λ n of A n is a function of the form
where f is some fixed function. The fluctuations of eigenvalues was first considered by Arharov [2] for sample covariance matrices. In 1982, Jonsson [23] proved the Central limit theorem (CLT) of linear eigenvalue statistics for Wishart matrix and he used the method of moments to establish the result. In 1975 Girko considered the CLT for the traces of resolvent of the Wigner and the sample covariance matrices using the Stieltjes transform and the martingale techniques (for results and references, see [18] ). In last two decades the fluctuations of linear statistics of eigenvalues of different type of random matrices have been studied extensively. For recent fluctuation results on Wigner matrices and sample covariance matrices, we refer to see [3] , [22] , [28] , [32] , [34] and the references therein. For results on band and sparse type random matrices, see [1] , [21] , [25] , [33] . For fluctuation of eigenvalues of Toeplitz and band Toeplitz matrices, see [13] and [26] .
In this article we study the fluctuation of linear statistics of eigenvalues of some pattered matrices, namely, circulant, symmetric circulant, reverse circulant and Hankel matrices. All these matrices are well studied in mathematics and statistics literature. Circulant matrices play a crucial role in the study of large dimensional Toeplitz matrices with non-random input. See, for example, [19] and [20] . The eigenvalues of the circulant matrices also arise crucially in time series analysis (see [16] , [31] ). The block version of generalized circulant matrices also arise in areas such as multi-level supersaturated design of experiment [17] and spectra of De Bruijn graphs [35] . For more results and application of circulant matrices, see also [14] . For recent progress on random circulant, reverse circulant matrices, we refer to [5] , [7] , [8] , [9] , [10] , [29] . Hankel matrix is closely related to reverse circulant matrix and Toeplitz matrix. For recent advancement on random Hankel matrix, we refer to [4] , [12] , [27] . Symmetric circulant, reverse circulant matrices also have deep connection with free probability theory. Limiting spectral distribution of these matrices are related to different notions of independence -classical independence and half independence (see [6] , [11] ). However, there is no result in literature on fluctuations of eigenvalues of circulant, symmetric circulant and reverse circulant matrices, to the best of our knowledge. In [26] , fluctuation of eigenvalues of random Hankel is considered. They established the CLT for linear statistics of eigenvalues of Hankel matrix and band Hankel matrix.
The fluctuation problems, we are interested to consider for these patterned matrices, are mainly inspired by the following result on total variation norm convergence of linear spectral statistics of Toeplitz matrices in [13] .
Result 1 (Theorem 4.5 in [13] ). Consider the Gaussian Toeplitz matrices T n = (a i−j ) n i,j=0 , where a j = a −j and {a j } ∞ j=0 is a sequence of independent standard Gaussian random variables. Let p n be a sequence of positive integers such that p n = o(log n/ log log n). Let A n = where Var[X] denotes the variance of a random variable X. The CLT also holds for T r(f (A n )) when f is a fixed nonzero polynomial with non negative coefficients.
Here we show that the above result holds for circulant matrix, symmetric circulant matrix, reverse circulant matrix and Hankel matrix. We also compute the limiting variance of the linear statistics of eigenvalues of circulant, symmetric circulant and reverse circulant matrices. The limiting variance of the linear statistics of eigenvalues of Hankel matrix is calculated in [26] . Before stating our main results we describe the structure of these matrices.
A sequence is said to be an input sequence if the matrices are constructed from the given sequence. We consider the input sequence of the form {x n : n ≥ 0}. Circulant, symmetric circulant, reverse circulant and Hankel matrices are constructed from this given input sequence.
Circulant matrix :
The circulant matrix is defined as
For j = 1, 2, . . . , n − 1, its (j + 1)-th row is obtained by giving its j-th row a right circular shift by one positions and the (i, j)-th element of the matrix is x (j−i) mod n .
Symmetric circulant matrix :
The symmetric circulant matrix is defined by
For j = 1, 2, . . . , n − 1, its (j + 1)-th row is obtained by giving its j-th row a right circular shift by one positions and the (i, j)-th element of the matrix is x n
Also note that symmetric circulant matrix is a Toeplitz matrix with the restriction that x n−j = x j .
Reverse circulant matrix : The reverse circulant matrix is defined as
For j = 1, 2, . . . , n − 1, its (j + 1)-th row is obtained by giving its j-th row a left circular shift by one positions. Note that the matrix is symmetric and the (i, j)-th element of the matrix is x (i+j−1) mod n .
Hankel matrix : The Hankel matrix is defined as
Note that this matrix is also a symmetric matrix and the (i, j)-th element of the matrix is x (i+j−1) . A input sequence {X n : n ≥ 0} is said to be a Gaussian input sequence if the elements of the sequence are i.i.d. standard normal random variables. In this article, all our matrices are constructed from Gaussian input sequence. We have the following results on the fluctuation of linear statistics of eigenvalues of random circulant, symmetric circulant, reverse circulant and Hankel matrices. Theorem 2. Let A n be an n × n circulant matrix or symmetric circulant matrix with Gaussian input sequence. Suppose {p n } is a sequence of positive integers such that p n = o(log n/ log log n). Then, as n → ∞,
converges in total variation norm to N (0, 1).
Theorem 3. Let A n be an n × n reverse circulant matrix or Hankel matrix with Gaussian input sequence. Suppose {p n } is a sequence of positive even integers such that p n = o(log n/ log log n). Then, as n → ∞,
In the next result, we compute the exact rate of variance of Tr(C p n ) for a fixed positive integer p.
where f p is the density of the random variable
The distribution of U 1 +· · ·+U p is known as Irwin-Hall distribution. Clearly, the random variable is supported on [0, p]. The density function f p of (U 1 +U 2 +· · ·+U p ) is given by
where ⌊x⌋ denotes the largest integer not exceeding x.
In the next result, we compute the exact rate of variance for reverse circulant matrix when p n is a fixed even integer. The limiting variance for linear statistics of eigenvalues of Hankel matrix is calculated in Theorem 6.4 of [26] .
The next theorem provides the exact rate of variance of Tr(SC p n ) for a fixed positive integer p.
where a k = (
(ii) For p = 2m,
2 and g(k) as in the Theorem 5.
The spectral norm of the random matrices play a crucial role in the proofs of Theorems 2 and 3. In [30] , Meckes showed that the spectral norm of random Toeplitz matrix is the order of √ n log n and mentioned that the spectral norm of random Hankel matrix is also of the same order. He also pointed out that the methods of his paper can be used to treat random Toeplitz matrix with extra restrictions, for example, random symmetric circulant matrix which is a Toeplitz matrix with the restriction that x n−j = x j . Using his method in [30] , we show that the spectral norm of random circulant, reverse circulant and symmetric circulant matrices with Gaussian input sequence are of the order of √ n log n. As a consequence of this we get the order of the spectral norm of random Hankel matrix with Gaussian input sequence. We denote the spectral norm of a matrix A by A .
Theorem 7. Let A n be an n × n matrix among circulant, symmetric circulant, reverse circulant and Hankel matrices with Gaussian input sequence. Then
where C is a positive constant.
The rest of our paper is organized as follows. In Section 2, we give the proofs of Theorem 2 and Theorem 3. In Section 3, we give the proofs of Theorem 4, Theorem 5 and Theorem 6. In the appendix, we give a proof of Theorem 7 and a few norm related results of pattered matrices.
Proofs of Theorem 2 and Theorem 3
In this section we prove of Theorem 2 and Theorem 3. The key ingredient in both the proofs is Proposition 4.4 in [13] . We state a version of the result which will be used in the proofs of our theorems. Suppose we have a collection A n = (a ij ) 1≤i,j≤n of jointly Gaussian random variables with mean zero and n 2 × n 2 covariance matrix Σ An .
Result 8 (Proposition 4.4 in [13] ). Fix a positive integer p. Suppose W n = Tr(A p n ) and σ 2 = Var(W n ). Let Z n be a normal random variable with same mean and variance as W n . Then n )]. Lemma 9. Let A n be an n× n circulant matrix or symmetric circulant matrix with Gaussian input sequence. Then for large n,
where p ≥ 2, a fixed positive integer.
Lemma 10. Let A n be an n × n reverse circulant matrix or Hankel matrix with Gaussian input sequence. Then for large n,
where p ≥ 2, a fixed positive even integer.
The next lemma gives an upper bound on the spectral norm of the covariance matrix Σ An where A n is one of the matrix among circulant, reverse circulant and Hankel matrices.
Lemma 11. Suppose A n is one of the matrix among random circulant, symmetric circulant, reverse circulant and Hankel matrices with Gaussian input sequence. Then
where c = 1 for C n , RC n , H n and c = 2 for SC n .
Assuming Lemma 9 and Lemma 11, now we prove Theorem 2.
Proof of Theorem 2. Let A n be an n×n circulant matrix C n or symmetric circulant matrix SC n with the Gaussian input sequence. Using Lemma 9 and Lemma 11 in Result 8, we have
where W n = Tr(A p n ) and Z n is a normal random variable with same mean and variance as W n . Now from Theorem 7, we have
where C ′ is a constant does not depend on p and n. Clearly, if p = o(log n/ log log n), then d T V (W n , Z n ) goes to zero as n → ∞. Hence the result.
Proof of Theorem 3 is similar to the proof of Theorem 2. One has to use Lemma 10 instead of Lemma 9 to prove Theorem 3. Here we skip the details. But we note that the result in Lemma 10 is true when p is an even integer and hence, the result in Theorem 3 holds when p n is a sequence of even integers. Now we give the proofs of the lemmas stated in this section.
Proof of Lemma 9. Circulant matrix : Let λ 1 , λ 2 , . . . , λ n be the eigenvalues of the random circulant matrix C n with Gaussian input sequence. Then λ k 's are given (see [9] , Section 2.2) by
where ω k = 2πk n and k = 1, 2, . . . , n. Now observe that Tr(C p n ) is given by
We show that all the terms in the above sum are positively correlated. Note, 
Therefore, in all the cases, we have
Hence the terms in the sum (2) are positively correlated. Therefore
where
This completes the proof for circulant matrix.
Symmetric Circulant matrix : Let SC n be an n× n symmetric circulant matrix with Gaussian input sequence and p be a fixed positive integer. Then
where a ij = X n 2 −| n 2 −|i−j|| . Note that the terms in the last equation are positively correlated and a ij = X |i−j| when |i − j| ≤ n 2 . Therefore, we have
Now following the argument given to prove equation (12) in the proof of Theorem 4.5 of [13] , we have
This completes the proof.
Proof of Lemma 10. Reverse circulant matrix : Consider random reverse circulant matrix RC n = (a ij ) 1≤i,j≤n , where a ij = X i+j−1 (mod n) and X 1 , . . . , X n are i.i.d. standard normal random variables. Then
As all the terms in the above sum are positively correlated, we have
where i p+1 = i 1 and (a 1 , . . . , a p ) ∈ A and
Here we write n 3p , . . . , n 3 as if integers, which do not effect the asymptotic. Observe that the set D a1,...,ap are disjoint sets for different values of (a 1 , . . . , a p ). Therefore from (3), we have
Now, for a fixed value of a p , |A| = ( 
Thus, when p is even, from (4) we get
In the last inequality we have used the fact that Var(X 1 ) = 1 and Var(X 2 1 ) = 2. This completes the proof for reverse circulant matrix.
Hankel matrix : The structure of Hankel matrix ((i, j)-th entry is X i+j−1 ) is very close to the structure of reverse circulant matrix ((i, j)-th entry is X i+j−1 (mod n) ). Following the similar argument given for reverse circulant matrix, one can show that, for p even,
Proof of Lemma 11. The random matrices C n , RC n and H n are constructed from a Gaussian input sequence. Therefore elements of Σ Cn are given by
Note that the entries of Σ RCn are given by
Similarly the entries of Σ Hn are given by
Observe that, in all the above cases the number of 1 in a row of Σ An is at most n. Therefore, by Gershgorin bound for the operator norm,
where A n is one of the matrix among random circulant, reverse circulant and Hankel matrices with Gaussian input sequence. For symmetric circulant matrix with Gaussian input sequence, elements of Σ SCn are given by
Observe that the number of 1 in a row of Σ SCn is at most 2n. Therefore, by Gershgorin bound for the operator norm, we have
Proof of Theorems 4, 5 and 6
In this section we give the proofs of Theorem 4, Theorem 5 and Theorem 6.
3.1. Proof of theorem 4. We introduce some notations before proving the theorem.
The following lemma gives the cardinality of A p,s , which will be used in the proof of Theorem 4.
Lemma 12. Suppose |A p,s | denotes the cardinality of A p,s . Then
Assuming this lemma we proceed to prove Theorem 4.
Proof of theorem 4. Recall that we have Tr(C p n ) = n Ap X i1 · · · X ip , for fixed positive integer p. Therefore we have
. Therefore for any positive integer p, we have
and, hence
Note that the number of solutions of i 1 + · · · + i p = sn, with 0 ≤ i 1 , . . . , i p ≤ n − 1, is O(n p−1 ). And if atleast two indices are equal then the number of solutions of the same equation is O(n p−2 ). Again E[X i1 · · · X ip X j1 · · · X jp ] will be non zero only when the random variables appear with even order. Observe that if s = t then there is atleast one self matching in {i 1 , . . . , i p } and there exists a self matching with in {j 1 , . . . , j p }, therefore in such cases the number of non zero terms is O(n p−2 ). Therefore we have
The last equality follows from the fact that
. . , i p are distinct number and X 0 , X 1 , . . . , X n−1 are independent with mean zero and variance one. The factor p! appeared because {j 1 , j 2 , . . . , j p } can match with given vector (i 1 , i 2 , . . . , i p ) in p! ways. Note that the number of cases for which atleast one equality holds in the indices of (i 1 , . . . , i p ) ∈ A p,s is O(n p−2 ). Therefore we have
Since p is a fixed positive integer, by Lemma 12, for s = 0, 1, 2, . . . , p − 1, we get
where f p is the probability density function of Irwin-Hall distribution (as in (1)). Therefore by (5), (6) and (7) we have
Hence the result. Now we prove Lemma 12.
Proof of Lemma 12 
It is clear from the last equation that the coefficient of x sn is
for s = 0, 1, 2, . . . , p − 1. This completes the proof.
Proof of Theorem 5.
We introduce some notations which will be used in the proof of Theorem 5.
The following lemma gives the cardinality of B 2p,s .
Lemma 13. Suppose |B 2p,s | denotes the cardinality of B 2p,s . Then
Using this lemma we first prove Theorem 5 and then we prove the lemma.
Proof of Theorem 5. Let e 1 , . . . , e n be the standard unit vectors in R n , i.e., e i = (0, . . . , 1, . . . , 0) t (1 in i-th place). Therefore we have
X i1 e i1−i+1 mod n , for i = 1, . . . , n (we write e 0 = e n ). Repeating the procedure we get
X i1 X i2 e i2−i1+i mod n , for i = 1, . . . , n. Therefore in general we get
X i1 . . . X i2p+1 e i2p+1−i2p···+i1−i+1 mod n , for i = 1, . . . , n. Therefore the trace of RC 2p n can be written as
Which implies that
Observe that, if {i 1 , i 2 , . . . , i 2p } ∩ {j 1 , j 2 , . . . , j 2p } = ∅ then from independence of
. . . X j2p ] = 0. Therefore we can get the non-zero contribution in (8) only when there is atleast one cross matching among {i 1 , . . . , i 2p } and {j 1 , . . . , j 2p }, i.e., {i 1 , i 2 , . . . , i 2p } ∩ {j 1 , j 2 , . . . , j 2p } = ∅. Case I (odd number of cross matching): Suppose (i 1 , i 2 , . . . , i 2p ), (j 1 , j 2 , . . . , j 2p ) ∈ B 2p and |{i 1 , i 2 , . . . , i 2p } ∩ {j 1 , j 2 , . . . , j 2p }| = 2k − 1 for some k = 1, 2, . . . , p, where |{·}| denotes cardinality of the set {·}. We show that such (i 1 , i 2 , . . . , i 2p ), (j 1 , j 2 , . . . , j 2p ) ∈ B 2p will have zero contribution in (8) .
First observe for k = 1, either E[X i1 . . . X i2p ] = 0 or E[X j1 . . . X j2p ] as E(X i ) = 0, and E[X i1 . . . X i2p X j1 . . . X j2p ] = 0 as there will be at least one random variable with odd power. Hence for k = 1,
For k ≥ 2, let (ℓ 1 , . . . , ℓ 2k−1 , i 2k , . . . , i 2p ) and (ℓ 1 , . . . , ℓ 2k−1 , j 2k , . . . , j 2p ) be two typical elements in B 2p satisfying the condition of case I. For a non zero contribution from E[X i1 . . . X i2p X j1 . . . X j2p ], there must exist ℓ * and ℓ * among {ℓ 1 , . . . , ℓ 2k−1 } such that ℓ * and ℓ * matches with one of {i 2k , . . . , i 2p } and {j 2k , . . . , j 2p } receptively, and the rest of the (2p − 2k) variables of {i 2k , . . . , i 2p } are at least pair matched and similarly, rest of the (2p − 2k) variables of {j 2k , . . . , j 2p } are also at least pair matched. Hence the number of free variables in {i 2k , . . . , i 2p } is at most (p − k) and similarly the number of free variables in {j 2k , . . . , j 2p } is at most (p − k). After choosing the free variables in {i 2k , . . . , i 2p }, ℓ * will be determined by the rest of the 2k − 2 variables of {ℓ 1 , ℓ 2 , . . . , ℓ 2k−1 }\{ℓ * } since (ℓ 1 , . . . , ℓ 2k−1 , i 2k , . . . , i 2p ) ∈ B 2p . Hence the number of free variables in {i 1 , i 2 , . . . , i 2p } ∪ {j 1 , j 2 , . . . , j 2p } satisfying the above condition is at most (p − k)
Hence the contribution in (8) 
To understand the contribution from I 2k , let us consider a typical element of I 2k , say, ((ℓ 1 , . . . , ℓ 2k , i 2k+1 , . . . , i 2p ),(ℓ 1 , . . . , ℓ 2k , j 2k+1 , . . . , j 2p )). For such an element of I 2k , the number of free variable will be maximum if {ℓ 1 , . . . , ℓ 2k }, {i 2k+1 , . . . , i 2p }, {j 2k+1 , . . . , j 2p } are disjoint sets and ℓ 1 , . . . , ℓ 2k are distinct and the indices of (i 2k+1 , . . . , i 2p ) and (j 2k+1 , . . . , j 2p ) are odd-even pair matched.
We say a pair is odd-even pair matched if one of the elements of the pair appears at odd position and other one appears at even position. For example, (1, 1, 2, 2) is odd-even pair matched whereas (1, 2, 1, 2) is only pair matched, not odd-even pair matched.
Therefore, if (i 2k+1 , . . . , i 2p ) and (j 2k+1 , . . . , j 2p ) are odd-even pair matched, then we have
Now for k = 2, 3, . . . , p, the number of vectors (ℓ 1 , . . . , ℓ 2k ) with distinct elements that satisfy equation (10) is O(n 2k−1 ). The number of free variables in {i 2k+1 , . . . , i 2p } is (p − k) as they are odd-even pair matched and hence we have O(n p−k ) choices for {i 2k+1 , . . . , i 2p }. Similarly, we have O(n p−k ) choices for {j 2k+1 , . . . , j 2p }. Hence, for k = 2, 3, . . . , p, the maximum number of choice for ((ℓ 1 , . . . , ℓ 2k , i 2k+1 , . . . , i 2p ),(ℓ 1 , . . . , ℓ 2k , j 2k+1 
. In any other situation, like, ℓ 1 , . . . , ℓ 2k are not distinct or one of (i 2k+1 , . . . , i 2p ) and (j 2k+1 , . . . , j 2p ) are not odd-even pair matched, the number of choices will be O(n 2p−2 ). Hence, maximum contribution (O(n 2p−1 )) will come when {ℓ 1 , . . . , ℓ 2k }, {i 2k+1 , . . . , i 2p }, {j 2k+1 , . . . , j 2p } are disjoint sets and ℓ 1 , . . . , ℓ 2k are distinct and the indices of (i 2k+1 , . . . , i 2p ) and (j 2k+1 , . . . , j 2p ) are odd-even pair matched. As {ℓ 1 , ℓ 2 , . . . , ℓ 2k } are distinct, we have
Therefore, from the above discussion for k = 2, . . . , p, we have
where 
The constant (2−1 {s=0} ) appeared because for s = 0, B Now using Lemma 13, we get
Note that when k = 1 in Case II, then from (10) we get ℓ 1 = ℓ 2 . Therefore
. Therefore from (9), (12), (13), (14) we have
Hence the result.
Proof of Lemma 13. Note that, for fixed positive integers p and s, |B 2p,s | is the coefficient of x sn in the expression (
Proof of Theorem 6.
We use the following notations in the proof of Theorem 6.
In set B p , we collect (j 1 , . . . , j p ) according to their multiplicity. The following lemma counts the number of elements of B p .
where ⌈x⌉ denotes the smallest integer not less than x.
Proof of Theorem 6. Suppose n is odd positive integers. We write n/2 instead of ⌊n/2⌋, as asymptotic is same as n → ∞. Then
where B ℓ for ℓ = 1, . . . , p is given by
and B 0 is an empty set with the understanding that the contribution from the sum corresponding to B 0 is 1. Note, in B ℓ , (j 1 , . . . , j ℓ ) are collected according to their multiplicity. Proof of (i): Now assume p = 2m + 1, odd. From (15), we have
The second last equality follows from the fact that for p odd
as there exists at least one random variable with odd power. Also note that the right hand side of (16) has non zero contribution only when ℓ = k = p − 1 and
Now we calculate the contribution from the first term in (17) . Note that p − 1 is even and the contribution of the first term will be non zero only when ! ways to have pair matching. Using same argument for {j 1 , . . . , j p−1 }, we get another
Next we calculate the second term of (17) . There will be non zero contribution when there is exactly odd number of cross matching between {i 1 , . . . , i p } and {j 1 , . . . , j p } and rest of the variables are pair matched with opposite sign. Therefore we get
Let ((ℓ 1 , . . . , ℓ 2k+1 , j 2k+2 , . . . , j 2m+1 ), (ℓ 1 , . . . , ℓ 2k+1 , i 2k+2 , . . . , i 2m+1 )) be a typical element in I 2k+1 . As we have discussed, non zero contribution will come when ℓ 1 , . . . , ℓ 2k+1 are distinct, 2m+1 t=2k+2 ǫ t = 0, {j 2k+2 , . . . , j 2m+1 } and {i 2k+2 , . . . , i 2m+1 } are pair matched with opposite sign. Therefore, like in (11), we have
2 . a k factor is coming for pair matching of (2m − 2k) many variables in (i 1 , i 2 , . . . , i 2m+1 ) and (j 1 , j 2 , . . . , j 2m+1 ) both with opposite sign. In (i 1 , i 2 , . . . , i 2m+1 ), we can choose (2m − 2k) variables in 
The factor 2k+1 ℓ 2 appeared because in 2k+1 ℓ ways we can choose ℓ many +1 from {ǫ 1 , . . . , ǫ 2k+1 } in one B ′ 2k+1 . The factor (ℓ!(2k + 1 − ℓ)!) appeared because for each choice of (i 1 , . . . , i 2k+1 ) we have (ℓ!(2k + 1 − ℓ)!) many choice for (j 1 , . . . , j 2k+1 ). Now using Lemma 14, we get
Hence combining (17) , (18) and (20) , for p = 2m + 1 we have
2 and p = 2m + 1. This completes the proof when p is odd. Proof of (ii): Assume p = 2m, even. The idea of the proof is similar to the odd case. Here we outline the proof and skip the details. First note that for p even
So the analysis goes in the same line as in the proof of Theorem 5. There will non zero contribution only when ℓ = k = p in (16) . Like in Theorem 5 (see (14) ), (E(X
2 ) will contribute here and b 1 corresponds to that contribution in (21) . Finally it can be shown that
Now following the same steps as in the proof of Lemma 13, we have
Hence the result follows from (22) and (23).
Remark 15. (i)
To avoid confusion we have stated all our theorems with Gaussian input sequence. But in the proofs of Theorem 4 and part (i) of Theorem 6, we mainly use the following facts about the input sequence: (24) X n 's are independent, E(X n ) = 0, E(X 2 n ) = 1 for all n ≥ 0 and sup
Therefore, Theorem 4 and part (i) of Theorem 6 hold with the input sequence {X n : n ≥ 0} also, where {X n : n ≥ 0} satisfies condition (24) .
(ii) Similarly in the proofs of Theorem 5 and part (ii) of Theorem 6, we use the fact that X n 's are independent, E(X n ) = 0, E(X 2 n ) = 1 for all n, E(X 4 n ) is same for all n and sup n≥0 E(X 4p n ) < ∞. Hence Theorem 5 and part (ii) of Theorem 6 are true if the input sequence {X n : n ≥ 0} satisfies these conditions. (iii) We have calculated the limiting formula of the variance Tr(A p n ) for a fixed positive integer p, but following the idea of our proof one can calculate the limiting formula of the variance Tr(f (A n )) where f is a fixed polynomial and A n is one of the patterned matrix of dimension n × n.
Concluding remarks.
In Theorems 2 and 3, we proved CLT type results in total variation norm of linear spectral statistics of some patterned matrices with Gaussian input sequence. It would be interesting to establish CLT type results in total variation norm of linear spectral statistics of these patterned matrices for any i.i.d. input sequence with sufficient moment assumption. In [27] , the authors have established the CLT for linear spectral statistics of band Toeplitz and Hankel matrices. It would be interesting to consider the CLT problems for appropriate band and sparse version of circulant, symmetric circulant and reverse circulant matrices. We are currently working on the above issues.
Appendix
In this section we present a proof of Theorem 7. We mainly follow the idea of Meckes in [30] . The following lemma is the key ingredient in the proof of Theorem 7. The lemma gives an upper bound on the expected spectral norms of the random circulant, symmetric circulant, reverse circulant and Hankel matrices.
Lemma 16. Suppose A n is one of the matrix among the random circulant, symmetric circulant, reverse circulant and Hankel matrices with Gaussian input sequence. Then E A n ≤ c 1 n log n, where c 1 is a positive constant.
Next we state a result with out proof which will be used in the proof of Theorem 7. The result says that the random Lipschitz function on R n with Lipschitz constant bounded above by 1 is concentrated around its mean. We refer the reader to see Section 2.1-2.3 in [24] for the proof of Result 17 and concentration related results. We proceed to prove Theorem 7 assuming Lemma 16.
Proof of Theorem 7. The spectral norm of a matrix is less than the Hilbert-Schmith norm of that matrix, therefore
This implies that the map (X 0 , X 1 , . . . , X n−1 ) → C n is Lipschitz with Lipschitz constant bounded by √ n. By Result 17, we have
for all t > 0.
By Lemma 16, we have P[ C n ≥ (c 1 + √ 2c) n log n] ≤ 1 n 2 . Using Borel-Cantelli lemma, we get the result for random circulant matrix. Proof for symmetric circulant matrix is similar to the proof for circulant matrix. Here we skip the details.
The result holds for random reverse circulant matrix by the fact that C n = RC n , as the absolute values of the eigenvalues of reverse circulant and circulant matrices are same (see [9] , Section 2.2), and circulant and reverse circulant matrices are normal matrices.
Observe that n × n Hankel matrix H n can be considered as a n × n first principle block matrix of 2n × 2n reverse circulant matrix RC 2n . Therefore we have H n ≤ RC 2n .
Hence the result holds for random Hankel matrix.
It remains to prove Lemma 16. The key ingredient for the proof of Lemma 16 is Dudley's entropy bound [15] for the supremum of a subgaussian random process. Suppose where ω k = 2πk n and k = 1, 2, . . . , n. Observe that a circulant matrix is a normal matrix, i.e., C n C * n = C * n C n . Therefore the spectral norm of C n is given by C n = sup{|λ k | : k = 1, . . . , n}.
Consider a random process {Y x = Y X j sin(2πxj) for 0 ≤ x ≤ 1, and {X n : n ≥ 0} is a sequence of standard normal random variables. Therefore using triangle inequality, C n is bound by
x | : x ∈ [0, 1]} + sup{|Y (2) x | : x ∈ [0, 1]}.
