Abstract. Let A = A(W ) be the reflection arrangement of the finite complex reflection group W . By Terao's famous theorem, the arrangement A is free. In this paper we classify all reflection arrangements which belong to the smaller class of recursively free arrangements. Moreover for the case that W admits an irreducible factor isomorphic to G 31 we obtain a new (computer-free) proof for the non-inductive freeness of A(W ). Since our classification implies the non-recursive freeness of the reflection arrangement A(G 31 ), we can prove a conjecture by Abe about the new class of divisionally free arrangements which he recently introduced.
Introduction
Suppose that W is a finite complex reflection group acting on the complex vector space V . Let A = A(W ) be the associated hyperplane arrangement of the reflecting hyperplanes of W . Then A is free, [Ter80] .
There are several stronger notions of freeness. In this paper we are mainly interested in two, namely inductive freeness, first introduced by Terao in [Ter80] and recursive freeness which was introduced by Ziegler in [Zie87] .
In [BC12] Barakat and Cuntz proved that all Coxeter arrangements are inductively free and in [HR15] Hoge and Röhrle completed the classification of inductively free reflection arrangements by inspecting the remaining complex cases. They gave an easy characterization for all the cases but one, namely if the complex reflection group W admits an irreducible factor isomorphic to G 31 and handling this case also turns out to be the most difficult part of this paper.
In [CH15] Cuntz and Hoge gave first examples for free but not recursively free arrangements. One of them is the reflection arrangement of the exceptional complex reflection group G 27 . Very recently, Abe, Cuntz, Kawanoue, and Nozawa [ACKN14] found smaller examples (with 13 hyperplanes, being the smallest possible, and with 15 hyperplanes) for free but not recursively free arrangements in characteristic 0.
Nevertheless, free but not recursively free arrangements seem to be rare.
Since reflection arrangements play an important role in the theory of hyperplane arrangements, it is natural to ask which other reflection arrangements are free but not recursively free. In this paper we answer this question and complete the picture for reflection arrangements by showing which of the not inductively free reflection arrangements are recursively free and which are free but not recursively free. We obtain a classification of all recursively free reflection arrangements: Theorem 1.1. For W a finite complex reflection group, the reflection arrangement A(W ) of W is recursively free if and only if W does not admit an irreducible factor isomorphic to one of the exceptional reflection groups G 27 , G 29 , G 31 , G 33 and G 34 .
Furthermore, for the special case W ∼ = G 31 , we obtain a (with respect to "Addition" and "Deletion") isolated cluster of free but not recursively free subarrangements of A(W ) in dimension 4.
Recently in [Abe15] , Abe introduced the new class of divisionally free arrangements, based on his Division-Theorem, [Abe15, Thm. 1.1], about freeness and division of characteristic polynomials analogous to the class of inductively free arrangements based on the AdditionDeletion-Theorem. With Theorem 1.1, we are able to positively settle a conjecture by Abe, [Abe15, Conj. 5.11], about this new class of free arrangements, which we state as the next theorem. Theorem 1.2. There is an arrangement A such that A ∈ DF and A / ∈ RF.
Finally, we will comment on the situation of a restriction of a reflection arrangement.
In order to compute the different intersection lattices of the reflection arrangements in question, to obtain the respective invariants, and to recheck our results we used the functionality of the GAP computer algebra system, [GAP14] .
The author thanks his thesis advisor Professor Michael Cuntz and Torsten Hoge for many helpful discussions and remarks.
Recollection and Preliminaries
We review the required notions and definitions. Compare with [OT92] .
Arrangements of hyperplanes.
Definition 2.1. An -arrangement of hyperplanes is a pair (A, V ), where A is a finite collection of hyperplanes (codimension 1 subspaces) in V = K , a finite dimensional vector space over a fixed field K. For (A, V ) we simply write A if the vector space V is unambiguous.
We denote the empty -arrangement by Φ .
In this paper we are only interested in complex central arrangements A, that is, all the hyperplanes in A are linear subspaces and V is a finite dimensional complex vector space V = C .
If we want to explicitly write down the hyperplanes of an -arrangement, we will use the notation: H = ker(α) =: α ⊥ for a linear form α ∈ V * . If {x 1 , . . . , x n } is a basis for V * , we write α = i=1 a i x i ∈ V * also as a row vector (a 1 , . . . , a ).
The intersection lattice L(A) of A is the set of all subspaces X of V of the form X = H 1 ∩ . . . ∩ H r with {H 1 , . . . , H r } ⊆ A. If X ∈ L(A), then the rank r(X) of X is defined as r(X) := − dim(X) and the rank of the arrangement A is defined as r(A) := r(T (A)) where T (A) := H∈A H is the center of A. An -arrangement A is called essential if r(A) = . For X ∈ L(A), we define the localization A X := {H ∈ A | X ⊆ H} of A at X, and the restriction of A to X, (A X , X), where
Define A := A \ {H 0 }, and A := A H 0 . We say that (A, A , A ) is a triple of arrangements (with respect to H 0 ), [OT92, Def. 1.14].
The
If an arrangement A can be written as a non-trivial product A = A 1 × A 2 , then A is called reducible, otherwise irreducible.
For an arrangement A the Möbius function µ : L(A) → Z is defined by:
if X = V . We denote by χ(A, t) the characteristic polynomial of A which is defined by:
. An arrangement A with r(A) = is called supersolvable if the intersection lattice L(A) is supersolvable, i.e. it has a maximal chain of modular elements
For example an essential 3-arrangement A is supersolvable if there exists an X ∈ L(A) 2 which is connected to all other Y ∈ L(A) 2 by a suitable hyperplane H ∈ A, (i.e. X + Y ∈ A).
2.2. Free Arrangements. Let S = S(V * ) be the symmetric algebra of the dual space V * of V . If x 1 , . . . , x is a basis of V * , then we identify S with the polynomial ring C[x 1 , . . . , x ] in variables. The algebra S has a natural Z-grading: Let S p denote the C-subspace of S of the homogeneous polynomials of degree p (p ∈ N ≥0 ), then S = p∈Z S p , where S p = 0 for p < 0.
Let Der(S) be the S-module of C-derivations of S. It is a free Smodule with basis D 1 , . . . , D where D i is the partial derivation ∂/∂x i . We say that θ ∈ Der(S) is homogeneous of polynomial degree p provided
In this case we write pdeg θ = p. With this definition we get a Z-grading for the Smodule Der(S): Let Der(S) p be the C-subspace of Der(S) consisting of all homogeneous derivations of polynomial degree p, then Der(S) = p∈Z Der(S) p . Definition 2.2. Let A be an arrangement of hyperplanes in V . Then for H ∈ A we fix α H ∈ V * with H = ker(α H ). A defining polynomial Q(A) is given by Q(A) := H∈A α H ∈ S.
The module of A-derivations of A is defined by
We say that A is free if the module of A-derivations is a free Smodule.
If A is a free arrangement, let {θ 1 , . . . , θ } be a homogeneous basis for D(A). Then the polynomial degrees of the θ i , i ∈ {1, . . . , }, are called the exponents of A. We write exp(A) := {{pdeg θ 1 , . . . , pdeg θ }}, where the notation {{ * }} emphasizes the fact, that exp(A) is a multiset in general. The 
The following proposition shows that the product construction mentioned before is compatible with the notion of freeness:
is free if and only if both (A 1 , V 1 ) and (A 2 , V 2 ) are free. In this case
Throughout our exposition we will frequently use the following important results about free arrangements. 
Choose a hyperplane
A very recent and remarkable result is due to Abe which connects the division of characteristic polynomials with freeness:
Theorem 2.8 (Division theorem [Abe15, Thm. 1.1]). Let A be a hyperplane arrangement and A = Φ . Assume that there is a hyperplane H ∈ A such that χ(A H , t) divides χ(A, t) and A H is free. Then A is free.
2.3. Inductively, recursively and divisionally free arrangements. Theorem 2.5 motivates the following two definitions of classes of free arrangements. (1) If A is an -arrangement, ≤ 2, or A = Φ , ≥ 3, then A belongs to DF, (2) if there exists a hyperplane H 0 ∈ A such that A ∈ DF and χ(A H 0 , t) | χ(A, t), then A also belongs to DF.
Abe showed that the new class of divisionally free arrangements properly contains the class of inductively free arrangements:
by [Abe15, Thm. 1.6]. He conjectured that there are arrangements which are divisionally free but not recursively free. Our classification of recursively free reflection arrangements in this paper provides examples to confirm his conjecture (see Theorem 1.2 and Section 4).
The next easy lemma will be useful to disprove the recursive freeness of a given arrangement: Lemma 2.13. Let A and A = A\{H} be free arrangements and L := L(A ).
Proof. By Theorem 2.6 and (2.3) there is a b ∈ exp(A ), such that
The next two results are due to Hoge, Röhrle, and Schauenburg, [HRS15] .
Proposition 2.14 ([HRS15, Thm. 1.1]). Let A be a recursively free arrangement and X ∈ L(A). Then A X is recursively free.
Hoge and Röhrle have shown in [HR15, Prop. 2.10] that the product construction is compatible with the notion of inductively free arrangements.
The following refines the statement for recursively free arrangements:
is recursively free if and only if both (A 1 , V 1 ) and (A 2 , V 2 ) are recursively free and in that case the multiset of exponents of A is given by exp(A) = exp(A 1 )∪exp(A 2 ).
Reflection arrangements.
Let V = C be a finite dimensional complex vector space. An element s ∈ GL(V ) of finite order with fixed point set V s = {x ∈ V | sx = x} = H s a hyperplane in V is called a reflection. A finite subgroup W ≤ GL(V ) which is generated by reflections is called a finite complex reflection group.
The finite complex reflection groups were classified by Shephard and Todd, [ST54] .
Let W ≤ GL(V ) be a finite complex reflection group acting on the vector space V . The reflection arrangement (A(W ), V ) is the arrangement of hyperplanes consisting of all the reflecting hyperplanes of reflections of W .
Terao [Ter80] has shown that each reflection arrangement is free, see also [OT92, Prop. 6.59].
The complex reflection group W is called reducible if V = V 1 ⊕ V 2 where V i are stable under W . Then the restriction W i of W to V i is a reflection group in V i . In this case the reflection arrangement (A(W ), V ) is the product of the two reflection arrangements (A(W 1 ), V 1 ) and (A(W 2 ), V 2 ). The complex reflection group W is called irreducible if it is not reducible, and then the reflection arrangement A(W ) is irreducible.
For later purposes, we now look at the action of a finite complex reflection group W on its associated reflection arrangement A(W ) and (reflection) subarrangements A(W ) ⊆ A(W ) corresponding to reflection subgroups W ≤ W . Proof. Let W , W , A, and B be as above. Let S B be the stabilizer of B in W . It is clear by the Orbit-Stabilizer-Theorem that |W.B| = |W :
The last equality is because W is by definition generated by the reflections it contains and the group normalizing all generators of W is the normalizer of W .
The following theorem proved by Barakat, Cuntz, Hoge and Röhrle, which provides a classification of all inductively free reflection arrangments, is our starting point for inspecting the recursive freeness of reflection arrangements:
Theorem 2.17 ([HR15, Thm. 1.1], [BC12, Thm. 5.14]). For W a finite complex reflection group, the reflection arrangement A(W ) is inductively free if and only if W does not admit an irreducible factor isomorphic to a monomial group G(r, r, ) for r, ≥ 3,
Thus, to prove Theorem 1.1, we only have to check the non-inductively free cases from Theorem 2.17 since inductive freeness implies recursive freeness.
3. Proof of Theorem 1.1
Thanks to Proposition 2.15, the proof of Theorem 1.1 reduces to the case when A(W ) respectively W are irreducible. We consider the different irreducible reflection arrangements, provided by Theorem 2.17, which are not inductively free, in turn.
3.1. The reflection arrangements A(G(r, r, )), r, ≥ 3. For an integer r ≥ 2 let θ = exp (2πi/r), and C(r) the cyclic group generated by θ. The reflection arrangement A(W ) with W = G(r, r, ) contains the hyperplanes
with i, j ≤ and i = j, ζ ∈ C(r), and if W is the full monomial group G(r, 1, ), then A(G(r, 1, ) additionally contains the coordinate hyperplanes
To show that the reflection arrangements A(G(r, r, )) for r, ≥ 3 are recursively free, we need the intermediate arrangements , 1, ) ). They are defined as follows:
and their defining polynomial is given by
The following result by Amend, Hoge and Röhrle immediately implies the recursive freeness of A(G(r, r, )), for r, ≥ 3. Proof. We have A ∼ = A 0 (r) and by Theorem 3.1, A 0 (r) is recursively free.
3.2. The reflection arrangement A(G 24 ). We show that the reflection arrangement of the finite complex reflection group G 24 is recursively free by constructing a so called supersolvable resolution for the arrangement, (see also [Zie87, Ch. 3.6]), and making sure that in each addition-step of a new hyperplane the resulting arrangements and restrictions are free with suitable exponents. As a supersolvable arrangement is always inductively free (Example 2.10), it follows that A(G 24 ) is recursively free. (1 + i √ 7), then the reflecting hyperplanes of A can be defined by the following linear forms (see also [LT09, Ch. 7, 6 .2]):
The exponents of A are exp(A) = {{1, 9, 11}}. If we define
and the arrangements A j := A∪{H 1 , . . . , H j } for 1 ≤ j ≤ 12, then
is a rank 2 modular element, and A 12 is supersolvable. In each step, A j is free, A Since by Example 2.10 a supersolvable arrangement is inductively free, A is recursively free.
We found the set of hyperplanes {H 1 , . . . , H 12 } by "connecting" a suitable X ∈ L(A) 2 to other Y ∈ L(A) 2 via addition of new hyperplanes such that X becomes a modular element in the resulting intersection lattice, subject to each addition of a new hyperplane results in a free arrangement, (compare with [OT92, Ex. 4.59]).
3.3. The reflection arrangement A(G 27 ). In [CH15, Remark 3.7] Cuntz and Hoge have shown that the reflection arrangement A(G 27 ) is not recursively free. In particular they have shown that there is no hyperplane which can be added or removed from A(G 27 ) resulting in a free arrangement. In this part we will see, that the reflection arrangement A(G 31 ) is additionally not recursively free and as a consequence the closely related reflection subarrangement A(G 29 ) is also not recursively free. Furthermore we obtain a new computer-free proof, that A(G 31 ) is not inductively free.
Theorem 3.4. Let A = A(W ) be the reflection arrangement with W isomorphic to one of the finite complex reflection groups G 29 , G 31 . Then A is not recursively free.
We will prove the theorem in two parts. In the first part, we will characterize certain free subarrangements of A(G 31 ) which we can obtain out of A(G 31 ) by successive deletion of hyperplanes such that all the arrangements in between are also free. We call such arrangements free filtration subarrangements. Then we will investigate the relation between the two reflection arrangements A(G 29 ) and A(G 31 ), and obtain that A(G 29 ) is the smallest of these free filtration subarrangements of A(G 31 ). This yields a new proof, that A(G 31 ) is not inductively free (since inductive freeness implies that the empty arrangement is a free filtration subarrangement).
In the second part, we will show that ifÃ is a free filtration subarrangement of A(G 31 ), there is no possible way to obtain a free arrangement out ofÃ by adding a new hyperplane which is not already contained in A(G 31 ).
This will conclude the proof of Theorem 3.4.
Definition 3.5. Let i = √ −1. The arrangement A(G 31 ) can be defined as the union of the following collections of hyperplanes: 3.4.1. The free filtration subarrangements of A(G 31 ). In this subsection we characterize certain free subarrangements of A(G 31 ) which we can obtain by successively removing hyperplanes from A(G 31 ), the so called free filtration subarrangements. We will use this characterization in Subsection 3.4.2 to prove Theorem 3.4. Furthermore, along the way, we obtain another (computer-free) proof that the arrangement A(G 31 ) cannot be inductively free (recall Definition 2.9) without checking all the cases for a possible inductive chain but rather by examining the intersection lattices of certain subarrangements and using the fact, that A(G 29 ) plays a "special" role among the free filtration subarrangements of A(G 31 ).
Definition 3.7. Let A be a free -arrangement andÃ ⊆ A a free subarrangement. A strictly decreasing sequence of free arrangements
is called a (finite) free filtration from A toÃ if |A i | = |A| − i for each i. If there exists a (finite) free filtration from A toÃ, we callÃ a free filtration subarrangement.
The notion of free filtration was first introduced by Abe and Terao in [AT15].
Note that, since all the subarrangements A i in the definition are free, with Theorem 2.6 the restrictions A 
If A is an inductively free -arrangement, then Φ is a free filtration subarrangement.
The main result of this subsection is the following proposition which we will prove in several steps divided into some lemmas.
Proposition 3.8. Let A := A(G 31 ) be the reflection arrangement of the finite complex reflection group G 31 . LetÃ be a smallest (w.r.t. the number of hyperplanes) free filtration subarrangement. ThenÃ ∼ = A(G 29 ). In particular A, A(G 29 ) and all other free filtration subarrangementsÃ ⊆ A are not inductively free.
To prove Proposition 3.8, we will characterize all free filtration subarrangements of A(G 31 ) by certain combinatorial properties of their intersection lattices.
The next lemma gives a sufficient condition forÃ ⊆ A(G 31 ) being a free filtration subarrangement. With an additional assumption on |Ã|, this condition is also necessary. 
Proof. We proceed by induction on |N |.
We use the fact, that G 31 acts transitively on the hyperplanes of A. In particular, all the 3-arrangements A H for H ∈ A are isomorphic and furthermore they are free with exponents exp(A H ) = {{1, 13, 17}} (see [OT92, App. C and App. D]).
First let N = {H} consist of only a single hyperplane. Since A is free with exponents exp(A) = {{1, 13, 17, 29}}, the arrangementÃ = A is just a deletion with respect to H, hence free by Theorem 2.5, andÃ is a free filtration subarrangement with exp(Ã) = {{1, 13, 17, 28}}.
With N , each subcollection N = N \ {K}, for a K ∈ N , fulfills the assumption of the lemma. By the induction hypotheses B = A\N is a free filtration subarrangement with exp(B) = {{1, 13, 17, 29 − |N |}} = {{1, 13, 17, 29−|N |+1}}. Now condition ( * ) just means that |B K | = 31, so B K ∼ = A H for any H ∈ A and is free with exp(B K ) = {{1, 13, 17}}. Hence, again by Theorem 2.5, the deletion B = B \ {K} is free and thusÃ = A\N = B is a free filtration subarrangement with exp(Ã) = {{1, 13, 17, 29 − |N |}}.
Finally, letÃ = A \ N be a free filtration subarrangement with |N | ≤ 13. For an associated free filtration A = A 0 . . . A n =Ã with say A i = A i−1 = A i−1 \ {H i } for 1 ≤ i ≤ n, we have |A
So H i ∩ H j ⊆ K, j < i, for a K ∈ A i and for i = n this is condition ( * ).
Before we continue with the characterization of the free filtration subarrangements, we give a helpful partition of the reflection arrangement A(G 31 ):
Lemma 3.10. Let A = A(G 31 ). There are exactly 6 subcollections 2, 4) . Here we also have N W (W ) = W , so |W : W | = 15, and hence again with Lemma 2.16 there are 15 distinct subarrangements isomorphic to A(W ) ⊆ A. Since each to W conjugate reflection subgroup of W has a unique system of imprimitivity consisting of the lines orthogonal to the hyperplanes in M i ∩ M j for i, j ∈ {1, . . . , 6}, i = j and they are distinct, the M i ∩ M j are distinct and disjoint.
Finally each hyperplane in A belongs to a unique intersection M i ∩ M j , so they form a partition F of A. Since W acts transitively on A, and interchanges the systems of imprimitivity corresponding to the reflection subarrangements isomorphic to A(G(4, 2, 4)), it acts transitively on F.
The partition F in Lemma 3.10 can be visualized in a picture, see Figure 3 .1.
In the above proof we used some facts about the actions and orders of complex reflection (sub)groups from the book by Lehrer and Taylor, [LT09] , (see in particular [LT09, Ch. 8, 10.5]).
Furthermore it will be helpful to know the distribution of the A X , X ∈ L 2 (A) with respect to the partition given by Lemma 3.10:
Lemma 3.11. Let H ∈ A, X ∈ A H , and H ∈ B ij := M i ∩ M j ∈ F for some 1 ≤ i < j ≤ 6. For A X there are 3 cases:
Proof. This is by explicitly writing down the partition F from Lemma 3.10 with respect to definition 3.5 and a simple computation.
The following lemma provides the next step towards a complete characterization of the free filtration subarrangements of A(G 31 ) . 
We claim that M satisfies condition ( * ), so with Lemma 3.9, B is a free filtration subarrangement. Furthermore, if M satisfies condition ( * ), so does every subcollection N ⊆ M andÃ := A \ N is a free filtration subarrangement with exponents exp(Ã) = {{1, 13, 17, 29 − |N |}}. Now let H ∈ M be an arbitrary hyperplane in M and let X ∈ A H . Then by Proposition 3.11 there are three different cases:
with H ∈ M and K, K i ∈ B ∼ = A(G 29 ). For arbitrary H, H ∈ M there is a hyperplane K ∈ B such that H ∩ H = X ⊆ K. Hence M satisfies condition ( * ) and as mentioned before with Lemma 3.9Ã is a free filtration subarrangement with exponents exp(Ã) = {{1, 13, 17, 29 − |N |}}.
The next lemma completes the characterization of the free filtration subarrangementsÃ ⊆ A(G 31 ) and enables us to prove Proposition 3.8. (1) A(G 29 ) ⊆Ã or (2) |N | ≤ 13 and N satisfies ( * ) from Lemma 3.9. In both cases the exponents ofÃ are exp(Ã) = {{1, 13, 17, 29 − |N |}}.
Proof. LetÃ ⊆ A be a subarrangement. IfÃ satisfies (1) then by Lemma 3.12 it is a free filtration subarrangement and ifÃ satisfies (2) then by Lemma 3.9 it is also a free filtration subarrangement. This gives one direction.
The other direction requires more effort. The main idea is to use the partion F of A from Lemma 3.10, the distribution of the localizations A X with respect to this partion given by Lemma 3.11, and some counting arguments.
So let A\N =Ã ⊆ A be a subarrangement such that A(G 29 ) Ã , |N | ≥ 14, and suppose thatÃ is a free filtration subarrangement. SinceÃ is a free filtration subarrangement there has to be another free filtration subarrangement sayÃ ⊇Ã ,Ã = A \ N such that |N | = 13. By Lemma 3.9 we then have X∈L 2 (N ) X ⊆ H∈Ã H and exp(Ã) = {{1, 13, 16, 17}}. We claim that there is no H ∈Ã such that |Ã H | ∈ {30, 31}, so by Theorem 2.6 contradicting the fact thatÃ is a free filtration subarrangement.
If A(G 29 ) ⊆Ã then by Lemma 3.10 there is an 1 ≤ i ≤ 6 such that N ⊆ M i . With respect to renumbering the M i we may assume that N ⊆ M 1 . Let B 1j = M 1 ∩ M j , 2 ≤ j ≤ 6 be the blocks of the partition of M 1 from Lemma 3.10. Since |N | = 13 we have B 1j ∩N = ∅, and there is a k such that |B 1k ∩ N | ≥ 3. ByÃ A(G 29 ), we have H / ∈ M 1 . But then, using Lemma 3.11, we see that |Ã H | < 30 (because N completely contains at least two localizations as in Lemma 3.11(2), and (3)), soÃ is not free by Theorem 2.6 and in particular it is not a free filtration subarrangement contradicting our assumption.
If A(G 29 ) Ã we claim that for such a free filtration subarrangement A with |N | = 13 there is a H ∈ A, H ∈ B ∈ F (see Lemma 3.10), such that
which enables us to describeÃ K for each K ∈Ã. So letÃ = A \ N be a free filtration subarrangement with A(G 29 ) Ã and |N | = 13. By Lemma 3.9 N has to satisfy condition ( * ). Let F N := {B ∈ F | N ∩ B = ∅} be the blocks in the partition F of A containing the hyperplanes from N and let B ab := M a ∩M b ∈ F (a = b, a, b ∈ {1, . . . , 6}). First we notice that |F N | ≥ 4 because |N | = 13. Since A(G 29 ) Ã , by Lemma 3.10 we have one of the following cases
(1) there are B ij , B kl ∈ F N , such that |{i, j, k, l}| = 4, (2) there are B ij , B ik , B jk ∈ F N , such that |{i, j, k}| = 3.
But since |F N | ≥ 4, in case (2) there is a B ab ∈ F N with a ∈ {i, k, l} and b / ∈ {i, j, k}, so we are again in case (1), (compare with Figure  3 .1). Hence (with possibly renumering the M i ) we have B 12 , B 34 ∈ F N . By the distribution of the simply intersecting hyperplanes in A with respect to F (Lemma 3.11(3)) and by condition ( * ) we further have |N ∩B 12 | ≤ 2, |N ∩B 34 | ≤ 2 resulting in |F N | ≥ 5. Next, suppose for all B ab ∈ F we have {a, b} ⊆ {1, 2, 3, 4}, so in particular N ⊆ A (G(4, 4, 4) ) (see (1) a = 5 and b = 6, (2) a ∈ {1, 2, 3, 4} and b ∈ {5, 6}.
In the first case, by Lemma 3.11(3) and condition ( * ), we then have |N ∩ B| ≤ 2 for all B ∈ F N so |F N | ≥ 7. So in this (after renumbering the M i once more) we may assume that we are in the second case. In the second case, again by Lemma 3.11(3) and condition ( * ) we then have |B ij ∩ N | ≤ 2 for i = a, j = a. We may assume that a = 1 (the other cases are similar), then only |(B 13 ∪ B 14 ) ∩ N | ≤ 4 by Lemma 3.11(2) and condition ( * ). So in this case we also have |F N | ≥ 7 and further |B 34 ∩ N | = 1 by Lemma 3.11(3).
We remark that for a subarrangement C ⊆ A with C ∼ = A(G(4, 2, 4)) there is a B ij ∈ F, such that C = B ij ∪ (A \ (M i ∪ M j )) = B ij ∪ a,b∈{1,...,6}\{i,j} B ab (compare again with Figure 3 .1, Definition 3.5 and Lemma 3.10). If N is of the claimed form (3.14), by Lemma 3.11(1) we have N ⊆ A(G(4, 2, 4)) and furthermore, since |N | = 13 and N has to satisfy condition ( * ), with Lemma 3.11 one easily sees, that if N ⊆ A (G(4, 2, 4) ), it has to be of the form (3.14).
To finally prove the claim, we want to show that N ⊆ A(G(4, 2, 4)) (for one possible realization of A(G(4, 2, 4)) inside A given by F).
So far we have that there are B 12 , B 34 , B 1b ∈ F N (b ∈ {5, 6}). This can be visualized in the following picture (Figure 3.2(a) , compare also with Figure 3.1) , where the boxes represent the partition F, a double circle represents a hyperplane already fixed in N by the above considerations, a solid circle a hyperplane which can not belong to N without violating condition ( * ), and a non solid circle a hyperplane which may or may not belong to N .
Suppose that there is a B cd ∈ F N such that {c, d} ∩ {3, 4} = ∅. This is the case if and only if N ⊆ A(G(4, 2, 4)) by our remark before. Then the hyperplanes left to be chosen for N reduce considerably (see Figure 3.2(b) ).
If we proceed in this manner using the same arguments as above we arrive at a contradiction to |N | = 13, condition ( * ), and Lemma 3.11.
To finish the proof, letÃ = A \ N for an N of the form (3.14). Then by Lemma 3.11(3) and the distribution of the H ∈Ã with respect to F we have |Ã H | ≤ 29 since for H there are at least two hyperplanes in N simply intersecting H and we are done.
Example 3.15. We illustrate the change of the set of hyperplanes which can be added to N along a free filtration from A to A \ N =Ã with |Ã| = 47, A(G 29 ) Ã , by the following sequence of pictures (Figure 3.3) . Each circle represents a hyperplane in the free filtration subarrangement A i , a solid circle represents a hyperplane which we can not add to N without violating condition ( * ) from Lemma 3.9. A nonsolid circle represents a hyperplane, which can be added to N , such that ( * ) ist still satisfied. The different boxes represent the partition F of A into subsets of 4 hyperplanes given by Lemma 3.13:
Now we can prove Proposition 3.8:
Proof of Proposition 3.8. LetÃ be a free filtration subarrangement.
If A(G 29 ) Ã , then with Lemma 3.13, |Ã| ≥ 47. Now assume thatÃ ∼ = A(G 29 ). In Lemma 3.12 we saw, thatÃ is a free filtration subarrangement.
In [HR15, Remark 2.17] it is shown that one cannot remove a single hyperplane from A(G 29 ) = B resulting in a free arrangement B , so there is no smaller free filtration subarrangement of A.
3.4.2. The reflection arrangements A(G 29 ) and A(G 31 ) are not recursivley free. Let A := A(W ) be the reflection arrangement of the complex reflection group W = G 31 and B := A(W ) the reflection arrangement of the complex reflection group W = G 29 . As we saw in the previous section B A is a free filtration subarrangement. 
Now assume that there exists a new hyperplane H which we can add to A such thatÃ := A∪{H} is free. Then by Lemma 2.13 we have
Hence with (3.17) H contains at least 4 different rank 2 subspaces (e.g. 13 = (6 − 1) + (6 − 1) + (3 − 1) + (2 − 1)) from the intersection lattice.
But up to symmetry there are no more than 5 possibilities to get a hyperplane H with |{X ∈ L 2 | X ⊆ H}| ≥ 3 such that χ(Ã, t) factors over the integers, but in each case χ(Ã, t) = (t−1)(t−15)(t−16)(t−29), so with Theorem 2.6Ã can not be free. Now we will prove that for all free filtration subarrangementsÃ ⊆ A (see definition 3.7) there exists no other hyperplane H / ∈ A we can add toÃ such thatÃ∪{H} is free.
Lemma 3.18. LetÃ ⊆ A be a free filtration subarrangement. Let H be a new hyperplane such thatÃ∪{H} is free. Then H ∈ A.
Proof. In Lemma 3.13 we have shown, thatÃ is free with exponents exp(Ã) = {{1, 13, 17, 29
We once more use the following multiset of invariants:
Thus for X ∈L 2 we have 2 ≤ |Ã X | ≤ 6. Suppose we add a new hyperplane H such thatÃ∪{H} is free. Then by Lemma 2.13 we have X∈P H (|Ã X |−1) ∈ exp(Ã) where
We immediately see that |P H | ≥ 3 and if |P H | ∈ {3, 4} there must be at least two X ∈ P H with |Ã X | ≥ 4 or |A X | = 6. But for X, Y ∈ L 2 , X = Y , with |A X | = |A Y | = 6 we either have X + Y = V or X ⊆ K and Y ⊆ K for a K ∈ A. Hence in this case H ∈ A. Now assume that |P H | ≥ 5 and there is at most one X ∈ P H with |Ã X | ≥ 4 or |A X | = 6. Then there are either at least three X ∈ P H with |Ã X | = 3 or at least four X ∈ P H with |Ã X | = 2. But in both cases with the same argument as above we must have H ∈ A.
This finishes the proof.
We close this section with the following corollary which completes the proof of Theorem 3.4.
Corollary 3.19. LetÃ ⊆ A be a free filtration subarrangement of A = A(G 31 ). ThenÃ is not recursively free and in particular A(G 31 ) and A(G 29 ) are not recursively free.
Proof. The statement follows immediately from Lemma 3.18 and Proposition 3.8.
3.5. The reflection arrangement A(G 33 ). In this section we will see, that the reflection arrangement A(W ) with W isomorphic to the finite complex reflection group G 33 is not recursively free.
Lemma 3.20. Let A = A(W ) be the reflection arrangement with W ∼ = G 33 . Then A is not recursively free.
Proof. With Theorem 2.17 the reflection arrangement A is not inductively free.
In [HR15, Remark 2.17] it is shown that one cannot remove a single hyperplane from A resulting in a free arrangement A Thus to prove the lemma, we have to show, that we also cannot add a new hyperplane H such that the arrangementsÃ := A∪{H} andÃ H are free with suitable exponents.
The exponents of A are exp(A) = {{1, 7, 9, 13, 15}}. Now suppose that there is a hyperplane H such thatÃ is free. Looking at the intersection lattice L := L(A) we find the follwing multiset of invariants:
270 , 3 240 }}.
With Lemma 2.13 and the same argument as in the proof of Lemma 3.16 for H we must have:
If we look at all the possible cases for an H such that |P H | ≥ 2 (there are only 2 possible cases up to symmetry) we already see that in none of these cases the characteristic polynomial ofÃ splits into linear factors over Z[x] and by Theorem 2.7Ã is not free.
Hence we cannot add a single hyperplane H to A and obtain a free arrangement A∪{H} =:Ã and A is not recursively free.
3.6. The reflection arrangement A(G 34 ). In this part we will see, that the reflection arrangement A(W ) with W isomorphic to the finite complex reflection group G 34 is free but not recursively free.
The arrangement in (2) is isolated which can be seen similarly as for the arrangement A(G 33 ).
To show that the restrictions (A(G 34 ), A Considering the other cases (giving a number partition of the smalles exponent not equal to 1) similarly we get that H ∈ A. Hence A is not recursively free. Finally let A be as in (4). Then Amend, Hoge, and Röhrle showed that the multiset of exponents of a minimal possible free filtration subarrangementÃ ⊆ A are exp(Ã) = {{1, 9, 10, 11}} or exp(Ã) = {{1, 10, 10, 10}}, (see [AHR14, Tab. 12]). SupposeÃ ⊆ A is a free filtration subarrangement, and there is a hyperplane H, such thatÃ ∪ {H} is free. Then inspecting the intersection lattice of A analogously to case (3) we again get H ∈ A. Hence A is not recursively free.
Since the restrictions (A(G 34 ), A 2 1 ) and (A(G 34 ), A 2 ) behave somehow similar to the reflection arrangement A(G 31 ), they also give examples for divisionally free but not recursively free arrangement, (compare with Theorem 1.2 and Section 4). For further details on divisional freeness of restrictions of reflection arrangements see the recent note by Röhrle, [Röh15] .
