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This dissertation describes a practitioner’s design-based development of a prototype
chatbot to guide students in learning biological concepts of genetic mutations and protein
synthesis. This chatbot’s architecture provides learning activities, feedback, and support
throughout a series of short, connected lessons. The chatbot is designed to scaffold
learners through a predict, observe, explain model of inquiry learning. It utilizes
real-world phenomena to lead students through biology core ideas, science and
engineering practices, and crosscutting concepts. Results of prototype testing include
survey results in support of the proof of concept among both students and teachers, as
well as accuracy measurements of chatbot intents. Descriptive statistics and suggestions
were collected from both groups to evaluate the relevancy, consistency, practicality, and
effectiveness of the project as well as speak to improvements for future projects. The
designer finds that the construction of chatbots as guided learning experiences holds
untapped potential in science educational technology.

iii
Acknowledgments
I’m so grateful to Dr. Guy Trainin for patient encouragement, thoughtful
suggestions, and innumerable nudges toward the completion of this work. I’m also very
thankful to Dr. Justin Olmanson and his constructivist course in artificial intelligence that
put me on the path to a project that I’m truly passionate about. Thank you to Mrs. Katie
Steecker for her help and support and to my husband, Dr. Adam N. Davis for making it
easier each step of the way.

iv
Table of Contents
Abstract

ii

Acknowledgments

iii

Table of Contents

iv

Chapter 1: Introduction
Leveraging Technology in the Science Classroom
From Novice Teacher To Technology Director
Recognizing Effective Science Teaching
Lessons from Science Fair
Starting to Think in Three Dimensions
Pragmatic Concerns: Inquiry and Three Dimensions
My Problem of Practice
Designing Experiences with Equity in Mind
A Plan for Technology Equity
Designing Conversations
Design-based Research

1
1
2
6
9
11
12
13
15
16
17
19

Chapter 2: Review of Literature
Overview
Science Instruction
Students learn science through constructivist inquiry.
Guiding Inquiry-based science experiments
Types or Levels of Inquiry
Table 1
Inquiry Types: Student-driven and Teacher-driven Pieces
Classroom Management and Self-Directed Learning
Scaffolding
Predict-Observe-Explain
Technologies That Support Science Teaching
Designing Digital Learning Experiences
Mobile Learning
Probeware & Analysis Tools
Virtual Labs and Simulations
Augmented and Virtual Reality

21
21
21
22
23
24
25
25
25
27
28
28
29
31
32
32
34

v
Intelligent Tutors and an Introduction to Artificial Intelligence
Stealth Assessment / Conversational Assessment
Artificial Intelligence Techniques in Education
Data mining
Natural Language Processing
Machine Learning
Neural Networks
Chatbots
Examples of Chatbots in Education
Chatbot Design
Evaluating Chatbots
Summary
Chapter 3: Methodology
Theoretical Foundations
Programming Tutors
Conversational Pedagogy
Methodological Foundations
Phases of Design-based Research
Evaluating the Design
Figure 1
Initial Draft of Chatbot Conjecture Map
Table 2
Approximate Project Timeline
Research Questions and Measurement
Table 3
Research Questions and Measurement During First Phase
Researcher screening
Table 4
Researcher Self-Screening Questions
Practitioner Try-outs
Table 5
Practitioner Survey Questions
Student Try-outs
Table 6
Student Survey Questions with Embedded System Usability Scale

35
40
41
43
44
44
45
46
48
50
52
53
54
54
55
56
59
61
64
66
66
68
68
69
69
69
72
72
72
74
74
74
75
75
75

vi
Methods Summary
Table 7
Summary of Testing Stages and Instruments
Chapter 4: Design Experience
Overview
Figure 2
Iterative Design Process
Planning and Research
Curricular and Pedagogical Scope
Figure 3
McClintock Chapter 1: Heritable Disease
Figure 4
McClintock Chapter 2: The Central Dogma
Figure 5
McClintock Chapter 3 - Genetic Mutations
Figure 6
McClintock Summative Assessment
Conversation Planning
Figure 7
Final Conjecture Map
Selecting a Tool
Table 8
Comparison of Bot Construction Tools
Initial Exploration
Figure 8
Botpress Studio Interface
Figure 9
Mindomo Software for Diagramming Conversations
Development
User Interface
Figure 10
McClintock’s User Interface
NLU Functionality
Figure 11
Examples of Routes in a Dialogflow Page

76
77
77
78
78
79
79
79
79
81
81
83
83
84
84
85
85
86
89
89
89
90
90
91
92
92
94
94
95
95
96
96
96
100
100

vii
Testing
From a Practitioner Perspective

100
102

Chapter 5: The Prototype
Overview
McClintock Chapter 1: Heritable Disease
McClintock Chapter 2: The Central Dogma of Biology
McClintock Chapter 3: Genetic Mutations
Figure 12
Daniel’s Genetic Report
Figure 13
Daniel’s Mutation Interactive Drag and Drop Activity

103
103
103
106
109
111
111
112
112

Chapter 6: Testing Results
EQuIP Rubric
Developer Self-Screening
Figure 14
An Extra Fallback Intent for Scaffolding and Robustness
Table 9
Summarizing Self Screen Questions by Criterion
Adult and Teacher Feedback
Table 10
Teacher Survey Results
Student Testing Results and Observations
Table 11
Student Survey Results
Table 12
Student Survey Results by Age Group
Accuracy & Deflection Calculations
Table 13
Examples of Accuracy Equation Terms
Table 14
Deflection & Accuracy Calculations

114
114
115
117
117
117
118
118
119
119
119
120
120
122
123
123
124
124
125
125

Chapter 7: Discussion
Relevancy
Consistency

127
127
129

viii
Practicality
Effectiveness

131
133

Chapter 8: Reflection & Future Directions
McClintock as Proof-of-Concept
Figure 15
Final Conjecture Map
Areas for Improvement
Figure 16
Slot-filling Quiz
Figure 17
Intent-based Quiz
Potential Research Areas
Future Chatbot Development

135
135
139
139
139
141
141
142
142
144
145

References

148

Appendix A
McClintock the Science-Teacher Bot Links and Resources

166
166

Completed EQuIP Rubric for McClintock as a Unit

169
169

Chatbot Data Logs Examples and Link

170
170

Researcher Self-Screen Responses

174
174

McClintock Dialog Map

180
180

Appendix B
Appendix C
Appendix D
Appendix E

1
Chapter 1: Introduction
Leveraging Technology in the Science Classroom
As I reviewed what seemed to be endless chat transcripts of data generated by this
project, I ran across student-computer interaction that surprised and delighted me. When
my chatbot, McClintock, initially prompted the start of a conversation with a tenth grader
and asked the student “how are you doing?” they responded, “Im big chillin OG.” To my
astonishment, I realized that the chatbot understood and correctly categorized this
unconventional response into the “user.says.mood.fine” intent and responded accordingly.
At that moment, I felt like anything was possible in the world of conversational chatbots.
My problem of practice has been to examine how natural language understanding
tools can be used to build conversation-based learning experiences that allow
opportunities for students to explore scientific concepts, construct explanations, defend
claims, and analyze data. As a practitioner at the crossroads of science instruction and
technology integration in the classroom, I have planned, developed and prototyped an
interactive, artificially intelligent learning experience, I have used Google’s Dialogflow
CX and its built-in natural language understanding engine to deploy a science
inquiry-based chatbot learning experience. This first chapter will introduce the problem
of practice through personal narrative. Chapter two reviews literature related to science
pedagogical practices, including three-dimensional learning, constructivism, and
assessment. It focuses on technologies within the science classroom, including general
technology integration and more specific emerging technologies such as machine
learning and natural language understanding. Examining literature from these two
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perspectives speaks to the placement of my problem of practice within the instructional
technology specialization.
Chapter three details the methodological framework and Chapter four documents
the details of each phase of the design experience developing the product. Chapter five
describes the prototyped product section by section. Chapter six documents the results of
prototype testing and seven includes a discussion of chatbot results and revisits research
questions about chatbot relevancy, consistency, effectiveness and practicality. Chapter
eight explores both the potential and limitations of chatbot tools and possible future uses
of the technology in education settings.
My use of technology has been embedded into my science teaching practice for
the past twenty years. I’ve consistently worked to build my use of scientific inquiry
techniques while also adopting classroom technology enthusiastically. I value both the
time-saving aspects and the opportunities to augment and redesign learning tasks. As I
initially began to try to pinpoint a problem of practice, I identified four broad challenges:
1) building differentiation and self-determination into an inquiry classroom, 2) the
difficulty in assessing inquiry learning, 3) student unwillingness to engage in genuine
high-level scientific discourse and 4) professional development and teacher training in
both science education and technology integration. The effective adoption of the right
technologies has the potential to facilitate gains in all four of these challenges.
From Novice Teacher To Technology Director
As a student teacher in Spring, 2000, I taught Chemistry with a whiteboard and
markers and felt like I was pretty lucky that I didn't have to use a chalkboard. I had access
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to a home computer that I occasionally used to look for resources, make worksheets, or
fill in gaps in content knowledge. In the fall of that year, I accepted a position teaching
9th Grade Physical Science in Ohio. I shared an office space that doubled as a lab prep
area with four other teachers. We had one Windows PC and one older Apple computer for
the five of us. My daily lessons were written out on overhead projector sheets or a
chalkboard, although we were required to check email and copy grades into an electronic
gradebook.
Such a scarcity of computers was starting to become unusual in surrounding
districts, and it certainly marked an early stage of what has become a rapid, widespread
modernization of educational technology tools and integration. During my three years in
Shaker Heights, I found ways to push experimental technology into my classroom despite
a district-wide indifference to the coming wave. I applied to be part of a beta-testing
group that used personal digital assistants to take attendance and track grades.
I used both Palm Pilots and Texas Instruments Graphing calculators in
conjunction with cutting-edge Vernier motion sensors to collect data with my students in
speed and velocity units. I learned that such instruments could bring real-world science
into the classroom in ways that were inaccessible before. I also learned that technology
can be novel and motivating for students. I created review games on our one computer
and wheeled it into the classroom so that we could play "real" Jeopardy on our 12" square
CRT monitor before test days.
In 2003, I began a five-year hiatus from the classroom, and when I returned in
2009, it was in Macy, Nebraska to teach middle school science and high school
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Chemistry. I found that my experience in multicultural classrooms in Cleveland served
me very well and I experienced a deep camaraderie with my students in Macy. I also
recognized the implications of the technology leap that had occurred during my hiatus.
I had access to a Windows desktop computer and could take the students to a
computer lab when it was available. Early in my first year there, I noticed a SmartBoard
sitting in a storage room on a wheeled rack and I asked permission to use it regularly in
my classroom. I began to absorb as much as I could about how to use SmartBoards to
engage and teach science. I was thrilled to be able to show and discuss YouTube videos,
practice with virtual frog dissections, and create interactive SmartBoard lessons. Other
science resources were scarce and the students were challenging at times, but they loved
it when I learned a new way to engage them in interactive lessons. Learning how to use
the SmartBoard facilitated a marked improvement in my pedagogical skills as I learned to
weave relevant examples throughout our lessons. I attended the convention for the
Nebraska Educational Technology Association for the first time in Spring, 2010, and it
was an eye-opening look at new possibilities, including a growing trend referred to as
"1:1."
During the interview for my next job teaching secondary science in Pender,
Nebraska, we discussed the district's plan to provide each 9-12th grade student with an
Apple MacBook computer. Near the end of the interview, the superintendent asked me
"What makes you stand out? Why should we hire you?" My response to him was,
"Technology. As you go 1:1, you need people who will embrace it and figure things out.
I'm really good at that."
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When I accepted the science teaching job in Pender, I was delighted to be able to
teach with more computers. I explored what it meant to go paperless and began by
substituting paper worksheets with digital assignments and tests. I looked for ways that I
could create authentic learning experiences for students using their MacBooks. My
students used their computers in my classroom daily and I loved it. I found that
technology in my classroom saved time, added richness and depth, and taught kids
practical skills. One of the challenges of creating such a classroom has been making sure
that students have the opportunity to interact with science content in meaningful,
long-lasting ways. There is always the possibility that using a particular technology for a
certain activity may be possible, but not necessarily useful.
I used learning management systems from my first year in Pender, starting with
Edmodo, then Schoology, and then Canvas--which we adopted in 2015. I experimented
with interactive presentation methods with technologies like Peardeck, Nearpod, and the
SMART suite. I explored new ways for learners to discover information and
communicate it. I looked for the kinds of digital assessments that can inform instruction,
and considered which assessments were accurate and fair. The questions embedded in all
of these investigations boil down to figuring out what technology experiences are most
efficacious in teaching science. This fundamental question is a large part of what has
driven my work towards a doctoral degree.
In the Spring of 2017, I was offered the position of Technology Director for our
district. Since then, I have simultaneously been working toward my doctoral degree and
learning an entirely new job. The instructional technology part was natural for me. I
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already had experience with teacher training, classroom implementation, and being the
teacher in charge of resetting everyone's password when they forgot. Learning
networking, systems management, and device deployment has been exhilarating and
exhausting. I have never regretted accepting the position.
In March 2020, our district, like so many others, switched to remote learning for
the remaining quarter of the school year. I watched with awe and amazement as the
teachers in our district provided technology-based learning with only days of warning. It
was with relief and pride that I saw them implement skills and tools that I had made
available and taught them how to use them. While the situation was extraordinarily
stressful, our district was well-prepared for the technology challenges we faced.
Recognizing Effective Science Teaching
As a young teacher, I relied upon the generosity of my peers and colleagues as
they provided me with tried and true recipes for engaging and fun lab activities. As I
learned to navigate teacher life, my students spent time in the lab observing phenomena
within the context of textbook chapters. My mentor teacher took me to an outstanding
conference in which we learned some foundations of inquiry learning in physical science.
I began to recognize the importance of getting kids to think like a scientist.
Throughout my science teaching experiences, I have designed labs and
mini-activities that incorporate real-world questions and explorational activities that
facilitated student discovery of the answers, activities I now recognize as inquiry-based
learning. This was especially true in my earliest job in Shaker Heights, where I had ample
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preparation time built into my day. I found these investigations to be fun and valuable by
engaging and encouraging students to think and explore.
The term inquiry-based learning has evolved and shifted in science education. It is
now taken to refer to the variety of activities that engage students in doing scientific
questioning, hypothesizing, experimentation, analysis, more. On the whole, my teaching
consisted of note-taking days and lab days, sprinkled with some shorter hands-on
activities. We were required to give a large final exam that consisted of multiple choice
with a few essay questions.
The terms inquiry and three-dimensional learning may often be taken
synonymously, especially when discussed in conjunction with the Next Generation
Science Standards. In such contexts, it encompasses all three dimensions, as defined in A
Framework for K-12 Science Education: Practices, Crosscutting Concepts, and Core
Ideas (Quinn et al., 2012).
In those same first years of my career, we administered state standardized tests for
the first time in the state of Ohio. I was asked to teach a summer school course designed
to help students who were at risk of doing poorly on the next upcoming state test. I
learned for the first time what it meant to really "teach to the test." Over time, I found
that efforts to ensure students were passing standardized tests detracted from the time and
energy that it takes to develop quality inquiry experiences in the sciences. I found myself
not wanting to take any chances that students would come away from open-ended inquiry
experiences without the specific knowledge that these tests required.
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In teaching seventh and eighth grade, I leveraged Schoology, and later Canvas
modules, along with badges to provide an adaptive and responsive test preparation
system that my students found engaging. It was time-consuming to put together, but
feasible because of the architecture of the test itself. It was largely a reading test,
featuring memorization of some key concepts, with some comprehension challenges
thrown in. I found it frustrating that I felt I needed to expend time and energy into
teaching the test. I experienced what many teachers did. It felt like too much of a gamble
to simply try to incorporate effective science teaching practices and hope that it would be
enough to help them pass the test.
My system consisted of modules for each standard that showed up on the eighth
grade Nebraska Student-Centered Assessment System exam (NSCAS, formerly NeSA)
test. The size and length of these modules corresponded to how many questions the
students would get on the exam in that area. Each module began with a short pre-test,
followed by optional interactive websites, games, videos, vocabulary sets, and more.
They were designed to target specific knowledge quickly and efficiently. If a student did
well on a pre-test, they could skip some or all of the activities and head straight to the end
of the module, which was a randomized set of practice questions that evaluated each part
of the standard. The students could take it as many times as they wanted, but it would
change every time, and it was very difficult to simply "game the system" if one did not
know the content of the standards. Once demonstrating mastery in an area, they earned a
badge and could move onto another standard. This method of review was motivating for
many students. Some students opted into a "leader board" game that added a voluntary
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competitive component. The system would make decisions for the student based on the
knowledge that they were able to demonstrate. All the while that I was designing and
implementing this learning game, I felt a twinge of guilt. It was a great use of technology,
but it was still just teaching to the test. I relied on other activities such as science fair and
lab time to give students the science experiences they craved. Earning badges did not
help them think like a scientist. The system facilitated memorization and recognition of
key concepts and helped students succeed on their state tests, but it did not create the
enduring curiosity and understanding that inquiry-based investigations facilitated.
Lessons from Science Fair
During my first year in Pender, I spearheaded Pender's Family Science Night, as I
have done each year since. In the months leading up to that event, students in grades 6-8
complete a science fair project. Fifth graders prepare hands-on activities to share with
other students at the event. That first year was my first experience with science fair as a
teacher, and it was challenging and time-consuming. I quickly discovered the importance
of tending to equity in situations where students with more engaged parents had a
different experience when work took place outside of the home. With that in mind, I
went back to Canvas to create modules to guide students through the process and take
steps to try to ensure that each student progressed during our time together. The Canvas
modules and supporting materials constituted my effort to make clear the experiment
steps so that the students could go back and review them whenever needed. Canvas
allows for simple resubmissions, and we aimed for high quality before students could
move to the next stage.
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I came home in the evenings mentally drained from bouncing from one topic to
another and thinking through what was needed to support one hundred different projects
simultaneously. I consumed valuable class time to keep students moving forward, where
some teachers might have assigned portions outside of class. I spent long hours after
school with students, performing experiments that couldn't be done in class and helping
them to create boards to communicate what they'd learned. When Family Science Night
came around in spring, I was often exhausted but satisfied that my students had a much
greater understanding of what it meant to investigate like a scientist. For me, the science
fair experience was a key counterpoint to teaching to the standardized test. I found value
in allowing students a measure of autonomy about what to study and how to study it. I
embraced my role as a guide and loved the time when I wasn't driving the daily lessons in
quite such a controlled way. Most importantly, I felt like my students knew how to
conduct an experiment and report on them from beginning to end.
Each year in Pender, we were asked to set goals for the next year and evaluate
whether we had met the prior year's goals. My goal for several years in a row was
something like "implement more authentic inquiry experiences into our daily class time."
In the back of my mind, I felt like I depended too much on science fair to help my
students feel like real scientists. I wanted to find ways to bring that autonomy, curiosity,
and self-determination into our daily routines.
Starting to Think in Three Dimensions
The Next Generation Science Standards (NGSS Lead States, 2013) were released
in 2012 and I started to look at them over the following year, knowing that they would
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not be adopted by Nebraska very quickly, but recognizing the potential that they held. I
started to become versed in the vocabulary that accompanied the standards, and the
underlying philosophies that drove their development. I participated in state-level
meetings, inservices, and classes. Because of this, I was ultimately selected to participate
in the Nebraska standards revision process in 2016.
In learning about NGSS, I felt like I finally had a language with which to discuss
the kinds of inquiry and constructivist learning that I was aiming for. The NGSS breaks
the science fair experience into discrete chunks and embeds the scientific process
throughout yearly instruction. Successful lessons or instructional sequences built within
the three dimensions can often be open-ended and unscripted, requiring each student to
explore, question, and experiment at different paces. Three-dimensional lessons should
largely be built around real-world phenomena, with students observing, researching,
testing, and constructing knowledge for themselves. This practice includes anchor
phenomena, large-scale, real-world events that can be used to spark conversations, ideas,
and questions, as well as investigative, or lesson-level phenomena that add even more
richness to daily activities. They are the events or trends that students observe when
testing answers to questions about the anchor phenomenon. Activities in
three-dimensional learning may allow for some degree of self-determination and could be
relatively uniform for an entire class, but just as often they may vary amongst students,
such as electing to use different methods of testing a variable during a classroom
experiment. Further along that inquiry spectrum, students may be working on a
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completely independent topic of inquiry, such as a science fair project or Genius Hour
project (Kesler, 2018).
Pragmatic Concerns: Inquiry and Three Dimensions
For practitioners of inquiry-based science teaching and three-dimensional
learning, several challenges quickly become apparent. As with my experiences in science
fair, the challenge of attending to many students at the same time forces teachers to
consider how best to manage such experiences. When trying to lead a class in
constructivist learning activities, hands-on experiences are a must and how to allow each
student to build his or her knowledge is the first concern that must be addressed. An
inquiry classroom can become a dynamic and noisy place, with a teacher feeling torn in
many directions at once. Three-dimensional learning should be constructed to maximize
student thinking and doing while still allowing access to the important guidance of an
instructor.
A second challenge then stems from the first and this is the uncertainty of whether
a particular student understands both the content and the scientific practices in a given
activity. It can be difficult to assess a single student’s comprehension with these inquiry
activities, especially when the aforementioned conversations are rushed in a large
classroom and projects and inquiry occur in groups. Follow-up questions or lab reports
may show a glimpse of a student’s constructed knowledge, but I have often found myself
unsure of whose knowledge is reflected in such assignments, even when students are
instructed to write their own. Misconceptions in a lab activity often permeate the work of
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the entire group. Thus, as we shift toward frequent inquiry and constructivist activities as
our primary form of assessment, there arises a need to, consistently, and fairly determine
a student’s knowledge and ability within a given indicator.
My Problem of Practice
During a course on artificial intelligence (Olmanson et al., 2022), I became
interested in the possible applications of the tools we discussed in class e.g.: machine
learning, natural language understanding, deep neural networks. As I have learned to be a
Technology Director, my capacity to understand and navigate the more technical aspects
of the tools increased and I was able to experiment with some of the platforms that are
available for creating artificially intelligent interfaces, like chatbots, computer programs
designed to simulate conversation with a human. A chatbot can utilize spoken or written
language and is powered by natural language understanding algorithms and sometimes
machine learning and sentiment analysis. I joined a project course the following summer
focusing on these technologies specifically. As I deepened my understanding, I came to
believe that chatbots and non-traditional user interfaces could create interesting and
effective learning conversations for students in the form of an intelligent tutoring system,
which is a piece of software designed to guide students from where their understanding
lies in a content area, toward a given objective.
The chatbot’s function as a consultative partner during inquiry science activities
will position it not only as an intelligent tutoring system but also as an assessment engine
and mentor. Effective tutoring serves as a bridge between prior knowledge and the
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objectives of a new learning activity or skill. It will provide sufficient instruction to help
the student avoid frustration without over-distilling the needed information either (Wood
& Wood, 1996). Artificial intelligence may be able to contribute positively in addressing
the stress of a chaotic inquiry classroom, the difficulty in assessing inquiry learning, and
student unwillingness to engage in genuine critical thinking.
It is at the intersection of three large-scale concerns that I have situated my
problem of practice: technology-enhanced instruction, three-dimensional, inquiry-based
learning, and effective differentiation of science instruction. My project stretches from
the challenges of a research-based, dynamic science classroom to the exciting potential of
artificial intelligence in education. I have investigated both the productive, useful
leveraging of educational technologies and science instruction that situates young people
as scientists in inquiry-based classrooms. My design is an exploration tha demonstrates
that natural language chatbot can engage students in individualized, science-centered
conversations and facilitate meaningful learning. Dialogues between students and
computer have been planned, designed, prototyped, tested, and revised. They have been
evaluated through the lens of whether or not such conversations can be developed into
useful pedagogical tools.
Designing Experiences with Equity in Mind
Computers, phones, tablets, and other technology pieces have the potential to be
democratizing forces in the lives of students, but some hurdles prevent the pragmatic
realization of that ideal. As a classroom teacher, I’ve focused on integrating technology
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seamlessly and teaching kids how to use computers at a high level so that they can take
those skills with them out into the rest of their lives. As a technology director, I work to
ensure that all kids have equal access and that lack of experience or socioeconomic
factors don't serve to impede a student's ability to use technology for learning. To that
end, I've conducted several professional development sessions in which I model the
technology usage from a teacher's perspective, and teachers are asked to learn as their
students learn. They become students in Canvas and are asked to complete and submit
assignments as students do. This simple activity has greatly enhanced our usage of
Canvas, and it also allows teachers to gain the confidence and experience they need to
provide scaffolding for their students with technology.
Natural language understanding refers to computer algorithms or programs that
can interpret input in human language, either written or spoken. The design of activities
and assessments should be done with concern for equity and fairness. Utilizing natural
language algorithms has some potential benefits as well as possible pitfalls. One potential
advantage is the ability of natural language processing to cross easily into other
languages. Google's Dialogflow is available in over thirty languages and dialogs, with
other platforms supporting many languages as well. Additionally, the strength of using
artificial intelligence is that it can be trained to recognize slang, misspellings, unique
speech patterns, colloquial language, and more. If trained and designed well, students
should be able to converse with the chatbot in their natural way and the agent will
recognize their speech just as well as any other student. I've included below some general
concerns for equity in both technology and science education domains.
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A Plan for Technology Equity
All of the students in our school have access to a device, with grades 4-12 being
allowed to take the devices home. The wealth of information available on the internet has
to be within reach of all students, which includes access at home, which I have
endeavored to provide in our district. Those who have had less exposure to technology
before coming to school sometimes have a more difficult time navigating required
activities in school. Teacher training and awareness are important pieces of that puzzle.
Science does not often deal most directly with cultural curriculum elements, as do
history and language arts classes, and thus it may be easier to create an environment that
is inclusive, relevant, and exciting to all students. Content area teachers are sometimes
asked to incorporate multicultural elements into the curriculum, and for some, it is
difficult to avoid a sort of “add and stir” method when seeking out non-white examples of
scientific achievement. Efforts to pull in culturally relevant examples need to be very
organic and not contrived. There is plenty of good source material to draw from.
The potential exists for science teaching to be a flexible system, widely applicable
to kids from a variety of backgrounds. Science can exist within a space of critical
pedagogy, in which students solve problems and push against systemic issues relevant to
their world and environment (Barton, 2001). Movement in science standards and
assessment seems to be trending toward alternatives well beyond the standardized test
and that can only be a good thing.
The Institute for Science + Math at the University of Washington has published a
remarkable series of briefs about STEM education and new science standards. In each of
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their briefs, they include a section entitled "Attending to Equity." These bullet-point tips
contain a gold mine of strategies for teachers to ensure that their classroom is a safe,
mindful space for all students. In one brief, teachers are encouraged to promote the
communication of all students and be mindful in allowing students to use their
home-discourse practices in the classroom. This ensures that students are allowed the
opportunity to communicate in the way that is most effective and comfortable for them
(Bacolor et al., 2014). Designing a chatbot to be responsive to and effective in
home-discourse practices is a potential strength of the communication vehicle.
Designing Conversations
When I began thinking about constructing a chatbot to guide students through a
series of learning activities, I considered how to maintain momentum in the conversation
and what questions the chatbot can ask that will elicit useful answers and move the
conversation forward. Question and answer volleys would have to be considered and
refined carefully. The chatbot must be able to go deeper than simple recall questions, and
this is where natural language understanding and machine learning could be leveraged to
make the conversation rich and productive. Designing the scope and style of queries was
a significant part of the design process.
Students tend to give rich answers to certain types of questions over others.
Researchers have found that open questions--meaning that they don’t have a single word
or short phrase answer--give richer and deeper answers. Questions framed in such a way
that students are asked to think about what they know invoke metacognition on the part
of the students and produce answers that are more likely to make visible that which the
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student knows. Recognizing the kinds of questions that are most useful is important in
my efforts to create a chatbot that will elicit actionable information from learners (Harlen,
2013).
Some questions about a phenomenon might include:
●

“What do you see happening?”

●

“What do you think the reason is …?”

●

“why does this happen?”

●

“what do you think will happen if…”

●

“what would you do to find out about…”
One strength of the chatbot construct is the ability to ask questions that will ask

students to build on specific answers. If a chatbot is unable to identify or classify a
particular idea, it might ask students to restate their concept, which will allow the
students further opportunity to clarify and explain their thinking. This is a built-in
redundancy or fail-safe inherent to this kind of learning experience. If the computer
cannot understand what a student is trying to communicate, it may be that the student is
not clear on the idea. On the other hand, when asking the student to clarify, the computer
might also produce information from the student that would not have otherwise been
given. Part of the conversation can be built such that the chatbot would ask follow-up and
helping questions to encourage learners to go deeper.
Assessing the Next Generation Science Standards is a challenging task. Items
must not only measure recall and understanding of a body of knowledge, but they must
also evaluate how well a student can apply facts to explain, justify, reason, and more.
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These unique challenges require looking beyond a multiple-choice item type. James
Pellegrino (2015) advocates the development of an assessment argument, which consists
of a set of relationships between what he refers to as claims, evidence, and tasks. His
term claims refer to what we want to be able to say that students know and can do. The
evidence is what would demonstrate to us that a student has the knowledge and skills.
The task is what we would consider the item question or prompt, commonly referred to as
a learning performance.
The chatbot as a learning facilitator was built with this eventual goal in mind. The
bot facilitates teaching with three-dimensional learning practices and encourages students
to make and justify claims based on evidence. The overall goal for this project was not
only to evaluate only the effectiveness in measuring student learning but to examine the
feasibility of the chatbot medium holistically from the perspective of a tech-savvy
educator-practitioner. I hope to identify possible strengths and hurdles toward bringing a
useful mode of communication into the mainstream classroom.
Design-based Research
This study is a design-based research project (Bannan-Ritland, 2003),
documenting the planning and development of the chatbot. I focused on the relevance,
consistency, practicality, and effectiveness of the designed learning experience. I have
chosen design-based research because it provides a vehicle in which to explore
technologies that are largely unavailable in the classroom right now. This methodology
allows real-world insight into the use of emerging technology, as well as into the nature
of science learning in a 3D classroom. The iterative process of improving the design
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allows for flexibility and responsiveness in creating the learning experience. The cyclical
design process also embodies the real-world work of a teacher from year to year. The act
of constantly building and improving student learning experiences is the hallmark of a
teacher that values self-improvement and genuine student learning.
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Chapter 2: Review of Literature
Overview
As part of this doctoral project, the researcher will be designing a pedagogical
experience that draws from effective science teaching practices, inquiry learning,
frameworks for Human Computer Interaction, and natural language processing and
machine learning technology. In order to contextualize the possible final products, this
review of literature summarizes each of these elements, examining possible avenues to be
incorporated into the design project as learning activities and pedagogical perspectives.
The review will touch on effective science instruction, inquiry-based activities, and
common technologies used in science classrooms. Then, it will focus on the emerging use
of conversational agent chatbots, summarizing previous work done with Intelligent
Tutoring Systems, artificial intelligence tools, and chatbots in educational settings.
Science Instruction
Practitioners, theorists, psychologists, and curriculum designers have grappled
with the methodologies that produce persistent, long-term changes in learning. Science
education research has largely agreed that the necessity for analysis, critical thinking, and
application to new situations require learning beyond that which behavioristic models
produce (Ertmer & Newby, 2013). Instruction based on cognitivism prompts students to
recognize the learning structures that aid them to remember and use information. Neither
of these models emphasize the construction of meaning based on the student’s own
experiences. Several decades of science education research indicate that constructivist
approaches provide authentic, thorough, and transferable instruction (Banilower et al.,
2010).
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Science involves a vast wealth of domain-specific information in the physical,
life, and earth science areas. Additionally, the study of science includes the practice of the
methods by which scientists operate. This extends to experimentation, observations,
questioning, inferring, and more (NGSS Lead States, 2013)(Quinn et al., 2012).
Furtak and colleagues (2012), examined learning outcomes in science by
constructing a framework to identify various facets of inquiry in analytical studies of
classroom practices. Within this framework, they performed a statistical meta-analysis
and found that when inquiry-based methods were present, they yielded a mean effect size
of 0.50. Their framework delineated four categories for inquiry science instruction:
● Conceptual: facts, principles, and theories.
● Epistemic: understanding how scientific information has been gathered.
● Procedural: practicing with the scientific methodologies such as observation,
experimentation, etc.
● Social: communication and collaboration in the context of learning science.
For example, (Furtak et al., 2012) found that student and teacher-guided inquiry
activities had positive outcomes for student learning in all four of their defined inquiry
categories. The teacher-guided inquiry had larger mean effect sizes than student-led open
discovery. This underscores the importance of quality scaffolding in science classrooms.
Students learn science through constructivist inquiry.
As ideas have developed about what science instruction should look like in the
United States and abroad, several pedagogical components informed the Framework for
K-12 Science Education and the Next Generation Science Standards. Three such
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components were delineated in the National Academies of Science book, How Students
Learn: Science in the Classroom (Donovan & Bransford, 2005). The first of these three
pieces is the idea that students build understanding on previous experiences and
knowledge. The second consists of “learning with understanding” and that this is done
with access to models and representations in the context of rich facts.The third principle
in How Students Learn emphasizes the importance of encouraging science students to ask
questions in new and original ways. Students must learn how to question and use
evidence to reason through answers (Donovan & Bransford, 2005).
Guiding Inquiry-based science experiments
As this project proposes the potential use of Artificial Intelligence as a mentor in
student science learning, the teacher tasks involved in such mentoring should be
examined in detail. The absence/need for increased levels of authentic and open inquiry
in science classrooms is not new. Teachers who have positive authentic inquiry
experiences in preservice training tend to be able to incorporate similar experiences into
their teaching practices, while those who were exposed to direct instructional methods in
science courses tend to feel uncomfortable undertaking authentic inquiry with their
students (Windschitl, 2003). Similarly, Roehrig and Luft (2004) found that
student-centered beliefs contributed to the types of activities and learning that take place.
They assert that the first years of teaching are critical times in which teachers can be
encouraged to adopt student-centered practices and that scientific inquiry is more likely
to be found in classrooms where teachers manage student-centered classrooms (Roehrig
& Luft, 2004).
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Types or Levels of Inquiry
Wenning (2005) defined a spectrum of inquiry pedagogies that range from inquiry
without scientific practice, all the way to authentic, open scientific inquiry. He defines
inquiry as “the activities of students in which they develop knowledge and understanding
of scientific ideas, as well as an understanding of how scientists study the natural world.”
(Wenning, 2005) This spectrum of activities begins at the lowest cognitive demand and
the highest amount of teacher control, which he terms Discovery learning. This kind of
inquiry is usually teacher-designed with a specific outcome in mind and consists of
teacher-led exploration with an intended discovery in mind. Interactive demonstrations
would be a step higher in student intellectual sophistication in which teachers control the
guiding questions and students are expected to arrive at an understanding of the
demonstrated concept. In Wenning’s conceptualization of, inquiry lessons move into the
realm of student performances of scientific tasks as they investigate a guiding question by
doing an actual experiment according to specific instructions. Inquiry Labs take this a
step further by expecting that students write their own procedures and analyze data that
may not be the same as that of their peers. On the far end of the spectrum, in the area of
highest sophistication and lowest teacher control would be a hypothetical inquiry, in
which students generate their own hypotheses, experimental procedures, and analyses
(Wenning, 2005).
This spectrum has several different iterations and the related terminology varies in
the science teaching literature, but the underlying themes are the same. “Cookbook” style
labs tend to be categorized as lower in sophistication when placed against a constructivist
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litmus test, while the most challenging or engaging of the inquiry types requires teachers
to guide students as they relinquish control over the precise directions of a given science
investigation. These levels of inquiry can be organized as shown in tTable 1.
Table 1
Inquiry Types: Student-driven and Teacher-driven Pieces
Intellectual
Experiment or
Sophistication
Procedure Design (Wenning, 2005)

Inquiry Type

Topic

Guiding or
Experimental
Questions

Discovery

Teacher

Teacher

-

Low

Demonstration

Teacher

Teacher

Teacher

Low

Confirmation Lab

Teacher

Teacher

Teacher

Low

Inquiry Lesson

Teacher

Teacher

Teacher

Low

Structured Lab

Teacher

Teacher

Student

Medium

Guided/Bounded
Lab

Teacher

Student

Student

Medium

Open Lab

Teacher

Student

Student

High

Classroom Management and Self-Directed Learning
For practitioners of inquiry and three-dimensional science teaching, several
challenges have become apparent. First and foremost is the challenge of attending to
questions and hurdles with many students at the same time. An inquiry classroom can
become a simultaneously dynamic and chaotic place, with a teacher feeling torn in many
directions at once. Often the loudest voices demand the most attention, and deliberate
effort must be made to give time where it is most needed. Simultaneously, it becomes
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difficult to reach specific, pre-defined objectives while allowing students the freedom to
engage in self-directed inquiry (Yin et al., 2013).
A second challenge is an uncertainty of whether a particular student understands
both the content and the scientific practices in a given activity. This is especially true
when students work as partners or in groups. It can be difficult to formatively assess a
single student’s comprehension with these inquiry activities. Follow-up questions or
reports may show a glimpse of the student’s constructed knowledge, but teachers are
often unsure whose knowledge is actually reflected in lab reports, even when students are
instructed to write individual reports. The ideas and misconceptions in a lab assignment
often permeate the work of the entire group. Thus, as we shift toward frequent inquiry
and constructivist activities as our primary form of assessment, we need to clearly and
fairly determine a student’s knowledge and ability within a given indicator (Mislevy et
al., 2005). Assessment within the NGSS has gravitated toward the development of tasks
sometimes called learning performances, with accompanying rubrics, that allow teachers
to gauge whether a student has met the performance expectations set forth by each
standard (Puttick & Drayton, 2017).
A third challenge arises during argumentation sessions or group work. Students
don’t usually like to question or sufficiently push against the conclusions of their peers
(Demirbag & Gunel, 2014). Such questioning requires a high level of understanding of
the content. Many students demonstrate an unwillingness to take a social risk by
critiquing or questioning the work of other students. When students are thus reluctant to
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question each other, they lose a valuable opportunity to enhance their understanding, as
well as that of the group they are engaging.
Kim & Hannafin (2011) propose that open-ended learning environments, in which
inquiry takes center stage, need four characteristics: conducive environment or context,
sufficient resources, tools, and scaffolding. By context, they refer to teacher-guided
scenarios or questions in which the learning outcomes are made explicit. These should
usually be scenarios in which any number of problems can be studied. Resources are the
content materials that support student learning and can include online or print sources.
The tool is a broad category that encompasses anything that facilitates student use of
resources or exploration. Scaffolding is the framework that the learner needs in order to
move through the learning process, utilize the accessible tools, and organize their
thinking during the inquiry act (Kim & Hannafin, 2004).
Scaffolding
The term scaffolding as described in work by Wood and colleagues (1976)
consists of several fundamental pieces: recruitment, efficiency, ongoing motivation,
correction, minimizing frustration, and modeling. (Kim & Hannafin, 2011a) further
delineate the scaffolding of inquiry activities as happening via teachers, peers, and
technology with foci that can be categorized as conceptual, metacognitive, procedural,
and strategic. They explain that during each part of an inquiry experience, the scaffolding
activities will vary. For example, during an exploration phase, scaffolding might require
instruction on tool utilization, but during the course of interpreting data, it may require
correction or feedback from peers or the teacher (Kim & Hannafin, 2011a).
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Predict-Observe-Explain
The predict-observe-explain strategy, as set forth by White and Gunstone (White
& Gunstone, 1992) and the claim-evidence-reasoning framework, developed from
explorations in student argumentation and systematized by (Brown et al., 2010) are two
powerful tools in the inquiry science teacher’s toolbox, as they provide structure to
inquiry processes and argumentation. In predict-observe-explain strategies, students are
given some sort of a question or problem to consider and then first asked to predict a
particular outcome. They are encouraged to observe or experiment with a question, and
then explain the behavior that they observe (White & Gunstone, 1992). Alfiyanti and
colleagues (2020) used the predict-observe-explain strategy in conjunction with a PhET
online simulation of the kinetic molecular theory. Students were guided through the
predict-observe-explain strategy as part of their lesson and researchers found that
students understood the content well, were motivated by the strategy, and showed
improved critical thinking skills (Alfiyanti et al., 2020).
Technologies That Support Science Teaching
The new science standards are designed to be taught in conjunction with
technology. Technology is written into the standards, embedded in the Engineering
domain of the Disciplinary Core Ideas. Additionally technology tools are used by
scientists, a reality that should be reflected in three-dimensional instruction of Science
and Engineering Practices. Instructors who have previously avoided embedding
technology usage in their classroom would be doing a disservice to students if they
continue to do so. Barak (2017) examined technologies that teachers use in science
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courses through the lens of social constructivist learning and identified technology skills
that could lend support to a three-dimensional learning stance. These technologies
include the use of online simulations and models, digital data collection and analysis, and
the use of collaborative cloud-based applications in knowledge creation and
communication (Barak, 2017).
As science instructors seek to provide three-dimensional learning experiences for
students in increasingly technology-integrated classrooms, several types of tools become
valuable. Vehicles for deploying information, instructions, and assignments, such as
learning management systems, are essential, as are specific content-based virtual
experiences that can be built into modules or units of instruction. Some of these
technologies are described below, in context of how they can contribute to science
instruction.
Designing Digital Learning Experiences
Learning management systems stand at the center of the ubiquitous transition to
e-learning, or web-facilitated learning, that has occurred in the past decade and
accelerated during the Covid-19 pandemic. They are architectural systems that organize
and deliver learning objects from instructor to student. They also function to track
learning goals, student progress, and course registration (Watson & Watson, 2007).
Several systems have been developed over the past two decades and Brown (2015)
highlights the reality that institutions have had a high turnover rate of learning
management system selection. Early in the development of the learning management
system, calls emerged for the transition to a more student-centered, personalized
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approach, rather than one built on an instructor-centric model. A high-quality learning
management system would ideally have high interoperability and integration with other
systems. It would have personalization capabilities and contain tools for analyzing,
assessing, and advising learning. Such systems must have tools for student collaboration
and be built with accessibility and universal design concepts (Brown, 2015). Cavus and
Alhih (2014) note that the wide adoption of the learning management system has had a
democratizing effect on learning science, as students are able to engage with learning
anywhere they have a device and internet access. Specifically in science, the learning
management system facilitates experimentation, representation of phenomena, the
creation of models, and problem solving. Wide adoption of the learning management
system has occurred in the past decade, but during the Covid-19 pandemic, usage of the
learning management system turned into an essential learning and teaching practice as
institutions at all levels shifted rapidly to e-learning almost exclusively (Almaiah et al.,
2020).
Mamun and colleagues (2020) describe a science-specific framework termed
Predict, Observe, Explain, Evaluate which serves as a guide to build scaffolded learning
modules using a variety of online tools, representations, and multi-modal inquiry
activities. Especially noteworthy is their use of micro- and macro-scripted strategies that
serve as guides through the modules. Such a framework requires a home base, or a place
where the components of the modules reside and can be easily found and navigated by
the student. A learning management system serves that purpose, and leaves room for the
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possibility of incorporating actual conversational technologies, such as chatbots that will
be discussed below, in order to execute the micro- and macro- scripted designs.
Mobile Learning
Mobile learning is the use of personal electronic devices to engage in a variety of
learning activities through social and content interactions on personal electronic devices
(Crompton et al., 2017). In an analysis of mobile learning studies across content areas, it
was found that 70% of studies reported positive outcomes for student learning, with
science being the most commonly studied subject. It was also noted that most learning
activities represented behaviorist learning activities, rather than creation or collaboration
activities (Crompton et al., 2017). Another literature review focusing on mobile learning
in science and math found that the majority of the studies were grounded in constructivist
or socio-cultural learning practices such as collaboration and inquiry. The authors posit
that this marks a shift in app design and development away from behaviorist learning in
math and science (Bano et al., 2018). Liu and colleagues (2021) likewise found that
studies in science mobile learning focused on authentic or guided inquiry, rather than
teacher-controlled or scripted inquiry (C. Liu et al., 2021).
Increased use of mobile devices has brought ready access to instant messaging
technologies that have the potential to connect teacher and learner through back-channels
both in and out of the classroom. In a computer science classroom, the instant messaging
application WhatsApp was found to be a positive addition to the normal classroom
experience. It provided a conversational medium to send students supplemental
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questions, videos, and resources, providing an instructional model for possibly utilizing
chatbots to similarly disseminate useful resources and information to students (So, 2016).
Probeware & Analysis Tools
When performing scientific inquiry, tools similar to those used in real-world
science can be a key element in providing an authentic experience. Digital data collection
and probeware are used extensively in the scientific community, along with spreadsheets,
digital modeling, and concept representation. Probeware consists of hardware and
software designed to take data and communicate it directly to a computer software
system for analysis. There are many types of probes available to collect data on
temperature, pressure, motion, pH, light, and more. Use of probeware in classrooms helps
students develop an awareness and understanding of graphs and data analysis (Linn et al.,
1987). It also helps students develop the ability to perform scientific reasoning tasks in
general, including the overall design and execution of scientific investigations (Friedler et
al., 1990). Zucker and colleagues (2008) found that in units on sound, electricity,
temperature, and motion, the use of probeware had effect sizes of 0.58, 0.94, 1.54, and
0.49 in relation to understanding and retaining science content (Zucker et al., 2008).
Virtual Labs and Simulations
Manipulative environments that allow students to examine causal relationships
between sets of variables hold an important place in constructivist, inquiry-based science
teaching. Virtual labs and simulations are increasingly available in online formats,
allowing students easy access to engaging experimentation. Bumbacher and colleagues
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examined virtual and physical manipulative set ups and found that each medium was
effective in inquiry-based learning and that the quality of a specific manipulative
environment or experiment are dependent upon the mechanics of the manipulatives and
the specific inquiry strategies employed, rather than simply whether the experience was
virtual or physical (Bumbacher et al., 2018).
Virtual labs provide opportunities to perform lab activities without some of the
costlier tools and materials in a lab setting. Virtual labs and simulations, such as PhET
simulations created by the University of Colorado, Boulder may help students recognize
interactions between variables in ways that are not always clear in a real-world lab
environment (PhET Interactive Simulations, 2021). Virtual labs and simulations vary
slightly in that a virtual lab is generally designed to follow a relatively static procedure,
with perhaps some room for selecting variables. A simulation, by contrast, models a
particular phenomenon and allows for flexibility in lab design and manipulation. Both
media represent a lab setup in which the equipment is moved to a virtual, pre-defined
environment.
Chen and colleagues compared Boyle's law lab setups. One group used a virtual
lab and the other used probeware to gather and analyze data. Both groups did very well in
understanding the science concepts, but the virtual lab group was less able to think about
how to improve the experiment and tended to “mindlessly plan” throughout the
experiment (Chen et al., 2014). Despite this distinction, virtual labs or simulations
provide unique access to modeling that is generally more difficult to provide with other
technologies, or in the absence of a computer. In a literature review of several types of
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school laboratory settings, Wang and colleagues found that when using simulations,
students were more likely to “mess about” with the phenomenon under investigation,
increasing their understanding in ways otherwise inaccessible. In this way, simulations
seemed to allow for better outcomes in making sense out of collected data (Wang et al.,
2014).
A relatively new technology termed the Internet of Things brings new
possibilities to use probeware in the classroom. The technology consists of sensors and
probes that communicate through cloud-based software, enabling data collection from
any internet-connected device and opening up the possibility of collecting data in
locations far from the classroom. IoT sensors can detect and communicate position,
temperature, humidity, acceleration, magnetism, photographic data, and more. The
systems are also inexpensive and flexible. They represent a promising classroom
technology as software is developed to facilitate student use. One such software and
hardware set is under development by the Concord Consortium and reported on by
Bondaryk and colleagues (Bondaryk et al., 2021). They found that the IoT system is
conducive to open-ended classroom inquiry and allowed students to organize and analyze
large data sets.
Augmented and Virtual Reality
Augmented reality refers to simulations, apps, or programs in which manipulable
virtual objects are combined with the physical world around us. These can feature
three-dimensional models or images superimposed on images or video of the real world.
Virtual reality typically involves the immersion of an end-user in a three-dimensionally
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constructed virtual world. Both of these developing technologies have been utilized in
science classrooms more than in other content areas (Goff et al., 2018). Student learning
gains were found in a review of seventeen different studies of activities and explorations
in which augmented reality was used to promote student understanding and interest (Goff
et al., 2018). Yoon and colleagues (Yoon et al., 2017) found this to be because augmented
reality allows for greater visualization of details and the ability to manipulate phenomena.
Virtual reality is a three-dimensional, immersive technology environment in
which users can be surrounded by an interactive software world. The applications of
virtual reality in education are largely untapped, but hold potential to create
transformative experiences for students. Medical education has seen the bulk of
development in VR applications that allow students to practice tactile or fine motor skills
in a simulated, but realistic environment (Liu et al., 2017).
Intelligent Tutors and an Introduction to Artificial Intelligence
Intelligent tutoring systems are pieces of software designed to guide students on
an individual path from where their understanding lies in a content area, toward a given
objective. Effective tutoring serves as a bridge between prior knowledge and the
objectives of a new learning activity or skill while reducing the demands on the teacher. It
provides sufficient instruction to help the student avoid frustration without over-distilling
the needed information (Wood et al., 1976). Intelligent tutoring systems have advanced as
viable classroom technologies with the development of artificial intelligence tools and
more ready access to powerful computing processing.
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Intelligent tutoring systems are generally built with four components: the
knowledge base or domain model, the learner model, the pedagogical model, and the user
interface (Mousavinasab et al., 2021). The knowledge base is the domain knowledge that
the tutor is designed to convey to the student. The learner model contains the ideal
interactions, behaviors, and responses that the tutor should expect from the learner. The
pedagogical model is the piece that detects challenges experienced by the learner when
compared to the learner model and employs strategies for increasing understanding. The
user interface is the set of communication tools used by the tutor to interact with the
student. Many intelligent tutoring systems make their learner model visible to the student
with representations or visualizations of the learning that is taking place. With an open
learner model, students are able to see their own progress and identify what work needs
to take place (S. Bull, 2004).
Joyner and Goel (2015) created a series of five intelligent tutoring agents
specifically oriented towards providing guided science inquiry instruction. They
developed a robust learner model of inquiry-driven experiences that provides the
intelligent agents a baseline for comparison as the learner interacts with the agents.The
learner model had components for both the inquiry learning process as well as the use
drawings, diagrams, or graphical representations to represent a scientific hypothesis
within the inquiry process. Their agents were utilized in an application called the
Modeling & Inquiry Learning Application, which provided tools and guidance for
knowledge representation within the context of an intelligent tutoring system. The five
agents utilized were The Guide, Critic, Mentor, Interviewer, and Observer, each
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comprising a set of routines that ran when triggered by the actions of the learner (Joyner
& Goel, 2015) .
Several systems have been developed in the past two decades that allow
instructors to build their own tutoring systems without extensive coding knowledge.
These systems would allow customized domain models and problems for students to
solve and provide an accessible authoring system for teachers. The ASPIRE tutoring
author system is one such authoring system that allows instructors to create their own
intelligent tutor through an architecture that guides the instructor through several steps of
building an agent. These steps include: modeling the content knowledge and the ontology
of that knowledge domain, creating models of problems and solution structures, and
designing a student interface (Mitrovic et al., 2009).
Dermeval (2017) reviewed the literature to examine the contribution of this kind
of authoring system on the development of intelligent tutors and addressed questions
pertaining to how authoring tools support the design of intelligent tutoring systems for
non-programmer authors. They break this main question into several subcomponents
centered around which intelligent tutoring system types can be designed by authoring
tools, what parts of an intelligent tutoring systems can be authored, when authoring tools
are used, which features or technologies facilitate the intelligent tutoring systems
authoring process, and what evidence supports shows the benefits of using intelligent
tutoring systems authoring tools. The reviewers found that most published studies
focused on domain and pedagogical models neglecting student and user interface models.
Some of the studies utilized the intelligent tutoring systems tools to build components for
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both the domain and pedagogical models, and a handful of studies demonstrated
development of three of the four components.
This study identified several types of intelligent tutoring systems that were
developed using authoring tools. The majority of studies in the literature described
model-tracing, or cognitive tutors. This type of intelligent tutoring system is
problem-solving based and the tutor contains a model of how the problems should be
solved, then the student learning is compared to the model throughout the
problem-solving process. They generally give step-by-step feedback within a
problem-solving user interface. Example tracing systems are similar to model-tracing
tutors providing a generalized model of student problem-solving behavior. This has the
advantage that it is easier to author the tutor, but the result is specific to a narrow
problem-solving set (MacLellan et al., 2014). These two types represented 40% of the
studies in the literature review. Constraint-based tutors similarly rely on a more general
example of learning behaviors, but they focus on performance errors and provide
constraints to guide learners.
Content and problem-based authoring systems comprised a smaller percentage of
the authoring systems examined by (Dermeval et al., 2017). These types of tutors are
often structured such that students interact with content or learning objects, and then
answer questions or take a test about that content. Dialog based authoring systems
provide a structure in which natural language is used to provide a more organic
conversational flow through the tutoring session. Machine and human based authoring
systems rely on machine learning and human guidance. This type represented only two of
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the studies in the literature review. A large portion of the papers examined did not
categorize their tutoring systems, indicating that perhaps there is a need for the
development of a framework within the field of authoring tutor systems.
Within the authoring systems, the tools that are used to develop the tutors are
those that allow for generalization of problem-solving or content knowledge such that the
model can be applied to new situations. Dermeval and colleagues (2017) identified
components and functions of authoring systems that include:
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●

define and give feedback
define problem solutions
authoring by demonstration
automatic model generation
view learner statistics
define behavior graph
make assignments
define hints
define cognitive model
reuse of learning content/domain mode
define students stereotype
drag and drop interface authoring
mobile authoring
reuse/export tutor design
authoring based on learning styles
create class lists
define behavior graphs
define collaboration scripts
define hints
human computation
reuse of students’ profiles

They also note that many of the studies they examined utilize some variation of
the Cognitive Tutor Authoring Tools (CTAT), which they regard as the most advanced
authoring system (Dermeval et al., 2017).
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Stealth Assessment / Conversational Assessment
Timely formative assessment has been found to be a crucial element of student
development, especially in areas requiring complex problem solving (Bhagat & Spector,
2017). Ongoing performance assessment is characterized by methods of gauging student
comprehension or task completion without an overt assessment task such as a quiz or a
test. An AI such as a chatbot may be used to facilitate assessment somewhat covertly
during the learning process. This practice, often termed stealth assessment, has been
examined largely in the context of educational games (Shute & Kim, 2014). An AI agent
used as a stealth assessment would be a new approach to this alternative assessment idea.
It would be a form of integrated assessment, as called for by Mislevy and colleagues
(Mislevy et al., 2005).
Conversation-based assessment is interactive performance tasks that utilize
engaging conversation and relevant context to identify student knowledge and provide
feedback to teachers and learners. Oral and written communication is listed as one of
those crucial components of high-quality assessment and effective communication is
listed as one of the Nebraska Standards for Career Readiness (Nebraska Department of
Education, 2017). Within the context of scientific assessment, it is useful to think of
written and verbal communication as functioning as an expression of scientific
understanding as well as the ability to justify claims based on evidence. Additionally,
inquiry science is facilitated by conversation-style communications with peers and
teachers. Some research has been done in the area of using these conversations as part of
performance assessments, and the term conversation-based assessment has been coined
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by researchers working in this area (Sparks et al., 2018). This method of assessment is
highly dependent on the ability of technology to support it.
Artificial Intelligence Techniques in Education
Artificial intelligence is a broad term that encompasses learning, planning,
adapting, and problem solving that mimics the way a human mind would perform those
tasks. In computer science terminology, an agent is a computer program designed to act
independently to achieve a set of objectives delineated in its programming. These agents
are utilized in systems to monitor, interact, and take action in any computing setting
(Wooldridge, 2009). An intelligent agent is one whose programming also includes
components of artificial intelligence. Russell and Norvig (2020) provide a definition of
the standard model of artificial intelligence as the design of agents that “do the right
thing.” The authors argue that this is perhaps not the best long-term model, but it is useful
to guide the study of AI as a whole (Russell & Norvig, 2020). Multi-agent systems are
composed of more than one independent agent whose programming allows them to
interact, negotiate, and take action in cooperation with one another. In a setting with
multi-intelligent agents, those programs would also contain elements of artificial
intelligence (Wooldridge, 2009).
Samarakou and colleagues (2014) describe such a multi-agent, dialogue-based
open-learning environment system designed to diagnose, assist, and evaluate. The system
profiled students, gave personal feedback based on individual results, and customized
intervention learning experiences prior to a test retake. This was piloted in a university
science course and initial trial tests showed high student participation and positive
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reactions. This example demonstrated the potential of a system built with several agents,
each having complementary objectives, but built around different AI algorithms or
techniques (Samarakou et al., 2014) .
There are several disciplines that make up the core of AI studies. These include
Natural Language Processing, Knowledge Representation, and Machine Learning.
Mousavinasab (2021) performed a macro analysis of intelligent tutoring systems and
documented what kinds of AI techniques were commonly used by education developers.
In their meta-analysis, they found that the vast majority of intelligent tutoring systems by
2021, 55%, had been designed for computer science programs, where programming was
the learning objective. Medical sciences follow as the second-largest educational use,
with subjects such as anatomy, clinical reasoning, and childhood disease management.
Mathematics followed behind the medical sciences. The purposes of these intelligent
tutoring systems varied. In 52.83% of the studies, AI was used as a vehicle to give
adaptive feedback or to give hints or recommendations. In 56.60%, AI tools were also
used to define, classify, or update the learner model, which is composed of the ideal
interactions and responses that the tutor should expect from the learner. By using AI
techniques to update the learner model, the intelligent tutoring system gathers
increasingly accurate information about what the system should expect from the learner,
so that the system can better interact and teach. AI techniques were used to evaluate or
assess the learner in 45.28% of studies and they were used to present adaptive learning
material or content in 41.50% of studies. In 28.30%, AI was used to navigate an adaptive
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learning path. In just 5.66%, the AI presented adaptive tests or exercises (Mousavinasab
et al., 2021).
The majority of systems in all of these categories were designed for university
students. Action-condition rule-based, Bayesian network, and data mining were the three
most common AI techniques used in the construction of intelligent tutors. Other
techniques include data mining, machine learning, artificial neural network, fuzzy logic,
condition-action rule-based reasoning, Bayesian , and natural language processing
(Mousavinasab et al., 2021).
Data mining
Data mining refers to types of knowledge discovery that involves analyzing data
and using and discovery algorithms and finding patterns or models to represent the data
(Fayyad et al., 1996). These patterns might include classification rules, trees, cluster
graphs, or mathematical regression. There are a variety of mining techniques available
and programmers must choose the most appropriate method for the dataset and the
desired pattern representation. The term data mining itself can be interpreted as a subset
of a larger technique termed knowledge discovery. Specific data mining techniques
include things like MapReduce, which is a technique that spreads large data into
manageable chunks to analyze and then return patterns (Le, 2019). Another example,
clustering, groups data into sets and measures their similarities and assigns distances
based on them. The groups are then clustered on a graph that demonstrates their
proximity (Le, 2019).
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Natural Language Processing
Natural Language Processing holds three primary objectives: 1) to communicate
with humans, 2) to learn, and 3) to add to scientific knowledge in fields such as
linguistics and neuroscience (Russell & Norvig, 2020). The challenge of creating sets of
rules and logic to define human language is a daunting one. Communication necessitates
an agent to be able to perceive language, infer intended meaning, and represent
knowledge to humans. The field of natural language processing has developed to include
speech recognition. The opposite process, text-to-speech involves creating spoken
language out of written text. Information extraction is the process of analyzing a text and
searching for particular classes of objects. Information retrieval involves searching texts
or documents relevant to a specific question. Question answering expands on this concept
but allows for the search for a specific answer to a question by surveying a large corpus
of information, such as that on the web.
Machine Learning
As a subset of artificial intelligence, machine learning guides software to learn
from a set of given data. Humans provide rules on categorization, patterns, and
recognition, and then the machine learning algorithms expand and learn based on that
training. The more data provided, the more effective the program becomes. In education
possibilities to utilize machine learning have been explored in assessment, particularly in
evaluating constructed responses from students, which requires much more time to
evaluate than simple or multiple choice assessments. Maestrales (2021), Naidu (2020),
and colleagues propose the use of machine learning to evaluate and provide feedback
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during learning management system-based learning experiences. In their model, they
assert that machine learning algorithms can be used to provide feedback to students that
includes suggestions on where their performance can be improved and where to focus
study efforts.
It is particularly important to be able to evaluate student competencies in
three-dimensional science education beyond multiple-choice items. Embedded in the
science and engineering practices are skills such as constructing explanations,
interpreting data, and engaging in argument from evidence (NGSS Lead States, 2013).
Machine learning has the potential to provide evaluation of those skills on a large scale.
Zhai and colleagues (2020) note several significant advantages to developing machine
learning techniques in science education. It provides a faster method of providing
complex and essential feedback to students. It supports decision-making and
action-taking during learning experiences, and even expands on the methods that might
be used to elicit information about student understanding, such as facial expression
recognition, virtual reality representations, and modeling (Zhai et al., 2020).
Neural Networks
Deep learning, or neural networks are closely related to machine learning, but
they consist of a collection of nodes that each produce a single output to be passed on to
other nodes in the system. It mimics the human brain by weighting the nodes and
implementing intentional biases in the programming. (Valko & Osadchyi, 2020)
developed a mathematical model by which educational processes could theoretically be
programmed into neural networks. This would provide a uniquely designed learning
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experience infrastructure, allowing for the individualization of the educational
experience in order to reach predetermined objectives.
Chatbots
Chatbots are artificial intelligence-driven software that understands natural
language input and attempts to respond as if it is a real person (Reshmi & Balakrishnan,
2016). We see the automatic chat greetings in the bottom right corner of countless web
pages that include shopping, customer support, and personal assistants, as just a small
sampling. We currently utilize complex, voice-mediated versions of these chatbots when
we talk to Siri, Alexa, Google, and Cortana. Chatbots can incorporate several AI
technologies beyond natural language processing.
Exploration of chatbots in education is still emerging. Chatbots can be situated as
intelligent tutoring systems that interact with students in a synchronous way, allowing
students to control the experience rather than remain reactive to it. Intelligent tutoring
systems can now sometimes be found in online textbooks and mobile apps, but chatbots
are still somewhat rare in learning environments. In higher education, chatbots have been
developed to help with course logistics, such as answering questions about the syllabus
(Goel & Polepeddi, 2016). General audience chatbots are available via platforms such as
Facebook Messenger and Whatsapp. Some of these are categorized as educational, but
few of them provide experiences beyond simple question and answer dynamics or linking
to external websites (Smutny & Schreiberova, 2020).
Winkler & Soellner (2018) defined chatbot-mediated learning as being
synchronous, individualized, student-focused, and usually web-based. They found that
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chatbots were providing feedback during the learning process, helping to increase
motivation and self-efficacy, and guided metacognitive processes within limited areas of
emphasis. They are increasingly common in computer science, medical and health
sectors, and language learning. The same authors examined current use of chatbots in
educational settings with focus on student inputs into chatbots, how educational chatbots
are constructed, and how the learning process occurs with chatbot interactions. They
distinguished chatbots as being either retrieval-based bots, which are easier to build as
they consist of largely predefined responses to questions, from generative models that
create responses with machine-learning techniques that result in more human-like
interactions (Winkler & Soellner, 2018).
Chatbots have potential to function as a consultative partner during inquiry
science and be positioned as more than an intelligent tutoring system, but also a
pedagogical mentor and assessment engine. Woolf and colleagues identified five areas for
future research at the intersection of artificial intelligence and education. One of these
was the idea that each learner could have their own mentor or guide (Woolf et al., 2013).
Science education is just one of the environments where the concept of AI-as-mentor can
be put to the test.
Wollny and colleagues (2021) identified three challenges for research: evaluating
chatbots in alignment with goals, exploring chatbot capabilities to mentor students, and
examining how well chatbots can adapt. They delineated four categories for research and
examination of chatbots: applications of chatbots, chatbot designs, evaluation of chatbots,
and educational effects of chatbots. They also examined the number of publications that
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have been released in recent years and suggest that chatbot technology is still in an early
phase of wider implementation, where there are high expectations, but little in-depth
experience. They identify the educational objectives of current chatbot studies as being
skill improvement, education efficiency, student motivation, and availability of education
(Wollny et al., 2021).
Examples of Chatbots in Education
In educational contexts, there are three general roles that chatbots take on: a
learning support role, an educational assistant, and a mentor (Wollny et al., 2021).
Learning chatbots are those whose objective is to help students master content or skills.
Chatbot assistants are those designed to help students navigate a course, a campus, or
some other administrative domain. Mentor chatbots provide support by giving
scaffolding, ideas, informational content, or tricks to support learning tasks (Wollny et al.,
2021). As previously noted, there are only a few science-specific chatbot studies to date,
with most chatbots being used in language learning, healthcare, and computer science
education.
Pérez and colleagues (2020) examined similar research questions, including what
kinds of chatbots are currently in use, how they affect student outcomes, how their
quality can be evaluated, and how they are being built in educational settings. They found
that many chatbots were built using Google’s Dialogflow, along with a variety of other
tools (Pérez et al., 2020).
While not science-specific, (Wartschinski et al., 2017) report on the design of a
chatbot that teaches reasoning skills in regards to such as the Gambler’s Fallacy, the Sunk
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Cost Fallacy, and several other well-known reasoning problems. Their chatbot was
named Liza and was built from scratch using Java to create the objects in the background
and the user interface. Liza presented learning to users as stories, often before and after
giving short instructions about a particular concept. In the stories, the users were asked to
make decisions in the most rational way possible. The software used pattern matching to
assess whether a user answered a particular question or situation correctly or incorrectly.
The study evaluated the efficacy of the chatbot design by comparing chatbot users with a
control group that received texts used in online courses to read about each principle of
reasoning. They were given a test before and after reading about the concepts. The study
found that the chatbot methodology was more effective compared to the control group.
Sánchez-Díaz and colleagues (2018) created two chatbots, one for physics and
one for math. They used IBM Watson Conversation Service and rather than focusing on
student outcomes, they delineated structures and methodology for knowledge
representation needed to construct mathematics-based chatbots. They discussed the
practice of grouping student queries by intent and building out branching intents that
allow the conversation to flow as naturally as possible. Each of the branches of the
resulting tree represents an array or queries that can be followed. The tree-based model is
particularly useful if the agent is relying on students to generate questions and guide the
conversation (Sánchez-Díaz et al., 2018).
Topal and colleagues (2021) created a chatbot to work with 5th-grade science
students in a unit on matter. The chatbot was created with Dialogflow, in combination
with visual and auditory learning components and simulations. The chatbot was used as a
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supplement to teacher instruction. Through both qualitative and quantitative methods, the
researchers found that the application was fun, positive, and productive for student use,
particularly during the Covid-19 pandemic. Although acceptance of the chatbot as a
classroom technology was high, the study found no significant difference in achievement
because of the chatbot, as measured by a content-based exam. Students appreciated the
immediate responses of the chatbot and reported increases in motivation and curiosity.
Several of the participants could see the potential of such a chatbot, reporting that they
should be able to use it in every class (Deveci Topal et al., 2021).
Anwarulloh and Agustia (2021) developed a virtual physics teacher chatbot using
Google’s Dialogflow API. The objective of the chatbot was to be able to answer further
questions outside of school hours and for teachers to be able to gauge student progress
based on interactions with the chatbot. The team reported successful construction and
technical analysis of the chatbot and its functionality but did not report on usage with
students (Anwarulloh & Agustia, 2021). It is also of note that the two prior studies were
conducted in Turkish and Bahasa Indonesian, respectively, emphasizing the strength and
potential scalability of current natural language technologies.
Chatbot Design
There are some common vocabulary terms across chatbot design platforms. The
conversational flow of a chatbot with an end user consists of turns in which an intent is
conveyed by the user to the chatbot. Intent refers to a request for information or action
and they often contain parameters that guide the chatbot to fulfill the intent correctly. The
term entity refers to these parameters that a user inputs that relates to the user’s purpose.
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It is a very broad term that can refer to any noun or properties of a noun. Examples
include color, user contact information, and type of food. Entities can be assigned an
entity category and then values within that category can be given synonyms that would be
considered equivalent inputs by the user. For example, a category would be color, and the
entity orange would have synonyms that included peach and coral (IBM Cloud Docs,
n.d.), (Dialogflow CX Documentation | Google Cloud, n.d.).
Beyond the structure of the conversation, chatbots often work hand in hand with
external data sources or applications via Application Programming Interfaces (APIs) and
webhooks. An API is a set of commands through which two software systems can share
information and functionality. A webhook is a simplified version of an API in which
information is shared only one way. Chatbots can use an API to expand its functionality
or to provide information found in external data sources (APIs vs. Webhooks, 2021).
In examining the methods used to build and design chatbots, Winkler and Soellner
(2018) reported on the use of flow, or tree-based, chatbots that rely on a database of
possible responses within a pre-designed framework. Artificially intelligent chatbots
utilize machine learning and speech recognition to understand student intents more
effectively and also increase the accuracy of their responses over time. Most chatbots
commonly use only one-way AI on the input side, relying on a flow model for the output.
Winkler and Soellner (2018) found chatbots had positive effects on learning outcomes
when they were personified with empathy and visualization effects. When the chatbots
were programmed with sentiment analysis to provide insight and responsiveness to the
emotional state of the students, students had improved learning outcomes. Chatbots were
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most successful when readily available during the learning process. This required that
they be embedded into the learning management system or interface where students were
doing their work (Winkler & Soellner, 2018).
Evaluating Chatbots
Hobert (2019) noted that within the emerging field of chatbot research, there is
not a consistent procedure for evaluating learning conversational agents such as chatbots.
He observed that broad instruments are often applied, such as those that measure
technology adoption, or chatbots are evaluated only from a technical perspective, rather
than one that focuses on pedagogical efficacy. The author proposed four steps to evaluate
chatbots.
1) A Wizard-of-Oz study in which the structure and function is mimicked for
users prior to full development. This allows the researcher to evaluate
acceptance, adoption, and usability before a prototype is available.
2) Technical validation that tests the inputs and outputs of data and verifies
performance of the natural language processing component once the
prototype has been developed.
3) Lab test with potential users that allows feedback surrounding the learning
processes, content, and the conversational format. This should not target
learning success, as that is a long-term, complex task. The purpose of the
second and third steps would be technical correctness. The third could also
target acceptance and adoption and usability.
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4) Field Study in a real educational setting of the fully operational chatbot.
The purpose of this study would be to evaluate objectives such as learning
success, motivation, psychological factors, and more.
Summary
In alignment with my problem of practice, which is to investigate ways that a
chatbot might support three-dimensional learning experience, it will be useful to examine
the aforementioned item architectures and identify areas in which conversation is a key
component. Artificial Intelligence tools and concepts of intelligent tutoring provide a
context for the creation of a pedagogical tool to guide students through an inquiry-based
science lesson. Natural language technologies hold the promise of allowing students to
converse in everyday colloquial language and receive guidance and instruction in this
way also. Most chatbots rely on the end user to provide direction to the conversation,
using natural language to interpret inputs and a knowledge base to formulate outputs.
Few science-based examples of guided instruction and conversation have been reported
to date.
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Chapter 3: Methodology
This study is a design-based research project centered around a chatbot that uses
natural language processing to engage students in science-centered conversations,
guiding them through a learning experience in a biology unit. A chatbot is a computer
program designed to simulate conversation with a human. It can utilize spoken or written
language and can be powered by natural language understanding algorithms, machine
learning, and sentiment analysis. Dialogues between student and computer have been
designed, prototyped, tested, and revised and then evaluated through the lenses of
relevancy, consistency, practicality, and effectiveness.
Theoretical Foundations
By building on previous implementations of computer-based tutors and chatbots,
this project taps into the potential of chatbots as agents that can guide and interact with
students in pedagogically meaningful ways. In this application, the chatbot provides
much of the scaffolding in which the learner constructs understanding. The chatbot
attempts to customize and support problem-solving efforts by bridging the gap between
prior knowledge and potential solutions.
One-to-one tutoring situations have been shown to have high efficacy (Bloom,
1984), and this project seeks to build on the conceptualization of individual tutoring
systems that model the efforts and efficacy of a human tutor. The intelligent chatbot
provides interaction, scaffolding, and environmental stimuli that will facilitate student
learning.

55
The process of scaffolding, as described by Wood and Bruner (1976) is the basis
of effective tutoring. They delineate some functions of a tutor as 1) motivation, 2)
simplifying a task to be manageable for tutor and learner, 3) maintaining focus and
direction, 4) providing feedback about the learner’s performance, 5) minimizing
frustration during a task, and 6) modeling solutions to the task. This framework allows
for a tutor to help learners recognize and comprehend a potential solution to a problem,
and then facilitate the production of that solution. This scaffolding structure is a
manifestation of Vygotsky’s Zone of Proximal Development (Vygotsky, 1978) in which it
is recognized there is a divide between what a learner can achieve independently and
what is possible with cooperation with peers or an instructor.
Programming Tutors
In Adaptive Character of Thought , proposed by Anderson (Anderson, 1996),
human cognition is described as a set of algorithmic responses to the learner’s
environment. In a learning activity, choices can be broken down into if-then statements
and production rules that allow encoding the learning experiences for the purposes of
intelligent tutoring. Anderson acknowledges that for human interaction, such algorithms
are not a conscious effort, but the effort of decoding these intuitive interactions facilitates
the acquisition of knowledge and application of it.
Wood and Wood (1996) discuss the general application of theory to intelligent
tutoring systems. They emphasize a set of common principles that apply in effective
tutoring situations, such as those described in ACT theory, but they also recognize that in
messier, less-structured problem-solving situations, the procedural theory is insufficient
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to meet the challenges of interacting with complex learners. Complexities like learner
impulsivity and confirmation bias, by necessity, must add layers of nuance to any
artificial tutoring system.
Conversational Pedagogy
In an educational setting, a conversation is a key that provides the necessary
interplay between teacher and student as a part of scaffolding a learning experience. The
interplay of questions and answers allows a teacher to calibrate tasks to the level of the
learner. The dialog also provides a means for the instructor to model, cue, coach, or
explain when needed by an individual student (Palincsar, 1986). Heffernan (2003) found
that particular value in conversational tutoring agents online is gained through
motivational advantages inherent in conversation architecture. He reported that in his
math tutoring system, more learning happened per math problem because students were
getting immediate, relevant feedback, rather than intermittent feedback on a larger
number of attempted math problems. This success was motivating and encouraging to
students.
Having individual conversations with every student can be time-consuming and
impractical for teachers, but utilizing a chatbot can provide teachers with a means to have
those conversations by proxy. Conversations with students in classroom or tutoring
situations allow for differentiation on several fronts. Both online chatbots and in-person
teachers or tutors that engage in one-on-one dialog can effectively adjust the pacing of
material and identify and compensate for student hurdles or strengths. Additionally, an
online chatbot can provide accommodations or accessibility for those with disabilities
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that may not otherwise be readily available to teachers, as delineated by Raja (2016).
Text-to-speech and voice recognition and just two of the technology-based tools that
could be seamlessly incorporated into the chatbot experience.
Chatbots can be designed in a very scripted way, prompting students for
predictable answers. They can also be designed to dynamically move the conversation in
a particular direction, based on the answers that a student provides. The design
possibilities and flexibilities provide an opportunity to guide and probe student thinking
in a thorough way--one that mirrors what a live teacher might do. Natural language
understanding allows a chatbot to interpret the many different ways that a student might
express an idea and return responses accordingly. Chatbots can be trained to understand a
variety of slang or dialectic speech, allowing for equitable instruction and assessment
vehicles.
Utilizing a chatbot as a tool of instruction and assessment draws on several
important pedagogical practices that can be combined into a tool. Conversation-based
instruction with natural language dialog allows students to interact with technology in a
familiar way. Many students may be more comfortable expressing ideas in a form of
texting than in a face-to-face conversation with peers or teachers. Conducting instruction
through dialog allows room for scaffolding, or assisting students by adapting to their
specific responses and needs. Chatting about their explanations and ideas encourages
clarity of thinking and greater transfer of knowledge later on (Murphy & Messer, 2000)
within a native ecology for modern teenagers. Manago and colleagues ( 2020) found that,
despite negative assumptions about the effects of text communication on teenagers,
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communication via text messaging served as an important and positive means of
relationship building and decision-making with friends and family. (Silkej, 2020) found
that when communicating to a chatbot in a learning exercise, students sent twice as many
text messages as when communicating with peers about the same exercise and that there
was increased motivation when communicating with the bot.
Bull and colleagues (1999) provide numerous strategies for scaffolding learners in
computer-mediated learning. Bull differentiates between scaffolding provided by an
instructor and that provided in a computer-mediated environment. Types of scaffolding in
a computer learning process can include visual cues, examples, modeling, interactive
tutorials, help pages, or forms to contact the instructor.
Yelland and Masters (2007) emphasize the use of three types of scaffolding within
computer-based learning tasks. Cognitive scaffolding “denote[s] those activities which
pertain to the development of conceptual and procedural understandings which involve
either techniques or devices to assist the learner.” These can include modeling, asking
questions, and collaborative planning. Technical scaffolding is the built-in constructs
within a computer learning environment that mediate learning by virtue of their design.
Affective scaffolding elements are those that encourage, give permission, and help
maintain motivation throughout a learning progression.
The type of feedback provided by a chatbot can be multi-faceted and layered.
Simple corrective feedback can be used reflecting a behaviorist or cognitivist standpoint
on the part of the bot, or more elaborative feedback, where students are encouraged to
self-correct and build on their answers with hints and scaffolding (Thurlings et al., 2013).
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The latter practice builds on social constructivist and scaffolding-based practices, where
feedback is non-judgmental, frequent, and used to move conversations forward in
thoughtful ways. Thoughtful feedback from the bot can also give learners the opportunity
to respond and reflect on the learning experience.
The relationship between bot and student can also be situated in such a way that
the bot is anthropomorphized by the student as a peer or tutor, rather than an authority
figure. Several efforts in creating digital learning tutors or companions have shown that
when students feel that they can relate to a chatbot, the collaborative nature of the
learning experience enhances student understanding. A chatbot can be programmed and
trained to ask probing and clarifying questions, encouraging the student to fully build out
an idea (Mitrović & Holland, 2020) (Borjigin et al., 2015).
As the post-Covid education world sees an uptick in virtual or distance education
means, it is necessary to build upon and explore the potential of chatbots in everyday
classrooms. Chatbots can be utilized to create an organized, guided, personalized, social
constructivist educational experience than other asynchronous virtual methods. The
possibility that chatbots could integrate with, augment or even displace the current
learning management system architecture is real. They can be involved in learning
activities from start to finish and become situated to provide a naturalistic, user-friendly
experience (Palasundram et al., 2019).
Methodological Foundations
In the most general sense, design-based research refers to the process of planning
educational experiences or infrastructures, implementing them, and then improving them
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with the next iteration. Hannafin and colleagues (2016). stressed the importance of
making sure that a design is well-aligned with the theory that it purports to utilize in the
promotion of student learning. They use the term grounded design to emphasize the
connection between theory and praxis. Four conditions to being considered grounded
include 1) the design is founded on a “defensible” theoretical framework, 2) chosen
methods must be research-based in support of the theoretical framework, 3) methods
must be generalizable to more than one specific situation and 4) iterative implementation
and reflection validate the design (Hannafin et al., 2016). Design-based research may be
utilized with the end goal of building educational theory, as Cobb and colleagues asserted
(Cobb et al., 2003), but other writers don’t place constraints on the design medium in the
same way, seeing it as a versatile vehicle that can be used to speak to both practical and
theoretical challenges.
Design-based research is a relatively new methodology within education research.
Researchers have worked to clarify a description of the methodology in the last two
decades. (Bannan-Ritland, 2003) described a framework for the placement of
design-based research into context as a research methodology. Her integrative learning
design likens the development of educational experiences or interventions to an
engineering process that occurs in a classroom environment. Practitioners or researchers
define a problem, identify constraints, research relevant theory and hypothesize possible
solutions. They enact their design and test it in a real learning environment, collecting
and evaluating data from their efforts. Using these foundations of product development
and engineering design research processes as a guide, Bannan-Ritland delineated broad
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steps of integrative learning design as 1) Informed Exploration, 2) Enactment Phase, 3)
Evaluation Phase: Local Impact, 4) Evaluation Phase: Broader Impact. There are many
other versions of this design process, as applied in design-based research, and a simpler
iteration of Bannan-Ritland’s integrative learning design combines the local and broader
impact phases into a single evaluation phase (Plomp, 2013). In this project, I have
applied this three-phase version of design-based learning (Bannan-Ritland, 2003).
Informal evaluations of the design are spread throughout the process, culminating in the
evaluation phase of the final iteration of the project. I’ve focused on four general
evaluation quality criteria: relevancy, consistency, practicality, and effectiveness (Nieveen
& Folmer, 2013). Each phase proceeded roughly as follows.
Phases of Design-based Research
1. Preliminary Research: problem identification and definition, planning phase.

This process resulted in a rough blueprint to guide further development. The
process included:
a. Curriculum plan:
i.

Selection of the performance objectives

ii.

Development of a lesson progression and curation of curriculum
pieces.

iii.

Consideration of the characteristics of a positive educational
experience within the chosen curriculum framework, including
how the current teaching methods experience could be improved.

b. Context analysis:
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i.

Consideration of the student and teacher environment, including
existing access to technology.

ii.

Determination of the scope and possibilities chatbot tools as
learning facilitators

iii.

Examining and selecting a tool with which to build the chatbot

iv.

Creating a plan for allowing inquiry science theory to inform
instructional design?

c. Conversation Design:
i.

Diagramming the conversation and instructional sequence,
focusing on relevancy in the form of content validity and logical
planning decisions.

ii.

Formulating a design conjecture map that was expanded during
development.

2. Development Phase - Iterative development and improvement based on cycles of

micro-research and grounded in the layers of formative evaluation (Tessmer,
1993)
a. Conversation Engineering:

i.

Building the flow, routes, and conditions for conversation
advancement

ii.

Creating and training the natural language understanding
components - intents and entities

b. User Interface Design:
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i.

Integration of the chatbot into user-friendly website

ii.

Design and embedding external resources into the website

c. Initial Testing:
i.

Identifying areas that could improve a future iteration.

ii.

Formative evaluations here included mostly technical validation
focused on functionality, consistency, and practicality.

3. Evaluation Phase - Movement from self-evaluation of the design toward

small-group practitioner evaluation and field tests with students.
a. User Try-Outs with Surveys:
i.

A group of three practitioners

ii.

A group of thirteen 12th-grade students

iii.

A group of twenty 10th-grade students.

iv.

Surveyed users with the purpose of gathering perceptions about
ease of use, conversational accuracy, perceived relative advantage,
concerns of motivation, and points of frustration.

b. Accuracy and Deflection Rate Calculations:

i.

Were completed between student groups and initial results were
used to improve the chatbot for the second set of students.

ii.

Deflection Rate: Indicates how often the bot is matching a student
statement to an intent, regardless of whether the intent is correct or
not.
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iii.

Accuracy: the ratio of successfully identified responses to total
number of user responses.

iv.

Also completed after the second group of students in order to
identify areas of improvement for a future iteration.

Evaluating the Design
Design research has been a developing methodology for three decades, with
similarities to engineering and product design processes. Within education, design
research is simultaneously concerned with advancing learning environments and
techniques in a test environment, as well as moving forward theoretical knowledge about
learning as a whole. This concern is particularly applicable in science teaching at this
moment, as the widespread adoption of the NGSS moves theory-based techniques to the
forefront of science education practice in the form of three-dimensional learning.
Sandoval (2014) articulates a method to discuss both the design and the theoretical
elements guiding a design project. His model features conjecture maps that demonstrate
the flow in a design starting from the overarching theoretical concern being addressed, to
the embodiment of the concern in the design. The map leads through this embodiment to
mediating processes and ends with intervention outcomes. The advantages of this
mapping system allow the expression of the underlying assumptions guiding the design,
the tools, structure, and discourse built into the design, and the sought-after educational
outcomes (Sandoval, 2014). A design conjecture map was created in the initial design
phase and was expanded throughout the project.

65
The embodiment section shows the design tools and constructs that constitute the
learning environment. In Sandoval’s conjecture map conceptualization, embodiment
describes tools and materials, task structures, participant structures, and discursive
practices. The embodiments selected are used to set the stage for mediating processes
within the learning experience that lead to desired outcomes. These mediating processes
may be observable interactions between the chatbot and student or between other
students. They may also be participant artifacts that show the function of tools in
reaching the desired outcome (Sandoval, 2014).
The initial draft conjecture map, figure 1, shows an overview of the architecture
of the learning experience. The purpose of using this type of mapping system is to assist
the researcher in identifying and testing whether a task will produce the desired outcome
by way of an expected mediating process. The conjecture map was updated throughout
the process and the final version is shown in Chapter 8.
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Figure 1
Initial Draft of Chatbot Conjecture Map

Viewing an education design research project from the perspective of product
design engineering provides some insight on how the value of a design might be judged.
A major consideration of success is whether a particular innovation or design will be
perceived as better than the technique or product that it will be replacing (Zaritsky et al.,
2003). This highlights an important potential consideration for using a chatbot as an
assessment. If practitioners and students do not experience a chatbot as having greater
value than a static learning management system unit, or a traditional classroom
presentation style, then the success may ultimately be lackluster or require significant
redesign. Zarisky, and colleagues (2003) also drew on product design to delineate a
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process that includes identifying plausibility, detailing the design, prototyping, testing,
redesign, and diffusion of the innovation. They highlight the use of both qualitative and
quantitative methods in evaluating the success of a design. They identify other production
industry metrics that might be of use, including compatibility--the extent to which a
design might mesh with existing goals, values, or needs-- and complexity, which refers to
the degree of difficulty in using the end product (Zaritsky et al., 2003).
Nieveen, et al summarize four useful quality criteria that serve as valuable
measurement tools and incorporate the concerns delineated above. These include
relevancy, consistency, practicality, and effectiveness (Nieveen & Folmer, 2013) and
these four components guide the evaluation of this project. Within the relevancy criteria,
the design is evaluated through the lens of whether or not the content is valid and whether
it meets a current need in the education context. In a consistency measure, the design is
examined for construct validity: whether the intervention makes sense and flows. In both
practicality and effectiveness, expected and actual outcomes related to usability are
measured. Whether the intervention is expected to be usable in its intended setting and
then whether or not it is usable are both important measures of successful design.
Similarly, evaluation of effectiveness examines whether the desired outcomes can be
expected and whether product usage results in these desired outcomes.
My initial plan was to create dialog maps and mimic the function of the chatbot in
a Wizard-of-Oz style study (Hobert, 2019) As I began to plan the conversation in detail, it
became apparent that I did not have a good grasp of what conversational structures would
be well-suited to the chatbot architecture and so a detailed Wizard-of-Oz study was
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abandoned in favor of documenting the conversation on the dialog maps as it was
developed.
As development progressed the lines between development and prototype phases
became very blurred. The early development-phase chatbot was in many respects not
suitable for testing by practitioners. It was too fragile and easily confused, and the overall
experience would not have been a positive one. The chatbot testing required about
forty-five minutes of focused work and it proved to be difficult to recruit teachers to test
it and complete the follow up survey. A small group of practitioners were recruited to test
the prototype prior to student testing. As the design moved from development into the
prototyped phase the chatbot was tested in two separate classrooms. Table 2 shows the
approximate timeline followed.
Table 2
Approximate Project Timeline
Start

End

Duration (days)

Task

4/1/2022

4/5/2022

4

Needs Analysis

4/1/2022

4/15/2022

14

Resource and Context Analysis

4/1/2022

5/1/2022

30

Draft Conjecture Map

4/15/2022

5/31/2022

60

Preliminary Phase

5/1/2022

5/31/2022

60

Conversational Sequence

5/1/2022

8/15/2022

136

Programming

5/1/2022

8/30/2022

151

Development Phase

8/1/2022

8/30/2022

151

Practitioner Try-out

8/15/2022

8/30/2022

151

Revisions

9/1/2022

9/30/2022

182

Student Try-Out

9/1/2022

10/17/2022

199

Prototype Phase

10/1/2022

10/17/2022

199

Data Analysis
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Research Questions and Measurement
Investigative questions were developed for each stage of the design process, using
the four quality criteria as a guide within each phase of the project. Instrumentation was
planned to answer each research question, although in some cases, actual instruments
used were adjusted. For example, coded interviews with students and practitioners were
planned, but not included. Observations during the student try-outs, along with surveys
and accuracy and deflection rate calculations provided rich insight into the project
research questions. Student interviews could still be a valuable insight at a later iteration
of the tool’s development.
Table 3
Research Questions and Measurement During First Phase
Preliminary Research & Planning
Criterion

Research Questions

Instrument Planned

Notes - Actual

Relevancy

Wizard of Oz Study prior to
development was put aside because it
was very difficult to plan a complete
conversation without fully knowing
What is the relevance
or understanding what was possible.
of the chatbot plan Researcher self-screen,
A detail proposal was provided to the
that is in the
Researcher use of
committee before development and
preliminary research
EQuIP Rubric for
the committee provided valuable
phase? Does the
NGSS Lessons,
feedback and encouragement to
proposed tool meet a
Committee
proceed
need and is it based
Walk-Through
on state of the art
interviews
Researcher self-screen, Researcher
technology?
use of EQuIP Rubric for NGSS
Lessons
Committee Walk-Through was
limited to initial proposal discussion.
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Consistency

What is the
consistency (or
construct validity) of
Researcher self-screen,
the chatbot
Committee
architecture plan that
Walk-Through
is in the preliminary
interviews
research phase? Is the
plan logically
designed?

Researcher self-screen, Committee
proposal

Practicality

What is the expected
practicality of the
proposed chatbot
Researcher self-screen
prototype that is in the
preliminary research
phase?

Researcher self-screen

Effectiveness

What is the expected
effectiveness of the
proposed chatbot
Researcher self-screen
prototype that is in the
preliminary research
phase?

Researcher self-screen

Development phase
Criterion

Research Questions

Instrument Planned

Notes - Actual

Relevancy

What is the relevance
of the chatbot plan Researcher self-screen,
that is in the
Practitioner use of
Researcher self-screen, Practitioner
development phase?
EQuIP Rubric for
use of EQuIP Rubric for NGSS
Does the developing
NGSS Lessons,
Lessons, Practitioner Try-Out Survey
tool meet a need and Practitioner Try-Out
is it based on state of
interviews
the art technology?

Consistency

Researcher self-screen, Lessons, Beta
What is the
tester Try-Outs, Chat transcripts from
consistency (or
beta tester try-outs; first round of
construct validity) of Researcher self-screen,
student testers
the chatbot
Lessons, Practitioner
architecture plan that
Try-Out interviews,
In reality, it was so difficult to get
is in the preliminary Chat transcripts from
teachers to try it, that student data was
research phase? Is the practitioner try-outs
moved to the forefront. Very limited
developing tool
number of teacher/practitioner
logically designed?
try-outs

Practicality

What is the expected Researcher self-screen, Researcher self-screen, Lessons, beta
practicality of the
Lessons, Practitioner tester try-outs, very limited number of
proposed chatbot
Try-Out interviews,
transcripts from practitioner try-outs
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prototype that is in the Chat transcripts from
development phase?
practitioner try-outs
What is the actual
System Usability Scale
practicality of the
System Usability Scale given to a few
given to Practitioners,
proposed chatbot
practitioners, very limited number of
Chat transcripts from
prototype that is in the
transcripts from practitioner try-outs
Practitioner Try-outs
development phase?

Effectiveness

What is the expected
effectiveness of the Researcher self-screen, Researcher self-screen, Lessons, beta
proposed chatbot
Lessons, Practitioner tester try-outs, very limited number of
prototype that is in the Try-Out interviews
transcripts from practitioner try-outs
development phase?
What is the actual
effectiveness of the
proposed chatbot
prototype that is in the
development phase?

-

-

Prototyped Product Testing
Criterion

Research Questions

Instrument Planned

Notes - Actual

Relevancy

What is the relevance
of the chatbot plan
that is in the
prototyped phase?
Does the prototyped
tool meet a need and
is it based on state of
the art technology?

Researcher follow-up

Researcher follow-up

Consistency

What is the
consistency (or
construct validity) of
the chatbot
architecture plan that
is in the prototyped
phase? Is the tool
logically designed?

Researcher follow-up

Researcher follow-up

What is the expected
practicality of the
prototyped chatbot?

Researcher follow-up

Researcher follow-up

What is the actual
practicality of the
prototyped chatbot?

System Usability Scale
given to Students,
Student Try-Out
Coded Interviews,
Chat transcripts from
Student Try-outs

System Usability Scale given to
Students, Student Try-Out survey,
Chat transcripts from Student
Try-outs

Practicality
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Effectiveness

What is the expected
effectiveness of the
prototyped chatbot?

Researcher follow-up

What is the actual
effectiveness of the
prototyped chatbot?

Because of the way that the chatbot
was ultimately structured, if students
Student assessment
made it to the end, there is a certain
results (informally?), success associated with that, but it is
Student Try-Out
also constrained by time allotted for
Coded Interviews,
tryouts. They had to be complete
Chat transcripts from within one class period, and not every
Student try-outs
student was able to do that. Student
Try-Out Survey, Chat transcripts from
Student try-outs

Researcher follow-up

Researcher screening
The researcher used the EQuIP Rubric for Science version 3.0 (EQuIP Rubric for
Science | Next Generation Science Standards, n.d.) to evaluate the relevance and
consistency of the content portion of the lesson, in alignment with the Next Generation
Science Standards and methodology. The rubric is available in Appendix B. The validity
and reliability of the EQuIP tool have been established by Marshall and colleagues
(2010). The researcher used chatbot transcripts (Appendix C) and the built-in Dialogflow
testing tool during development in order to improve dialog and design. In addition, the
questions in Table 4 were utilized as a self-screening tool during each stage. Responses to
these questions are discussed later and can be found in the Appendix D.
Table 4
Researcher Self-Screening Questions
Preliminary Research & Planning
Quality Criterion

Question

Relevancy

What is the content relevancy of the lesson progression plan that is in the
preliminary phase?
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Consistency

Are the objectives clear and measurable?

Consistency

Is the content in the proper order?

Consistency

Are there engaging phenomena?

Consistency

Is the Predict-Observe-Explain format built into the lesson at each point?

Consistency

Do the embedded tools fit the objective?

Consistency

Are the proposed activities able to be done with only the help of the bot?

Consistency

Is quality feedback embedded in the lesson?

Consistency

Does the assessment measure the objective?

Consistency

Are the dialog trees complete?

Consistency

Does the proposed dialog with the chatbot flow?

Effectiveness

Is the proposed chatbot designed to be able to address student answers and help
requests?

Practicality

What is the expected practicality of the proposed chatbot prototype that is in the
preliminary research phase?

Effectiveness

What is the expected effectiveness of the proposed chatbot prototype that is in the
preliminary research phase?
Development Phase

Quality Criterion

Question

Relevancy

What concerns, if any, remain from the previous phase in the area of relevancy?

Consistency

What concerns, if any, remain from the previous phase in the area of consistency?

Consistency

Does the design of the lesson sequence align with the preliminary plan?

Consistency

Is the bot able to give clear, sufficient instructions?

Effectiveness

Is the bot able to give meaningful feedback?

Consistency

Does the assessment measure the objective?

Consistency

Are the dialog trees complete?

Consistency

Does the dialog with the chatbot flow?

Consistency

Is the chatbot prepared for student answers and help?

Practicality

Is the design usable?

Practicality

Is the bot accessible?

Effectiveness

What is the expected effectiveness of the proposed chatbot prototype that is in the
development phase?
Prototyped Phase

Quality Criterion

Question

Relevancy

What is the content relevancy of the lesson progression plan that is in the
prototyped phase?
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Consistency

What is the internal consistency of the lesson progression plan that is in the
prototyped phase?

Practicality

What is the expected practicality of the proposed chatbot prototype that is in the
prototyped phase?

Practicality

What is the actual practicality of the proposed chatbot prototype that is in the
prototyped phase?

Effectiveness

What is the expected effectiveness of the proposed chatbot prototype that is in the
prototyped phase?

Effectiveness

What is the actual effectiveness of the proposed chatbot prototype that is in the
prototyped phase?

Practitioner Try-outs
A group of three practitioners were recruited to evaluate the bot during the late
development and prototype phases. After working with the chatbot, practitioners were
asked to survey that includes items targeted toward measuring consistency and relevancy
for the chatbot. An open-ended question requesting feedback was also included.
Feedback and transcripts of chat logs from the practitioners during the development stage
informed changes to the prototype that facilitated movement towards a prototyped
version to use with students. The survey questions are shown in Table 5.
Table 5
Practitioner Survey Questions
Quality Criterion

Question

Consistency

The phenomena that McClintock presented were engaging.

Consistency

The conversation with the chatbot flows well.

Consistency

McClintock gave clear and sufficient instructions to complete the tasks
without human intervention.

Consistency

McClintock is able to give answers to questions and help when needed.

Consistency

The bot gives meaningful feedback during the learning experience.

Effectiveness

The chatbot tool seems like it could be effective with students.

Relevancy

The desired outcome for the learning activity was that students be able to
"make and defend a claim based on evidence that inheritable genetic
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variations may result from errors in DNA code." The activity aligned with
that objective.
Relevancy

The level of challenge seems appropriate for grades 8-11.

Relevancy

The science content McClintock presents is accurate.

Practicality

The chatbot design would be practical to use with students.

Relevancy

Can you see yourself using a tool like this in your classroom? Why?
What would make the chatbot better?

Student Try-outs
Two classes of thirteen and twenty students were asked to complete the survey in
figure 15 following a class period using the chatbot. A positive version of the system
usability scale was included in the survey items given to students, adapted from Sauro
and Lewis ( 2011). Two additional questions were placed in the survey to measure
perceptions of effectiveness and an open-ended question was asked to elicit broader, open
feedback from students. All survey questions are shown in Table 6.
Transcripts were downloaded and analyzed for accuracy and deflection rate, along
with more subjective examination of consistency and effectiveness. Effectiveness was
also examined in light of student student completion of the activity, along with their own
perception of learning during the experience.
Table 6
Student Survey Questions with Embedded System Usability Scale
Category

Question

Consistency

I think I could use the chatbot without a technical support person.*

Consistency

It was easy to move between the various parts (quizzes, worksheets, pictures,
links) and back to the chatbot.*

Consistency

The tasks were clear and I could tell what I was supposed to do based on the
chatbot's instructions.*

Effectiveness

I learned the concepts the chatbot was trying to teach me.
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Effectiveness

The chatbot was able to give me meaningful feedback when I needed it.

Practicality

I think the chatbot is simple.*

Practicality

I thought the chatbot was easy to use.*

Practicality

I would imagine that most students would learn to use the chatbot very quickly.*

Practicality

I found the chatbot very intuitive to use.*

Practicality

I felt very confident using the chatbot.*

Practicality

I could use the website and chatbot without having to learn anything new.*

Practicality

Overall I would rate the user-friendliness of the chatbot as* (scale of 1-5)

Practicality

How likely would you be to recommend the chatbot as a learning tool to a teacher,
friend, or schoolmate?*

Relevancy

I think I would like to use the chatbot as a learning tool frequently.*
What would make the learning better?

* indicates that the item is adapted from the system usability scale (Sauro & Lewis, 2011)

Methods Summary
I developed a prototype chatbot to guide students through learning concepts of
genetics, protein synthesis, and mutations. The chatbot provides learning activities,
support, and assessment throughout the lessons. A variety of data were collected and used
to both improve the design and implementation of the chatbot, as well as evaluate the
relevancy, consistency, practicality, and effectiveness of the project.
The design process consisted of three parts, the preliminary research and proposal
phase, the development phase, and the prototyped/testing phase. During the preliminary
phase, curriculum sequence and tools were identified, chatbot development tools were
evaluated and chosen and a preliminary design conjecture map was developed. The arc of
the conversation was roughly mapped, to be later built out through the later phases.
During the development phase, Dialogflow CX was used to build the chatbot
iteratively. Validity and functionality testing of the bot was done by the researcher, with
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help from friends and family. The prototyped stage focused on testing the student
experience and how well the chatbot serves its intended purpose of creating a motivating
and effective learning sequence.
Evaluating the chatbot was a multi-faceted, ongoing effort consisting of
quantitative and qualitative surveys with the embedded positive system usability scale,
the EQuIP Rubric for NGSS lessons, and accuracy and deflection rate analysis of chat
transcripts. A summary of instrumentation is given in Table 7.
Table 7
Summary of Testing Stages and Instruments
Instrument

Group

Stages

Researcher Self-Screening Questions

Researcher

all

Chat transcripts

all

all

EQuIP Rubric for NGSS Lessons

Researcher

Prototyped product

Committee Feedback

Committee

Preliminary research, Prototyped
product

Practitioner Screening Questions

Practitioner

Preliminary research, Prototyped
product

Student Try-Out Surveys with embedded
usability scale

Student groups

Prototyped product
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Chapter 4: Design Experience
Overview
The design process consisted of three phases: planning and research,
development, and testing and revision. Planning and research included the development
of the lesson sequence and conversation plan, choosing the appropriate tools, and
exploring the tool such that methods could be developed to match what was possible.
During the development phase I used Dialogflow CX to construct the bot, iteratively
adjusting and revising in order to create a cohesive and consistent student experience.
I also created a user interface in which the supplementary materials could be
easily accessed and students could be returned to the bot seamlessly. I analyzed chatbot
logs to calculate accuracy and deflection rates for the intents. I also administered
proof-of-concept surveys to student and teacher testers. While I discuss the process in
discrete phases, each phase folds back on the one previous to it and changes are made in
small iterations, as well as the larger cyclic process, as illustrated in Figure 2.

79
Figure 2
Iterative Design Process

The progression of the conversation itself was dependent upon what is possible,
and that was difficult to fully discern without trying out functionality, which is also in
turn fully dependent upon preliminary testing. In many ways, it was difficult to delineate
where research and planning end and development and prototype begin, as it was
similarly difficult to differentiate development with the prototype testing phase.
Planning and Research
The planning phase consisted of designing the lesson sequence, outlining the
trajectory of the conversation, selecting an appropriate tool for a non-coding education
practitioner, and exploring the tool to gain a better understanding of the constraints that
would eventually be placed on the design.
Curricular and Pedagogical Scope
I designed a three-dimensional lesson within one performance indicator of the
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Nebraska science standards. The lesson was designed to be anchored in a guided
conversation but incorporates a variety of activities and media in order to facilitate the
construction of knowledge to reach the objective given in the performance indicator. The
student begins the lesson with the chatbot, and the bot provides directions and links to
navigate learning materials. It also performs checks to verify understanding during the
lesson, as well as to provide feedback. The primary functions of the bot are to guide a
learner from the beginning to the end of the lesson, provide scaffolding and guidance to
the student as needed, and conduct checkpoint and facilitate final assessments. The topic
of this unit is a section of a high school biology inheritance unit, as defined by the
performance standards, evidence statements, and the teacher’s guide that accompanies
them. The applicable standard for this project is Nebraska standard SC.HS.9 Heredity:
Inheritance and Variation of Traits, which contains three separate performance indicators,
A-C. This project specifically draws on SC.HS.9.4.B, which corresponds to NGSS
HS-LS3-2 (NGSS Lead States, 2013).
“SC.HS.9.4.B Make and defend a claim based on evidence that inheritable
genetic variations may result from: (1) new genetic combinations through meiosis, (2)
viable errors occurring during replication, and/or (3) mutations caused by
environmental factors.” (Nebraska Department of Education, 2017)
In order to keep the length of the learning experience manageable, the curricular
scope was narrowed even further to the genetic variations arising from errors or
mutations in DNA. The details of DNA replication are beyond the scope of the lesson.
Focusing on this element allows emphasis on the chatbot design and evaluation of it as an
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effective tool, keeping the range of student performance narrow while providing a
foundational piece of the broader standard. Filtering the performance expectation with
this in mind yields the objective: “Make and defend a claim based on evidence that
inheritable genetic variations may result from errors in DNA code.” (Nebraska
Department of Education, 2017).
Several major topics are embedded in this performance expectation: meiosis,
DNA replication, protein synthesis, and genetic and environmental mutations (NGSS
Lead States, 2013). In the narrowed version of the performance expectation, the chatbot
focuses on protein synthesis and variations that can arise from that process. I revised the
lesson progression shown in Figures 4-7 and updated it iteratively throughout the process
to represent the possible sequence of learning activities and outcomes. It is designed to
enable students to ultimately complete the performance objective listed above. It is
divided into three major segments and is designed to be completed in 1-2 class days.
Figure 3
McClintock Chapter 1: Heritable Disease
Make and defend a claim based on evidence that inheritable genetic variations
may result from errors in DNA code.
Lesson Number
and Title

Phenomenon

POE Stage

What will the bot do?

Desired student outcome

External
Tools
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Show a video of skin
features of an Ehlers
Danlos patient. (The
teacher narrates the photos
of her brother)
Predict

Observe

1 - Heritable
Disease

Introduces the
anchor
phenomenon
through a
patient's
experience with
Ehler's Danlos
Syndrome

Ask students about
observations and possible
causes of the condition,
including whether it might
be dominant or recessive in
nature.

Provide data in pedigree
chart form about family
members that have the
condition with guidance on
how to read the pedigree
chart.

1a Watch the video, provide
observations about features
of the skin. Brainstorm with
bot about possible causes.
1b Curiosity about causes of
skin abnormalities. Connect
with prior knowledge about
skin conditions

Introductory
Video
Interview of
Daniel
Photos of
Daniel and
family

1c Analyze a pedigree chart
with the data about family
members

Barnett
family
pedigree
1d Recognition that the
chart,
condition is probably genetic
information
in nature, but continued
on how to
curiosity about how specific
read the chart
problems like Ehlers Danlos
arise.

1e Make a claim about how
the condition is genetically
inherited and give reasoning.

Explain

Formative
Assessment

Ask students to revisit their
prediction and provide an
explanation of their
observations. Provide
feedback or facilitate
teacher feedback on how
accurate the explanation is.

1f Recognize that pedigree
charts for some times of
conditions look differently
than other types.
1g Identify that Ehlers
Danlos appears to be
dominant because each
generation has it.

Provide a check for
learning in the form of a
1h Answer questions to
simple pedigree chart. Ask
summarize what they have
whether the condition
learned so far about EDS.
seems dominant or
recessive with justification.
1i Given simple examples of
pedigree charts, students will
Ask students to summarize
identify whether a condition
what they have learned
is dominant or recessive with
about Ehlers Danlos and
90% accuracy.
inheritance and what
questions they still have.

video about
dominant
versus
recessive
genes in
pedigree chart

Pedigree
chart generic
recessive
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Figure 4
McClintock Chapter 2: The Central Dogma
Lesson Number
and Title

Phenomenon

POE Stage

Predict

What will the bot do?

Show pictures from dog
study and ask students to
identify visible symptoms
and predict why they are
similar in Daniel and the
dogs.

Desired student outcome

External
Tools

Predict that there is
something similar about the
genetic composition and
errors between humans and
dogs that causes EDS.
2a Recognize that collagen is
a protein that comes from
Photos of
DNA
dogs with
EDS
2b Connect the differences in
collagen to in EDS.
2c Make a prediction about
why some dogs and people
have similar
collagen-deficiency traits.

2 - DNA The
Central Dogma how DNA
produces traits

Microscopic skin
tissue differences
between healthy
dogs and humans
and those suffer Observe
from Ehler's
Danlos
Syndrome

Collagen
Fibrils EDS
patients and
controls: both
2d Students will be able to
canine and
Show that when collagen is describe the incorrect version human
abnormal, it can cause
of collagen as being possibly
similar symptoms in
connected to the DNA code
Central
multiple species
and that the incorrect proteins Dogma Video
can be present in multiple
Explanation
Demonstrate Use the
speces.
central dogma to illustrate
Fill-in-the-bla
how genes are used as code
nk Central
for making proteins.
Dogma
Activity
Provide information about
normal collagen and
abnormal collagen.

2e Students will be able to
describe that DNA is the
code responsible for making
proteins.

Explain /
Formative
Assessment

2f Students will recognize
that a change in protein
Perform check for learning. structure results in a
variation.

https://learn.g
enetics.utah.e
du/content/ba
sics/neurofibr
omin/

Correct and
2g Given an example of a
incorrect
protein variation, students
proteins
will be able to identify the
cause of the variation as
being related to differences in
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DNA structure. (with
expansion into mutations in
the next section)

Figure 5
McClintock Chapter 3 - Genetic Mutations
Lesson Number
and Title

Phenomenon

POE Stage

What will the bot
do?

Desired student
outcome

External Tools

Prompt students to
consider mutations
in popular media,
present background
information on both
DNA and mutations.

Predict

3 - Mutations &
Gene Expression

Provide Ehlers
Danlos patient
genetic report with
his DNA sequence
and a normal DNA
sequence.
Ask guiding
questions about the
difference between
the two. Show
protein function
interactive and ask
the student to
predict the results of
the faulty DNA
sequence.

Genetic reports of
dogs and humans
demonstrating that
the same gene
causes the same
traits in both species

3a Predict that
mutations in the
DNA sequence will
result in different
protein structures.

DNA background
video (if needed)

Mutation video clip
3b Recognize that
mutations are
Making Proteins
changes in DNA
simulation
sequence and can be
bad, good, or
neutral.

Observe

Give students
practice
transcription and
translation
sequences and guide
them through how
to translate them to
amino acids. Asks
students to identify
the difference in the
amino acid sequence
before and after the
mutation.

3c Given a guided
protein synthesis
activity, students
will be able to
identify the
difference between
mutated DNA
strands.

Explain/Formative
Assessment

Facilitate
Translation activity:
DNA to RNA to
Proteins; ask
questions to connect

3d Students will
identify the
difference in
resulting amino acid
sequences. Students

Amino acid chart
and Daniel's
Mutation Activity
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the lack of collagen will connect the
to the skin problems cellular outcomes
in Ehlers Danlos.
when proteins aren't
structured correctly.

Figure 6
McClintock Summative Assessment
Lesson Number and
Title

3.2.6-8 Summative
Assessment

Phenomenon

POE Stage

What will the bot
do?

Desired student
outcome

Using evidence from
EDS genetic reports
of dogs and humans,
Prompt students to
students will be able
Genetic report of
formalize a
to make and justify a
EDS patient and the
hypothesis, organize
claim that Daniel
relevant DNA
Explain/Summative data from genetic
and the dogs all have
sequences of
Assessment
reports, and tell
mutations on the
normal and
whether their
same chromosome
abnormal genes.
hypothesis was
that likely cause
correct or incorrect.
Ehlers Danlos
symptoms in both
species.

External Tools

Making a
hypothesis
drag-and-drop
Filling in a copy of
a pre-built data
table
Daniel's Genetic
Report and the
dog's reports

Each segment of the learning experience utilizes a predict, observe, explain model
(White & Gunstone, 1992). The goal was a three-dimensional, NGSS-style performance
objective, in which students focus on the disciplinary core ideas related to genetic
variation. The primary cross-cutting concept was cause and effect, and the primary
science and engineering practice is engaging in argument from evidence. Secondary
practices included analyzing and interpreting data, and constructing explanations
In a natural, and conversational way, the bot provides a selection of
student-centered, phenomenon-based learning activities. It utilizes a phenomenon as part
of an inquiry-based structure and refers back to it through the lesson. During the learning
experience, the bot:

86
1. Presents a lesson-level phenomenon as the introduction and ongoing basis of the

lesson. Elicits prior knowledge, presents the learning objectives for the lesson,
and asks students to make a prediction about the phenomenon (Prediction).
2. Directs students toward activities, videos, text, simulations, or other learning

pieces that allow students to investigate the phenomenon (Observation).
3. Through conversation, help students connect their prior knowledge and

predictions with what they are discovering (Explain).
4. Asks students to synthesize or extend their learning, in some cases by applying it

to a new situation. The bot provides opportunities for students to show what they
know or can do (Evaluation).
In the evaluation components, the chatbot draws on both multiple choice and
conversational form. Additionally, progress through the chatbot learning experience
serves as an embedded assessment, as will be discussed later. For this unit, this
assessment guide is to “make and defend a claim based on evidence” (Nebraska
Department of Education, 2017) and students are prompted to do this by making,
evaluating, and revising progressively predictions based on their observations of the
phenomena.
Conversation Planning
I developed the lesson progression so that it could be deployed in a conversational
manner, as if a teacher were having a one-on-one tutoring session with a student, aiming
toward the chosen outcome , “Make and defend a claim based on evidence that
inheritable genetic variations may result from errors in DNA code.” The entire
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experience was built around the phenomenon of Ehlers Danlos Syndrome, an inherited
collagen deficiency found in humans and other mammals. The first chapter in the chatbot
interaction lays the foundations of what makes a disease inherited or what an inherited
disease looks like in family pedigree charts and trends that pop up in family lines. The
second chapter digs into concepts of DNA and the Central Dogma providing the
theoretical foundations or the content knowledge foundations of how DNA produces
observable traits. The third component then uses more detailed information about
transcription and translation to construct the connection between an inherited disease and
mutations in DNA that would create variations in proteins and thus traits.
As I designed the conversation, I found that the predictions that I prompted users
to make over the course of the learning experience progressed from simple to more
complex, and, and it made sense to build on that progression and ultimately guide them to
construct a formal hypothesis. They don't have to come up with a hypothesis straight out
of the gate, instead the chatbot scaffolds up to it. For example, n the first part of the
experience, students are asked to predict whether a patient’s symptoms come from a
genetic, infectious, or deficiency-based disease. They are then shown a pedigree chart
with evidence that suggests it is genetic and asked to evaluate whether their prediction
was correct or incorrect. This process repeats throughout the learning experience up to
the point where students are asked to hypothesize why canines and the patient (Daniel)
share symptoms at the molecular level. In this way, the predict-observe-explain activities
become more complex and yield increasingly in-depth explanations from the students at
the end of each predict-observe-explain cycle.
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In the observation portion of each chapter the bot provided data that was reviewed
or interacted with and the chatbot scaffolded the process of drawing important points
from the data and artifacts. In the explanation portion of the activities students were
asked to revisit their predictions and then provide an explanation as to why they had been
correct or incorrect. The chatbot provided feedback as to whether they were moving in
the right direction. The formative assessments such as multiple choice questions and
summaries of concepts learned were simple checks for learning that allowed students to
move forward or revisit major misconceptions before moving on to the next chapter.
Before, during and after development, a conjecture map, shown in Figure 2, and
lesson progression were adjusted and readjusted as the tools, tasks structures, and
mediating processes were developed as needed. The conjecture map shows an overview
of the architecture of the learning experience and illustrates that each tool serves at least
one purpose and the task structures chosen facilitate mediating processes that, in turn, are
designed to bring about the learning objectives. The final conjecture map will be
discussed further in chapter 8.
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Figure 7
Final Conjecture Map

Selecting a Tool
I explored and considered several major chatbot building tools, including
Dialogflow ES (Dialogflow ES, 2022), Dialogflow CX (Dialogflow CX, 2022) ,
Microsoft’s Azure Bot Framework (Bot Framework Composer, 2022), the open-source
Botpress (Botpress Open Source, 2022), and IBM's Watson Assistant (Watson Assistant,
2022). Table 8 shows my impressions of the pros and cons for these tools. This list is not
comprehensive, as it is often difficult to find apples-to-apples comparisons of these tools.
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Table 8
Comparison of Bot Construction Tools
Pros

Cons

Dialogflow ES

● Training is a
built-in component
● Built-in knowledge
base and QnA
components
● Affordable

● Contexts can be
difficult to manage
● Requires webhooks
● No flow-chart
interface

Dialogflow CX

● Built natively as a
state machine
○ QnA more
difficult but
○ Allows
students to
be
scaffolded
into meeting
requirement
s to go to
the next
state
● Graphical, flow
chart interface
● Generous free trial
funds
● Can be
self-contained
without the need for
webhooks
● Sentiment analysis
natively available
● Numerous tutorials
and crowdsourcing

● No built-in training
● Steep learning
curve
● Custom
payloads/actions
are only available
via code and are
limited

Azure Bot Framework

● Graphical,
flow-chart interface
● Some free funds to
start
● Powerful NLU
engine (LUIS)

● Fewer tutorials and
crowd-sourcing
● Confusing resource
interface for Azure
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Botpress

IBM Watson Assistant

● Open source is free
● Graphical,
flow-chart interface
● Custom
payloads/actions
built-in and further
customization
available
● Built in training
tool
● Slot-filling smooth
and simple
● Very user friendly
Human-in-the-loop
functionality

● Contexts used to
manage states
● Very few good
tutorials
● Deployment at the
open-source level
buggy and
challenging

● Started at
$140/month
● Seemed to be
geared heavily
toward commercial
applications

Initial Exploration
My first choice was to start with Botpress. I felt that the open-source model and
the flow-chart design of the application shown in Figure 8 suggested accessibility for
non-coding yet tech-savvy teachers. A draft of chapter one was originally developed
using the Botpress client, but deployment and testing became time-consuming and
unmanageable. I found several interface bugs in the application itself. These bugs
prevented use of the newly released cloud-based service and made the non-cloud version
difficult to work with at times. Sections of code would disappear at random and pieces
would inexplicably break and have to be rebuilt or reloaded from backups. Deployment
to a public-facing website required installation of the Botpress framework on a
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user-hosted site, which proved to be a large hurdle when things did not progress
smoothly.
Figure 8
Botpress Studio Interface

Botpress’s lack of an active community of users meant that no guidance or
examples were available. Documentation showed possibilities, but not specific use-case
examples, so the novice-intermediate open-source user is left with many unanswered
questions. Upon appealing to Botpress for assistance with either bugs or how-to
guidance, I was quoted a $15,000 fee for the non-open-source version of the software
with full support. Initial development was ultimately very slow with Botpress due to the
processes required in experimenting to figure out the intended functionality of Botpress
features. Many aspects of it were intuitive and easy-to-implement, but for a non-coder,
there was too much left unsupported in order to bring a complex bot to deployment.
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Dialogflow CX has many advantages over Botpress, most importantly an active
community of users and tutorials available to assist with specific use cases. The CX
version of Dialogflow is relatively new and is designed natively as a state machine,
which is well suited to the type of complex interactions required in the intended design. It
moves to a new state only when conditions have been met, depending on the inputs and
events that occur within the current state. It does this without requiring a developer’s
management of contexts and the functionality allows the conversation pieces to function
a little bit like an escape room, with incorrect inputs prompting scaffolding and help from
the chatbot to elicit responses that will move the bot into the next state. This same
functionality makes persistent question and answer functions, like a knowledge base,
difficult to incorporate, but it was very conducive to creating an end to end flow where I
wanted to lead the students in a certain direction.
Dialogflow CX has some downsides, including coding required to embed video,
images, links and other content. Each of these has to be coded as a custom payload,
which is not the case in the Botflow interface. This aspect is not terribly friendly for
somebody who doesn't have a good grounding in code. Another disadvantage to
Dialogflow CX is that training is not built in as it is in ES and Botpress. Despite the
disadvantages, difficulties with Botpress led to the migration of the project from Botpress
to Dialogflow CX.
The initial exploration part of the planning process brought out several interesting
possibilities that I further explored during development. These included 1) when to use
slot-filling versus intents to assess whether a student is communicating a concept
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correctly; 2) Tracking and calling parameters throughout the learning experience; and 3)
Taking care and consideration when designing intents and entities.
In addition to the conjecture map (Figure), which summarizes high-level
decisions, I developed a detailed flow chart and revised and updated throughout the
planning and development process. The mind-mapping software Mindomo (Mindomo,
2007) was used for this task. Using this in addition to the built-in flow chart allows a
birds-eye view of the entire structure, and facilitates movement to a new tool if needed. A
single page in Dialogflow’s structure is shown mapped in Mindomo in Figure 9.
Figure 9
Mindomo Software for Diagramming Conversations

Detailed naming conventions developed over time, reflecting the bot’s requests
and the user’s intents. Within the flow chart, Pages are delineated by larger, outlined bold
headers. In the Dialogflow CX context, a page represents a machine state, where specific
conditions must be met in order to move out of the state. In Figure 9, the bot’s purpose is
given as “2.0.2.gets_ready_to_look_at_dogs,” and this corresponds to a Dialogflow Page
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by the same name. Within the outlined box, the bot’s statements are given, along with any
buttons or links to resources or activities. With these custom content items, the next
action step is triggered when the student clicks out to the activity and then returns. In this
way, a single page may contain an initial statement, a link out to an activity, and then a
follow up question. On the flow chart, possible responses or events branch off of the
main page, delineating possible outcomes of a student response. An intent is delineated in
pink and represents a possible student response that is recognized. Events in which a
student gives no response, or one that is not recognized are marked in teal. In these cases,
the bot is given an opportunity to redirect or prompt for an answer that fits an intent.
These no-match events can be stacked, giving more detailed prompts each time. The
option is also available to simply move on to a new state if needed. Mindomo has the
capability of documenting all of these nuances and allowing forks in the conversation to
be linked back and demonstrated.
Development
User Interface
A simple user web page was developed in which a Dialogflow Messenger box
pops up on the right side of a front page, shown in Figure 10 allowing space for the user
to input and read answers. The site contains other content pages with activities, evidence,
and other embedded content, but none are linked from the main page intentionally. The
bot prompts students to complete the activities and then close the activity tab to come
back to the main page after they are done to report their answers back. Dialogflow’s web
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integration was much more straightforward than that of Botpress, due to the native cloud
architecture of Dialogflow.
Figure 10
McClintock’s User Interface

NLU Functionality
The use of natural language understanding was an essential piece for allowing
students to communicate their understanding and justification. In this particular bot, the
communication format is written, although the technology is adaptable to spoken formats
as well. The bot was created with some narrow, yes-no inquiries and many more in-depth
questions that elicit responses from students that require natural language comprehension
from the chatbot.
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When finite choices are available, the chatbot shows the user “chips” that allow
clicking a choice to give an answer. The functionality of the bot is such that the answer
could simply be typed as well.
The complex conversation pieces rely upon the use of trained intents, which are
statements that the bot is designed to identify and respond to, either with a written
response, an action, or both. During development, it became apparent that careful
attention had to be paid to intents in several important ways. First, given two separate
intents, confusion needed to be minimized by making them distinct enough from one
another that the bot could easily distinguish between them. This is referred to in the
literature as separation (Treml, 2020). Second, within a single intent, the training phrases
must be similar enough such that the engine can accurately identify that specific intent
without confusing it for a separate one. This is referred to as intent cohesion (Treml,
2020). An example of a challenging set of intents is shown here. In the first instance, the
student predicts that when a sequence of DNA changes, the resulting structure of the
protein will change. In the second, the student was asked to justify when their prediction
was correct. Given student tendency toward using as few words as possible, it is
important that these two intents have sufficient separation from one another and sufficient
cohesion to themselves.
User.says.protein.will.change: the structure of the protein will change
User.explains.reasoning.hypothesis.supported: the proteins were different
because of the mutations
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When confusion arises, the chatbot needs to be able to re-prompt for clarification.
Dialogflow CX is also designed to be able to re-use intents over the course of the
conversation, in part because of its design as a state machine. In some cases, rather than
trying to create separation between two naturally similar intents, I combined the intents
into one and simply reused it. A good example of this is when the chatbot asks students to
describe their observed symptoms of Ehlers Danlos at first in the human patient, and then
later in canines. The symptoms are largely the same, so the intent can simply be reused
rather than trying to distinguish when the student is discussing a dog versus a human.
In addition to these concerns, the design of intents on the whole had to be considered
somewhat differently than in commercial bots. Chatbots often listen for intents and treat
them as instructions for what action to take or what information to gather in order to take
a next step. In this educational experience, an intent is more often than not an answer to a
question that the bot poses to the user, rather than the other way around. The bot
functions so as to guide the conversation in specific directions, rather than letting the user
tell the bot what is wanted out of the conversation. It was tempting at times to use
slot-filling capabilities to gather information from the user, but that turns out to be
constraining in this application, as will be discussed in more detail in the last chapter.
With limited automatic training capabilities built into Dialogflow CX, an intent
development and training protocol had to be developed. The first step at intent design
was to simply state the intent in as many ways as the designer could think of. I also
utilized help from friends and family to find ways to restate an intent. This involved both
intermediate testing of chatbot sections or simply brainstorming how students might
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express a particular idea. Once a threshold of about ten or more training phrases was
reached, the training then took place in a larger context. To improve the training of
intents, I first downloaded logs from the Dialogflow interface (See Appendix C), then ran
them through a cleaning tool (Mohonoor, 2022). I filtered them to look for places in
which the bot had hit the fallback intents because it had not understood what a test user
was trying to express. Each time this occurred, the intent was expanded based on the
unexpected response. Many times this yielded more training phrases, but it also prompted
the construction of new intents and conversation directions.
It was very important to build in fallback intents for when the bot’s NLU intents
were not robust enough. This ensured that a student would not get irretrievably stuck
without the bot understanding and it proved to be a natural mechanism for scaffolding the
educational goals of the bot. For example, when shown photos of collagen fibrils in dogs
and humans, students are asked to see and describe how the diseased fibrils compare to
healthy ones first in humans and then in dogs, later explaining that the problems are
similar in both species. The use of several intents scaffolds this effort toward a robust
decision. If students say that they do not know or if their statement does not match an
intent, they are asked to look at specific pieces again and say that the EDS fibrils are
different from healthy ones. They are then prompted to describe in more detail how those
similarities compare to healthy fibrils. The piece below is asking students to simply
compare healthy and diseased fibers in dogs. They cannot move out of the state until they
meet the requirements within the intent:
user.describes.collagen.differences.between.control.and.eds.
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This could happen early or later within the state. For each response that does not
move the conversation forward, the bot gives extra prompting to elicit the correct intent
from the user. The fallback intents allow the user to stay in a state, as the bot scaffolds
students such that they could progress from where they would give a no match to where
they would give the right answer and move on. In this way, the process of ensuring fail
safes for the bot when the NLU was not robust enough was really important. Figure 11
shows five different routes on the 2.2.4 page, four of which are intents and one fallback
intent.
Figure 11
Examples of Routes in a Dialogflow Page

Testing
There are three significant ways in which the chatbot was tested during the design
process. More details about test results will be given in the following chapter, but these
three testing pieces were integral to the design process. First, testing and retesting the
conversation was done primarily by the developer throughout construction, but it was
useful also to recruit help from “alpha testers” in the form of family members willing to
try out pieces of the bot. This was important particularly in recognizing how a person
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might respond to a particular inquiry and allowed a starting point for intent expansion and
training phrases. Dialogflow CX has built-in Test Agent tools that prove useful during
this process, but the tools itself could use some refinement for convenience. This was
particularly true with the use of custom payloads such as chips and on-click events. These
pieces of custom code were not rendered visually in the Test Agent simulator and so
reading through the custom code snippets as they were rendered and figuring out the
possible responses from the code slowed down testing in many conversation turns.
Despite this, the Test Agent was often more useful than simply leveraging the web
interface to test because the Test Agent shows the bot’s current page, which intents are
matched, and which parameters are detected.
The second form of testing was end-to-end try-outs by both adults and students,
followed by feedback in both verbal and survey form. This testing phase yielded logs that
made possible the third type of testing, which was calculation of accuracy and deflection
rate. The latter is a simple calculation that reflects the ratio of requests matched to a
regular intent to the total number of requests. In other words, it gives a numeric reflection
of how often the bot at least thinks it understands user input. To get a better sense of
whether it is correctly matching the intents, the responses are categorized as true or false
negatives or positives and then used in an accuracy equation. More about these tests will
be discussed later, but they are noteworthy as they significantly facilitate chatbot
improvements as part of the iterative process and provide a metric by which successful
improvement is measured.
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From a Practitioner Perspective
For a complex chatbot like this project, none of the chatbot-building tools are
user-friendly and intuitive enough at this point to recommend to even a tech-savvy
teacher unless they have a strong background in coding and logic. Dialogflow CX utilizes
code-based custom payloads in order to insert links, photos, chips or any other
multimedia functionality. These code snippets serve as just one of the more substantial
barriers to non-coders. Other factors include code syntax required to track and call
parameters and the lack of built-in training functionality. This particular project
functioned without webhooks, which are events sent to and from other web applications,
but most chatbot building tools aside from Dialogflow CX require them for many
functions, such as sending and receiving data from a database. Setting aside these
hurdles, making chatbots is within reach with some training and practice, but still
technical enough so as to be out of reach for the casual builder. In the following chapter,
the specific application of the NLU concepts, along with specific challenges and design
decisions will be highlighted.
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Chapter 5: The Prototype
Overview
The chatbot is divided into three chapters, and each chapter consists of content
progressing through three checkpoints. I implemented a menu structure so that students
could get a sense of the end goal and be able to pick up where they left off if the bot were
to get derailed. The menu structure also made testing and development simpler due to the
large scale of the conversation. A full mind map of the chatbot conversation is located in
Appendix E. In this chapter, details of the chapter will be given in order to illustrate
design decisions and how the Dialogflow technology was used to create the conversation.
A section on testing and results will follow.
McClintock Chapter 1: Heritable Disease
The chatbot introduces itself by saying “Hi, my name is McClintock. What is
your name?” and broadly presents the goal. It does not tell the user the specific biology
topic at the outset. Its first opportunity to listen for an intent is when the user is prompted
for a name. The chatbot attempts a conversational anticipatory set by asking the student if
they’ve ever experienced any severe diseases. The bot then goes on to introduce the
anchor phenomenon, which is Ehlers Danlos Syndrome, as experienced by my brother
Daniel. This is introduced in the form of a video interview. A short quiz is given
afterward to ensure that students watched the video enough to get the gist of it, namely,
the bot asks students to list some of the symptoms that Daniel discusses. This is the first
of several instances where I made the design decision to use entities as a way to
categorize and reflect information back to the user with the purpose of summarizing and
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communicating to the user that the bot understood what they were trying to say. The
entity @eds_symptoms was created with reference values of loose skin, cuts easily,
hypermobility, bruises easily, scars, cervical instability, and fatigue. Each of these were
extended with many synonyms that would allow the bot to identify which symptom they
were describing. For example, if a student listed observations that included that Daniel
can “bend his fingers” back, then the bot responds with, “Great observations. He
displayed hypermobility and more.” In this way, the bot shows personalized
understanding of the student’s observations.
The predict, observe, explain pedagogy is introduced by asking if students have
made any predictions that have come true before. A similar entity called @prediction was
created in order to be able to understand and reflect the student’s responses. This is a very
broad entity that includes reference values of illness, life events, science experiment
predictions and many more. In retrospect, this entity contains possible predictions that
could be confused with other entities in the system, but as the entity is only used in
combination with specific intents, confusion by the natural language engine is largely
avoided. After asking whether the student has made any predictions that came true, on
receiving an affirmative answer, the bot asks for more details. The bot attempts to
categorize the given prediction and reflect back the reference value. Upon identifying a
no-match intent, the fallback intent produces the response “I'm not quite sure I
understand, but that sounds amazing! Do you think I could make a prediction someday?”
If the user states that they have never made a prediction before, McClintock similarly
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attempts to connect with the user with a conversational question, “That's okay me neither.
Do you think I could make a prediction someday?”
The subsequent response marks the first checkpoint and the user is asked if they
are ready to move forward. In the second part of the chapter, students are asked to predict
what kind of disease Ehlers Danlos is and they are given three choices to choose from.
The response is saved as a parameter for the chatbot to refer back to after evidence is
examined. The chatbot presents two facts about Ehlers Danlos that suggest that Daniel
has had the disease as a baby and that his extended paternal family has a very high
disease rate. The bot then has a programmed conditional response, depending on what the
respondent’s initial prediction was. It asks students to reevaluate their prediction based on
the new evidence, or tells them that their prediction is supported by the evidence. This is
a first simple experience in the predict, observe, explain procedure that lays a foundation
for future work. The chatbot then leads the student through another round of
predict-observe-explain, with the resulting concept being tied to whether the inherited
disease is dominant or recessive. Students are given background information about how
to tell that information from a pedigree chart. The first chapter concludes with a quiz that
asks students to summarize symptoms of EDS, identify that it is genetic and dominant,
and distinguish whether a pedigree example chart shows recessive or dominant traits
from a pedigree.
The quiz method used at the end of chapter one utilizes slot-filling, which was an
important functionality to test. The user is provided with a broad question, “Please
describe what Ehlers Danlos Syndrome is and how it affects Daniel” and the bot then
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listens for the student to 1) describe at least two symptoms, 2) tell that it is genetic, and 3)
that it has a dominant inheritance pattern. The likelihood that students describe all three
of these components at the outset is somewhat low, but is scaffolded by fallback intents
For example, if students don’t initially say that Ehlers Danlos is genetic, then, the bot is
programmed to ask “Is Ehlers Danlos genetic, infectious, or caused by a deficiency?” as a
follow-up question. It also has a secondary fallback intent in case the student’s answer is
not matched with one of those choices. Similarly, the bot will also ask if the disease is
dominant or recessive and to describe two symptoms. The structure of the quiz is such
that if students meet the requirements at the outset, they are simply congratulated and
move on, and if they don’t, they receive customized prompts to meet the requirements
before they can leave the state page. In this way, the bot’s architecture provides
student-centered built-in scaffolding and self-grading assessment.
McClintock Chapter 2: The Central Dogma of Biology
In the beginning of the second chapter, the chatbot provides another opportunity
for connection with students by asking them whether or not they have a pet or would ever
want one. After a set of casual conversation turns, McClintock presents a set of
photographs of three dogs that present with symptoms similar to those that Daniel shows
in his video: loose skin, hypermobility, scarring, etc. Students are asked to first identify
those symptoms and make the connection that they appear very similar to Daniel’s
condition. The students are then asked to make a key prediction that is built upon through
both chapters two and three: “What do you think might cause Daniel and these puppies to
have similar traits and conditions?” In testing, it was rare for students not to express the
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idea that they might have similar genes in some way, although the language used varied
widely. One adjustment that was made after the initial round of testing was to prompt for
more elaboration if the student simply said “DNA.” It was tempting to simply accept that
answer, but for the sake of clarity and helping students fully communicate their ideas, the
bot asks them to be more specific if they simply give that short answer. The bot saves the
prediction as a slot-filled parameter under the broad entity @prediction to enable it to be
saved and re-evaluated later. As in chapter 1, the bot attempts to categorize the prediction
according to a reference value and reflect it back. In case the student says something that
does not match with the prediction entity or if the students say “I don’t know,” then they
are prompted further with a fallback intent question: “Think about the possible cause of
having the same symptoms. Why would they have similar skin traits?”
In the next piece of chapter two, McClintock presents some background
information about DNA and asks students to give a simple definition of it. If they are able
to do that, then they move on. If they cannot, they are provided with a short explanatory
video and prompted to define DNA.
The next section of chapter two presents the Central Dogma of biology, which is
that DNA provides the template code for RNA and then RNA is translated into proteins.
The terms transcription and translation are used and the bot provides conversational ways
for students to connect everyday definitions with the contextual use of the terms in
biology. This brief section is somewhat content heavy, with short checks for learning that
are structured such that the student cannot move forward without giving a correct answer
to a prompt. They are given several visuals to support the end goal of being able to
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describe that DNA is ultimately responsible for the creation of proteins in the body. Once
they are able to do that, they move into the part of chapter two that helps students identify
what happens when proteins are not formed correctly. This piece utilizes a simulation that
shows cells producing very rapidly when a misshapen protein is present (Test a Protein’s
Activity, n.d.). Students are then asked to make a prediction about how the puppy’s
proteins compare with proteins from a healthy puppy. In this particular prediction,
students are guided toward the prediction that the shape of the proteins will be different,
as opposed to other predictions, where students are given the latitude to make “wrong”
predictions.
In the observation follow-up to that prediction, McClintock presents students with
microscope images of healthy collagen compared to Ehlers Danlos collagen in dogs.
Students are asked to make observations that highlight the disorganized, globular
structure of the collagen and list these observations. The bot then asks them to do the
same thing with human collagen and then to make the connection that collagen in both
humans and dogs has similar deformities in both species. Once they make this
connection, students evaluate their previous prediction about why the puppies and Daniel
have the same set of symptoms. McClintock prompts them to revise their prediction if
they did not initially believe that the problem is genetic in nature.
At the end of chapter two, the chatbot presents students with a new situation as a
check-for-learning. They are given a picture and asked, “A protein like the one in the
picture is responsible for making sure our lungs work properly. If a group of people all
have the same incorrect protein, what would the effect be for that group?” The chatbot
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uses intent matching to look for a response about the lungs not functioning correctly. It
uses two no-match fallback intents to guide students toward that answer.
McClintock Chapter 3: Genetic Mutations
Chapter three attempts to connect the pieces presented thus far by examining the
mechanism by which a mistake in the DNA could create the faulty protein. This becomes
visible in the transcription and translation steps of protein production and so McClintock
first presents a brief video about the basics of DNA structure and quizzes students about
it. They are guided to play with a simulation that illustrates the transcription and
translation process and how a mutation affects the resultant protein. They are asked to
then predict what will happen to a protein if the normal sequence of bases change. The
chatbot then takes a conversational interlude by asking the user about their favorite
superheroes and discussing superheroes that are considered “mutants.” They are shown a
short video about how mutations can be positive, negative, or neutral. The Incredible
Hulk is used as an example of a hero whose DNA was changed by environmental factors
to grant superpowers.
At this point, the chatbot asks the user to formalize their prediction into a
hypothesis in if-then format. By this point, the student has been guided toward the
prediction that both the dogs and humans have similar problems present in their DNA to
cause misshapen proteins. In order to formalize it, they use a drag-and-drop version of the
hypothesis that states: “If similar ____ cause EDS ____ in humans and dogs, then the
______ code for collagen has _____ in both species that produce ____ than in normal
individuals. The filled-in version states: “If similar genetic problems cause EDS
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symptoms in humans and dogs, then the DNA code for collagen has mutations in both
species that produce different proteins than in normal individuals.” The drag and drop
form is self-checking so students are simply being asked to fill in the words until they see
the indication that they have them in the correct place. The rationale behind this decision
is that developing such a hypothesis can be quite challenging for students and this is an
opportunity for them to see the structure and application of the hypothesis, but the
development of it is not the primary focus of the lesson. It serves as a culmination of the
predict, observe, explain thread that has been woven throughout the lesson.
In order to make observations that would allow for justification or refutation of
this hypothesis, genetic reports from Daniel and three dogs are examined. Daniel’s is
shown in Figure 12 These genetic reports are difficult for students to read because they
are highly technical. Focus excerpts were highlighted and made available to students.
McClintock asks students to list some things that jump out from the highlighted report.
Students at this point have had some exposure to the idea of frameshift mutations and
changing amino acids. The chatbot fills in details if needed by telling the student that
there are two extra guanine inserted in the collagen gene.
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Figure 12
Daniel’s Genetic Report

It is at this point that students are asked to complete their most difficult
assignment in the form of a drag-and-and drop translation activity, as shown in Figure 13.
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Figure 13
Daniel’s Mutation Interactive Drag and Drop Activity

I recorded video instructions on how to read a circular amino acid chart and how
to build amino acid sequences from it and included the video below the activity. This
activity was custom-built to reflect the impact that Daniel’s duplicate GG insertion
mutation has on his amino acid sequence, although in reality the full impact of the change
is not visible until further down the line when a stop codon is reached prematurely. For
the sake of a simplified example, only seven codons are used to show the change that
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occurs with the frameshift. Students are then asked to identify what has changed from the
normal gene in Daniel’s mutation. Students are then asked to begin to organize the data
by making a copy of a data table spreadsheet. The data table is very simple, with
drop-down options and graphs that automatically show results when data is chosen from
the options. This allows students to organize the data, but not get hung up on the “right”
way to do it independently. Students are prompted to select data that matches Daniel’s
genetic report and then it provides highlighted genetic reports for three dogs, two of
which are siblings and have the same mutations. Students are asked to select the
matching data for those individuals on the data sheet. At the end of the data sheet, there
are analysis questions that the students can optionally answer on the sheet, but
McClintock asks the same questions in order to check that students have entered the data
and understand what they are looking at. As part of those questions, students are
prompted to explain why the data does or does not support the formal hypothesis. This
constitutes their summative assessment for the lesson, although students are again
scaffolded by fallback intents in order to be able to describe that, in this case, Daniel and
the dogs have mutations on the same gene that cause similar issues with protein shape.
Once students have successfully done this, they are congratulated for reaching the end of
the activity and are shown a certificate of completion.
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Chapter 6: Testing Results
Researcher screening and the completion of the EQuIP rubric represent a
developer-centered component of qualitative assessment for the learning experience and
results of those are given below. Three other components of testing were done on the
chatbot as part of the development process. The first was teacher and adult try-outs.
Daniel, the Ehlers Danlos patient whose case served as the phenomenon, was the first
adult to fully try out the bot so that its end-to-end capabilities could be tested and so that
he could give feedback about the parts relevant to his situation and symptoms. He and
other adults (committee members) worked through McClintock as a preliminary trial,
identifying major snags and places where the bot would get derailed. Once major bugs
were worked out both students and teachers were invited to try out the bot and submit a
survey about the experience. The student experience was done in the presence of the
researcher. Teachers were asked to work through it independently. The last part of the
testing consisted of calculations of accuracy and deflection. The results of each of these
testing components will be described in the section that follows.
EQuIP Rubric
I completed the EquIP rubric (Appendix B) between the development and
prototyped stages. Responding to these items helped clarify the kinds of training and
improvement that the learning experience needs through the lens of NGSS and quality
teaching and accessibility practices. Overall, the learning experience was rated as a 6,
which indicates that it is “E/I: Example of high quality NGSS design if
Improved—Adequate design for the NGSS, but would benefit from some improvement in
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one or more categories; most criteria have at least adequate evidence (total score ~6–7)”
(EQuIP Rubric for Science | Next Generation Science Standards, n.d.). The rubric allows
for evaluation as both a unit and a lesson. McClintock’s structure falls somewhat between
those two items, as the chapter structure gives a progressive learning experience, but one
that is designed for only one or two sittings. As a single lesson, McClintock scores very
well on the rubric, with extensive evidence of quality and a score of three out of three. As
a unit, McClintock is in need of greater instructional supports and ways to monitor
student progress. This is not unexpected and would need to be incorporated into further
development of McClintock as a tool.
Developer Self-Screening
At each stage, a set of self-screening questions were answered. The preliminary
set was collected between the development of the lesson progression and the start of work
with the chatbot building tools. The development phase questions were answered just
prior to the first sets of try-outs by students and teachers. Beta testers and helpers had
used the bot by that point. The last of the self-screen questions were answered after the
first set of students, but before the second set of student try-outs. In reflecting on the
answers to these questions (Appendix D), it shows a consistent progression in paring
down the length and scope of the chatbot experience. It became more apparent through
each phase that a shorter lesson would be more practical in this particular situation, in
part because of the logistics of designing the bot, but also because of my perceptions and
ideas about student patience and retention. It would be an interesting future research
question to examine an ideal time length for a chatbot experience in a classroom
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situation. Over the course of development, some of the affordances of the technology
became visible and design was adjusted accordingly. A good example of this was the
length of McClintock's questions or instructions to the student. If sentences were too
long, the user interface would move the text up and require the user to scroll back to find
the first part of the text. It seems obvious that instructions should be kept relatively
succinct, but the user interface required this as well.
I also grew more and more fond of the state machine capabilities and how they
functioned as built-in assessments and making sure that the students expressed the right
intent before they could move forward. I was frustrated that an overarching FAQ or
knowledge base could not be easily incorporated into Dialogflow. I also noted how
important it was to create fallback intents and failsafe mechanisms. For example, near the
end I found several students getting stuck in telling the chatbot what a hypothesis was. It
turned out that they were typing in a hypothesis, rather than defining it, which is a simple
situation to remedy by rewording the prompt and by adding an additional layer of
fallback intents. Figure 14 shows the added second fallback, called “no-match-1” that
comes into play if a student has said something that the bot does not understand twice.
The first time, they are re-prompted to give a definition, because they said they were
familiar with what a hypothesis is. But if they are still unable to give a matching answer,
the bot will now move them forward anyway.
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Figure 14
An Extra Fallback Intent for Scaffolding and Robustness

By the last set of questions, it became apparent to me that the measurement of
effectiveness of the chatbot experience was limited to two factors: 1) whether the students
made it to the end of the experience within our allotted limited time period and 2) how
well students perceived that they were learning what the bot was trying to teach them.
The first factor is impacted by several variables, including the internet connectivity,
which was poor for some students that day due to a problem with the school’s network,
whether students got stuck in a loop and didn’t ask for help getting unstuck, and how fast
students read and type. In theory, because of the built-in scaffolding, completion could
indicate effectiveness, but some of these challenges impacted whether or not students
completed the bot and those bugs need to be smoothed out, or controlled for, in order to
use completion as a valid measure. In the second aspect, both survey results and
observations indicate the bot’s potential for effective teaching and learning. The full set
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of self-screening questions and answers can be found in Appendix A. A summary of the
responses is shown in Table 9.
Table 9
Summarizing Self Screen Questions by Criterion
Criterion

Notes

Relevancy

I had reservations about a couple of minor points in the lesson progression, but they
worked themselves out and I believe the lesson to be highly relevant to life science or
biology students in grades 8-12. Differences in survey results between the two tested
age groups suggest an area for more investigation.

Consistency

There are some internal "back-end" inconsistencies that are not really apparent from
the user side of things. The user interface is easy to use and the state-based design of
Dialogflow and the several other elements created a cohesive and functional tool.

Practicality

There are some practical concerns with putting the tool immediately to use in the
classroom, but overall the bot exemplifies a very user-friendly tool that with more
development could become an integral tool in a teacher's toolbox.

Effectiveness

I believe that the tool has the potential to be very effective and that natural language
understanding presents unique and interesting possibilities. I would hesitate to make
claims about its current effectiveness in relation to other tools.

Adult and Teacher Feedback
Adult testers were difficult to find amongst teachers in part because of the length
of the chatbot experience. A pool of three teachers tested McClintock and they found a
few places in which the chatbot got derailed. They were given a survey with the questions
listed with their averages in Table 2. Since the sample size is very small, this set of
descriptive statistics only serves as an indication of the potential of the chatbot as a tool
worth developing. Additionally, the teachers were positive about the possibility of using
such a tool with the students when they were away, as the activity was self-contained and
students largely would not need supervision. They suggested that customizable content
would be very useful.
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Table 10
Teacher Survey Results
Quality Criterion Question

Average

Consistency

The phenomena that McClintock presented were engaging.

3.7

Consistency

The conversation with the chatbot flows well.

3.7

Consistency

McClintock gave clear and sufficient instructions to complete the
tasks without human intervention.

3.7

Consistency

McClintock is able to give answers to questions and help when
needed.

3.7

Consistency

The bot gives meaningful feedback during the learning experience.

3.7

Effectiveness

The chatbot tool seems like it could be effective with students.

4.0

Relevancy

The desired outcome for the learning activity was that students be
able to "make and defend a claim based on evidence that inheritable
genetic variations may result from errors in DNA code." The
activity aligned with that objective.

4.3

Relevancy

The level of challenge seems appropriate for grades 8-11.

4.0

Relevancy

The science content McClintock presents is accurate.

4.3

Practicality

The chatbot design would be practical to use with students.

4.0

Relevancy

Can you see yourself using a tool like this in your classroom? Why?
What would make the chatbot better?

Quality Criterion

Combined Average Teacher Score

Relevancy

4.2

Consistency

3.7

Practicality

4.0

Effectiveness

4.0

Student Testing Results and Observations
An initial group of thirteen twelfth-grade biology students tested McClintock
under my supervision. Because of the new architecture of the experience, supervision
allowed me to answer questions quickly and for students to be prompted if the bot was
insufficiently trained, which happened a handful of times during the test. A couple of this
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group were having technical issues that caused the chatbot to load very slowly. They
were later determined to be network related, and not chatbot related. It did prevent these
students from engaging as fully as they might otherwise have been able to. During the
test, the students showed curiosity and enthusiasm for the bot. A few of them expressed
the desire to be able to ask McClintock about a wide variety of subjects.
A second group of twenty tenth-grade biology students also tested under
supervision after a round of refinements and adjustments following the initial testing
session. More robust fallback intents were added to some sections, more intent routes
were created based on common student answers, and some bugs and routing issues were
fixed.
Averages from both student surveys are listed in Table 11. A positive version of
the system usability scale (Sauro & Lewis, 2011) was used to measure the practicality
component. It was combined with other questions to measure student perceptions of
consistency, effectiveness and a single item for relevancy. The items that related directly
to user interface usability are averaged separately at the bottom of Table 11, along with
the subscores of each of the categories of consistency, effectiveness, practicality, and
relevancy.
Table 11
Student Survey Results
Quality Criterion

Question

Average

Consistency

I think I could use the chatbot without a technical support person.

3.5

Consistency

It was easy to move between the various parts (quizzes, worksheets,
pictures, links) and back to the chatbot.

3.9

Consistency

The tasks were clear and I could tell what I was supposed to do based
on the chatbot's instructions.

3.9
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Effectiveness

I learned the concepts the chatbot was trying to teach me.

4.0

Effectiveness

The chatbot was able to give me meaningful feedback when I needed
it.

3.7

Practicality

I think the chatbot is simple.

3.8

Practicality

I thought the chatbot was easy to use.

3.9

Practicality

I would imagine that most students would learn to use the chatbot very
quickly.

3.9

Practicality

I found the chatbot very intuitive to use.

3.7

Practicality

I felt very confident using the chatbot.

3.5

Practicality

I could use the website and chatbot without having to learn anything
new.

3.6

Practicality

Overall I would rate the user-friendliness of the chatbot as

4.1

Practicality

How likely would you be to recommend the chatbot as a learning tool
to a teacher, friend, or schoolmate? (10)

3.4

Relevancy

I think I would like to use the chatbot as a learning tool frequently.

3.3

Subscore Average

Average

Overall Usability Score

3.8

Practicality - same as usability, capable of being put to use

3.7

Effectiveness - the degree to which the chatbot is successful in
producing a quality learning experience

3.9

Relevancy - whether or not the content is valid and whether it meets a
current need in the education context

3.3

Consistency - construct validity: whether the intervention makes sense
and flows.

3.9

In Table 11, the lowest average of 3.3 is shown in the question about whether the
students would like to use the chatbot frequently. The highest was the question about
whether the students believed the chatbot was user-friendly 4.1. All of the average scores
were well above neutral. Even more than with the teachers, these descriptive statistics are
encouraging indications of proof-of-concept. When asked the open question, “What could
make the learning better?” student responses included several very positive statements: “I
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enjoyed it overall,” “Overall I think it was an effect[ive] learning mechanism,” “I really
enjoyed it. I don't think there is really anything else to change,” and “"nothing, I like the
way that it is.” Only one negative response to this question was given in either of the two
surveys, “I didn’t really like it.” When asked whether they thought the Ehlers Danlos
phenomenon was interesting, 89% of the students said yes and the remainder said
“maybe.” When asked “were there parts where you were confused and could not get the
help you needed?” 70% of the respondents answered either no or maybe and the
remainder answered yes.
It was really interesting to see the variation between the two testing groups as
shown in table 12. It raises some questions about the ideal age group for this particular
activity. The student groups averages were similarly ranked. Consistency was the highest
for the twelfth grade, followed by effectiveness, and for tenth grade, these were both
rated at 3.7. Practicality was third for both sets, and relevancy was the lowest for both.
On the whole, the tenth graders ranked their experience with the chatbot lower than the
twelfth graders and this indicates an area of future investigation. These lower scores in
the younger group are also correlated with a higher percentage of the chatbot not
understanding what the students were saying, either because the students did not
communicate their answers well, they didn’t know the answers that the bot was asking
for, or they were purposefully going off-track. This is discussed more in the context of
accuracy in the following section.

123
Table 12
Student Survey Results by Age Group
12th Grade
Average

10th Grade
Average

Overall Usability Score (Items 5-7, 10-18)

4.3

3.6

Practicality - same as usability, capable of being put to use

4.1

3.5

Effectiveness - the degree to which the chatbot is successful in
producing a quality learning experience

4.4

3.7

Relevancy - whether or not the content is valid and whether it
meets a current need in the education context

3.7

3.1

Consistency - construct validity: whether the intervention makes
sense and flows.

4.6

3.7

Subscore

Accuracy & Deflection Calculations
Once the first set of students worked through the chatbot, I downloaded chat logs
in raw format Dialogflow’s database and ran them through a cleaning tool (Mohonoor,
2022) where they could then be viewed in a spreadsheet or the database tool Airtable.
The full chat logs are linked in Appendix C. Analyzing logs served two purposes. The
first was to improve and refine the bot by filtering and looking for no-match instances in
which the bot did not understand what the students were trying to say. This was the
primary method of training the chatbot. Second, the same data was used to calculate
baseline values for deflection rate and accuracy. The former is defined as simply the
number of user requests that get matched to a regular intent, divided by the total number
of requests. The preliminary number for the deflection rate based on the first round of
student testing was 86%.
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Accuracy calculations require a more in-depth categorization of the matched and
unmatched requests. Accuracy is defined as (TP + TN) / (TP + TN + FP + FN), where
TP = True Positive = mapped correctly to a regular intent
TN = True Negative = mapped correctly to no-match intent
FP = False Positive = mapped to wrong regular intent OR there was no intent
FN = False Negative = mapped incorrectly to no-match intent
An example of each of these is given in Table 5.
Table 13
Examples of Accuracy Equation Terms
Chatbot Question

Student Response

Matched Intent

Category

Have you ever made a
prediction that later came
true?

I don't believe I have.

sys.no-match-default

False Negative

user.says.same

False Positive

Good! Now take a closer look
at the dog picture. What can
you say about the normal (top They are spread apart
row) versus EDS (bottom)
collagen?
Have you ever made a
prediction that later came
true?

punnet square?

sys.no-match-1

True Negative

...A pedigree is another name
for a what?

Family Tree

user.says.pedigrees.like.famil
ytrees

True Positive

The accuracy rate was initially calculated at 86.4% after the first round of testing,
as seen in Table 14. The second round of testing produced results that varied in some
interesting ways. The deflection rate was lower, corresponding with a greater number of
no-match responses, especially in the true negative category, but the overall accuracy
improved very slightly. Any gains may be due to the modifications made to the bot
between trials. The slightly younger group contained many more instances of students
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simply going off track, in some instances on purpose. This is evident in the much higher
percentage of “True Negative” responses. Examples of these included refusals such as
“Q: Please describe how EDS affects Daniel… A: No,” but also a small variety of other
nonsensical answers that popped up, such as “Lumbago” at random intervals, and
answering “no but yes” to try to simply see how the bot would react.
True negatives represent times when students' responses are correctly assessed as
not matching an intent, which also includes when they were giving incorrect answers to
chatbot prompts because they simply didn’t know the answer or understand the content
and their answer was not predicted by the bot’s previous training or programmed routes.
This makes sense in terms of the age difference and understanding level between the
groups. It would be worth investigating whether the age correlation of such responses
persists with greater numbers of student testers. It also points toward the importance of
thorough bot testing and training.
Table 14
Deflection & Accuracy Calculations
Deflection Rate
12th Grade

10th Grade

Total

Quantity of Responses

692

1729

2421

no-match responses

97

395

492

matched responses

595

1334

1929

Deflection Rate

85.98%

77.15%

79.68%

Deflection Rate Adjusted for rich use of NLU
12th Grade

10th Grade

Total

Number of Responses

327

1048

1375

no-match responses

97

395

492
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matched responses

230

653

883

Deflection Rate

70.34%

62.31%

64.22%

Accuracy
Category

12th Grade

10th Grade

Total

False positives

1.21%

1.10%

1.13%

False Negatives

12.39%

11.16%

11.50%

True Positives

83.84%

76.98%

78.88%

True Negatives

2.57%

10.76%

8.49%

Accuracy

86.40%

87.74%

87.37%

Accuracy Adjusted for rich use of NLU
12th Grade

10th Grade

Total

False positives

2.45%

1.81%

1.96%

False Negatives

24.46%

18.40%

19.85%

True Positives

67.58%

61.96%

63.35%

True Negatives

5.20%

17.73%

14.76%

Accuracy

72.78%

79.69%

78.11%

Both deflection rate accuracy were recalculated to account for instances of rich
use of the natural language capabilities. There were many uses of simple yes or no intents
throughout the bot, and pre-defined chip responses, and by eliminating those particular
intents, a more meaningful metric is generated, shown in Table 14.
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Chapter 7: Discussion
This study aimed to examine the relevancy, consistency, practicality, and
effectiveness of an educational chatbot during each stage of the design phase, in
accordance with quality criteria for interventions, as outlined by Nieveen and Folmer
(2013). For each of these criteria, I used multiple instruments or tools to gather
observations, most of which are qualitative. Statistics from teacher and student surveys
have a small sample size and thus have limited generalizability. The survey questions
were designed through this lens, along with that of Tessmer (1993) in examining
strengths and weaknesses of educational interventions.
Initial plans to gather this information focused on gathering data at the
preliminary, development, and prototyped phases. These phases quickly blended together
in such a way as to require a revision of the testing timelines. In the preliminary and early
development stage, the affordances of the technology and the constraints of the chatbot
were still unclear so as to make testing with practitioners or students at those stages
impractical. In those early iterations, testers included close friends and family members
who helped test with the goal of assisting me in designing a product that worked.
Relevancy
For the relevance criterion, I evaluated the design through the lens of whether or
not the content is valid within the context of the NGSS and accepted science instruction
and whether the tool meets a need in the education environment. This was done in the
preliminary phase through a researcher self-screen questionnaire (Appendix D) and
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EQuIP rubric (Appendix B) for NGSS lessons. In the prototype phase, three items from
the practitioner survey responses also contributed data to this category:
● The desired outcome for the learning activity was that students be able to
"make and defend a claim based on evidence that inheritable genetic
variations may result from errors in DNA code." The activity aligned with
that objective.
● The level of challenge seems appropriate for grades 8-11.
● The science content McClintock presents is accurate.

When combined, these items averaged 4.2 out of 5. The lowest of the three scores
was the grade-level appropriateness, averaging 4.0. This possible area of improvement is
also consistent with student relevancy scores when asked if they would like to use the
chatbot frequently, which was the only relevancy item posed to the student group.
To this question, students reported their lowest average score, at 3.3 out of 5. This
possible dislike or discomfort should be probed further from several different directions.
It could be that the length and depth decreased motivation for students. There may have
been an element of frustration for some students if they encountered a prototype bug or
loop. The chatbot requires attention and active learning that may make it less comfortable
than other vehicles for learning. Length and depth can be adjusted and the bot can be
trained for accuracy and understanding. The active learning component is arguably not a
bad thing, but would result in students reporting that it is not a preferred tool. The
relevancy score for the older students averaged 3.7, but for the younger group the average
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was 3.1. When combined with the accuracy measure and a higher percentage of true
negative responses, which indicate incorrect answers to McClintock’s inquiries, this
could possibly suggest that the younger students were either in the midst of, or just short
of, a zone of proximal development (Vygotsky, 1978). Calibrating the chatbot experience
to target age groups and ensuring effective scaffolding will be a fundamental piece of
future development.
What stands out about the relevancy measure is that many lessons can be turned
into a functioning chatbot and so the specific content validity will be highly variable as
the modality is adapted to a variety of lessons. It is possible to build a chatbot with a
high degree of relevance to a variety of content areas. Relevancy also includes
consideration of whether the tool meets a need in the current educational context and
there is much to still be explored in this area. Conversations between student and teacher
are immensely valuable, and my conceptualization of a chatbot’s use in the classroom is
to provide avenues for teachers to facilitate one-on-one conversations, sparking further
discussion and deeper understanding. The potential of chatbot technology to supplement
classroom instruction is high, and readily apparent based on my experiences. The
potential to supplant a teacher in some situations is modest and controversial. Teasing the
theoretical possibilities into embodiment will be an ongoing challenge.
Consistency
In the consistency category, I examined the design for construct validity: whether
the intervention makes sense with its intended purpose and and flows. Consistency and
Practicality are arguably the most important of the four criteria, as failure in either of
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these areas could translate into failure of the entire proof-of-concept. I gathered data that
speaks to this criterion through the self-screen questions, beta tester try-outs, teacher
survey results, and chat transcripts and survey results from both rounds of student testers.
In the developer self-screen questions, there are some internal construction
inconsistencies that are not apparent from the user side of things. The user interface is
easy to navigate and the state-based design of Dialogflow and the several other elements
created a cohesive and functional tool. The lack of ability to save a user’s place in the
learning experience and to save data across sessions is a disadvantage of this particular
iteration of McClintock, but one that is solvable in the future. The surveys had three
items in the consistency category, and there was overlap with the System Useability Tool
items.
● I think I could use the chatbot without a technical support person.
● It was easy to move between the various parts (quizzes, worksheets,
pictures, links) and back to the chatbot.
● The tasks were clear and I could tell what I was supposed to do based on
the chatbot's instructions.

From the student perspective, the consistency questions had the highest average, a
4.6 out of 5 for the first set of students and 3.7 for the younger group. Together, the
average was 3.9. For teachers, consistency was rated lowest at 3.7 out of 5. In reality, it
was so difficult to get teachers to try it, that student data has more weight. For the
consistency measure, the overarching consideration is whether the intervention is
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logically designed. For the students, there were a handful of pain points in which the
chatbot was not scaffolding them sufficiently or where they veered off the desired path.
The survey numbers and my own observations demonstrate that the experience is largely
a native one for students and they seem to catch on quickly.
Practicality
For both practicality and effectiveness, Nieveen and Folmer recommend looking
at these components as a comparison between expected and actual (2013), but there are
some challenges inherent in doing so. For this design project, the practicality of the
student intervention needs to be examined, but also the practicality of a teacher being
able to build a similar tool for themselves. I undertook the project through the lens of a
tech-savvy practitioner assessing the feasibility of building a chatbot, largely without
formal coding knowledge. In this context, I frame expected practicality more as hoped-for
practicality, as it was very difficult to know what would be possible and practical from a
construction standpoint at the outset. I had hoped to find a tool that could be used and
adapted by teacher practitioners, but in many respects, bending the technology to this
purpose was more difficult than I had expected. While my particular skill set allowed me
to learn and adapt, I do not believe that it is accessible to most practitioners as the
technology now stands. A handful of “assistant” tools are advertised currently for
education applications, but they largely focus on administrative tasks or simple
knowledge base construction. I think that it is possible to design a teacher
chatbot-building tool that dives into more meaningful applications, and lessons can be
taken from commercial chatbot development in doing so.
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The expected practicality of the intervention itself is that it would be usable for
students from about eighth grade and older, and that they would be able to navigate it
largely independently. In the practitioner survey, teachers were asked if they believed that
the chatbot would be practical to use with students. The average was 4 out of 5,
indicating that there is an openness to the possibility. In order to measure actual
practicality, several items on the student survey were administered. These had the most
overlap with the System Useability questions and there were the largest number of them
in the survey.
● I think the chatbot is simple.
● I thought the chatbot was easy to use.
● I would imagine that most students would learn to use the chatbot very
quickly.
● I found the chatbot very intuitive to use.
● I felt very confident using the chatbot.
● I could use the website and chatbot without having to learn anything new.
● Overall I would rate the user-friendliness of the chatbot as
● How likely would you be to recommend the chatbot as a learning tool to a
teacher, friend, or schoolmate?
The overall score from the items on the system usability scale averaged at 3.8 and
the practicality items averaged at 3.7 with students. Both the older and younger group
rated items in the practicality category as the highest amongst all items. Both groups
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thought the chatbot was simple, easy to use, and intuitive. This serves as an encouraging
starting point for further development.
Effectiveness
Measuring the effectiveness of McClintock’s science-teaching method in
comparison to other interventions is outside the scope of this study, as there are so many
unknown factors involved in development. Within the constraints of this design study, I
frame expected effectiveness as two components: perception of learning and whether the
chatbot leads the student to where it is designed to lead. For the first expectation, I hope
that the students interact with the bot in meaningful ways, that the bot is able to give
appropriate scaffolding and feedback, and that students believe that they are learning
what the chatbot is presenting to them. Teachers were asked if they believed that the
chatbot tool could be effective with students and they answered with an average of 4 out
of 5, which is promising. When I asked students whether they were learning what the
chatbot was trying to teach, the older group answered with their highest score, a 4.7 out
of 5. The younger group gave an average of 3.7. When asked if the chatbot gave
meaningful feedback, the scores were 4 and 3.7, respectively. The average effectiveness
for the combined group was 3.9.
For the second expectation, I hope that the chatbot can manage the entire
conversation as designed, effectively guiding students toward the objectives. In many
respects, student completion of the chatbot is a sign of effectiveness, in that the
state-design requires communication of certain ideas in order to pass through. This does
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not give a control-based comparison to other interventions, but it can give an idea of
effectiveness.
Most students reported that during the time allotted for testing the chatbot, they
did not get all the way through to the end of the third chapter. This was not surprising, as
the prototype was unpredictable and had only a handful of testers up to that point. After
the first round of testing, improvements were made to shorten the time required, but the
lower grade levels still had a lower completion rate, probably due to the higher level of
difficulty for them. In this regard, I gauge the chatbot as needing more refinement and
training, as well as a way to save student data and responses across multiple sessions to
allow for continuation at a later time. It is encouraging that students found the Ehlers
Danlos phenomenon interesting and most of the 33 students did stay engaged with the
chatbot for about forty-five minutes. When asked what would make the learning better,
most of the responses were positive. Several students noted the need for more training in
natural language understanding, which is an insightful observation.
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Chapter 8: Reflection & Future Directions
The realization of the McClintock chatbot provides a powerful proof-of-concept
as a teaching tool. The results of try-outs with students and teachers demonstrate the
potential adoption and effectiveness in classroom situations. The project points in several
potential directions for future development and areas of improvement. The creation of
chatbot applications by non-coding teachers with currently available tools is difficult, but
development of user-friendly platforms as found in commercial applications would
facilitate educational adoption.
McClintock as Proof-of-Concept
During the first student try-out session, as I watched students interacting with the
chatbot in a very quiet classroom, I was initially a bit worried that the crucial social
element of learning would be missing during the McClintock learning experience. While
this worry is a legitimate one, as I continued observing I began to recognize the quiet
atmosphere as engagement. Students were participating in a one-on-one, personalized
conversation and they were focused and interested in what the chatbot was discussing
with them. As time went on, several students began to share thoughts and experiences
with others around them. They seemed to see the chatbot as novel and an interesting way
to engage with content and ideas. They went on to share the engagement and the learning
experience with their peers. While social learning elements may look a little different, the
embodiment and realization of the McClintock project showed that chatbots have unique
and powerful potential as an educational technology.
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The format appeared to be intuitive for the students, which makes sense given the
student comfort level with messaging, texting, and mobile platforms. The results of the
usability tool support this. Students were able to navigate the user interface and
accompanying activities without any issue. They appeared as comfortable with
McClintock as they are with any learning management system or online learning tools.
Teachers were arguably less enthusiastic on average, perhaps only because the
try-out group size was small. The experience took about an hour to test, and teachers are
busy! McClintock could be buggy in some situations, and will continue to be buggy as a
prototype, although the more it is used, the better it will become. Teacher perception
could also reflect that the experience may have seemed somewhat opaque to them. It was
difficult to see the end goal simply by engaging with McClintock and future testing
efforts would be aided in giving teachers a specific protocol or a lesson outline prior to
testing. Several positive comments were given by teachers and they were interested in
being able to customize a chatbot and use them in situations such as when they were out
of the room for the day.
During the development of the chatbot, constructing conversations piece-by-piece
was an extraordinarily powerful pedagogical exercise that required me to try to recognize
and document the conceivable directions that a student’s mind can go. The remarkable
nature of this exercise was apparent in one of the first attempts at getting the bot to
understand a complex entity. McClintock asks the students about an accurate prediction
that they’ve made in the past. While I expected new and different answers to come from
student minds, it was always fun and surprising to read the responses. One of my initial

137
testers predicted that “he would be alive in five seconds” and another tested predicted that
the bot itself “would get stuck.” Another student predicted that a cousin would become
pregnant. Many students in the initial try-out group related directly back to a lab activity
they had done in class the prior day, which related to predicting the preferred
environment for pill bugs. Each of these resulted in new entity reference values to expand
the NLU capabilities. It quickly highlighted the need to have robust fallback intents built
in at every step, as shown in chapter 5, in order to account for my own limited
imagination as to what students would come up with!
Enacting the chatbot as an assessment tool convinced me that chatbots hold even
more promise than I had initially envisioned. It was very exciting to see how a scaffolded
assessment could be built in a conversational way, so as to allow the student the ability to
grasp a concept right away, or get the step-by-step help that they needed in order to
express a concept. My favorite example of this is the assessment at the end of
McClintock’s Chapter 2. The student is asked to apply what they’ve learned about
proteins and the central dogma to a new situation. Students are given a picture of a
healthy and misshapen protein with the question, “A protein like the one in the picture is
responsible for making sure our lungs work properly. If a group of people all have the
same incorrect protein, what would the effect be for that group?” (Figure 1)
The answer that moves the conversation forward is the explanation that the protein would
likely cause similar lung problems in the group of people. But McClintock has built-in
scaffolding to help the students get there if they haven’t put the pieces together yet. There
are guided responses if the student says “I don’t know” or nothing at all. They are given
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two levels of no-match scaffolding in case they give an answer that was not predicted or
incorrect. As more testing and training is done with the bot, the no-match responses can
be built into intents that serve as even more specific targeted interventions as needed.
Once the students give a response that matches the correct intent, they are asked to go
deeper and identify the cause of the incorrect protein, with similar scaffolding
components in place.
These applications of natural language in the chatbot speak to the potential of
direct human interaction with artificial intelligence applications. Chatbots are capable of
more than their current array of commercial applications. As they are used and trained,
they will be quite good within their given scope. Natural language technology has the
potential to provide teachers and learners with interactions that feel comfortable,
intuitive, and completely customized to a particular student’s needs.
The chatbot itself is a medium by which many other tools and methods can be
leveraged. The conjecture map demonstrates the role that each tool and task structure
used under McClintock’s umbrella. The chatbot itself was an embodiment that mediated
student progress through the learning experience, checks for learning, and in many
respects. Other tools that the chatbot leveraged had roles to play, as shown in the
conjecture map in figure 2. Simulations and videos allowed students to visualize, process
and check their understanding of content. Other videos, with photographs, and genetic
reports allowed students to observe, summarize, and assess their predictions based on real
world evidence. The drag and drop activities allowed students to model important
processes and check their understanding.
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Figure 15
Final Conjecture Map

Areas for Improvement
Challenges were common throughout the development process and there are
several areas worth improving and investigating to develop best practices in the education
context. Some hurdles are inherent in whatever tool is chosen, while others are tool
specific. As an example of one tool-specific challenge, in McClintock’s Chapter 1, the
chatbot refused to accept one specific student name as part of its training. Customized
treatment of that name had to be programmed in, as I knew it would be one of the tester’s
names and did not want the bot to fail to recognize it. Dialogflow uses a set of predefined
system entities and that specific name was not listed in the built-in database. This
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particular preset list is not extendable and so the workaround for this was to use a broader
entity (@sys.any) in order to accept any input as a name. The downside of this is that if
the intent to gather a name is not adequately trained and does not understand what part of
an input is the name, the user could be referred to as something like “I’m called George ''
for the entire session.
Through the development process, my implementation of Dialogflow’s tools
became better as I began to more fully understand them. In this way, one potential way to
improve the bot would be to possibly re-tool some sections. This was done in some
sections as part of the refinement process, but others were left as-is for the sake of
eventually reaching a functioning prototype. One area this manifested itself in the use of
slot-filling. Slot-filling can be a useful way to check-for-learning, by asking students to
provide specific pieces of information as part of a quiz question. Dialogflow can do this
quite capably, but when trying to check for right or wrong answers in conjunction with
natural language understanding, it becomes more complex and arguably less effective
than simply using an intent-matching scenario. A slot is designed to be filled by any input
that the user gives that matches a given entity. In the example given in Figure 16, the quiz
question asks students to fill three slots in relation to Ehlers Danlos: the disease type, the
inheritance pattern, and common symptoms. The issue with this method is that this
particular question is that it does not check for the correct value in any of these slots. It
will accept anything listed under those entities. Checking whether the answers are right or
wrong requires an extra follow up step OR building out a separate, narrower entity, which
would conflict with the similar entities that represent the broader category. In the

141
slot-filling quiz, the student does not move out of the state until all three slots have been
filled, but it is more difficult to program the bot to discern whether or not the answers are
correct.
Figure 16
Slot-filling Quiz

In a later quiz, shown in Figure 17, I created three questions in succession, but treated
them as states with intents to be matched. This architecture is more flexible because it can
be more effectively scaffolded if desired. The right and wrong answers can be
immediately identified with intents, whether they are simple questions or more complex.
In the chapter 3 quiz, I also used a system function to score the quiz, allowing the
students to see immediate feedback and try the quiz again if they wanted. Figure 3 shows
the second of three quiz questions that are evaluated by intent instead of by slot-filling. It
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simplifies the quiz process and allows scaffolding and immediate feedback without extra
steps.
Figure 17
Intent-based Quiz

One of Dialogflow’s capabilities that I would use more robustly in the next
iteration of the chatbot would be the use of parameters and session memory. Because of
the proximity to coding, I generally avoided using these tools extensively, but I did
sample them. One example of this is found in Chapter 1, where McClintock asks the user
to predict the type of disease that Ehlers Danlos is. It uses slot-filling and saves the user
response and then uses conditional logic a few steps later to either ask the student to
revise their prediction, or simply congratulate the student on having predicted correctly.
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In this way, a wide variety of variables and student responses can be saved through the
session, and even across sessions. A more skilled user could have put this capability to
work in having the chatbot remember a user from session to session and pick up where
the student left off in the last session.
Webhooks were not used in this chatbot because the content could be entirely
contained within the Dialogflow tool for this particular use-case, but the use of webhooks
quickly becomes advantageous, and even necessary, as a chatbot project scales. There are
several important potential uses: 1) incorporating large bodies of data into the
conversation seamlessly, 2) integrating with a gradebook software or learning
management system to provide teachers with actionable data, 3) providing a route for
communication between the chatbot and associated activities, and 4) exporting logs and
learning analytics data for analysis.
As previously mentioned, the chatbot experience could seem rather opaque to a
teacher trying to discern the big picture without background information or an outline. It
could similarly seem opaque to the student and lead to frustration or boredom if the
student does not have a sense of where they are in the experience and how much they
have yet to do. There could be advantages to this opacity as a discovery mode for
students, but it is worth investigating possible advantages of finding a way to incorporate
a progress bar or monitor to visually indicate progress and potentially be able to navigate
to another part of the bot. The way this was handled with McClintock was with the use of
Chapters and Checkpoints. It was not always easy for students to remember where they
were in the experience though, so having an indicator nearby would be useful.
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Potential Research Areas
McClintock is still in need of more testing and iterative development before it
would be ready to deploy on a large scale, especially unsupervised. It is at a point though
that I feel comfortable in looking towards development of similar tools with confidence
that they have potential to take on a unique and important piece in educator’s tool sets.
The question of whether this chatbot was effective in comparison to a different kind of
intervention or assessment was largely beyond the scope of this design-based project, but
I believe that chatbots have potential to be at least comparable, if not more effective than
other tools. It will be essential to examine the quality of learning enacted by chatbot tools
in controlled comparisons. Similarly, optimal methods of chatbot design should be
explored, including factors of length, user-interface, built-in assessment methods, and
more.
Another area of further examination is the suitability of various kinds of
three-dimensional performance expectations to the chatbot platform. Some Science and
Engineering Practices are likely to be better suited to conversational interactions than
others and different practices are embedded in different performance expectations in the
Next Generation Science Standards. One of the early planning decisions I made was to
combine the middle school and high school level performance indicators relating to
genetics and mutations to create a hybrid outcome that would be well-suited for a
conversational learning experience and could serve as a precursor to either the middle
school or high school outcome.
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MS-LS3-1 states “Develop and use a model to describe why structural changes to
genes (mutations) located on chromosomes may affect proteins and may result in
harmful, beneficial, or neutral effects to the structure and function of the organism.” and
HS-LS3-2 states “Make and defend a claim based on evidence that inheritable genetic
variations may result from: (1) new genetic combinations through meiosis, (2) viable
errors occurring during replication, and/or (3) mutations caused by environmental
factors.” The outcome that I used as a guidepost for this work was the combination of
these two: “Make and defend a claim based on evidence that inheritable genetic
variations may result from errors in DNA code.” The Science and Engineering Practice in
the first outcome is to develop a model. In the high school outcome, it is to engage in
argument from evidence. It makes sense to use the latter in a conversational learning
experience, whereas the former is more difficult to evaluate via artificial intelligence.
Evaluating the other six Science and Engineering Practices and their suitability for use
with a chatbot would be a valuable precursor to developing a set of templates or best
practices for creating science-based chatbot lessons like McClintock.
The predict-observe-explain component provided one mechanism by which to
implement conversational inquiry. It would be worth exploring the efficacy of that
component and whether there are other similar frameworks that could be put to use.
Future Chatbot Development
In any future chatbot application, the potential exists to make the chatbots
accessible in a variety of languages and dialects, and in fact, care should be taken so as to
diversify a bot’s intent understanding as much as possible. The chatbot technology also
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has the potential to leverage speech recognition. Chatbots can accept voice-dictated
responses and it can be designed to interact completely with audio and speech input. This
could be a powerful tool for a variety of audiences, especially as speech recognition
continues to improve. Implementing speech recognition would improve potential designs
by providing multiple pathways to the content and multiple ways to demonstrate what has
been learned.
Many powerful possibilities could be built using chatbot technology for use in the
classroom. One potential use-case would be to convert existing student formative or
summative assessments into conversational chatbot-based checks for learning. The
advantages to this method would be that these learning activities could not only be
auto-corrected, but they would contain automated scaffolding, allowing students to use
complex language to express ideas in science or any other content area. These shorter
conversational worksheets could be initially built as a pre-existing library and
incorporated through a learning management system. This application could be scalable
to the summative assessment level.
Another promising use-case would be to design a chatbot to guide students
through pre-set lab or hands-on activities. The chatbot could feed step-by-step
instructions to students and then have them summarize what they do at each step and
reflect on their observations. This would allow teachers to be more certain that students
are following instructions and easily find sources of student error. It would also allow for
conversational interactions about phenomena that might be missed by a teacher in a busy
classroom. The bot could generate the procedures section of a lab report based on what
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the student reported that they did. This would be suitable for lab or activity situations in
which following recipe-like instructions is very important, but it would also be adaptable
to more open inquiry investigations.
On a larger scale, a teacher management interface would enable teachers to
manage several conversations simultaneously in the sense that they could monitor and
interact directly with a student if a handoff is needed. This kind of student interface could
be a teacher version of a platform like Zoho’s SalesIQ (Powerful Features for Customer
Engagement | Zoho SalesIQ Features, 2022) in which escalation handoffs are easily seen
and addressed, analytics can be gathered, and assignments could be evaluated. Given a
sufficiently large library of potential chat experiences, this could make a powerful new
educational tool that could be leveraged both as an online and in-person teaching tool.
This tool would become even more powerful if teachers could easily create, customize
and share chatbots. This kind of collaboration and sharing is common on educational
technology websites like Quizlet, Kahoot, Quizizz, and even Canvas.
Building McClintock has been challenging and rewarding and it has convinced
me of the potential for natural language in the classroom. There are so many possible
avenues for development including short assessment conversations, longer discovery
experiences, multi-agent doorways to other conversations, question-answer knowledge
bases, and resources for help in nearly any content area. All of these potential
applications are worthy of monetary and temporal investment. Conversations have the
power to unlock curiosity and understanding in extraordinary ways, and I can’t wait to
see what the future looks like.
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Appendix A
McClintock the Science-Teacher Bot Links and Resources
The website address for accessing the McClintock chatbot is
https://mcclintock.tech/. The site and the learning experience include several web pages
that have embedded external resources and those are listed here and included in the
References section.
● Barnett Pedigree (https://mcclintock.tech/barnettpedigree/) - The pedigree was
created with Progeny’s Free Online Pedigree Tool Application (Progeny Genetics
LLC., 2016)
● Central Dogma (https://mcclintock.tech/central-dogma/) The activity on this page
was adapted from Kim Foglia’s widely-available, presentation entitled From Gene
to Protein. (Foglia & Reidell, n.d.). The drag and drop functionality was created
with the H5P plugin for Wordpress (H5P, 2022).
● Central Dogma Video (https://mcclintock.tech/central-dogma-video/) This page
contains a video explanation of the Central Dogma of Biology. (ScienceSketches,
2019)
● Chapter 2 Summary (https://mcclintock.tech/chapter-2-summary/) Chapter
summary fill-in-the blank activity created with the H5P plugin for Wordpress
(H5P, 2022).
● Collagen Fibrils (https://mcclintock.tech/collagen-fibrils/) This page contains an
embedded supplementary video on collagen structures (Walter Jahn, 2016).
● Correct vs. Incorrect Proteins (https://mcclintock.tech/correctproteins/) This
embedded image demonstrates structure differences in malformed proteins
(Inácio, 2014).
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● Daniel – Ehlers Danlos Interview (https://mcclintock.tech/danielinterview/) This
recorded interview with my brother, Daniel Barnett, was recorded by me during
the development process (Davis, 2022).
● Daniel’s Mutation (https://mcclintock.tech/daniels-mutation/) I created this
activity using a codon chart (“Codon Charts - Codon Table Sheets,” 2022) and the
H5P plugin for Wordpress (H5P, 2022). It is based as closely as possible on
Daniel’s actual genetic mutation.
● Evidence – Microscope Images of Collagen
(https://mcclintock.tech/evidence-microscope-images-of-collagen/) This page
contains two images of Ehlers Danlos versus healthy collagen fibril structure
(Bauer et al., 2019), (Mao & Bristow, 2001).
● Evidence Page – Canine Genetic Reports
(https://mcclintock.tech/evidence-page-canine-genetic-reports/) These excerpts
were taken and highlighted from Bauer and colleagues (Bauer et al., 2019).
● Evidence Page – Daniel (https://mcclintock.tech/evidencepage/) These are
personal family photos from my collection, likenesses used with permission.
● Evidence Page – Dogs (https://mcclintock.tech/evidencepagedogs/) These images
are from Bauer and colleagues (Bauer et al., 2019).
● Evidence Page: Daniel’s Genetic Report
(https://mcclintock.tech/daniels-genetic-report/) This is a redacted genetic report
from the sequencing of Daniel’s genes. Used with permission.
● Making a Hypothesis (https://mcclintock.tech/making-a-hypothesis/) Hypothesis
fill-in-the blank activity created with the H5P plugin for Wordpress (H5P, 2022).
● Making Proteins (https://mcclintock.tech/making-proteins/) The embedded
activity on this page is linked from concord.org (Concord Consortium, 2022)
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● More Symptoms (https://mcclintock.tech/moresymptoms/) Photos of Daniel,
taken by me. Likeness used with permission.
● Pedigree Quiz (https://mcclintock.tech/pedigreequiz/) The pedigree was created
with Progeny’s Free Online Pedigree Tool Application (Progeny Genetics LLC.,
2016)
● Types of Mutations (https://mcclintock.tech/types-of-mutations/)
● Unknown (https://mcclintock.tech/unknown/) - This spinning gif of DNA (jberro,
2020) is labeled unknown because students are asked if they recognize it.
● What do your cells do with DNA?
(https://mcclintock.tech/what-do-your-cells-do-with-dna/) Video excerpt
embedded as an optional review of DNA functionality (Science Explained, 2016).
● What is a Pedigree Chart (https://mcclintock.tech/what-is-a-pedigree-chart/)
Video describing dominant and recessive pedigree charts and patterns (Teacher’s
Pet, 2015).
● What is DNA? (https://mcclintock.tech/what-is-dna-first-30-seconds/) A short
video clip is embedded as an introduction to DNA (Genomics Education
Programme, 2018)
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Appendix B
Completed EQuIP Rubric for McClintock as a Unit
The completed rubric will be included here as a pdf addition. It can be viewed here:
EQuIP Rubric for McClintock
https://docs.google.com/document/d/1KtKGu3-Jk5HU9Q6bZj6Tiq5MsItuJ-Ui/edit?usp=
sharing&ouid=106544883801588018269&rtpof=true&sd=true
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Appendix C
Chatbot Data Logs Examples and Link
Raw data logs were downloaded in JavaScript Object Notation (JSON) format
from Google Cloud Log Explorer. They were cleaned and converted to a more
data-analysis-friendly version using the Convert Dialogflow CX StackDriver logs to CSV
tool found at Botflo.io (Mohonoor, 2022). The full set of student logs can be seen in this
linked spreadsheet. An excerpt is shown below.
Chatbot Logs and Calculations - Student
(https://docs.google.com/spreadsheets/d/1TVYvIlo3bHhjAZoDx9HkZYVo8i4oJEs4fY8r
LtidMng/edit?usp=sharing)

Mapped
Intent
Name
Score

Timestamp SessionID Current Page User Query

Response

dfMesseng
10/14/2022, er-809080 2.2.4.gets_obs
9:45:12
64:detectIn ervation_of_d they both have
AM
tent
og_collagen different looks

[{"responseType":"HANDL
ER_PROMPT","text":{"text
":["Can you be more
specific? How are they
different?"]},"source":"VIR
TUAL_AGENT"},{"interact
iveVoiceResponseSettings":{
"audioExportGcsDestination
":{},"speechSettings":{"noS user.says
peechTimeout":"5s","endpoi .they.are. 0.675
nterSensitivity":90}}}]
different 70525

[{"source":"VIRTUAL_AGENT","payl
oad":{"richContent":[[{"title":"Mutatio
n Video
Quiz","type":"info","subtitle":"Accordi
ng to the video, are mutations always
dfMesseng
bad?"},{"options":[{"text":"yes"},{"tex
10/14/2022, er-357564
t":"no"},{"text":"not
9:45:04
92:detectIn 3.1.3.tells_real_life_mutations_ sure"}],"type":"chips"}]]},"responseTy
AM
tent
common
pe":"HANDLER_PROMPT"},{"intera

1
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ctiveVoiceResponseSettings":{"audioE
xportGcsDestination":{},"speechSettin
gs":{"noSpeechTimeout":"5s","endpoin
terSensitivity":90}}}]

dfMesseng
10/14/2022, er-524846
9:45:01
5:detectInt 3.2.3.gets_hyp a testable
AM
ent
othesis
prediction

[{"responseType":"HANDL
ER_PROMPT","text":{"text
":["Good! My favorite
definition is \"testable
prediction.\""]},"source":"VI
RTUAL_AGENT"},{"sourc
e":"VIRTUAL_AGENT","re
sponseType":"ENTRY_PRO
MPT","text":{"text":["We
saw that Daniel and the dogs
have traits in common with
their collagen... things like
loose skin and
hypermobility. Our question
then was \"Why do Daniel
and the puppies share
common EDS traits?\" And
we have some ideas about
the answer to that question.
So let's put together our
formal
hypothesis..."]}},{"source":"
VIRTUAL_AGENT","paylo
ad":{"richContent":[[{"text":
"Making a
Hypothesis","event":{"name
":"done-letsgo"},"icon":{"co
lor":"#ff0000","type":"assig
nment"},"type":"button","lin
k":"https://mcclintock.tech/
making-a-hypothesis/"}]]},"r
esponseType":"ENTRY_PR
OMPT"},{"interactiveVoice
ResponseSettings":{"speech
Settings":{"noSpeechTimeo
ut":"5s","endpointerSensitivi
ty":90},"audioExportGcsDes
tination":{}}}]

user.says
.definitio
n.hypoth
esis

1
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dfMesseng
10/14/2022, er-246548
9:44:56
42:detectIn
AM
tent
3.1.X

no

dfMesseng
some are put
10/14/2022, er-809080 2.2.4.gets_obs together more
9:44:51
64:detectIn ervation_of_d and some are
AM
tent
og_collagen spread out

[{"responseType":"HANDL
ER_PROMPT","source":"VI
RTUAL_AGENT","text":{"t
ext":["That's right!
Mutations are mistakes in
our DNA, but they can be
bad, good, or
neutral."]}},{"text":{"text":[
"So, if Daniel and the dogs
all have similar genetic
problems, we should look
for them in the form of
mutations in their genetic
code. Unfortunately, these
kinds of mutations don't
grant superpowers. But
Daniel might give Elastigirl
a run for her money in the
hypermobility
category."]},"responseType":
"ENTRY_PROMPT","sourc
e":"VIRTUAL_AGENT"},{
"source":"VIRTUAL_AGE
NT","responseType":"ENTR
Y_PROMPT","payload":{"ri
chContent":[[{"accessibility
Text":"Elastigirl","type":"im
age","rawUrl":"https://mccli
ntock.tech/wp-content/uploa
ds/2022/09/elastigirl-1.webp
"}]]}},{"source":"VIRTUAL
_AGENT","text":{"text":["T
his ends Chapter 3:
Checkpoint 1. Would you
like to continue at this
time?"]},"responseType":"E
NTRY_PROMPT"},{"intera
ctiveVoiceResponseSettings"
:{"audioExportGcsDestinati
on":{},"speechSettings":{"e
ndpointerSensitivity":90,"no user.says
SpeechTimeout":"5s"}}}]
.no

1

[{"responseType":"HANDLER_PROM
PT","source":"VIRTUAL_AGENT","te
xt":{"text":["Good job Heineman! You
have observed that in the human
photos, the fibers are

0.3
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disorganized.\n\nNow take a closer
look at the DOG pictures on the
bottom. What can you say about the
normal (top row) versus EDS (bottom)
collagen?"]}},{"interactiveVoiceRespo
nseSettings":{"audioExportGcsDestinat
ion":{},"speechSettings":{"endpointerS
ensitivity":90,"noSpeechTimeout":"5s"
}}}]

dfMesseng
10/14/2022, er-524846 3.2.2.gets_defi
9:44:51
5:detectInt nition_of_hyp
AM
ent
othesis
yes

[{"source":"VIRTUAL_AG
ENT","text":{"text":["Great!
Just so we're on the same
page, please describe what a
hypothesis is.
"]},"responseType":"HAND
LER_PROMPT"},{"interacti
veVoiceResponseSettings":{
"audioExportGcsDestination
":{},"speechSettings":{"noS
peechTimeout":"5s","endpoi user.says
nterSensitivity":90}}}]
.yes

1
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Appendix D
Researcher Self-Screen Responses
Preliminary Research & Planning
Quality Criterion

7/30/2022

Question

Observations
The content is based on my teaching experiences in
this content area and I believe them to have a firm
connection to each of the three NGSS dimensions. I do
have reservations about the pedigree chart instruction.
It might be out of place. It is useful for connecting the
later ideas with genetics, but I usually teach pedigree
charts in a genetics unit.

Relevancy

What is the content relevancy of
the lesson progression plan that
The scope of the content has changed already several
is in the preliminary phase?
times. As I originally envisioned this project, the bot
was a longer experience, requiring students to revisit
several times to complete. This has been scaled down
to it's current state because I would like to focus on the
feasibility as a proof of concept, rather than trying to
worry about the technical details of creating a longer
chatbot.

Consistency

Are the objectives clear and
measurable?

They seem to be clear and measurable in this stage,
and are largely built upon what I've taught in class.

Consistency

Is the content in the proper
order?

Yes, I believe so.

Consistency

I have always found my own family's experience with
EDS to be fascinating and my own enthusiasm often
Are there engaging phenomena? carries into my classroom teaching. It is hard to say
whether students will find it interesting without my
personal connection to the phenomena.

Consistency

Is the Predict-Observe-Explain
format built into the lesson at
each point?

Yes, POE elements have been built into each phase of
the lesson plan.

Consistency

Do the embedded tools fit the
objective?

Yes, but I believe these are incomplete. As more of the
bot's capabilities become known, it will be easier to
tell what is embeddable.

Consistency

I think so, but the difficult part here is holding students
accountable for doing the outside activities. It is
Are the proposed activities able
possible that students could gloss over the important
to be done with only the help of
learning tasks. Communication between the bot and
the bot?
the connected activities would be useful. Webhooks
could be a potential avenue for that.

Consistency

Is quality feedback embedded in This is difficult to know in the preliminary phase
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the lesson?
Consistency

Does the assessment measure
the objective?

Yes, I believe so.

Consistency

Are the dialog trees complete?

No, dialog trees are not complete because I don't know
exactly what the bot will be capable of.

Consistency

Does the proposed dialog with
the chatbot flow?

Yes, I believe so!

Effectiveness

Is the proposed chatbot designed In theory yes, but it does seem like there will be less
to be able to address student
flexibility to go off-track than I had hoped. I'm still
answers and help requests?
trying to figure out what is possible.

Practicality

What is the expected practicality
It is my hope that the bot will be easy to use and
of the proposed chatbot
highly practical in a classroom situation, with or
prototype that is in the
without the use of the teacher.
preliminary research phase?

Effectiveness

What is the expected
effectiveness of the proposed
chatbot prototype that is in the
preliminary research phase?
Development Phase

Quality Criterion

Question

I expect that the bot could be just as effective as other
types of classroom instruction. At minimum, students
will come away with an understanding of key concepts
in genetics and mutations.
9/5/22
Observations

What concerns, if any, remain
from the previous phase in the
area of relevancy?

I still have reservations about the use of the pedigree
chart in this particular performance expectation, but I
do not want to take it out because of how well it
connects the phenomenon to the later content.

What concerns, if any, remain
from the previous phase in the
area of consistency?

Making sure that the POE structure is in place at each
point in the lesson where it should be is something I've
had to pay attention to. I find that I allow the
conversation to build organically and have found that I
need to go back and make sure those pieces are in
place.

Consistency

Does the design of the lesson
sequence align with the
preliminary plan?

For the most part yes, it does. I am thinking that the
summative assessment at the very end will best be left
off for a couple of reasons. 1) It is going to be long
and by the time students get to the end, they will be
tired. 2) Simply comparing our hypothesis and
deciding whether the evidence supports it or not is a
worthy end to the bot learning experience. Throwing
in a new question might be pushing things too far
pedagogically for all one sitting.

Consistency

It is sometimes difficult to balance giving enough
Is the chatbot able to give clear, instruction with making interactions relatively short.
sufficient instructions?
Long text strings are difficult for students to read and
follow, so care has to be taken for the chatbot to not

Relevancy

Consistency
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throw a lot at the student all at once.

Effectiveness

Consistency

Consistency

Is the chatbot able to give
meaningful feedback?

Yes, sometimes. Users tend to make their answers very
short and so matching intents can be tricky. I really
love how the state machine functionality works. The
user has to get the answers correct in order to move
forward, and that in and of itself is a really valuable
form of feedback.

Does the assessment measure
the objective?

I'm not totally sure on this one. Because of the state
machine functionality, simply moving forward is a
signal of success. It is difficult to determine how easily
the chatbot will be able to be "gamed" or forced
forward without understanding.

Are the dialog trees complete?

I love using Mindomo for building the chatbot dialog
tree, but it is a lot to document and keep up on. I have
done well at this, but it is possible things have been
missed.
At first it didn't flow at all, especially when I was still
struggling with Botpress. I had the hardest time just
making the simplest conversation turns workable.
Once I switched to Dialogflow, things moved very
quickly, despite the steep learning curve.

Consistency

Consistency

Practicality

Practicality

Does the dialog with the chatbot
I really like how the on-click events can be used to
flow?
advance the dialog. This makes sure that the students
click on the activity and then they can't see the next
part of the conversation until they come back to it.
That's kind of an added bonus. It also allows a lot of
stuff to fit in a state. I simply define different events
for the custom content.

Is the chatbot prepared for
student answers and help?

The chatbot is turning out to be very linearly designed
at this point, with only a few ways in which the
students can veer into different directions. There is not
easy way to make an FAQ or Knowledge base within
this kind of chatbot. It is very difficult because of the
state-machine design of Dialogflow CX. Putting in a
general purpose set of help questions is very
impractical. It requires duplicating the help questions
within each state, which quickly becomes impractical.

Is the design usable?

Again, it wasn't at first. Even still it can easily be
derailed. I'm working on more robust failsafes and
fallback intents.

Is the bot accessible?

Right now the bot is in English, and it probably leans
toward white, middle-class dialect. It is not set up for
speech recognition yet. I'm not sure how it would
work with a screen reader.
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What is the expected
effectiveness of the proposed
chatbot prototype that is in the
development phase?

Effectiveness

Prototyped Phase
Quality Criterion

Question

I still expect that this bot will turn out to be an
effective learning experience for students. Some
difficult concepts are tackled in a very one-on-one way
and it has potential to reach students who might not
get it in a more generalized classroom lesson.
10/1/2022
Observations

Relevancy

I am very pleased with how things have come out. I
What is the content relevancy of
believe the bot experience to be a bit long at this point,
the lesson progression plan that
but the sequence is content-relevant to the stated
is in the prototyped phase?
objectives.

Consistency

I used different methods to build different interactions
throughout the bot, and so there are probably some
What is the internal consistency inconsistencies in that regard. The POE methodology
of the lesson progression plan
has been utilized throughout and a very organic
that is in the prototyped phase? progression has emerged that allows students to make
increasingly complex predictions. I like how that has
turned out.

Practicality

What is the expected practicality
of the proposed chatbot
prototype that is in the
prototyped phase?

Practicality

More refinement is needed based on the experiences of
students and teachers. Revisions to make the bot more
durable were made after the first round of testing, and
I believe that many of the issues were solved. Some
What is the actual practicality of students thought that it would be nice if the activities
the proposed chatbot prototype showed up on the same page as the bot conversation.
that is in the prototyped phase? Also, the experience is long and I have not been able
to build in the capability of "saving your spot" with the
bot, and so it times out after thirty minutes. This
means that right now it is an experience that must be
done all in one sitting.

Effectiveness

What is the expected
effectiveness of the proposed
chatbot prototype that is in the
prototyped phase?

I think the tool itself has the potential to be very
practical. The linked pages are easy to get to and easy
to come back from. The dialog is easy to see. The
intents could use more training throughout.

This is difficult to measure at this point still. believe
that this experience is more effective than what I've
done with students in the past.
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Effectiveness

Students themselves report that they believe they are
learning what the bot is teaching them. Whether that is
What is the actual effectiveness true or not is a question to be examined more
of the proposed chatbot
rigorously later. It is disheartening that the bot
prototype that is in the
experience takes a bit longer than I'd hoped because if
prototyped phase?
using the measure of whether the students just get to
the end, then the bot is not effective in that way. But
that is not a good measure to use for several reasons.
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Appendix E
McClintock Dialog Map
This set of images has been exported from the Mindomo version of McClintock’s
dialog map. It is also available in its native format at the following URL:
https://www.mindomo.com/mindmap/ed6e52fcdf8984de8fb9df0f9f62b193
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