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Resumo
O alinhamento mu´ltiplo de sequeˆncias biolo´gicas e´ um problema muito importante em
Biologia Molecular, pois permite que sejam detectadas similaridades e diferenc¸as entre um
conjunto de sequeˆncias. Esse problema foi provado NP-Dif´ıcil e, por essa raza˜o, geralmente
algoritmos heur´ısticos sa˜o usados para resolveˆ-lo. No entanto, a obtenc¸a˜o da soluc¸a˜o o´tima
e´ bastante desejada e, por essa raza˜o, existem alguns algoritmos exatos que solucionam
esse problema para um nu´mero reduzido de sequeˆncias. Dentre esses algoritmos, destaca-
se o me´todo exato Carrillo-Lipman, que permite reduzir o espac¸o de busca utilizando um
limite inferior e superior. Mesmo com essa reduc¸a˜o, o algoritmo com Carrillo-Lipman
executa-se em tempo exponencial. Com o objetivo de acelerar a obtenc¸a˜o de resultados,
plataformas computacionais de alto desempenho podem ser utilizadas para resolver o
problema do alinhamento mu´ltiplo. Dentre essas plataformas, destacam-se as Unidades
de Processamento Gra´fico (GPU) devido ao seu potencial para paralelismo massivo e
baixo custo. O objetivo dessa dissertac¸a˜o de mestrado e´ propor e avaliar uma estrate´gia
paralela para execuc¸a˜o do algoritmo Carrillo-Lipman em GPU. A nossa estrate´gia permite
a explorac¸a˜o do paralelismo em granularidade fina, onde o espac¸o de busca e´ percorrido
por va´rias threads em um cubo tridimensional, divido em janelas de processamento que
sa˜o diagonais projetadas em duas dimenso˜es. Os resultados obtidos com a comparac¸a˜o de
conjuntos de 3 sequeˆncias reais e sinte´ticas de diversos tamanhos mostram que speedups
de ate´ 8,60x podem ser atingidos com a nossa estrate´gia.




Multiple Sequence Alignment is a very important problem in Molecular Biology since
it is able to detect similarities and differences in a set of sequences. This problem has
been proven NP-Hard and, for this reason, heuristic algorithms are usually used to solve
it. Nevertheless, obtaining the optimal solution is highly desirable and there are indeed
some exact algorithms that solve this problem for a reduced number of sequences. Carrillo-
Lipman is a well-known exact algorithm for the Multiple Sequence Alignment problem that
is able to reduce the search space by using inferior and superior bounds. Even with this
reduction, the Carrillo-Lipman algorithm executes in exponential time. High Performance
Computing (HPC) Platforms can be used in order to produce results faster. Among
the existing HPC platforms, GPUs (Graphics Processing Units) are receiving a lot of
attention due to their massive parallelism and low cost. The goal of this MsC dissertation
is to propose and evaluate a parallel strategy to execute the Carrillo-Lipman algorithm
in GPU. Our strategy explores parallelism at fine granularity, where the search space
is a tridimensional cube, divided on processing windows with bidimensional diagonals,
explored by multiple threads. The results obtained when comparing several sets of 3 real
and synthetic sequences show that speedups of 8.60x can be obtained with our strategy.
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A Bioinforma´tica e´ uma a´rea multidisciplinar de pesquisa que visa o desenvolvimento
de ferramentas e algoritmos para auxiliar os bio´logos na ana´lise de dados, com o objetivo
de determinar a func¸a˜o ou estrutura das sequeˆncias biolo´gicas e inferir informac¸a˜o sobre
sua evoluc¸a˜o nos organismos. A Bioinforma´tica auxilia bastante a execuc¸a˜o de pesquisa
em Biologia Molecular. Nesse contexto, o crescimento de projetos que envolvem sequenci-
amento gene´tico esta´ pro´ximo do exponencial [23]. Ale´m disso, com o advento de te´cnicas
de sequenciamento de u´ltima gerac¸a˜o, os bancos de dados genoˆmicos tambe´m apresentam
crescimento exponencial, tornando-se cada vez maiores.
Por isso, existe uma quantidade enorme de sequeˆncias precisam ser comparadas entre
si, sendo necessa´rio desenvolver ferramentas cada vez mais ra´pidas e eficientes. Neste
aspecto, o tempo necessa´rio total para a comparac¸a˜o e a precisa˜o do resultado obtido sa˜o
fatores determinantes.
A comparac¸a˜o de sequeˆncias biolo´gicas pode ocorrer entre duas sequeˆncias (alinha-
mento em pares) ou entre mais de duas sequeˆncias (alinhamento mu´ltiplo). Utilizar mais
de duas sequeˆncias pode facilitar a visualizac¸a˜o das diferenc¸as e semelhanc¸as entre os
conjuntos de sequeˆncias como um todo. Uma alternativa ao alinhamento mu´ltiplo seria a
execuc¸a˜o de va´rias comparac¸o˜es entre duas sequeˆncias. Pore´m, ao alinhar as sequeˆncias
em pares, as diferenc¸as e semelhanc¸as globais podem na˜o ser claras [9]. Por outro lado,
alinhando-se mu´ltiplas sequeˆncias, essas diferenc¸as e semelhanc¸as podem se tornar claras,
ou, ate´ mesmo, o´bvias [34]. De posse de um alinhamento mu´ltiplo, os bio´logos podem
enta˜o entender, por exemplo, como a evoluc¸a˜o atuou, descobrindo a diferenc¸a gene´tica
entre as espe´cies.
Obter o alinhamento mu´ltiplo o´timo de um conjunto de sequeˆncias e´ um problema
de alta complexidade computacional, que foi provado NP-Dif´ıcil [57]. Por isso, muitas
soluc¸o˜es heur´ısticas para o problema do alinhamento mu´ltiplo foram propostas. Essas
soluc¸o˜es podem ser classificadas em diversos tipos, sendo que os mais representativos sa˜o
o alinhamento progressivo e o alinhamento iterativo [34]. No alinhamento mu´ltiplo pro-
gressivo, as sequeˆncias de maior similaridade sa˜o alinhadas e enta˜o outras sequeˆncias sa˜o
adicionadas ao alinhamento. O alinhamento mu´ltiplo iterativo permite o realinhamento
de sequeˆncias, buscando minimizar o impacto causado por erros nos alinhamentos iniciais
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das sequeˆncias, reduzindo a probabilidade de propaga´-los para o alinhamento mu´ltiplo
final.
No entanto, as soluc¸o˜es heur´ısticas na˜o garantem que o alinhamento mu´ltiplo o´timo das
sequeˆncias seja obtido, retornando geralmente um resultado aproximado. Para a obtenc¸a˜o
do alinhamento mu´ltiplo o´timo, existe um algoritmo simples que e´ uma generalizac¸a˜o do
algoritmo o´timo para obtenc¸a˜o do alinhamento par a par [34]. No entanto, esse algoritmo
possui complexidade exponencial, percorre todo espac¸o de busca e na˜o e´ usado.
Carrillo e Lipman [5] fizeram uma importante contribuic¸a˜o na a´rea de alinhamentos
mu´ltiplos o´timos ao demonstrarem que na˜o e´ necessa´rio percorrer todo espac¸o de busca
para se obter o alinhamento o´timo. Eles mostraram que, de posse de um alinhamento
heur´ıstico, e´ poss´ıvel obter-se um limite superior para o alinhamento o´timo e um limite
inferior pode ser obtido pelo alinhamento em pares de todas as sequeˆncias. Desta forma,
ce´lulas que na˜o estejam inclu´ıdas nestes limites na˜o contribuem para o alinhamento mu´lti-
plo o´timo e podem ser descartadas, diminuindo-se o espac¸o de busca e obtendo-se mesmo
assim o resultado o´timo. Mesmo com essa reduc¸a˜o a complexidade de tempo de Carrillo-
-Lipman ainda e´ exponencial.
Para acelerar a obtenc¸a˜o de resultados em algoritmos de Bioinforma´tica, plataformas
de computac¸a˜o de alto desempenho sa˜o normalmente utilizadas. Dentre essas plataformas,
destacam-se as unidades de processamento gra´fico (Graphics Processing Units - GPU).
As GPUs oferecem paralelismo massivo ao combinar mu´ltiplos cores com capacidade
de execuc¸a˜o de operac¸o˜es vetoriais em cada core. Atualmente, existem va´rias GPUs
capazes de executar 1 trilha˜o de operac¸o˜es de ponto flutuante por segundo (Flops), com
desempenho compara´vel a clusters de multicores [28].
Muitas soluc¸o˜es heur´ısticas para o problema do alinhamento mu´ltiplo de sequeˆncias
foram propostas para arquiteturas de alto desempenho, incluindo contribuic¸o˜es em Clus-
ters [6, 25], FPGA [44] e GPU [28, 27, 4]. Por outro lado, existem poucas soluc¸o˜es para
o alinhamento mu´ltiplo exato de sequeˆncias em plataformas de alto desempenho. Sa˜o en-
contradas duas soluc¸o˜es para o alinhamento o´timo, sendo que uma executa-se em Cluster
[19] e a outra em FPGA [30]. A nosso conhecimento, na˜o existe ate´ agora estrate´gia para
o alinhamento mu´ltiplo exato em GPU.
1.2 Contribuic¸o˜es
O objetivo dessa dissertac¸a˜o de mestrado e´ enta˜o propor e avaliar uma estrate´gia para
encontrar o alinhamento mu´ltiplo o´timo utilizando GPU. O problema do alinhamento
o´timo e´ proporcional ao tamanho das sequeˆncias e exponencial em relac¸a˜o ao nu´mero
de sequeˆncias. Sendo assim, ele possui um alto paralelismo que pode ser aproveitado
pelas GPUs. Para obtenc¸a˜o do alinhamento o´timo em GPU escolhemos o algoritmo
Carrillo-Lipman [5]. A estrate´gia paralela proposta nessa dissertac¸a˜o explora o espac¸o de
busca em granularidade fina, onde mu´ltiplas threads em GPU contribuem para o ca´lculo
de uma ce´lula no espac¸o de busca. O espac¸o de busca e´ percorrido no formato cu´bico
tridimensional, dividido em janelas de processamento de diagonais projetadas em duas
dimenso˜es. Propusemos essa soluc¸a˜o por causa de seu alto paralelismo potencial.
Como contribuic¸a˜o secunda´ria dessa dissertac¸a˜o, propusemos e avaliamos uma estra-
te´gia alternativa de granularidade grossa, onde uma u´nica thread calcula uma ce´lula no
espac¸o de busca. Como sera´ detalhado no Cap´ıtulo 6, essa estrate´gia possui um de-
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sempenho inferior a` estrate´gia de granularidade fina. Ao final, uma comparac¸a˜o entre
as estrate´gias e fatores que influenciam no desempenho da estrate´gia fina em GPU sa˜o
avaliados.
1.3 Estrutura do documento
O restante dessa dissertac¸a˜o esta´ organizado como se segue. O Cap´ıtulo 2 apresenta
o problema do alinhamento mu´ltiplo de sequeˆncias biolo´gicas, discorrendo sobre os prin-
cipais algoritmos e te´cnicas utilizadas. O Cap´ıtulo 3 revisa as arquiteturas de alto de-
sempenho mais conhecidas, apresentando suas principais caracter´ısticas. O Cap´ıtulo 4
apresenta e discute alguns trabalhos de Alinhamento Mu´ltiplo de Sequeˆncias em arquite-
turas de alto desempenho. A estrate´gia proposta nessa dissertac¸a˜o para o alinhamento
mu´ltiplo de sequeˆncias em GPU e´ detalhada no Cap´ıtulo 5. O Cap´ıtulo 6 apresenta os
resultados experimentais. O Cap´ıtulo 7 conclui o trabalho e apresenta sugesto˜es de tra-




Alinhamento Mu´ltiplo de Sequeˆncias
Biolo´gicas
Um dos problemas mais ba´sicos em Bioinforma´tica consiste da comparac¸a˜o de sequeˆn-
cias biolo´gicas [34]. O resultado dessa operac¸a˜o e´ um escore que representa a similaridade
entre as sequeˆncias e, adicionalmente, um alinhamento que representa claramente as se-
melhanc¸as e diferenc¸as entre as sequeˆncias.
Do ponto de vista matema´tico, a comparac¸a˜o entre sequeˆncias biolo´gicas configura-se
como um problema de reconhecimento aproximado de padro˜es [9]. Podem ser compara-
das duas sequeˆncias (alinhamento em pares) ou mais de duas sequeˆncias (alinhamento
mu´ltiplo).
Neste cap´ıtulo sera´ detalhado o problema do alinhamento mu´ltiplo de sequeˆncias.
2.1 Sequeˆncias e Alinhamentos
As sequeˆncias biolo´gicas sa˜o cadeias ordenadas de DNA, RNA ou prote´ınas. Sequeˆn-
cias de DNA e RNA sa˜o compostas por nucleot´ıdeos, representados pelo alfabeto Σ =
{A, T,G,C} e Σ = {A,U,G,C}, respectivamente. As prote´ınas sa˜o sequeˆncias de ami-
noa´cidos do alfabeto Σ = {A,C,D,E, F,G,H, I,K, L,M,N, P,Q,R, S, T, V,W, Y }.
Dado um alfabeto α de n caracteres, α = {α1, ..., αn}, define-se uma sequeˆncia de k





Tambe´m e´ definido um conjunto S de sequeˆncias como:
S = (αn1 , ..., αnk)
onde, para cada j = 1, ..., k, nj e´ um nu´mero natural que satisfaz 1 ≤ nj ≤ n.
Considere tambe´m o alfabeto β obtido do alfabeto α adicionando-se um espac¸o em
branco “−” (gap):
β = {−} ∪ {α1, ..., αn}
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Em β podemos definir um alinhamento mu´ltiplo das sequeˆncias S1, ..., Sn, formado por
um outro conjunto, S¯1, ..., S¯n, de tal forma que cada sequeˆncia S¯i e´ obtida a partir de Si,
inserindo-se gaps em posic¸o˜es onde alguma das outras sequeˆncias possui um caractere que
na˜o e´ branco [9].
Figura 2.1: Alinhamento de treˆs sequeˆncias [5].
Cada alinhamento de sequeˆncias codifica um diferente conjunto de inserc¸o˜es, delec¸o˜es
e substituic¸o˜es, de maneira que as semelhanc¸as e diferenc¸as sejam destacadas. A Figura
2.1 representa um alinhamento das sequeˆncias S1 = DQLF, S2 = DNVQ, e S3 = QGL.
2.1.1 Caminhos
Ao conjunto de n sequeˆncias S1, ..., Sn de comprimento k1, ..., kn, associa-se um ar-
ranjo L(S1, .., Sn) em um espac¸o n-dimensional. Este espac¸o e´ obtido atrave´s do produto
cartesiano das n strings, e tambe´m sera´ chamado de espac¸o de busca. O ve´rtice que cor-
responde ao primeiro caractere de todas as sequeˆncias e´ chamado origem. Analogamente,
define-se o final como sendo o ve´rtice que corresponde ao u´ltimo caractere de todas as
sequeˆncias.
Um caminho γ(S1, ..., Sn) entre as sequeˆncias S¯1, ..., S¯n e´ uma linha “quebrada” que
junta o in´ıcio ao final sendo que, a cada passo, ele sempre se aproxima do final [9]. Um
caminho corresponde a um, e apenas um, alinhamento de sequeˆncias. Na Figura 2.1, o
lado esquerdo representa o in´ıcio do caminho associado ao alinhamento que termina no
lado direito da figura.
Um caminho pode ser projetado em relac¸a˜o a duas sequeˆncias. No exemplo da Figura
2.2, a projec¸a˜o do alinhamento para as sequeˆncias S1 e S2 seria o alinhamento mostrado
na figura. Denotamos a projec¸a˜o de um alinhamento γ(S1, ..., Sn) nas sequeˆncias i e j
como sendo pij(γ(S1, ..., Sn)) [5].
Figura 2.2: Alinhamento par-a-par projetado.
Define-se M(γ) como uma medida de escores, que representa a similaridade das sequeˆn-
cias S1, ..., Sn de acordo com o alinhamento associado ao caminho γ. Assim, podemos
definir os alinhamentos o´timos como sendo os alinhamentos que possuem o menor escore
entre todos [9]. Cada medida M(γ) possui pelo menos um caminho γ∗(S1, ..., Sn) de forma
que M possua o menor valor entre todos alinhamentos. Nesse caso, o escore representa o
custo de se transformar uma sequeˆncia em outra.
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2.2 Sistemas de escore
2.2.1 Sum-of-pairs(SP)
Um desafio para o Alinhamento Mu´ltiplo de Sequeˆncias (Multiple Sequence Alignment
- MSA) e´ computar o escore do alinhamento e na˜o existe um consenso sobre uma func¸a˜o
objetivo que seja bem aceita [34].
No alinhamento ilustrado na Figura 2.2 temos matches (caracteres iguais) na primeira
e quarta posic¸o˜es e gaps nas demais posic¸o˜es. Nesse alinhamento na˜o existem mismatches
(caracteres diferentes). Na Figura 2.3, e´ mostrado um alinhamento mu´ltiplo que utiliza
um esquema de escore 0 para cada match e 1 para cada mismatch ou gap. Caso duas
sequeˆncias possuam gaps na mesma posic¸a˜o o escore considerado e´ 0.
Para calcular o escore total do alinhamento mu´ltiplo, calcula-se o escore dos pares de
sequeˆncias (Sum-of-Pairs). No exemplo, um par de sequeˆncias possui escore 4, os outros
dois pares possuem escore 5 e a soma desses valores e´ o escore total do MSA (escore 14).
Figura 2.3: Escore de um alinhamento mu´ltiplo com a func¸a˜o SP [16].







onde s e´ uma func¸a˜o que obte´m o escore de uma posic¸a˜o dos alinhamentos e mki e m
l
i
representam os caracteres da coluna i das sequeˆncias k e l.
A func¸a˜o que obte´m o escore pode associar um valor u´nico a matches, mismatches e
gaps, como ilustrado na Figura 2.3, ou pode utilizar matrizes de substituic¸a˜o. As matrizes
de substituic¸a˜o sa˜o matrizes 4x4 ou 20x20 que conteˆm o escore para cada par poss´ıvel
de res´ıduos (matches ou mismatches). Esses escores sa˜o obtidos com dados biolo´gicos
estatisticamente relevantes. As matrizes de substituic¸a˜o mais comuns sa˜o a PAM [7] e a
BLOSUM [20]. A Tabela 2.1 ilustra a matriz PAM250.
2.2.2 Weighted sum-of-pairs (WSP)
Um problema com o sum-of-pairs e´ que o escore de cada sequeˆncia e´ contabilizado
como se fosse descendente de N − 1 sequeˆncias ao inve´s de possuir um u´nico ancestral
[9]. Por isso, as mesmas diferenc¸as entre as sequeˆncias sa˜o contadas mu´ltiplas vezes e esse
problema aumenta quando o nu´mero de sequeˆncias se torna maior.
Para a soluc¸a˜o deste problema, um novo esquema de escore foi proposto. O Weighted
sum-of-pairs [2] busca compensar parcialmente um efeito indesejado de contar mu´ltiplas
vezes alguns eventos evoluciona´rios na soma SP.
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- C S T P A G N D E Q H R K M I L V F Y W
- 0 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12
C 12 05 17 19 20 19 20 21 22 22 22 20 21 22 22 19 23 19 21 17 25
S 12 17 14 16 16 16 16 16 17 17 18 18 17 17 19 18 20 18 20 20 19
T 12 19 16 14 17 16 17 17 17 17 18 18 18 17 18 17 19 17 20 20 22
P 12 20 16 17 11 16 18 18 18 18 17 17 17 18 19 19 20 18 22 22 23
A 12 19 16 16 16 15 16 17 17 17 17 18 19 18 18 18 19 17 21 20 23
G 12 20 16 17 18 16 12 17 16 17 18 19 20 19 20 20 21 18 22 22 24
N 12 21 16 17 18 17 17 15 15 16 16 15 17 16 19 19 20 19 21 19 21
D 12 22 17 17 18 17 16 15 13 14 15 16 18 17 20 19 21 19 23 21 24
E 12 22 17 17 18 17 17 16 14 13 15 16 18 17 19 19 20 19 22 21 24
Q 12 22 18 18 17 17 18 16 15 15 13 14 16 16 18 19 19 19 22 21 22
H 12 20 18 18 17 18 19 15 16 16 14 16 15 17 19 19 19 19 19 17 20
R 12 21 17 18 17 19 20 17 18 18 16 15 11 14 17 19 20 19 21 21 15
K 12 22 17 17 18 18 19 16 17 17 16 17 14 12 17 19 20 19 22 21 20
M 12 22 19 18 19 18 20 19 20 19 18 19 17 17 11 15 13 15 17 19 21
I 12 19 18 17 19 18 20 19 19 19 19 19 19 19 15 12 15 13 16 18 22
L 12 23 20 19 20 19 21 20 21 20 19 19 20 20 13 15 11 15 15 18 19
V 12 19 18 17 18 17 18 19 19 19 19 19 19 19 15 13 15 13 18 19 23
F 12 21 20 20 22 21 22 21 23 22 22 19 21 22 17 16 15 18 8 10 17
Y 12 17 20 20 22 20 22 19 21 21 21 17 21 21 19 18 18 19 10 07 17
W 12 25 19 22 23 23 24 21 24 24 22 20 15 20 21 22 19 23 17 17 00
Tabela 2.1: Matriz de substituic¸a˜o PAM 250 [7].
A proximidade das sequeˆncias e´ detectada atrave´s da construc¸a˜o de uma a´rvore filo-
gene´tica e, durante o ca´lculo, e´ especificado um peso aos pares de sequeˆncias alinhados.
Cada um desses pesos e´ multiplicado pela pontuac¸a˜o do alinhamento dois-a-dois, onde a
pontuac¸a˜o final e´ a soma dos alinhamentos ponderados [9].
Figura 2.4: Escores de um alinhamento mu´ltiplo com a func¸a˜o WSP.
Considere P (Si, Sj) como sendo o peso das sequeˆncias Si e Sj. A Figura 2.4 apresenta
um exemplo de escore calculado com a func¸a˜o WSP, onde P (S1, S2) = 3, P (S2, S3) = 2,
P (S1, S3) = 2. Com este esquema, e´ poss´ıvel aumentar o escore de duas sequeˆncias que
sejam muito pro´ximas. O escore total do alinhamento da Figura 2.4 e´ 27.
2.3 Algoritmo Exato Simples: Processamento em todo
o espac¸o de busca
O problema do alinhamento global mu´ltiplo de sequeˆncias consiste em computar um
alinhamento global mu´ltiplo M com um escore mı´nimo [34]. A seguir, sera´ apresentado o
caso de treˆs sequeˆncias, que pode ser generalizado para um nu´mero qualquer de sequeˆncias.
Considere S1, S2 e S3, treˆs sequeˆncias de tamanho n1, n2 e n3, respectivamente, e
seja D(i, j, k) o escore o´timo soma dos pares (SP) para o alinhamento de S1[1..i], S2[1..j]
e S3[1..k]. Consideremos tambe´m o escores para match, mismatch ou gap como sendo
smatch, smis e sspace, respectivamente.
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Figura 2.5: Algoritmo exato para o alinhamento mu´ltiplo de treˆs sequeˆncias [16].
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Para obter o escore do alinhamento mu´ltiplo de treˆs sequeˆncias, um cubo e´ utilizado
e cada ce´lula (i, j, k) que na˜o esta´ na fronteira (ou seja, todos os ı´ndices sa˜o diferentes de
zero) possui sete vizinhos que precisam ser consultados para determinar D(i, j, k).
Para computar os valores das fronteiras, considere D
′
1,2(i, j) como sendo o valor da
soma de pares das subsequeˆncias S1[1..i] e S2[1..j]. Definindo D
′




D(i, j, 0) = D
′
1,2(i, j) + (i+ j) ∗ sspace;
D(i, 0, k) = D
′
1,3(i, k) + (i+ k) ∗ sspace;
D(0, j, k) = D
′
2,3(j, k) + (j + k) ∗ sspace;
D(0, 0, 0) = 0
A Figura 2.5 apresenta o algoritmo exato para o alinhamento de 3 sequeˆncias. Neste
algoritmo, admite-se que a linha 0 e a coluna 0 sa˜o inicializadas com 0. Existem 3
lac¸os “for”, (linhas 1 a 3), indicando cada uma das treˆs sequeˆncias. Inicialmente, sa˜o
calculados os escores para matches e mismatches (linhas 4 a 20). Depois disso, 7 valores
sa˜o calculados (linhas 22 a 28), que representam as 7 ce´lulas vizinhas que devem ser
consultadas. Apo´s isso, D(i, j, k) recebe o menor desses valores (linha 30).
O problema do alinhamento mu´ltiplo de sequeˆncias foi resolvido neste caso utilizando
programac¸a˜o dinaˆmica. No caso geral de alinhamento mu´ltiplo de sequeˆncias, conside-
rando k sequeˆncias de tamanho n, constro´i-se uma matriz n-dimensional, assim o algoritmo
exige tempo Θ(nk) [16]. Esse problema foi provado NP-Dif´ıcil [57].
2.4 Wavefront tradicional e Wavefront multidimen-
sional
Consideremos S1 e S2 duas sequeˆncias de tamanho n1e n2 respectivamente e sejaD(i, j)
o escore do alinhamento em pares. Para calcular o alinhamento dessas duas sequeˆncias os
escores sa˜o armazenados em uma matriz de tamanho n1 × n2.
A Figura 2.6 ilustra o caso em que as sequeˆncias possuem 3 caracteres (tamanho 3).
Em cinza sa˜o representadas as ce´lulas em processamento, em preto esta˜o as ce´lulas ja´
processadas e a cor branca representa ce´lulas que ainda na˜o foram processadas.
No comec¸o da computac¸a˜o, apenas a primeira ce´lula e´ calculada (Figura 2.6a). Em
seguida, duas ce´lulas podem ser computadas em paralelo, que esta˜o presentes na pro´xima
antidiagonal. Genericamente, para se calcular a ce´lula D(i, j) sa˜o necessa´rios os valores
de D(i− 1, j− 1), D(i− 1, j) e D(i, j− 1). Desta forma o paralelismo ma´ximo e´ atingido
ao se calcular a antidiagonal principal da matriz (Figura 2.6c), e em seguida o paralelismo
vai diminuindo (Figura 2.6d), ate´ que apenas uma ce´lula seja calculada no 5o e u´ltimo
passo (Figura 2.6e).
Para um alinhamento de treˆs sequeˆncias, os escores sa˜o armazenados em um
cubo, ilustrado na Figura 2.7. Nela sa˜o ilustrados o primeiro, segundo e quinto wa-
vefront. No primeiro passo, existe apenas uma ce´lula sendo calculada, D(0, 0, 0).
No passo seguinte, e´ poss´ıvel calcular em paralelo os vizinhos da primeira ce´lula,
D(1, 0, 0), D(0, 1, 0), D(0, 0, 1). No terceiro passo, pode-se calcular seis ce´lulas em pa-















Figura 2.6: Passos executados no wavefront tradicional
Desta forma, vemos que o wavefront pode ser representando por um plano que atravessa
o cubo formado pelas treˆs sequeˆncias.
Figura 2.7: Wavefront tridimensional
Agora, considere o caso de um alinhamento mu´ltiplo de n sequeˆncias. Para calcular o
escore D(a1, a2, ..., an), e´ necessa´rio visitar todos os 2
n − 1 vizinhos. Desta forma, vemos
que, assim como o nu´mero de sequeˆncias cresce exponencialmente, o nu´mero de vizinhos
de cada ce´lula tambe´m cresce exponencialmente e conclui-se que, com o aumento do
nu´mero de sequeˆncias, aumenta-se exponencialmente as ce´lulas que podem ser calculadas
em paralelo.
2.5 Me´todo Carrillo-Lipman
H. Carrillo e D. Lipman [5] demonstraram que na˜o e´ necessa´rio percorrer todo o espac¸o
de busca para encontrar o alinhamento mu´ltiplo o´timo. Apesar de na˜o implementar
ou descrever um algoritmo, eles utilizaram propriedades dos caminhos para demonstrar
que partes do espac¸o de busca podem ser descartadas e mesmo assim e´ poss´ıvel obter o
alinhamento mu´ltiplo o´timo.
Baseado nos escores de um alinhamento heur´ıstico e no alinhamento exato dos pares de
sequeˆncias, um limite e´ encontrado e ce´lulas que possuam um valor maior que este limite
na˜o podem fazer parte de um alinhamento o´timo. Neste caso, o caminho do alinhamento
o´timo passa por alguma outra parte do espac¸o de busca e o valor da ce´lula descartada
na˜o e´ relevante para o ca´lculo do escore do alinhamento mu´ltiplo o´timo.
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2.5.1 Carrillo-Lipman Bound
A seguir, sa˜o mostradas algumas observac¸o˜es demonstradas por Carrillo e Lipman [5]
sobre o problema de se obter o alinhamento o´timo γ∗(S1, ..., Sn) onde n > 2.
Considere µij uma medida de escore de duas sequeˆncias Si e Sj. Nesse caso a medida





Onde pij e´ a projec¸a˜o em γ do plano determinado pelas sequeˆncias Si e Sj e M(γ) e´
a medida de escore deste alinhamento.
Considere agora o alinhamento N -dimensional do caminho γe, que sera´ chamado γ-
estimado. Este e´ algum poss´ıvel alinhamento das sequeˆncias, que na˜o e´ necessariamente
o o´timo. Por isso, temos as Inequac¸o˜es 2.3 e 2.4:








∗)) ≥ 0 (2.4)
Denota-se γ∗ij como sendo um caminho o´timo para a medida µij das sequeˆncias Si e
Sj. Como µij(pij(γ








∗)) ≥ µkl(pkl(γ∗)) (2.5)










Desta forma, Ukl e´ um limite superior para a medida das projec¸o˜es de qualquer cami-
nho o´timo N -dimensional, feitas no plano determinado pelas sequeˆncias Sk e Sj. Enta˜o,
quando procuramos pelo alinhamento o´timo γ∗, apenas precisamos considerar os caminhos
γ em L(S1, ..., Sn) que satisfazem µkl(pkl(γ)) ≤ Ukl.
Define-se o conjunto P como sendo o conjunto composto pelos caminhos que satisfazem





Desta forma, para a obtenc¸a˜o do alinhamento o´timo, na˜o e´ necessa´rio aplicar o algo-
ritmo de programac¸a˜o dinaˆmica em todo o espac¸o de busca L(S1, ..., Sn), mas e´ suficiente
procurar na subregia˜o P .
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2.5.2 Simplificac¸a˜o das fo´rmulas
Em trabalhos posteriores [15] [30], as equac¸o˜es que demonstram o Carrillo-Lipman
bound sa˜o mostradas em forma simplificada, com uma notac¸a˜o diferente e sa˜o apresentadas
nesta sec¸a˜o.




d(Si, Sj) · scale(Si, Sj) (2.8)
Onde scale(Si, Sj) e´ o peso atribu´ıdo a`s sequeˆncias Si e Sj e d(Si, Sj) e´ o custo do
alinhamento o´timo em par das sequeˆncias. L e´ um limite inferior pois como o alinhamento
em pares e´ o´timo, logo na˜o existe um outro alinhamento com menor escore das sequeˆncias
Si e Sj. O escore do alinhamento mu´ltiplo o´timo de todas as sequeˆncias e´ uma soma de
pares, assim a soma dos pares o´timos das sequeˆncias deve ser menor ou igual ao escore
do alinhamento mu´ltiplo o´timo.
Considere um limite superior U , Ao o alinhamento o´timo, c(Ao) como o custo do
alinhamento mu´ltiplo o´timo e c(Aoi,j) o custo do alinhamento dos pares de sequeˆncias i e
j no alinhamento Ao. Logo, temos a Inequac¸a˜o 2.9:
U − L ≥∑
i<j
[scale(Si, Sj) · (c(Aoi,j)− d(Si, Sj))] (2.9)
Enta˜o, para quaisquer pares de sequeˆncias p e q, a Inequac¸a˜o 2.10 e´ va´lida:
U − L ≥ scale(Si, Sj) · (c(Aop,q)− d(Sp, Sq)) (2.10)
Rearranjando a inequac¸a˜o, obtemos a o Carrillo-Lipman bound [15] [30] (Inequac¸a˜o
2.11):
scale(Si, Sj) · c(Aoi,j) ≤ scale(Si, Sj) · d(Si, Sj) + U − L (2.11)
Considere um alinhamento heur´ıstico Ah. Este alinhamento induz uma soma custo c
na soma de pares i e j, assim U − L pode ser obtido pela Equac¸a˜o 2.12:
U − L = ∑
i<j
[c(Ahi,j)− d(Si, Sj)] (2.12)
A Equac¸a˜o 2.12 mostra que os limites superiores e inferiores possuem um valor baseado
na projec¸a˜o de um alinhamento heur´ıstico subtra´ıdo dos custos dos alinhamnetos em pares
das sequeˆncias, garantindo assim um limite para que as ce´lulas contribuam para encontrar
o alinhamento o´timo.
2.5.3 MSA 1.0
D. Lipman e S. Altschul implementaram o MSA 1.0 [26], que e´ o primeiro programa
que utiliza o Carrillo–Lipman bound para a reduc¸a˜o do espac¸o de busca para a obtenc¸a˜o
do alinhamento o´timo.
Os autores do MSA 1.0 propuseram em um outro trabalho o esquema de escore weigh-
ted SP [2] descrito na Sec¸a˜o 2.2.2. O MSA 1.0 implementa os dois esquemas de escore:
SP e WSP. Para a criac¸a˜o de uma a´rvore filogene´tica, o MSA 1.0 implementou o me´todo
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neighbor-joining [49]. Utilizar SP ou weighted SP como medida de escore para o alinha-
mento e´ uma opc¸a˜o do usua´rio e utiliza-se a matriz PAM-250 (Tabela 2.1) para calcular
o custo das substituic¸o˜es (matches e mismatches).
O me´todo mais natural para encontrar custos de gap e´ utilizar uma analogia aos custos
de substituic¸a˜o. Para alinhamentos SP, os custos de gap sa˜o a soma dos custos impostos
nos pares de sequeˆncias. O MSA 1.0 implementa um sistema parecido com este, chamado
de custo de gap quasi-natural [1]. O me´todo e´ muito parecido com a pontuac¸a˜o natural
de gaps, mas em raros casos, quando gaps consecutivos comec¸am depois e terminam antes
de gaps consecutivos numa segunda sequeˆncia, ha´ um custo adicional de um gap.
Uma das observac¸o˜es feitas pelos autores e´ que o Carrillo-Lipman bound na pra´tica e´
muito rigoroso, e muitas vezes na˜o e´ necessa´rio atingi-lo para poder desconsiderar partes
do espac¸o de busca. A recomendac¸a˜o e´ que, caso sejam descartadas posic¸o˜es necessa´rias,
o limite de busca seja aumentado e o programa seja executado novamente. Sendo assim,
o MSA 1.0 permite que o usua´rio especifique U − L para reduzir ainda mais o espac¸o de
busca.
O programa foi implementado utilizando a linguagem de programac¸a˜o C e foi testado
em computadores com sistema operacional UNIX-like. Os requisitos de memo´ria e pro-
cessamento sa˜o uma func¸a˜o do nu´mero de sequeˆncias, do seu comprimento e do tamanho
dos limites superiores para os alinhamentos em pares. Na e´poca de sua implementac¸a˜o,
foi poss´ıvel alinhar cinco sequeˆncias de diferentes famı´lias da superfamı´lia das globinas
utilizando um tempo inferior a dois minutos, sendo necessa´rio menos de 1.3 Megabytes
de memo´ria.
2.5.4 MSA 2.0
Em uma versa˜o posterior, Gupta et. al [15], melhoraram os requisitos de memo´ria e
tempo de execuc¸a˜o do programa MSA 1.0. Esta nova versa˜o e´ chamada de MSA 2.0.
Por padra˜o, o MSA 2.0 utiliza weighted sum-of-pairs e utiliza um me´todo de a´rvore
filogene´tica para calcular o peso das sequeˆncias [2].
A economia de recursos e´ feita pelo MSA 2.0 pois ele procura apenas entre alinhamen-
tos que possuem um custo ≤ U . A parte principal do MSA 2.0 considera que um valor
finito U e´ conhecido e mais a` frente mostramos as formas pelas quais ele pode ser obtido.
Se U for muito pequeno, o programa na˜o e´ capaz de encontrar alguma soluc¸a˜o. Por esta
raza˜o, podem ser necessa´rias mu´ltiplas execuc¸o˜es do programa incrementando o valor de
U para se obter um alinhamento, o´timo ou na˜o.
O motivo de na˜o se utilizar um valor U arbitra´rio e muito grande e´ que este valor e´ dire-
tamente proporcional a` quantidade de memo´ria e processamento exigidos pelo programa,
e pode inviabilizar a finalizac¸a˜o do programa.
Considere L o valor do limite inferior, calculado como descrito na Equac¸a˜o 2.8. L
e´ a soma dos custos dos alinhamentos o´timos dos pares de sequeˆncias, independente do
alinhamento das outras sequeˆncias. Sendo assim, ele e´ menor ou igual ao escore do
alinhamento o´timo.
O valor U −L e´ armazenado em uma varia´vel δ. Existem treˆs formas para se calcular
δ e em todas elas U e´ calculado como L + δ. Na primeira forma, o usua´rio especifica
δ. Na segunda forma, o programa calcula um alinhamento mu´ltiplo heur´ıstico que na˜o
requer muita memo´ria nem processamento. O alinhamento heur´ıstico produz um custo de
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alinhamento em pares. O valor i,j e´ a diferenc¸a entre o custo deste alinhamento e o custo





(min(maxepsilon, i,j).scale(Si, Sj). (2.13)
O nu´mero maxepsilon e´ 50 por padra˜o, mas pode ser modificado em uma constante
no co´digo. A terceira forma e´ que o usua´rio pode passar para o programa um arquivo
com valores para i,j, neste caso os valores sa˜o usados da mesma forma que os valores 
computados na segunda opc¸a˜o. Este me´todo pode levar a valor U muito baixo.
MSA 2.0: implementac¸a˜o
A entrada do algoritmo MSA 2.0 sa˜o as sequeˆncias S1, S2, ..., Sn de comprimento
k1, ..., kn e a diferenc¸a δ = U − L. O maior valor max(k1, ..., kn) e´ denotado apenas
por k.
O algoritmo MSA 2.0 e´ organizado em duas fases. Na primeira, O(n2) comparac¸o˜es
em pares sa˜o feitas para construir o conjunto Fi,j. Este conjunto conte´m todos os pontos
que pertencem ao plano formado pelas sequeˆncias Si e Sj que para algum caminho de
< 0, 0 > a < ki, kj > possuem um valor pelo menos d(Si, Sj) + i,j. Ao final desta fase,
Fi,j e´ determinado e os limites inferior L =
∑
i<j d(Si, Sj) e o superior U = L + δ podem
ser calculados. Esta primeira fase na˜o utiliza muito tempo ou memo´ria.
Na segunda fase, um alinhamento que possui o menor escore e´ computado onde e´
garantido que as projec¸o˜es do caminho o´timo estejam todas dentro de Fi,j.
Ve´rtices e arestas sa˜o gerados dinamicamente e o algoritmo libera espac¸o quando um
ve´rtice na˜o e´ mais necessa´rio. Ao visitar um ve´rtice, todos os ve´rtices adjacentes sa˜o
visitados e criados, caso ainda na˜o tenham sido visitados por um outro caminho.
Para manter os ve´rtices, e´ utilizada uma a´rvore de sufixos ordenada pelas coordenadas
dos ve´rtices existentes. Para organizar a pesquisa no espac¸o de busca, uma fila de prio-
ridades com operac¸o˜es de inserir e extrair e´ utilizada para selecionar os ve´rtices a serem
percorridos.
Ao final, a func¸a˜o TRACEBACK(t) retorna um alinhamento o´timo poss´ıvel, percor-
rendo o caminho inverso, no sentido final ate´ o in´ıcio, examinando a distaˆncia e os pontos
dos ve´rtices predecessores.
O MSA 2.0 e´ um algoritmo proposto para obter o alinhamento mu´ltiplo exato, mas
o limite da varia´vel δ igual a 50, por padra˜o, faz com que o mesmo na˜o encontre o
alinhamento o´timo em alguns conjuntos de sequeˆncias.
Gupta et. al [15] compararam o desempenho do MSA 1.0 com o MSA 2.0. Os progra-
mas foram testados em uma estac¸a˜o Sun Sparcstation 10 com 128 MB de memo´ria RAM e
compilados com flag de otimizac¸a˜o. Os tempos foram medidos atrave´s do comando time
e a quantidade de memo´ria RAM foi medida atrave´s do comando top, sendo reportada a
maior quantidade de memo´ria utilizada durante toda a execuc¸a˜o do programa.
Os alinhamentos produzidos pelo MSA 2.0 foram comparados com os resultados em
McClure et. al [31]. Nessa comparac¸a˜o, cada motif e´ um bloco de uma a cinco colunas
consecutivas alinhadas, que um bom alinhamento deve conter. Para cada conjunto de
sequeˆncias, e´ reportada a soma dos motifs alinhados corretamente. Para a Globins A, que
14
possui 5 motifs, 4 deles foram alinhados corretamente pelo MSA 2.0 e, no quinto motif, 6 de
7 sequeˆncias foram alinhadas corretamente. Logo, o MSA 2.0 produziu um resultado que
na˜o era o desejado pelos bio´logos, mas por se tratar de um alinhamento o´timo, sabemos que
o erro na˜o pode estar no alinhamento produzido, mas sim no conjunto formado pelo modelo
utilizado, sistemas de escore e outras varia´veis envolvidas na produc¸a˜o deste alinhamento.
2.6 Algoritmos Heur´ısticos
Como visto nas Sec¸o˜es 2.3 e 2.5, o alinhamento global mu´ltiplo o´timo demanda muitos
recursos computacionais e, por isso, me´todos heur´ısticos foram criados para obter um
alinhamento aproximado. O desafio desses me´todos consiste em utilizar uma combinac¸a˜o
apropriada de pesos de sequeˆncias, matrizes de escore e penalidade por gaps de forma que
um bom alinhamento possa ser encontrado [34].
2.6.1 Alinhamento Progressivo
Algoritmos progressivos sa˜o baseados na ideia de construir algum alinhamento com
um conjunto de sequeˆncias que possuem maior semelhanc¸a e enta˜o outras sequeˆncias sa˜o
adicionadas ao alinhamento. O processo continua ate´ que todas as sequeˆncias tenham
sido consideradas [34].
A relac¸a˜o entre as sequeˆncias e´ geralmente estabelecida atrave´s de uma a´rvore filo-
gene´tica, onde as sequeˆncias sa˜o comparadas em pares. Nessas a´rvores, as folhas sa˜o
sequeˆncias que possuem maior similaridade.
Uma desvantagem desses me´todos e´ a dependeˆncia de um alinhamento em pares inicial.
Assim, se as sequeˆncias iniciais tiverem um bom alinhamento, poucos erros acontecera˜o.
Mas, se isso na˜o acontece, muitos erros iniciais se propagara˜o para os pro´ximos alinha-
mentos, o que pode resultar em um alinhamento global final com va´rios erros, resultando
em um escore bem menor do que o obtido pelo algoritmo exato.
ClustalW
Clustal [21] e´ um algoritmo bastante popular baseado em um me´todo progressivo e
utilizado desde 1988. Ele sofreu diversas mudanc¸as ao longo dos anos buscando a melhoria
do alinhamento mu´ltiplo. ClustalW [55] e´ uma versa˜o mais recente do Clustal, sendo que
W significa “weighting”, representando a habilidade do programa de atribuir pesos para
as sequeˆncias utilizadas.
O ClustalW se executa em 3 fases. Na fase 1, um alinhamento em pares de todas as
sequeˆncias e´ realizado. Em seguida, na fase 2, os escores dos alinhamentos em pares sa˜o
utilizados para a criac¸a˜o de uma a´rvore filogene´tica. Por u´ltimo, na fase 3, o alinhamento
mu´ltiplo das sequeˆncias e´ realizado utilizando um algoritmo de programac¸a˜o dinaˆmica
guiado pela a´rvore produzida na fase 2.
Dessa forma, as sequeˆncias mais semelhantes sa˜o alinhadas e em seguida as outras,
ou grupos de sequeˆncias, sa˜o adicionadas e, guiados pelo alinhamento inicial, e´ produzido
um alinhamento mu´ltiplo global.
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T-COFFEE
T-Coffee [37] e´ um programa de alinhamento progressivo que usa um sistema de pesos
nas posic¸o˜es das sequeˆncias para gerar um alinhamento mu´ltiplo que e´ mais consistente
que o alinhamento em par de todas as sequeˆncias [34].
No T-Coffee, os dados sa˜o organizados em uma biblioteca prima´ria e uma biblioteca
estendida. A biblioteca prima´ria armazena informac¸o˜es sobre todos os alinhamentos par-
a-par das sequeˆncias de entrada. Logo existem (n× (n−1))/2 elementos nessa biblioteca.
Cada elemento da biblioteca prima´ria possui va´rias entradas com informac¸o˜es sobre
o alinhamento global par-a-par e os 10 melhores alinhamentos locais sem sobreposic¸a˜o.
A biblioteca prima´ria e´ estendida da seguinte maneira. Cada entrada e´ comparada com
todas as outras entradas e o resultado dessa comparac¸a˜o e´ um peso, que descreve o grau no
qual essa entrada e´ consistente com as outras entradas. Tanto a biblioteca prima´ria como
a biblioteca estendida podem ser utilizadas para a obtenc¸a˜o do alinhamento mu´ltiplo.
PILEUP
PILEUP [12] utiliza um me´todo parecido com o ClustalW para obter um alinhamento
mu´ltiplo global. As sequeˆncias sa˜o alinhadas em pares usando o algoritmo exato de pro-
gramac¸a˜o dinaˆmica Needleman - Wunsch [36] e, usando um me´todo de me´dias aritme´ticas,
e´ produzida uma a´rvore, utilizada para identificar as sequeˆncias e grupos que esta˜o mais
relacionados. E´ utilizado um sistema de escore e penalidades na inserc¸a˜o de gaps.
2.6.2 Alinhamento Iterativo
Os me´todos iterativos buscam resolver o principal problema existente nos me´todos
progressivos, onde erros nos alinhamentos iniciais das sequeˆncias mais pro´ximas possuem
um grande peso e sa˜o propagados para o alinhamento mu´ltiplo final. Buscando melhorar
o alinhamento em modo geral, ou seja, melhorando o escore do alinhamento, os me´to-
dos iterativos buscam corrigir esse problema realinhando repetidamente os subgrupos de
sequeˆncias e enta˜o alinhando esses subgrupos em um alinhamento global de todas as
sequeˆncias.
SAGA
O SAGA [38] e´ um programa de alinhamento mu´ltiplo baseado em algoritmos gene´ti-
cos. Segundo os autores, possui a capacidade de encontrar alinhamentos com escores ta˜o
bons quanto os de outros me´todos, como o ClustalW [34].
Sua ideia e´ gerar uma populac¸a˜o inicial de poss´ıveis alinhamentos baseados nas sequeˆn-
cias dadas. A populac¸a˜o inicial e´ analisada usando um esquema de escore. Depois, esses
alinhamentos mu´ltiplos iniciais sa˜o passados para uma nova gerac¸a˜o de alinhamentos,
sendo que metade dos alinhamentos iniciais que possuem maior escore sa˜o selecionados,
aplicando-se regras que simulam a selec¸a˜o natural e sa˜o sujeitos a mutac¸o˜es.
Em seguida, a pro´xima gerac¸a˜o e´ criada, onde e´ gerada uma nova populac¸a˜o de ali-
nhamentos mu´ltiplos e filhos sa˜o gerados a partir de dois pais. A populac¸a˜o e´ novamente
analisada, buscando-se manter alinhamentos mu´ltiplos de melhor escore na populac¸a˜o.
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Esse processo normalmente e´ executado n vezes e, ao final, o alinhamento mu´ltiplo de
melhor escore e´ selecionado.
DIALIGN e DIALIGN-TX
O DIALIGN e´ um me´todo iterativo que realiza o alinhamento mu´ltiplo de sequeˆncias
sem adicionar penalidade para gaps [33].
Este algoritmo e´ executado em treˆs fases. Na primeira fase, todos os pares de alinha-
mentos DIALIGN sa˜o calculados, isto e´, n(n-1)/2 ca´lculos, um para cada alinhamento,
onde n e´ o nu´mero de sequeˆncias. Na segunda fase, as diagonais que compo˜em o alinha-
mento em pares sa˜o ordenadas pelo escore e grau de sobreposic¸a˜o com outras diagonais.
Essa lista ordenada e´ usada para obter um Alinhamento Mu´ltiplo com um algoritmo
guloso, gerando um alinhamento A.
Na u´ltima fase, o alinhamento A e´ completado com um procedimento iterativo onde
partes das sequeˆncias que ainda na˜o foram alinhadas com A sa˜o realinhadas executando a
fase 2 novamente, de forma que diagonais consistentes na˜o alinhadas sejam inclu´ıdas em
A. Esta fase e´ repetida ate´ que nenhuma diagonal com peso positivo possa ser inclu´ıda
em A.
Para melhorar a qualidade dos alinhamentos produzidos, o DIALIGN-TX [53] foi pro-
posto. Como em todas as verso˜es anteriores, a sa´ıda da primeira fase e´ um conjunto
de diagonais de escore alto. Essas diagonais sa˜o usadas no DIALIGN-TX para construir
uma a´rvore guia na fase 2. Na fase 3, dois me´todos sa˜o usados para gerar 2 alinhamen-
tos: um pelo me´todo progressivo e o outro pelo me´todo original do DIALIGN. Ambos
alinhamentos sa˜o avaliados e o melhor e´ mantido.
PRRP
O programa PRRP [14] usa um me´todo iterativo para produzir um alinhamento mu´l-
tiplo. A partir de um alinhamento em pares inicial e´ criada uma a´rvore. A a´rvore e´
utilizada para gerar pesos e fazer alinhamentos.
Regio˜es que compo˜em o alinhamento sa˜o recalculadas em busca do melhor escore de
alinhamento. Assim, o melhor esquema de escore encontrado e´ utilizado no pro´ximo ciclo
de ca´lculos para obter uma nova a´rvore, pesos e alinhamentos. O algoritmo continua a
execuc¸a˜o ate´ que na˜o seja poss´ıvel incrementar o escore de alinhamento.
2.6.3 Outros Me´todos
A maioria dos me´todos para alinhamentos mu´ltiplos normalmente determinam a se-
melhanc¸a entre todos os pares de sequeˆncias que devem ser comparados. Outros me´todos,
como a aproximac¸a˜o por grupos [34], utilizam um consenso entre cada grupo de sequeˆncias
e esse consenso e´ utilizado para futuro alinhamento entre grupos. Exemplos de programas
com essa abordagem sa˜o o PIMA [51] e o MULTAL [54]. Alguns desses me´todos utilizam a
distaˆncia de uma a´rvore filogene´tica para organizar as sequeˆncias e as duas mais pro´ximas
sa˜o alinhadas. O alinhamento consenso obtido e´ alinhado com outra sequeˆncia, conjunto
ou outro consenso ate´ se obter um alinhamento com todas sequeˆncias [34].
Cadeias de Markov escondidas tambe´m podem ser utilizadas para a obtenc¸a˜o do ali-
nhamento mu´ltiplo. As Cadeias de Markov sa˜o um modelo estat´ıstico que considera todas
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as possibilidades de combinac¸a˜o de matches, mistaches e gaps para gerar um alinhamento
de um conjunto de sequeˆncias. Um modelo de uma famı´lia de sequeˆncias e´ produzido e um
conjunto de sequeˆncias e´ utilizado para treinar o modelo. O resultado pode ser utilizado
para obter uma alinhamento mu´ltiplo ou utilizado para comparar em um banco de dados
de sequeˆncias biolo´gicas para encontrar outros membros da mesma famı´lia [24].
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Cap´ıtulo 3
Plataformas de Alto Desempenho
A computac¸a˜o de alto desempenho e´ uma sub-a´rea da Cieˆncia da Computac¸a˜o que
teve seu in´ıcio na de´cada de 1960, quando pela primeira vez cogitou-se quebrar um pro-
blema em sub-problemas menores, com o objetivo de resolveˆ-los em diversos elementos de
processamento simultaneamente [8].
Na de´cada de 1970, surgiram os supercomputadores vetoriais, que eram projetados
para calcular rapidamente os elementos de um vetor ou matriz. Essas arquiteturas eram
exemplos da categoria SIMD (Single Instruction Multiple Data) de Flynn [13] onde uma
mesma instruc¸a˜o era executada ao mesmo tempo sobre diversos dados diferentes. Os
supercomputadores vetoriais conseguiram ser uma ordem de magnitude mais ra´pidos do
que as arquiteturas convencionais da e´poca.
No in´ıcio da de´cada de 1980, tornou-se popular uma outra categora de ma´quinas, de-
nominadas SMP (Symmetric Multiprocessors), que eram exemplos da categoria MIMD
(Multiple Instruction Multiple Data) de Flynn, onde co´digos diferentes podiam ser execu-
tados ao mesmo tempo em processadores distintos. Essas ma´quinas geralmente utilizavam
o paradigma de memo´ria compartilhada para a troca de dados entre os processadores.
No final da de´cada de 1980, ficou claro que as ma´quinas SMP na˜o eram escala´veis, ou
seja, na˜o era poss´ıvel conectar um grande nu´mero de processadores a`s mesmas, pois os
meios de comunicac¸a˜o (barramentos) rapidamente se tornavam saturados [8].
Para solucionar esse problema, foram criados sistemas de computac¸a˜o distribu´ıda, onde
computadores relativamente completos eram conectados atrave´s de uma rede de interco-
nexa˜o, de modo a criar um sistema integrado. Nos sistemas de computac¸a˜o distribu´ıda,
a troca de dados se dava atrave´s do paradigma de troca de mensagens.
Nessa categoria, inserem-se os clusters de computadores, que foram definidos como
sendo sistemas de computac¸a˜o distribu´ıda que utilizavam hardware e software dispon´ıveis
no mercado (commodity components) [48]. Os clusters de computadores rapidamente se
disseminaram por possu´ırem um grande apelo comercial, que combinava baixo custo e
relativa facilidade de programac¸a˜o.
Paralelamente a` evoluc¸a˜o dos clusters, arquiteturas espec´ıficas se disseminaram. Essas
arquiteturas sa˜o geralmente otimizadas para execuc¸a˜o de um tipo de aplicac¸a˜o, sendo cha-
madas de aceleradores. Exemplos t´ıpicos de aceleradores sa˜o FPGAs (Field Programmable
Gate Arrays) e GPUs (Graphics Processing Units).
Atualmente, observa-se uma integrac¸a˜o entre essas diversas categorias de ma´quinas.
Por exemplo, e´ comum a existeˆncia de clusters de multicores (SMPs) onde um ou mais
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multicores esta˜o conectados a aceleradores (GPU, FPGA ou outros).
A seguir, sa˜o apresentadas as principais caracter´ısticas dos clusters de computadores,
dos FPGAs. Ao final deste cap´ıtulo as GPUs sa˜o apresentadas com maior detalhe, pois
sa˜o o foco dessa dissertac¸a˜o.
3.1 Clusters de Computadores
Os clusters de computadores sa˜o um conjunto de computadores conectados atrave´s de
hardware e software especializado, apresentando uma imagem u´nica de sistema (Single
System Image) ao usua´rios [56]. A imagem u´nica de sistema permite que seja criada a
ilusa˜o de que os va´rios computadores que compo˜em o cluster sa˜o na verdade um u´nico
sistema.
Em um cluster, cada no´ de processamento e´ um computador praticamente completo,
com processador, memo´ria e disco r´ıgido, geralmente sem monitor, mouse ou teclado [22].
Os no´s de processamento sa˜o interligados por uma rede de interconexa˜o, geralmente de
alta velocidade e dispon´ıvel no mercado. Como vantagens do cluster, podemos citar:
• Potencial para escalabilidade, alta disponibilidade e alto desempenho;
• Relativa facilidade em adicionar/remover componentes;
• Relativa facilidade de programac¸a˜o, entre outros.
Atualmente, os clusters sa˜o geralmente programados com o padra˜o MPI [32] (Message
Passing Interface), que permite a troca de mensagens s´ıncronas e ass´ıncronas entre os
processos que se executam em computadores distintos. Ale´m disso, oferece primitivas de
broadcast “one to all” e “all to all” entre outras.
Apesar dos clusters SMPs (ou clusters de multicores) poderem ser programados uni-
camente com troca de mensagem, uma maneira mais eficiente de utiliza´-los consiste em
se usar um modelo de programac¸a˜o h´ıbrido, onde os nu´cleos trocam valores por memo´ria
compartilhada (com OpenMP [46] ou POSIX pthreads (pthreads)) e os computadores
trocam valores por troca de mensagens, com MPI.
3.2 FPGAs
Os FPGAs (Field Programmable Gate Arrays) [58] sa˜o circuitos integrados em larga
escala que podem ter sua configurac¸a˜o interna modificada apo´s a sua fabricac¸a˜o. Uma
de suas caracter´ısticas mais importantes sa˜o baixo o consumo de energia e um potencial
alto throughtput de operac¸o˜es. A capacidade do FPGA e´ medida pela nu´mero de blocos
lo´gicos configura´veis que ele possui ou pelo nu´mero de portas lo´gicas equivalentes.
Quase todos os FPGAs sa˜o compostos por blocos programa´veis compostos. Esses
blocos sa˜o compostos por registradores, elementos lo´gicos configura´veis e interconexo˜es.
Ale´m disso existem outras caracter´ısticas comuns aos FPGAS [58]:
• Elementos de Computac¸a˜o: compostos por alguns registradores e elementos lo´gicos
de baixo n´ıvel.
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• Tabelas de Lookup: Tambe´m chamadas de Lookup Table (LUT). Geralmente esta˜o
associadas a um ou mais registradores programa´veis e podem implementar func¸o˜es
lo´gicas atrave´s de diferentes entradas. Os detalhes de implementac¸a˜o variam de
acordo com a famı´lia e o fabricante.
• Memo´ria: A memo´ria pode ser global para todos elementos lo´gicos ou local para um
determinado grupo de elementos.
• Recursos de Roteamento: Fazem a interligac¸a˜o entre os elementos de processamento,
memo´ria interna e outras estruturas do circuito. Possuem velocidades e n´ıveis de
flexibilidade bem diferentes.
• Entrada e Sa´ıda Configura´vel: A placa de FPGA deve se comunicar com um compu-
tador hospedeiro. Normalmente possuem circuitos chamados de blocos de entrada
e sa´ıda cuja func¸a˜o e´ fazer o gerenciamento da comunicac¸a˜o.
Os FPGAs sa˜o geralmente programados com linguagens de descric¸a˜o de hardware
(Hardware Descripto Languages - HDL) que, ao serem compiladas, geram descric¸o˜es de
circuitos que sa˜o descarregadas no FPGA, para execuc¸a˜o. As linguagens de descric¸a˜o
mais comuns sa˜o VHDL e Verilog.
3.3 GPUs
As Unidades de Processamento Gra´fico (Graphics Processing Unit (GPU)) sa˜o micro-
processadores com func¸o˜es otimizadas para acelerar a renderizac¸a˜o gra´fica, executando
em hardware as func¸o˜es matema´ticas mais comuns.
Na metade da de´cada de 1990, iniciou-se uma forte demanda dos consumidores por
aplicac¸o˜es que empregavam gra´ficos 3D. Principalmente na a´rea de entretenimento ele-
troˆnico, as placas gra´ficas tornaram-se populares e progressivamente foram aumentando
a complexidade e criando ambientes tridimensionais mais realistas. Nesta e´poca treˆs em-
presas, NVidia, ATI e 3dfx, comec¸aram a lanc¸ar aceleradores gra´ficos a prec¸os acess´ıveis,
que se tornaram aceleradores gra´ficos populares [50].
As GPUs tambe´m sa˜o chamadas de stream processors, por causa da sua capacidade
de executar paralelamente a mesma operac¸a˜o sobre va´rios elementos de dados, conceito
chamado de SIMD (Single Instruction Multiple Data) na taxonomia de Flynn [13]. O alto
throughtput de operac¸o˜es aritme´ticas chamou a atenc¸a˜o de desenvolvedores e pesquisadores
que desejavam acelerar alguns problemas utilizando tal arquitetura.
Do ponto de vista da programac¸a˜o paralela, um marco importante nas tecnologias
dos aceleradores gra´ficos ocorreu no ano de 2001. Neste ano foi lanc¸ado o primeiro chip
industrial (NVidia GeForce 3) que implementava o rece´m-criado padra˜o da Microsoft
DirectX 8.0, que exigia que o hardware tivesse um vertex programa´vel e um esta´gio de
pixel shading programa´vel. Pela primeira vez, desenvolvedores tinham acesso a quais
exatas func¸o˜es seriam executadas nas GPUs de suas estac¸o˜es de trabalho [50].
Ao final da de´cada de 1990, eram muito limitadas as formas de interac¸a˜o com as GPUs.
Nessa e´poca, todo programa deveria simular uma renderizac¸a˜o tradicional de v´ıdeo para
poder executar em uma GPU. Desta forma, era muito complicado realizar operac¸o˜es com
ponto flutuante, muito desejadas por aplicac¸o˜es cient´ıficas, e operac¸o˜es de debug eram
praticamente imposs´ıveis de serem realizadas.
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De maneira a simplificar a programac¸a˜o das GPUs e permitir seu uso em a´reas que
na˜o fossem o processamento de imagens, surgiu programac¸a˜o de propo´sito geral em GPUs
(General-purpose computing on graphics processing units - GPGPU), que e´ o uso ambi-
entes e ferramentas de programac¸a˜o paralela para executar co´digos em unidades de pro-
cessamento gra´fico. Alguma linguagens foram criadas especificamente para este objetivo,
dentre as quais podemos citar CUDA [43], que sera´ detalhada na Sec¸a˜o 3.3.1.
3.3.1 Arquitetura CUDA
A arquitetura CUDA (Compute Unified Device Architecture) foi proposta pela NVidia
em novembro 2006 [50] e e´ usada para programar suas placas. E´ composta por elementos
em hardware de alto desempenho e software. A Figura 3.1 ilustra a arquitetura em
software.
Figura 3.1: Arquitetura CUDA [40].
Na camada mais baixa da arquitetura CUDA, existem engines paralelas de computac¸a˜o
que ficam presentes dentro das placas NVidia. Na camada imediatamente superior existe
um driver do sistema operacional que e´ responsa´vel pela inicializac¸a˜o do hardware, ale´m
da configurac¸a˜o e comunicac¸a˜o com a GPU. Acima desta camada, esta´ um outro driver
(CUDA Driver) que se executa em modo de usua´rio e proveˆ uma interface de programac¸a˜o
(API) de baixo n´ıvel. Dentro dessa API, existe o Parallel Thread eXecution (PTX) que
define uma ma´quina virtual de baixo n´ıvel e um conjunto de instruc¸o˜es da arquitetura
(ISA) para execuc¸a˜o de threads paralelas de propo´sito geral [42]. Compiladores de alto
n´ıvel como o CUDA geram instruc¸o˜es PTX que sa˜o otimizadas e traduzidas para um
conjunto de instruc¸o˜es espec´ıficas da arquitetura dispon´ıvel.
O n´ıvel acima da arquitetura ilustra as diversas possibilidades que esta˜o dispon´ıveis
para se controlar a GPU, ale´m de API CUDA: uma camada OpenCL [45], framework
desenvolvido para a execuc¸a˜o de aplicac¸o˜es paralelas em ambientes heterogeˆneos e algumas
camadas para suporte CUDA em outras linguaguens, como C, Fortran, Python.
O ambiente de desenvolvimento de software proveˆ um conjunto de ferramentas u´teis
para desenvolver aplicac¸o˜es na arquitetura CUDA. Podemos citar as bibliotecas que pro-
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veˆm soluc¸o˜es otimizadas para a arquitetura, como a transformada ra´pida de Fourrier, C
Runtime for CUDA, que permite a executar func¸o˜es padra˜o do C, ale´m de ferramentas
de compilac¸a˜o, debug e Visual Profiler.
3.3.2 Modelo de Programac¸a˜o em CUDA
Figura 3.2: Modelo de programac¸a˜o CUDA [43].
Um programa em CUDA possui a capacidade de executar instruc¸o˜es na GPU. Ele
pode ser dividido em duas partes: o co´digo “host” que e´ executado na CPU, e o co´digo
“device”, que se executa na placa de v´ıdeo. Os kernels sa˜o a forma pela qual o co´digo
host e´ capaz de chamar o co´digo device, sendo assim poss´ıvel a interac¸a˜o entre eles. Toda
func¸a˜o executada na placa gra´fica esta´ dentro de um kernel.
O modelo de programac¸a˜o massivamente paralela permite que va´rias instaˆncias se-
jam executadas em paralelo por diferentes threads. Cada thread possui um conjunto de
registradores e uma memo´ria local privada. Ale´m disso, cada thread possui um identifi-
cador u´nico dentro do seu bloco, que pode ser acessado atrave´s da varia´vel local built-in
threadIdx.
Conforme ilustrado na Figura 3.2, as threads podem ser agrupadas em blocos. Threads
que esta˜o no mesmo bloco podem se comunicar atrave´s de um tipo mais ra´pido de me-
mo´ria, e podem ser sincronizadas atrave´s de uma diretiva de barreira ( syncthreads()).
Os blocos de threads podem possuir de uma a treˆs dimenso˜es.
Va´rios fatores influenciam a ordem na qual os blocos sa˜o executados, como o nu´mero
de registradores que cada thread utiliza, e a quantidade de recursos [43]. Os blocos sa˜o
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escalonados em va´rios multiprocessadores. A` medida que a execuc¸a˜o de um bloco e´
terminada, um novo bloco e´ alocado a`quele processador ate´ que todos os blocos tenham
sido executados. Pore´m, a ordem de execuc¸a˜o dos blocos na˜o pode ser determinada.
Sendo assim, e´ necessa´rio que os blocos na˜o possuam uma dependeˆncia de dados entre si.
Os blocos de threads sa˜o organizados grids. Em verso˜es mais recentes do CUDA e´
poss´ıvel criar grids de uma a treˆs dimenso˜es, assim como os blocos. Cada bloco possui
um identificador u´nico que pode ser acessado pelo kernel atrave´s da varia´vel blockIdx.
Ao contra´rio dos blocos, na˜o existem chamadas de sincronia entre os grids. E´ esperado
que a sincronia dos grids sejam feitas atrave´s de diferentes chamadas de kernels.
Figura 3.3: Hierarquia da memo´ria em CUDA [43].
A arquitetura de memo´ria em CUDA, exemplificada na Figura 3.3, ilustra os n´ıveis de
agrupamento das threads e a memo´ria relacionada. Ale´m das memo´rias mostradas figura,
existem outros dois tipos de memo´ria: a memo´ria constante e a memo´ria textura.
• Local: memo´ria que apenas a thread pode acessar.
• Compartilhada: memo´ria otimizada para uma ra´pida comunicac¸a˜o entre as th-
reads. Permite a comunicac¸a˜o apenas entre threads do mesmo bloco.
• Global: memo´ria que pode ser lida e escrita por todas as threads.
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• Textura: permite acelerar o acesso a uma memo´ria global de leitura (read-only).
Para que este acesso seja acelerado, e´ necessa´rio que as threads possuam algum
padra˜o comum de acesso a memo´ria (coalesced) [43].
• Constante: pequena memo´ria ra´pida que pode ser lida por todas as threads
(read-only).
3.3.3 Arquitetura Fermi
Atualmente, uma arquitetura de GPU muito utilizada e´ a arquitetura Fermi [41] dis-
pon´ıvel em diversas placas da NVidia. Lanc¸ada para substituir a se´rie GF 200, possui
diversas modificac¸o˜es e algumas sera˜o detalhadas nesta sec¸a˜o.
Cada GPU da NVidia e´ composta por va´rios Stream Processors (SP), que sa˜o as
menores unidades de execuc¸a˜o da arquitetura. Um Stream Multiprocessor (SM) e´ um
conjunto de SPs agrupados com outros elementos, como memo´ria compartilhada, cache
L1 e o Special Function Units (SFU), que sa˜o unidades responsa´veis por processamento
de operac¸o˜es matema´ticas mais complexas. Nas placas com arquitetura Fermi, 32 SPs, 4
SFU e alguns outros elementos, sa˜o agrupados para formar 1 SM [39].
Figura 3.4: Arquitetura Fermi [41].
A Figura 3.4 representa a arquitetura Fermi, onde 16 SM de 32 nu´cleos sa˜o posiciona-
dos ao redor de um cache L2 comum. A porc¸a˜o mais clara e central da figura representa as
unidades de execuc¸a˜o. As porc¸o˜es me´dias nos extremos da figura representam as unidades
de escalonamento (scheduler e dispatch) em conjunto com um cache L1, um registrador.
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A arquitetura Fermi possui uma se´rie de mudanc¸as em relac¸a˜o ao seu predecessor,
dentre elas [41]: suporte a ate´ 512 nu´cleos; maior quantidade de memo´ria compartilhada;
64KB de RAM em cada SM que sa˜o particionados entre o cache L1 e memo´ria compar-
tilhada; precisa˜o dupla de operac¸o˜es de ponto flutuante; suporte a error-correcting code




Alinhamento Mu´ltiplo de Sequeˆncias
em Plataformas de Alto Desempenho
Nesse cap´ıtulo, sera˜o discutidas diversas propostas para execuc¸a˜o de ferramentas de
Alinhamento Mu´ltiplo de Sequeˆncias em Plataformas de Alto Desempenho. Na Sec¸a˜o
4.1 sera˜o apresentadas propostas para o alinhamento Mu´ltiplo de Sequeˆncias heur´ıstico
em plataformas de alto desempenho e na Sec¸a˜o 4.2 sera˜o apresentadas propostas para o
alinhamento mu´ltiplo exato em algumas dessas plataformas. Ao final do cap´ıtulo, sera˜o
apresentados e discutidos quadros comparativos das propostas.
4.1 Propostas de Alinhamento Heur´ıstico
4.1.1 MT-ClustalW
K. Chaichoompu et. al [6] criaram uma versa˜o do ClustalW (Sec¸a˜o 2.6.1) totalmente
multithreaded chamada MT-ClustalW. Ela e´ baseada em uma outra implementac¸a˜o cha-
mada ClustalW-SMP, criado por O. Duzlevski [10].
Utilizando uma ferramenta chamada “Intel Thread Profiler”, o ClustalW-SMP foi ana-
lisado e observou-se que apenas a fase 1 (alinhamento par a par) e a fase 2 (alinhamento
progressivo) foram paralelizadas.
A otimizac¸a˜o do MT-ClustalW foi realizada na fase 2. O co´digo e fluxograma de
execuc¸a˜o propostos sa˜o apresentados na Figura 4.1. Nele, os dois loops internos foram
movidos para func¸o˜es paralelas. Sa˜o criadas thread num func¸o˜es paralelas que recebem
um sinal da func¸a˜o principal e aguardam a execuc¸a˜o. Quando todas as threads esta˜o
ocupadas, a func¸a˜o principal aguarda que uma delas termine a execuc¸a˜o.
O co´digo foi implementando em C e utilizou a biblioteca pthread para obter para-
lelismo. Os testes foram realizados em uma estac¸a˜o com processador Intel Pentium D
Dual-Core com 2.8GHz e 2GB de memo´ria RAM. O sistema operacional utilizado foi o
MS Windows XP PRO SP 2, e a ma´quina na˜o possu´ıa nenhuma outra aplicac¸a˜o instalada.
Os tempos de execuc¸a˜o da fase 2 sa˜o comparados entre o MT-ClustalW e o ClustalW-
SMP. Em todos os casos, o MT-ClustalW apresentou desempenho melhor do que o do
ClustalW-SMP.
Na comparac¸a˜o dos me´todos, o speedup do MT-ClustalW em relac¸a˜o ao Clustal-SMP
e´ maior para sequeˆncias curtas, de ate´ 200 aminoa´cidos. Isto acontece porque a fase pa-
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(a) (b)
Figura 4.1: Co´digo otimizado do MT-ClustalW e fluxograma[6].
ralelizada do algoritmo MT-ClustalW possui tempo de execuc¸a˜o proporcional ao nu´mero
de sequeˆncias. As outras fases sa˜o proporcionais ao nu´mero de sequeˆncias e seu compri-
mento. Assim, quando o comprimento das sequeˆncias aumenta, mais tempo e´ gasto em
fases que sa˜o iguais em ambos algoritmos, desta forma o speedup diminui.
4.1.2 ClustalW-MPI
Em 2003, K. Li publicou um algoritmo que chamou de ClustalW-MPI [25], sendo muito
referenciado na literatura ([44, 6]) e utilizado para comparac¸a˜o com implementac¸o˜es do
ClustalW em outras arquiteturas de alto desempenho. Seu objetivo era utilizar um cluster
de estac¸o˜es de trabalho (Sec¸a˜o 3.1) com uma arquitetura de memo´ria distribu´ıda em uma
implementac¸a˜o que na˜o exige nenhum hardware ou software proprieta´rio.
A primeira etapa do algoritmo ClustalW e´ um alvo fa´cil para paralelizac¸a˜o, pois possui
uma granularidade grossa e as comparac¸o˜es par-a-par sa˜o independentes entre si. Ja´ as
duas u´ltimas etapas sa˜o um desafio maior para paralelizar pois possuem uma razoa´vel
dependeˆncia entre os dados.
Para a primeira fase, e´ utilizada uma estrate´gia de escalonamento chamada fixed-
size chunking (FSC), onde lotes de tarefas de um tamanho fixo sa˜o destinados para os
processadores dispon´ıveis.
Com os alinhamentos par-a-par calculados, uma a´rvore guia e´ produzida para servir de
topologia para o alinhamento final (Sec¸a˜o 2.6.1). Algumas modificac¸o˜es foram realizadas
no algoritmo para que o mesmo pudesse ser executado em O(N2), obtendo o mesmo
resultado do algoritmo original. Pore´m, este esta´gio normalmente utiliza menos de 1% do
tempo total de execuc¸a˜o.
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No u´ltimo esta´gio, os no´s externos da a´rvore sa˜o alinhados paralelamente. Esta abor-
dagem obviamente depende da topologia da a´rvore obtida. No melhor caso, e´ poss´ıvel
obter um speedup de N/logN .
Nos testes, foi utilizado um cluster composto por oito processadores dual-core, Pentium
III, 800 MHz conectados por Fast Ethernet. Foram alinhadas 500 sequeˆncias de prote´ınas
de um tamanho me´dio de 1100 aminoa´cidos. Neste teste, cada processador recebe um lote
de 80 alinhamentos em pares para realizar.
No artigo, sa˜o mostrados os tempos de execuc¸a˜o e os speedups obtidos com o ClustalW-
MPI para 500 sequeˆncias. O speedup do ca´lculo das distaˆncias e´ quase linear sendo 15,8x
usando 16 processadores. Ja´ para a fase 3 (alinhamento progressivo), e´ obtido um speedup
de 4,3x utilizando 16 processadores.
4.1.3 ClustalW em FPGA
T. Oliver et. al [44] criaram uma abordagem paralela baseada em FPGA (Sec¸a˜o 3.2)
para a execuc¸a˜o do ClustalW (Sec¸a˜o 2.6.1).
Analisando as fases dos treˆs esta´gios do ClustalW, os autores conclu´ıram que mais de
90% do tempo total de execuc¸a˜o foi gasto na primeira fase (alinhamentos em pares) e esta
foi a fase adaptada para hardware reconfigura´vel.
O ca´lculo que utiliza programac¸a˜o dinaˆmica exibe uma alta regularidade e pode ser
eficientemente mapeado em um array de pequenos elementos de processamento (PE).
Cada caractere de uma sequeˆncia (sequeˆncia de busca) e´ atribu´ıdo para cada PE e os
caracteres de uma segunda sequeˆncia (sequeˆncia database) percorrem os PEs. Desta
forma, cada PE potencialmente calcula uma ce´lula da matriz de programac¸a˜o dinaˆmica a
cada ciclo de clock. Foi necessa´rio particionar a sequeˆncia de busca, pois o comprimento
de uma t´ıpica sequeˆncia de aminoa´cido e´ maior que a quantidade de PEs que a placa
FPGA utilizada suporta.
Apesar da eficieˆncia no ca´lculo das matrizes, e´ necessa´rio obter o alinhamento das
sequeˆncias, e a operac¸a˜o de traceback na˜o pode ser ta˜o eficientemente paralelizada em
FPGA. Por isso, essa fase foi executada em CPU.
Nos testes, foi utilizada uma placa Xilinx Virtex II XC2V600, onde foi poss´ıvel aco-
modar 92 PEs a um clock de 34MHz. A implementac¸a˜o conseguiu um desempenho de
aproximadamente 1 GCUPS (Bilho˜es de Atualizac¸o˜es de Ce´lulas por Segundo). No ar-
tigo, sa˜o comparados os resultados do desempenho do ClustalW em FPGA e a soluc¸a˜o
em software do ClustalW, executando em um Pentium IV de 3GHz e 1GB de memo´ria
RAM.
Os resultados mostram que, para a primeira fase, foi poss´ıvel obter um speedup de 45
a 50 vezes.
Da mesma maneira que no ClustalW-MT, os melhores desempenhos sa˜o obtidos com
sequeˆncias mais curtas. Observou-se tambe´m que o tempo de execuc¸a˜o total foi acelerado
em mais de dez vezes, enquanto o speedup da fase 1 foi ao menos 45x. Sendo assim, os
autores conclu´ıram que o tempo de execuc¸a˜o da fase 1 (alinhamentos em pares) na˜o e´




GPU-ClustalW [27] e´ um exemplo de algoritmo que executa em GPUs que na˜o possuem
suporte a` computac¸a˜o de propo´sito geral, ou seja, o ClustalW (Sec¸a˜o 2.6.1) foi re-escrito
de forma a simular uma renderizac¸a˜o de v´ıdeo. Uma t´ıpica renderizac¸a˜o segue uma ordem
fixa de treˆs esta´gios de processamento, chamada de pipeline gra´fico.
O primeiro esta´gio, de processamento de ve´rtices, transforma um conjunto de ve´rtices
tridimensionais em uma tela de ve´rtices de duas dimenso˜es. Na segunda fase, o raste-
rizador converte a representac¸a˜o geome´trica dos ve´rtices em coordenadas de uma tela.
No final, o processador de fragmentos constro´i uma cor para cada pixel, lendo os pixels
de uma memo´ria de textura. As GPUs permitem programar o processador de ve´rtices
e de fragmentos. Pore´m, os programas de fragmentos podem ser utilizados para imple-
mentar qualquer operac¸a˜o matema´tica em um ou mais vetores de entrada (texturas ou
fragmentos) para computar a “cor” de um pixel.
Para calcular o alinhamento mu´ltiplo, apenas a primeira fase do algoritmo ClustalW
foi paralelizada, pois os autores conclu´ıram que mais de 93% do tempo gasto no algoritmo
e´ na primeira fase, conforme alguns testes de 200 a 1000 sequeˆncias.
Na implementac¸a˜o, e´ aproveitado o fato de que todos os membros de uma antidiagonal
da matriz podem ser calculados em paralelo (Wavefront tradicional, Sec¸a˜o 2.4). Como a
ce´lula de posic¸a˜o (i, j) possui como dependeˆncia os vizinhos (i−1, j) (i, j−1) e (i−1, j−1),
sempre sa˜o mantidas em memo´ria treˆs antidiagonais em treˆs buffers diferentes e e´ utilizado
um me´todo c´ıclico para sobrescreveˆ-los a cada iterac¸a˜o. As diagonais k − 1 e k − 2 sa˜o
armazenadas como texturas de entrada e a diagonal k e´ o alvo a ser renderizado. Na
iterac¸a˜o seguinte, k se torna k − 1, k − 1 se torna k − 2 e k − 2 se transforma em k.
Considerando um conjunto de n sequeˆncias, elas sa˜o ordenadas de acordo com o ta-
manho, de modo a calcular todas as n × (n − 1)/2 comparac¸o˜es em pares. Para melhor
desempenho, as sequeˆncias sa˜o armazenadas em texturas 2D e mu´ltiplas comparac¸o˜es em
pares podem ser feitas ao mesmo tempo.
No algoritmo, os valores H(i, j), H(i−1, j), H(i, j−1) sa˜o calculados para cada ce´lula
e armazenados em um canal-A de um pixel de cor RGBA em dois alvos de renderizac¸a˜o
separados. Cada pixel armazena uma conta matema´tica diferente para calcular o valor
da ce´lula usando Smith-Waterman [52] e considerando penalidades affine-gap [34].
O algoritmo proposto foi implementado com a linguagem de programac¸a˜o GLSL
(OpenGL Shading Language) e foi testado com a placa de v´ıdeo NVidia GeForce 7800
GTX, com 627 MHz, 512 MB de RAM a uma velocidade de 1.83 GHz, 8 processadores
de ve´rtices e 24 processadores de fragmentos. A estac¸a˜o onde os testes foram realizados
possu´ıa processador Intel Pentium4 3.0GHz, 1GB RAM, executando Windows XP.
Nos testes, foi poss´ıvel obter um speedup de 10 vezes, comparado a uma soluc¸a˜o em
software.
Outras ferramentas de alinhamento mu´tiplo, como T-Coffee (Sec¸a˜o 2.6.1) e MUSCLE
[11], tambe´m possuem fases que executam alinhamentos em pares e, de uma forma se-




O MSA-CUDA [28] e´ um algoritmo que utiliza GPU para executar o ClustalW (Sec¸a˜o
2.6.1). Ele e´ constru´ıdo utilizando CUDA (Sec¸a˜o 3.3.1). Nesta implementac¸a˜o, todas
as treˆs fases do algoritmo ClustalW foram paralelizadas e os resultados obtidos foram
superiores aos obtidos com um cluster de 32 processadores.
Na primeira fase do algoritmo, utiliza-se Smith-Waterman [52] para encontrar o ali-
nhamento o´timo de todos os pares de sequeˆncias que se deseja alinhar. Para obter o
alinhamento e´ utilizado o algoritmo traceback de Myers-Miller [35] utilizando espac¸o li-
near. Nesta fase, a computac¸a˜o das distaˆncias dos pares de sequeˆncias e´ definida como
uma tarefa. Foram testadas duas abordagens: paralelizac¸a˜o inter-task e paralelizac¸a˜o
intra-task [28].
Na paralelizac¸a˜o inter-task, cada tarefa e´ atribu´ıda para exatamente uma thread e
dimBlocks-tarefas sa˜o executadas em paralelo, dentro do bloco de threads. Na paraleli-
zac¸a˜o intra-task, cada tarefa e´ atribu´ıda para um bloco de threads, que contruibuem para
finalizar a tarefa em paralelo, utilizando as propriedades das antidiagonais da matriz. A
otimizac¸a˜o inter-task exige muitas tarefas para ser eficiente. Caso existam poucas tarefas
(≤ 100), os autores acreditam que a paralelizac¸a˜o intra-task e´ prefer´ıvel.
Va´rias otimizac¸o˜es foram utilizadas para se atingir um bom resultado. Primeiramente,
ordena-se todas as sequeˆncias pelo tamanho. Desta forma, a diferenc¸a do tempo de execu-
c¸a˜o de duas threads adjacentes no bloco de threads e´ reduzida. Para se obter um melhor
uso da largura de banda, todas as threads utilizam um acesso padronizado (coalesced) a`
memo´ria [43].
Ambos me´todos de paralelizac¸a˜o utilizam memo´ria constante para armazenar paraˆ-
metros de somente leitura, assim como a matriz de substituic¸a˜o (Sec¸a˜o 2.2). A matriz de
substituic¸a˜o e´ carregada para a memo´ria compartilhada ao ser acessada por uma thread,
pois diferentes threads frequentemente acessam o mesmo dado da matriz de substituic¸a˜o.
A memo´ria de textura e´ utilizada para armazenar as sequeˆncias ordenadas. Estas sa˜o as
otimizac¸o˜es apresentadas para a primeira fase do algoritmo.
Na segunda fase, a a´rvore guia e´ constru´ıda atrave´s do me´todo neighbor-joining (NJ).
O algoritmo utilizado para esta fase e´ apresentado em detalhes em um outro trabalho dos
autores [29]. Esta fase pode ser dividida em duas subfases: reconstruc¸a˜o de uma a´rvore
sem raiz e criac¸a˜o da raiz da a´rvore NJ com o ca´lculo do peso das sequeˆncias. Um bloco
de threads e´ responsa´vel por calcular as diferenc¸as entre os filhos de cada no´ da a´rvore e
cada thread e´ responsa´vel por calcular em um subconjunto separado de no´s. Nesta etapa,
a memo´ria compartilhada e´ utilizada para armazenar resultados e a memo´ria de textura
e´ utilizada para armazenar a estrutura da a´rvore.
Na u´ltima fase e´ realizada uma se´rie de alinhamentos segundo a estrutura da a´rvore.
Obviamente, em uma a´rvore, todos os alinhamentos que esta˜o no mesmo n´ıvel podem
ser paralelizados. Pore´m, mesmo alinhamentos que na˜o esta˜o no mesmo n´ıvel podem ser
paralelizados, como pode ser visto na Figura 4.2, onde os alinhamentos de mesmo padra˜o
podem ser calculados em paralelo.
Para fazer a paralelizac¸a˜o, cada poss´ıvel alinhamento possui uma flag indicando se ja´
foi ou na˜o alinhado. Caso um alinhamento possua dois filhos que ja´ foram alinhados, ele e´
marcado para ser alinhado na pro´xima iterac¸a˜o. Caso contra´rio, ele devera´ aguardar ate´
que os dois filhos sejam alinhados. O processo e´ repetido ate´ que todos os no´s tenham
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Figura 4.2: Exemplo de a´rvore produzida na segunda fase do MSA-CUDA [28].
sido alinhados. Todos os ca´lculos de comparac¸a˜o em pares dos alinhamentos que sa˜o
produzidos sa˜o realizados na GPU.
Treˆs algoritmos foram utilizados nos testes: ClustalW Sequencial, MSA-CUDA e
ClustalW-MPI (Sec¸a˜o 4.1.2) executando-se em um cluster de 32 processadores.
O MSA-CUDA foi implementado em CUDA C e testado em uma estac¸a˜o com uma
placa NVidia GeForce GTX 280 e 1 GB RAM e um processador AMD Opteron 248 2.2
GHz.
Nos resultados obtidos, a fase 1 do algoritmo claramente possuiu um melhor desempe-
nho utilizando a abordagem inter-task. Por isso, se existir memo´ria suficiente na GPU, o
MSA-CUDA escolhe a otimizac¸a˜o inter-task para esta fase. Os speedups sa˜o maiores em
um nu´mero menor de sequeˆncias, mas de comprimento maior, pois neste caso o esforc¸o
computacional e´ maior.
Na fase dois, era esperado que o tamanho das sequeˆncias na˜o influenciasse no desem-
penho e por isso os melhores speedups foram obtidos nessa fase com o aumento do nu´mero
das sequeˆncias. Na terceira fase, existe uma grande divergeˆncia entre os speedups obtidos.
Isto acontece pois a topologia da a´rvore guia e o tamanho das sequeˆncias interferem no
desempenho. Normalmente, um nu´mero grande de sequeˆncias longas significa um melhor
speedup.
Finalmente, os autores fazem a comparac¸a˜o entre o MSA-CUDA, o ClustalW-MPI e o
ClustalW sequencial. Para um grande nu´mero de sequeˆncias, o desempenho do ClustalW-
MPI cai muito pois a segunda fase exige grande esforc¸o computacional e o ClustalW-MPI
na˜o paraleliza esta fase. Entretanto, mesmo no caso em que o ClustalW-MPI apresenta
um bom desempenho em relac¸a˜o ao sequencial, uma u´nica GPU utilizando MSA-CUDA
e´ capaz de ultrapassar o desempenho do ClustalW-MPI em um cluster com 32 processa-
dores, mostrando uma excelente relac¸a˜o de custo/desempenho.
4.1.6 G-MSA
G-MSA [4] e´ uma proposta de implementac¸a˜o do algoritmo T-Coffee (Sec¸a˜o 2.6.1) em
GPU. Inicialmente, as sequeˆncias de entrada sa˜o recebidas pela CPU e a GPU e´ usada
para gerar os alinhamentos globais de todos os poss´ıveis pares de sequeˆncia, bem como os
10 melhores alinhamentos locais sem sobreposic¸a˜o de todos os poss´ıveis pares de sequeˆncia.
A seguir, a fase de construc¸a˜o da biblioteca prima´ria (PL) tambe´m e´ executada em GPU.
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Devido a` grande necessidade de memo´ria, essa fase e´ dividida em subproblemas, chamadas
de janelas. Cada janela e´ processada por vez em GPU. A seguir, a biblioteca estendida
(ES) tambe´m e´ gerada na GPU, usando uma estrate´gia que otimiza o uso de memo´ria.
O algoritmo proposto foi implementado em C e CUDA e testado em 2 placas NVidia
GTX-480. Os resultados foram obtidos com 25 a 500 sequeˆncias, cujo o tamanho variava
de 100 a 420 aminoa´cidos. O G-MSA foi comparado com verso˜es sequenciais do T-Coffee,
Clustal-W e ClustalW-MPI (Sec¸a˜o 4.1.2), entre outros. Quando comparado ao T-Coffee
sequencial, o G-MSA obteve um speedup de 193x, usando uma u´nica GPU e fazendo o
alinhamento mu´ltiplo com a biblioteca estendida. O G-MSA, usando somente a biblioteca
prima´ria, conseguiu ser 10x mais ra´pido que o ClustalW sequencial.
4.2 Propostas de Alinhamento Exato
4.2.1 MSA exato com MPI
Helal et. al [17–19] apresentam estrate´gias em MPI para calcular o alinhamento mu´l-
tiplo exato, que reduzem o espac¸o de busca sem usar o Carrillo-Lipman (Sec¸a˜o 2.5). Em
[19], Helal et. al utilizam uma abordagem mestre/escravo, o espac¸o e´ dividido em ondas
de computac¸a˜o que conte´m partic¸o˜es equidistantes de um mesmo ponto de origem. Essas
ondas sa˜o pre´-processadas para acelerar a computac¸a˜o. O processo mestre e´ responsa´-
vel por consumir recursos e escalonar as partic¸o˜es nos processadores. Ha´ um custo de
comunicac¸a˜o dentro e atrave´s das ondas de processamento. Na abordagem distribu´ıda
[17, 18], na˜o existe um processador mestre e o escalonamento de partic¸o˜es se da´ atrave´s
da interac¸a˜o entre processadores vizinhos.
O algoritmo proposto em [19] foi implementado em C e MPI, podendo ser executado em
ambientes com ate´ 64 processadores. Foi utilizado um SunFire X2200 com 2 processadores
AMD Opteron quad core de 2.3 GHz, 512 Kb L2 cache e 2 MB L3 em cada processador.
A estac¸a˜o estava equipada com 8GB RAM e 8 cores foram utilizados.
Seqs. Tamanho Espac¸o de busca (%) Tempo total (s) SP
2 20 51,0 0,07 5
2 20 75,0 0,10 5
2 20 99,0 0,13 5
2 20 100 0,11 5
3 31 8,21 0,24 10
3 31 20,36 1,05 5
3 31 83,59 1,91 5
3 31 99,94 4,61 5
5 41 0,14 115,37 -41
5 41 0,97 916,71 -116
5 41 3,39 8381,24 -219
5 41 8,35 50321,35 -219
5 41 16,62 214324,39 -219
Tabela 4.1: Resultados Experimentais do MSA exato com MPI [19]
Como pode ser visto na Tabela 4.1, o nu´mero de sequeˆncias comparadas e´ muito
pequeno (ate´ 5) e seu tamanho ma´ximo tambe´m e´ pequeno (ate´ 41). Como o algoritmo
implementado e´ exato e, portanto, executa-se em tempo exponencial, pode ser notada
a grande diferenc¸a entre os tempos de comparac¸a˜o de treˆs sequeˆncias e os tempos de
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comparac¸a˜o de cinco sequeˆncias. Os testes realizados aumentam gradativamente o espac¸o
de busca e mostram a porcentagem deste que foi necessa´ria para encontrar o alinhamento
o´timo.
4.2.2 MSA exato em FPGA
Utilizando FPGA (Sec¸a˜o 3.2), Yamaguchi et. al [30] implementaram o algoritmo
Carrillo-Lipman (Sec¸a˜o 2.5) para o alinhamento mu´ltiplo exato. Sua soluc¸a˜o consiste em
utilizar o FPGA para calcular o escore visitando todos os vizinhos de uma ce´lula do espac¸o
de busca e utilizar dados calculados em software para auxiliar na reduc¸a˜o do espac¸o de
busca.
No circuito implementado, a programac¸a˜o dinaˆmica N -dimensional e´ realizada
repetindo-a em duas dimenso˜es e variando as outras dimenso˜es. Considere X, Y , Z e
T os tamanhos de quatro sequeˆncias nos eixos x, y, z e t respectivamente. Sejam Wx,
Wy, Wz e Wt as partes de uma sequeˆncia que pode ser processada continuamente, sem
ser necessa´ria qualquer entrada ou sa´ıda de dados da placa. A Figura 4.3 mostra como a
programac¸a˜o dinaˆmica em treˆs dimenso˜es e´ realizada atrave´s de repetic¸o˜es de uma pro-
gramac¸a˜o dinaˆmica de duas dimenso˜es. A a´rea em processamento e´ chamada de janela
de varredura [30].
O total de ciclos pode ser aproximado por [30]:
4 dimenso˜es:
max(Wx +Wy, 24
2/8× 2)× XY ZT
WxWy
+max(242/2,WxWy × 2/5)× XY ZTWxWyWz
5 dimenso˜es:
max(Wx +Wy, 24
2/16× 2)× XY ZTU
WxWy
+max(244/2,WxWy × 2/5)× XY ZTUWxWyWz +
max(242/2,Wx,Wy,Wz × 2/5)× XY ZTUWxWyWzWt
Para implementar o me´todo de Carrillo-Lipman, seja P , assim como mostrado na
Sec¸a˜o 2.5, o conjunto do espac¸o de busca reduzido. O limite do espac¸o de busca que deve
ser calculado para se obter o alinhamento e´ calculado em CPU e carregado em bancos
externos de memo´ria na placa FPGA. Antes de iniciar o ca´lculo de alguma janela de
varredura, o algoritmo decide se a janela de varredura atual deve ou na˜o ser calculada.
Desta forma, o espac¸o de busca e´ reduzido.
Dois circuitos foram implementados, um para alinhamento de quatro sequeˆncias e
outro para alinhamento de cinco sequeˆncias com frequeˆncias de 36MHz e 31MHz, respec-
tivamente. A frequeˆncia baixa de operac¸a˜o e´ causada pelos seletores para escolher entre
2n − 1 candidatos.
A Tabela 4.2 compara o desempenho do MSA em FPGA com MSA 2.0 (Sec¸a˜o 2.5.4),
executado em um processador Intel Pentium4 3 GHz com 2GB de memo´ria. O speedup
obtido e´ influenciado pela similaridade das sequeˆncias comparadas. Quando as sequeˆncias
sa˜o muito semelhantes, a soluc¸a˜o em software funciona muito bem, pois grande parte do
espac¸o de busca na˜o e´ calculado. Por outro lado, grandes blocos de processamento sa˜o
sempre executados em FPGA, resultando em um desempenho inferior neste caso.
Por na˜o ser sempre superior, e´ aconselha´vel utilizar a soluc¸a˜o em FPGA em paralelo
com a software, pois algumas soluc¸o˜es podem ser melhores sem utilizar FPGA. Para pro-
blemas de baixa similaridade foi poss´ıvel obter speedups de ate´ 50 vezes quando comparada
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Figura 4.3: Programac¸a˜o dinaˆmica em treˆs dimenso˜es [30].
problema Tamanho das seqs. Tempo de execuc¸a˜o (s) Speedup
MSA 2.0 FPGA
1ajsA 364, 373, 358, 387 115,0 2,33 49
1bgl 993, 962, 950, 938 956,7 19,6 49
1gowA 469, 451, 476, 481 124,4 4,46 28
1ac5 483, 450, 421, 425 68,0 4,10 17
arp 380, 395, 418, 398, 394 597,9 304 2,0
1pkm 443, 439, 434, 449 3,36 1,89 1,8
glg 458, 475, 486, 484, 438 15,4 208 0,07
Tabela 4.2: Resultados Experimentais do MSA exato em FPGA [30].
a` soluc¸a˜o em software. Como trabalhos futuros, e´ proposto melhorar a baixa frequeˆncia
dos circuitos.
4.3 Quadro Comparativo
Nesta sec¸a˜o sa˜o comparadas as implementac¸o˜es do alinhamento mu´ltiplo de sequeˆncias
descritas nas Sec¸o˜es 4.1 e 4.2, Nessa comparac¸a˜o sa˜o considerados o nu´mero de sequeˆncias,
o tempo obtido (se dispon´ıvel), o ano do trabalho e o speedup (quando existir).
A Tabela 4.3 compara as implementac¸o˜es de algoritmos heur´ısticos em plataformas
de alto desempenho. Como pode ser visto, o ClustalW foi o algoritmo mais adaptado
para plataformas de alto desempenho. Quanto ao tipo de plataforma usada, observamos
que as implementac¸o˜es mais recentes sa˜o feitas em GPU e que, para o ClustalW, as
implementac¸o˜es mais recentes conseguem comparar ate´ 8000 sequeˆncias em GPU. Os
melhores speedups sa˜o tambe´m obtidos em GPUs, sendo que alguns sa˜o compara´veis a
um cluster de 32 cores.
Ainda na Tabela 4.3, uma implementac¸a˜o que utiliza GPU [27] teve um speedup inferior
quando comparado ao uso de hardware reconfigura´vel [44], mas alguns anos depois, com a
evoluc¸a˜o das GPUs e, possivelmente, uma implementac¸a˜o melhor, o speedup me´dio obtido
foi maior [28]. Apesar de que os speedups citados sa˜o os que foram apresentados nos
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artigos e servem apenas como uma noc¸a˜o da acelerac¸a˜o, na˜o deve ser feita a comparac¸a˜o
direta entre eles. Os speedups variam de acordo com a forma utilizada para medir tempo,
com as sequeˆncias utilizadas, com o tamanho delas e a quantidade de sequeˆncias. Em
cada trabalho, a forma de medir o tempo muitas vezes na˜o era citada e os conjuntos de
sequeˆncias utilizados eram diferentes.
Ref. Algortimo Tipo Ano Seqs. (Tamanho) Tempo (s) Speedup
MT-ClustalW SMP (8threads) 2006
200 (200) 22 1,18
800 (800) 7550 1,13[6]
500 (500) 2194,5 1,13
[25] ClustalW-MPI Cluster (16 cores) 2003 500 (1000) 13000 9
ClustalW em FPGA FPGA 2005
200 (412) 14,7 13,3
1000 (446) 399,5 11,8[44]
600 (448,4) 181,28 12,08
GPU ClustalW GPU 2006
1000 (446) 680,7 6,9
[27]
600 (436,4) 311,92 6,92
MSA-CUDA (ClustalW) GPU 2009
400 (856) 32,29
8000 (73) N/A 10,38[28]
3233 (392,8) 22,3
G-MSA (T-Coffee) GPU 2012
25 (100) 5 (PL) e 5 (ES) 10
[4]
500 (420) 9 (PL) e 700 (ES) 193
Tabela 4.3: Comparac¸a˜o entre as estrate´gias paralelas heur´ısticas em plataformas de alto desempenho
A Tabela 4.4 apresenta as implementac¸o˜es de algoritmos exatos de alinhamento mu´l-
tiplo de sequeˆncias em plataformas de alto desempenho. Como pode ser visto, so´ en-
contramos duas propostas de implementac¸a˜o do algoritmo exato. Essas duas propostas
comparam poucas sequeˆncias (ate´ 5) e possuem um tempo de execuc¸a˜o expressivo. A
nosso conhecimento, na˜o existe implementac¸a˜o em GPU do algoritmo MSA exato.
As arquiteturas de hardware reconfigura´vel apresentam um speedup considera´vel, tanto
que a melhor ferramenta conhecida para o algoritmo o´timo utiliza FPGA [30].
Ref. Tipo Ano Seqs. (Tamanho) Tempo (s) Speedup




MSA exato em FPGA 2007
4 (370,5) 2,33 49
4 (960,75) 19,6 49
5 (397) 304 2,0
5 (467,8) 208 0,07
[30]
4,28 (635) 77,8 21
Tabela 4.4: Comparac¸a˜o entre as estrate´gias paralelas exatas em plataformas de alto desempenho.
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Cap´ıtulo 5
Projeto Carrillo-Lipman em GPU
para Alinhamento Mu´ltiplo Exato
5.1 Considerac¸o˜es Iniciais
Conforme visto na Sec¸a˜o 2.3, o problema do alinhamento mu´ltiplo de sequeˆncias e´
NP-Dif´ıcil, pois o nu´mero de vizinhos que precisam ser visitados para calcular o valor da
ce´lula corrente aumenta exponencialmente com o nu´mero de sequeˆncias. Carrillo-Lipman
(Sec¸a˜o 2.5) propuseram limites inferior e superior que permitem que algumas ce´lulas na˜o
sejam calculadas, reduzindo assim o espac¸o de busca. Mesmo com essa reduc¸a˜o, o espac¸o
de busca continua exponencial e sua explorac¸a˜o em tempo ha´bil necessita de plataformas
de computac¸a˜o alto desempenho.
As GPUs (Sec¸a˜o 3.3) oferecem alto desempenho atrave´s da explorac¸a˜o de processa-
mento massivamente paralelo, que permite a execuc¸a˜o simultaˆnea de milhares de threads.
Para o projeto da estrate´gia paralela para execuc¸a˜o do Carrillo-Lipman decidimos
enta˜o utilizar GPUs. Para a adaptac¸a˜o do Carrillo-Lipman a GPUs, consideramos duas
estrate´gias de organizac¸a˜o de threads, que chamamos de abordagem de granularidade
grossa e abordagem de granularidade fina.
Na abordagem de granularidade grossa, cada thread calcula o valor de uma ce´lula no es-
pac¸o de busca. Para percorrer o espac¸o de busca, os ı´ndices das threads sa˜o pre´-calculados
e armazenados em um array chamado de wavefront pre´-calculado. Pore´m, nesta estrate´-
gia de granularidade grossa, detectou-se que o nu´mero de ce´lulas calculadas em paralelo
pode diminuir ao se percorrer o espac¸o de busca, reduzindo assim o desempenho. Sendo
assim, foi necessa´rio projetar uma outra estrate´gia.
Pensando no crescimento exponencial dos vizinhos, uma estrate´gia de granularidade
fina foi elaborada. Nela, cada thread calcula o valor de um vizinho e um bloco de threads
calcula o valor de uma ce´lula do espac¸o de busca. Para percorrer o espac¸o de busca,
utiliza-se um comportamento semelhante ao trabalho em FPGA [30] para o alinhamento
mu´ltiplo, descrito na Sec¸a˜o 4.2.2, pore´m o comportamento e´ ligeiramente alterado para
na˜o se utilizar uma janela de processamento, mas sim diagonais de um plano do espac¸o
de busca.
Neste cap´ıtulo sa˜o descritas as abordagens de granularidade grossa e granularidade
fina, destacando-se as vantagens e os desafios encontrados para cada uma dessas estrate´-
gias.
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5.2 Estrate´gia de Granularidade Grossa
5.2.1 Visa˜o Geral
A estrate´gia de granularidade grossa utiliza o wavefront multidimensional (Sec¸a˜o 2.4,
onde cada thread da GPU calcula uma ce´lula da matriz de programac¸a˜o dinaˆmica. A
Figura 5.1 apresenta uma visa˜o geral dessa estrate´gia.
Figura 5.1: Resumo da estrate´gia de granularidade grossa.
Inicialmente, o usua´rio solicita a execuc¸a˜o informando as sequeˆncias e o limite do
Carrillo-Lipman (delta cl) (Figura 5.1a). O programa, enta˜o, executando em CPU, leˆ
as sequeˆncias e os ı´ndices do wavefront pre´-calculado (Figura 5.1b). Esses ı´ndices foram
calculados previamente e visam acelerar o ca´lculo em GPU. A seguir, e´ executado o mo´dulo
de inicializac¸a˜o da execuc¸a˜o em GPU (Figura 5.1c) que copia as sequeˆncias, os ı´ndices
pre´-calculados e o delta cl para GPU.
O ca´lculo da matriz de programac¸a˜o dinaˆmica e´ enta˜o feito de forma iterativa da se-
guinte maneira. Para cada wavefront, um kernel em GPU e´ invocado (Figura 5.1d), tendo
os deltas do espac¸o de busca como paraˆmetro. Esses deltas indicam os deslocamentos do
wavefront multidimensional (Sec¸a˜o 2.4) em relac¸a˜o a` origem do espac¸o de busca e deter-
minam as ce´lulas que sera˜o calculadas nessa iterac¸a˜o. O ca´lculo propriamente dito e´ feito
por N threads em GPU, onde cada thread calcula uma ce´lula da matriz de programac¸a˜o
dinaˆmica (Figura 5.1e). Para esse ca´lculo, ce´lulas anteriormente calculadas da matriz
de programac¸a˜o dinaˆmica sa˜o lidas. Caso na˜o haja threads suficientes para calcular um
wavefront inteiro, diferentes partes do mesmo wavefront podem ser calculadas em diver-
sas iterac¸o˜es. Ao terminar o ca´lculo, uma ou mais threads podem concluir que o limite
Carrillo-Lipman foi atingido. Se esse for o caso, a varia´vel bound reached e´ setada para
1 e e´ usada pela CPU para descartar a execuc¸a˜o de wavefronts que na˜o sa˜o necessa´rios.
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Ao final do ca´lculo da matriz de programac¸a˜o dinaˆmica, o escore o´timo e´ copiado para
CPU (Figura 5.1f). Finalmente, o escore o´timo e´ retornado para o usua´rio.
5.2.2 Ca´lculo do wavefront uma thread por ce´lula
A Figura 5.2 ilustra as modificac¸o˜es do algoritmo exato para a estrate´gia grossa, onde
cada thread calcula o valor de uma ce´lula do espac¸o de busca.
O retaˆngulo das linhas 1 a 3 destaca um trecho de co´digo que foi paralelizado. Algumas
das ce´lulas percorridas sa˜o calculadas em paralelo, obedecendo a dependeˆncia de dados
do wavefront multidimensional (Sec¸a˜o 2.4). O retaˆngulo dass linhas 4 a 30 destaca o
co´digo que e´ executado em GPU. Inicialmente, cada thread calcula os valores de match e
mismatch das sequeˆncias comparadas (linhas 4 a 20). Posteriormente, todos os valores dos
vizinhos sa˜o consultados e os poss´ıveis valores que a ce´lula pode assumir sa˜o calculados e
armazenados localmente em cada thread (linhas 22 a 28). Ao final, o menor dentre esses
valores e´ escolhido e armazenado como o valor da ce´lula que foi calculada (linha 30).
O objetivo e´ que algumas ce´lulas percorridas das linhas 1 a 3 da Figura 5.2 sejam
calculadas em paralelo. Para isso, definimos que um bloco de threads ira´ calcular um wa-
vefront multidimensional. O tamanho deste wavefront depende de dois fatores: o nu´mero
de sequeˆncias e o nu´mero ma´ximo de threads em um bloco suportadas pelo hardware.
Optamos por utilizar um programa auxiliar para calcular, em tempo de compilac¸a˜o,
os ı´ndices necessa´rios a` execuc¸a˜o de cada wavefront e armazena´-los no que chamamos de
“wavefront pre´-calculado.”, para acelerar a computac¸a˜o.
1 thread/bloco 3 threads/bloco 6 threads/bloco 512 threads/bloco 1024 threads/bloco
(0,0,0) (0,0,1) (0,0,2) (0,0,30) (0,0,43)
(0,1,0) (0,1,1) (0,1,29) (0,1,42)





1 3 6 496 990
de threads:
Tabela 5.1: I´ndices do wavefront pre´-calculado, e seu tamanho, pelo nu´mero de threads por bloco para
3 sequeˆncias.
1 thread/bloco 4 threads/bloco 10 threads/bloco 512 threads/bloco 1024 threads/bloco
(0,0,0,0) (0,0,0,1) (0,0,0,2) (0,0,0,12) (0,0,0,16)
(0,0,1,0) (0,0,1,1) (0,0,1,11) (0,0,1,15)
(0,1,0,0) (0,0,2,0) (0,0,2,10) (0,0,2,14)








1 4 10 455 969
de threads:
Tabela 5.2: I´ndices do wavefront pre´-calculado, e seu tamanho, pelo nu´mero de threads por bloco para
4 sequeˆncias.
39
Figura 5.2: Alterac¸o˜es no algoritmo para a estrate´gia grossa.
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As Tabelas 5.1 e 5.2 mostram os nu´meros de ce´lulas que podem ser calculadas em
paralelo em um wavefront multidimensional de treˆs e quatro sequeˆncias, respectivamente,
de acordo com a capacidade do hardware. Neste caso, consideramos um ma´ximo de 1024
threads por bloco. As cinco colunas mostram o wavefront pre´-calculado, dependendo do
nu´mero de threads por bloco. Ao percorrer o espac¸o de busca os valores do wavefront
pre´-calculado sa˜o somados aos deslocamentos em relac¸a˜o a` origem (varia´veis delta).
Os valores apresentados nas Tabelas 5.1 e 5.2 sa˜o facilmente calculados por um pro-
grama auxiliar. Este array produzido e´ chamado de wavefront pre´-calculado, sendo ar-
mazenado em memo´ria local da GPU e as threads o utilizam para descobrir qual ce´lula
dentro de um wavefront elas devem calcular.
Desta forma, e´ evitado reca´lculo de ce´lulas, ou seja, duas threads diferentes na˜o calcu-
lam a mesma ce´lula e sa˜o reduzidos os ca´lculos para se gerar os esses ı´ndices em tempo
de execuc¸a˜o.
5.2.3 Percorrendo o espac¸o de busca
Nesta sec¸a˜o, iremos explicar como funciona o esquema de percorrer o espac¸o de busca
como se o limite Carrillo-Lipman na˜o fosse utilizado, ou seja, quando todas as ce´lulas do
espac¸o de busca sa˜o calculadas.
O algoritmo e´ dividido em treˆs fases. A primeira fase consiste no ca´lculo das primeiras
ce´lulas da matriz de programac¸a˜o ate´ um limite de nu´mero de threads (T) determinado
pelo hardware. A segunda fase consiste em se calcular T ce´lulas paralelamente e a terceira
fase e´ o calculo das ce´lulas restantes, com um nu´mero de threads menor que T.
Na primeira fase, comec¸a-se calculando o primeiro wavefront (ce´lula (0,0,0)) na Figura
5.3, e se continua calculando wavefronts completos enquanto apenas um bloco conseguir
calcular todas as ce´lulas dispon´ıveis nos wavefronts. Desta forma, na primeira iterac¸a˜o,
a primeira coluna da Tabela 5.1 e´ calculada, na segunda iterac¸a˜o, a segunda coluna e´
calculada, e continua-se com este crescimento enquanto existir um nu´mero de ce´lulas que
o hardware suporte. Ate´ esse limite, todas as ce´lulas sa˜o calculadas na pro´xima iterac¸a˜o
do algoritmo.
Figura 5.3: Primeiros passos para percorrer o espac¸o de busca utilizando a estrate´gia de granularidade
grossa.
Como normalmente existe um nu´mero maior de ce´lulas do que o nu´mero de threads
suportado pelo hardware, alguns wavefronts na˜o podem ser inteiramente calculados em um
u´nico bloco de threads. Nesse caso, partes do mesmo wavefront sa˜o calculadas desviando-se
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Figura 5.4: Passos finais para percorrer o espac¸o de busca utilizando a estrate´gia de granularidade
grossa.
em uma das dimenso˜es, conforme a Figura a 5.4. Sa˜o utilizados contadores delta (delta x,
delta y e delta z) que armazenam o desvio do wavefront que esta´ sendo calculado em
relac¸a˜o a` origem. No comec¸o desta fase, todos os contadores delta possuem o valor 0 e
enta˜o delta x e´ aumentado em 1 e o kernel e´ invocado, com os novos paraˆmetros, enquanto
delta x for menor que o comprimento da primeira sequeˆncia.
Durante a terceira fase, u´ltima etapa da Figura 5.4, o valor de delta x volta a ser
novamente a zero e o valor de delta y e´ aumentado em 1. Inicia-se enta˜o um ciclo parecido
com o da segunda fase, mas calculando as ce´lulas que ainda na˜o foram calculadas. Quando
delta x possuir o tamanho da primeira sequeˆncia e delta y possuir o tamanho da segunda
sequeˆncia, seus valores voltam a ser zero e delta z e´ incrementado em 1.
Este ciclo e´ repetido ate´ que delta x, delta y e delta z possuam o tamanho da primeira,
segunda e terceira sequeˆncia, respectivamente. Nesta hora, a u´ltima ce´lula possui o escore
do alinhamento mu´ltiplo exato.
5.2.4 Utilizando o limite de Carrillo-Lipman
Na nossa estrate´gia de granularidade grossa, o limite de Carrillo-Lipman para se des-
cartar ce´lulas sera´ obtido atrave´s da execuc¸a˜o do programa MSA 2.0 (Sec¸a˜o 2.5.4) e e´
utilizado pela nossa estrate´gia para eliminar espac¸o de busca que na˜o influencie no escore
do alinhamento o´timo. Este valor e´ recebido como argumento (Figura 5.1(a)) e e´ passado
para a GPU em uma varia´vel chamada delta cl (δ).
Antes de calcular um wavefront, uma varia´vel, bound unreached, e´ inicializada com 0.
Ao final da execuc¸a˜o de cada kernel, caso alguma ce´lula calculada pelo wavefront possua
o valor menor que δ, o valor bound unreached e´ alterado para 1.
Desta forma, se todas as ce´lulas do wavefront calculado na˜o influenciarem para o
ca´lculo do alinhamento o´timo, bound unreached possui valor 0 ao final da execuc¸a˜o e
alguns wavefronts seguintes podem ser descartados. Nesta hora, o valor de delta x e´
incrementado imediatamente para o tamanho da primeira sequeˆncia e as ce´lulas que na˜o
foram calculadas sa˜o inicializadas com infinito. Assim, ao serem lidas, o seu valor sera´ o
maior poss´ıvel e na˜o sera´ escolhido entre os menores escores. Desta forma, o escore exato
do alinhamento mu´ltiplo de sequeˆncias e´ obtido.
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5.2.5 Estruturas em Memo´ria
Nesta sec¸a˜o mostraremos as principais estruturas em memo´ria, os tipos de memo´rias
utilizadas e o tamanho de cada uma para alinhamento mu´ltiplo exato de treˆs sequeˆncias
de tamanho n. As memo´rias utilizadas sa˜o da GPU NVidia e suas caracter´ısticas foram
descritas na Sec¸a˜o 3.3.
• Sequeˆncias: as sequeˆncias sa˜o armazenadas na memo´ria constante. Cada ami-
noa´cido das sequeˆncias ocupa um byte em memo´ria. Tambe´m sa˜o armazenados treˆs
contadores com o tamanho das sequeˆncias.
• Matriz de programac¸a˜o dinaˆmica: A matriz de programac¸a˜o dinaˆmica e´ uma
matriz nk. A princ´ıpio, e´ armazenado todo o espac¸o de busca. A descric¸a˜o de uma
melhora para a reduc¸a˜o do uso de memo´ria e´ feita na Sec¸a˜o 5.2.7. Este e´ o fator
limitante do tamanho das sequeˆncias da abordagem. Por seu tamanho, a matriz de
programac¸a˜o dinaˆmica e´ armazenada em memo´ria global.
• Deltas: para que o kernel identifique qual wavefront esta´ sendo calculado, ele re-
cebe como argumento treˆs varia´veis: delta x, delta y e delta z, que sa˜o os desvios em
relac¸a˜o a` primeira ce´lula calculada pelo algoritmo. Essas varia´veis sa˜o armazenadas
em memo´ria local.
• I´ndices do wavefront pre´-calculado: O wavefront pre´-calculado foi explicado
na Sec¸a˜o 5.2.2 e e´ armazenado em memo´ria global. O tamanho M do array pode
variar de acordo com o hardware utilizado, podendo chegar ate´ 1024 [43].
• Escores dos vizinhos e menor escore: Em um alinhamento de treˆs sequeˆncias,
cada ce´lula do espac¸o de busca possui sete vizinhos que sa˜o consultados para de-
terminar o escore da ce´lula que esta´ sendo calculada. O primeiro vizinho calculado
possui seu valor armazenado na varia´vel menor escore. Os vizinhos subsequentes
tem o valor armazenado em uma varia´vel tempora´ria. Depois de calcular um vi-
zinho, o seu valor e´ comparado com menor escore, caso seja menor, este valor e´
atribu´ıdo a menor escore. Todos os escores sa˜o armazenados em memo´ria local.
• Limite do Carrillo-Lipman: Duas varia´veis sa˜o utilizadas para descartar ce´lulas
que na˜o precisem ser calculadas. A primeira e´ recebida pelo algoritmo como paraˆ-
metro e deve ser obtida utilizando o programa MSA 2.0 (Sec¸a˜o 2.5.4), que executa
em CPU. Chamada de delta cl (δ), e´ equivalente a varia´vel delta do MSA 2.0. A
segunda varia´vel bound unreached possui um valor 0 antes da execuc¸a˜o do kernel,
e tem seu valor alterado caso alguma ce´lula do wavefront na˜o possa ser descartada.
Esses valores sa˜o armazenados em memo´ria global.
A Tabela 5.3 apresenta um resumo do tamanho e tipo de memo´rias utilizadas para
cada estrutura.
5.2.6 Pseudoco´digo em GPU
A figura 5.5 representa o co´digo executado em GPU pela estrate´gia grossa. Durante
o ca´lculo do wavefront pre´-calculado, tambe´m e´ definido WV SIZE, que e´ o nu´mero de
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Estrutura Memo´ria Tipo
Sequeˆncias k × n bytes Constante
Matriz de programac¸a˜o dinaˆmica n× n× n integer Global
Deltas k integer Local
I´ndices do wavefront M × k integer Local
Escore do vizinho 1 integer Local
Menor escore 1 integer Local
Limite do Carrillo-Lipman 2 integer Global
Tabela 5.3: Estruturas e memo´ria utilizada para k sequeˆncias de tamanho n na estrate´gia de granula-
ridade grossa.
ce´lulas presentes no wavefront e e´ utilizado para inicializar a matriz array index que
armazena o wavefront pre´-calculado.
Quando o kernel e´ invocado, o procedimento init wv pre cal array() o inicializa de
acordo com a Tabela 5.1 (linha 1). Cada thread calcula os ı´ndices x, y e z da matriz de
programac¸a˜o dinaˆmica que sera´ calculado por ela. Esses ı´ndices sa˜o obtidos acessando o
wavefront pre´-calculado e aplicando o deslocamento em relac¸a˜o a` origem (delta x, delta y,
delta z) recebidos como argumento da CPU (linhas 3 a 5). Enta˜o os custos de match e
mismatch de cada sequeˆncia e´ calculado (linhas 7 a 9). Na linha 11 a` linha 17, os valores
de todos os vizinhos da ce´lulas sa˜o obtidos e os custos de match e mismatch sa˜o aplicados
a cada um, assim decide-se todos os poss´ıveis valores que uma ce´lula pode possuir. Ao
final (linha 19) o menor valor dentre todos os poss´ıveis e´ escolhido como o valor da ce´lula
calculada pela thread.
5.2.7 Ana´lise da abordagem
Uma das vantagens da estrate´gia de granularidade grossa e´ que o pre´-ca´lculo do wa-
vefront garante que um grande nu´mero de threads seja utilizado ate´ atingir o limite do
hardware durante a segunda fase do algoritmo. A manutenc¸a˜o do formato de um wave-
front ao percorrer o espac¸o de busca traz uma caracter´ıstica muito deseja´vel, que e´ saber
em quantas iterac¸o˜es sa˜o necessa´rias ate´ que uma ce´lula na˜o seja mais acessada. Por
exemplo, para treˆs sequeˆncias, no primeiro wavefront, a ce´lula calculada e´ a (0, 0, 0). Logo
em seguida sa˜o calculadas as ce´lulas (0, 0, 1), (0, 1, 0) e (1, 0, 0) no segundo wavefront. Em
seguida, sa˜o calculadas em paralelo as ce´lulas (0, 1, 1), (1, 0, 1), (1, 1, 0), dentre outras, du-
rante o terceiro wavefront. Neste momento, temos todos os vizinhos necessa´rios para se
calcular a ce´lula (1, 1, 1) no quarto wavefront e apo´s este ca´lculo, sabemos que as ce´lulas
do primeiro wavefront na˜o sa˜o mais necessa´rias e podem ser liberadas.
Tratando os casos das ce´lulas que esta˜o na borda do wavefront como excec¸a˜o, todas
as outras ce´lulas possuem um tempo de vida igual e fixo: os vizinhos que precisam dos
valores que foram calculados nos treˆs wavefronts anteriores para treˆs sequeˆncias, quatro
para quatro sequeˆncias e assim por diante. Assim, esta abordagem permite uma gereˆncia
muito simples e eficiente de memo´ria.
Na segunda fase do algoritmo, existe um paralelismo muito alto. Pore´m, na terceira
fase do algoritmo, a quantidade de ce´lulas que podem ser calculadas paralelamente na˜o e´
ta˜o alta e esta queda de performance e´ a principal desvantagem desta abordagem.
Conforme pode ser visto nas Figuras 5.3 e 5.4, percorrer o espac¸o de busca formando
um wavefront permite obter um alto paralelismo apenas nas primeira e segunda fases.
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global void msa (char seq1[ ], char seq2[ ], char seq3[ ], int matriz pd[ ][ ][ ], int
delta x, int delta y, int delta z, int δ, int ∗bound unreached)
1: int array index[WV SIZE][3] = init wv pre calc();
2:
3: int x = array index[threadIdx.x][0] + delta x;
4: int y = array index[threadIdx.x][1] + delta y;
5: int z = array index[threadIdx.x][2] + delta z;
6:
7: cxy = cost(seq1, seq2, x, y);
8: cyz = cost(seq2, seq3, y, z);
9: cxz = cost(seq1, seq3, x, z);
10:
11: d1 = matriz pd[x− 1][y − 1][z − 1] + cxy + cyz + cxz;
12: d2 = matriz pd[x− 1][y − 1][z] + cxy +GAP ;
13: d3 = matriz pd[x− 1][y][z − 1] + cxz +GAP ;
14: d4 = matriz pd[x][y − 1][z − 1] + cyz +GAP ;
15: d5 = matriz pd[x− 1][y][z] +GAP ;
16: d6 = matriz pd[x][y − 1][z] +GAP ;
17: d7 = matriz pd[x][y][z − 1] +GAP ;
18:
19: matriz pd[x][y][z] = MIN(d1, d2, d3, d4, d5, d6, d7);
20:
21: if (matriz pd[x][y][z] < δ) then
22: ∗bound unreached = 1;
23: end if
Figura 5.5: Co´digo executado em GPU pela estrate´gia grossa.
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Como o tamanho do wavefront e´ limitado pelo hardware, algumas ce´lulas na˜o sa˜o calcula-
das na segunda fase. Na terceira fase, procura-se calcular em paralelo o maior nu´mero de
ce´lulas poss´ıvel, mas o nu´mero de ce´ulas e´ muito inferior quando comparados a` segunda
fase, conforme visto nas ce´lulas mais claras da Figura 5.4, e resultam em subutilizac¸a˜o do
hardware e em uma queda significativa de desempenho.
5.3 Estrate´gia de Granularidade Fina
5.3.1 Visa˜o Geral
Na estrate´gia de granularidade fina, optamos por aumentar o paralelismo potencial,
utilizando mu´ltiplos blocos e mu´ltiplas threads dentro de cada bloco. Nessa estrate´gia,
va´rias threads calculam uma ce´lula da matriz de programac¸a˜o dinaˆmica. A Figura 5.6
apresenta uma visa˜o geral dessa estrate´gia.
Figura 5.6: Resumo da estrate´gia de granularidade fina.
Os mesmos paraˆmetros de entrada da estrate´gia grossa sa˜o utilizados, ou seja, o usua´rio
solicita a execuc¸a˜o informando as sequeˆncias e o limite do Carrillo-Lipman (delta cl)
(Figura 5.6a). O programa, enta˜o, executando em CPU, leˆ as sequeˆncias (Figura 5.6b) e
em seguida, as sequeˆncias e o delta cl sa˜o copiados para GPU (Figura 5.6c).
O ca´lculo da matriz de programac¸a˜o dinaˆmica e´ enta˜o feito de forma iterativa como
descrito a seguir. Os wavefronts multidimensionais sa˜o projetados e, para cada um, um
kernel em GPU e´ invocado (Figura 5.6d), tendo os deltas do espac¸o de busca como paraˆ-
metro.
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O ca´lculo de cada ce´lula propriamente dito e´ feito por 2n − 1 threads em GPU, onde
cada thread calcula o escore de um vizinho de uma ce´lula da matriz de programac¸a˜o
dinaˆmica (Figura 5.6e). O nu´mero de blocos varia de acordo com qual wavefront esta´
sendo calculado. Para calcular o escore, ce´lulas da matriz de programac¸a˜o dinaˆmica sa˜o
lidas. Durante este processo, as threads no interior de um mesmo bloco comparam seus
valores e o escore e´ escolhido ao se comparar todas. Novamente, uma ou mais threads
podem concluir que o limite Carrillo-Lipman foi atingido. Se esse for o caso, a varia´vel
bound reached e´ setada para 1 e e´ usada pela CPU para descartar a execuc¸a˜o de wavefronts
que na˜o sa˜o necessa´rios. Ao final do ca´lculo da matriz de programac¸a˜o dinaˆmica, o escore
o´timo e´ copiado para CPU (Figura 5.6f). Finalmente, o escore o´timo e´ retornado para o
usua´rio.
5.3.2 Ca´lculo do wavefront um bloco por ce´lula
A Figura 5.7 mostra as modificac¸o˜es feitas no algoritmo exato para a estrate´gia fina.
Nela, um bloco de threads e´ responsa´vel por calcular o valor de uma ce´lula do espac¸o de
busca.
Assim como a estrate´gia de granularidade grossa (Sec¸a˜o 5.2), os loops “for” mais exter-
nos sa˜o paralelizados, destacados pelo retaˆngulo das linhas 1 a 3. O restante do co´digo e´
executado em um kernel em GPU, destacado pelo retaˆngulo das linhas 4 a 30. A estrate´-
gia de granularidade fina paraleliza tambe´m as consultas aos vizinhos da ce´lula (retaˆngulo
tracejado das linhas 22 a 28). As varia´veis d1 a d7 representam os poss´ıveis valores que a
ce´lula que esta´ sendo calculada pode assumir, sendo que o menor deles deve ser escolhido.
Mas, esses valores sa˜o independentes, podendo ser calculados em paralelo. Ale´m disso, o
nu´mero de varia´veis e´ exponencial em relac¸a˜o ao nu´mero de sequeˆncias, pois cada ce´lula
possui 2n − 1 vizinhos.
threadIdx.x neighz neighy neighx Fo´rmula de custo
1 0 0 1 D(x− 1, y, z) + 2×GAP
2 0 1 0 D(x, y − 1, z) + 2×GAP
3 0 1 1 D(x− 1, y − 1, z) + cxy +GAP
4 1 0 0 D(x, y, z − 1) + 2×GAP
5 1 0 1 D(x− 1, y, z − 1) + cxz +GAP
6 1 1 0 D(x, y − 1, z − 1) + cyz +GAP
7 1 1 1 D(x− 1, y − 1, z − 1) + cxy + cxz + cyz
Tabela 5.4: Valores das varia´veis neigh e a fo´rmula de custo utilizada.
Nesta abordagem, os valores de match e mistmatch (calculados nas linhas 4 a 20) sa˜o
armazenados em varia´veis locais chamadas cxy, cxz e cyz. E´ criado um bloco com 7 threads,
que possuem um identificador threadIdx.x de 1 a 7. Seja D(x, y, z) a func¸a˜o para se obter
o custo do vizinho (x, y, z). Para escolher qual a dimensa˜o x do vizinho que a thread deve
acessar, e´ feita uma operac¸a˜o bit a bit com o u´ltimo bit do threadIdx.x. Desta forma,
as threads 1, 3, 5 e 7 visitam os vizinhos x− 1 e as threads 2, 4, 6 visitam o vizinho x. As
outras dimenso˜es y e z sa˜o escolhidas de forma semelhante, mas utilizando o segundo e
primeiro bit do threadIdx.x, respectivamente. Os ı´ndices dos vizinhos acessados por cada
thread (varia´vel neigh) esta˜o resumidos na Tabela 5.4.
Os ı´ndices sa˜o utilizados para calcular qual ce´lula D(x, y, z) deve ser acessada, mas
para se obter o valor final deve-se somar os custos de GAP e, em alguns casos, o valor de
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Figura 5.7: Alterac¸o˜es no algoritmo para a estrate´gia fina.
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device host void init local scores(local scores, cxy, cxz, cyz)
{










Figura 5.8: Inicializac¸a˜o do array local scores.
custo de match ou mismatch apropriado. Esse custo pode ser visto na quinta coluna da
Tabela 5.4, onde todos os vizinhos possuem um custo a ser somado no retorno da func¸a˜o
D(x, y, z). Para o caso de treˆs sequeˆncias, e´ utilizado um array auxiliar, local scores[7][3],
que pode ser generalizado. Esse array e´ inicializado na func¸a˜o init local scores com os
valores que devem ser somados a D(x, y, z) de acordo com o threadIdx.x (Figura 5.8).
Sendo assim, para o caso de 3 sequeˆncias, o valor cell score calculado pela thread pode
ser obtido da seguinte maneira:




Nessa fo´rmula, pode-se ver que apenas um vizinho e´ consultado por cada thread. Seu
valor e´ obtido e armazenado posteriormente em um array interno de resultados (escores).
Depois disso, as threads devem cooperar para decidir o resultado final da ce´lula.
5.3.3 Escolha do Menor Valor
Em um bloco de threads, cada uma das 2n − 1 threads possui um valor, mas o valor
da ce´lula que esta´ sendo calculado deve ser o menor entre eles. Para se obter este menor
valor, cada thread armazena o seu valor em um array :
escores[threadIdx.x] = cell score
Apo´s isto, sa˜o feitas log(n) iterac¸o˜es, para se escolher o menor valor. E´ utilizada uma
comparac¸a˜o em a´rvore bina´ria conforme o ilustrado na Figura 5.9. O algoritmo comec¸a a







Figura 5.9: Pesquisa do menor valor
Cada no´ da a´rvore representa uma comparac¸a˜o feita por uma thread. Ale´m disso, apo´s
cada comparac¸a˜o, o menor valor e´ armazenado na menor das posic¸o˜es comparadas. Por
exemplo, 1-5 quer dizer que o valor da primeira ce´lula do array escores[] foi comparado
com o quinto escore e o menor desses valores foi armazenado na primeira posic¸a˜o.
Para o caso de treˆs sequeˆncias, cada bloco de threads possui 7 threads que calcularam
os valores de cada um dos vizinhos. Quando inicia-se a escolha do menor valor, apenas
metade dessas threads sa˜o necessa´rias para fazer as comparac¸o˜es. Apo´s isso, o nu´mero de
threads necessa´rias cai pela metade, onde a comparac¸a˜o dos arrays e´ feitas entre outras
ce´lulas e esse processo continua ate´ chegar na raiz da a´rvore.
Ao se calcular o valor da raiz, o menor valor se encontra na primeira posic¸a˜o do array
escores. Este e´ o menor valor de todos os vizinhos e e´ armazenado como o valor final da
ce´lula calculada pelo bloco (retaˆngulo tracejado, linha 30, da Figura 5.7).
5.3.4 Percorrendo o espac¸o de busca
Para a estrate´gia de granularidade fina, o formato utilizado para se percorrer o espac¸o
de busca foi alterado e agora na˜o segue o formato de um wavefront. Da mesma maneira
que a estrate´gia de MSA exato em FPGA (Sec¸a˜o 4.2.2), optamos aqui por percorrer todas
as ce´lulas em uma dimensa˜o, depois todas as ce´lulas em outra dimensa˜o e assim por
diante.
Para simplificar a explicac¸a˜o, inicialmente o algoritmo que utiliza apenas um bloco de
threads sera´ explicado, e logo em seguida explicaremos como foram adicionados mu´ltiplos
blocos.
Utilizac¸a˜o de um bloco de threads
Da mesma maneira que a estrate´gia de granularidade grossa, sa˜o utilizadas varia´veis
delta, que armazenam o deslocamento em relac¸a˜o a` origem para percorrer todo o espac¸o
de busca. As dimenso˜es x, y, z, sa˜o relacionadas a` primeira, segunda e terceira sequeˆn-
cia, respectivamente. Na primeira iterac¸a˜o do algoritmo, a ce´lula (0, 0, 0) e´ calculada.
As varia´veis delta x, delta y e delta z possuem valor 0, nesta etapa. Enta˜o, delta x e´
aumentado em 1 e o kernel e´ invocado, ate´ que delta x tenha o tamanho da primeira
sequeˆncia. Depois, delta x e´ zerado e delta y e´ aumentado em 1 e inicia-se o ciclo no-
vamente. Quando delta y atinge o tamanho da segunda sequeˆncia e delta x atinge o
tamanho da primeira sequeˆncia, delta z e´ acrescido de 1. O programa termina quando
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delta z, delta y e delta x possuem o tamanho das sequeˆncias. Ao te´rmino, o escore do
alinhamento o´timo esta´ armazenado na u´ltima ce´lula calculada.
Utilizac¸a˜o de va´rios blocos de threads
Na abordagem com mais de um bloco, a varia´vel delta y foi eliminada do loop. Apenas
delta x e delta z sa˜o incrementadas. Mas, para garantir que todas as ce´lulas necessa´rias
sejam calculadas, delta y e´ obtido dentro do kernel atrave´s do identificador do nu´mero
do bloco corrente, blockIdx.x. Assim, ao iniciar o kernel, os valores delta x e delta y sa˜o
calculados da seguinte maneira:
delta x = delta x− blockIdx.x
delta y = blockIdx.x
Tambe´m e´ necessa´rio verificar se delta x ou delta y excedem o tamanho da primeira
ou da segunda sequeˆncia, caso o kernel seja invocado com uma quantidade muito grande
de blocos.
Com esta alterac¸a˜o, estamos limitando o tamanho ma´ximo que a segunda sequeˆncia
pode ter. Em outras palavras, o hardware deve ser capaz de criar uma quantidade de
blocos que seja maior que o tamanho desta segunda sequeˆncia. Pore´m, e´ bem realista
assumirmos isto, pois o limite para o nu´mero de blocos e´ atualmente 65.535 [50], um
nu´mero muito maior que o esperado para um alinhamento mu´ltiplo exato.
Externamente ao kernel, o loop foi alterado para possuir apenas delta x e delta z. O
valor de delta y e´ calculado pelo ı´ndice do bloco dentro do kernel, sendo invocados delta x
+1 blocos a cada execuc¸a˜o. O valor delta x precisa variar ate´ o comprimento da primeira
sequeˆncia adicionado ao comprimento da segunda sequeˆncia.
Figura 5.10: Primeiros passos da estrate´gia de granularidade fina.
As Figuras 5.10 e 5.11 ilustram como o espac¸o de busca e´ percorrido na estrate´gia de
granularidade fina multibloco. Inicialmente calcula-se apenas uma ce´lula, neste momento,
delta x e delta z sa˜o zero. Nas pro´ximas iterac¸o˜es, delta x e´ aumentado e o valor de delta z
e´ mantido em zero. Esse processo e´ repetido ate´ que se calculem todas as ce´lulas com
z igual a zero (Figura 5.10). Neste momento delta z e´ incrementado em 1 e delta x e´
zerado, e o processo se repete ate´ que se calculem todas as ce´lulas do espac¸o de busca
(Figura 5.11).
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Figura 5.11: U´ltimos passos da estrate´gia de granularidade fina.
5.3.5 Utilizando o limite de Carrillo-Lipman
Em relac¸a˜o a` estrate´gia apresentada na Sec¸a˜o 5.2.4, o descarte de ce´lulas foi muito
pouco alterado.
Existe uma varia´vel global delta cl (δ), que limita o valor que uma ce´lula pode as-
sumir. O valor bound unreached e´ inicializado como 0 antes de cada execuc¸a˜o e, caso
alguma ce´lula precise que os vizinhos sejam calculados, o seu valor e´ alterado para 1.
Caso nenhuma ce´lula influencie no ca´lculo do alinhamento o´timo, as ce´lulas seguintes sa˜o
inicializadas com o maior valor poss´ıvel, sem serem calculadas.
Diferente da abordagem anterior, onde um bloco de ce´lulas calculava um wavefront,
nesta abordagem um bloco de threads calcula o valor de uma ce´lula e va´rios blocos podem
ser calculados em paralelo pois respeitam a dependeˆncia de um wavefront (Sec¸a˜o 2.4).
O limite de Carrillo-Lipman e´ utilizado da seguinte forma. Se todas as ce´lulas calcu-
ladas dentro do bloco na˜o contribu´ırem para o alinhamento mu´ltiplo o´timo, as pro´ximas
ce´lulas na˜o podem contribuir para encontrar o alinhamento mu´ltiplo exato. Desta forma,
os valores de delta x e delta z sa˜o zerados e o espac¸o de busca e´ reduzido.
5.3.6 Estruturas em Memo´ria
• Sequeˆncias: as sequeˆncias sa˜o armazenadas na memo´ria constante. Cada ami-
noa´cido das sequeˆncias ocupa um byte em memo´ria. Tambe´m sa˜o armazenados treˆs
contadores com o tamanho das sequeˆncias para controlar o acesso.
• Matriz de programac¸a˜o dinaˆmica: A matriz de programac¸a˜o dinaˆmica e´ uma
matriz nk, onde n e´ o nu´mero de sequeˆncias e k e´ o nu´mero de sequeˆncias. Nessa
estrate´gia, e´ armazenado todo o espac¸o de busca. Por seu tamanho, a matriz de
programac¸a˜o dinaˆmica e´ armazenada em memo´ria global.
• Deltas: Para que o kernel identifique qual o wavefront esta´ sendo calculado, ele re-
cebe como argumento duas varia´veis: delta x, e delta z, que significam os desvios em
relac¸a˜o a` primeira ce´lula calculada pelo algoritmo. Essas varia´veis sa˜o armazenadas
em memo´ria local.
• Escores dos vizinhos e menor escore: Em um alinhamento de treˆs sequeˆncias,
cada ce´lula do espac¸o de busca possui sete vizinhos que sa˜o consultados para deter-
minar o escore da ce´lula que esta´ sendo calculada. Cada thread armazena o valor
em um array de memo´ria compartilhada e ao final da execuc¸a˜o do kernel, o valor
escolhido para a ce´lula corrente e´ o menor valor dentre os calculados.
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• Limite do Carrillo-Lipman: Duas varia´veis sa˜o utilizadas para descartar ce´-
lulas que na˜o precisem ser calculadas. A primeira e´ recebida pelo algoritmo como
paraˆmetro, chamada de delta cl (δ). A segunda varia´vel, bound unreached, possui
um valor 0 antes da execuc¸a˜o do kernel, e tem seu valor alterado caso alguma ce´lula
do wavefront na˜o possa ser descartada. Esse valores sa˜o armazenados em memo´ria
global.
• cxy, cxz, cyz: Custos de match e mismatch, armazenados em memo´ria local.
• neighs: K varia´veis neighx, neighy, e neighz, ..., ilustradas na Tabela 5.4. Sa˜o
aplicadas a`s varia´veis deltas para se calcular qual vizinho a thread corrente ira´ visitar,
armazenados em memo´ria local.
• local escores: array que possui os valores de GAP, e/ou match/mismatch das
sequeˆncias, que deve ser aplicado ao escore final do vizinho que a thread era respon-
sa´vel por calcular. Armazenado em memo´ria local.
Estrutura Memo´ria Tipo
Sequeˆncias k × n bytes Constante
Matriz de programac¸a˜o dinaˆmica nk integer Global
Deltas 2 integer Local
Escores dos vizinhos 2k − 1 integer Compartilhada
Limite do Carrillo-Lipman 2 integer Global
cxy , cxz , cyz k integer Local
Neighs k integer Local
local scores k × (2k − 1) integer Local
Tabela 5.5: Estruturas e memo´ria utilizada para k sequeˆncias de tamanho n na estrate´gia de granula-
ridade fina.
A Tabela 5.5 apresenta o uso de memo´rias da GPU pela estrate´gia de granularidade
fina.
5.3.7 Pseudoco´digo em GPU
A figura 5.12 apresenta o pseudoco´digo executado em GPU pela estrate´gia de granu-
laridade fina. Os paraˆmetros recebidos sa˜o os mesmos que a estrate´gia de granularidade
grossa.
Inicialmente (linhas 5 a 7), sa˜o definidos os valores x, y e z da ce´lula de programac¸a˜o
dinaˆmica que sera´ calculada. Esses valores sa˜o baseado no deslocamento em relac¸a˜o a`
origem, (delta x, delta y e delta z), recebidos como argumento da CPU, e o blockIdx.x
que e´ o identificador do bloco de cada thread. Desta forma, as threads que pertencem ao
mesmo bloco calculam a mesma ce´lula.
Os valores neigh x, neigh y e neigh z sa˜o decididos nas linhas 9 a 11. Essas varia´veis
assumem valor 0 ou 1, de acordo com a Tabela 5.4, sa˜o diferentes para todas as threads e
sera˜o utilizados para decidir qual vizinho a thread atual deve visitar.
Os valores de custo de match e mismatch das sequeˆncias e´ calculado nas linhas 13 a 15
e sa˜o armazenados em treˆs varia´veis locais. Esses custos sa˜o utilizados no procedimento
init local scores, que ira´ armazenar quais custos de match, mismatch ou gap devem ser
aplicados ao escore do vizinho que a thread esta´ visitando (linhas 17 e 18).
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Os escores sa˜o armazenados em um array arr, responsa´vel por armazenar todos os
escores dos vizinhos. Depois que todas as threads visitaram os vizinhos e calcularam
arr[threadIdx.x], e´ necessa´rio aguardar que todas as outras threads fac¸am o seu ca´lculo,
por isso e´ utilizada uma chamada de sincronia syncthreads().
Nas linhas 21 a 30 e´ escolhido o menor valor entre as sequeˆncias, seguindo uma busca
bina´ria como mostrada na Figura 5.9. Mais uma vez a chamada de sincronia entre as th-
reads na linha 29 e´ necessa´ria, pois uma thread so´ pode executar um passo da comparac¸a˜o
entre as ce´lulas depois que todas as outras executaram a comparac¸a˜o anterior.
Para o caso de treˆs sequeˆncias, o lac¸o e´ executado treˆs vezes e ao final do processo,
esta´ presente na posic¸a˜o arr[0]. Esse valor e´ armazenado como o menor valor que a ce´lula
pode assumir e e´ armazenado na matriz de programac¸a˜o dinaˆmica. Nas linhas 33 e 34 o
valor da ce´lula e´ comparado com o limite Carrillo-Lipman e o valor de bound unreached
e´ alterado caso a ce´lula calculada seja inferior ao limite δ.
5.3.8 Ana´lise da Abordagem
Com a abordagem apresentada na Sec¸a˜o 5.2, observamos que percorrer o espac¸o de
busca em forma de um wavefront pode levar a uma diferenc¸a grande entre o nu´mero de
ce´lulas que sa˜o calculadas em paralelo durante as diferentes fases do algoritmo.
Observando a queda no nu´mero ce´lulas que podem ser calculadas em paralelo, foi
aumentado o paralelismo, calculando-se em paralelo o valor de cada threads. Isso ocasiona
uma melhora no desempenho, que consideramos a principal vantagem desta abordagem.
Foi observada a queda de paralelismo com o uso da estrate´gia grossa. Como pode ser
visto na Figura 5.4, o nu´mero de ce´lulas que podem ser calculadas em paralelo na fase 3
e´ bem inferior aos da fase 2 dessa estrate´gia. Na abordagem de granularidade fina, todo
o espac¸o de busca e´ percorrido baseado apenas em diagonais do cubo. Desta forma, na˜o
ha´ uma queda abrupta da quantidade de ce´lulas que podem ser calculadas em paralelo.
Percorrer o espac¸o de busca dividindo o espac¸o de busca em janelas de processamento
e´ uma abordagem conhecida na literatura que teve bons resultados (Sec¸a˜o 4.2.2). Para
adaptar essa estrate´gia a` arquiteturas massivamente paralelas, observou-se que e´ poss´ıvel,
em alguns casos, ter uma quantidade menor de threads do que o ma´ximo permitido pela
arquitetura. Portanto, foi decidido elevar o paralelismo e decidiu-se paralelizar, tambe´m,
a consulta aos vizinhos, optando-se por fazer um bloco de threads calcular o valor de uma
ce´lula. Desta forma, cada bloco possuira´ 2n−1 threads, onde n e´ o nu´mero de sequeˆncias.
Ale´m disso, va´rios blocos sera˜o utilizados ao mesmo tempo, atingindo alto paralelismo
potencial.
Pore´m, esta abordagem possui uma desvantagem, pois requer uma gereˆncia de memo´ria
mais complexa, ja´ que na˜o existe uma quantidade fixa de iterac¸o˜es entre o momento em
que uma ce´lula e´ calculada e o momento em que o espac¸o por ela utilizado possa ser
liberado. Outra desvantagem e´ o grande uso do espac¸o em memo´ria, necessa´rio para
armazenar toda a matriz, que configura-se como o seu principal fator limitante.
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global void msa (char seq1[ ], char seq2[ ], char seq3[ ], int matriz pd[ ][ ][ ], int
delta x, int delta y, int delta z, int δ, int ∗bound unreached)
1: shared int arr[8];
2: int cxy, cxz, cyz;
3: local scores[7][3];
4:
5: int x = delta x − blockIdx.x;
6: int y = delta y + blockIdx.x;
7: int z = delta z;
8:
9: int neigh x = x − ((threadIdx.x & 1));
10: int neigh y = y − ((threadIdx.x & 2) >> 1);
11: int neigh z = z − ((threadIdx.x & 4) >> 2);
12:
13: cxy = cost(seq1, seq2, x, y);
14: cyz = cost(seq2, seq3, y, z);
15: cxz = cost(seq1, seq3, x, z);
16:
17: init local scores(local scores, cxy, cxz, cyz);




19: arr[threadIdx.x] = cell score;
20: syncthreads();
21: for (int i = 2; i <= 8; i = i ∗ 2) do
22: if (threadIdx.x % i) ! = 0 then
23: elem1 = threadIdx.x;
24: elem2 = threadIdx.x+ (i/2)
25: if (arr[elem1] > arr[elem2]) then





31: matriz pd[x][y][z] = arr[0];
32:
33: if (matriz pd[x][y][z] < δ) then
34: ∗bound unreached = 1;
35: end if




Neste cap´ıtulo, sera˜o descritos os testes realizados com a nossa implementac¸a˜o do
Carrillo-Lipman em GPU (Cap´ıtulo 5). Inicilamente e´ feita a comparac¸a˜o das aborda-
gens de granularidade fina (Sec¸a˜o 5.3) e granularidade grossa (Sec¸a˜o 5.2). Em seguida,
apresentamos a comparac¸a˜o entre os tempos de execuc¸a˜o do programa MSA 2.0 em CPU
(Sec¸a˜o 2.5.4) e a nossa implementac¸a˜o do Carrillo-Lipman em GPU (Cap´ıtulo 5). Ao final
do cap´ıtulo, sa˜o apresentados e discutidos overhead de invocac¸a˜o de kernels pelo nosso
programa em GPU.
6.1 Ambiente de testes
As estrate´gias de granularidade grossa e fina para execuc¸a˜o do Carrillo-Lipman em
GPU (Cap´ıtulo 5) foram implementadas em CUDA C e testadas em GPU. Os testes fo-
ram realizados em uma u´nica estac¸a˜o de trabalho dedicada para experimentos em CUDA
e dispon´ıvel no LAborato´rio de sistemas Integrados e COncorrentes (LAICO) da Univer-
sidade de Bras´ılia. A Tabela 6.1 apresenta a configurac¸a˜o da ma´quina utilizada nos testes,
incluindo os dados da CPU, da GPU, do Sistema Operacional, do CUDA Toolkit e dos
compiladores utilizados nos testes.
Ma´quina (CPU) GPU Software
Processador Intel Core i5, 3.30Ghz GeForce GTX 580 Sistema Operacional Ubuntu 11.10
64KB de cache L1 512 CUDA Cores Linux Kernel 3.0.0-15
6GB RAM 1.544GHz CUDA Toolkit 4.1.21
1 TB Disco 1535 MB RAM nvcc release 4.1
gcc 4.5.4
Tabela 6.1: Configurac¸a˜o da estac¸a˜o de trabalho (CPU, GPU, Software) utilizada nos testes.
Para comparac¸a˜o das sequeˆncias, foi utilizada a matriz PAM 250 (Tabela 2.1) para
obtenc¸a˜o dos custos de match/mismatch e o valor 12 para o gap.
6.2 Sequeˆncias selecionadas
Diversas sequeˆncias reais e algumas sequeˆncias sinte´ticas foram selecionadas para os
experimentos. Essas sequeˆncias sa˜o mostradas na Tabela 6.2.
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Na primeira coluna da tabela e´ mostrado o nome que utilizamos nesta dissertac¸a˜o para
cada conjunto de sequeˆncias. A segunda coluna representa a base genoˆmica da qual as
sequeˆncias foram retiradas. Como pode ser visto, a maioria dos conjuntos de sequeˆncias
foram retirados da base PFAM [47], sendo que duas sequeˆncias foram obtidas da base
Balibase 2 [3]. Os quatro primeiros conjuntos de sequeˆncias sinte´ticas foram gerados de
maneira que o MSA 2.0 (Sec¸a˜o 2.5.4) na˜o fosse capaz de obter o alinhamento mu´ltiplo com
os paraˆmetros default. O u´ltimo conjunto de sequeˆncias sinte´ticas conte´m 3 sequeˆncias
praticamente iguais, com somente 1 caracter diferente em cada sequeˆncia. O conjunto
de sequeˆncias synthetic easy foi gerado com a inserc¸a˜o em uma sequeˆncia de caracteres
formando um bloco distinto composto por 90 caracteres. O conjunto synthetic medium
foi gerado com a inserc¸a˜o de duas co´pias desse mesmo bloco em uma das sequeˆncias. O
conjunto synthetic hard1 foi gerado a partir do conjunto synthetic medium inserindo-se
adicionalmente dois blocos iguais de 30 caracteres ao final de uma das sequeˆncias. Por
fim, o conjunto synthetic hard2 foi obtido a partir do u´ltimo, inserindo-se um bloco de 30
caracteres ao final de uma das sequeˆncias. As sequeˆncias sinte´ticas utilizadas nos testes
podem ser encontradas no Anexo I.
Finalmente, na u´ltima coluna da Tabela 6.2 sa˜o mostrados os tamanhos de cada
sequeˆncia.
Nome Refereˆncia Seq Tamanho
Seq15 PFAM PF10550 15 15 14
Seq22 PFAM PF08095 22 22 22
Seq35 PFAM PF08117 34 35 35
Seq37 PFAM PF08119 36 37 37
Seq41 PFAM PF11045 41 41 41
Seq42 PFAM PF03855 41 44 42
Seq44 PFAM PF11406 44 44 21
Seq59 PFAM PF08184 59 59 59
Seq71 PFAM PF09629 68 71 71
Seq94 PFAM PF07590 94 94 93
Seq106.1 PFAM PF09241 106 106 106
Seq106.2 PFAM PF11516 106 106 106
Seq107 PFAM PF10353 107 107 107
Seq108 PFAM PF09645 95 69 108
Seq110 PFAM PF11513 106 111 110
Seq122 PFAM PF06453 122 122 122
Seq143 PFAM PF09155 143 143 143
Seq162 PFAM PF03426 158 158 162
Seq164 PFAM PF03866 163 164 164
Seq373 Balibase2 1pedA 350 326 373
Seq446 Balibase2 1ad3 423 441 446
Seq416 Sinte´tica synthetic easy 231 416 363
Seq447.1 Sinte´tica synthetic medium 231 447 363
Seq447.2 Sinte´tica synthetic hard1 231 447 423
Seq453 Sinte´tica synthetic hard2 231 446 453
Seq585 Sinte´tica synthetic equal 585 585 585
Tabela 6.2: Sequeˆncias utilizadas nos testes.
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6.3 Dados Experimentais e Ana´lise dos resultados
6.3.1 Tempo de execuc¸a˜o total das estrate´gias
Neste primeiro teste, foi realizada a comparac¸a˜o entre as estrate´gias apresentadas
nas Sec¸o˜es 5.2 e 5.3. A estrate´gia de granularidade grossa, que possui apenas um bloco
(Sec¸a˜o 5.2), e´ comparada com a estrate´gia de granularidade fina com apenas um bloco
(Monobloco) e com mu´ltiplos blocos (Multibloco) (Sec¸a˜o 5.3).
Nome Granularidade Grossa Granularidade fina Monobloco Granularidade Fina Multibloco
Seq15 1,09s 990 threads 0,12s 7 threads 0,05s 7 a 105 threads
Seq22 1,34s 990 threads 0,27s 7 threads 0,07s 7 a 154 threads
Seq42 3,61s 990 threads 1,68s 7 threads 0,10s 7 a 308 threads
Seq59 4,60s 990 threads 4,280s 7 threads 0,14s 7 a 413 threads
Seq110 16,51s 990 threads 27,25s 7 threads 0,35s 7 a 777 threads
Seq122 26,05s 990 threads 37,71s 7 threads 0,46s 7 a 854 threads
Seq143 29,84s 990 threads 1m0,39s 7 threads 0,47s 7 a 1001 threads
Seq162 41,07s 990 threads 1m25,20s 7 threads 0,74s 7 a 1106 threads
Seq373 5m33,99s 990 threads 14m22,95s 7 threads 4,04s 7 a 2282 threads
Seq416 4m16,52s 990 threads 16m11,83s 7 threads 3,69s 7 a 2912 threads
Seq446 8m55,44s 990 threads 29m30,42s 7 threads 6,62s 7 a 3087 threads
Seq447.2 5m10,95s 990 threads > 30 minutos 7 threads 6,49s 7 a 3129 threads
Tabela 6.3: Comparac¸a˜o das abordagens
Conforme apresentado na Tabela 6.3, em sequeˆncias pequenas, a abordagem de gra-
nularidade fina apresenta tempo de execuc¸a˜o melhor, ou equivalente, ao da abordagem de
granularidade grossa, mesmo com uma quantidade muito inferior de threads.
Com o aumento do tamanho de sequeˆncias, o nu´mero de threads em paralelo comec¸a
a influenciar e o baixo nu´mero de threads da estrate´gia de granularidade fina monobloco
comec¸a a apresentar impacto negativo no desempenho. A quantidade de threads foi fixada
na estrate´gia fina apenas para efeitos comparativos. Pode-se ver que com o uso de va´rios
blocos na estrate´gia de granularidade fina, utilizando um maior nu´mero de threads, atinge-
se o melhor desempenho em todos os casos.
Para sequeˆncias pequenas, a estrate´gia de granularidade grossa possui um tempo de
inicializac¸a˜o maior pois e´ necessa´rio carregar em memo´ria um array pre´-calculado, e isso
impacta no desempenho.
Como a estrate´gia fina com mu´ltiplos blocos possui claramente um desempenho supe-
rior ao das outras estrate´gias, ela foi a escolhida para ser comparada ao programa MSA
2.0 (Sec¸a˜o 2.5.4), executado em CPU.
6.3.2 Comparac¸a˜o com o MSA 2.0
Neste teste a estrate´gia de granularidade fina com mu´ltiplos blocos e´ comparada com
o MSA 2.0, que se executa em CPU (Tabela 6.4). O programa MSA 2.0 foi obtido do site
www.ncbi.nim.nih/gov/CBBresearch/Schaffer/msa.html e os resultados obtidos esta˜o na
Tabela 6.4.
A primeira coluna da Tabela 6.4 representa o nome das sequeˆncias. A segunda coluna
(δ) representa o valor que foi passado ao programa Carrillo-Lipman em GPU para que ele
possa descartar ce´lulas do espac¸o de busca, conforme explicado na Sec¸a˜o 5.3.5. A terceira
coluna apresenta o tempo de execuc¸a˜o do programa MSA 2.0. A quarta coluna apresenta
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Nome δ MSA 2.0 (s) Cuda MSA (FSS) (s) Cuda MSA (CL) (s)
Seq15 15 0,001 0,051 0,051
Seq22 15 0,001 0,068 0,056
Seq35 15 0,002 0,088 0,081
Seq37 15 0,002 0,088 0,066
Seq41 15 0,002 0,098 0,083
Seq42 15 0,002 0,102 0,096
Seq44 15 0,002 0,085 0,069
Seq59 15 0,002 0,140 0,126
Seq71 15 0,003 0,176 0,156
Seq94 23 0,005 0,298 0,253
Seq106.1 15 0,005 0,333 0,292
Seq106.2 15 0,005 0,366 0,226
Seq107 15 0,005 0,339 0,303
Seq108 24 0,005 0,273 0,241
Seq110 15 0,005 0,353 0,313
Seq122 15 0,006 0,461 0,435
Seq143 15 0,007 0,473 0,423
Seq162 15 0,010 0,743 0,650
Seq164 15 0,010 0,904 0,815
Seq373 137 0,180 4,041 3,324
Seq416 502 1,652 3,693 2,611
Seq446 29 0,140 6,624 6,203
Seq447.1 185 23,507 3,837 3,011
Seq447.2 484 28,711 6,478 4,764
Seq453 387 31,078 6,948 3,612
Seq585 15 0,619 14,976 7,345
Tabela 6.4: Tempos de execuc¸a˜o do MSA 2.0 e do Carrillo-Lipman em GPU
o tempo de execuc¸a˜o de uma procura pelo alinhamento o´timo em todo espac¸o de busca
(Full Space Search), executado em GPU. A u´ltima coluna apresenta o tempo de execuc¸a˜o
em GPU com o espac¸o de busca reduzido pelo paraˆmetro δ.
Observa-se pela tabela que, para as sequeˆncias de Seq15 a Seq 446 e Seq 585, o MSA
2.0 e´ capaz de obter muito rapidamente o alinhamento mu´ltiplo o´timo com tempos inferi-
ores aos tempos de execuc¸a˜o em GPU. Isso ocorre porque essas sequeˆncias possuem uma
similaridade muito alta, o que leva ao grande descarte de ce´lulas, aumentando a eficieˆncia
do programa em MSA 2.0 em CPU. Pore´m, para as sequeˆncias Seq416, Seq447.1, Seq447.2
e Seq453, que possuem similaridade me´dia ou baixa, o algoritmo MSA 2.0 na˜o e´ capaz de
obter o alinhamento na primeira execuc¸a˜o com os paraˆmetros default. Ao se executar o
programa para estas sequeˆncias, e´ apresentada a mensagem de que na˜o e´ poss´ıvel obter
o alinhamento com os paraˆmetros passados. Enta˜o, foi necessa´rio aumentar a varia´vel
δ, passando como argumento limites maiores. Nos nossos testes, foram fornecidos como
paraˆmetros os valores 100, 100 e 1000. Na Tabela 6.4, o tempo da primeira execuc¸a˜o e´
desconsiderado e sa˜o apresentados apenas os tempos da segunda execuc¸a˜o do MSA 2.0
para essas sequeˆncias.
Para sequeˆncias de menor similaridade, nota-se que ha´ um aumento do valor da varia´vel
δ. Consequentemente, o nu´mero de ce´lulas descartadas diminui e o programa em CPU
precisa de mais tempo para encontrar o alinhamento. Para estes casos, a abordagem
em GPU apresenta speedup de 7,8x para as sequeˆncias de similaridade me´dia (Seq447.1).
Para as sequeˆncias de baixa similaridade (Seq447.2 e Seq453), os speedups obtidos foram
6,02x e 8,60x, respectivamente.
As estrate´gias propostas em GPU descartam ce´lulas baseadas em diagonais do cubo do
espac¸o de busca utilizando o limite Carrillo-Lipman. Como va´rias ce´lulas sa˜o processadas
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em paralelo, caso apenas uma das ce´lulas contribua para o alinhamento o´timo e o restante
das ce´lulas na˜o contribua, precisa-se continuar a busca e outras ce´lulas que na˜o contribuem
para o alinhamento o´timo sera˜o calculadas. Caso nenhum argumento seja passado ao
programa em GPU, e´ realizada uma “Full Space Search”. Neste caso, o alinhamento o´timo
e´ obtido calculando-se todas as ce´lulas da matriz de programac¸a˜o dinaˆmica. Sendo assim,
o tempo para se obter o alinhamento e´ maior, conforme pode ser visto comparando-se a
quarta e quinta coluna da Tabela 6.4.
Com base nas sequeˆncias de testes utilizadas, verificamos que o programa MSA 2.0
encontra rapidamente alinhamentos mu´ltiplos de 3 sequeˆncias quando as sequeˆncias sa˜o
similares. No entanto, para sequeˆncias com baixa ou me´dia similaridade, o tempo de
execuc¸a˜o do MSA 2.0 cresce muito. Ao se obter o paraˆmetro δ do MSA 2.0, e´ impresso
na tela um alinhamento heur´ıstico que e´ utilizado para calcular o Carrillo-Lipman bound
e este alinhamento pode ser utilizado para medir a similaridade entre as sequeˆncias.
Para os casos de sequeˆncias de baixa similaridade, nosso Carrillo-Lipman em GPU e´
capaz de reduzir bastante o tempo de execuc¸a˜o. Sendo assim, acreditamos que o MSA 2.0
deve ser utilizado para sequeˆncias similares e o Carrillo-Lipman em GPU deve ser usado
para os outros casos.
6.3.3 Tempos de invocac¸a˜o de kernels em GPU
Por observar, na Tabela 6.4, que o tempo de inicializac¸a˜o da GPU pode ser um fator
que atrapalha o desempenho, decidimos, neste teste, medir o tempo gasto para invocar
kernels em GPU.
A Tabela 6.5 mostra os tempos de invocac¸a˜o de kernels em GPU para os conjuntos
de sequeˆncias. Durante o experimento, o co´digo que existe dentro do kernel do Carrillo-
Lipman em GPU e´ comentado, ou seja, o kernel na˜o executa co´digo nenhum. Ele apenas
e´ invocado com os paraˆmetros de entrada e o restante do algoritmo em CPU executa
normalmente, percorrendo o espac¸o de busca. Sendo assim, sa˜o feitas va´rias invocac¸o˜es
nulas de kernel.
Desta forma, medimos o tempo que o co´digo gasta ao apenas invocar todos os kernels
necessa´rios para obter o alinhamento o´timo na GPU, inicializando as varia´veis necessa´rias
e lendo o resultado da varia´vel bound unreached. O tempo total representa o tempo gasto
em um full space search e a u´ltima coluna mostra o percentual de tempo de execuc¸a˜o dos
kernels nulos em relac¸a˜o ao tempo total.
Nome Tempo de invocac¸a˜o (s) Tempo total (s) %
Seq15 0,050 0,051 98,03 %
Seq22 0,061 0,068 89,70 %
Seq42 0,080 0,102 78,43 %
Seq59 0,120 0,140 85,71 %
Seq110 0,292 0,353 82,71 %
Seq122 0,358 0,461 77,65 %
Seq143 0,397 0,473 83,93 %
Seq162 0,574 0,743 77,25 %
Seq373 2,730 4,041 67,55 %
Seq416 2,515 3,693 68,10 %
Seq446 4,220 6,624 63,70 %
Seq447.2 3,145 6,478 48,54 %
Tabela 6.5: Overhead de invocac¸a˜o de kernels em GPU.
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Pode-se observar que o tempo de invocac¸a˜o representa um percentual considera´vel
nas sequeˆncias menores, de 78,43% a 98,03%. Esse resultado e´ esperado, pois as GPUs
possuem um delay fixo de tempo para inicializar os programas que sera˜o executados
[43]. Desta forma, o tempo fixo e´ grande para sequeˆncias pequenas, mas a` medida que o
tamanho das sequeˆncias aumenta, o tempo gasto na execuc¸a˜o do kernel e´ maior, tornando
o percentual de invocac¸a˜o menor.
Para sequeˆncias de baixa similaridade (Seq447.2), o paraˆmetro δ e´ alto (Tabela 6.4),
indicando que um pedac¸o significativo do espac¸o de busca e´ percorrido. Nesse caso, ha´




Conclusa˜o e trabalhos futuros
7.1 Conclusa˜o
Nesta dissertac¸a˜o, foi proposta e avaliada uma estrate´gia de paralelismo fino mul-
tibloco em GPU para a obtenc¸a˜o do alinhamento mu´ltiplo o´timo. Adicionalmente, foi
tambe´m proposta uma estrate´gia alternativa que foi descartada por possuir um desempe-
nho inferior.
A primeira estrate´gia proposta possu´ıa granularidade grossa (Sec¸a˜o 5.2) e era otimi-
zada para seguir o formato do wavefront multidimensional (Sec¸a˜o 2.4). Pore´m, ao analisar
o formato de percorrer o espac¸o de busca desta estrate´gia, observou-se uma queda no nu´-
mero de ce´lulas que poderiam ser calculadas em paralelo (Sec¸a˜o 5.2.3).
Com isso, uma nova estrate´gia de granularidade fina (Sec¸a˜o 5.3) foi proposta, aumen-
tando ainda mais o paralelismo, fazendo que um bloco de threads calcule o valor de uma
ce´lula, ao inve´s de apenas uma thread calcular esse mesmo valor. Ale´m disso, va´rios blocos
de threads sa˜o executados simultaneamente. Esta estrate´gia percorre o espac¸o de busca
usando o formato de diagonais projetadas em duas dimenso˜es.
Nos resultados experimentais (Cap´ıtulo 6), obtidos com sequeˆncias reais e sinte´ticas
de diversos tamanhos na GPU GTX 580, verificou-se que a estrate´gia de granularidade
fina possui um melhor desempenho para obter o alinhamento o´timo. Por isso, a estrate´gia
de granularidade fina multibloco, foi chamada de Carrillo-Lipman em GPU, e foi usada
para comparar com o tempo de execuc¸a˜o do alinhamento mu´ltiplo em CPU utilizando o
programa MSA 2.0.
Constatou-se que para algumas sequeˆncias de baixa similaridade e´ necessa´rio relaxar
alguns paraˆmetros utilizados pelo programa MSA 2.0, sendo necessa´rio uma nova execuc¸a˜o
do programa para obter o alinhamento. Nesses casos, o Carrillo-Lipman em GPU foi ate´
8,6 vezes mais ra´pido do que o MSA 2.0. Para sequeˆncias de alta similaridade, o programa
MSA 2.0 reduz bastante o espac¸o de busca e nestes casos o seu desempenho e´ bem melhor
do que o desempenho de nossa estrate´gia em GPU. Situac¸a˜o semelhante foi encontrada
na literatura, onde o desempenho do programa em CPU foi superior ao do FPGA para
sequeˆncias de alta similaridade (Sec¸a˜o 4.2.2).
Para analisar o tempo gasto com a invocac¸a˜o dos kernels do nosso Carrillo-Lipman
em GPU, foram realizados testes e concluiu-se que as invocac¸o˜es sa˜o um fator importante
no tempo de execuc¸a˜o total. Para sequeˆncias pequenas, esse tempo representa ate´ 98%
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do tempo total. Ja´ para sequeˆncias longas, representa no mı´nimo 48,54% do tempo total
de execuc¸a˜o, o que ainda e´ um tempo considera´vel.
7.2 Trabalhos Futuros
Como trabalhos futuros, sugerimos inicialmente melhorar a gereˆncia de memo´ria da
estrate´gia de granularidade fina, permitindo o alinhamento de sequeˆncias com tamanho
muito maiores que os obtidos atualmente. Ale´m disso, pretendemos implementar a versa˜o
do Carrillo-Lipman em GPU para um maior nu´mero de sequeˆncias. Como o problema do
alinhamento mu´ltiplo de sequeˆncias e´ exponencial ao nu´mero de sequeˆncias, este nu´mero
na˜o pode crescer muito, mas, para uma quantidade maior de sequeˆncias, o nu´mero de
ce´lulas que podem ser calculadas em paralelo e´ cada vez maior. Sendo assim, acreditamos
que esse alto paralelismo pode ser efetivamente explorado pelas GPUs, tornando poss´ıvel
a obtenc¸a˜o do alinhamento mu´ltiplo o´timo de quatro a dez sequeˆncias de tamanho me´dio
ou pequeno.
O Carrillo-Lipman em GPU obte´m apenas o escore do alinhamento o´timo, na˜o retor-
nando o alinhamento em si. Para verso˜es futuras, e´ deseja´vel implementar esta funciona-
lidade, para que seja poss´ıvel visualizar as regio˜es de semelhanc¸as e diferenc¸as entre as
sequeˆncias e na˜o apenas quantificar a diferenc¸a entre elas.
Ale´m disso, e´ interessante mostrar teoricamente que a estrate´gia grossa possui pior
desempenho que a estrate´gia fina. Com isso, pode-se analisar os melhores casos de desem-
penho da estrate´gia fina e da estrate´gia grossa para criar ao final uma estrate´gia mista
que combina ambas estrate´gias procurando obter um melhor desempenho que ambas.
Tambe´m e´ conhecido e citado por alguns autores que o limite Carrillo-Lipman na˜o e´ o
limite exato para o descarte de ce´lulas. Sendo assim, acreta-se que ainda seja poss´ıvel
descartar mais ce´lulas e mesmo assim obter-se um alinhamento o´timo. Demostrar qual
seria esse limite e´ tarefa bastante complexa pore´m de grande valor para melhorar o tempo
de execuc¸a˜o dos algoritmos exatos de alinhamento mu´ltiplo o´timo.
Finalmente, planeja-se reimplementar a estrate´gia de granularidade fina multibloco em
outras arquiteturas paralelas, podendo ser da pro´pria NVidia (por exemplo, Kepler) como
de outros fabricantes, como AMD ou Intel. Para isso, sera´ necessa´rio migrar para outras
plataformas de software como o OpenCL ou Many Integrated Core (MIC) Architecture.
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Anexo I
Sequeˆncias Sinte´ticas
synthetic easy.fasta
>Sequence 1
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
VLSPADKTNVKAAWGKVGAHAGEYGAEALE
RMFLSFPTTKTYFPHFDLSHGSAQVKGHGK
KVADALTNAVAHVDDMPNALSALSDLHAHK
LRVDPVNFKLLSHCLLVTLAAHLPAEFTPA
VHASLDKFLASVSTVLTSKYR
>Sequence 2
AAAAAPPPPPPPPPPPPPPPPPPPPPPPPP
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
PPPPPPPPEKSAVTALPPPPPPPPPPPPPP
VHLTPEEKSAVTALWGKVNVDEVGGEALGR
LLVVYPWTQRFFESFGDLSTPDAVMGNPKV
KAHGKKVLGAFSDGLAHLDNLKGTFATLSE
LHCDKLHVDPENFRLLGNVLVCVLAHHFGK
EFTPPVQAAYQKVVAGVANALAHKYH
DDDDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDPPPPP
AAAAAAAAADDDDDAAADDDDAPPPPADDD
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
>Sequence 3
DDDDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDPPPPP
AAAAAAAAADDDDDAAADDDDAPPPPADDD
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
VASAPADKTNVKAAWGKVGAHAGEYAAAAA
GLSDGEWQLVLNVWGKVEADIPGHGQEVLI
RLFKGHPETLEKFDKFKHLKSEDEMKASED
LKKHGATVLTALGGILKKKGHHEAEIKPLA
QSHATKHKIPVKYLEFISECIIQVLQSKHP
GDFGADAQGAMNKALELFRKDMASNYKELG
FQG
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synthetic medium.fasta
>Sequence 1
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
VLSPADKTNVKAAWGKVGAHAGEYGAEALE
RMFLSFPTTKTYFPHFDLSHGSAQVKGHGK
KVADALTNAVAHVDDMPNALSALSDLHAHK
LRVDPVNFKLLSHCLLVTLAAHLPAEFTPA
VHASLDKFLASVSTVLTSKYR
>Sequence 2
AAAAAPPPPPPPPPPPPPPPPPPPPPPPPP
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
PPPPPPPPEKSAVTALPPPPPPPPPPPPPP
VHLTPEEKSAVTALWGKVNVDEVGGEALGR
LLVVYPWTQRFFESFGDLSTPDAVMGNPKV
KAHGKKVLGAFSDGLAHLDNLKGTFATLSE
LHCDKLHVDPENFRLLGNVLVCVLAHHFGK
EFTPPVQAAYQKVVAGVANALAHKYH
DDDDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDPPPPP
VLSPADKTNVKAAWGKVGAHAGEYGAEALE
RMFLSFPTTKTYFPHFDLSHGSAQVKGHGK
KVADALTNAVAHVDDMPNALSALSDLHAHK
AAAAAAAAADDDDDAAADDDDAPPPPADDD
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
>Sequence 3
DDDDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDPPPPP
AAAAAAAAADDDDDAAADDDDAPPPPADDD
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
VASAPADKTNVKAAWGKVGAHAGEYAAAAA
GLSDGEWQLVLNVWGKVEADIPGHGQEVLI
RLFKGHPETLEKFDKFKHLKSEDEMKASED
LKKHGATVLTALGGILKKKGHHEAEIKPLA
QSHATKHKIPVKYLEFISECIIQVLQSKHP
GDFGADAQGAMNKALELFRKDMASNYKELG
FQG
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synthetic hard1.fasta
>Sequence 1
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
VLSPADKTNVKAAWGKVGAHAGEYGAEALE
RMFLSFPTTKTYFPHFDLSHGSAQVKGHGK
KVADALTNAVAHVDDMPNALSALSDLHAHK
LRVDPVNFKLLSHCLLVTLAAHLPAEFTPA
VHASLDKFLASVSTVLTSKYR
>Sequence 2
AAAAAPPPPPPPPPPPPPPPPPPPPPPPPP
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
PPPPPPPPEKSAVTALPPPPPPPPPPPPPP
VHLTPEEKSAVTALWGKVNVDEVGGEALGR
LLVVYPWTQRFFESFGDLSTPDAVMGNPKV
KAHGKKVLGAFSDGLAHLDNLKGTFATLSE
LHCDKLHVDPENFRLLGNVLVCVLAHHFGK
EFTPPVQAAYQKVVAGVANALAHKYH
DDDDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDPPPPP
VLSPADKTNVKAAWGKVGAHAGEYGAEALE
RMFLSFPTTKTYFPHFDLSHGSAQVKGHGK
KVADALTNAVAHVDDMPNALSALSDLHAHK
AAAAAAAAADDDDDAAADDDDAPPPPADDD
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
>Sequence 3
DDDDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDPPPPP
AAAAAAAAADDDDDAAADDDDAPPPPADDD
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
VASAPADKTNVKAAWGKVGAHAGEYAAAAA
GLSDGEWQLVLNVWGKVEADIPGHGQEVLI
RLFKGHPETLEKFDKFKHLKSEDEMKASED
LKKHGATVLTALGGILKKKGHHEAEIKPLA
AAAAAPPPPPPPPPPPPPPPPPPPPPPPPP
QSHATKHKIPVKYLEFISECIIQVLQSKHP
AAAAAPPPPPPPPPPPPPPPPPPPPPPPPP
GDFGADAQGAMNKALELFRKDMASNYKELG
FQG
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synthetic hard2.fasta
>Sequence 1
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
VLSPADKTNVKAAWGKVGAHAGEYGAEALE
RMFLSFPTTKTYFPHFDLSHGSAQVKGHGK
KVADALTNAVAHVDDMPNALSALSDLHAHK
LRVDPVNFKLLSHCLLVTLAAHLPAEFTPA
VHASLDKFLASVSTVLTSKYR
>Sequence 2
AAAAAPPPPPPPPPPPPPPPPPPPPPPPPP
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
PPPPPPPPEKSAVTALPPPPPPPPPPPPPP
VHLTPEEKSAVTALWGKVNVDEVGGEALGR
LLVVYPWTQRFFESFGDLSTPDAVMGNPKV
KAHGKKVLGAFSDGLAHLDNLKGTFATLSE
LHCDKLHVDPENFRLLGNVLVCVLAHHFGK
EFTPPVQAAYQKVVAGVANALAHKYH
DDDDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDPPPPP
VLSPADKTNVKAAWGKVGAHAGEYGAEALE
RMFLSFPTTKTYFPHFDLSHGSAQVKGHGK
KVADALTNAVAHVDDMPNALSALSDLHAHK
AAAAAAAAADDDDDAAADDDDAPPPPADDD
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
>Sequence 3
DDDDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDPPPPP
AAAAAAAAADDDDDAAADDDDAPPPPADDD
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
VASAPADKTNVKAAWGKVGAHAGEYAAAAA
GLSDGEWQLVLNVWGKVEADIPGHGQEVLI
RLFKGHPETLEKFDKFKHLKSEDEMKASED
LKKHGATVLTALGGILKKKGHHEAEIKPLA
AAAAAPPPPPPPPPPPPPPPPPPPPPPPPP
QSHATKHKIPVKYLEFISECIIQVLQSKHP
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAPPPPPPPPPPPPPPPPPPPPPPPPP
GDFGADAQGAMNKALELFRKDMASNYKELG
FQG
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synthetic equal.fasta
>Sequence1
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAA
>Sequence2
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAABAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAA
>Sequence3
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
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AAAAAAAAAAAAAAAACAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAA
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