Quasi-Monte Carlo (QMC) methods have been playing an important role for high-dimensional problems in computational finance. Several techniques, such as the Brownian bridge (BB) and the principal component analysis, are often used in QMC as possible ways to improve the performance of QMC. This paper proposes a new BB construction, which enjoys some interesting properties that appear useful in QMC methods. The basic idea is to choose the new step of a Brownian path in a certain criterion such that it maximizes the variance explained by the new variable while holding all previously chosen steps fixed. It turns out that using this new construction, the first few variables are more "important" (in the sense of explained variance) than those in the ordinary BB construction, while the cost of the generation is still linear in dimension. We present empirical studies of the proposed algorithm for pricing high-dimensional Asian options and American options, and demonstrate the usefulness of the new BB.
Introduction
Monte Carlo (MC) methods are important tools for approximating high-dimensional integrals in computational finance [6] . If N is the number of function evaluations, then MC has an error of size O(N −1/2 ), which is independent of the dimension. However, this convergence is very slow. Recently, alternative approaches, namely quasi-MC (QMC) methods, are widely used in pricing complex financial instruments. The basic idea of QMC is to use more uniformly distributed points instead of random points. Let I d (f ) = [0,1) d f (x) dx and Q N,d (f ) = 1 N N i=1 f (x i ) with the points x 1 , . . . , x N ∈ [0, 1) d , the Koksma-Hlawka inequality yields that
where D * N is the star discrepancy of the point set {x 1 , . . . , x N } and V (f ) is the variation of f in the sense of Hardy-Krause (see [15] ).
Based on the Koksma-Hlawka inequality, the theoretical error bound of QMC is of size O(N −1 log d N) . This convergence is asymptotically better than O(N −1/2 ) of MC. For highdimensional problems, the advantage of QMC may be lost since the quantity N −1 log d N is smaller than N −1/2 only for extremely large N. However, many papers have shown great success of QMC for high-dimensional integrals arising in finance (see [3, 16, 20] ).
One possible answer to this success is the concept of effective dimensions introduced in [4] . It is found that the effective dimensions of financial problems are generally small (see [4, 25] ). Another explanation for the success of QMC is given in [21] , where it is shown that QMC may be especially suitable for functions in appropriate weighted function spaces. The superiority of QMC for some isotropic integrals is illustrated in [17, 18] .
QMC is applied in finance as a method to evaluate the expectation of a function of a random path generated by a stochastic process. For a continuous time process, this expectation is often expressed as a Feynman-Kac type integral over Brownian motion. In the numerical simulation, QMC (or MC) approximates the continuous process by means of discretizing it into small time steps and simulating the randomness with low discrepancy (or independent uniform random) points. The dimension can be large when the number of time steps is large. To speed up QMC, one may use variance reduction techniques borrowed from MC and dimension reduction techniques specially designed for QMC. Some strategies for dimension reduction are proposed, including the ordinary Brownian bridge (BB) (see [4, 13, 14] ), the principal component analysis (PCA) (see [1] ), the partial PCA (see [2] ) and the linear transformation method (see [7] ). These techniques may enjoy an advantage in a number of interesting cases. A special feature of most QMC point sets is their superior uniformity of the initial coordinates and of the low-dimensional projections (especially the one-dimensional projections). It is believed that these techniques may concentrate the variance of the function on the first few variables such that the better quality of the initial coordinates and the low-dimensional projections of QMC point sets can be fully used.
Each technique mentioned above has its own feature. The good performance of BB in pricing of financial derivatives is explained by the fact that BB uses the best coordinates of QMC points to determine most of the structure of a Brownian path. However, BB may be relatively less efficient compared with some other techniques. PCA outperforms BB in some examples, but the computational cost of PCA is larger than that of BB (see [1] ). Linear transformation method takes into account the knowledge about the payoff functions, but it is required to solve complex optimization problems and is not easy to implement.
Motivated by the success of BB and PCA in some financial problems, in this paper we propose a new BB (NBB) construction, which enjoys some interesting properties and shares similar ideas to BB and PCA. Both BB and PCA can be considered as methods of variable transformation. It is desirable to find an optimal variable transformation such that it minimizes the actual error of QMC integration for a given QMC point set and a given class of functions, but this problem is complicated and we leave it as a future research topic. In this paper, we take a more convenient optimization criterion such that the approach picks the new step of a discrete time Brownian motion optimally (in the sense of explained variance) among all permutation-based constructions.
We recall that a permutation-based construction concerns generating the values of a Brownian motion according to a specified permutation of (1, . . . , d) T 
and needs only O(d) operations.
Our new method is based on the evidence that in a permutation-based construction, the variance explained by the ith (i = 1, 2, . . . , d) variable is totally determined by the first i components of the permutation (i.e., we need not know all d components of the permutation). It will be discussed in detail in Section 3. This feature enables us to find certain feasible generation order of a Brownian motion by a step-by-step procedure to maximize the variance explained by the new variable at each step. That is, we find the first step such that the variance explained by the first variable is maximized, then we fixed the first step, and find the next step, and so on. NBB is a permutationbased construction, therefore it can be implemented recursively and needs only O(d) operations for each path.
This paper is organized as follows. In Section 2, we review various constructions of Brownian motions. In Section 3, we propose a step-by-step procedure to find NBB and illustrate its advantage over ordinary BB by comparing the cumulative explained variances. In Section 4, we apply NBB to problems of pricing Asian options and American-Burmuda-Asian options and show the usefulness of NBB. In Section 5, we make the conclusions and discuss some limitations of NBB.
Constructions of a discrete time Brownian motion
In many applications, it is required to generate Brownian motions (see Section 4 for examples). Assume that {B t , 0 t T } is a standard one-dimensional Brownian motion. We are interested in simulating the values of B t 1 , . . . , B t d at d discrete times, where 0 = t 0 < t 1 < · · · < t d = T and B t 0 = 0. For simplicity, we assume that t j − t j −1 = t = T /d, j = 1, 2, . . . , d, and denote B i = B t i in the following. Let B = (B 1 , . . . , B d ) T , then B ∼ N(0, ), where N(0, ) is a multivariate normal distribution with mean vector 0 and covariance matrix given by
According to the linear transformation property, if A is a d × d matrix and Z = ( 
where (a ij ) d×d := A is a d × d matrix satisfying AA T = , and c j is the j th column of A, and (Z 1 , . . . , Z d ) T ∼ N(0, I d×d ). For 1 j d, we call c j = (a 1j , a 2j , . . . , a dj ) T in the construction (1) the coefficient vector of (B 1 , B 2 , . . . , B d ) T with respect to Z j .
There are many decomposition matrices A satisfying AA T = . Several constructions of a discrete time Brownian motion are known in literature.
• The standard construction generates the Brownian motion sequentially by (given B 0 = 0)
where Z k are independent standard normal variables. The corresponding decomposition matrix is
which is the Cholesky decomposition of . • The ordinary BB (see [4, 13, 14] ) first generates the final value B d , then sample B d/2 conditional on the values of B d and B 0 , and proceed by progressively filling in intermediate values.
Here, x denotes the greatest integer less than or equal to x. BB uses the first several coordinates of the low-discrepancy points to determine the general shape of the Brownian path, and the last few coordinates influence only the fine detail of the path. In particular, if d is a power of 2, then BB generates the Brownian motion as
where Z j are independent standard normal variables. BB construction corresponds to replacing the matrix A STD in the standard construction by certain matrix A BB satisfying A BB (A BB ) T = .
For example, when d = 8, 
• The PCA construction (see [1] ) chooses the corresponding decomposition matrix A PCA as
where 1 2 · · · d are the eigenvalues of in decreasing order, and 1 , . . . , d are the corresponding unit-length column eigenvectors. After obtaining the matrix A PCA , PCA generates (B 1 , . . . , B d ) T by a full matrix product
PCA maximizes the variance explained by Z 1 , . . . , Z k for all k = 1, . . . , n sequentially, and is optimal in the sense of explained variance (see next section).
Note that the values of B 1 , . . . , B d can be generated in any specified order, provided that at each step we generate the sample from the correct conditional distribution given the values already known. In other words, the values of B i can be constructed in any permuted order B (1) , . . . , B (d) , where = { (1), . . . , (d)} is an arbitrary permutation of {1, . . . , d}. We call all such constructions the permutation-based constructions. The standard construction corresponds to (i) = i, i = 1, . . . , d. The BB construction (with d a power of 2) corresponds to (1) = d, (2) = d/2,
Note that PCA does not belong to the class of permutation-based constructions because in PCA construction the values of B i are not generated in any specified order.
An NBB construction
In the class of permutation-based constructions, it is natural to ask if we can find an "optimal" construction in some sense, or if we can find an "optimal" permutation * . We need the following concept.
Definition 1. For a given i, 1 i d, the variance explained by the ith variable in the construction (1) is the ratio c i 2 / d j =1 c j 2 , where · is the L 2 -norm of a vector.
For BB and PCA, although the total variance is the same as in the standard construction, the variance associated with each Z i in construction (1) is different (see [1] ). It has been rearranged such that more parts of the total variance are explained by the first few variables. Because the initial coordinates of most QMC points have superior uniformity compared with latter ones, this rearrangement would be useful in QMC.
Our purpose is to find an optimal permutation in the class of permutation-based constructions. We choose the explained variance as the optimization criterion, and this choice is mainly for two reasons: first, the criterion is the same to that of PCA; second, it will make the optimization problem easier to be solved. The chosen order should maximize the variance explained by the new variables. Totally, there are d! permutations for {1, . . . , d} (or d! different discretizations in the class of permutation-based constructions). Theorem 1 in Section 3.1 shows that c 1 is only determined by (1) . The proofs of theorems in Section 3.2 conclude that for a given i = 2, . . . , d, when the first i − 1 components of the permutation (i.e.,
(1), . . . , (i − 1)) are fixed, c i in construction (1) is totally determined by (i). Therefore, we can write the squared norm of the ith column of the decomposition matrix A as c i 2 (i) .
Note that
which is a constant when d is fixed. Thus in the first step we find * (1) ∈ {1, . . . , d} such that
When * (1) is determined, we find * (2) ∈ {1, . . . , d}\{ * (1)} such that
. . .
We continue this procedure until all the components of the permutation * = { * (1), . . . , * (d)} are determined. Once the optimal permutation is determined, we can generate B 1 , . . . , B d recursively by O(d) operations.
Note that the optimization problems do not intend to minimize the integration error for a given class of functions, and it does not take into account the knowledge of the integrands. We will return to this in conclusion section.
The following conditional formula of multivariate normal distribution is important in our analysis. [1] , B [2] ) (where each B [i] may itself be a vector) is multivariate normal with B [1] B [2] ∼ N [1] [2]
Lemma 1 (Conditional formula [6] Glasserman). Suppose the partitioned vector (B
, [11] [12]
[21] [22] and suppose [22] has full rank. Then (B [1] |B [2] = b) ∼ N( [1] + [12] −1 [22] (b − [2] ), [11] − [12] −1 [22] [21] ).
3.1. Determination of the optimal first step * (1)
Given B 0 = 0, the standard construction generates B 1 as its first step, while BB generates B d as its first step. In this subsection, we want to decide which point among B 1 , . . . , B d deserves to be generated first. That is, we study how to find the optimal first component * (1) of the permutation * such that the variance explained by the first variable Z 1 in construction (1) is maximized. For convenience, we assume T = 1 in the following part of this section.
Theorem 1. In a permutation-based construction of the Brownian motion
In particular, if d = 2 n (n 2), then the optimal first step is * (1) = 3d/4, and the corresponding squared norm of the first column of the decomposition matrix A is ( 9 4 d 2 + 9
Proof. Assume that the first generated point is B i , i.e. (1) = i, for some i with 1 i d. Then we have
Given the value of B i = √ t i Z 1 , according to Lemma 1, the conditional expectation of
On the other hand, we can write (B 1 , . . . , B d ) T in the form as in construction (1). Since
we obtain the conditional expectation in terms of the elements of the decomposition matrix
Comparing the coefficients in (8) and (9) leads to ⎛
Therefore, when (1) = i, the first column of the decomposition matrix A is
Note that t j = j t, so the squared norm of the first column is
which achieves its maximum value when i = (6d + 3)/8. Since i should be an integer and the quantity in (12) is quadratic, the optimal first step * (1) is the integer nearest to (6d + 3)/8. In particular, if d = 2 n (n 2), then * (1) = 3d/4. Putting i = 3d/4 into (12), we get
The variances explained by the first variable in NBB, BB and the standard constructions of the Brownian motion are different. Assume that d = 2 n (n 2). We write c NBB 1 , c BB 1 and c STD 1 as the corresponding first columns of the decomposition matrices for NBB, BB and the standard constructions. We compare the effects of (1) in different constructions.
• NBB generates B 3d/4 in the first step. Putting i = 3d/4 into (11) and (12), we have
• The ordinary BB generates B d in the first step. Putting i = d into (11) and (12), we have
and the squared norm of c BB 1 is
• The standard construction generates B 1 in the first step. Putting i = 1 into (11) and (12), we have
and the squared norm of c STD
The limiting explained variances of the first variable in different constructions are (as d trends to infinity)
Comparing (13) and (14), we conclude that
We see that in NBB, the first variable explains more variance than it does in BB as d → ∞. Summarizing the results above, we have the following.
Corollary 1.
For NBB, BB and the standard constructions of the Brownian motion, the limiting variances explained by the first variable are given by (13)-(15), respectively, as d → ∞.
The generations of the subsequent points
After * (1) has been determined and the point B * (1) has been generated, we need to determine the values of * (2), * (3), . . . , * (d) and to generate B * (2) , B * (3) , . . . , B * (d) . Take the determination of * (2) for example. We want to choose the value of * (2) such that it maximizes the variance explained by the second variable Z 2 in construction (1) . We face two types of situations, that is, we may generate B (2) just conditional on the past value B * (1) (in this case, (2) ∈ { * (1) + 1, . . . , d}), or we may generate B (2) conditional on the past and the future values B 0 , B * (1) (in this case, (2) ∈ {1, . . . , * (1) − 1}). In the first situation, we need to know among B * (1)+1 , . . . , B d , which step is the " local optimal" conditional on the value of B * (1) . In the second situation, we also need to know among B 1 , . . . , B * (1)−1 , which step is the " local optimal" conditional on the values of B 0 and B * (1) . When the local optimal steps in both situations are determined, we choose the one with the larger squared norm as the value of * (2). This procedure maximizes the variance explained by the variable Z 2 .
Similarly, in the generations of the subsequent points we always face two kinds of situations:
Situation 2. The past value B q 1 and the future value
In each situation, we need to find the local optimal step in the sense of explained variance. Note that the case of Theorem 1 belongs to Situation 1 since we only know the past value B 0 . In Theorem 2, we study the local optimal step in Situation 1 in a general case.
Theorem 2. In a permutation-based construction of the Brownian motion
Proof. Assume that the desirable optimal step is i with i ∈ {q + 1, . . . , d}, conditional only on the past value B q . Then we generate B i as
Given the values of B q and B i , according to Lemma 1, the conditional expectation of
Similarly as in the proof of Theorem 1, we can conclude that the coefficient vector of (B 1 , . . . , B d ) T in construction (1) with respect to z is
Note that t j = j t, so the corresponding column of the decomposition matrix A in the construction
Then the corresponding squared norm is
which achieves its maximum value when i = (6d + 2q + 3)/8. Since i ∈ {q + 1, . . . , d} should be an integer and the quantity in (20) is quadratic, the local optimal step q * , conditional on the past value B q , is the integer nearest to (6d + 2q + 3)/8.
Remark 1.
In Theorem 2, since i ∈ {q + 1, . . . , d}, the quantity in (20) has its minimum value when i = q + 1, which corresponds to the standard construction of a Brownian motion. This means that the standard construction may be the least efficient one (in the sense of explained variance) in the class of permutation-based constructions.
Theorem 1 is a special case of Theorem 2 with q = 0. In the case of d = 2 n , according to Theorem 1, it is optimal to generate B Now we turn to Situation 2. We study which step is the local optimal if we know both the past and the future values. B 1 , . . . , B d , assume that B q 1 and B q 2 have been sampled (for some q 1 , q 2 with 0 q 1 < q 2 d), while B q 1 +1 , . . . , B q 2 −1 have not yet been generated. Among B q 1 +1 , . . . , B q 2 −1 (conditional on the past and the future values B q 1 , B q 2 ), the optimal new step is the integer nearest to (q 1 + q 2 )/2.
Theorem 3. In a permutation-based construction of the Brownian motion
In particular, if (q 1 + q 2 )/2 is an integer, then the local optimal new step is (q 1 + q 2 )/2, and the squared norm of the corresponding column of the decomposition matrix A is [(q 2 − q 1 ) 2 /2 + 1]/(6d). If (q 1 + q 2 )/2 is not an integer, then the local optimal new step is (q 1 + q 2 − 1)/2 or (q 1 + q 2 + 1)/2, and the corresponding squared norm is [(q 2 − q 1 ) 2 /2 + 1/2]/(6d).
Proof. Assume that the desired optimal step is i with i ∈ {q 1 + 1, . . . , q 2 − 1}, conditional on the past and the future values B q 1 , B q 2 . According to Lemma 1, we have
When B i is fixed, using a similar approach as in the proof of Theorem 2, we can conclude that the coefficient vector of (B 1 , . . . , B d 
Note that t j = j t, so the corresponding column of the decomposition matrix A in construction (1) is
. Then the corresponding squared norm is
which achieves its maximum value when i = (q 1 + q 2 )/2. Since i ∈ {q 1 + 1, . . . , q 2 − 1} should be an integer and the quantity in (24) is quadratic, the local optimal new step, conditional on the past and the future values B q 1 , B q 2 , is the integer nearest to (q 1 + q 2 )/2. In particular, if (q 1 + q 2 )/2 is an integer, then the local optimal new step is (q 1 + q 2 )/2. Putting i = (q 1 + q 2 )/2 into (24), we get that the corresponding squared norm is [(q 2 − q 1 ) 2 /2 + 1]/(6d). If (q 1 +q 2 )/2 is not an integer, then the local optimal new step is (q 1 +q 2 −1)/2 or (q 1 +q 2 +1)/2, and we get that the corresponding squared norm is [(q 2 − q 1 ) 2 /2 + 1/2]/(6d).
Remark 2.
According to the proof of Theorem 3, if the local optimal new step is (q 1 + q 2 )/2, the squared norm of the corresponding column only depends on the value of q 2 − q 1 . If the local optimal new step is (q 1 + q 2 − 1)/2 or (q 1 + q 2 + 1)/2, then the squared norm of the column is [(q 1 − q 2 ) 2 /2 + 1/2]/(6d), which only depends on the value of q 2 − q 1 . Furthermore, if we have another pair of q 1 , q 2 as prescribed in Theorem 3 satisfying q 2 − q 1 = (q 2 − q 1 ) + 1, where ( q 1 + q 2 )/2 is not an integer while (q 1 + q 2 )/2 is an integer, we have 1 6d
Therefore, among all possible pairs of q 1 , q 2 prescribed in Situation 2, the local optimal new step in the largest time interval [t q 1 , t q 2 ] (with the largest value of q 2 − q 1 ) has the priority. We point out that in ordinary BB, only the choice of B d as the first step does not maximize the variance explained by Z 1 (see Section 3.1).
Remark 4.
Theorem 3 and Remark 2 may explain why ordinary BB usually performs better than the " golden section BB construction" in [8] , which is built by using the golden section sequence for running through the time interval after B d is generated as the first step.
Remark 5. The proofs of Theorems 2 and 3 imply that in a permutation-based construction, the variance explained by the ith (i = 1, 2, . . . , d) variable is totally determined by the first i components of the permutation (i.e., we need not know all d components of the permutation). This fact enables us to determine the next step optimally by the information up to now.
Optimal generation order of the Brownian motion
Theorems 2 and 3 indicate how to choose the local optimal steps in Situations 1 and 2, respectively. In this subsection, we focus on finding the optimal generation order of the Brownian motion when d = 2 n (n 2). The principle is that the new step should maximize the variance explained by the new variable.
We still take the determination of * (2) for example. We first assume that B 3d/4 is generated as suggested in Theorem 1. If we generate the next new step conditional only on the past value B 3d/4 , according to Corollary 2 (with q = 3d/4), the local optimal new step among B 3d/4+1 , . . . , B d would be the step 15d/16. The squared norm of the corresponding column for this step is ( 9 64 d 2 + 9 16 d + 1)/(6d). Alternatively, if we generate the next new step conditional on the past and the future values B 0 , B 3d/4 , according to Theorem 3 (with q 1 = 0 and q 2 = 3d/4), the local optimal new step among B 1 , . . . , B 3d/4−1 would be the step 3d/8. The squared norm of the corresponding column for this step is ( 9 32 d 2 + 1)/(6d). Now we determine the value of * (2) between these two local optimal choices. Since (9d 2 )/32 > (9d 2 )/64 + (9d)/16, we choose the value of * (2) to be 3d/8, i.e., we generate B 3d/8 as the second step. Sequent steps are determined in a similar way.
When d = 2 n , we can find a more convenient rule to determine the superiority of these local optimal choices. We denote j = 1 6d
then for a fixed integer j (j = 1, . . . , log 4 d ), we have R j,1 < j < R j,2 . The meanings of these quantities will be clear soon. As we discussed above, we face two types of situations. Situation 1 corresponds to the case where the past value B q has been sampled, where q has the form 4 We first generate B 3d/4 as suggested in Theorem 1. In the generations of the subsequent points, we determine the priority of several local optimal choices as follows by comparing the length of time intervals.
For Situation 1, according to Corollary 2, the local optimal new step among B q+1 , . . . , B d would be q * = 4 j − 1 4 j d for some j (j = 2, . . . , log 4 d ), and the squared norm of the corresponding column for the point B q * is j . The time interval [t q , t q * ] has a length of 3/4 j .
For Situation 2, according to Theorem 3, the local optimal new step among B q 1 +1 , . . . , B q 2 −1 would be (q 1 + q 2 )/2. If the length of time interval [t q 1 , t (q 1 +q 2 )/2 ] is t (q 1 +q 2 )/2 − t q 1 = 3/4 j (which is the same length as for Situation 1), then the squared norm of the corresponding column for the point B (q 1 +q 2 )/2 is R j,1 , which is smaller than j . Thus in this case, we would choose q * in Situation 1 as the next new step of the Brownian motion. While, if t (q 1 +q 2 )/2 − t q 1 = 2 × 3/4 j (which is twice the length as for Situation 1), then the squared norm of the corresponding column for the point B (q 1 +q 2 )/2 is R j,2 , which is larger than j . Thus in this case, we would choose (q 1 + q 2 )/2 in Situation 2 as the next new step of the Brownian motion.
In other words, if the length of the time interval [t q , t q * ] in Situation 1 is the same as the length of the time interval [t q 1 , t (q 1 +q 2 )/2 ] in Situation 2, then the step q * in Situation 1 has the priority. While if the length of the time interval [t q , t q * ] in Situation 1 is half of the length of the time intervals [t q 1 , t (q 1 +q 2 )/2 ] in Situation 2, then the step (q 1 + q 2 )/2 in Situation 2 has the priority. Generally, after generating B 3d/4 , we sample the subsequent points in the middle of one of the largest time intervals, whose two endpoints have been sampled, until the length of the largest time intervals are reduced into 2 × 3/4 j for some j (j = 2, . . . , log 4 d ). Then we generate the point B 4 j − 1 4 j d and continue the division process above.
Stage 2: Stage 1 will continue until for all pairs of q 1 , q 2 prescribed in Situation 2, (q 1 + q 2 )/2 is not an integer. It is easy to see that when this comes true, the remaining points that need to be generated are B i , 1 i d with i not being a multiple of 3, i.e., the following points that are not in the parentheses: B 2 , (B 3 ), B 4 , B 5 , (B 6 ), . . . , (B d−4 ), B d−3 , B d−2 , (B d−1 ) 
for n being even, or B 1 , B 2 , (B 3 ), B 4 , B 5 , (B 6 ), . . . , (B d−3 ), B d−4 , B d−3 , (B d−2 ) ,
for n being odd.
Note that B 0 = 0, and other points in the parentheses are generated in Stage 1. The difference between (29) and (30) is at the tails, namely there is only one unknown point B d after the generated point B d−1 in (29), while there are two unknown points B d−1 and B d after the generated point B d−2 in (30).
If n is even, to generate the points in (29), according to Remark 2 we only need to compare the situation of generating the new point conditional on the past value B d−1 (this corresponds to Situation 1), and the situation of generating the new point conditional on the past and the future values B 0 , B 3 (this corresponds to Situation 2). For the former one, according to Theorem 2 (or a straight calculation), the squared norm of the corresponding column for the point B d is 1/d. While for the latter one, according to Theorem 3, the squared norm of the corresponding column for the point B 1 (or the point B 2 ) is 5/(6d), which is smaller than 1/d. Therefore, in (29) we first sample B d conditional on the value of B d−1 . Note that after B d is sampled we only need to consider Situation 2, then Theorem 3 and Remark 2 determine the generation order of the remaining points in (29).
Similarly, if n is odd, it can also be found that B d should be sampled first in (30), and the other points are generated in the same way as above.
Now we know clearly about the optimal generation order of a discrete time Brownian motion B 1 , . . . , B 2 n . For example:
• for n = 3, we generate the Brownian motion as follows (given B 0 = 0):
The numbers in the second line are the generation order of the Brownian path. B 6 , B 3 are generated in Stage 1, while B 8 , B 1 , B 4 , B 2 The numbers in the second line are the generation order of the Brownian path. B 12 , B 6 , B 15 , B 3 , B 9 are generated in Stage 1, while the other points are generated in Stage 2. The optimal permutation * is {12, 6, 15, 3, 9, 16, 1, 4, 7, 10, 13, 2, 5, 8, 11, 14}. In the Appendix, we list the optimal permutation * for d = 2, 4, 8, 16, 32, 64, 128, 256.
Remark 6.
In this subsection, we only focused on finding the optimal generation order of a Brownian motion when d is a power of 2. Since the conclusions of Theorems 2 and 3 are also true for an arbitrary dimension d, the construction of NBB can be generalized to the problem with the dimension not being a power of 2. We only need to choose the new step such that it maximizes the variance explained by the new variable. Relations (18) and (22) are useful to get other optimal constructions in some other criterions.
Numerical comparisons of the explained variance
In this subsection, we compare the effects of NBB and BB by comparing their cumulative explained variances. In Table 1 , we show k i=1 c i 2 , the sums of squared norm of the first k columns in (1), with d = 2 n and k varying from 1 to 6 for NBB and BB, respectively. We observe that the cumulative variances explained by the first three dimensions in NBB are larger than those Table 1 The sums of squared norms, k i=1 c NBB 3 512 In the fourth column we show the limits as d → ∞. in BB. However, under the optimization criterion we chosen, the procedure cannot guarantee that the sums of the squared norms of the decomposition matrix A in NBB are always larger than these in BB (see the case for k = 4).
In Table 2 , we show for d = 64 the cumulative variance explained by the first six dimensions for the standard, BB, NBB and PCA constructions. It is clear that NBB outperforms ordinary BB in allocating variance to the initial dimensions, but not as well as PCA. For example, when k = 1, the variance explained by the first dimension for NBB is 75.01%, which is larger than that of BB (67.19%) and smaller than that of PCA (81.07%).
Numerical examples
Now we apply NBB to problems of valuing options, including European-type options and American-type options. For completeness, a brief review of ANOVA decomposition is given here. Let Υ = {1, 2, . . . , d}. For u ⊆ Υ , let u c denote the complementary set of u in Υ , u − denote the set difference {j |j ∈ u, j ∈ } and |u| denote the cardinality of u. Assume that [0,1) d f 2 (x) dx < ∞, then f has an ANOVA decomposition
Here x u c = (x j ) j ∈u c denotes the vector of variable x j whose index j is in u c . From the definition we see that the term f u depends only on the variable x u .
Define the variance of f
and the variance of f u
then we have
The quantity 2 u denotes the contribution of f u to 2 , and thus 2 u / 2 measures the relative importance of f u in the decomposition.
For a given subset u, define D u = ⊆u 2 and D tot u = ∩u = 2 . The truncation dimension of f is the smallest integer d t such that
where 0 < p < 1. Usually we take p = 0.99. The truncation dimension reveals how many important variables are there in the function f . The dimension distribution in the superposition sense is a discrete probability with the mass function
In other words, if we have a randomly chosen nonempty set U ⊆ {1, . . . , d} with P r(U = u) = 2 u / 2 , then P r(|U | = j) = (j ) (see [17] ). It is shown in [11] that for d 2,
The quantities D u and D tot u can be computed by the following formulas (see [22] ):
Asian option
First, we consider the Asian option on the discrete arithmetic average. Assume that the strike price is K, the initial stock price is S 0 , and the final expiration date is T. Let S t denote the price of the stock at time t. The Black-Scholes model describes the evaluation of the stock price through the stochastic differential equation as
where B t is a standard Brownian motion. The parameter denotes the mean rate of return and is the volatility of the stock price. Under the risk-neutral measure, taking the rate of return to be the same as the interest rate r, we have the solution of (40) as
We now can simulate the path of the stock price at equally spaced times t 1 , . . . , t d 
where E (·) is the expectation under the risk-neutral measure P (see [6] ). We can express the option price as an integral
Here B i (x 1 , . . . , x d ) has different expressions in different constructions (see Section 2). For example, for the standard construction,
is the standard normal distribution function. We perform the experiments in two parts. In the first part, we empirically investigate the effect of NBB for dimension reduction; in the second part, we compare the efficiency of NBB with other dimension reduction techniques in practical computations. In this example, we use the following parameters: K = 100, T = 1, = 0.2, r = 0.1. Tables 3-5 present the truncation dimension (with p = 0.99), the first order indices (i.e., FOI :
{i} / 2 ) and the mean dimension for the standard, BB, NBB and PCA constructions. The results show that PCA, NBB and BB reduce the truncation dimension considerably compared with the standard construction, and in most cases NBB is more powerful than BB in dimension reduction. Comparing the first order indices (e.g., S 0 = 90), we can see that the contribution to 2 from the first order terms in NBB is about 89-90%, while in BB it is about 80-84%. It means that NBB allocates more variance to the one-dimensional terms. The comparisons of mean dimension demonstrate that in all cases NBB has lower mean dimension than BB, and in NBB the values are closer to 1. This indicates that in NBB the underlying integrand has stronger one-dimensional structure. Note that NBB does Table 3 The truncation dimension, the sensitivity index of x 1 and the mean dimension for valuing Asian options with the initial stock price S 0 = 90 Table 4 The same as Table 3 , but with the initial stock price S 0 = 100 not perform as well as PCA in dimension reduction, but NBB has an advantage in computational cost.
In Tables 6 and 7 , we show the sample standard deviation for MC and QMC, and the variance reduction factors (in the parentheses). For QMC, we use the Sobol's sequence randomized by random digital shift, which preserves the (t, k, s)-net properties. We apply m independent randomizations (m = 50 in our computations) and compute the corresponding sample mean and sample variance, then the sample standard deviation is ⎡
where I j,N is the estimated value in the jth randomization and I m is the corresponding sample mean. The variance reduction factor of one estimate with respect to crude MC estimate is the inverse ratio of their sample variances. We see that when the dimension of the problem increases, the corresponding sample standard deviation under the standard construction also increases, while under BB, NBB and PCA, it is insensitive to the dimension. Furthermore, the variance reduction factors illustrate that NBB is more efficient than BB. QMC+NBB improves QMC + BB with variance reduction factor approximately 1.2, while the computational costs are the same. This improvement is more clear when N is large. In the case S 0 = 110, the efficiency improvement is satisfying (QMC + NBB improves QMC + BB with variance reduction factor approximately 1.44), and this is consistent with the result of effective dimension. Table 5 The same as Table 3 , but with the initial stock price S 0 = 110 
American-Bermuda-Asian option
The valuation of American options remains one of the most challenging problems in computational finance. The computational cost of traditional valuation methods increases rapidly with Here A is the initial average value of the stock and the initial stock price is S 0 . We use = 0.2 and r = 0.06.
the number of underlying securities and other payoff-related variables. In recent years, several simulation-based methods have been proposed to estimate American option prices (see [6] ). In this paper, we use the least-squares MC method proposed in [12] . We value a particular option considered in [12] : American-Bermuda-Asian option, which is a call option on the average price of a stock over some time horizon, where the call option can be exercised at any time after some initial lockout period. Define the current valuation date as time 0. We assume that the option has a final expiration date of T = 2 and that the holder may exercise the option at any time after t = 0.25 by payment of the strike price K = 100. The underlying average A t , 0.25 t T , is the continuous arithmetic average of the underlying stock price during the period three months prior to the valuation date (a three-month lookback) to time t. Thus, the cash flow from exercising the option at time t is max(0, A t − K).
We use the least-squares approach to evaluate the option. The choice of the basis functions in our tests is the set of simple powers of the state variables instead of Laguerre polynomials in [12] . We use a constant, the stock price, the average stock price, the squares of each stock price, the product of the two, and the product of the two up to degree three.
The first step in least-square method is to generate the paths of the asset prices. BB can be used to generate asset prices, and a significant increase in the rate of convergence can be obtained (see [5] ). In this paper, we are interested in the rate of convergence of using NBB. We fix the dimension d = 64 and the number of paths N = 2 12 . Table 8 illustrates the sample standard deviation for MC and QMC, and the variance reduction factors (in parentheses). We observe that NBB is powerful in valuing American-Bermuda-Asian options, and the variance reduction factors range from 29 to 261 for different parameters. In most cases, the sample standard deviation in NBB is smaller than that in BB, though the superiority is not so impressive as in Asian options. We also see that the results are impacted by options' characteristics like A and S 0 . We believe that NBB may be more efficient when the first few steps of the Brownian path are more important.
Conclusion
BB is a permutation-based construction of Brownian motion and is often used to speed up QMC integration through dimension reduction. In this paper, we propose a new Brownian bridge (NBB) construction. We find an optimal generation order of the Brownian motion in the sense of explained variance such that the first several dimensions are even more important than those in BB, while the computational costs are the same. We perform two empirical experiments: valuing Asian options and American-Bermuda-Asian options. For Asian options, we compare the truncation dimension and the mean dimension, and find that in most cases NBB is more powerful than BB in dimension reduction. We also show that compared with BB, the one-dimensional terms of NBB contributes more to the variance 2 . For both types of options, we find that NBB has better performance than BB in QMC integration.
We point out that the NBB construction is based on the criterion of "explained variance", which is only related to the covariance matrix of the discrete Brownian motion. The advantage of this choice is that since the optimal permutation does not depend on the integrand, NBB is easy to use and can improve the performance of QMC in some financial problems, just as the ordinary BB and PCA. On the other hand, this criterion also has its disadvantage. The new construction does not take into account the function to be integrated, and it does not guarantee to give a consistent improvement for arbitrary examples. In fact, just as ordinary BB, NBB also performs worse than the standard method for problems studied in [19] (we did not give the results in this paper).
The possible disadvantage rises an interesting problem for future research: can we find an optimal variable transformation such that it minimizes the error of QMC integration for a given function or a class of functions? Or alternatively, by taking into account the knowledge of the integrand, can we find an optimal variable transformation such that it maximizes the first order index of the first variable or the first order indices in ANOVA decomposition? For example, though it is not reported here, we have numerical results for some simple functions, and we find that the construction of Brownian motion found by a similar idea has superiority over ordinary BB in approximating Wiener path integral considered in [23] .
Here we also want to discuss the feasibility of extending this approach to the multidimensional case. It is difficult to directly generalize the NBB to case of multi-asset path dependent options. However, by using the two-stage dimension reduction technique developed in [24] , we may easily combine NBB with other techniques in the case of multiple assets.
