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Abstract – Amorphous solids tend to present an abundance of soft elastic modes, which diminish
their transport properties, generate heterogeneities in their elastic response, and affect non-linear
processes like thermal activation of plasticity. This is especially true in packings of particles near
their jamming transition, for which effective medium theory and variational arguments can both
predict the density of vibrational modes. However, recent numerics support that one hypothesis
of the variational argument does not hold. We provide a novel variational argument which over-
comes this problem, and correctly predicts the scaling properties of soft modes near the jamming
transition. Soft modes are shown to be related to the response to a local strain in more connected
networks, and to be characterized by a volume 1/δz, where δz is the excess coordination above
the Maxwell threshold. These predictions are verified numerically.
Introduction. – Most amorphous solids present an
excess of vibrational modes over the Debye model, the
“boson peak” [1]. Such soft elastic modes strongly af-
fect transport [2, 3] as well as linear elastic response and
its fluctuations [4–7]. They also contribute to non-linear
properties such as thermal activation [8, 9] and plasticity
[10]. In some cases, they even control the structure of
the material, including in soft elastic particles near jam-
ming [11] and dense colloidal glasses [12, 13] where the
structure is marginally stable: soft elastic modes different
from plane waves are present down to zero frequency. Be-
yond amorphous solids, soft elastic modes are also central
to designed materials with controlled [14] and sometimes
topological properties [15, 16].
Packings of soft particles are a very convenient system
to study these soft elastic modes, as vibrational properties
display scaling near their jamming transition [17–19]. In
particular, there is a frequency scale ω∗ ∼ δz = z − zc
beyond which the density of vibrational modes D(ω) dis-
plays a plateau [11, 20]. Here z is the coordination, and
zc = 2d is the isostatic value where d is the spatial di-
mension. The transverse structure factor at ω∗ indicates
a correlation length lc ∼ 1/
√
δz [20]. These results can
be derived using effective medium theory [21]. However,
the first proposed derivation for the density of states was
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variational [22]. It used Maxwell’s result that in networks
with z < zc, floppy modes with no restoring force must
appear. In [22] planes of contacts as depicted in Fig. 1
were cut to generate floppy modes, from which trial modes
could be made. Using the hypothesis that floppy modes
extend through the system led to the correct scaling for
ω∗ and its associated plateau. However, a very recent nu-
merical work supports that most of the floppy modes are
in fact localized near the boundaries where the system is
cut [23], raising doubts on the applicability of that argu-
ment. Here we provide a novel variational argument that
does not make any hypothesis on the geometry of floppy
modes, and numerically confirm its validity. Interestingly,
the argument requires to add springs instead of cutting
them. The argument emphasizes that the characteristic
volume of soft elastic modes scales as 1/δz, which is also
the volume where finite size effects set in.
Notation and previous results. – We consider a
network of N nodes of unit mass in d dimensions, con-
nected by Ns ≡ zN/2 unstretched harmonic springs of
unit stiffness, with periodic boundary conditions. At lead-
ing order, the change of elastic energy δE from equilibrium
is quadratic in a small displacement field |δR〉:
δE =
1
2
〈δR|M|δR〉, (1)
where we define the stiffness matrix M, whose eigenval-
ues are denoted ω2. The ω’s are the frequencies of vi-
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Figure 1: Left: illustrative diagram of the previous cutting
argument of [22], showing cut bonds in blue (dashed lines).
Bonds are cut around blocks of size L× L. Right: in the new
variational argument, bonds are now added as represented in
red (broken lines). They are used to generate dipolar responses
(by elongating the extra bonds individually), whose energy in
the original system can be controlled.
brational modes. M can be written as M = StS where
S (sometimes denoted Qt) relates the displacement field
δR of nodes, of dimension Nd to an extension field of the
springs δr, of dimension Ns: SδR = δr. Our goal is to
build a variational argument setting a lower bound on the
density of frequencies, D(ω).
To do so, we first recall a formalism previously used
to derive the elastic moduli near jamming [24]. Consider
changing the rest lengths of the springs by some small
amount y. Letting the nodes relax leaves a residual energy
E:
E =
1
2
min
δR
〈SδR − y|SδR − y〉, (2)
Eq.(2) is equivalent to the statement that the energy is
the squared-norm of the projection of y on the kernel of
St. We introduce an orthonormal basis {fp} for that ker-
nel. The {fp} are the modes of self-stress, i.e. the sets
of contact forces that balance force on each node [25]. If
the initial system has no floppy modes, this kernel must
be of dimension δzN/2 = Ns − dN + O(1). Here the
O(1) term accounts for global translational and rotational
modes, which depends on the choice of boundary condi-
tions. Eq.(2) implies that:
E =
1
2
δzN/2∑
p=1
〈fp|y〉2. (3)
Changing the rest length of only one spring α by amplitude
ǫ exerts a force dipole whose energy must follow:
E =
ǫ2
2
δzN/2∑
p=1
f2α,p. (4)
Since the fp are normalised, 〈f2α,p〉 = 1/Ns, where the
angular bracket indicates averaging over all springs. Thus,
the average response energy for stretching one spring is:
E =
δz
2z
ǫ2, (5)
which defines an average local elastic modulus Gl = δz/z.
This formula is exact for any value of positive δz, un-
til the system is isostatic-plus-one-contact, where we get:
Gl = 1/(dN). It implies that scaling holds down to a finite
size volume Nf.s. ∼ 1/δz, where there is of order one ad-
ditional contact with respect to isostaticity, as confirmed
numerically [26]. In what follows, we use this result to
extend arguments obtained for systems with δz ∼ 1/N to
arbitrary δz > 1/N .
Finally, from this formalism it is easy to show that
changing the rest length of some contact α in an isostatic-
plus-one-contact system leads to an energy proportional
to ∝ (fα,1fβ,1)2 in any given spring β. Assuming that the
{fp} are of similar magnitude throughout the system then
implies that the response to a dipole spreads everywhere
and does not decay with distance. This assumption must
be true in packings, since the {fp} are proportional to
the real physical forces at the jamming point, which must
carry a positive pressure everywhere. This reasoning was
confirmed numerically, as one finds that stretching a bond
α by some amount ǫ leads to a displacement of all particles
of order ǫ [27].
Variational argument. – We seek to show that an
isostatic system has at least a constant density of vibra-
tional modes. First, we add one new spring to the system,
which we call α, initially at rest. Next, we change its
rest length by some ǫ. As stated above, the corresponding
response δRα is extended, so its norm must follow:
||δRα||2 ∼ Nǫ2. (6)
Likewise on average the response energy Eα is of order
Eα ∼ ǫ2/N as follows from Eq.(5). M is symmetric and
positive definite. Using δRα as a trial mode for the stiff-
ness matrix of the original isostatic system, we can bound
its lowest frequency:
ω2min ≤
2Eα
||δRα||2 ∼
1
N2
. (7)
Next, we extend this argument to finite ω by introduc-
ing a density q of additional springs to an isostatic system,
as sketched in Fig. 1. To ensure a homogeneous distri-
bution, we decompose the system into blocks of volume
Nf.s. = 1/q, that each contains one additional spring with
respect to the initial isostatic state. The obtained system
is hyperstatic with an excess coordination δz = 2q. We
denote by E˜ and E the energy of a given displacement in
the hyperstatic and isostatic system, respectively. Since
the isostatic system has fewer springs, E˜ > E. We label
the introduced springs α, with α = 1, ..., qN . We con-
sider the response δRα obtained in the hyperstatic sys-
tem by changing the rest length of one spring α by some
p-2
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Figure 2: Average characteristic frequency 〈ω˜2α〉
1/2 of the response to spring elongations δRα defined in Eq.(8) vs fraction of
additional springs q for 2D random networks (a), 3D random networks (c) and 2D packings (e). The average is made on the
Nq added springs. Bottom (b), (d) and (f): Average characteristic frequency 〈ω2λ〉
1/2
of the orthonormal trial modes in the
isostatic system. Black lines show the scaling of the bound ω = q.
amount ǫ. According to Eq.(5), the energy of such a mode
is E˜α ∼ ǫ2q. The norm of the response must scale as
||δRα||2 ∼ ǫ2qγ where γ is some exponent. Requiring that
this expression matches Eq.6 when finite-size effects set
in, i.e. N = 1/δz, implies γ = −1 or ||δRα||2 ∼ ǫ2/q.
Defining
ω˜α ≡
√
2E˜α
||δRα|| , (8)
we must then have ω˜α ∼ q, a scaling we numerically con-
firm in Fig. 2. Since ωα < ω˜α, if the vectors δRα for differ-
ent α were orthogonal, we could use them as trial modes
in Horn’s variational theorem [22] and obtain that there
are at least of order Nq/2 normal modes of frequency of
order ωα or smaller in the isostatic system. As we discuss
below, orthogonality is not a problem. It can be antici-
pated by writing the norm of the response δRα in terms of
a characteristic volume Vc and the characteristic displace-
ment ǫ: ||δRα||2 ≡ Vcǫ2. Comparing this expression with
the results above, we get Vc ∼ 1/q. Since there is a den-
sity q of such responses, that each occupy a volume 1/q,
we only expect a limited overlap between these modes.
Assuming this to be true, we have found Nq modes with
frequency smaller than ω. Hence the number of modes per
unit volume with frequency smaller than ω, N (ω), satis-
fies N (ω) ≥ Nq/N ∼ ω, since here ω ∼ q. If this bound
is saturated, one gets for the density of states:
D(ω) = dN/dω ∼ ω0 (9)
as observed in packings.
This argument is readily extended to hyperstatic sys-
tems with δz > 1/N . Adding a density q of additional
springs, we create a system of excess coordination ∆z =
δz+2q. The only difference from the isostatic case is that
the frequency of trial modes now reads ωα ∼ ∆z ∼ q+ δz.
Since trial modes all get a frequency shift δz with respect
to the isostatic network, our argument predicts that the
density of states is simply shifted from that of an isostatic
system, by a frequency ω∗ ∼ δz below which trial modes
cannot be produced, in agreement with numerical mea-
surements of D(ω) [11, 20].
Orthogonality of the trial modes. – For the vari-
ational argument to work, we must build from the dis-
placement fields {δRα} of the order qN orthogonal trial
modes, whose frequency remains of order ω ∼ q. This is
achieved by considering the correlation matrix C of dimen-
sion qN × qN :
Cα,β = 〈δRα|δRβ〉||δRα|| · ||δRβ|| (10)
C is symmetric and can be diagonalised in an orthonormal
basis δRλ:
C =
∑
λ
λ|δRλ〉〈δRλ| (11)
The δRλ are our trial modes. We define, using the stiffness
matrix of the isostatic system:
ω2λ = 〈δRλ|M|δRλ〉 (12)
p-3
Le Yanlyan@kitp.ucsb.edu1 and Eric DeGiuli2 and Matthieu Wyartmatthieu.wyart@epfl.ch2
A sufficient condition for our results to hold true is:
〈ω2λ〉 < C0q2, (13)
where C0 is some numerical constant independent of N
and the average is made over the qN modes δRλ. Indeed,
in that case, at least qN/2 modes satisfy ωλ <
√
C0q.
Fig.2 confirms that this condition holds true.
Numerical evidence. – We consider two types of
networks: (i) An isostatic network can be built by remov-
ing redundant springs from a hyperstatic network. The
latter is built from a strongly compressed bi-disperse soft
particles with rest size ratio 1.4 : 1, for which the forces in
the bonds are set to zero. Next, we find and remove the
spring connecting the nodes with the highest coordination,
until isostaticity is reached. The “red bonds” shown in the
right panel of Fig. 1 are precisely those that were removed
to reach isostaticity; the first to be added are the last that
were removed in that process. We consider both two di-
mension (2D) and three dimension (3D) with N varying
from 64 to 4096 and q varying from 1/N to 0.5. (ii) The
contact network of a packing at jamming is also isostatic.
We construct such isostatic networks by decompressing
the bi-disperse soft particle packings with the same size
ratio as above. We track the configurations during the
decompression. The red springs we add in our arguments
are precisely chosen as the contact lost when the packing
was decompressed; once again, the first red springs we add
are the last contacts which opened in the decompression
protocol. We consider two dimensional packings of size
N = 400 to 6400 at pressure p = 1× 10−5 to 1× 10−1.
We compute frequencies as defined in Eq.(8) both for
the response to elongating one spring |δRα〉 and the or-
thogonal trial modes |δRλ〉. This is done for the two types
networks as q is varied. Average values of for these fre-
quencies are shown in Fig. 2. Both our scaling prediction
ωα ∼ q and Eq.(13) are found to be satisfied. The inequal-
ity Eq.(13) becomes better satisfied with growing system
size, indicating that it holds in the thermodynamic limit,
and proving the validity of our argument.
Discussion. – We have argued that a variational ar-
gument for packings near jamming can be made by excit-
ing the system in its bulk, rather than at its boundary.
The physical picture it provides is that soft elastic modes
of frequency ω at jamming are similar to the response to
a local strain in a system of coordination δz ∼ ω. Away
from jamming (i.e. for δz > 0), the softest elastic modes
can be localized (in the sense of fixing the ratio of their
squared norm over their squared maximum displacement)
on a volume 1/ω∗ ∼ 1/δz without significantly increas-
ing their frequency. This picture shares similarity with
the description of dense granular and suspensions flows
presented in [29]. In that case, the contact network is
hypostatic (δz < 0), and flow occurs along floppy modes
whose characteristic volume is precisely ∼ 1/|δz|, which
also corresponds to the characteristic finite size volume
beyond which scaling holds.
The characteristic volume Nf.s. ∼ 1/δz may seem to
contradict effective medium results and numerics, which
indicates that the length scale characterizing the decay of
most of the amplitude of the response to a local strain is
lc ∼ 1/
√
δz both for floppy [30] and jammed materials [5].
There is however no contradiction: it simply signals that
the leading term of the response decays with distance r as
δR2α(r) ∼ f(r/lc)/rd−2, where f(x) is a rapidly decaying
function of its argument.
We expect our argument to be robust to disorder in the
spring stiffness, as long as they are not too many weak
springs in the system. When this occurs, better variational
arguments can be designed that cut the weakest springs
and consider the resulting floppy modes as trial modes.
These arguments are necessary to describe thermal effects
on vibrational properties in packings of soft particles [31]
as well as hard sphere systems [13].
Finally, we expect our lower bound on the density of
states to hold for generic isostatic networks. An interest-
ing case are “directed” isostatic networks where the ge-
ometry of floppy modes can be computed layer by layer.
These networks can present interesting topological proper-
ties [15,16,32]. They also present curious finite size effects
[28] when mixed boundary conditions (one side pinned and
one side free) are used. We expect however that finite
size effects are similar to those discussed here when peri-
odic boundaries are used in disordered networks. We have
checked that our prediction on the linear dependence of
ωα and ωλ with the density of added springs q holds true
for a distorted square lattice, which is “directed”.
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