In this paper, we give a fast algorithm for constructing a Galois lattice of a binary relation. When the binary relation is represented as a bipartite graph, each vertex of the lattice (called a concept) corresponds to a maximal bipartite clique of the bipartite graph. Thus, our algorithm also enumerates all maximal bipartite cliques. Further, our algorithm can be naturally modified to compute only large concepts that are known as closed frequent sets in data mining. The running time of our algorithm depends on the lattice structure and is faster than all other existing algorithms for these problems. Let B denote the set of all concepts, and L =< B, ≺> be the corresponding lattice. For a concept C ∈ B, a descendant D = (ext(D), int(D)) of C is called an upper descendant of C if there exists i ∈ int(D) such that for any descendant E
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is called a concept of the context (O, M, I). Concepts (ordered by set-inclusion) constitute a nice structure, known as a lattice. The lattice of all concepts is called concept or Galois lattice. A concept is also called a closed frequent set [32] in data mining.
The equivalence of all these terminologies -maximal bipartite cliques in theoretical computer science (TCS), concepts for applied mathematicians in FCA, and closed frequent sets for researchers in data mining (DM) -was known, e.g. [2, 32] . There is extensive work of the related problems in these three communities, e.g. [1] - [7] in TCS, [9] - [21] in FCA, and [23] - [34] in DM. In general, in TCS, the research focuses on efficiently enumerating all maximal bipartite cliques (of a bipartite graph); in FCA, one is interested in the lattice structure of all concepts; in DM, one is often interested in computing only large closed frequent sets.
Time complexity. Given a bipartite graph, it is not difficult to see that there can be exponentially many maximal bipartite cliques. For problems with potential exponential (in the size of the input) size output, in their seminal paper [5] , Johnson et al introduced several notions of polynomial time for algorithms for these problems: polynomial total time, incremental polynomial time, polynomial delay time. An algorithm runs in polynomial total time if the time is bounded by a polynomial in the size of the input and the size of the output. An algorithm runs in incremental polynomial time if the time required to generate a successive output is bounded by the size of input and the size of output generated thus far. An algorithm runs in polynomial delay time if the generation of each output is only polynomial in the size of input. It is not difficult to see that polynomial delay is stronger than incremental polynomial (namely an algorithm with polynomial delay time is also running in incremental polynomial), which is stronger than polynomial total time. One says such a problem is NP-hard if it has no polynomial total time algorithm unless P=NP. For polynomial delay algorithm, we can further distinguish if the space used is polynomial or exponential in the input size.
Previous work. Observe that the maximal bipartite clique (MBC) problem is a special case of the maximal clique problem in a general graph. Namely, given a bipartite graph G = (V 1 , V 2 , E), a maximal bipartite clique corresponds to a maximal clique inG
Consequently, any algorithm for enumerating all maximal cliques in a general graph, e.g., [7, 5] , also solves the MBC problem. In fact, the best known algorithm in enumerating all maximal bipartite cliques, which was proposed by Makino and Uno [6] that takes O(∆ 2 ) polynomial delay time where ∆ is the maximum degree of G, was based on this approach. The fact that the set of maximal bipartite cliques constitutes a lattice was not observed in the paper and thus the property was not utilized for the enumeration algorithm.
In FCA, much of research has been devoted to study the properties of the lattice structure. There are several algorithms, e.g. [17, 21, 16] , that construct the lattice, i.e. computing all concepts together with its lattice order. There are also some algorithms that compute only concepts, e.g. [19, 12] . See [14] for a comparison studies of these algorithms. The best polynomial total time algorithm was by Nourine and Raynaud [17] with O(nm|B|) time and O(n|B|) space, where n = |O| and m = |M| and B denote the set of all concepts. This algorithm can be easily modified to run in O(mn) incremental time [18] . Observe that the space of total size of all concepts is needed if one is to keep the entire structure explicitly. There were several other algorithms, e.g. [12, 16] , all run in O(n 2 m) polynomial delay. There is another algorithm [21] that is based on divide-and-conquer approach, but the analytical running time of the algorithm is unknown as it is difficult to analyze.
There are several heuristics in data mining for computing closed frequent sets, such as CHARM [33, 34] , and CLOSET [27, 30] . To our best knowledge, the algorithm with theoretical analysis running time was given in [2] with O(m 2 n) incremental polynomial running time, where n = |O| and m = |M|.
Our Results. In this paper, making use of the lattice structure of concepts, we present a simple and fast algorithm for computing all concepts together with its lattice order. The main idea of the algorithm is that given a concept, when all of its successors are considered together (i.e. in a batch manner), they can be efficiently computed. We compute concepts in the Breadth First Search (BFS) order -the ordering given by BFS traversal of the lattice. When computing the concepts in this way, not only do we compute all concepts but also we identify all successors of each concept. The efficiency is further achieved by using the same implementation technique that one employs to implement the Lexicographic Breadth First Search (LBFS) traversal of a graph in linear time of number of vertices and edges. Another idea of the algorithm is that we make use of the concepts generated to dynamically update the adjacency relations. The running time of our algorithm depends on the lattice structure. Let B denote the set of all concepts, and L =< B, ≺> the corresponding lattice. Each concept C ∈ B consists of two components and is written as (ext(C), int(C)), where ext(C) and int(C) are the extent and intent of C respectively (see Section 2 for related background and terminology). where G(C) is a predecessor of C. Our algorithm is faster than the best known algorithms for computing all concepts or constructing a lattice because (1) the algorithm is improved upon an easy algorithm (described in Section 4.1) and (2) the easy algorithm is as fast as the current best algorithms for the problem.
Outline. The paper is organized as follows. In Section 2, we review some background and notation on FCA. In Section 3, we describe some basic properties of concepts that we use in our lattice-construction algorithm. In Section 4, we first describe an easy algorithm that is as fast as the best known algorithms for computing all concepts or constructing a lattice. Then we describe how to improve the algorithm based on the idea of compressing attributes. Finally, we further improve the algorithm by eliminating explicit successor-checking. We conclude with discussion in Section 5. Let
Background and Terminology on FCA
We order the concepts in B by the following relation ≺:
It is not difficult to see that the relation ≺ is a partial order on B. In fact, L =< B, ≺> is a complete lattice and it is known as the concept or Galois lattice of the context (O, M, I). Note that each concept (A, B) is uniquely determined by either its extent, A, or by its intent, B. We denote the concepts restricted to the objects O by B O = {A ⊆ O : A = A}. When there is no danger of confusion, for A ∈ B O , we refer to its corresponding intent by int(A) and the corresponding concept by (A, int(A)). Also, the order ≺ is completely determined by the inclusion order on 2 O or equivalently by the reverse inclusion order on 2 M . That is, (A, int(A)) ≺ (P, int(P )) if and only if A ⊆ P .
Following the convention, we will simplify the standard set notation by dropping out all the separators (e.g., 123 will stand for the set of attributes {1, 2, 3} and abcd for the set of objects {a, b, c, d}).
Basic Properties
In this section, we describe some basic properties of the concepts on which our lattice construction algorithms are based.
Conversely, for any set C ∈ B O , C = O, let (P, int(P )) be a predecessor of (C, int(C)), Example. Consider the concept (C, int(C)) = (abcd, ∅) of context in Figure 1 , we have
Call the set of these pairs {(E k , pre int C (E k )) : 1 ≤ k ≤ t} the children of (C, int(C)), and denote the set by Child(C, int(C)). For example, in Figure 1 , Child(abcd, ∅) = {(abc, 1), (bd, 24), (ac, 3)}.
From Proposition 3.1, the object set E in each pair (E, pre int C (E)) ∈ Child(C, int(C)) is an extent of some concept. We denote the extent set
Recall that L =< B, ≺> and L O =< B O , ⊆> are order-isomorphic. We have the property that (E, int(E)) is a successor of (C, int(C)) in L if and only if E is a successor of C in L O . For E ∈ ExtChild(C), we call E a child (or upper descendant) of C and C a parent of E. It is not difficult to see that if E is a successor of C, then E is a child of C. However, not every child of C is a successor of C. For the example in Figure 1 , ExtChild(abcd) = {abc, bd, ac}, where abc and bc are successors of abcd but ac is not. Similarly, if P is a predecessor of C, then P is a parent of C but it is not necessarily true that every parent of C is a predecessor of C.
Corollary 3.3 Let E ∈ ExtChild(C).
Suppose that E is not contained in any of its siblings in ExtChild(C), i.e. E ⊂ F for any F ∈ ExtChild(C), then E is a successor of C.
For E ∈ ExtChild(C), we call pre int C (E) the attribute set of E induced by C. When C is understood, we simply refer pre int C (E) the induced attribute set of E. We call the set int(C) ∪ pre int C (E) the combined attribute set of E. We say that pre int C (E) is complete if its combined attribute set equals to its intent, i.e. int(E) = int(C) ∪ pre int C (E). If E ∈ ExtChild(C) is a successor of C, we call the corresponding pair (E, pre int C (E)) a successor pair of (C, int(C)), otherwise, the non-successor pair. From Lemma 3.2, we know that all induced attribute sets in successor pairs are complete.
Recall that to compute the lattice structure of all concepts, it suffices to find all successor/predecessor relations in addition to computing all concepts. Denote the successors of C by Succ(C). Then by Lemma 3.2,
In general, an extent can have several parents. For example, b is in ExtChild(abc) and ExtChild(bd), with pre int abc (b) = 24 and pre int bd (b) = 1 respectively. In the following, we give another characterization of Succ(C) in terms of the size of the attribute sets.
Data Structures. Throughout this paper, the binary relation (or the bipartite graph) is represented in adjacency lists of all objects and attributes. The adjacency list of each object (attribute respectively) contains a list of pointers to the adjacent attributes (objects respectively). WLOG, we assume that no object is adjacent to all attributes, and no attribute is adjacent to all objects. We use a trie over the object set to store the extents. Each extent in the trie is associated with a set of attribute set. Thus, each concept is represented by its extent in the trie and the corresponding intent is associated with the extent. To efficiently match the extents, we use hash keys over each branch in the trie. It will take time O(|C|) to search or insert an object set C in the trie.
Computing Child(C, int(C)) by Procedure SPROUT
We will describe how to compute Child(C, int(C)) in O( a∈C |nbr(a)|) time, using a procedure called SPROUT. Lemma 3.5 For (C, int(C)) ∈ B, it takes O( a∈C |nbr(a)|) to compute Child(C, int(C)).
Proof.
Let R(C) = ∪ a∈C nbr(a) \ int(C). For each i ∈ R(C), we associate it with a set C i (which is initialized as an empty set). For each object a ∈ C, we scan through each attribute i in its neighbor list nbr(a), append a to the set C i that is associated with i. This step takes O( a∈C |nbr(a)|). Next we collect all the sets {C i : i ∈ R(C)}. We use a trie to group the same object set: search C i in the trie; if not found, insert C i into the trie with {i} as its attribute set, otherwise we append i to C i 's existing attribute set. This step takes O( i∈R(C) |C i |) = O( a∈C |nbr(a)|). Thus, this procedure, called SPROUT(C, int(C)), takes O( a∈C |nbr(a)|) time to compute Child(C, int(C)).
In order to compare the running time with the algorithm by Makino and Uno [6] , we express the running time in terms of ∆ the maximum degree of vertices (objects/attributes). The size of a extent set is O(∆). Thus, O( a∈C |nbr(a)|) = O(∆ 2 ).
Efficient Intent Completion by Procedure COMPLETEINTENT
Recall that not all sets in ExtChild(C) are the successors of C. From Lemma 3.2, if E is not a successor of C, then its induced attribute set is not complete, i.e. int(C) ∪ pre int C (E) = int(E). Thus, by comparing the combined attribute set, int(C) ∪ pre int C (E), with int(E) = ∩ a∈E nbr(a), we can determine if E is a successor or not. This can be implemented in Lexicographic Breadth First Search-like manner in O( a∈E |nbr(a)|). We call this procedure COMPLETEINTENT. The procedure returns "Yes" if the induced attribute set is complete, otherwise "No" and set the attribute set pre int C (E) to int(E) \ int(C). That is, upon return, we always have int(C) ∪ pre int C (E) = int(E). We summarize this in the following lemma. Lemma 3.6 For (E, pre int C (E)) ∈ Child(C, int(C)), we can determine whether pre int C (E) is complete, i.e. pre int C (E) = int(E) \ int(C), in O( a∈E |nbr(a)|) time.
Algorithms for Constructing A Galois Lattice

An Easy Algorithm
In this section, we describe an easy algorithm to construct the lattice structure, including generating all concepts and a list of its successors for each concept, in O( C∈B a∈C |nbr(a)|) time.
Our algorithm starts with processing the top concept (C, int(C)) = (O, ∅). First, we generate all the children Child(C, int(C)) by procedure SPROUT. Then we check each pair (E, pre int C (E)) ∈ Child(C, int(C)) by the procedure COMPLETEINTENT. If the induced attribute set pre int C (E) is complete, we add E to the successor list of C. To systematically process concepts so that each concept is processed (and thus sprouted) once and only once, we process concepts in a Breadth First Search (BFS) order. Namely, we enqueue an extent into a queue when the extent is generated (or sprouted) by its first parent. Each extent can have several parents and thus can be generated several times. Recall that the procedure COMPLETEINTENT also completes the attribute set pre int C (E) and an extent is a successor if its induced attribute set is complete. Thus, after the first time an extent was generated, we store E together with the intent set int(E) in the trie (regardless if E is a successor of C or not). When an extent is generated again, we can avoid calling COMPLETEINTENT to determine if it is a successor of the current parent. Instead we compare its combined attribute set with the intent set in the trie. If the combined attribute set is the same as the intent set, then the extent is a successor of its (current) parent, otherwise it is not.
See Figure 2 for an illustration of the algorithm and Algorithm 2 in the appendix for the pseudo-code.
Time complexity analysis.
Each concept calls once the procedure COMPLETEINTENT and once the procedure SPROUT. Thus, the total running time is O( C∈B a∈C |nbr(a)|). In terms of polynomial delay, it takes O(∆ 3 ) to output a successive concept together with its successor list. If we need only concepts, the algorithm can be modified to run in O( a∈C |nbr(a)|) = O(∆ 2 ) polynomial delay. Thus, this easy algorithm is as fast as the algorithm by Makino & Uno [6] that computes only concepts. It is also as fast as the best lattice-construction algorithm given by by Nourine and Raynaud [17] , in total polynomial time of O(mn|B|) (or O(mn) incremental polynomial), and several other algorithms (e.g. see [14] ) of O(n 2 m) polynomial delay. Remark: The order of the concepts being processed is not important as long as the pair that is being processed is a concept (i.e. the induced attribute set is complete). If we use stack instead of queue, then the concepts are generated in Depth First Search (DFS) order. Also, in the DFS version, if we need only concepts, we can avoid the intent completion procedure. However, we will need to compare the attribute sets for the lattice structure.
An Improved Algorithm
The running time of the above algorithm is dominated by procedures COMPLETEINTENT and SPROUT. Each procedure takes O( a∈C |nbr(a)|) for processing a concept (C, int(C)). Thus, if we can reduce the size of the adjacency lists (i.e.|nbr(a)|), we can reduce the running time of the algorithm.
Observation. Consider a concept (C, int(C)) ∈ L, the extents of all descendants of (C, int(C)) are all subsets of C. To compute the descendants of (C, int(C)), it suffices to consider the adjacency lists of attributes with restriction to C. That is, for i ∈ R(C), we restrict the adjacent list to C, nbr(i) ∩ C = {a ∈ C : (a, i) ∈ I}, denoted by nbr C (i).
Compressing attributes.
For (E, pre int C (E)) ∈ Child(C, int(C)), nbr C (i) = nbr C (j), for any i, j ∈ pre int C (E) with i = j. That is, all attributes in pre int C (E) have the same adjacency list when the object 1 2 3 4 5 6
set is restricted to C. To reduce the sizes of adjacent lists, we thus can represent the attributes in pre int C (E) by a single element, called a compressed attribute. For example, using a single element 15 to represent the two attributes 1 and 5. We call the reduced adjacency lists the compressed adjacency lists. The set of compressed adjacency lists corresponds to a reduced cross-table. For example, the reduced cross table of Child(abcdef, ∅) of the above example is shown in Figure 3 . Figure 3 : Reduced cross-table of Child(abcdef, ∅) of the context in Figure 2 .
To make use of the compressed adjacent lists, we proceed the algorithm in a two-level manner. For a concept (C, int(C)), we first generate all its children Child(C, int(C)) by the procedure SPROUT. Then we compress the attributes in each child of (C, int(C)) to get a set of compressed adjacency lists. We then use these compressed adjacency lists to process each child (E, pre int C (E)) of (C, int(C)), by procedures SPROUT and COMPLETEINTENT. That is, instead of using the global adjacency lists, when processing (E, pre int C (E)), we use the compressed adjacency lists with restriction to C.
Recall that for a re-generated extent E, we need to compare the new combined attribute set with its (already computed) intent. However, instead of expanding the compressed attributes to make the comparison, we can determine if an extent is a successor or not by the size of attribute sets. This is because an extent is a successor (of its parent) if and only if its combined attribute set is the same as the intent set. This is equivalent to the size of the combined attribute set is the same size as its intent. If an extent is not a successor, its combined attribute set will be a subset of its intent and thus the corresponding size will be smaller. We summarize this characterization in the following lemma.
By associating each compressed attribute with the number of the original attributes that it contains, we can easily keep track of the size of attribute sets. After computation, we can expand the compressed attributes to restore the original attributes. It is not difficult to see that this will not take more asymptotic time. Readers are referred to the full version of this paper for the implementation details.
Time complexity analysis. Now the running time of each procedure (SPROUT or COMPLETEINTENT) will depend on the size of compressed adjacency lists it uses. It will take O( a∈C |cnbr G(C) (a)|) where cnbr G(C) (a) is the compressed adjacency lists with restriction to G(C), when processing an extent C. For the procedure SPROUT, G(C) is a predecessor of C; however, for the COMPLETEINTENT, G(C) might be an ancestor of C that is a few levels higher than C. Since the size of a adjacency list restricted to a predecessor is smaller than the size of a adjacency list restricted to a higher ancestor, the running time of this algorithm is dominated by COMPLETEINTENT.
A Further Improved Algorithm
In this section, we further improve the above algorithm by eliminating the COMPLETEINTENT procedure. That is, the running time will be dominated by the procedure SPROUT on each concept.
We make two modifications to the above algorithm: First, we process the children according to the size of their extents in decreasing order. Based on this processing order, we claim that we can avoid calling COMPLETEINTENT to compute the size of intent. Instead, we determine if an extent is a successor or not by comparing the sizes of the extent's attribute sets generated so far. Namely, when we process an extent, the extent is a successor of its current parent if the size of its combined attribute set is not smaller than the size of attribute set generated up to this point. The correctness follows from the following lemma. Lemma 4.2 If E ∈ ExtChild(C) is not a successor of C, then one of its siblings F in ExtChild(C) will be processed earlier than E, and |int(C)| + |pre int C (E)| < |int(F )| + |pre int F (E)|.
Proof. By Lemma 3.2, if E is not a successor of C, there exists P ∈ ExtChild(C) such that E ⊂ P . Let F be the largest such set. That is, F is not contained by any other sibling in ExtChild(C). By Corollary 3.3, F is a successor of C. Thus, by the ordering, F will be processed (not necessarily as a child of C) earlier than E. Then by Lemma 3.4, E ∈ ExtChild(F ) and thus |int(
See Algorithm 1 for the pseudo-code and Figure 4 for an illustration of the algorithm.
Algorithm 1 Constructing a Galois Lattice
Input: (O, M) and the adjacency list of each element; Output: All concepts (C, int(C)) and a successor list for each concept. Compress attributes in each induced attribute set in the children of C and generate the corresponding compressed adjacency lists accordingly; 8: Sort the children of C according to the extent size in decreasing order. Suppose the children are (E k , pre int C (E k )), 1 ≤ k ≤ t and |E i | ≥ |E j | for i < j. 9: for k = 1 . . . t do 10: if the size of E k 's combined attribute set is not smaller than the largest attribute set generated then 11: Add E k to the successor list of C; 12: if E k is not sprouted then 13: Generate the children of E k by procedure SPROUT; 14: For each child of E k , if its extent exists in T , compare and keep the size of the larger combined attribute set for the extent, otherwise insert the extent into T with the size of its combined attribute set.
15:
Enqueue E k into Q; 16: end if 17: end if 18: end for 19: Expand the compressed attributes in int(C); output the concept (C, int(C)) and its successor list. 20: end while Time complexity analysis. The total running time of the algorithm is O( C∈B a∈C |cnbr G(C) (a))|), where O( a∈C |cnbr G(C) (a))|) is the time for sprouting the extent C, and G(C) is the leftmost predecessor of C and cnbr G(C) (a) is the size of the compressed adjacency list of a with restriction to G(C). Observe that |cnbr G(C) (a))| = |{E ∈ ExtChild(G(C)) : a ∈ E}|. Recall that U C is the set of upper descendants of C defined by {D ∈ B : D ≺ C and there exists i ∈ int(D) such that for all E ≺ C with i ∈ int(E), ext(E) ⊆ ext(D)}. It is not difficult to see that ExtChild(C) = {E : (E, int(E)) ∈ U C }. Hence the total running time of the algorithm is O( C∈B a∈ext(C) |{D ∈ U G(C) : a ∈ ext(D)}|), and it takes O( a∈ext(C) |{D ∈ U G(C) : a ∈ ext(D)}|) polynomial delay for processing concept (C, int(C)).
Discussion
In this paper, by making use of the lattice structure of concepts, we present a simple and fast algorithm for constructing a Galois lattice of a context. We generate all concepts, together with a list of successors of each concept, in the BFS order. Our algorithm is faster than the existing algorithms for constructing lattices [17, 21, 16, 14] , and algorithms for computing only all concepts [6] . The algorithm by Makino and Uno [6] generates the concepts according to the (reverse search) enumeration tree order. As it does not seem to have a clear correspondence between the lattice and the enumeration tree, it is not clear that one can modify their algorithm to output the concepts together with its lattice order. In FCA, much of research has been devoted to the study of the structure properties of concept lattices. However, the lattice-construction algorithms in the area do not seem to take advantage of these properties.
In data mining, one is in general interested in concepts with large extent size, and the lattice structure. Since we generate our concepts in decreasing order of extent size, we can naturally modify our algorithm to output these large concepts and its lattice order, namely by keeping and sprouting only concepts with large enough extents. Theoretically, our algorithm is much faster than the current state-of-art algorithm CHARM [34] in data mining. We are testing and comparing our algorithm with CHARM on the benchmark dataset. The results will be reported elsewhere.
As FCA finds its wide applications in areas ranging from data mining to bioinformatics, efficient algorithms for constructing Galois lattices are much needed. Our algorithm is faster than previous algorithms for this problem, nevertheless, it seems to have much room to improve.
