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LEAST GRADIENT FUNCTIONS IN METRIC RANDOM WALK
SPACES
WOJCIECH GO´RNY AND JOSE´ M. MAZO´N
Abstract. In this paper we study least gradient functions in metric random walk
spaces, which include as particular cases the least gradient functions on locally finite
weighted connected graphs and nonlocal least gradient functions on RN . Assuming that
a Poincare´ inequality is satisfied, we study the Euler-Lagrange equation associated with
the least gradient problem. We also prove the Poincare´ inequality in a few settings.
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2 W. GO´RNY AND J. M. MAZO´N
1. Introduction and Preliminaries
A metric random walk space [X, d,m] is a Polish metric space (X, d) together with a
family m = (mx)x∈X of probability measures that encode the jumps of a Markov chain.
Important examples of metric random walk spaces are: locally finite weighted connected
graphs, finite Markov chains and [RN , d,mJ ] with d the Euclidean distance and
mJx(A) :=
∫
A
J(x− y)dLN(y) for every Borel set A ⊂ RN ,
where J : RN → [0,+∞[ is a measurable, nonnegative and radially symmetric function
with
∫
RN
J dx = 1.
In the Euclidean space, least gradient problems are closely related to the study of
minimal surfaces. They first appeared in the pioneering work of Bombieri et al. [5], where
the authors show that the boundaries of superlevel sets of a function of least gradient
are area-minimizing in the sense that the characteristic functions of those sets are also
functions of least gradient (see also [19] for stability results on functions of least gradient).
Conversely, Sternberg, Williams, and Ziemer proved in [25] (see also [26]) existence of a
function of least gradient with a given continuous trace by explicitly constructing each of
its superlevel sets in such a way that they are area-minimizing and reflect the boundary
condition. Due to their important applications in conductivity imaging, such problems
(including anisotropic cases) have received extensive attention in the past decade (see
for instance: [7], [8], [9], [14], [21], [22], [23]). In particular, in [14] the authors give a
formulation of the problem of Euler-Lagrange type, where the structure of the solution is
governed by a single divergence-measure vector field. We will utilise a similar approach
in the nonlocal setting.
To our knowledge, the only results on least gradient problems for nonlocal operators
are to one obtained in [13]. The aim of this paper is to study least gradient functions in
the general setting of metric random walk spaces. As a particular case, we obtain results
in the nonlocal least gradient problem on graphs. Moreover, some results obtained in this
paper are new also in the context of nonlocality defined by a continous nonnegative kernel
on a Euclidean space.
The paper is organized as follows: in the first part of the paper, we provide the Euler-
Lagrange formulation associated with the least gradient problem in general metric random
walk spaces. Under the assumption that a nonlocal Poincare´ type inequality is satified,
we prove equivalence of the Euler-Lagrange equations with the variational formulation
and study some properties of solutions to the least gradient problem in this setting. In
the second part of the paper, we prove that such Poincare´ inequality holds in many
important examples of metric random walk spaces, such as the ǫ-step random walk in
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weighted Euclidean spaces or Carnot-Carathe´odory spaces and on locally finite graphs.
Moreover, we show that if the space does not satisfy the Poincare´ inequality, then solutions
in the Euler-Lagrange sense might not exist.
1.1. Metric Random Walk Spaces. Let (X, d) be a Polish metric space equipped with
its Borel σ-algebra. A random walk m on X is a family of probability measures mx on X ,
x ∈ X , satisfying the two technical conditions: (i) the measures mx depend measurably
on the point x ∈ X , i.e., for any borelian A of X and any borelian B of R, the set
{x ∈ X : mx(A) ∈ B} is borelian; (ii) each measure mx has finite first moment, i.e. for
some (hence any) z ∈ X , and for any x ∈ X one has
∫
X
d(z, y)dmx(y) < +∞ (see [24]).
A metric random walk space [X, d,m] is a Polish metric space (X, d) with a random
walk m.
Let [X, d,m] be a metric random walk space. A Radon measure ν on X is invariant
for the random walk m = (mx) if
dν(x) =
∫
y∈X
dν(y)dmy(x),
that is, for any ν-measurable set A, it holds that A is mx-measurable for ν-almost all
x ∈ X , x 7→ mx(A) is ν-measurable, and
ν(A) =
∫
X
mx(A)dν(x).
Hence, for any u ∈ L1(X, ν), it holds that u ∈ L1(X,mx) for ν-a.e. x ∈ X , x 7→∫
X
u(y)dmx(y) is ν-measurable, and∫
X
u(x)dν(x) =
∫
X
(∫
X
u(y)dmx(y)
)
dν(x).
The measure ν is said to be reversible if, moreover, a more detailed balance condition
dmx(y)dν(x) = dmy(x)dν(y)
holds true. Under suitable assumptions on the metric random walk space [X, d,m], such
an invariant and reversible measure ν exists and is unique, as we will see below. Note
that the reversibility condition implies the invariance condition.
We will assume that the metric measure space (X, d, ν) is σ-finite.
Example 1.1. (1) Consider (RN , d,LN), with d the Euclidean distance and LN the
Lebesgue measure. Let J : RN → [0,+∞[ be a measurable, nonnegative and radially
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symmetric function verifying
∫
RN
J(z)dz = 1. In (RN , d,LN) we have the following ran-
dom walk, starting at x,
mJx(A) :=
∫
A
J(x− y)dLN(y) ∀A ⊂ RN borelian.
Applying Fubini’s Theorem it is easy to see that the Lebesgue measure LN is an invariant
and reversible measure for this random walk. Hence, [X, d,mJ ] is a random walk space.
(2) Let K : X ×X → R be a Markov kernel on a countable space X , i.e.
K(x, y) ≥ 0, ∀x, y ∈ X,
∑
y∈X
K(x, y) = 1 ∀x ∈ X.
Then, for
mKx (A) :=
∑
y∈A
K(x, y),
[X, d,mK ] is a metric random walk space for any metric d on X . Basic Markov chain
theory guarantees the existence of a unique stationary probability measure (also called
steady state) π on X , that is,∑
x∈X
π(x) = 1 and π(y) =
∑
x∈X
π(x)K(x, y) ∀y ∈ X.
We say that π is reversible for K if the following detailed balance equation
K(x, y)π(x) = K(y, x)π(y)
holds true for x, y ∈ X .
(3) Consider a locally finite weighted discrete graph G = (V (G), E(G)), where each edge
(x, y) ∈ E(G) (we will write x ∼ y if (x, y) ∈ E(G)) has a positive weight wxy = wyx
assigned. Suppose further that wxy = 0 if (x, y) 6∈ E(G). The graph is equipped with
the standard shortest path graph distance dG, that is, dG(x, y) is the minimal number of
edges connecting x and y. We will assume that any two point are connected, i.e., that
the graph is connected. For x ∈ V (G) we define the weight at the vertex x as
dx :=
∑
y∼x
wxy =
∑
y∈V (G)
wxy,
and the neighbourhood NG(x) := {y ∈ V (G) : x ∼ y}. The graph is locally finite, i.e.
the sets NG(x) are assumed to be finite. When all the weights are 1, dx coincides with
the degree of the vertex x in a graph, that is, the number of edges containing vertex x.
For each x ∈ V (G) we define the following probability measure
mGx =
1
dx
∑
y∼x
wxy δy.
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We have that [V (G), dG, m
G] is a metric random walk space. It is not difficult to see that
the measure νG defined as
νG(A) :=
∑
x∈A
dx, A ⊂ V (G)
is an invariant and reversible measure for this random walk.
(4) From a metric measure space (X, d, µ) we can obtain a metric random walk space
with the so called ǫ-step random walk associated to µ, as follows. Assume that balls in X
have finite measure and that Supp(µ) = X . Given ǫ > 0, the ǫ-step random walk on X ,
starting at point x, consists in randomly jumping in the ball of radius ǫ around x, with
probability proportional to µ; namely
mµ,ǫx :=
µ B(x, ǫ)
µ(B(x, ǫ))
.
Note that µ is an invariant and reversible measure for the metric random walk [X, d,mµ,ǫ].
(5) Given a metric random walk space [X, d,m] with invariant and reversible measure ν
for m, and given a ν-measurable set Ω ⊂ X with ν(Ω) > 0, if we define, for x ∈ Ω,
mΩx (A) :=
∫
A
dmx(y) +
(∫
X\Ω
dmx(y)
)
δx(A) ∀A ⊂ Ω borelian,
we have that [Ω, d,mΩ] is a metric random walk space and it easy to see ([17]) that ν Ω
is reversible for mΩ.
In the case that Ω is a closed bounded subset of RN , if we consider the metric random
walk [Ω, d,mJ,Ω], being mJ,Ω = (mJ)Ω, that is
mJ,Ωx (A) :=
∫
A
J(x− y)dy +
(∫
Rn\Ω
J(x− z)dz
)
dδx ∀A ⊂ Ω borelian,
From now on, we will assume that [X, d,m] is a metric random walk space with an
invariant and reversible measure ν.
Let us recall some of the results about the m-Perimeter and the m-Total Variation
given in [18].
1.2. m-Perimeter. In this context, the m-interaction between two ν-measurable subsets
A and B of X is defined as
Lm(A,B) :=
∫
A
∫
B
dmx(y)dν(x).
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Whenever Lm(A,B) < +∞, by the reversibility assumption on ν with respect to m, we
have
Lm(A,B) = Lm(B,A).
We define the concept of m-perimeter of a ν-measurable subset E ⊂ X as
Pm(E) = Lm(E,X \ E) =
∫
E
∫
X\E
dmx(y)dν(x).
It is easy to see that
Pm(E) =
1
2
∫
X
∫
X
|χE(y)− χE(x)|dmx(y)dν(x).
Moreover, if E is ν-integrable, we have
Pm(E) = ν(E)−
∫
E
∫
E
dmx(y)dν(x).
Example 1.2. (1) Let [RN , d,mJ ] be the metric random walk space given in Example
1.1 (1) with invariant measure LN . Then,
PmJ (E) =
1
2
∫
RN
∫
RN
|χE(y)− χE(x)|J(x− y)dydx,
which coincides with the concept of J-perimeter introduced in [15] (see also [16]). On the
other hand,
PmJ,Ω(E) =
1
2
∫
Ω
∫
Ω
|χE(y)− χE(x)|J(x− y)dydx.
Note that, in general, PmJ,Ω(E) 6= PmJ (E).
Moreover,
PmJ,Ω(E) = L
N(E)−
∫
E
∫
E
dmJ,Ωx (y)dx =
= LN(E)−
∫
E
∫
E
J(x− y)dydx−
∫
E
(∫
RN\Ω
J(x− z)dz
)
dx.
Therefore,
PmJ,Ω(E) = PmJ (E)−
∫
E
(∫
RN\Ω
J(x− z)dz
)
dx, ∀E ⊂ Ω.
(2) In the particular case of a graph [V (G), dG, m
G], given A,B ⊂ V (G), Cut(A,B) is
defined as
Cut(A,B) :=
∑
x∈A,y∈B
wxy = LmG(A,B),
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and the perimeter of a set E ⊂ V (G) is given by
|∂E| := Cut(E,Ec) =
∑
x∈E,y∈V \E
wxy.
Then, we have that
|∂E| = PmG(E) for all E ⊂ V (G).
1.3. m-Total Variation. Associated to the random walk m = (mx) and ν, we define the
space
BVm(X) :=
{
u : X → R ν-measurable :
∫
X
∫
X
|u(y)− u(x)|dmx(y)dν(x) <∞
}
.
We have L1(X, ν) ⊂ BVm(X). For u ∈ BVm(X), we define its m-total variation as
TVm(u) :=
1
2
∫
X
∫
X
|u(y)− u(x)|dmx(y)dν(x).
Note that
Pm(E) = TVm(χE).
Recall the definition of the generalized product measure ν ⊗ mx (see, for instance, [2]),
which is defined as the measure in X ×X given by
ν ⊗mx(U) :=
∫
X
∫
X
χ
U(x, y)dmx(y)dν(x) for U ∈ B(X ×X),
where one needs the map x 7→ mx(E) to be ν-measurable for any Borel set E ∈ B(X). It
holds that ∫
X×X
gd(ν ⊗mx) =
∫
X
∫
X
g(x, y)dmx(y)dν(x)
for every g ∈ L1(X ×X, ν ⊗mx). Therefore, we can write
TVm(u) =
1
2
∫
X
∫
X
|u(y)− u(x)|d(ν ⊗mx)(x, y).
Example 1.3. Let [V (G), dG, m
G] be the metric random walk given in Example 1.1 (3)
with the invariant and reversible measure νG. Then
TVmG(u) =
1
2
∫
V (G)
∫
V (G)
|u(y)− u(x)|dmGx (y)dνG(x)
=
1
2
∫
V (G)
1
dx
 ∑
y∈V (G)
|u(y)− u(x)|wxy
 dνG(x)
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=
1
2
∑
x∈V (G)
dx
 1
dx
∑
y∈V (G)
|u(y)− u(x)|wxy

=
1
2
∑
x∈V (G)
∑
y∈V (G)
|u(y)− u(x)|wxy.
Note that TVmG(u) coincides with the anisotropic total variation defined in [6].
Let us now recall some properties of the m-total variation given in [18].
Proposition 1.4. If φ : R → R is Lipschitz continuous then, for every u ∈ BVm(X),
φ(u) ∈ BVm(X) and
TVm(φ(u)) ≤ ‖φ‖LipTVm(u).
Proposition 1.5. TVm is convex and continuous in L
1(X, ν) and lower semi-continuous
respect to the weak convergence in Lq(X, ν), q = 1, 2.
As in the local and nonlocal case, we have the following coarea formula relating the
total variation of a function with the perimeter of its superlevel sets.
Theorem 1.6 (Coarea formula). For any u ∈ L1(X, ν), let Et(u) := {x ∈ X : u(x) >
t}. Then,
TVm(u) =
∫ +∞
−∞
Pm(Et(u)) dt.
For a function u : X → R we define its nonlocal gradient ∇u : X ×X → R as
∇u(x, y) := u(y)− u(x) ∀ x, y ∈ X.
For a function z : X ×X → R, its m-divergence divmz : X → R is defined as
(divmz)(x) :=
1
2
∫
X
(z(x, y)− z(y, x))dmx(y).
For p ≥ 1, we define the space
Xpm(X) :=
{
z ∈ L∞(X ×X, ν ⊗mx) : divmz ∈ L
p(X, ν)
}
.
For u ∈ BVm(X) ∩ L
p′(X, ν) and z ∈ Xpm(X), 1 ≤ p ≤ ∞, having in mind that ν is
reversible, we have the following Green’s formula∫
X
u(x)(divmz)(x)dx = −
1
2
∫
X×X
∇u(x, y)z(x, y)dν ⊗ dmx.
LEAST GRADIENT FUNCTIONS 9
In the next result we characterize TVm and the m-perimeter using the m-divergence
operator. Let us denote by sign0(r) the usual sign function and by sign(r) the multivalued
sign function
sign(u)(x) :=
 1 if u(x) > 0,−1 if u(x) < 0,
[−1, 1] if u = 0.
Proposition 1.7. Let 1 ≤ p ≤ ∞. For u ∈ BVm(X) ∩ L
p′(X, ν), we have
TVm(u) = sup
{∫
X
u(x)(divmz)(x)dν(x) : z ∈ X
p
m(X), ‖z‖∞ ≤ 1
}
.
In particular, for any ν-measurable set E ⊂ X, we have
Pm(E) = sup
{∫
E
(divmz)(x)dx : z ∈ X
1
m(X), ‖z‖∞ ≤ 1
}
.
Let us recall the concept of ergodicity (see, for example, [11]).
Definition 1.8. Let [X, d,m] be a metric random walk space with invariant probability
measure ν. A Borel set B ⊂ X is said to be invariant with respect to the random walk
m if mx(B) = 1 whenever x is in B.
The invariant probability measure ν is said to be ergodic if ν(B) = 0 or ν(B) = 1 for
every invariant set B with respect to the random walk m.
The following result was obtained in [17].
Theorem 1.9. Let [X, d,m] be a metric random walk with invariant probability measure ν.
Then, the following assertions are equivalent:
(i) ν is ergodic.
(ii) If A,B ⊂ X are disjoint sets such that 0 < ν(A), ν(B) < ν(X) and A ∪ B = X,
then Lm(A,B) 6= 0.
In particular, the Theorem above gives an important family of ergodic measures: on a
length space, a doubling measure ν is ergodic with respect to the random walk mν,ε.
1.4. BV-functions in metric measure spaces. Let (X, d, ν) be a metric measure
space. For functions in L1(X, ν) we have the concept of total variation introduced by Mi-
randa in [20] (see also [1]). To introduce this concept recall that for a function u : X → R,
its slope (also called local Lipschitz constant) is defined by
|∇u|(x) := lim sup
y→x
|u(y)− u(x)|
d(x, y)
,
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with the convention that |∇u|(x) = 0 if x is an isolated point.
A function u ∈ L1(X, ν) is said to be a BV-function if there exist locally Lipschitz
functions un converging to u in L
1(X, ν) and such that
sup
n∈N
∫
X
|∇un|dν(x) <∞.
We shall denote the space of all BV-functions by BV (X, d, ν). For u ∈ BV (X, d, ν) the
total variation |Du|ν on an open set A ⊂ X is defined as:
|Du|ν(A) := inf
{
lim inf
n→∞
∫
A
|∇un|(x)dν(x) : un ∈ Liploc(X), un → u in L
1(A, ν)
}
.
We say that a measure ν on a metric space X is doubling, if there exists a constant
Cd ≥ 1 such that following condition holds:
0 < ν(B(x, 2r)) ≤ Cd ν(B(x, r)) <∞
for all x ∈ X and r > 0. The constant Cd is called the doubling constant of X . By
iterating the doubling condition, we see that a classical estimate holds (see for instance
[10]):
Proposition 1.10. Let y ∈ B(x,R) and set r ∈ (0, R). Then
ν(B(y, r))
ν(B(x,R))
≥ 4−s
(
r
R
)s
for all s ≥ log2(Cd). The number log2(Cd) is called the homogenous dimension of X.
The metric measure space (X, d, ν) is said to support a local 1-Poincare´ inequality if
there exist constants c > 0 and λ ≥ 1 such that, for any u ∈ Lip(X, d), the inequality∫
B(x,r)
|u(y)− uB(x,r)|dν(y) ≤ cr
∫
B(x,λr)
|∇u|(y)dν(y)
holds, where
uB(x,r) :=
1
ν(B(x, r))
∫
B(x,r)
u(y)dν(y).
We recall the following result proved in [18, Theorem 2.22] (see also [12, Theorem 3.1]),
which links the total variation defined above and the nonlocal total variation of the type
presented in Example 1.1(4):
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Theorem 1.11. Let (X, d, ν) be a metric measure space with doubling measure ν and sup-
porting a local 1-Poincare´ inequality. Given u ∈ L1(X, ν), we have that u ∈ BV (X, d, ν)
if and only if
lim inf
ε→0
1
ε
TVmν,ε(u) <∞.
2. Least Gradient Functions in Metric Random Walk Spaces
From now on, we will assume that [X, d,m] is a metric random walk space with an
invariant and reversible measure ν, with ν(X) <∞.
Given Ω ⊂ X a bounded ν-measurable set, we define its m-boundary as
∂mΩ := {x ∈ X \ Ω : mx(Ω) > 0}.
We set Ωm := Ω ∪ ∂mΩ.
2.1. Nonlocal least gradient problem. We will deal with Ω ⊂ X such that 0 < ν(Ω) <
ν(X). Then, assuming that ν is ergodic, by Theorem 1.9, we have that
ν(∂mΩ) > 0.
From now on we will assume that ν is ergodic.
Given a function ψ ∈ L1(∂mΩ) we consider m-least gradient problem as the variational
problem
min{TVm(u) : u ∈ BVm(Ωm), such that u = ψ ν − a.e. on ∂mΩ}. (2.1)
We may equivalently state the problem on the whole space X and not only on Ωm;
suppose that instead of defining the boundary condition only on ∂mΩ, we take ψ ∈
L1(X, ν) and we extend u to the whole space X by setting u = ψ ν-a.e. on X\Ω. Let us
denote by TVm(u,A) the total variation of u A in a Borel set A ⊂ X . By the reversibility
of ν and the definition of ∂mΩ, we have
TVm(u,X) = TVm(u,Ωm) +
∫
∂mΩ
∫
X\Ωm
|ψ(y)− ψ(x)| dmx(y)dν(x) + TVm(ψ,X\Ωm),
hence the total variations of u on X and on Ωm differ by a constant, so they have the
same minimizers.
Using the direct method of calculus of variation we have the following existence result.
Theorem 2.1. If ψ ∈ L∞(∂mΩ) the m-least gradient problem (2.1) has a solution.
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Proof. Let
τ = inf{TVm(u) : u ∈ BVm(Ωm), such that u = ψ on ∂mΩ},
and un ∈ BVm(Ωm) a sequence of admissible functions such that TVm(un) → τ . Firstly,
we correct the functions un, we set
u˜n(x) :=

‖ψ‖∞ if un(x) > ‖ψ‖∞
un(x) if un(x) ∈ [−‖ψ‖∞, ‖ψ‖∞]
−‖ψ‖∞ if un(x) < −‖ψ‖∞.
By Proposition 1.4, we have TVm(u˜n) ≤ TVm(un), hence the functions u˜n are admissible.
Moreover, the sequence {u˜n} is uniformly bounded, then by the Dunford-Pettis Theorem,
we can assume, taking a subsequence if necessary, that u˜n ⇀ u ∈ BVm(Ωm) weakly in
L1(X, ν). Then, by Proposition 1.5, we have
TVm(u) ≤ lim inf
n→∞
TVm(u˜n) = τ.
Finally, since u is the weak limit of the sequence {u˜n}, we have
lim inf
n→∞
u˜n(x) ≤ u(x) ≤ lim sup
n→∞
u˜n(x) ν − a.e. x ∈ Ωm.
Thus, u = ψ ν − a.e. on ∂mΩ, so u is a solution of the m-least gradient problem (2.1). ✷
Now, we define m−least gradient functions and prove nonlocal analogues of Miranda’s
Theorem, see [19], and a theorem by Bombieri, de Giorgi and Giusti linking a m−least
gradient function to the minimality of its superlevel sets, see [5].
Definition 2.2. We say that u ∈ BVm(X) is a m−least gradient function on Ω, if for
every g ∈ BVm(X) such that g ≡ 0 ν-a.e. on X\Ω we have
TVm(u) ≤ TVm(u+ g).
Proposition 2.3. Suppose that un ∈ BVm(X) is a sequence of m−least gradient functions
in Ω convergent in L1(X, ν) to u ∈ BVm(X). Then u is a function of m−least gradient
in Ω.
Proof. By Proposition 1.5, m−total variation is continuous with respect to convergence
in L1(X, ν). Fix g ∈ BVm(X) with support in Ω. Hence
TVm(u)← TVm(un) ≤ TVm(un + g)→ TVm(u+ g),
hence u is a function of m−least gradient. ✷
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Theorem 2.4. Suppose that u ∈ BVm(X). Then u is a function of m−least gradient in
Ω if and only if χEt(u) is a function of m−least gradient for all (equivalently - almost all)
t ∈ R.
Proof. Fix t > 0 and let u1 = min(u, t) and u2 = u − u1 = max(u − t, 0). By the coarea
formula, we have
TVm(u) =
∫ +∞
−∞
Pm(Et(u))dt =
∫ t
−∞
Pm(Et(u))dt+
∫ +∞
t
Pm(Et(u))dt =
= TVm(u1) + TVm(u2).
This implies that u1 and u2 are functions of m−least gradient in Ω. In fact, for any
g ∈ BVm(X) such that g ≡ 0 ν-a.e. on X\Ω, we have
TVm(u1) + TVm(u2) = TVm(u) ≤ TVm(u+ g) ≤ TVm(u1 + g) + TVm(u2),
hence u1 is a function of m−least gradient. We make a similar argument for u2. Now, we
set
uε,t =
1
ε
min(ε,max(u− t, 0))
and notice that by the above argument it is a function of m−least gradient (it is a rescaled
minimum of u2 and a constant).
Now, assume that ν({u = t}) = 0. Then uε,t → χEt(u) in L
1(X, ν). Indeed,∫
X
|uε,t − χEt(u)|dν =
∫
X\Et(u)
|uε,t − χEt(u)|dν +
∫
Et(u)\Et+ε(u)
|uε,t − χEt(u)|dν+
+
∫
Et+ε(u)
|uε,t − χEt(u)|dν =
∫
Et(u)\Et+ε(u)
|uε,t − χEt(u)|dν,
because the first and last integrals are equal to zero. But∫
Et(u)\Et+ε(u)
|uε,t − χEt(u)|dν ≤ ν(Et(u)\Et+ε(u)),
which goes to zero if ν({u = t}) = 0. By Proposition 2.3 χEt(u) is a function of m−least
gradient.
Now, assume that ν({u = t}) > 0. As Et =
⋂
t′>tEt′ , there exists a sequence tn → t
such that ν({u = tn}) = 0 and that χEtn → χEt in L
1(X, ν). For each n the function
χ
Etn
is a function of m−least gradient; hence, by Proposition 2.3 χEt(u) is a function of
m−least gradient.
The implication in the other direction follows directly from the coarea formula. ✷
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Let Ω ⊂ RN be a bounded open set. In [14] it is proved that the Dirichlet problem for
the 1–Laplacian operator  −div
( Du
|Du|
)
= 0 , in Ω ,
u = h , on ∂Ω ,
(2.2)
has a solution u ∈ BV (Ω) for every h ∈ L1(∂Ω). The relaxed energy functional associated
to problem (2.2) is the functional Φh : L
N
N−1 (Ω)→ (−∞,+∞] defined by
Φh(u) =

∫
Ω
|Du|+
∫
∂Ω
|u− h| dHN−1 if u ∈ BV (Ω),
+∞ if u ∈ L
N
N−1 (Ω) \BV (Ω).
(2.3)
In [14] it is showed that the minimizer of the functional Φh coincides with the solution
of problem (2.2) and with the function of least gradient on Ω that coincides with h on
the boundary. A nonlocal version of the above first statement was obtained in [13], more
precisely for the random walk mJ given in Example 1.1(1). We will see now that using
an adaptation of the method developed in [13], we can obtain similar results for general
metric random walk spaces. Although some of the proofs are similar, we will give them
for the sake of completeness.
Given a function ψ ∈ L1(∂mΩ) and u ∈ BVm(Ω), we define the function
uψ(x) :=
{
u(x) if x ∈ Ω
ψ(x) if x ∈ ∂mΩ.
Consider the relaxed energy functional Jψ : L
1(Ω, ν)→ [0,+∞[ given by
Jψ(u) := TVm(uψ) =
1
2
∫
Ωm
∫
Ωm
|uψ(y)− uψ(x)| dmx(y)dν(x). (2.4)
This functional Jψ is the nonlocal version of the energy functional Φh defined by (2.3).
Since if v ∈ BVm(Ωm), such that v = ψ ν − a.e. on ∂mΩ, then (v|Ω)ψ = v, we have the
following result.
Proposition 2.5. Given ψ ∈ L1(∂mΩ), For u ∈ BVm(Ωm), such that u = ψ ν −
a.e. on ∂mΩ, the following are equivalent:
(i) u is a solution of the m-least gradient problem (2.1).
(ii) u|Ω is a minimizer of Jψ.
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In [18], the authors study the m-1-Laplacian operator ∆m1 , which formally is the oper-
ator
∆m1 u(x) =
∫
Ωm
uψ(y)− u(x)
|uψ(y)− u(x)|
dmx(y) for x ∈ Ω.
Consider the nonlocal 1-Laplace problem with Dirichlet boundary condition ψ:{
−∆m1 u(x) = 0, x ∈ Ω,
u(x) = ψ(x), x ∈ ∂mΩ.
(2.5)
Definition 2.6. Let ψ ∈ L1(∂mΩ). We say that u ∈ BVm(Ω) is a solution to (2.5) if
there exists g ∈ L∞(Ωm × Ωm) with ‖g‖∞ ≤ 1 verifying
g(x, y) = −g(y, x) for (ν ⊗ dmx)-a.e (x, y) in Ωm × Ωm, (2.6)
g(x, y) ∈ sign(uψ(y)− uψ(x)) for (ν ⊗ dmx)-a.e (x, y) in Ωm × Ωm, (2.7)
and
−
∫
Ωm
g(x, y) dmx(y) = 0 for ν − a.e x ∈ Ω. (2.8)
Definition 2.7. Let q ≥ 1. We say that (m, ν) satisfies a q-Poincare´ Inequality in Ω if
there exists λ > 0 such that
λ
∫
Ω
|u(x)|q dν(x) ≤
∫
Ω
∫
Ωm
|uψ(y)− u(x)|
q dmx(y) dν(x) +
∫
∂mΩ
|ψ(y)|q dν(y)
for all u ∈ Lq(Ω, ν) and ψ ∈ Lq(∂mΩ).
We have the following result.
Theorem 2.8. Let ψ ∈ L∞(∂mΩ). If (m, ν) satisfies a p-Poincare´ inequality in Ω for all
p > 1, then u ∈ L1(Ω) is a solution to problem (2.5) if and only if it is a minimizer of the
functional Jψ given by the formula (2.4).
In fact, it is enough to assume that there exist solutions to (2.5); hence, we will start
by proving the existence of solutions to (2.5). We prove this existence result by taking
limits as p goes to 1 in the following Dirichlet problem −
∫
Ωm
|(up)ψ(y)− up(x)|
p−2((up)ψ(y)− up(x))dmx(y) = 0, x ∈ Ω,
up = ψ, x ∈ ∂mΩ.
(2.9)
Theorem 2.9. Given ψ ∈ L∞(∂mΩ) and p > 1. If (m, ν) satisfies a p-Poincare´ inequality
in Ω, then there exists a solution up of problem (2.9). Moreover,
‖up‖∞ ≤ ‖ψ‖∞ . (2.10)
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Proof. Let us consider the functional
Fp(u) :=
1
2p
∫
Ωm
∫
Ωm
|uψ(y)− uψ(x)|
pdmx(y)dν(x), u ∈ L
p(Ω).
Set
θ := inf
u∈Lp(Ω,ν)
Fp(u),
and let {un} be a minimizing sequence. Then,
θ = lim
n→∞
Fp(un) and K := sup
n∈N
Fp(un) < +∞ .
Since (m, ν) satisfies a p-Poincare´ inequality,
λ
∫
Ω
|un(x)|
p dx ≤
∫
Ω
∫
Ωm
|uψ(y)− u(x)|
q dmxy dν(x)x+
∫
∂mΩ
|ψ(y)|q dν(y)
= 2pFp(un) +
∫
∂mΩ
|ψ(y)|p dy ≤ 2pK +
∫
∂mΩ
|ψ(y)|q dν(y).
Therefore, we obtain that ∫
Ω
|un(x)|
p dx ≤ C ∀n ∈ N.
Hence, up to a subsequence, we have
un ⇀ up in L
p(Ω).
Furthermore, using the weak lower semi-continuity of the functional Fp, we get
Fp(up) = inf
u∈Lp(Ω)
Fp(u).
Thus, given λ > 0 and w ∈ Lp(Ω) (we extend it to ∂mΩ by zero), we have
0 ≤
Fp(up + λw)− Fp(up)
λ
,
or equivalently,
0 ≤
1
2
∫
Ωm
∫
Ωm
[
|(up)ψ(y) + λwψ(y)− ((up)ψ(x) + λwψ(x))|
p − |(up)ψ(y)− (up)ψ(x)|
p
pλ
]
dmx(y)dν(x).
Now, since p > 1, we pass to the limit as λ ↓ 0 to deduce
0 ≤
1
2
∫
Ωm
∫
Ωm
|(up)ψ(y)− (up)ψ(x)|
p−2((up)ψ(y)− (up)ψ(x))×
×((w)ψ(y)− (w)ψ(x)) dmx(y) dν(x).
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Taking λ < 0 and proceeding as above we obtain the reverse inequality. Consequently,
we conclude that
0 =
1
2
∫
Ωm
∫
Ωm
|(up)ψ(y)−(up)ψ(x)|
p−2((up)ψ(y)−(up)ψ(x))×
×((w)ψ(y)− (w)ψ(x))dmx(y)dν(x) =
= −
∫
Ωm
∫
Ωm
|(up)ψ(y)− (up)ψ(x)|
p−2((up)ψ(y)− (up)ψ(x))dmx(y)(w)ψ(x)dν(x).
In particular, since w = 0 in ∂mΩ, it follows that
0 = −
∫
Ω
∫
Ωm
|(up)ψ(y)− up(x)|
p−2((up)ψ(y)− up(x))dmx(y)w(x)dν(x),
which shows that up is a solution of (2.9). To finish let us see that (2.10) holds.
Set M := ‖ψ‖∞, multiply equation (2.9) by (up −M)
+ and integrate over Ω to obtain
0 = −
∫
Ωm
∫
Ωm
|(up)ψ(y)−(up)ψ(x)|
p−2((up)ψ(y)−(up)ψ(x))dmx(y)((up)ψ−M)
+(x)dν(x),
or equivalently
0 =
1
2
∫
Ωm
∫
Ωm
(
|(up)ψ(y)− (up)ψ(x)|
p−2((up)ψ(y)− (up)ψ(x))
)
×
×
(
((up)ψ −M)
+(y)− ((up)ψ −M)
+(x)
)
dmx(y)dν(x).
In addition, since
|r − s|p−2(r − s)(r+ − s+) ≥ |r+ − s+|p,
it holds that∫
Ωm
∫
Ωm
∣∣((up)ψ −M)+(y)− ((up)ψ −M)+(x)∣∣p dmx(y)dν(x) ≤ 0.
Then, using again the p-Poincare´ inequality we get∫
Ω
|(up −M)
+(x)|p dν(x) = 0.
This shows that up ≤ M ν-a.e. in Ω for any p > 1. Analogously, we can verify that
up ≥ −M ν-a.e. in Ω. Thus ‖up‖∞ ≤M for every p > 1. ✷
We are now ready to prove the existence of solutions to problem (2.5).
Theorem 2.10. Given ψ ∈ L∞(∂mΩ). If (m, ν) satisfies a p-Poincare´ inequality in Ω for
all p > 1, then there exists a solution to problem (2.5).
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Proof. By Theorem 2.9, there exists a subsequence pn → 1, still denoted by p, such that
up ⇀ u weakly in L
1(Ω)
and
|(up)ψ(y)− (up)ψ(x)|
p−2((up)ψ(y)− (up)ψ(x)) ⇀ g(x, y) weakly in L
1(Ωm × Ωm).
The function g is L∞-bounded by 1, satisfies
−
∫
Ωm
g(x, y) dmx(y) = 0 for ν − a.e x ∈ Ω,
and, moreover, it is antisymmetric. In order to see that
g(x, y) ∈ sign(uψ(y)− uψ(x)) for (ν ⊗ dmx)-a.e (x, y) in Ωm × Ωm,
we need to prove that
−
∫
Ωm
∫
Ωm
g(x, y) dmx(y)uψ(x) dν(x) =
1
2
∫
Ωm
∫
Ωm
|uψ(y)− uψ(x)| dmx(y)dν(x). (2.11)
In fact, it holds that
1
2
∫
Ωm
∫
Ωm
|(up)ψ(y)− (up)ψ(x)|
p dmx(y)dν(x) =
= −
∫
Ωm
∫
Ωm
|(up)ψ(y)− (up)ψ(x)|
p−2((up)ψ(y)− (up)ψ(x)) dmx(y)(up)ψ(x)dν(x) =
= −
∫
∂mΩ
∫
Ωm
|up(y)− up(x)|
p−2(up(y)− up(x)) dmx(y)ψ(x) dν(x).
Therefore,
lim
p→1
1
2
∫
Ωm
∫
Ωm
|up(y)− up(x)|
p dmx(y)dν(x) = −
∫
∂mΩ
∫
Ωm
g(x, y) dmx(y)ψ(x) dν(x) =
= −
∫
Ωm
∫
Ωm
g(x, y) dmx(y)uψ(x) dν(x).
(2.12)
Now, by monotonicity it easy to see that, for all ρ ∈ L∞(Ω),
−
∫
Ωm
∫
Ωm
|ρψ(y)− ρψ(x)|
p−2(ρψ(y)− ρψ(x)) dmx(y) ((up)ψ(x)− ρψ(x)) dν(x) ≤
≤ −
∫
Ωm
∫
Ωm
|(up)ψ(y)− (up)ψ(x)|
p−2×
×((up)ψ(y)− (up)ψ(x)) dmx(y)((up)ψ(x)− ρψ(x)) dν(x).
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Taking limits as p→ 1 and invoking (2.12) we get
−
∫
Ωm
∫
Ωm
sign0(ρψ(y)− ρψ(x)) dmx(y) (uψ(x)− ρψ(x)) dν(x) ≤
≤ −
∫
Ωm
∫
Ωm
g(x, y) dmx(y) (uψ(x)− ρψ(x)) dν(x),
where
sign0(z) =

1 if z > 0,
0 if z = 0,
−1 if z < 0.
Taking ρ = u ± λu, λ > 0, dividing by λ, and letting λ → 0, we obtain (2.11), which
finishes the proof. ✷
Proof of Theorem 2.8. Let u be a solution of problem (2.5). Then, there exists g ∈
L∞(Ωm × Ωm) with ‖g‖∞ ≤ 1 verifying (2.6), (2.7) and (2.8).
Given w ∈ L1(Ω, ν), multiplying (2.8) by w(x)− u(x), integrating, and having in mind
(2.7) and the antisymmetry of g, (2.6), we get
0 = −
∫
Ωm
∫
Ωm
g(x, y)dmx(y)(wψ(x)− uψ(x))dν(x)
=
1
2
∫
Ωm
∫
Ωm
g(x, y)[(wψ(y)− wψ(x))− (uψ(y)− uψ(x))]dmx(y)dν(x)
≤
1
2
∫
Ωm
∫
Ωm
|wψ(y)− wψ(x)|dmx(y)dν(x)−
1
2
∫
Ωm
∫
Ωm
|uψ(y)− uψ(x)|dmx(y)dν(x)
= Jψ(w)− Jψ(u).
Therefore, u is a minimizer of Jψ.
Assume now that u minimizes the functional Jψ. Theorem 2.10 shows the existence of
a solution u of (2.5). Namely, there exists g : Ωm×Ωm → R such that g ∈ L
∞(Ωm×Ωm),
‖g‖∞ ≤ 1, g(x, y) = −g(y, x) (ν ⊗ dmx)-a.e (x, y) in Ωm × Ωm,
g(x, y) ∈ sign(uψ(y)− uψ(x)) (ν ⊗ dmx)− a.e (x, y) ∈ Ωm × Ωm, (2.13)
and
−
∫
Ωm
g(x, y) dy = 0 ν − a.e x ∈ Ω. (2.14)
Since u is a minimizer of Jψ, we have
Jψ(u)−Jψ(u) = 0.
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On the other hand, arguing as in the other implication, we obtain that
0 = −
∫
Ωm
∫
Ωm
g(x, y) dmx(y)(uψ(x)− uψ(x))dν(x)
=
1
2
∫
Ωm
∫
Ωm
g(x, y)[(uψ(y)− uψ(x))− (uψ(y)− uψ(x))]dmx(y)dν(x)
=
1
2
∫
Ωm
∫
Ωm
|uψ(y)− uψ(x)|dmx(y)dν(x)
−
1
2
∫
Ωm
∫
Ωm
g(x, y)(uψ(y)− uψ(x))dmx(y)dν(x)
= Jψ(u)−
1
2
∫
Ωm
∫
Ωm
g(x, y)(uψ(y)− uψ(x))dmx(y)dν(x).
Therefore,
1
2
∫
Ωm
∫
Ωm
g(x, y)(uψ(y)− uψ(x))dmx(y)dν(x) =
1
2
∫
Ωm
∫
Ωm
|uψ(y)− uψ(x)|dmx(y)dν(x).
Hence,
g(x, y) ∈ sign(uψ(y)− uψ(x)) (ν ⊗ dmx)− a.e (x, y) ∈ Ωm × Ωm,
which jointly with (2.13) and (2.14) imply that u is a solution to problem (2.5). In
particular, a single function g determines the structure of all solutions to (2.5). ✷
Theorem 2.11. Assume that (m, ν) satisfies a p-Poincare´ inequality in Ω for all p > 1.
Let ψ ∈ L∞(X\Ω) and u ∈ BVm(X) such that u = ψ ν-a.e. on X\Ω. Then, the following
are equivalent:
(i) u|Ω is a minimizer of Jψ.
(ii) u|Ω is a solution of to problem (2.5).
(ii) u is a function of m-least gradient in Ω.
(iv) u|Ωm is a solution of the m-least gradient problem (2.1).
Proof. By Proposition 2.5 and Theorem 2.8, we already know that the conditions (i), (ii)
and (iv) are equivalent.
(i) implies (iii): Let g ∈ BVm(X) such that g ≡ 0 ν-a.e. on X\Ω. Them
TVm(u) = Jψ(u|Ω) ≤ Jψ(u|Ω + g|Ω) = TVm(u+ g).
Therefore, u is a function of m-least gradient in Ω.
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(iii) implies (i): Fixed v ∈ BVm(Ω), we have to see that Jψ(u|Ω) ≤ Jψ(v). Now, if
g := vψ − u ∈ BVm(Ωm) and g ≡ 0 ν-a.e. on X\Ω, we have
Jψ(u|Ω) = TVm(u) ≤ TVm(u+ g) = TVm(vψ) = Jψ(v).
✷
Finally, we note that Theorem 1.11 implies that in the case of the random walk mν,ε
we have a uniform estimate on the nonlocal gradient on some subsequence (still denoted
by uε).
Proposition 2.12. Let (X, d, ν) be a metric measure space with doubling measure ν and
supporting a 1-Poincare´ inequality. Let uε ∈ BVmν,ε(X) be a sequence of solutions to the
nonlocal least gradient problem for boundary data ψ ∈ BV (X, d, ν)∩L∞(X, ν). Let ε→ 0.
Then on a subsequence (still denoted by uε) we have∫
X
−
∫
B(x,ε)
|(uε)ψ(y)− (uε)ψ(x)| dν(y) dν(x) ≤Mε.
Proof. Notice that the left hand side of the desired inequality is 2TVmν,ε(uε). As uε is a
minimizer of the total variation TVmν,ε with boundary data ψ, we have
2TVmν,ε(uε) ≤ 2TVmν,ε(ψ).
As ψ ∈ BV (X), by Theorem 1.11 on a subsequence (still denoted by ε) for ε sufficiently
close to 0 we have
2TVmν,ε(ψ) ≤ 4ε · lim inf
ε→0
1
ε
TVmν,ε(ψ) = Mε,
where M = 4 lim infε→0
1
ε
TVmν,ε(ψ). ✷
Remark 2.13. Let [RN , d,mJ ] be the metric random walk space of Example 1.1 (1) and
assume also J(x) ≥ J(y) if |x| ≤ |y|. Let Ω be a smooth bounded domain in RN and
ψ˜ ∈ L∞(∂Ω). In [13] it is proved that if we take a function ψ ∈ W 1,1(∂mJǫΩ)∩L
∞(∂mJǫΩ)
such that ψ|∂Ω = ψ˜ and uǫ is a solution of the problem −∆
mJǫ
1 u(x) = 0, x ∈ Ω,
u(x) = ψ(x), x ∈ ∂mJǫΩ,
for Jε(x) :=
1
εN
J
(
x
ε
)
. Then, up to a subsequence,
uǫ → u in L
1(Ω),
where u is a solution to (2.2) with h = ψ˜.
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In particular, if we take
J(x) :=
1
LN(B(0, 1))
χ
B(0,1)(x),
then
Jǫ(x) =
1
LN(B(0, ǫ))
χ
B(0,ǫ)(x).
Hence,
mL
N ,ǫ
x = m
Jǫ
x ,
and, consequently, if uǫ is a solution of the problem −∆
mL
N ,ǫ
1 u(x) = 0, x ∈ Ω,
u(x) = ψ(x), x ∈ ∂
mL
N,ǫΩ,
up to a subsequence,
uǫ → u in L
1(Ω),
where u is a solution to (2.2) with h = ψ˜.
Therefore, it is natural to pose the following problem: Let (X, d, µ) be a metric measure
space and let mµ,ǫ be the ǫ-step random walk associated to µ, that is,
mµ,ǫx :=
µ B(x, ǫ)
µ(B(x, ǫ))
.
Given f ∈ L∞(∂Ω, |DχΩ|µ) we consider the functional Tf : L
2(Ω, µ) →] − ∞,+∞]
defined by
Tf (u) :=

|Du|µ(Ω) +
∫
∂Ω
|u− f | d|DχΩ|µ if u ∈ BV (Ω, d, µ) ∩ L
2(Ω, µ),
+∞ if u ∈ L2(Ω, µ) \BV (Ω, d, µ).
We define the multivalued) operator −∆1,µ := ∂Tf .
Let f ∈ L∞(∂Ω, |DχΩ|µ) such that there exists ψ ∈ W
1,1(∂mµ,ǫΩ) ∩ L
∞(∂mµ,ǫΩ), with
ψ|∂Ω = f . Are there metric measure spaces for which if uǫ is a solution of the problem{
−∆m
µ,ǫ
1 u(x) = 0, x ∈ Ω,
u(x) = ψ(x), x ∈ ∂mµ,ǫΩ,
up to a subsequence,
uǫ → u in L
1(Ω, µ),
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where u is a solution to the problem{
−∆1µu(x) = 0, x ∈ Ω,
u(x) = f(x), x ∈ ∂Ω.
In a forthcoming paper we will study this problem.
2.2. Nonlocal median value property. Let us introduce some notation for this sub-
section. Given a ν-measurable function u : Ω→ R, we decompose the space X as
Ex+ = {y ∈ X : uψ(y) > uψ(x)}, E
x
− = {y ∈ X : uψ(y) < uψ(x)},
Ex0 = {y ∈ X : uψ(y) = uψ(x)}.
As mx is a probability measure, for any x ∈ Ω we have
mx(E
x
+) +mx(E
x
−) +mx(E
x
0 ) = 1,
so the following two conditions are equivalent:
−mx(E
x
0 ) ≤ mx(E
x
−)−mx(E
x
+) ≤ mx(E
x
0 ) (2.15)
and
mx(E
x
+ ∪ E
x
0 ) ≥
1
2
and mx(E
x
− ∪ E
x
0 ) ≥
1
2
. (2.16)
Definition 2.14. We say that a ν-measurable function u : Ω→ R satisfies the m-median
value property if either of the conditions (2.15) or (2.16) is satisfied for all x ∈ Ω.
In the next Theorem, we prove that solutions to (2.5) satisfy the nonlocal median value
property. In the other direction, it is not necessarily the case; examples to the contrary
exist even in Euclidean spaces, see for instance [13, Example 3.2]. Nonetheless, a partial
converse still holds.
Theorem 2.15. Suppose that u ∈ BVm(Ω) is a solution to (2.5). Then it satisfies the m-
median value property. Moreover, if u ∈ BVm(Ω) satisfies the m-median value property,
then it satisfies Definition 2.6 except for antisymmetry of the function g.
Proof. Suppose that u ∈ BVm(Ω) is a solution to (2.5). Take the antisymmetric function
g ∈ L∞(X ×X) associated to u given by Definition 2.6; in particular, it satisfies∫
X
g(x, y)dmx(y) = 0.
We notice that for y ∈ Ex+ we have g(x, y) = 1, for y ∈ E
x
− we have g(x, y) = −1, so
0 =
∫
X
g(x, y)dmx(y) =
∫
Ex
+
g(x, y)dmx(y) +
∫
Ex
−
g(x, y)dmx(y)+
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+
∫
Ex
0
g(x, y)dmx(y) = mx(E
x
+)−mx(E
x
−) +
∫
Ex
0
g(x, y)dmx(y).
As ‖g‖∞ ≤ 1, we reorder this equality and estimate
mx(E
x
−) = mx(E
x
+) +
∫
Ex
0
g(x, y)dmx(y) ≤ mx(E
x
+) +mx(E
x
0 )
and
mx(E
x
+) = mx(E
x
−)−
∫
Ex
0
g(x, y)dmx(y) ≤ mx(E
x
−) +mx(E
x
0 ).
We put these two estimates together and obtain (2.15), hence u satisfies the nonlocal
mean value property.
In the other direction, it is sufficient to check that g(x, y) defined as
g(x, y) =
 1 if uψ(y) > uψ(x)0 if uψ(y) = uψ(x)−1 if uψ(y) < uψ(x)
if mx(E
x
0 ) = 0 and as
g(x, y) =

1 if uψ(y) > uψ(x)
mx(Ex−)−mx(E
x
+)
mx(Ex0 )
if uψ(y) = uψ(x)
−1 if uψ(y) < uψ(x)
if mx(E
x
0 ) > 0 satisfies Definition 2.6 except for g being antisymmetric. ✷
2.3. Nonlocal Poincare´ inequality. In most of the results in Section 2.1 we have as-
sumed that (m, ν) satisfies a p-Poincare´ inequality. Let us see now examples of (m, ν)
satisfying a p-Poincare´ inequality.
We assume the measure ν to be ergodic, otherwise the Poincare´ inequality cannot hold
- lack of ergodicity of ν means that in a certain measure-theoretic sense the space is not
connected. We will consider examples of metric random walk spaces as introduced in
Example 1.1. Firstly, in (1), the random walk (mJ ,LN), where J continuous radially
symmetric fuction with compact support, satisfies a p-Poincare´ inequality (see [3] or [4]).
Secondly, in (3), the random walk defined on a finite graph satisfies a p-Poincare´ inequality,
as we will see in Corollary 2.21. Thirdly, in (4), the space (X, d,mν,ε) under some sensible
topological assumptions on the space X , satisfies a p-Poincare´ inequality, as we will see
in Proposition 2.16. Finally, we will see examples of infinite graphs where the Poincare´
inequality does not hold.
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Proposition 2.16. Suppose that (X, d, ν) is a length space and that Ω has finite diameter
and the measure ν is doubling. Then (mν,ε, ν) satisfies a p-Poincare´ inequality in Ω for
any p ≥ 1.
Proof. Let mx = m
ν,ε
x , ψ ∈ L
∞(X, ν) and we consider:
B0 := ∂mΩ, B1 :=
{
x ∈ Ω : d(x,B0) ≤
ε
2
}
, B2 :=
{
x ∈ Ω \B1 : d(x,B1) ≤
ε
2
}
,
Bj :=
{
x ∈ Ω \
j−1⋃
k=1
Bk : d(x,Bj−1) ≤
ε
2
}
, j = 1, 2, . . . .
As Ω has finite diameter, we have
∃ l ∈ N : ν
(
Ω \
l⋃
j=1
Bj
)
= 0.
We have∫
Ω
∫
Ωm
|uψ(y)−u(x)|
q dmx(y) dν(x) ≥
∫
Bj
∫
Bj−1
|uψ(y)−u(x)|
q dmx(y) dν(x), j = 1, . . . , l.
Now, by the reversibility of ν, we have∫
Bj
∫
Bj−1
|uψ(y)− u(x)|
q dmx(y) dν(x) ≥
≥
1
2q
∫
Bj
∫
Bj−1
|u(x)|q dmx(y) dν(x)−
∫
Bj
∫
Bj−1
|uψ(y)|
q dmx(y) dν(x) =
=
1
2q
∫
Bj
(∫
Bj−1
dmx(y)
)
|u(x)|q dν(x)−
∫
Bj−1
(∫
Bj
dmy(x)
)
|uψ(y)|
q dν(y) ≥
≥
1
2q
∫
Bj
mx(Bj−1) |u(x)|
q dν(x)−
∫
Bj−1
|uψ(y)|
q dν(y).
Now, let us see that mx(Bj−1) is bounded from below for x ∈ Bj. To this end, fix any
x ∈ Bj and take the ball B(x, ε). As X is a length space, there exists a point y ∈ B(x, ε)
such that B(y, ε
5
) ⊂ B(x, ε)∩Bj−1. Then, as ν is doubling and y ∈ B(x, ε), by Proposition
1.10 we have
mx(Bj−1) ≥ mx
(
B
(
y,
ε
5
))
=
ν(B(y, ε
5
))
ν(B(x, ε))
≥ C.
We note that this constant does not depend on ε. Then∫
Ω
∫
Ωm
|uψ(y)− u(x)|
q dmx(y) dν(x) ≥
C
2q
∫
Bj
|u(x)|q dν(x)−
∫
Bj−1
|uψ(y)|
q dν(y).
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We rewrite the above inequality as
C
2q
∫
Bj
|u(x)|q dν(x) ≤
∫
Ω
∫
Ωm
|uψ(y)− u(x)|
q dmx(y) dν(x) +
∫
Bj−1
|uψ(y)|
q dν(y).
Therefore, since uψ(y) = ψ(y) if y ∈ B0 and Ω =
⋃l
j=1Bj , we iterate the last inequality
and get that there exists λ > 0 such that
λ
∫
Ω
|u(x)|q dν(x) ≤
∫
Ω
∫
Ωm
|uψ(y)− u(x)|
q dmx(y) dν(x) +
∫
∂mΩ
|ψ(y)|q dν(y).
✷
Remark 2.17. In fact, instead of finite diameter of Ω we may assume finite width, which
in the setting of metric measure spaces is exactly the assumption that
Ω ⊂ {x ∈ X : d(x, ∂mΩ) ≤M}
for some M <∞. In this case we also have ν(Ω\
⋃l
j=1Bj) = 0 for some l ∈ N.
Remark 2.18. The assumptions on X and ν include the most typical cases consid-
ered in the literature, such as weighted Euclidean spaces, smooth manifolds and Carnot-
Carathe´odory spaces.
In fact, we may prove the Poincare´ inequality in many more settings than only for the
random walk mν,εx . In order for the Poincare´ inequality to hold, the measure mx has to be
”uniformly distributed around x”. In the next few results, we present alternative sufficient
conditions; the proofs are very similar and the key point is the estimation of mx(Bj−1)
from below in a uniform way. In particular, we stress that the measure mx need not be
radially distributed nor concentrated around x.
Proposition 2.19. Let [X, d,m] be a metric random walk space with an invariant and
reversible measure ν. With assumptions on X,Ω and ν as in Proposition 2.16, suppose
that mx is a uniformly distributed on an annulus B(x, ε)\B(x, δ), i.e.
mx = m
ν,ε,δ
x :=
ν (B(x, ε)\B(x, δ))
ν(B(x, ε)\B(x, δ))
.
Assume that δ = a
b
ε with a, b ∈ N. Then (m, ν) satisfies a p-Poincare´ inequality in Ω for
any p ≥ 1.
Proof. Similarly to the proof of Proposition 2.16, we set
B1 :=
{
x ∈ Ω : d(x, ∂mΩ) ≤
ε
4b
}
, B2 :=
{
x ∈ Ω \B1 : d(x,B1) ≤
ε
4b
}
,
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Bj :=
{
x ∈ Ω \
j−1⋃
k=1
Bk : d(x,Bj−1) ≤
ε
4b
}
, j = 2, 3, . . . .
As Ω has finite diameter (or width), we have
∃ l ∈ N : ν
(
Ω \
l⋃
j=1
Bj
)
= 0.
Furthermore, we extend the construction of Bj back into ∂mΩ (note that in particular B0
is defined differently to the set in the proof of Proposition 2.16). We set
B0 =
{
x ∈ ∂mΩ : d(x,Ω) ≤
ε
4b
}
, B−1 :=
{
x ∈ ∂mΩ \B0 : d(x,B0) ≤
ε
4b
}
,
B−j :=
{
x ∈ ∂mΩ \
j−1⋃
k=0
B−k : d(x,B−j+1) ≤
ε
4b
}
, j = 1, 2, . . . .
Now, let j ≥ 1 and suppose that x ∈ Bj . As for k ∈ N we have
(k − 1)ε
4b
≤ d(x,Bj−k) ≤
kε
4b
,
we set j′ = j − 4a− 2 and see that there exists y ∈ B(x, ε) such that
B
(
y,
ε
16b
)
⊂ (B(x, ε)\B(x, δ)) ∩Bj′.
Hence, by Proposition 1.10 we have that
mx(Bj′) ≥ mx
(
B(y,
ε
16b
)
)
=
ν(B(y, ε
16b
))
ν(B(x, ε)\B(x, δ))
≥
ν(B(y, ε
16b
))
ν(B(x, ε))
≥ C = C(b).
Hence, we may make a similar calculation as in the proof of Proposition 2.16 to obtain
that for j = 1, . . . , l we have∫
Ω
∫
Ωm
|uψ(y)− u(x)|
q dmx(y) dν(x) ≥
∫
Bj
∫
Bj′
|uψ(y)− u(x)|
q dmx(y) dν(x) ≥
≥
1
2q
∫
Bj
∫
Bj′
|u(x)|q dmx(y) dν(x)−
∫
Bj
∫
Bj′
|uψ(y)|
q dmx(y) dν(x) =
=
1
2q
∫
Bj
(∫
Bj′
dmx(y)
)
|u(x)|q dν(x)−
∫
Bj′
(∫
Bj
dmy(x)
)
|uψ(y)|
q dν(y) ≥
≥
1
2q
∫
Bj
mx(Bj′) |u(x)|
q dν(x)−
∫
Bj′
|uψ(y)|
q dν(y).
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Since mx(Bj′) ≥ C, we rewrite this inequality as
C
2q
∫
Bj
|u(x)|q dν(x) ≤
∫
Ω
∫
Ωm
|uψ(y)− u(x)|
q dmx(y) dν(x) +
∫
Bj′
|uψ(y)|
q dν(y).
We iterate this result and obtain the Poincare´ inequality. ✷
Corollary 2.20. Let [X, d,m] be a metric random walk space with an invariant and
reversible measure ν. With assumptions on X and ν as in Proposition 2.16, suppose that
for some α > 0 we have mx ≥ αm
ν,ε
x or mx ≥ αm
ν,ε,δ
x . Then the p-Poincare´ inequality
holds for any p ≥ 1.
Proof. The only thing that we have to change in the proof of Proposition 2.16 is the
estimate of mx(Bj−1) from below. Choose y ∈ B(x, ε) as above, so that B(y,
ε
5
) ⊂
B(x, ε) ∩Bj−1. Then, we have
mx(Bj−1) ≥ mx
(
B(y,
ε
5
)
)
≥ αmν,εx
(
B(y,
ε
5
)
)
= α
ν(B(y, ε
5
))
ν(B(x, ε))
≥ αC.
We proceed similarly for mx ≥ αm
ν,ε,δ
x . ✷
In particular, the Corollary above covers the case of random walks mJx given by radial
weights J defined in Example 1.3 and the case of measures mν,ε,δx defined on annuli such
that ε
δ
/∈ Q.
The next Corollary concerns the case of locally finite graphs.
Corollary 2.21. Suppose that G = (V (G), E(G)) is a locally finite graph and let (mGx , νG)
be defined as in Example 1.1 (3). Let Ω be a finite subgraph of V (G). Then (mG, νG)
satisfies a p-Poincare´ inequality in Ω for any p ≥ 1.
Proof. We set Bj = {x ∈ Ω : dist(x, ∂mΩ) = j}, where dist denotes the graph distance.
Then, as Ω is finite, a finite number of Bj covers the whole of Ω and αj = infx∈Bj mx(Bj−1)
is strictly positive: as any vertex from Bj has an edge leading to a point in Bj−1; hence
mx(Bj−1) is strictly positive for any x ∈ Bj. As the minimisation is over a finite set,
αj > 0. Now, we proceed exactly as in the proof of Proposition 2.16. ✷
Unfortunately, ergodicity is too weak an assumption to obtain the Poincare´ inequality.
Our main issue with the proof is whether we can define the sets Bj in such a way that
Ω is a finite union of Bj’s and we have a uniform bound on mx(Bj−1) for x ∈ Bj . We
present two examples to highlight this: in the first one, we define a simple metric random
walk of type (2) in Example 1.1. In a second, more involved example, we show that for
the case of metric random walk on graphs (as in type (3) in Example 1.1), if we drop
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finiteness of the subgraph Ω, the p-Poincare´ inequality may no longer hold, even if we
have Ω = {x ∈ Ω : dist(x, ∂mΩ) = 1}.
Example 2.22. Let X = N ∪ {0}. Set ν({n}) = 2−n; in particular, ν(X) is finite. We
define the following random walk mx on X :
• m0({n}) = 4
−n for n ≥ 1; m0({0}) =
2
3
.
• for n ≥ 1 we have mn({0}) = 2
−n; mn({n}) = 1 − 2
−n; mn({k}) = 0 for k 6= n with
k ≥ 1.
We check that ν is invariant and reversible with respect to the random walk mx: as
our measures are atomic, it is sufficient to check the conditions for singletons. Firstly, we
check that ∫
X
mx({0})dν(x) =
2
3
· 1 +
∞∑
n=1
2−n · 2−n = 1 = ν({0}),
∫
X
mx({n})dν(x) = (1− 2
−n)2−n + 4−n · 1 = 2−n = ν({n}),
hence ν is invariant with respect to mx. Moreover, ν is reversible:∫
{n}
∫
{n}
dmx(y)dν(x) =
∫
{n}
∫
{n}
dmy(x)dν(y);∫
{k}
∫
{n}
dmx(y)dν(x) = 0 if k, n ≥ 1, k 6= n;∫
{n}
∫
{0}
dmx(y)dν(x) = 2
−nν(n) = 4−n;∫
{n}
∫
{0}
dmy(x)dν(y) = 4
−nν(0) = 4−n.
Now, we can construct the example. Let Ω = N. Then ∂mΩ = {0}, the measure ν is
ergodic and we can go from any two given subsets of positive measure in X (even between
any two points) by making two jumps with positive probability; we may say that the
m-diameter diamm(X) is finite and equals 2. Let us take ψ ≡ 0. Then∫
Ω
|u(x)|qdν(x) =
∞∑
n=1
2−n|u(n)|q.
On the other hand, we have∫
Ω
∫
Ωm
|uψ(y)− u(x)|
qdmx(y)dν(x) =
∞∑
n=1
|u(0)− u(n)|q · 2−n · 2−n =
∞∑
n=1
4−n|u(n)|q.
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Hence, a Poincare´ inequality cannot hold, as we can see for instance from the sequences
of the form
(1, 2
1
q , 4
1
q , ..., 2
k
q , 0, 0, 0, ...).
The left hand side of the Poincare´ inequality equals λk; the right hand side equals∑k
n=1 4
−n · 2n ≤ 1. As we let k →∞, we see that the inequality fails.
Example 2.23. LetX = {2, 3, 4, ...}×{−1, 1}. For simplicity, we will denote k := (k,−1)
and k = (k, 1). We see it as a graph with vertices in X and with the following edges:
• horizontally: from 3n to 3n+ 1 with weight 2−n; the same for 3n and 3n+ 1;
• horizontally: from 3n+ 1 to 3n+ 2 with weight 4−n; the same for 3n+ 1 and 3n+ 2;
• horizontally: from 3n+ 2 to 3n+ 3 with weight 2−n; the same for 3n+ 2 and 3n+ 3;
• vertically: from 3n to 3n with weight 8−n;
• vertically: from 3n+ 1 to 3n+ 1 with weight 8−n;
• vertically: from 3n+ 2 to 3n+ 2 with weight 8−n.
We set ν and mx as for graphs. Then ν(k) is the degree of the vertex k and we have
ν(3n) = ν(3n) = d3n = 2
−n+1 + 2−n + 8−n;
ν(3n+ 1) = ν(3n + 1) = d3n+1 = 2
−n + 4−n + 8−n;
ν(3n+ 2) = ν(3n + 2) = d3n+2 = 2
−n + 4−n + 8−n.
We set Ω = {2, 3, 4, ...} × {−1}; then ∂mΩ = N × {1}. We set ψ ≡ 0. Now, suppose
that a q−Poincare´ inequality holds. Let us fix k > 1 and plug in uk ∈ L
1(X, ν) of the
form
uk(n) = 0 for n ≤ 3k + 1, uk(n) = 1 for n ≥ 3k + 2.
The Poincare´ inequality on graphs is
λ
∑
x∈Ω
dx|u(x)|
q ≤
∑
x∈Ω
∑
y∈Ωm
wxy|uψ(y)− u(x)|
q +
∑
y∈∂mΩ
dy|ψ(y)|
q,
hence for such uk the Poincare´ inequality reads
LHS = λ(2−k + 4−k + 8−k) + λ
∞∑
n=k+1
2(2−n + 4−n + 8−n) + (2−n+1 + 2−n + 8−n)
and
RHS = 4−k + 4−k + 8−k +
∞∑
n=k+1
8−n.
Hence
λ2−k ≤ LHS ≤ RHS ≤ 3 · 4−k.
As we pass with k →∞, we see that the Poincare´ inequality cannot hold for any λ > 0.
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Of course, failure of the Poincare´ inequality is due to the fact that mx(∂mΩ) is un-
bounded from below. Moreover, these examples also show that when proving the inequal-
ity, ergodicity of the random walk m is not sufficient and we cannot work with sets of
the form B1 = {x ∈ Ω : mx(∂mΩ) ≥ c} or B1 = {x ∈ Ω : mx(∂mΩ) > 0} in place of
B1 = {x ∈ Ω : d(x, ∂mΩ) ≤
ε
2
}. This suggests that in order for the Poincare´ inequality to
hold the random walk m has to bear some relation to the topology of the space.
Finally, we take on the question of necessity of Poincare´ inequality for existence of
solutions in the sense of Definition 2.6. In the following Example, we show that if the set
Ω does not support a nonlocal Poincare´ inequality, then there may be no solutions in the
sense of Definition 2.6.
Example 2.24. Let us take the space X introduced in the previous Example and take
Ω as above. Take u ∈ BVm(Ω) and suppose that it satisfies Definition 2.6 for some
ψ ∈ L1(∂mΩ). Since the measure ν is discrete, all properties in Definition 2.6 are checked
pointwise. Let us look at the property (2.8) at all points in Ω. Taking x = 3k + 1, we
have
0 = ν(3k + 1)
∫
Ωm
g(3k + 1, y) dm3k+1(y) = 2
−kg(3k + 1, 3k)+
+4−kg(3k + 1, 3k + 2) + 8−kg(3k + 1, 3k + 1).
We rewrite this as
g(3k + 1, 3k) = −2k4−kg(3k + 1, 3k + 2)− 2k8−kg(3k + 1, 3k + 1). (2.17)
Since ‖g‖∞ ≤ 1, for k ≥ 1 we have that |g(3k+1, 3k)| < 1. Hence, property (2.7) implies
that u(3k + 1) = u(3k). Similarly, we take x = 3k − 1 (for k ≥ 2) and get
0 = ν(3k − 1)
∫
Ωm
g(3k − 1, y) dm3k−1(y) = 2
−k+1g(3k − 1, 3k)+
+4−k+1g(3k − 1, 3k − 2) + 8−k+1g(3k − 1, 3k − 1).
We rewrite this as
g(3k − 1, 3k) = −2k−14−k+1g(3k − 1, 3k − 2)− 2k−18−k+1g(3k − 1, 3k − 1). (2.18)
Since ‖g‖∞ ≤ 1, for k ≥ 1 we have that |g(3k− 1, 3k)| < 1. Hence, property (2.7) implies
that u(3k − 1) = u(3k). Finally, we take x = 3k (for any k) and get
0 = ν(3k)
∫
Ωm
g(3k, y) dm3k(y) = 2
−k+1g(3k, 3k − 1)+
+2−kg(3k, 3k + 1) + 8−k+1g(3k, 3k).
We rewrite this as
g(3k, 3k − 1) = −2k−12−kg(3k, 3k + 1)− 2k−18−kg(3k, 3k). (2.19)
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In particular, for k = 1 we have |g(3, 2)| < 1, so u(2) = u(3). We will combine all these
estimates by using the antisymmetry of the function g. Specifically, we take equations
(2.18) and (2.19) and notice that their left hand side are equal up to the change of the
sign. Hence, we have
−2k−14−k+1g(3k − 1, 3k − 2)− 2k−18−k+1g(3k − 1, 3k − 1) = g(3k − 1, 3k) =
= −g(3k, 3k − 1) = 2k−12−kg(3k, 3k + 1) + 2k−18−kg(3k, 3k).
We divide by 2k−1 and rearrange to obtain that
4−k+1g(3k − 1, 3k − 2) = −2−kg(3k, 3k + 1)− 8−kg(3k, 3k)− 8−k+1g(3k − 1, 3k − 1).
Now, divide equation (2.17) by 2−k. Using the antisymmetry of g, we plug it into the
equation above. We obtain
4−k+1g(3k − 1, 3k − 2) = 4−kg(3k + 1, 3k + 2) + 8−kg(3k + 1, 3k + 1)+
−8−kg(3k, 3k)− 8−k+1g(3k − 1, 3k − 1),
which we then rearrange to
g(3k + 1, 3k + 2) = 4g(3k − 1, 3k − 2)− 4k8−k(g(3k + 1, 3k + 1)+
+g(3k, 3k) + 8g(3k − 1, 3k − 1)).
Assume that g(3k − 1, 3k − 2) = ±1. Then, since ‖g‖∞ ≤ 1, for k ≥ 2 we have that
|g(3k + 1, 3k + 2)| ≥ 4 − 10 · 4k8−k ≥ 3
2
, contradiction with ‖g‖∞ ≤ 1. Hence, for k ≥ 2
we have u(3k − 1) = u(3k − 2).
We use all the obtained equalities to see that u is constant on Ω; for any k, we have
u(3k − 1) = u(3k) = u(3k + 1). For k ≥ 2, we also have u(3k − 1) = u(3k − 2); but this
covers all points of this form in Ω, since for k = 1 there is no corresponding point in Ω.
Moreover, we can easily compute the value of this constant function. Let us take in (2.8)
the point x = 2. We obtain
0 = ν(2)
∫
Ωm
g(2, y) dm2(y) = g(2, 3) + g(2, 2).
Assume that g(2, 2) = ±1; then we have g(2, 3) = ∓1. Now, we take in (2.8) the point
x = 3, so by (2.19) and antisymmetry of g we obtain
|g(2, 3)| = | − g(3, 2)| = |
1
2
g(3, 4) +
1
8
g(3, 3)| ≤
5
8
,
contradiction. Hence, |g(2, 2)| < 1, so property (2.7) implies that u ≡ u(2) = u(2).
Finally, we see that this means that the nonlocal least gradient problem in the sense
of Definition 2.6 has no solution in Ω. Assume that a solution u exists. By using the
LEAST GRADIENT FUNCTIONS 33
antisymmetry of g and taking property (2.8) at points x = 3k, 3k + 1, 3k + 2 we get
respectively
g(3k, 3k + 1) = 2g(3k − 1, 3k)− 4−kg(3k, 3k);
g(3k + 1, 3k + 2) = 2kg(3k, 3k + 1)− 2−kg(3k + 1, 3k + 1);
g(3k + 2, 3k + 3) = 2−kg(3k + 1, 3k + 2)− 4−kg(3k + 2, 3k + 2).
We iterate these results to obtain
g(3k+ 2, 3k+ 3) = 2g(3k− 1, 3k)− 4−k(g(3k, 3k) + g(3k+ 1, 3k + 1) + g(3k+ 2, 3k + 2))
and similar formulas for the other cases. Assume that g(3k + 2, 3k + 3) 6= 0 for some k;
take N large enough so that |g(3k + 2, 3k + 3)| ≥ 1
2N−2
. Then, by the iterative formula
above, we have
|g(3k + 3N + 2, 3k + 3N + 3)| ≥ 2N |g(3k + 2, 3k + 3)| − 3
∞∑
n=k+1
4−k+1 ≥ 4− 1 = 3,
contradiction. Hence, for all k we have g(3k+2, 3k+3) = 0. We deal similarly with other
cases and see that g(n, n + 1) = 0 for all n; however, if we take nonconstant boundary
data ψ, since the solution is constant, this contradicts property (2.7). Hence, there are
no solutions to the nonlocal least gradient problem in the sense of Definition 2.6.
In this Example, the reason that solutions did not exist is not only the failure of the
Poincare´ inequality, but also the fact that the connections between Ω and ∂mΩ have
very low weights, so Ω and ∂mΩ are effectively disconnected if one tries to minimize the
functional Jψ and the solution is forced to be constant. This phenomenon does not appear
in Example 2.22, where we can compute the solutions by hand. Moreover, we extensively
used antisymmetry of g; we point out that there exist minima of the functional Jψ,
solutions in the sense of functions of m-least gradient, and functions that satisfy the m-
median value property. The thing that fails is the Euler-Lagrange characterisation of
these objects, for which we need a Poincare´ inequality.
Acknowledgments. The first author has been partially supported by the research
project no. 2017/27/N/ST1/02418 funded by the National Science Centre, Poland, and
by Integrated Development Programme of the University of Warsaw, co-financed by the
European Social Fund via Operational Programme Knowledge Education Development
2014-2020, path 3.5. The first author also wishes to thank Universitat de Vale`ncia for
their hospitality. The second author has been partially supported by the Spanish MCIU
and FEDER, project PGC2018-094775-B-100.
34 W. GO´RNY AND J. M. MAZO´N
References
[1] L. Ambrosio and S. Di Marino, Equivalent definition of BV spaces and total variation on metric
measures spaces. J. Funct. Anal. 266 (2014), 4150–4188.
[2] L. Ambrosio, N. Fusco and D. Pallara, Functions of Bounded Variation and Free Discontinuity
Problems. Oxford Mathematical Monographs, 2000.
[3] F. Andreu, J. M. Mazo´n, J. D. Rossi and J. Toledo, A nonlocal p-laplacian evolution equation with
a nonhomogeneus Dirichlet boundary conditions. SIAM J. Math.Anal. 40 (2009), 1815–1851.
[4] F. Andreu-Vaillo, J. M. Mazo´n, J. D. Rossi and J. Toledo, Nonlocal Diffusion Problems. Mathemat-
ical Surveys and Monographs, vol. 165. AMS, 2010.
[5] E. Bombieri, E. De Giorgi and E. Giusti, Minimal cones and the Bernstein problem. Invent. Math.
7, 243–268 (1969).
[6] Y. van Gennip, N. Guillen, B. Osting and A, Bertozzi, Mean Curvature, Threshold Dynamic, and
Phase Field Theory on Finite Graphs Milan J. Math. 82 (2014), 3–65.
[7] W. Go´rny, Planar least gradient problem: existence, regularity and anisotropic case. Calc. Var. Partial
Differ. Equ. 57 (4), Art. 98 (2018).
[8] W. Go´rny, (Non)uniqueness of minimizers in the least gradient problem. J. Math. Anal. Appl. 468
(2018), 913–938.
[9] R.L. Jerrard, A. Moradifam and A.I. Nachman, Existence and uniqueness of minimizers of general
least gradient problems. J. Reine Angew. Math. 734 (2018), 71–97.
[10] P. Hajlasz, Sobolev spaces on metric-measure spaces, Heat kernels and analysis on manifolds, graphs,
and metric spaces (Paris, 2002), 173218, Contemp. Math., 338, Amer. Math. Soc., Providence, RI,
2003.
[11] O. Herna´ndez-Lerma and J.B. Laserre, Markov Chains and Invariant Probabilities. Birkha¨user Ver-
lag, Basel, 2003.
[12] N. Marola, M. Miranda Jr. and N. Shanmugalingam, Characterizations of Sets of Finite Perimeter
Using Heat Kernels in Metric Spaces. Potential Anal. 45 (2016), 609–633.
[13] J. M. Mazo´n, M. Perez-LLanos, J. D. Rossi and J. Toledo. A nonlocal 1-laplacian problem and median
values. Publ. Mat. 60 (2016), 27-53.
[14] J. M. Mazo´n, J. D. Rossi and S. Segura de Leon. Functions of Least Gradient and 1-Harmonic
functions. Indiana Univ. Math. J. 63 (2014), 1067–1084.
[15] J. M. Mazo´n, J. D. Rossi and J. Toledo, Nonlocal Perimeter, Curvature and Minimal Surfaces for
Measurable Sets. Journal D’Analyse Mathematique 138 (2019), 4917-4976.
[16] J. M. Mazo´n, J. D. Rossi and J. Toledo, Nonlocal Perimeter, Curvature and Minimal Surfaces for
Measurable Sets. Frontiers in Mathematics, Birkha¨user. 2019. DOI: 10.1007/978-3-030-06243-9
[17] J. M. Mazo´n, M. Solera and J. Toledo, The Heat Flow on Metric Random Walk Spaces. Journal of
Mathematical Analysis and Applications 483 (2020), 123645.
[18] J. M. Mazo´n, M. Solera and J. Toledo, The Total Variation Flow in Metric Random Walk Spaces.
To appear in Calc. Var. Partial Differ. Equ.
[19] M. Miranda, Comportamento delle successioni convergenti di frontiere minimali. Rend. Semin. Mat.
Univ. Padova 38 (1967), 238–257.
[20] M., Jr., Miranda, Functions of bounded variation on good metric spaces. J. Math. Pures Appl. 82
(2003), 975-1004.
[21] A. Moradifam, Existence and structure of minimizers of least gradient problems. Indiana Univ. Math.
J. 67 (2018), 1025–1037.
LEAST GRADIENT FUNCTIONS 35
[22] A. Moradifam, A. Nachman,and A. Tamasan, Conductivity imaging from one interior measurement
in the presence of perfectly conducting and insulating inclusions. SIAM J. Math. Anal. 44 (2012),
3969–3990.
[23] A. Nachman, A. Tamasan and A. Timonov, Conductivity imaging with a single measurement of
boundary and interior data. Inverse Probl. 23 (2007), 2551–2563.
[24] Y. Ollivier, Ricci curvature of Markov chains on metric spaces. J. Funct. Anal. 256 (2009), 810–864.
[25] P. Sternberg, G. Williams and W. P. Ziemer, Existence, uniqueness, and regularity for functions of
least gradient. J. Reine Angew. Math. 430 (1992), 35–60.
[26] P. Sternberg and W. P. Ziemer, The Dirichlet problem for functions of least gradient. Ni, Wei-Ming
(ed.) et al., Degenerate diffusions. Proceedings of the IMA workshop, held at the University of
Minnesota, MN, USA, from May 13 to May 18, 1991. New York: Springer-Verlag. IMA Vol. Math.
Appl. 47, 197–214, 1993.
W. Go´rny: Faculty of Mathematics, Informatics and Mechanics, University of War-
saw, Banacha 2, 02-097 Warsaw, Poland,
w.gorny@mimuw.edu.pl
J. M. Mazo´n: Departamento de Ana`lisis Matema`tico, Universitat de Vale`ncia, Dr.
Moliner 50, 46100 Burjassot, Spain.
mazon@uv.es
