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Abstract
Firstly, we shall introduce the so-called snapping out Walsh’s Brownian motion and present its
relation with Walsh’s Brownian motion. Then the stiff problem related to Walsh’s Brownian
motion will be described and we shall build a phase transition for it. The snapping out Walsh’s
Brownian motion corresponds to the so-called semi-permeable pattern of this stiff problem.
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1 Introduction
In a previous work [11], we studied the stiff problems in one-dimensional space by means of
Dirichlet forms. Let us briefly explain these two terminologies ‘stiff problem’ and ‘Dirichlet
form’. The former one was used in [13] for an interesting problem related to a thermal conduction
model with a ‘singular’ barrier. A barrier means a small domain, in which the given thermal
conductivity is also very small. In short, it is mainly concerned with the behaviour of the flux
(i.e. the solution to the heat equation) as the volume of the barrier decreases to 0. The latter one
is a symmetric closed form with Markovian property on an L2(E,m) space, where E is a nice
topological space and m is a fully supported Radon measure on it. Dirichlet forms are closely
related to symmetric Markov processes under the regular condition due to a series of important
works by M. Fukushima and some others in 1970’s. We refer more details to [3, 7].
1MSC2010: 31C25, 60J25, 60J45, 60J50.
2 INTRODUCTION
As we know, thermal conduction models also link Markov processes (more exactly, diffusion
processes) very closely. A recent study [10] by A. Lejay took the probabilistic description of
a stiff problem into account. It explored a special one-dimensional case such that the material
has constant thermal conductivity out of the barrier, and we called it the Brownian case of stiff
problem in [11]. The main purpose of [10] was to introduce the so-called snapping out Brownian
motion (SNOB in abbreviation) and to link it with the limit of the flux as the length of the barrier
tends to 0.
In [11], we reconsidered the general stiff problems in one-dimensional space in a different
way. It was highlighted that the thermal resistance, rather than the thermal conductivity, plays
the essential role in these problems. At a heuristic level, the thermal resistance corresponds to
the scale function of one-dimensional diffusion related to the thermal conduction. Scale function,
with so-called speed measure and so-called killing measure together, characterizes a ‘nice’ dif-
fusion on R or an interval completely. It is a continuous and strictly increasing function. The
main result of [11] showed that the behaviour of the flow depends on the total thermal resistance
of the barrier, which is defined roughly as follows. Let Iε := (−ε, ε) be the barrier and λε the
measure induced by the scale function related to the thermal conduction model with this barrier.
Then γ¯ := limε→0 λε(Iε) is called the total thermal resistance of the barrier. More precisely, we
built a phase transition for the stiff problems in terms of γ¯: If γ¯ = ∞, then the flow cannot cross
the barrier; if 0 < γ¯ < ∞, then the flow can penetrate the barrier partially and if γ¯ = 0, then
the barrier makes no sense. Except for the last case, the flux becomes discontinuous at the barrier.
Needless to say, the most interesting case is the semi-permeable one, i.e. 0 < γ¯ <∞. In fact, the
Brownian case in [10] is actually a special semi-permeable case, and the snapping out Brownian
motion manifests partial penetrations and partial reflections (at the barrier) in its own. We also
generalized the SNOB to the so-called snapping out Markov processes in [11] for the probabilistic
counterparts of semi-permeable cases in general stiff problems.
In this paper, we shall move on to the study of a speical stiff problem in multi-dimensional
space. We find that the approach centred upon snapping out Markov processes is also suitable
for a model related to Walsh’s Brownian motion (WBM in abbrevation) on R2. The Walsh’s
Brownian motion, raised by J. Walsh in [14], is a diffusion process onR2. But it is more like a one-
dimensional diffusion, since it walks on each ray starting from the origin separately if the origin is
ruled out. The origin is a switching point, which pieces together all the separate parts on the rays.
Thus we could take the following stiff problem into account. Let B(0, ε) := {x ∈ R2 : |x| < ε}
and we make the thermal conductivity become very small in B(0, ε). Intuitively speaking, a new
diffusion process is obtained by attaching a small barrier (atB(0, ε)) to WBM. Then what matters
in the stiff problem related to WBM is the limit of this diffusion process as ε→ 0.
Two main results will be presented in this article. The first one is to introduce the so-called
snapping out Walsh’s Brownian motion and to derive its Dirichlet form in Theorem 3.4. This
is a direct application of [11, §3]. We also present an interesting link between the snapping out
Walsh’s Brownian motion and Walsh’s Brownian motion by involving two kinds of transforms:
one is the time-change and the other is the darning transform. The second result builds a phase
transition of the stiff problem related to WBM in Theorem 4.1. As an analogue of that in [11,
§4], this phase transition is also based on the total thermal resistance of the barrier. Moreover,
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the continuity of phase transition is further derived in Theorem 4.3. Note that the snapping out
Walsh’s Brownian motion actually corresponds to the semi-permeable pattern of this model.
2 A review of snapping out Markov processes
In [11], the so-called snapping out Markov process was introduced to describe the semi-permeable
pattern of thermal conduction. For readers’ convenience, we review its definition and main con-
cerns in this short section.
Let E be a locally compact separable metric space and m a positive Radon measure fully
supported on E. Further let (E ,F ) be a regular Dirichlet form on L2(E,m) associated with a
Markov processX = (Xt)t≥0. Each function in a Dirichlet space is taken to be a quasi-continuous
version. Take a positive, finite smooth measure µ on E. Then the snapping out Markov process,
denoted by Xs, brings into play two transforms as follows:
(1) Killing transform induced by µ onX: We refer this transform to [7, §6.1] (or [11, §2]). The
subprocess after killing is denoted by Xµ = (Xµt )t≥0. Note that the Dirichlet form of X
µ
is the so-called perturbed Dirichlet form:
F
µ = F ∩ L2(E,µ),
E
µ(f, g) = E (f, g)+
∫
E
fgdµ, f, g ∈ Fµ.
(2) Piecing out transform with instantaneous distribution µ# := µ/µ(E) on Xµ: This trans-
form was introduced in [9], and also reviewed in [11, §2]. We only give a brief explanation
at a heuristic level here. Loosely speaking, it pieces together a new trajectory starting from
a reborn site, which is chosen randomly according to µ#, once the trajectory of Xµ dies.
In some sense, piecing out transform could be treated as the converse of killing.
In other words, Xs is, by definition, a Markov process obtained by applying the piecing out
transform on Xµ. It was shown in [11] that if X has no killing inside, then Xs is m-symmetric.
Furthermore, the Dirichlet form of Xs is
F
s =
{
u ∈ F :
∫
E×E
(u(x)− u(y))2µ(dx)µ(dy) <∞
}
,
E
s(u, v) = E (u, v) +
1
2|µ|
∫
E×E
(u(x)− u(y))(v(x)− v(y))µ(dx)µ(dy), u, v ∈ F s,
(2.1)
where |µ| := µ(E).
In [11], only snapping out Markov processes on G := (−∞, 0−] ∪ [0+,∞), in which 0+
and 0− formally identified with 0 ∈ R are two isolated points, are paid attentions. They are the
probabilistic counterparts of semi-permeable patterns appeared in the phase transitions of stiff
problems in one-dimensional space (Cf. [11, Theorem 4.6]). Instead, we shall formulate the
so-called snapping out Walsh’s Brownian motion on a two-dimensional space in next section.
Needless to say, it is also motivated by a related stiff problem.
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3 Snapping out Walsh’s Brownian motion
This section is devoted to the studies of snapping out Walsh’s Brownian motion (SNOWB in
abbreviation) and its connections with Walsh’s Brownian motion (WBM in abbreviation).
3.1 Walsh’s Brownian motion
Following [4], write R2 = ∪θ∈[0,2π)Rθ, where Rθ is a ray starting from the origin 0 with the
angle θ. Let η be a fully supported probability measure on S1 := [0, 2π) andm(dx) := drη(dθ),
where x = (r, θ) is the polar coordinate of x ∈ R2. The Walsh’s Brownian motion introduced
by Walsh [14] is a diffusion process on R2. It behaves like a one-dimensional Brownian motion
on each Rθ away from the origin, and in case of hitting the origin, it may choose a new direction
θ′ according to η and go on walking like a Brownian motion on Rθ′ until it hits the origin again.
More probabilistic descriptions of WBM are referred to [1, 14].
Instead, we note that Chen et al. reconstructed the WBM by means of Dirichlet form in [4].
Precisely speaking, it is associated with a regular Dirichlet form (EW ,FW ) on L2(R2,m) as
follows
F
W =
{
f ∈ L2(R2,m) : fθ ∈ H1((0,∞)) and lim
r→0
fθ(r) = c for η-a.e. θ
and some c independent of θ,
∫
S1
D(fθ, fθ)η(dθ) <∞
}
,
E
W (f, g) =
1
2
∫
S1
D(fθ, gθ)η(dθ), f, g ∈ FW ,
(3.1)
where
D(fθ, gθ) :=
∫ ∞
0
f ′θ(r)g
′
θ(r)dr,
and fθ(r) := f (r, θ) for any function f on R
2 = [0,∞)× S1. Its extended Dirichlet space is
F
W
e =
{
f : fθ ∈BL((0,∞)) and lim
r→0
fθ(r) = c for η-a.e. θ
and some c independent of θ,
∫
S1
D(fθ, fθ)η(dθ) <∞
}
,
(3.2)
where
BL((0,∞)) = {h : h is absolutely continuous on (0,∞),D(h, h) <∞}.
Particularly, (EW ,FW ) is irreducible and recurrent.
3.2 Snapping out WBM
Let us turn our attentions to the SNOWB. The state space of SNOWB is G2 obtained by viewing
the origin 0 of R2 as a circle, which is homeomorphic to S1. In other words,
G
2 := [0,∞)× S1,
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but (0, θ1), (0, θ2) are distinct points if θ1 6= θ2. Equivalently, G2 is topologically homeomorphic
to [1,∞) × S1 via the transform
T1 : G
2 → [1,∞) × S1, (r, θ) 7→ (r + 1, θ).
We should write
G
2 = G+ × S1 = [0+,∞)× S1
if no confusion caused. Clearly, m(dx) = drη(dθ) is a fully supported Radon measure on G2.
To introduce the SNOWB, we start with a reflecting WBM onG2, which is a union of separate
reflecting Brownian motions on the rays of G2. It is not irreducible and given by the Dirichlet
form in the following lemma.
Lemma 3.1 The quadratic form
F =
{
f ∈ L2(G2,m) : fθ ∈ H1([0+,∞)) for η-a.e. θ, and
∫
S1
D(fθ, fθ)η(dθ) <∞
}
,
E (f, g) =
1
2
∫
S1
D(fθ, gθ)η(dθ), f, g ∈ F ,
(3.3)
is a regular Dirichlet form on L2(G2,m). The extended Dirichlet space of (E ,F ) is
Fe =
{
f : fθ ∈ BL([0+,∞)) for η-a.e. θ, and
∫
S1
D(fθ, fθ)η(dθ) <∞
}
, (3.4)
where
BL([0+,∞)) = {h : h is absolutely continuous on [0+,∞),D(h, h) <∞}.
Particularly, (E ,F ) is recurrent.
Proof. Clearly, (E ,F ) is a symmetric bilinear form with Markovian property. It suffices to prove
the closeness and regularity. The idea of these proofs is due to [4]. To prove the closeness of (3.3),
let {un} be an E1-Cauchy sequence in F . By taking a subsequence if necessary, we may assume
E1(un+1 − un, un+1 − un) < 2−n, so that
∞∑
n=1
E1(un+1 − un, un+1 − un) <∞.
By Cauchy-Schwarz inequality and Fubini theorem, we have∫
S1
∞∑
n=1
(∫ ∞
0
(un+1,θ(r)− (un,θ(r))2 +
(
u′n+1,θ(r)− (u′n,θ(r)
)2
dr
) 1
2
η(dθ) <∞,
where un,θ(r) := un(r, θ). This implies that there exists a set A ⊂ S1 with η(A) = 0 such that
for every θ ∈ S1 \ A, (recall that G+ = [0+,∞))
∞∑
n=1
‖un+1,θ − un,θ‖H1(G+) <∞.
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Thus a function uθ ∈ H1(G+) exists for any θ ∈ S1 \ A such that ‖un,θ − uθ‖H1(G+) → 0 as
n→ 0. It follows from Fatou lemma that∫
S1
‖uθ‖H1(G+)η(dθ) <∞,
∫
S1
‖un,θ − uθ‖H1(G+)η(dθ)→ 0.
Consequently, u(r, θ) := uθ(r) ∈ F and un is E1-convergent to u. In other words, (E ,F ) is a
closed form. Note that C∞c (G
2) ⊂ F , and it suffices to prove that C∞c (G2) is E1-dense in F
for the regularity. In fact, suppose f ∈ F such that E1(f, g) = 0 for every g ∈ C∞c (G2). Take
g(r, θ) = ϕ(r)ψ(θ) with ϕ ∈ C∞c (G+) and ψ ∈ C∞(S1), and we have∫
S1
D1(fθ, ϕ)ψ(θ)η(dθ) = 0.
It follows that there exist a family of countable functions {ϕn} ⊂ C∞c (G+) dense in H1(G+)
and a set A ⊂ S1 with η(A) = 0 such that D1(fθ, ϕn) = 0 for any θ ∈ S1 \ A. This implies
fθ = 0, θ ∈ S1 \ A and thus f = 0,m-a.e. on G2.
Let us turn to prove (3.4). Denote the right side of (3.4) by G. The family of all bounded
functions in G is denoted by Gb. Let f ∈ Fe and {fn} ⊂ F be its approximation sequence.
Mimicking the proof of closeness, we can conclude that {f ′n,θ : n ≥ 1} is L2(G+)-Cauchy and
fn,θ(rθ) → fθ(rθ) with some rθ ∈ G+ for any θ ∈ S1 \ A with η(A) = 0. Thus f ′n,θ → gθ in
L2(G+) for some gθ ∈ L2(G+). Set
fˆ (r, θ) := fθ(rθ)+
∫ r
rθ
gθ(u)du, r ∈ G+, θ ∈ S1 \ A.
We can easily deduce that fn(r, θ) → fˆ (r, θ) for r ∈ G+ and θ ∈ S1 \ A. Thus f = fˆ ,
m-a.e. Clearly, fˆ ∈ G and we have Fe ⊂ G. To the contrary, we need only prove Gb ⊂
Fe by [3, Lemma 1.1.12]. Let f ∈ Gb with ‖f‖∞ < M for some M > 0. Further assume
fθ ∈ BL([0+,∞)) for θ ∈ S1 \ A with η(A) = 0. Take for each integer n a smooth function
ϕn ∈ C∞c ([0+,∞)) such that
0 ≤ ϕn ≤ 1, ϕn|[0+,n] = 1, ϕn|[2n+1,∞) = 0, |ϕ′n| ≤ 1/n.
Set
fn(r, θ) := f (r, θ) · ϕn(r), r ∈ G+, θ ∈ S1 \ A.
Clearly, fn ∈ F and we can also deduce that {fn} is an approximation sequence of f . Therefore,
f ∈ Fe.
The recurrence of (E ,F ) is implied by the fact that 1 ∈ Fe,E (1, 1) = 0. That completes the
proof.
Remark 3.2 TheDirichlet form (E ,F ) in this lemma is not irreducible. Indeed, any set [0+,∞)×
A with A ⊂ S1 being Borel measurable is an invariant set of (E ,F ).
The SNOWB with a parameter κ > 0 is, by definition, the snapping out Markov process with
respect to (E ,F ) and a finite measure µ(drdθ) := κδ0(dr)η(dθ), where δ0 is the Dirac measure
centered on 0+ ∈ G+ hereafter. The smoothness of µ is implied by the following lemma.
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Lemma 3.3 Let (E ,F ) be given by (3.3) and κ > 0. Then µ(drdθ) = κδ0(dr)η(dθ) is smooth
with respect to (E ,F ).
Proof. We assert µ is of finite energy integral, which implies that µ is smooth. Indeed, for any
v ∈ F ∩ Cc(G2), vθ ∈ H1(G+) for η-a.e. θ. Thus
|vθ(0)| ≤ C‖vθ‖H1(G+)
for some constant C > 0 independent of v and∫
|v|dµ = κ
∫
S1
|v(0, θ)|η(dθ) ≤ Cκ
∫
S1
‖vθ‖H1(G+)η(dθ) ≤ 2Cκ
√
E1(v, v).
That completes the proof.
Then we can conclude the following assertions about the SNOWB.
Theorem 3.4 Let (E ,F ) be given by (3.3). Then the SNOWB is associated with a regular Dirich-
let form (E s,F s) on L2(G2,m) as follows:
F
s = F ,
E
s(f, g) =
1
2
∫
S1
D(fθ, gθ)η(dθ)
+
κ
2
∫
S1×S1
(
f (0, θ)− f (0, θ′))(g(0, θ)− g(0, θ′))η(dθ)η(dθ′), f, g ∈ F s.
(3.5)
The extended Dirichlet space F se of (E
s,F s) is
F
s
e =
{
f : fθ ∈ BL([0+,∞)) for η-a.e. θ,
∫
S1
D(fθ, fθ)η(dθ) <∞,∫
S1×S1
(
f (0, θ)− f (0, θ′))2η(dθ)η(dθ′) <∞}.
Particularly, (E s,F s) is irreducible and recurrent.
Proof. Note that for any f ∈ F ,(
f (0, θ)− f (0, θ′))2 ≤ 2(f (0, θ)2 + f (0, θ′)2)
≤ C(D1(fθ, fθ)+ D1(fθ′ , fθ′))
with some constant C independent of f . Thus∫
S1×S1
(
f (0, θ)− f (0, θ′))2η(dθ)η(dθ′) ≤ 4CE1(f, f ).
This indicates (3.5) by (2.1). The expression of F se is implied by [11, Proposition 3.8] and (3.4).
Since (E ,F ) is recurrent by Lemma 3.1, it follows from [11, Proposition 3.8 (1)] that (E s,F s)
is also recurrent.
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To show the irreducibility of (E s,F s), let f ∈ F s with E s(f, f ) = 0. This means∫
S1
D(fθ, fθ)η(dθ) =
∫
S1×S1
(
f (0, θ)− f (0, θ′))2η(dθ)η(dθ′) = 0.
As a consequence, there exists a set A ⊂ S1 with η(A) = 0 such that for any θ, θ′ ∈ S1 \ A,
fθ ∈ H1(G+), D(fθ, fθ) = 0, f (0, θ)− f (0, θ′) = 0.
Clearly, D(fθ, fθ) = 0 indicates fθ is a constant function. Then it follows from f (0, θ)−f (0, θ′) =
0 that f is constant m-a.e. Therefore, we obtain the irreducibility of (E s,F s) from [3, Theo-
rem 5.2.16]. That completes the proof.
Remark 3.5 It does not always hold that Fe = F
s
e . For example, assume η is the uniform
distribution on S1 and take
f (r, θ) = θ−1, r ∈ [0+,∞), θ ∈ (0, 2π).
Clearly, f ∈ Fe, while
∫
S1×S1 (f (0, θ)− f (0, θ′))2dθdθ′ diverges.
3.3 Links between WBM and SNOWB
Now we pursue to study the links between WBM and SNOWB. Two transforms of Markov pro-
cesses are involved in the principal result. One is the time-change, whose counterpart in the theory
of Dirichlet form is the so-called trace Dirichlet form. This transform is very well known, and
we hesitate to repeat its details for the sake of brevity. Instead, we refer to [3, Chapter 5] as well
as [11, §2]. The other is the darning transform, which was raised in [2]. Roughly speaking, it
collapses a compact subset of the state space to an abstract point and produces a new Markov
process by ‘erasing’ the information contained in this compact set. Particularly, given a regular
Dirichlet form (E ,F ) on L2(E,m) and a compact set K ⊂ E of postive capacity, the Markov
process obtained by the darning transform, which shortsK into a∗, is given by the Dirichlet form
on L2(E∗,m∗)
F
∗ = {f∗ : f ∈ F , f is constant E -q.e. onK},
E
∗(f∗, g∗) = E (f, g), f∗, g∗ ∈ F ∗, (3.6)
where E∗ := (E \K) ∪ {a∗}, m∗|E\K := m, m∗({a∗}) = 0 and f∗|E\K := f , f∗(a∗) := f (x)
with some x ∈ K . We refer a relevant study of darning transform to [6]. A short review is also
presented in [11, §2].
The notation
Tβ : G
2 → {x ∈ R2 : |x| ≥ β}, (r, θ) 7→ (r + β, θ)
with β > 0 stands for the homeomorphism between G2 and {x ∈ R2 : |x| ≥ β}. The following
theorem is inspired by an analogical result [11, Theorem 3.12], which links the snapping out
Brownian motion with one-dimensional Brownian motion. It tells us after a spatial transform the
SNOWB is the trace of WBM on a certain closed set, and on the contrary, the WBM is the darning
of SNOWB by shorting {0+} × S1 into 0.
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Theorem 3.6 (1) By shorting {0+} × S1 into 0, the Markov process with darning induced by
the SNOWB is the Walsh’s Brownian motion.
(2) Denote the SNOWB by W s = (W st )t≥0. Let Fκ := {x ∈ R2 : |x| ≥ (2κ)−1} and
mκ(drdθ) := drη(dθ) on Fκ. Then T(2κ)−1(W
s) is a Markov process on Fκ associated
with the trace Dirichlet form of (EW ,FW ) on Fκ with the speed measuremκ.
Proof. The first assertion is clear by applying (3.6) with K := {0+} × S1 and a∗ := 0 to (3.5).
For the second assertion, it suffices to characterize the trace Dirichlet form (Eˇ , Fˇ ) of (EW ,FW )
on Fκ. Write a := (2κ)
−1, F := Fκ, ∂F := {x ∈ R2 : |x| = a} and m := mκ (on Fκ) for
convenience. Recall that for appropriate function f on F , HF denotes the hitting distribution of
W for F , i.e.
HF f (x) = Ex[f (WσF ), σF <∞],
and σF denotes the hitting time of F with respect toW . For λ > 0, we also write
HλF f (x) = Ex[e
−λσF f (WσF ), σF <∞].
A first step towards the trace Dirichlet form is to prove the following assertion: For any non-
negative bounded function ϕ on F and x = (r, θ) ∈ G := F c (i.e. r < a, θ ∈ S1),
HFϕ(r, θ) =
r
a
ϕ(a, θ)+
(
1− r
a
)
ϕ¯(a), (3.7)
HλFϕ(r, θ) =
sinh(
√
2λr)
sinh(
√
2λa)
ϕ(a, θ)+
sinh(
√
2λ(a− r))
sinh(
√
2λa) cosh(
√
2λa)
ϕ¯(a), (3.8)
where ϕ¯(a) :=
∫
S1
ϕ(a, θ)η(dθ).
We first consider the case 0 < r < a. The continuity of W implies WσF ∈ ∂F , Px-a.s. for
x ∈ G. Denote the hitting time of {0} with respect toW by σ0. We have
HFϕ(r, θ) = E(r,θ)
[
ϕ(WσF )1{σF<σ0}
]
+ E(r,θ)
[
ϕ(WσF )1{σF>σ0}
]
.
Note that σF < σ0 amounts to σ(a,θ) < σ0, where σ(a,θ) is the hitting time of {(a, θ)} with respect
toW . In the meantime,WσF = (a, θ) and thus
E(r,θ)
[
ϕ(WσF )1{σF<σ0}
]
= ϕ(a, θ)P(r,θ)[σ(a,θ) < σ0]. (3.9)
Let B = (Bt)t≥0 be a one-dimensional Brownian motion and τx be the hitting time of {x} with
respect to B for x ∈ R. Note that |W | is a reflecting Brownian motion on [0,∞) (Cf. [14]) and
thus has the same distribution as |B|. It follows that
P(r,θ)[σ(a,θ) < σ0] = P
B
r [τa < τ0] =
r
a
, (3.10)
where PBr is the probability measure ofB starting from r. The last equality follows from Problem
6 of §1.7 in [9]. When σF > σ0, we can deduce from the strong Markov property ofW that
E(r,θ)
[
ϕ(WσF )1{σF>σ0}
]
= E(r,θ)
[
1{σF>σ0}E0[ϕ(WσF )]
]
.
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Thanks to [1, 14], we know that Wt = (|Wt|,Ψt) in polar coordinate system is such that |W | is
independent of Ψ, and Ψt is distributed as η for any t under P0. Particularly, σF = inf{t > 0 :
|Wt| ≥ a} is independent of Ψ under P0. Hence
E0[ϕ(WσF )] = E0[ϕ(a,ΨσF )] = ϕ¯(a) (3.11)
and we have
E(r,θ)
[
ϕ(WσF )1{σF>σ0}
]
=
(
1− r
a
)
ϕ¯(a). (3.12)
Then (3.7) follows from (3.9), (3.10) and (3.12). To prove (3.8), we have
HλFϕ(r, θ) = E(r,θ)
[
e−λσFϕ(WσF )1{σF<σ0}
]
+ E(r,θ)
[
e−λσFϕ(WσF )1{σF>σ0}
]
. (3.13)
The first term of (3.13) equals
E(r,θ)
[
e−λσFϕ(WσF )1{σF<σ0}
]
= ϕ(r, θ)EBr
[
e−λτa ; τa < τ0
]
(3.14)
and by the strong Markov property ofW , the second term of (3.13) equals
E(r,θ)
[
e−λσFϕ(WσF )1{σF>σ0}
]
= E(r,θ)
[
e−λσ01{σF>σ0}E0
[
e−λσFϕ(WσF )
]]
.
Similar to (3.11), we obtain
E0
[
e−λσFϕ(WσF )
]
= E0
[
e−λσF
]
ϕ¯(a). (3.15)
Since |W | has the same distribution as |B|, it follows that
E(r,θ)
[
e−λσFϕ(WσF )1{σF>σ0}
]
= EBr
[
e−λτ0 ; τ0 < τa
]
EB0
[
e−λ(τ−a∧τa)
]
ϕ¯(a). (3.16)
Problem 6 of §1.7 in [9] implies
EBr
[
e−λτa ; τa < τ0
]
=
sinh(
√
2λr)
sinh(
√
2λa)
,
EBr
[
e−λτ0 ; τ0 < τa
]
=
sinh(
√
2λ(a− r))
sinh(
√
2λa)
,
EB0
[
e−λ(τ−a∧τa)
]
=
1
cosh(
√
2λa)
.
(3.17)
Hence (3.8) follows from (3.14) and (3.16).
When r = 0, (3.7) is implied by (3.11), and (3.8) follows from (3.15) and the last equality of
(3.17).
Now we claim that the trace Dirichlet form (Eˇ , Fˇ ) on L2(F,m) is given by
Fˇ =
{
f ∈ L2(F,m) : fθ ∈ H1([a,∞)) for η-a.e. θ,
∫
S1
D(a)(fθ, fθ)η(dθ) <∞
}
,
Eˇ (f, g) =
1
2
∫
S1
D(a)(fθ, gθ)η(dθ)
+
1
4a
∫
S1×S1
(fθ(a)− fθ′(a))(gθ(a)− gθ′(a))η(dθ)η(dθ′), f, g ∈ Fˇ ,
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where D(a)(fθ, gθ) :=
∫∞
a
f ′θ(r)g
′
θ(r)dr. Indeed, the expression of Fˇ follows from [11, (2.2)] and
(3.2). Since (EW ,FW ) is recurrent, it follows from [3, Theorem 5.2.5 and Proposition 2.1.10]
that (Eˇ , Fˇ ) is conservative. Thus (Eˇ , Fˇ ) has no killing inside and from [3, Corollary 5.6.1] we
can obtain that for any f ∈ Fˇe,
Eˇ (f, f ) =
1
2
µ〈HF f〉(F )+
1
2
∫
F×F\d
(f (x)− f (y))2U (dx, dy), (3.18)
where µ〈HF f〉 is the energy measure of (E
W ,FW ) relative to HF f , d is the diagonal of F × F
and U is the Feller measure ofW on F × F \ d. We refer the details of Feller measure to [3, 5].
In what follows, we shall first compute the local term of (3.18) and then formulate the Feller
measure U . In fact, for any ϕ ∈ C1c (R2) and u ∈ FWe ,∫
R2
ϕdµ〈u〉 = 2E
W (uϕ, u)− EW (u2, ϕ) =
∫ ∞
0
∫
S1
u′θ(r)
2ϕθ(r)η(dθ)dr.
This implies
dµ〈u〉 = u
′
θ(r)
2η(dθ)dr.
Since HF f = f on F , it follows that
µ〈HF f〉(F ) =
∫
F
f ′θ(r)
2η(dθ)dr =
∫
S1
D(a)(fθ, fθ)η(dθ). (3.19)
To formulate the Feller measure U , take two non-negative bounded functions ϕ and ψ on F such
that ϕ · ψ ≡ 0. From [3, (5.5.13) and (5.5.14)], we know that
U (ϕ⊗ ψ) =↑ lim
λ↑∞
λ(HλFϕ,HFψ)F c . (3.20)
Substituting (3.7) and (3.8) in (3.20), we obtain
U (ϕ⊗ ψ) = lim
λ↑∞
λϕ¯(a)ψ¯(a)
∫ a
0
(
sinh(
√
2λ(a− r))
sinh(
√
2λa) cosh(
√
2λa)
+
(a− r) sinh(
√
2λr)
a sinh(
√
2λa)
)
dr
=
1
2a
∫
S1
∫
S1
ϕ(a, θ1)ψ(a, θ2)η(dθ1)η(dθ2).
This indicates U is supported on ∂F × ∂F \ d and for x = (r, θ), y = (r′, θ′) with x 6= y,
U (dx, dy) =
1
2a
δa(dr)δa(dr
′)η(dθ)η(dθ′). (3.21)
Therefore, the expression of Eˇ follows from (3.18), (3.19) and (3.21).
Finally, one can easily find that Ta(W
s) is associated with (Eˇ , Fˇ ) in the light of Theorem 3.4.
That completes the proof.
4 Stiff problem related to Walsh’s Brownian motion
In this section, we shall study the stiff problem related to the Walsh’s Brownian motion and build
a phase transition for it.
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4.1 Mosco convergence
As in [11], we shall use Mosco convergence to describe the phase transition. For readers’ conve-
nience, we repeat its definition for handy reference. More details are referred to [12].
Let (E n,Fn) and (E ,F ) be closed forms on L2(E,m), and we extend the domains of E and
E n to L2(E,m) by letting
E (u, u) := ∞, u ∈ L2(E,m) \F ,
E
n(u, u) := ∞, u ∈ L2(E,m) \Fn.
Then (E n,Fn) is said to be convergent to (E ,F ) in the sense of Mosco as n→∞, if
(1) For any sequence {un : n ≥ 1} ⊂ L2(E,m) that converges weakly to u in L2(E,m), it
holds that
E (u, u) ≤ lim
n→∞
E
n(un, un).
(2) For any u ∈ L2(E,m), there exists a sequence {un : n ≥ 1} ⊂ L2(E,m) that converges
strongly to u in L2(E,m) such that
E (u, u) ≥ lim
n→∞
E
n(un, un).
Here we say un converges to u weakly in L
2(E,m), if for any v ∈ L2(E,m), (un, v)L2(E,m) →
(u, v)L2(E,m) as n → ∞, and strongly in L2(E,m), if ‖un − u‖L2(E,m) → ∞. The notations
(·, ·)L2(E,m) and ‖ · ‖L2(E,m) stand for the inner product and norm of L2(E,m).
4.2 Phase transition of stiff problem
The stiff problem related to the WBM is described as follows. For ε > 0, let bε be a function on
[0, ε) such that for two constants δε, Cε > 0,
δε ≤ bε(r) ≤ Cε, a.e. r ∈ [0, ε).
For any f, g ∈ H1(R), set
Dε(u, v) :=
∫ ε
0
bε(r)u
′(r)v′(r)dr +
∫ ∞
ε
u′(r)v′(r)dr
and define
F
ε := FW ,
E
ε(f, g) :=
1
2
∫
S1
Dε(fθ, gθ)η(dθ), f, g ∈ F ,
where fθ(·) := f (·, θ), gθ(·) := g(·, θ) as in §3. Note that for any f ∈ F ε = FW ,
δε ∧ 1 · EW1 (f, f ) ≤ E ε1 (f, f ) ≤ Cε ∨ 1 · EW1 (f, f ).
This implies (E ε,F ε) is regular on L2(R2,m). Roughly speaking, (E ε,F ε) is obtained by at-
taching a small barrier at B(0, ε) := {x ∈ R2 : |x| < ε} to WBM. Then the stiff problem is
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concerned with the convergence of (E ε,F ε) as ε ↓ 0. This is also the main purpose of this
section.
Before moving on to the principal theorem, we prepare some notations. Take a decreasing
sequence εn ↓ 0 and write bn, (E n,Fn) for bεn , (E εn ,F εn ). Set
γ¯(n) :=
∫ εn
0
1
bεn(r)
dr.
This parameter plays the role of total thermal resistance of the barrier B(0, εn) as explained in
[11, Remark 4.3 and §4.4]. The following result builds a phase transition for the stiff problem
related to WBM. It is worth noting that the technical condition appeared in [11, Theorem 4.6] is
not imposed.
Theorem 4.1 Let εn, bn, (E
n,Fn) and γ¯(n) be given above. Assume
γ¯ := lim
n→∞
γ¯(n) (≤ ∞)
exists. Then the following assertions hold:
(1) γ¯ = ∞: (E n,Fn) converges to the Dirichlet form (E ,F ) of reflecting WBM on G2 given
by (3.3) in the sense of Mosco.
(2) 0 < γ¯ < ∞: (E n,Fn) converges to the Dirichlet form (E s,F s) of SNOWB on G2 given
by (3.5) with the parameter κ = (2γ¯)−1 in the sense of Mosco.
(3) γ¯ = 0: (E n,Fn) converges to the Dirichlet form (EW ,FW ) of WBM on R2 given by (3.1)
in the sense of Mosco.
Proof. The idea of the proof stems from those of Theorem 4.6 and Corollary 4.8 in [11]. Let
(E †,F †) be one of (E ,F ), (E s,F s) and (EW ,FW ). Write H = L2(R2,m) = L2(G2,m),
an(r) := bn(r) for r ∈ [0, εn) and an(r) = 1 for r ≥ εn.
We first prove the assertions under the assumption limn→∞ εnγ¯(n) = 0. To show the first part
of Mosco convergence in §4.1, suppose {fn} converges to f weakly inH and
lim
n→∞
E
n(fn, fn) ≤ sup
n≥1
E
n(fn, fn) =: M <∞.
Recall that Tn := Tεn : G
2 → R2 \ B(0, εn) is a homeomorphism. Set f˘n := fn ◦ Tn, i.e.
f˘n(r, θ) := fn(r + εn, θ) for any (r, θ) ∈ G2. We claim ‖fn − f˘n‖H → 0 as n → ∞ and
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particularly, f˘n converges to f weakly inH . Indeed,
‖fn − f˘n‖2H =
∫
S1
η(dθ)
∫ ∞
0
(fnθ (r + εn)− fnθ (r))2dr
=
∫
S1
η(dθ)
∫ ∞
0
(∫ r+εn
r
∇fnθ (̺)d̺
)2
dr
≤
∫
S1
η(dθ)
∫ ∞
0
(∫ r+εn
r
an(̺)∇fnθ (̺)2d̺
)
·
(∫ r+εn
r
1
an(̺)
d̺
)
dr
≤ (γ¯(n)+ εn)
∫
S1
η(dθ)
∫ ∞
0
(∫ r+εn
r
an(̺)∇fnθ (̺)2d̺
)
dr
≤ (γ¯(n)+ εn)
∫
S1
η(dθ)
∫ ∞
0
an(̺)∇fnθ (̺)2d̺
∫ ̺
(̺−εn)∨0
dr
≤ 2εn(γ¯(n)+ εn)M.
Then it follows from limn→∞ εnγ¯(n) = 0 that ‖fn − f˘n‖H → 0. Now we prove E †(f, f ) ≤
limn→∞ E
n(fn, fn) for the three cases respectively.
(1) γ¯ =∞: Clearly E (f, f ) ≤ limn→∞ E (f˘n, f˘n) ≤ limn→∞ E n(fn, fn).
(2) 0 < γ¯ <∞: Note that
E
s(f˘n, f˘n) =
1
2
∫
S1
∫ ∞
εn
(fnθ )
′(r)2drη(dθ)+
κ
2
∫ (
fnθ1(εn)− fnθ2(εn)
)2
η(dθ1)η(dθ2).
Since fnθ1(0) = f
n
θ2
(0), it follows that
1
2
∫
S1×S1
(
fnθ1(εn)− fnθ2(εn)
)2
η(dθ1)η(dθ2)
=
1
2
∫
S1×S1
(∫ εn
0
(fnθ1)
′(r)dr −
∫ εn
0
(fnθ2)
′(r)dr
)2
η(dθ1)η(dθ2)
≤
∫
S1
(∫ εn
0
(fnθ )
′(r)dr
)2
η(dθ)
≤ γ¯(n)
∫
S1
∫ εn
0
bn(x)(f
n
θ )
′(r)2drη(dθ).
(4.1)
Thus we can conclude E s(f, f ) ≤ limn→∞ E s(f˘n, f˘n) ≤ limn→∞ E n(fn, fn) from κ ·
γ¯n → 1/2.
(3) γ¯ = 0: Since supn E (f˘
n, f˘n) ≤ supn E n(fn, fn) ≤ M , and the weak convergence of f˘n
in H implies supn ‖f˘n‖H < ∞, it follows that supn E1(f˘n, f˘n) < ∞. By Banach-Saks
theorem, take a subsequence if necessary, the Cesa`ro mean of {f˘n} converges to some
h ∈ F in ‖ · ‖E1 -norm. Then hk := 1k
∑k
n=1 f˘n is E1-convergent to h. That means
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hk converges to h, E -q.e. We claim that h = f . Indeed, take any u ∈ H , we have
(f˘n, u)H → (f, u)H and
(h, u)H = lim
k→∞
(hk, u)H = lim
k→∞
1
k
k∑
n=1
(f˘n, u)H = (f, u)H .
We have proved in the case γ¯ = ∞ that f ∈ F and E (f, f ) ≤ limn→∞ E n(fn, fn), and it
suffices to show f ∈ FW . Note that if A ⊂ {0} × S1 is E -polar, then (δ0 × η)(A) = 0 by
Lemma 3.3. Thus f (0, ·) is η-a.e. defined on S1. Let
c# := inf {c ∈ R : η(f (0, ·) > c) = 0},
c# := sup {c ∈ R : η(f (0, ·) < c) = 0}.
Clearly, c# ≤ f (0, ·) ≤ c#, η-a.e. We need only show c# = c#. Suppose c# < c#. Take
c# < c < c# and we have η(f (0, ·) > c) > 0, η(f (0, ·) < c) > 0. This implies∫
S1×S1
(f (0, θ1)− f (0, θ2))2η(dθ1)η(dθ2) > 0. (4.2)
However, by Fatou lemma we obtain∫
(f (0, θ1)− f (0, θ2))2η(dθ1)η(dθ2)
=
∫
lim
k→∞
(hk(0, θ1)− hk(0, θ2))2η(dθ1)η(dθ2)
≤ lim
k→∞
1
k
k∑
n=1
∫ (
f˘n(0, θ1)− f˘n(0, θ2)
)2
η(dθ1)η(dθ2).
It follows from (4.1) that∫ (
f˘n(0, θ1)− f˘n(0, θ2)
)2
η(dθ1)η(dθ2)
=
∫
(fn(εn, θ1)− fn(εn, θ2))2η(dθ1)η(dθ2)
≤ 2Mγ¯(n)
→ 0.
Hence
∫
(f (0, θ1)− f (0, θ2))2η(dθ1)η(dθ2) = 0, which contradicts (4.2).
To prove the second part of Mosco convergence, let g ∈ H with E †(g, g) < ∞. Denote c :=∫
S1
g(0, θ)η(dθ) and define a function gn ∈ Fn as follows: For any r ≥ εn, set gn(r, θ) :=
g(r − εn, θ),∀θ ∈ S1 and for r ∈ [0, εn), θ ∈ S1, set
gn(r, θ) := c+
g(0, θ)− c
γ¯(n)
∫ r
0
1
bn(̺)
d̺.
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It is easy to see gn → g strongly in H and we have
E
n(gn, gn) =
1
2
∫
S1
∫ ∞
0
g′θ(r)
2drη(dθ)+
1
2γ¯(n)
∫
S1
(g(0, θ)− c)2η(dθ).
Note that
2
∫
S1
(g(0, θ) − c)2η(dθ) =
∫
S1×S1
(g(0, θ1)− g(0, θ2))2η(dθ1)η(dθ2)
on account of the notation c =
∫
g(0, θ)η(dθ). Then for the case γ¯ = ∞ or 0 < γ¯ < ∞, we
can conclude that limn→∞ E
n(gn, gn) = E (g, g) or E s(g, g) respectively. For the case γ¯ = 0, it
suffices to note that g ∈ FW implies g(0, θ) = c and thus E n(gn, gn) = EW (g, g).
Finally, we prove the case γ¯ =∞ without the assumption limn→∞ εnγ¯(n) = 0. On one hand,
suppose {fn} converges to f weakly inH and
lim
n→∞
E
n(fn, fn) ≤ sup
n≥1
E
n(fn, fn) =: M <∞.
Set
f˘n|B(0,εn)c := fn|B(0,εn)c , f˘n(r, θ) := fn(εn, θ), r ∈ [0+, εn), θ ∈ S1.
Clearly, f˘n ∈ F , and we claim that f˘n converge to f weakly in H . Indeed, for any g ∈ H , we
have (
fn − f˘n, g
)
H
=
∫
Bn
fnθ (r)gθ(r)drη(dθ)−
∫
Bn
fnθ (εn)gθ(r)drη(dθ).
The weak convergence of {fn} implies K := supn ‖fn‖2H <∞. Thus as n→∞,∣∣∣∣
∫
Bn
fnθ (r)gθ(r)drη(dθ)
∣∣∣∣
2
≤ K ·
∫
Bn
gθ(r)
2drη(dθ)→ 0.
Since fn ∈ Fn, fnθ (r) is absolutely continuous on [εn,∞) for θ ∈ A ⊂ S1 with η(A) = 1. For
any θ ∈ A and r > εn, we have |fnθ (εn)| ≤ |fnθ (r)|+ |
∫ r
εn
(fnθ )
′(y)dy| and
∫
S1
|fnθ (εn)|2η(dθ) ≤ 2
∫
S1
∫ 1+εn
εn
fnθ (r)
2drη(dθ)+ 2
∫
S1
∫ ∞
εn
(fnθ )
′(y)2dyη(dθ)
≤ 4E n1 (fn, fn).
(4.3)
This implies as n→ 0,∣∣∣∣
∫
Bn
fnθ (εn)gθ(r)drη(dθ)
∣∣∣∣
2
≤ 4(M +K) ·
∫
Bn
gθ(r)
2drη(dθ)→ 0.
Thus we can conclude that f˘n converge to f weakly in H . As a result,
E (f, f ) ≤ lim
n→∞
E (f˘n, f˘n) ≤ lim
n→∞
E
n(fn, fn).
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On the other hand, let g ∈ H with E (g, g) < ∞. Denote cn :=
∫
S1
g(εn, θ)η(dθ) and for each n,
define
gn|B(0,εn)c := g|B(0,εn)c , gn(r, θ) := cn +
g(εn, θ)− cn
γ¯(n)
∫ r
0
1
bn(̺)
d̺.
We assert that ‖gn − g‖H → 0 as n → 0. In fact, for any r ∈ (0, εn], |gnθ (r)|2 ≤ 2c2n +
2(gθ(εn)− cn)2, so that∫
S1
|gnθ (r)|2η(dθ) ≤ 6
∫
S1
|gθ(εn)|2η(dθ) ≤ 24E1(g, g).
The last inequality is similar to (4.3), and it follows that
‖gn − g‖H ≤ 2
∫
Bn
gθ(r)
2drη(dθ)+ 2
∫ εn
0
∫
S1
|gnθ (r)|2η(dθ)dr
≤ 2
∫
Bn
gθ(r)
2drη(dθ)+ 48E1(g, g) · εn → 0
as n→∞. Then we have
E
n(gn, gn) =
1
2
∫
S1
∫ ∞
εn
g′θ(r)
2drη(dθ)+
1
2γ¯(n)
∫
S1
(g(εn, θ)− c)2η(dθ)
≤ 1
2
∫
S1
∫ ∞
εn
g′θ(r)
2drη(dθ)+
2
γ¯(n)
∫
S1
|gθ(εn)|2η(dθ)
≤ 1
2
∫
S1
∫ ∞
εn
g′θ(r)
2drη(dθ)+
8
γ¯(n)
E1(g, g).
Since γ¯(n)→∞, we can conclude
lim
n→∞
E
n(gn, gn) = lim
n→∞
1
2
∫
S1
∫ ∞
εn
g′θ(r)
2drη(dθ) ≤ E (g, g).
That completes the proof.
Remark 4.2 If we take bε(r) := (κε)
−α for any r ∈ [0, ε) with a fixed parameter κ > 0, then the
three phases in Theorem 4.1 correspond to α < −1, α = −1 and α > −1 respectively.
4.3 Continuity of phase transition
We complete this section with a result, which states the continuity of phase transition in The-
orem 4.1. This continuity was considered for the stiff problems in one-dimensional space by
means of Mosco convergence of Dirichlet forms in [11]. To explain it, denote the Dirichlet form
of the phase with parameter γ¯ in Theorem 4.1 by (E γ¯ ,F γ¯). More precisely,
(1) γ¯ =∞: (E∞,F∞) := (E ,F ) given by (3.3);
(2) γ¯ ∈ (0,∞): (E γ¯ ,F γ¯) := (E s,F s) given by (3.5) with the parameter κ = (2γ¯)−1;
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(3) γ¯ = 0: (E 0,F 0) := (EW ,FW ) given by (3.1).
The following theorem is an analogical result of [11, Theorem 4.11].
Theorem 4.3 Let {γ¯n : n ≥ 1} be a sequence in [0,∞] such that
lim
n→∞
γ¯n = γ¯ ∈ [0,∞].
Then (E γ¯n ,F γ¯n) converges to (E γ¯ ,F γ¯) in the sense of Mosco as n→∞.
Proof. WriteH = L2(G2,m) = L2(R2,m). Without loss of generality, we assume 0 < γ¯n <∞
for any n ≥ 1. As we have phrased in Theorem 3.6, (E 0,F 0) is the darning of SNOWB by
shorting {0+} × S1 into 0. The assertion of the case γ¯ = 0 is implied by [6, Theorem 4.3]. In
what follows, we shall consider the case 0 < γ¯ ≤ ∞.
Let us prove the first item in the definition of Mosco convergence. Assume {un : n ≥ 1} ⊂ H
converges weakly to u inH and
lim
n→∞
E
γ¯n(un, un) ≤ sup
n
E
γ¯n(un, un) =:M <∞.
For the case γ¯ =∞, we have
E
∞(u, u) ≤ lim
n→∞
E
∞(un, un) ≤ lim
n→∞
E
γ¯n(un, un).
For the case 0 < γ¯ < ∞, take a constant γ¯ < K < ∞. Then there exists an integer N such that
for any n > N , γ¯n < K. This leads to
Un :=
∫ (
un(0, θ)− un(0, θ′)
)2
η(dθ)η(dθ′) ≤ 4KE γ¯n(un, un) ≤ 4KM.
We have
E
γ¯(u, u) ≤ lim
n→∞
E
γ¯(un, un) = lim
n>N,n→∞
(
E
γ¯n(un, un)+
(
1
4γ¯
− 1
4γ¯n
)
·Un
)
.
Since the second term in the right-hand side is not greater than∣∣∣∣ 14γ¯ − 14γ¯n
∣∣∣∣ · 4KM → 0
as γ¯n → γ¯, we obtain E γ¯(u, u) ≤ limn>N,n→∞ E γ¯n(un, un) = limn→∞ E γ¯n(un, un).
To show the second item in the definition of Mosco convergence, let u ∈ H be such that
E γ¯(u, u) <∞. This implies u ∈ F γ¯ = F γ¯n . We only need to take un := u, since
E
γ¯n(u, u) = E γ¯(u, u) +
(
1
4γ¯n
− 1
4γ¯
)∫ (
u(0, θ)− u(0, θ′))2η(dθ)η(dθ′)
and the second term in the right-hand side converges to 0 as γ¯n → γ¯.
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