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Abstract. Retinal image segmentation plays an important role in auto-
matic disease diagnosis. This task is very challenging because the com-
plex structure and texture information are mixed in a retinal image,
and distinguishing the information is difficult. Existing methods han-
dle texture and structure jointly, which may lead biased models toward
recognizing textures and thus results in inferior segmentation perfor-
mance. To address it, we propose a segmentation strategy that seeks
to separate structure and texture components and significantly improve
the performance. To this end, we design a structure-texture demixing
network (STD-Net) that can process structures and textures differently
and better. Extensive experiments on two retinal image segmentation
tasks (i.e., blood vessel segmentation, optic disc and cup segmentation)
demonstrate the effectiveness of the proposed method.
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1 Introduction
Retinal image segmentation is important in automatic disease diagnosis [1, 2].
For example, retinal vessels are correlated to the severity of diabetic retinopathy,
which is a cause of blindness globally [1]. Moreover, the optic disc (OD) and optic
cup (OC) are used to calculate the cup-to-disc-ratio (CDR), which is the main
indicator for glaucoma diagnosis [2]. However, retinal image segmentation is often
extremely challenging because retinal images often contain complex texture and
structure information, which is different from general natural images.
Recently, deep neural networks (DNNs) have shown a strong ability in image
segmentation with remarkable improvements [3–7]. However, existing methods
are strongly biased toward recognizing textures rather than structures [8] since
they handle the two types of information jointly. As a result, tiny structures that
are very similar to textures will be misclassified. Therefore, separately processing
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the structure and texture information in a retinal image is necessary. Structure-
texture demixing is an essential operation in image processing that has been
extensively utilized in many computer vision tasks, including image enhancement
[9], optical flow [10] and image stylization [11]. However, the application of a
structure-texture demixing operation in retinal image segmentation remains an
open question.
Existing structure-texture demixing methods cannot adequately distinguish
the boundary structures from textures, because they may have similar statisti-
cal properties [12, 13]. The texture component will inevitably contain structure
information. Therefore, the structure information is not fully exploited by these
methods, which produces inferior segmentation results.
In this paper, we propose a Structure-Texture Demixing Network (STD-
Net) that decomposes the image into a structure component and a texture com-
ponent. Note that, the structure and texture components have different proper-
ties and need to be treated differently. We exploit two types of networks to treat
them differently. The structure component mainly contains smooth structures,
while the texture component mainly contains high-frequency information. Thus
the structure component is suitable for processing by representative networks,
and the texture component is easily overfitted, a shallower network is a better
choice. We conduct extensive experiments for two tasks: vessel segmentation us-
ing the DRIVE dataset, and optic disc and cup segmentation using the ORIGA
and REFUGE datasets. The results demonstrate the effectiveness of our method.
The contributions of this paper are listed as follows: 1) We propose a seg-
mentation strategy that demix a retinal image into structure and texture compo-
nents. This strategy can be applied to any segmentation framework to improve
its performance. 2) We design a structure-texture demixing network (STD-Net)
that can process structures and textures differently and better. 3) Extensive ex-
periments for two retinal image segmentation tasks demonstrate the effectiveness
of the proposed strategy.
2 Methodology
We illustrate the overview of our proposed STD-Net in Fig. 1. STD-Net decom-
poses an input image to a structure component and texture component. The
structure component corresponding to the main object (smoothed part), and
the texture component contains fine-grained details (almost periodic textures,
noise). The segmented object’s primary information is contained in the structure
component. We choose M-Net [14] to process the structure component. The seg-
mented object’s detailed information is contained in the texture component, such
as the boundaries. We propose a texture block to process the texture component.
Details are provided in the following section.
2.1 Structure-Texture Demixing Loss Function
The structure-texture demixing module decomposes an image into a structure
component and texture component by two types of loss functions, namely the
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Fig. 1: Overview of the proposed STD-Net. Built on the M-Net [14] as a back-
bone, STD-Net decomposes the input image into structure and texture com-
ponents. The structure component serves as the input of M-Net to recover the
boundary structures using the texture information extracted by a texture block
(refer to Fig. 2). The operator -© represents the minus operation. The functions
Lt, Ls and Lseg represent the texture loss, structure loss, and segmentation loss,
respectively.
structure loss and the texture loss. The structure and the texture loss demix im-
ages by penalizing structures and textures differently. The different penalizes are
based on statistical priors that structures and textures receive different penalty
under some loss functions.
Given the input image I, the structure-texture demixing (STD) module aims
to decompose I into two components: I→ S+T, where S and T represent the
structure component and texture component, respectively. This decomposition
can be formulated as the following optimization problem:
min
S,T
λLs(S) + Lt(T), (1)
where S = I − T, Ls is the structure loss function and Lt is the texture loss
function, which leads S and T to different statistical properties, that is, for the
structure component Ls(S)  Lt(S) and for the texture component Ls(T) 
Lt(T). The constant λ is the balancing parameter.
The total variation (TV) [15] is one of the most popular structure priors; we
exploit it as the structure loss function Ls:
Ls(S) =
∑
i,j
||(∇S)i,j ||2, (2)
where ∇ is the spatial gradient operator. Using the TV, various demixing meth-
ods have been proposed, e.g., TV-4−1 [16], TV-L2 [15], and TV-L1 [17]. The
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Fig. 2: Architecture of the texture block. The texture block is utilized to recover
the falsely demixed structures and reduce the texture influence.
L1-norm is more suitable for structure-texture demixing [16]. Specifically, the
texture loss function can be defined as follows:
Lt(T) = ||T||1. (3)
We employ the cross-entropy function Lseg as the segmentation loss function.
The final loss function Ltotal is defined as:
Ltotal(I,T,R) = Lseg(R) + µ(Lt(T) + λLs(S))
= Lseg(R) + µ(Lt(T) + λLs(I−T)),
(4)
where µ and λ are trade-off parameters, and R is the segmentation result.
2.2 Structure-Texture Demixing Module
We show the architecture of the proposed Structure-Texture Demixing (STD)
Module in Fig. 1. First, we apply STD to extract the texture component. Second,
we obtain the structure component by subtracting the texture component from
the input image. In this way, we confirm that I = S+T. The STD consists of 10
convolutional layers with Leak ReLU to extract texture features. The extracted
texture features are also serves as the input of the texture block.
Texture Block: The texture block is a component of STD. Because some
structures, especially the boundary structures, may receive similar penalties from
the structure loss and texture loss, they may be misclassified as the texture
components. While these structures in texture component are important for
segmentation, the textures and noises will affect the segmentation performance.
To address it, the texture block is designed to extract boundaries and reduce the
influence of textures and noises. Considering the limited amount of information
in the texture component and a deep model may overfit, we design a very shallow
network as the texture block. Fig. 2 shows the architecture of the texture block,
which contains two convolution layers, an adaptive normalization layer [18] and
a leaky ReLU layer.
Fig. 3 shows the visualization of the demixed structure, demixed texture,
and E-structures extracted by the texture block. To help observe more clearly,
we only display the green (G) channels (RGB image). The extracted struc-
ture component mainly contains smooth structures and the texture component
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(a) Input image (b) Structure map (c) Texture map (d) E-structures
Fig. 3: Visualization of components in STD. Comparing (a) and (b), using texture
loss, the demixed structure component maintains most of the smooth structure
information and filters out many high-frequency texture noises. As shown in
(c), the texture component mainly contains high-frequency information, which
is a mixture of textures and boundary structures. Comparing (c) and (d), the
texture block clearly helps to extract structures in the texture component, while
filtering out high-frequency textures.
mainly contains high-frequency information. With the proposed texture block,
we strengthen the structure information in the texture component and reduce
the high-frequency textures.
3 Experiments
In this paper, we evaluate our method in vessel segmentation and optic disc/cup
segmentation from retina fundus images. We train our STD-Net using Adam
with a learning rate of 0.001. The batch size is set to 2. The balancing parameters
λ and µ are set to 1 and 0.001 respectively.
3.1 Vessel Segmentation on DRIVE
We conduct vessel segmentation experiments with DRIVE to evaluate the per-
formance of our proposed STD-Net. The Digital Retinal Images for Vessel Ex-
traction (DRIVE) dataset [19] contains 40 colored fundus images (20 training
images and 20 testing images), which are obtained from a diabetic retinopathy
screening program in the Netherlands. We resize the original images to 512×512
as inputs. Following the previous work [20], we employ Specificity (Spe), Sen-
sitivity (Sen), Accuracy (Acc), intersection-over-union(IOU), and Area Under
ROC (AUC) as measurements.
We compare our STD-Net with several state-of-the-art methods, including
Li [21], Liskowski [22], MS-NFN [23],U-Net [3], M-Net [14], and AG-Net [20].
Li [21] redefines the segmentation task as cross-modality data transformation
from a retinal image to a vessel map, and outputs the label map of all pixels
instead of a single label of the center pixel. Liskowski [22] trains a deep neural
network with samples that were preprocessed with global contrast normalization
and zero-phase whitening and augmented using geometric transformations and
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Table 1: Quantitative comparison of segmentation results with DRIVE
Method Acc AUC Sen Spe IOU
Li [21] 0.9527 0.9738 0.7569 0.9816 −
Liskowski [22] 0.9535 0.9790 0.7811 0.9807 −
MS-NFN [23] 0.9567 0.9807 0.7844 0.9819 −
AG-Net [20] 0.9692 0.9856 0.8100 0.9848 0.6965
U-Net [3] 0.9681 0.9836 0.7897 0.9854 0.6834
M-Net [14] 0.9674 0.9829 0.7680 0.9868 0.6726
STD-Net 0.9695 0.9863 0.8151 0.9846 0.6995
(a) Input (b) GT (c) M-Net (d) AG-Net (e) BL (f) BLST (g) Ours
Fig. 4: Example results for DRIVE. M-Net, AG-Net, and BL disregard some
edge structures, which are very similar to textures. Conversely, by decomposing
structures and textures, BLST gains better discrimination power and detects
more tiny structures. Comparing (f) and (g), when adding the texture block,
more tiny boundary structures are detected.
gamma corrections. MS-NFN [23] generates multi-scale feature maps with an
‘up-pool’ submodel and a ‘pool-up’ submodel. U-Net [3] applies a contracting
path to capture context and a symmetric expanding path to enable precise local-
ization. M-Net [14] introduces multi-input and multi-output to learn hierarchical
representations. AG-Net [20] proposes a structure sensitive expanding path and
incorporates it into M-Net.
Table 1 shows the performances of different methods for DRIVE. Based on
the results, for the four metrics AUC, Acc, Sen, and IOU, the proposed STD-Net
achieves the highest value. STD-Net outperforms the backbone M-Net by 0.0021,
0.0034, 0.0471 and 0.0269 in terms of Acc, AUC, Sen, and IOU, respectively.
Note that the proposed STD-Net achieves a much higher Sen score than M-
Net, which shows that our structure-texture demixing mechanism improves the
structure detection ability of models.
We remove the texture block, structure loss Ls, and texture loss Lt from
STD-Net and name the baseline model as BL. The model BLST is formed by
adding the structure-texture loss into BL. Fig. 4 shows a test example, including
the ground truth vessel (GT) and segmentation results obtained by M-Net, AG-
Net, BL, BLST, and the proposed STD-Net. The experimental results of BL and
BLST are shown in Table 3.
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Table 2: Comparisons of different methods with ORIGA and REFUGE
ORIGA REFUGE
Method OEdisc OEcup OEtotal OEdisc OEcup OEtotal
ASM [24] 0.148 0.313 0.461 − − −
SP [25] 0.102 0.264 0.366 − − −
LRR [26] − 0.244 − − − −
U-Net [3] 0.115 0.287 0.402 0.171 0.257 0.428
AG-Net [20] 0.061 0.212 0.273 0.178 0.220 0.398
M-Net [14] 0.071 0.230 0.301 0.204 0.231 0.435
STD-Net 0.063 0.208 0.271 0.168 0.217 0.385
3.2 Optic Disc/Cup Segmentation on ORIGA
Optic Disc/Cup Segmentation is another important retinal segmentation task.
In this experiment, we employ the ORIGA dataset, which contains 650 fundus
images with 168 glaucomatous eyes and 482 normal eyes. The 650 images are
divided into 325 training images and 325 testing images (including 73 glaucoma
cases and 95 glaucoma cases, respectively). We crop the OD area and resize it to
256×256 as the input. We compare STD-Net with several state-of-the-art meth-
ods, including ASM [24], Superpixel [25], LRR [26], U-Net [3], M-Net [14], and
AG-Net [20]. The ASM [24] employs the circular hough transform initialization
to segmentation. The superpixel method [25] utilizes superpixel classification to
detect the OD and OC boundaries. The method in LRR [26] obtains satisfactory
results but only focuses on OC segmentation. AG-Net [20] also strengthens the
structure information but is easily influenced by the textures.
Following the setting in [20], we localize the disc center with a pre-trained
LinkNet [27] and then enlarge 50 pixels of bounding-boxes in up, down, right and
left directions to crop the OD patch as the input image. The polar transformation
is also exploited to improve the segmentation performance. We employ overlap-
ping error (OE) as the evaluation metric, which is defined asOE = 1−AGT
⋂
ASR
AGT
⋃
ASR
.
AGT and ASR denote the ground truth area and segmented mask, respectively. In
particular, OEdisc and OEcup are the overlapping error of OD and OE. OEtotal
is the sum of OEdisc and OEcup.
Table 2 shows the segmentation results. Our method outperforms all the
state-of-the-art OC segmentation algorithms, which demonstrates the effective-
ness of our model. For OD segmentation, the proposed STD-Net is slightly lower
than AG-Net, but STD-Net achieves the best performance on OC segmentation
and better performance when considering OC and OD segmentation. Our STD-
Net performs much better than the original M-Net, which further demonstrates
that our structure-texture demixing method is beneficial for the segmentation
performance.
We obtained similar results with the REFUGE dataset [28], which are shown
in Table 2. The training set and validation set of REFUGE have distinct appear-
ances due to different shooting equipment, which requires a high generalization
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Table 3: Ablation study with DRIVE and ORIGA
DRIVE ORIGA
Method Acc AUC Sen Spe IOU OEdisc OEcup OEtotal
BL 0.9678 0.9829 0.7776 0.9864 0.6785 0.065 0.217 0.282
BL+Ls 0.9684 0.9842 0.8236 0.9827 0.6948 0.063 0.211 0.274
BL+Lt 0.9687 0.9841 0.8167 0.9837 0.6951 0.064 0.213 0.277
BLST 0.9691 0.9859 0.8201 0.9837 0.6984 0.063 0.210 0.273
STD-Net 0.9695 0.9863 0.8151 0.9846 0.6995 0.063 0.208 0.271
ability to reduce overfitting. Therefore, the results with REFUGE can better
demonstrate the ability of structural texture decomposition.
3.3 Ablation Study
We conduct an ablation investigation to further verify the effectiveness of the
structure-texture demixing mechanism and texture block. The results for DRIVE
are presented in Table 3. We note several interesting observations. First, when
BL considers the structure loss Ls or the texture loss Lt, the results are improved
with metrics other than Spe. With the structure loss, BL achieved the highest
Sen score, which shows that more vessel structures are detected. Second, when
BL considers both the structure loss Ls and the texture loss Lt, it achieves higher
Acc, AUC and IOU scores, which demonstrates the superiority of the structure-
texture demixing strategy. Last, when BL further incorporates the texture block
(STD-Net), it achieves the highest scores for Acc, AUC, and IOU. This finding
demonstrates the effectiveness of the texture block. As shown in Table 3, similar
results are obtained for ORIGA.
4 Conclusion
In this paper, we have proposed a trainable structure-texture demixing network
(STD-Net) to decompose an image into a structure component and texture com-
ponent and separately process them. In this way, the segmentation model focuses
more on structure information and reduces the influence of texture information.
We have also proposed a texture block to further extract the structural infor-
mation from the texture component, which substantially improves the segmen-
tation results. Extensive experiments for two retinal image segmentation tasks
(i.e., blood vessel segmentation, optic disc and cup segmentation) demonstrate
the effectiveness of our proposed method.
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