Divide-and-conquer (DC) is conceptually well suited to deal with high-dimensional optimization problems by decomposing the original problem into multiple low-dimensional subproblems, and tackling them separately. Nevertheless, the dimensionality mismatch between the original problem and subproblems makes it nontrivial to precisely assess the quality of a candidate solution to a subproblem, which has been a major hurdle for applying the idea of DC to nonseparable high-dimensional optimization problems. In this paper, we suggest that searching a good solution to a subproblem can be viewed as a computationally expensive problem and can be addressed with the aid of metamodels. As a result, a novel approach, namely self-evaluation evolution (SEE) is proposed. Empirical studies have shown the advantages of SEE over four representative compared algorithms increase with the problem size on the CEC2010 large scale global optimization benchmark. The weakness of SEE is also analyzed in the empirical studies.
I. INTRODUCTION
E VOLUTIONARY algorithm (EA) are powerful tools for complex optimization problems [1] - [4] . However, it has been frequently reported that the performance of existing EAs drops down dramatically as the dimensionality becomes high [5] . In the last decade, this issue has attracted lots of research interests [6] . Basic ideas include improving the search ability of existing EAs in high-dimensional solution space by rebalancing the exploration and exploitation [7] - [9] and simplifying high-dimensional problems for existing EAs via the dimensionality reduction techniques [10] , [11] or the divide-and-conquer (DC) methodology [12] , [13] .
In the context of evolutionary optimization, DC works by first dividing a high-dimensional problem into multiple exclusive low-dimensional subproblems. Then, an existing EA is employed as the optimizer for each subproblem. After that, the partial solutions, i.e., the solutions to the subproblems, are merged to form the solution to the original problem. Since the partial solutions and the search space of the original problem are of different dimensionality, a partial solution cannot be naturally evaluated with respect to the original objective function. Such a mismatch in dimensionality induces one of the major challenges for applying DC to EAs.
One way to address the problem of dimensionality mismatch is to complement a partial solution to be a complete solution (to the original problem) before evaluating it with the original objective function. This type of works are usually referred to as cooperative coevolution (CC) in [14] - [16] . Notice that, the measured qualities of partial solutions largely depend on the selected complements, which may affect the rank of partial solutions and thereby the search biases. In case the subproblems can be made independent of each other via some proper decomposition technique [13] , [17] - [20] , changes of complements will not perturb the rank of partial solutions [14] , [20] - [23] . Unfortunately, no existing decomposition techniques are guaranteed to obtain the desired subproblems. Besides, many problems are nonseparable in essence. For this reason, the complements should be carefully chosen to correctly rank the partial solutions. However, to guarantee the correct rank, one has to exhaustively test all feasible samples in the whole solution space of the other subproblems for each single partial solution [24] , which is computationally prohibitive. In practice, existing CCs usually sample one or a few complements for each partial solution to alleviate the computational burden, while the performance can be significantly compromised when subproblems are interdependent [13] , [23] , [25] - [27] .
Since the dimensionality mismatch induces a computationally expensive problem, we propose in this paper an efficient meta-model technique to tackle it. Different from CC that complements partial solutions to match the dimensionality of the original objective function, we establish meta-models for each subproblem. In this way, partial solutions to a subproblem, without being complemented, can be directly compared via the corresponding meta-model. On this basis, a new approach, namely self-evaluation evolution (SEE), is developed for high-dimensional optimization.
The remainder of this paper is organized as follows. In Section II, the existing works for high-dimensional optimization are briefly reviewed. Section III describes the challenge of the DC framework and proposes to view it as a computationally expensive problem. The proposed SEE is presented in details in Section IV and is empirically studied in Section V against four representatives of exiting works. All the 20 problems in the CEC'2010 large-scale optimization benchmark [28] are implemented with five different dimensionalities (from 1000-D to 5000-D) as the tested functions. Finally, the conclusions will be drawn in Section VI.
II. RELATED WORK
Generally, the major difficulty of EAs on high-dimensional optimization lies in that the solution space of a problem expands exponentially with the dimensionality. Such an expanded solution space quickly exceeds the search ability of existing EAs, and thus cannot be fully explored within a reasonable time budget.
The most straight-forward way might be to improve the search efficiency of existing EAs by either explicitly or implicitly rebalancing the exploration and exploitation [7] - [9] , which has been widely acknowledged as the key to a successful search [29] . However, such balance may vary from problem to problem, and may particularly be sensitive to the dimensionality, i.e., a refined computational resource allocation on a problem with a given dimensionality can be ineffective on the same problem with another dimensionality.
An alternative way is to simplify the original problem. Dimensionality reduction is one type of such techniques that aims to project the original high-dimensional solution space onto lower dimensions, where existing EAs are well-suited. Typical approaches in this category, e.g., random projection [10] and random embeddings [11] , have obtained appealing performance in case the number of projected subspaces is sufficiently large to jointly represent the solution space or the solution space is embedded with effective low dimensions. However, to determine such lower dimensions appears to be nontrivial either in terms of the computational costs [10] or due to the unawareness of the problem structure [11] .
Another way to simplify the problem is based on the DC methodology. DC deals with a high-dimensional optimization problem by first decomposing it into multiple exclusive lowdimensional subproblems, and solves them separately. Since the low-dimensional subproblems are expected to be solved more efficiently by existing EAs than the original problem, DC is conceptually well-suited to deal with the high-dimensional optimization problems. In the literature, the CC is a typical DC approach [14] . Given an appropriate subproblem optimizer, CC works well on the so-called separable problems, for which the global optimal optimum can be found by optimizing 1-D at a time regardless of the values taken on the other dimensions [14] , [20] , [21] . If this condition does not hold, the performance of CC heavily relies on the decomposition method [13] , [17] - [19] , [23] , [30] , which aims to divide a high-dimensional problem in such a way that the global optimum can still be obtained by solving the subproblems in a fully independent manner. In the past few years, a large variety of decomposition methods have been proposed [6] , [13] , [31] . Despite the performance enhancement brought by them, none of these methods are guaranteed to achieve the desired subproblems. Meanwhile, a practical problem of interest may be fully nonseparable such that the above-mentioned ideal decomposition does not even exist. Therefore, CC often faces a difficulty while dealing with interdependent subproblems of correctly evaluating and ranking partial solutions in each subproblem, which will be detailed in the next section. Unfortunately, it has been formally proven that performing such a task will consume prohibitive computational time [24] . Otherwise, CC would highly likely prematurely converge to a suboptimum [15] , [24] , [32] . Some researchers tried to achieve a proper balance between the computational burden and the solution quality [25] - [27] , [33] , which, however, is another nontrivial task.
III. CHALLENGE OF DIVIDE-AND-CONQUER
In this section, we show that the challenge of DC mainly lies in the dimensionality mismatch between partial solutions and the objective function, where the partial solutions are difficult to be correctly ranked due to the overwhelming computational cost.
Before that, for clarity, the notations used in the rest of this paper will be introduced. Let x denotes a given set of complete candidate solutions to the original objective function F, x i denotes the ith complete solution, and x 1:N denote the first N complete solutions in this set. Suppose a D-dimensional problem has been divided into M exclusive d j -dimensional subproblems ( M j=1 d j = D), then we denote the ith partial solution to the jth subproblem as x i,j . Similarly, the first N partial solutions to the jth subproblem are denoted as x 1:N,j . In this case, a complete solution x i can also be expressed as the stacked version of D partial solutions with the same iindex, i.e., x i,1:D . Accordingly, x i,j is also said to be the jth component that belongs to the complete solution x i .
It is clear to see that the original D-dimensional objective function F cannot be used to directly evaluate the d j -dimensional partial solutions in the jth subproblem, where j = 1, 2, . . . , M. One straightforward way to address the dimensionality mismatch is to complement a partial solution to be a complete solution before evaluating it with the objective function. To complement a d j -dimensional partial solution x i,j , it is actually to fix the values for the decision variables involved in the other M − 1 subproblems. Hence, for each partial solution, there are |X | D−d j candidate complements available, where X ⊆ R denotes a bounded range of each decision variable. It should be noted that, different complements will result in different objective function values to a partial solution. Thus, the rank of multiple partial solutions might also change over the complements. As the rank of partial solutions usually determines the search direction in the corresponding subproblem, it is of importance to select a correct complement from |X | D−d j candidates for each partial solution so that they can be correctly ranked, which, however, is a nontrivial task.
Given a set of partial solutions, the correct ordering of them must be unique in terms of their real qualities in the solution space. Specifically, if a partial solution belongs to a good complete solution, it is said to be with good real quality, which is usually referred to as the building blocks hypothesis [34] - [38] . Hence, the correct rank of a set of partial solutions should be obtained by comparing the function values of the best complete solutions they belong to. More formally, in the jth subproblem, if the ath partial solution x a,j is said to be better than the bth partial solution x b,j , (1) must be satisfied (considering the minimization case) min
where x c denotes the candidate complements, c = [1, . . . , j − 1, j + 1, . . . , M] denotes all the subproblems except the jth one, F denotes the original objective function, and S c denotes the corresponding complement space X D−d j . Based on (1), each partial solution x i,j has its own correct complement, as defined in
Unfortunately, there is no way to guarantee the correct complement for a partial solution x i,j , unless evaluating the combinations of x i,j with all possible complements in X D−d j by F and returning the best one, which is computationally overwhelming. As a result, the task of obtaining the correct rank of a set of partial solutions turns out to be computationally expensive. Existing DC-based works, e.g., CC, aim to approximate the correct rank by heuristically sampling from the complement space. Let us define a function G that can directly evaluate the real quality of a partial solution x i,j as
In this case, the correct rank of a set of partial solution can be obtained by directly comparing their function values in terms of G. Mathematically, given N partial solutions x 1:N,j to the jth subproblem, the correct rank of them is denoted as R, and is defined as follows:
where sort() denotes a function that ranks the x i:N,j in an ascending order in terms of their qualities G(x i,j ), i = 1, 2, . . . , N.
To summarize, calculating G(x i,j ) is computationally prohibitive, and heuristically sampling the complement space in essence approximates G(x i,j ). A natural alternative idea would be to directly build a rule or surrogate as the approximation of each G(x i,j ) or even R(x 1:N,j ), which motivates the method proposed in Section IV.
IV. SELF-EVALUATION EVOLUTION
According to the discussions above, we regard the task of correctly ranking the partial solutions as a computationally expensive problem. In the literature, EAs handle the
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computationally expensive problems often with the aid of the meta-model (surrogate model) techniques [39] , [40] . The underlying idea is to introduce a computationally less expensive function to approximate the original function. Inspired by that, we propose a novel DC-based algorithm in this section, called SEE.
A. Framework of SEE
In SEE, the original objective function F is first divided into M subproblems, each of which exclusively contains d j decision variables. A meta-model is initialized for each subproblem to approximate the correct rank R, denoted as H j , j = 1, 2, . . . , M. For each subproblem, a subproblem optimizer is constructed. The subproblem optimizer can be any type of EAs. Without loss of generality, we consider a simple case that the jth subproblem optimizer first uniformly randomly generates μ parent partial solutions x p 1:μ,j at the initial stage, and then λ offspring partial solutions x o 1:λ,j are reproduced based on the parents at each iteration. 1 The offsprings x o 1:λ,j and parents x p 1:μ,j are then ranked by the meta-model H j , where the best μ partial solutions among them are kept as the new parents for the next iteration.
In addition to the evolution of subproblems, there are two important steps in SEE. First, it is highly unlikely to obtain perfect meta-models that can always correctly rank the partial solutions at the initial stage. Hence, the meta-models should be adjusted during the optimization. Second, different stages in the search course may prefer different search operators. Therefore, the search operators also would better be adjusted during the search. Accordingly, the training data are required for the adjustments in both steps, which are usually the samples of the original solution space. For illustration, the framework of SEE is given in Algorithm 1.
B. Efficient Meta-Model for SEE
In the literature, different kinds of meta-models have been extensively studied [39] , [40] . Most of them do not explicitly rely on the problem structure. From this perspective, those meta-models can be expected to work well in SEE. Nevertheless, when considering the computational efficiency, those existing sophisticated meta-models may not be the best choices in SEE. To be specific, the effectiveness of traditional EAs are mostly observed on problems whose dimensionalities do not exceed 50. To solve each subproblem well, the dimensionality of subproblems should be manageable for the subproblem optimizers. Comparatively, the dimensionality of a high-dimensional optimization problem usually exceeds 1000, and can even be billions [41] . As a result, there can be large numbers of meta-models to train at each iteration of the optimization, which will induce huge computational costs by using the commonly used meta-models like support vector machine [42] , neural network [43] , and Gaussian process [44] .
Considering this, we specially design a very simple yet efficient rank-based meta-model for SEE so that the computational cost of the meta-model is kept very low. Different from existing meta-models that aim to approximate the global landscape of the solution space, the proposed meta-model only approximates the pairwise rank within the local area of each 1-D subspace. With such a simpler goal, building a good meta-model can be much easier and more efficient.
To describe the meta-model clearly, let us consider the rank between a parent partial solution x p 1,j and its offspring x o 1,j , in the jth subproblem. In the 1-D case, x o 1,j will be either smaller or larger than x 
Although the global landscape does not appear to be monotonous, especially for multimodal problems, it is still optimistic to assume the local landscape changes monotonously within the small interval between x p 1,j and x o 1,j , as long as they are generated via some local search operator. Then the meta-model needs to learn the likelihoods that the landscape goes ascending on the smaller side of x p 1,j and the landscape goes descending on the larger side of x p 1,j . Formally, these two likelihoods are, respectively, denoted as PS 1,j and PL 1,j and defined as probabilities as below:
In case x o 1,j equals to x p 1,j , which is highly unlikely, x o 1,j is resampled. According to (5) , given a pair of partial solutions x p 1,j and
1,j is smaller (or larger) than x p 1,j . Therefore, the meta-model H j is defined as follows:
where r indicates a function that returns a random variable uniformly sampled in the range of [0, 1].
In (6), PS 1,j and PL 1,j are simply initialized as 1.00, indicating that the initialized parent partial solution x p 1,j is assumed to be worse than any of its neighbors. PS 1,j and PL 1,j will vary during the search since the parent x p 1,j moves during the search course and the corresponding local landscape will be different. To train the meta-model, i.e., adjusting PS 1,j and PL 1,j , we modify a well-known parameters tuning technique, i.e., the 1/5 successful rule [45] , as follows:
where I a is an indicator function that returns 1 if a is true and 0 otherwise. The above equations state that, if this prediction of the meta-model is correct, the corresponding probability will be enlarged. Otherwise, the corresponding probability will be reduced. To check whether the prediction is correct, we should
, respectively, denote the objective function values of the complete solutions x o 1 and x p 1 . 2 Notice that, (7) adjusts PS 1,j and PL 1,j gradually with a constant factor. Equation (7) works based on the assumption that the local landscape changes smoothly. More specifically, only when the landscapes in local areas change smoothly, the meta-model in previous iterations can be helpful for the current pairwise comparison. It again requires the subproblem optimizer to be local search.
C. Detailed Steps of SEE
As highlighted above, to facilitate the proposed meta-model better, the subproblems optimizers should be local search. By considering only one pair of parent and offspring in each subproblem, as described above, one can easily establish a concrete subproblem optimizer, which is a (1 + 1)-EA [45] . This idea is further generalized to the (1 +λ)-EA-based subproblem optimizer for SEE. To be specific, SEE first randomly initializes a single parent partial solution x in SEE that should be detailed: 1) the local search operators and 2) the update of the parent partial solution.
In this paper, both the Gaussian mutation operator and the Cauchy mutation operator are employed as the local search operators. Specifically, in each subproblem, n new partial solutions (1 ≤ n ≤ λ) are generated in terms of the Gaussian mutation, while the rest are generated by the Cauchy mutation. Given a parent solution x p 1,j in the jth subproblem, the Gaussian mutation operator generates an offspring partial solution x o i,j , i = 1, 2, . . . , n, using
where N (0, 1) denotes a Gaussian random variable with zero mean and standard deviation 1. Analogously, the Cauchy mutation operator generates an offspring partial solution x o i,j , i = n + 1, n + 2, . . . , λ, using
where C(0, 1) denotes a random variable subject to the standard Cauchy distribution. In general, the Gaussian mutation has "narrower" probability distribution than the Cauchy mutation. This means that the Gaussian mutation may be more compatible with the proposed meta-model while it searches slower than the Cauchy mutation [46] , [47] . Therefore, the parameter n is set to balance the effectiveness of the proposed meta-model and the search efficiency. The σ i,j in (8) and (9) denotes the corresponding search step-size. Generally, the value of σ i,j can be adapted during the search and may also vary over subproblems optimizers. To keep it simple, all σ i,j are initialized with a same value, i.e., 1.00. Then, each σ i,j is adapted for every iteration again in terms of the 1/5 successful rule [45] , as given in
Similar to (7) and (10) states that, given x o i,j is different from x p 1,j , if the search process has successfully made a progress, the corresponding search step-size will be enlarged. Otherwise, the corresponding search step-size will be reduced.
For the update of the parent, given the accuracy of the proposed meta-model implicitly relies on the distance between the parent and each offspring, one meta-model may not work well for all offsprings, as the offsprings usually locate differently. Therefore, λ meta-models, denoted as H 1:λ,j , are built for each subproblem. In a subproblem, each of the λ metamodels is used to compare a unique offspring and the parent partial solution. Although such a strategy is expected to more accurately tell whether an offspring is better than the parent, it cannot identify the best offspring partial solution. Thus, after finishing the λ pairwise comparisons, those offsprings that are predicted as better than the parent will be further compared in terms of the objective functions values of their complete solutions, so as to find the best one out of them.
Technically, in the jth subproblem, each ith offspring x o i,j is pairwise compared with x p 1,j via H i,j . If x o i,j is predicted to be worse than x p 1,j according to (6) , we discard it by letting let For i = 1 to λ 4:
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. 31 : 32 : to be better than the parent x p 1,j will be kept. After executing this step for all subproblems, we evaluate the resultant λ offspring complete solutions x o 1:λ with the objective function F, and each partial solution x o i,j shares the same objective function value with that of its corresponding complete solution, i.e., F(x o i ). After that, in each jth subproblem, x p 1,j is updated with its best offspring in terms of the objective function values. Actually, for brevity, it is identical to directly replace the parent complete solution with the best offspring complete solution. That is, let
To summarize, the detailed pseudo-code of SEE is presented in Algorithm 2 for illustration. 3 As seen that, SEE generates new partial solutions at steps [11] [12] [13] [14] [15] [16] . After that, the partial 
D. Different Behaviors Between SEE and CC
As both SEE and CC are motivated by the DC idea, the potential advantage of SEE over CC worth a few more discussion, from the following two aspects.
First, SEE consumes much less computational costs than CC-based works. Suppose there are λ offsprings generated in each subproblem at each iteration, the proposed meta-model costs D · λ times of (6) and (7) and λ times of the objective function evaluations F. Since (6) and (7) are simple scalar calculations, it can be computationally much cheaper in comparison with the objective function evaluations. On the contrary, as the counterpart under the DC framework, traditional CC costs at least λ · M objective function evaluations at each iteration, where M is the number of subproblems in a CC-based work. Hence, although the proposed meta-model still cannot guarantee the correct rank of partial solutions, it gives an efficient way to produce an approximated rank, which is around M times faster than that of CC-based works.
Besides, SEE may be less sensitive to the separability of problems than the CC-based works. The reason is that the variables in different subproblems of SEE are still possible to be evolved together as they are evolved in parallel, while in CC-based works, the variables in different subproblems will never be evolved together as they are evolved sequentially. In consequence, once the interdependent variables are grouped into different subproblems, CC-based work will not be able to optimize all of them in the same iteration.
V. EMPIRICAL STUDIES
In the experimental studies, SEE is first compared with four state-of-the-art algorithms on 20 problems with five different dimensionalities. Then, how the proposed meta-model impacts the performance of SEE is also investigated.
A. Experiment Protocol
The CEC'2010 large-scale optimization benchmark [28] is a widely used test suite to assess the performance highdimensional optimization algorithms [7] , [10] , [13] , [18] , [19] , [23] , [48] . This test suite consists of four types of high-dimensional problems in terms of different degrees of separability. In each type of problems, both uni-modal problems and multimodal problems are included. Although this benchmark originally consists of 20 continuous problems with 1000 variables, it is flexible to adjust the dimensionality to see how the tested algorithms scale on those 20 problems. Given the above features, the CEC'2010 large-scale optimization benchmark is adopted in our empirical studies. The test suite has two parameters that could be used to control the complexity of the problems. The first parameter is the dimensionality of each problem, i.e., D. The second parameter is the size of each group of interdependent variables in each problem, denoted as m. They were initially set to 1000 and 50, respectively. In order to see how SEE scales on those problems in comparison with the other four algorithms, we modified these two parameters to produce five groups of problems as shown in Table I .
The time budget, i.e., total number of function evaluations, is set to 6e5, 1.2e6, 1.8e6, 2.4e6, and 3e6, respectively, for each group of problems. All the compared algorithms terminate when the time budget runs out. With this linearly increased time budget, it is easy to see how an algorithm scale on a problem. If an algorithm obtains the final solutions with the same quality on one problem with different dimensionalities, it is said to scale linearly with the dimensionality (see Figs. 1 and 2) . The quality of the final solution is measured with function errors, i.e., the difference between the objective function value of the output solution and that of the optimal solution to the problem (which are known for these benchmark problems as 0.0). In other words, the smaller the function error is, the better the solution will be. If the function error is smaller than 1e-13, the output solution will be regarded as the global optimum. All the compared algorithms are repeated on each problem for 20 runs. The function errors of the corresponding solutions were recorded and averaged over 20 runs. The averaged function errors of all five algorithms on 20 problems with five different dimensionalities are, respectively, shown in Tables II-VI, together with the standard deviations. The best result on each problem is marked in gray. The two-sided Wilcoxon rank-sum test at a 0.05 significance level is also conducted to see whether the performances of two algorithms are statistically significantly different. The scalability curves of each algorithm on five groups of problems are shown in Figs. 1 and 2, where the slower the curve of an algorithm increases with the dimensionality, the better its scalability will be on that problem. Notice that, the curves describe the function errors at a log 10 level. Hence, the y-axis of the figures actually denotes the orders of magnitude of the function errors.
B. Algorithms Settings
As introduced in Section II, there are three major ways to deal with the high-dimensional problems. That is, existing EAs with rebalanced exploitation and exploration, dimensionality reduction-based EAs, and DC-based EAs. Although the proposed SEE belongs to the last category, it would be more comprehensive to compare SEE with methods from all categories. Hence, we select four representatives as the compared algorithms, i.e., MA-SW-Chains [7] , RP-Ens [10] , DECC-D [48] , and DECC-DG [13] . To be specific, MA-SW-Chains, which won the IEEE WCCI2010 large-scale global optimization competition, is a memetic algorithm that allocates a local search intensity for each candidate solution in terms of its historical search behavior. The local search intensity is a parameter to balance the exploration and exploitation during search. RP-Ens is a random projectionbased estimation of distribution algorithm (EDA) [49] - [51] , where original problem is first projected onto a number of lower dimensional subspaces with randomly generated matrix. After that, Gaussian distribution-based EDAs are employed to solve the lower-dimensional subproblems. There is one parameter that has immediate influence on the performance of RP-Ens, i.e., the number of lower dimensional subspaces to be projected on. In general, large number of lower dimensional subspaces can enhance the performance of RP-Ens, while it will also induce more computational cost. Both DECC-D and DECC-DG are CC-based works that first divide the original problem into a number of subproblems in order to minimize the interdependencies in-between. After that, SaNSDE [52] , a self-adaptive variant of differential evolution algorithms is employed to solve each subproblem cooperatively by sharing the partial solutions with best function values. Besides the similarity, DECC-D differs from DECC-DG on the decomposition strategy. DECC-D suggests that if two variables are interdependent, the performance improvement brought by optimizing one of them is limited. With this insight in mind, DECC-D decomposes the variables into multiple subproblems online, i.e., the subproblems vary from iteration to iteration. On the contrary, DECC-DG decomposes the original problem in an offline manner. That is, DECC-DG solves a problem by two steps: first, learning the interdependencies between variables and dividing them into multiple subproblems and second, optimizing those subproblems by SaNSDE under the framework of CC. The decomposition strategy of DECC-DG is based on that if two variables are independent, changing the value of either variable will not perturb the rank of the corresponding complete solutions.
The source codes of the four compared algorithms are all available online and were used to carry out the experiments. All the compared algorithms are configured according to the suggestions in their original paper, except for RP-Ens. In [10] , the number of lower dimensional subspaces of RP-Ens was set to 1000. Though it works well on 1000-D problems [10] , it quickly freezes the workstation when the dimensionality of problems becomes larger. According to the remarks in the source code of RP-Ens, such parameter can be set to 200 if the memory of computer is insufficient to store the matrices. Hence, we set the number of lower dimensional subspaces to 1000 for RP-Ens on the 1000-D problems and 200 on the rest four groups of problems. DECC-DG will consume the function evaluations during the learning stage, which can be overwhelming on some problems and the total time budget (in terms of function evaluations) are not sufficient for completing the learning stage. In this comparison, the function evaluations consumed by DECC-DG during the learning stage is simply omitted. That is, after decomposition, the whole time budget will be used to optimize the subproblems, which is the ideal case of DECC-DG. SEE has two parameters to set, which are all related to the subproblem optimizer. The first parameter, i.e., the population size λ, is set to 10. The second parameter n is used to allocate the search resource for Gaussian mutation and Cauchy mutation. We simply set it to the half of λ, i.e., 5. This means neither Gaussian mutation nor Cauchy mutation is biased during the search of SEE.
C. Comparisons Between SEE and Four Compared Algorithms
A quick conclusion can be drawn from the results of Tables II-VI that SEE generally performs better than the four compared algorithms on the tested problems set. Besides, the advantages of SEE over the compared algorithms increase with dimensionality, which means that SEE has better scalability than the compared algorithms, at least on the 20 problems. This can be also verified in Figs. 1 and 2 that, on most of the 20 problems, the function errors of SEE increase much Specially, F1 is the shifted Elliptic function. Intuitively, as F1 is both fully separable and uni-modal, its global optimum can be easily obtained by separately optimizing 1-D at a time, For example, F4, F9, and F14 are variants of F1 that involve different degrees of rotated variables, which make the whole problems no longer fully separable. On those three problems, SEE is still significantly superior to the compared algorithms. Another example is the Schwefel problem 1.2-based problems. The Schwefel problem 1.2 is a fully nonseparable problem. By combining it with the fully separable sphere function with different degrees, the F7, F12, F17, and F19 are constructed. To be specific, F7 has one single group of m interdependent variables. F12 has (D/2m) groups of m interdependent variables. F17 has (D/m) groups of m interdependent variables, and F19 is fully nonseparable that involves one group of D interdependent variables. It can be seen in Figs. 1 and 2 that the scalability curves of SEE always keep lower than those of the compared algorithms, which means SEE performs the best on those four problems with different dimensionalities. Similar phenomena can be also observed on the well-known multimodal Rosenbrock function-based problems, i.e., F8, F13, F18, and F20. Notice that, although the results of SEE on F18 and F20 are slightly less accurate than that of the MA-WS-Chains, such differences can be insignificant when comparing with the huge function errors received by the other algorithms.
On the rest problems, i.e., F2, F3, F5, F6, F10, F11, F15, and F16, SEE performs poorer than the compared algorithms in 1000-D cases. The reason might lie in that those problems are either Rastrigin's function-based or Ackley's function-based, whose landscapes are rugged and the local areas change rapidly so that the proposed metamodel becomes less effective. Nevertheless, the four compared algorithms also drop their effectiveness down quickly when the dimensionality increases and even become inferior to SEE.
The two CC-based algorithms, i.e., DECC-D and DECC-DG, perform much worse than SEE that their function errors on most of the 20 problems usually fall several orders of magnitude behind SEE, especially when the dimensionality increases. This phenomenon supports our suggestion that the DC methods can be facilitated better by self-evaluation with trained meta-models than CC. MA-SW-Chains and RP-Ens also obtain relatively good results on those 1000-D problems. However, their performances deteriorate as the dimensionality increases. For MA-SW-Chains, the reason might be that the predefined local search intensity has well balanced the exploration and exploitation in 1000-D solution space, while it is not suitable for higher dimensional problems. For RP-Ens, 1000 lower dimensions may cover the original solution space very well. However, when setting it to 200 to tradeoff the computational cost, the performance of RP-Ens on the majority of the tested functions drops down dramatically. The reason might be that the subproblems produced by such small number of random projections may not jointly cover the original solution space well.
D. Investigation of the Meta-Model
It is of importance to investigate how the meta-model impacts the performance of SEE. The most intuitive way might be to check the relation between the accuracy of the meta-model and the performance of SEE. However, as the ground truth of the rank of any pair of partial solutions is computationally prohibited to obtain, it is infeasible to calculate the accuracy of the meta-model. In this paper, we adopt an indirect method to investigate this issue. That is, a baseline meta-model is constructed by fixing the PS i,j and PL i,j as 0.5 along the whole optimization, which can be regarded as a random guess for ranking any pair of partial solutions. By replacing the original meta-model in SEE with this baseline meta-model, we obtain the resultant algorithm, denoted as SEE-baseline. Then the SEE-baseline is compared with SEE on the above benchmark problems. From their convergence curves on different problems, it will be easy to see the importance of the proposed meta-model to SEE. For brevity, we only list the comparisons on six selected 1000-D problems in Fig. 3 , the comprehensive results will be available online. 4 The listed problems are selected in terms of their multimodality, separability, and landscape smoothness. The underlying idea is to show that the proposed meta-model is less sensitive to the multimodality and separability but heavily relies on the smoothness of the problem. These six problems are F1, F2, F7, F11, F18, and F20, and their features are listed in Table VII. As seen in Fig. 3 , SEE outperforms SEE-baseline on all the six problems, which means the proposed meta-model has a positive impact on the performance of SEE. Furthermore, Fig. 3 also shows that the meta-model is not heavily influenced by the modality and separability of problem, which are both commonly concerned features of high-dimensional optimization problems. On the contrary, the effectiveness of the proposed meta-model deteriorates significantly when the landscape of a problem is rugged [ Fig. 3(b) and (d) ], where the assumption of the meta-model that the landscape changes smoothly does not hold.
VI. CONCLUSION
This paper investigated the general DC idea on highdimensional optimization problems. We discussed that the major difficulty of DC in optimization lies in the dimensionality mismatch, where the partial solutions to each subproblem can hardly be correctly evaluated. Hence, we suggest that dimensionality mismatch can be tackled as a computationally expensive problem. That is, we suggest evaluating partial solutions to each subproblem separately by employing computationally cheap meta-models, and propose a novel SEE approach based on this idea. In SEE, the original objective function F is first divided into D 1-D subproblems. In each subproblem, a (1 + λ)-EA is employed as the local search operator. That is, a parent partial solution (to a subproblem) generates λ offsprings partial solutions with either Gaussian 4 The comprehensive results can be seen at: http://staff.ustc.edu.cn/~ketang/. mutation or Cauchy mutation. A simple yet efficient metamodel is designed to predict the rank of a pair of partial solutions. Based on the rank and objective function values, the best one among the (1 + λ) partial solutions is kept to the next iteration. To verify its effectiveness, empirical studies have been conducted to compare the SEE with four recently proposed representatives of high-dimensional optimization approaches. The results have shown that this paper becomes more superior to the compared algorithms on the tested 20 functions with the increase of dimensionality. The impact of the meta-model on the performance of SEE is also investigated.
The proposed meta-model in SEE is implicitly based on the assumption that the local landscape of the solution space changes smoothly. Seen from the empirical results, on the problems that meet the assumption of local smoothness, the meta-model positively impacts the performance of SEE, while on the other problems, the meta-model loses its effectiveness. Besides, the proposed meta-model requires the subproblem optimizer to be local search. In the future, more sophisticated meta-models may be incorporated into SEE to employ more powerful global optimization techniques as the subproblem optimizers, such as differential evolution and EDAs. By using more sophisticated meta-models, the assumption of local smoothness of the landscape may be alleviated. 
