Abstract. We give a Jensen's operator inequality for strongly convex functions. As a corollary, we improve Hölder-McCarthy inequality under suitable conditions. More precisely we
Introduction and Preliminaries
Let I ⊂ R be an interval and c be a positive number. Following Polyak [11] , a function f : I → R is called strongly convex with modulus c if (1.1) f (λx + (1 − λ) y) ≤ λf (x) + (1 − λ) f (y) − cλ (1 − λ) (x − y) 2 ,
for all x, y ∈ I and λ ∈ [0, 1]. f is called strongly concave with modulus c if −f is strongly convex with modulus c.
Since strong convexity is a strengthening of the notion of convexity, some properties of strongly convex functions are just stronger versions of known properties of convex functions.
For instance, a function f : I → R is strongly convex with modulus c if and only if for every
I (the interior of I) there exists a number l ∈ R such that
In other word, f has a quadratic support at x 0 .
For differentiable function f , f is strongly convex with modulus c if and only if
for each x, y ∈ I. This, and its several generalizations, have been a subject of intensive study in recent years (see, e.g., [8] ). Also, the classical book due to Roberts and Varbeg [12] contains some information on that notation.
The main purpose of the present paper is to prove Jensen's operator inequality for this class of convex functions (see Theorem 2.1).
The following result that provides an operator version for the Jensen inequality is due to Mond and Pečarić [7] : Theorem 1.1. Let f (x) be a real valued continuous convex function and A a self-adjoint operator on a Hilbert space H. Then Jensen's inequality asserts that
for any unit vector x ∈ H.
Notice that, if f is concave, then inequality (1.4) is reversed.
The celebrated Hölder-McCarthy inequality [6] which is a special case of Theorem 1.1 asserts that:
r ≥ A r x, x for all 0 < r < 1.
As a direct consequence of Theorem 2.1, we improve operator Hölder-McCarthy inequality (see Corollary 2.1).
The main result is given in the next section. In the last section, we present a generalization of Theorem 2.1.
Main Results
Here we give more precise estimation than Theorem 1.1 for strongly convex functions with modulus c as follows: 
for each x ∈ H, with x = 1.
Proof. It follows from (1.2) by utilizing functional calculus that
which is equivalent to
for each x ∈ H, with x = 1. Now, by applying (2.3) for x 0 = Ax, x , we deduce the desired inequality (2.1).
Remark 2.1. Notice that the quantity A 2 x, x − Ax, x 2 is positive, therefore we have 
It can be easily verified that, this function is a strongly convex with modulus c = r 2 −r 2
. Based on this fact, from Theorem 2.1 we obtain
for each positive operator A and x ∈ H with x = 1. It is obvious that the inequality (2.4) is a refinement of Theorem 1.2(a).
It is readily checked that the function f : (0, 1) → R, f (x) = −x r with 0 < r < 1 is strongly convex function with modulus c = r−r 2 2
. Similarly to the above, by using Theorem 2.1 we get 
In the sequel, we make use of Lemma 2.1 from [2, Theorem 3.1.2] which we cite here.
Lemma 2.1. Let Φ be a unital completely positive linear map from a C * -sub-algebra A of
Then there exists a Hilbert space K, an isometry V : C m → K and a unital * -homomorphism π from A into the C * -algebra B (K) such that Φ (A) = V * π (A) V .
In the the next theorem, we extend Theorem 2.1 to all positive linear maps.
Theorem 2.3. Let all the assumptions of Theorem 2.1 be satisfied and let Φ : M n (C) → M m (C) be a unital positive linear map. Then
for every Hermitian matrix A ∈ M n (C) and every unit vector x ∈ C m .
Proof. We may assume that A is the unital C * -algebra generated by a single positive operator A, hence by a classical dilation theorem of Naimark (see [10, Theorem 3.10] ), our maps Φ will be automatically completely positive. So there exists, by Lemma 2.1, a Hilbert space K, an
By taking into account that if unit vector x ∈ C m , then V x = 1 we can see
(by Theorem 2.1)
Therefore (2.6) follows.
Remark 2.2. Based on inequality (2.6), we obtain a refinement of [5, Lemma 2.4] . In fact we have
A generalization
We can extend the previous result to more general case. More precisely, by replacing c(x − y) 2 with non-negative real valued function F (x − y), we define
for each λ ∈ [0, 1] and x, y ∈ I. (Very recently, this approach has been investigated by Adamek
We should note that, with a similar method has been stated in [9, Lemma 2.1], we can say that the function f is F -strongly convex if and only if f (x) − max {F (x) , F (−x)} is convex (see also [1, Theorem 2] ).
Notice that if f is a differentiable, from (3.1) we infer that
By dividing both sides by λ we obtain
Now, by letting λ → 0 we find that
for all x, y ∈ I and λ ∈ [0, 1].
In a manner similar to the proof of Theorem 2.1, if F is a continuous function it follows from
for any self-adjoint operator A and x ∈ H, with x = 1.
Inequality ( 
