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Several methods for evaluation of the complexity of data compression systems and for
including complexity measures in the traditional rate-distortion analysis have been
published in recent works. In this work, we indicate that the relationship between rate-
distortion performance and complexity for some practical coding schemes—entropy-
constrained vector quantization (ECVQ) and interpolative vector quantization (IVQ)—can
be represented by afﬁnemodels. For the same rate-distortion performance, the complex-
ity of an interpolative vector quantizer is known to be signiﬁcantly smaller than the
complexity of a full-search entropy constrained vector quantizer, and this complexity
difference is a suitable illustration for the rate-distortion–complexity framework.We use
high-resolution theory arguments to derive the afﬁne models for ECVQ and IVQ. The
proposed afﬁne complexity modeling successfully predicts the cost of vector quantizers
designed from data sets that were not used to generate the models.
& 2010 Elsevier B.V. Open access under the Elsevier OA license.1. Introduction
The performance of data compression systems in terms
of rate and distortion has fundamental limits that are
known from the theory of source coding [1]. Rate-distor-
tion (RD) performance can be improved by relaxing the
complexity constraints imposed upon a ﬁnite-complexity
encoder [2]. Nevertheless, some applications may require
low-complexity coding schemes, as is the case of the image
compression systems found close to or at the focal-
plane sensors of conventional digital cameras. In recent
years, several authors (e.g. [4,6,30–36]) have addressed
methods for the evaluation of the complexity of image or
video compression systems, as well as methods for intro-
ducing complexity in the traditional framework that has
been used for RD analysis.o),
Elsevier OA license.Most part of that recent work discusses the trade-off
between rate-distortion and complexity based on theore-
tical improvements of computational complexity [11],
which was introduced in part by Kolmogorov [15]. The
computational complexity approach is appropriate for the
analysis and design of state-of-the-art video coding tech-
niques, such as coefﬁcient signiﬁcance and reﬁnement
coding [7]. However, low-complexity practical devices,
such as focal-plane image compression systems, are better
described by Shannon’s classical source-channel approach
[1], where quantization parameters such as codebook
size and data block length can gather complexity depen-
dencies in a simpler yet accurate fashion (e.g. as done in
[3,5,8–10,27]). This work relates to focal-plane image
compression systems and so it follows the second
approach.
Themain contributionof thiswork is to indicate that the
relationship between RD performance and complexity for
some practical quantization schemes can be represented
by afﬁne models. Using the proposed modeling, one can
for instance predict the achievable RD performance of a
focal-plane image compression system, given hardware
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cation process parameters. Also, complexity constraints
can be included in conventional quantizer designmethods.
Well-known methods for designing data compressors
and their complexitymeasures are considered in thiswork.
They serve as tools for the development of the rate-
distortion–complexity models that are introduced here.
On the one hand, we use conventional algorithms to design
relatively complex full-search entropy-constrained vector
quantizers (ECVQs) and relatively simple interpolative
vector quantizers (IVQs). ECVQs and IVQs have asympto-
tically optimal RD performances calculated by high-
resolution theory, and have particular complexity depen-
dencies that are widely known. On the other hand, the
problem of how to evaluate complexity is solved in this
work from a focal-plane application perspective: in digital
camera sensors, very stringent complexity constraints arise
in the analog-hardware focal-plane implementation of
image compression algorithms. The arithmetic operations
at the focal plane are directly dependent on well-known
vector quantization (VQ) parameters that play similar
complexity roles in several implementations, such as data
dimension and codebook size parameters, as mentioned in
[12], and exempliﬁed by [13]. In this fashion, we neither
intend to introduce a focal plane implementation of an
image coding algorithmnor to evaluate a speciﬁc algorithm
in terms of complexity. Rather than proposing techniques
for VQ design, we focus on the rate-distortion–complexity
framework.
In this article, we present extended results for the
analysis that was summarized in [14]. We address the
basics of VQ and high-resolution quantization theory in
Section 2. In Section 3,we consider an improved IVQ design
method, and we describe a hardware-based scalar com-
plexity measure that estimates the complexity of an
analog-hardware implementation of ECVQs and IVQs. An
example of rate-distortion–complexity computation based
on a real IVQ implementation is included in this section. In
Section 4, we propose that the relationship between the
logarithm of RD performance and the logarithm of com-
plexity be modeled as an afﬁne function, and we success-
fully validate the models by accurately predicting the RD
performance of ECVQs and IVQs generated independently
from the models. Conclusions are presented in Section 5.
2. Vector quantization background
We deﬁne a vector quantizer Q of dimensionM and size
K by the mapping Q : RM-Y, where the codebook
Y ¼ fy1, . . . ,yKg contains K codewords yi 2 RM . Considering
a random vector sequence xðnÞ 2 RM and the quantized
signal x^ðnÞ ¼Q ðxðnÞÞ, the map Q is performed by the
cascade association of an encoder and a decoder. The
encoder a maps the signal x(n) into integers
jðnÞ ¼ aðxðnÞÞ, and the decoder b associates the indices
jðnÞ to the correspondent codeword, x^ðnÞ ¼ bðjðnÞÞ ¼ yjðnÞ.
For vector samples x(n), n=1,y,N, we evaluate the
performance of Q in terms of the distortion D, which is
equal to the mean-squared error between x(n) and x^ðnÞ,
and in terms of the bit rate R, which is the average length of
indices j(n) when they are represented by variable-lengthbinary codes. Rather than evaluating R, we focus on the
entropy H of the random variable associated with the
encoded signal random sequence j(n),
H¼
XK
i ¼ 1
pilog2pi, ð1Þ
with pi ¼ cardðfjðnÞjjðnÞ ¼ igÞ=N, for i=1,y, K, because of the
well-known [15] VQ bounds
HrRoHþ 1
L
, ð2Þ
where L is the size of the symbol block inwhich consecutive
elements of the j(n) sequence can be grouped. We are
concerned with the trade-off between entropy and distor-
tion, which is expressed by the Lagrangian cost function
J¼DþlH.
2.1. Entropy-constrained vector quantization (ECVQ)
Considering the vector sequence x(n), n=1,y,N, the
ECVQ encoder amaps each vector into an integer j(n) such
that
jðnÞ ¼ arg min
i
JxðnÞyiJ2þlli, ð3Þ
where the entropy constraint is enforced by the term lli,
with li equal to the length of the i-th binary code that
represents the codeword yi. The decoder b has a codebook
deﬁned by the codewords:
yi ¼
P
nðxðnÞjaðxðnÞÞ ¼ iÞ
cardðfxðnÞjaðxðnÞÞ ¼ igÞ , i¼ 1, . . . ,K ð4Þ
considering a ﬁxed a. Methods for ﬁnding a,b, and li are
widely known [16,17].
2.2. Interpolative vector quantization (IVQ)
The difference between IVQ [18] and ECVQ is at the
encoding operation. The IVQ encoder a is composed by a
cascade of two operations, which we will associate with
two IVQ encoder layers.
The ﬁrst layer operates over the vectors x(n). In general,
it performs the non-linear operation f(n)= f(Wx(n)+b),
where the matrix W 2 RIM and the bias vector b 2 RI1
can be calculated by kernel principal component analysis
methods [19,20]. For simplicity we adopt f(x)=x in this
work,which yields f(n)=Wx(n)+b. ThusW 2 RMM andb 2
RM1 can be calculated by linear principal component
analysis (PCA).
The second layer is composed by M scalar quantizers
(SQs) operating in parallel—one SQ for each component of
f(n). Let us consider the m-th SQ cell, which is associated
with the m-th component of f(n), denoted by fm(n). We
describe the SQ of fm(n) by a vector of thresholds:
tm ¼ ½tm1 tm2    tmPðmÞT. The vector tm has length P(m).
From tm and fm(n), we generate the binary output vector
om(n):
ompðnÞ ¼ signðfmðnÞtmpÞ, p¼ 1, . . . ,PðmÞ: ð5Þ
Hence, the total number of thresholds for SQ layer of a is
T=P(1)+?+P(M). The mapping from ½oT1ðnÞ oT2ðnÞ   
oTMðnÞT to j(n) is straightforward.
1 We consider blocks of 4 4 pixels. The pre-processing operations
are: computation of themean luminance of the blocks, DPCMcoding of the
mean sequence, linear transformation of the zero-mean pixel residuals to
generate principal-component vectors, raw coding of the signs of the
principal components, and removal of these signs. This procedure yields
M-dimensional vectors x(n) with non-negative components. We do not
consider the color ﬁelds of the images.
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centroids of the quantization cells deﬁned by a, as in Eq. (4).
The distortion D is still computed from the mean-squared
error between x(n) and x^ðnÞ from the codebook, and the
minimum bit rate is still estimated from the H lower bound
in Eq. (2). So we design the IVQ by entropy-constrained
methods applied tominimize J, to bediscussed in Section3.2.
2.3. Fundamentals of high-resolution theory
Suppose that the data vectors x(n) are drawn from a
source described by anM-dimensional probability density
function (pdf) rXðxÞ, denoted in a shorter fashion as r.
Under this hypothesis, high-resolution theory [2] predicts
the asymptotically optimal RD performance of full-search
VQs as the rate becomes larger. Consider quantizers Q
whose encoded indices are represented by variable-length
binary vectors—we call this approach variable-rate quan-
tization—and consider that quantization distortion is
evaluated by the expectation of the squared error
Er½JXX^J2, where the random decoded output is given
by X^ ¼ Q ðXÞ. Hence, the operational distortion-rate func-
tion
dðRÞ ¼ ArðMÞ  22R=M ð6Þ
describes the optimal performance of variable-rate quan-
tization with respect to r. Quantizers whose RD perfor-
mance is asymptotically on the d(R) curve are referred to as
optimal in this work.
The factorArðMÞ in Eq. (6) is a positive function ofM, and
it does not depend on Q parameters such as the codebook
size. Determination ofArðMÞ is out of the scope of thiswork,
but it is discussed in detail by Zador [25]. Gersho [26]
introduced a heuristic approach that yields results similar
to the ones from [25]. An important assumption in [26] is
the existence of a quantizer pointy density LQ ðxÞ, asso-
ciated to optimal quantizers Q, which is the limit of the
ratio between the number of codewords and the volume
unit in the input space, as the codebook size tends to
inﬁnity. The density LQ ðxÞ inherits all the mathematical
properties of a pdf. Itwill be denoted in thiswork asLðQ Þ to
emphasize the dependence on Q. According to [26], we
have a link between the codebook sizeK(Q) and the entropy
HrðQ Þ of decoded output X^:
HrðQ Þ  logKðQ ÞHðrJLðQ ÞÞ, ð7Þ
whereHðrJLðQ ÞÞ is the relative entropy [15] between r and
LðQ Þ. The approximation in Eq. (7) holds for quantizers Q
which attain the asymptotical d(R) performance [26].
For a brief discussion concerning the approximation
validity of Eq. (7), and concerning classes of source
probability density functions that are eligible for high-
resolution theory, we refer the reader to [27]. These
high-resolution concepts will be used in Section 4 to
motivate and support the remarks on the proposed com-
plexity models.
3. VQ design and complexity models
As an example, we design ECVQs and IVQs for image
encoding. A training set composed by 11 images issubmitted to image blocking and pre-processing steps,1
which provides uswithM-dimensional vectors x(n), where
n=1,y,N denotes the n-th image block. We choose M=4.
The test set is obtained by applying the same procedure to
three other images. In Sections 3.1 and 3.2, we describe the
ECVQ and IVQ designs. Poor local solutionswere taken care
of during the respective ECVQ and IVQ design processes by
means of double initialization or convex hull methods
applied to the results of the optimization routines (see for
instance Section 3.2 and the Appendix A). In Section 3.3, we
explain the complexity function that was used to generate
data for the complexity model.
3.1. ECVQ design
For ECVQ design, we used the generalized Lloyd algo-
rithm (GLA) with the improvement proposed in [16]. We
considered the minimization of the Lagrangian cost
J¼DþlH for different values of l. We ran the GLA 12
times, each timewith a different l 2 ½0,10, and then kept as
solution only the quantizers that were on the lower convex
hull of the plot obtained by representing the 12 ECVQs on
theH–Dplane. Theperformance in termsof the distortionD
and the entropyH of the designed ECVQs is shown in Fig. 1.
To plot the distortion, we use the signal-to-quantization
noise ratio (SQNR), which is equal to 10 log10(D0/D), where
D0 is themean-square error of the database at zero rate. The
codebook size was limited to K=212 codewords.
3.2. IVQ design
Wepropose amethod for IVQdesignbased on two steps.
The ﬁrst step does the analytical computation of theW and
b of the linear layer using PCA (which is straightforward)
and, after that, determines the thresholds of the SQ layer by
numerical optimization with l¼ 0. The second step per-
forms joint optimization of both layers.
The optimization of the SQ layer consists in minimizing
the cost J by speciﬁcation of the amount and the value of
thresholds for each component fm(n), i.e. by determining
tm, m=1,y,M. The optimization algorithm for that [20] is
presented in Appendix A. Execution of this routine results
in a ﬁnite list of optimized IVQs, say Q¼ fQ1,Q2, . . .g. In
order to proceed to the second design step, we keep in Q
only the IVQs that are on the lower convex hull of the plot
obtained by representing the quantizers on the H–D plane.
Choosing IVQs from the lower convex hull allows us to
associate with each quantizer Qi 2 Q a Lagrange multiplier
li computed from the slope of the convex hull close to Qi,
which we use in the second step of the design.
In the second step, the joint optimization handles the
parameters of the linear layer (W and b) and the para-
meters of the SQ layer (tm, m=1,y,M). We represent the
optimization variable as z9½ðvecðWÞÞT bT tT1    tTMT.
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Fig. 1. Performance of designed VQs over the training data (a) and over the test data (b).
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distortion of Qi considering the cost Ji ¼DþliH. The
optimization problem
zi ¼ arg minzi Ji ð8Þ
was solved using the Nelder–Mead algorithm [21]. From
the optimizedQ*i wedeﬁne a listQ ¼ fQ1 ,Q2 , . . .g as a result
of our method for IVQ design. This method was used to
generate the IVQs with distortion D (SQNR) and entropy H
shown in Fig. 1. We also limited the codebook size to a
maximum of K=212 codewords.
3.3. Complexity
We consider analog hardware implementation of the
following basic operations: inner product, square (x2), sum,
winner-takes-all (WTA) and comparison. Our fundamental
complexity unit is transistor [20], which will be addressed
as unit in this section. We only count transistors that are
exclusively used to implement the signal processing part of
a VQ circuit; for now, we do not include the transistors
implementing current and voltage supply sources that the
circuit may require.
By noticing that a structure of ECVQ encoder is deﬁned by
the codebook size K and by the number of dimensions M in
inputvector (seeEq. (3) and the following footnote), theECVQ
complexity is counted by analysis of each processing task:wo
cod
if a
com
of t
eac
theM squares [22]: 3M units;
 One sum of squares [23]: 4 units;
 K inner products including bias [23]: 2M + 3 + 4 units
per inner product2;
 WTA [24]: 2K units.
Hence, the overall complexity for an ECVQ encoder is
YECVQ ¼ 2KMþ9Kþ3Mþ4: ð9Þ2 Squared Euclidean distances between input vectors x and code-
rds yi are computed as ðxyiÞTðxyiÞ ¼ xTx2xTyiþyTi yi . For each
eword yi , the inner product2xTyi requires 4 units permultiplication
ll components of yi are positive. Multiplication by a negative
ponent of yi requires only 2 units. For each codeword yi, the addition
he bias term yTi yiþlli requires 3 units. This bias is always positive. For
h codeword yi, the summation of all multiplication results, including
bias, requires 4 units.On the other hand, the structure of IVQ encoder is
deﬁned by the number of dimensionsM of the input vector
x(n), and by the number of thresholds T–which includes the
allocation of thresholds along the different components of
f(n). We count the complexity of the following operations: M inner products, including their bias. Considering the
operationWx+b, where the matrixW and the vector b
may contain positive, negative, and zero coefﬁcients,we
represent the amount of positive and negative coefﬁ-
cients of W by MW1 and MW2. Similarly, for b we have
Mb1 and Mb2. Zero coefﬁcients are not counted. These
variables allow us to count the complexity as [23,37]:
4MW1 + 2MW2 + 3Mb1 + Mb2 + 4M one summation for
each inner product wTmxþbm; T comparisons (as seen in Eq. (5)) [23,37]: 3T units.
Hence, the overall complexity for IVQ is
YIVQ ¼ 4MW1þ2MW2þ3Mb1þMb2þ4Mþ3T: ð10Þ
Note that the complexity functions in Eqs. (9) and (10)
are scalar. They gather the complexities of different
operation types under the same unit, which is useful for
the derivation of models relating overall complexity and
RD cost, and may also be useful for the enforcement of
constraints on complexity during the VQ design.
3.3.1. Complexity computation example
To illustrate Eq. (10), we provide quantitative complex-
ity measurements from a real deployment [37] whose
block diagram is shown in Fig. 3. The IVQ shown in this
ﬁgure is the VQ part of a focal-plane image compression
system that has been fabricated in 0:35 mmtechnology and
is currently under test. The matrix W and the vectors tm,
m=1,y,4, have been designed so that D¼ 6:6 103 and
H=4.4 bits/vector over an experimental image database.
Since D0 ¼ 27:8 103, the SQNR attained is 6.25 dB. The
overall cost is J¼DþlH¼ 0:0066þ0:4 4:4¼ 1:77 and
therefore log10 J=0.25.
To evaluate the complexity of Fig. 3 according to Eq. (10),
we consider the implementation of function j6ðnÞ (we deﬁne
the binary vector jðnÞ as the practical implementation of the
encoder integer output j(n)) as shown in Fig. 4. Note that
f3(n)=0.5(0x1(n)x2(n)+x3(n)+2x4(n)). The solution in Fig. 4
uses twotransistors to implement the 1multiplier, andeight
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Fig. 3. Practical IVQ example (from a real implementation) to be used for illustration of complexity and rate-distortion computation.
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no transistor is required for the zero multiplier. In this ﬁgure,
the summation of the three terms is implemented by a 4-
transistor current conveyor (M51 toM54,withbiasvoltagesV1
and V2) [37,39], and the threshold t31=0.05 is implemented by
the bias voltage V3 applied to MT1. Therefore the transistor
count is 17, which agrees with Eq. (10). Indeed, taking into
accountallnon-zeromultipliers inmatrixWandall thresholds
in Fig. 3, we have Y¼ 4 8þ2 5þ0þ0þ4 4þ3
12¼ 94 and therefore log10 Y¼ 1:97. We conclude that
Fig. 3, with the inner product implementation shown in
Fig. 4, corresponds to a point at (1.97,0.25) in the rate-
distortion–complexity plots (Figs. 2 and 6).The implementation of several thresholds in parallel,
which is for example the case of t1, is done bymirroring the
current representation of f1(n) the required number of
times. Neglecting the two transistors used to implement
each current mirror, the complexity is still counted
approximately as three transistors per threshold. The VQ
complexity count of the circuit currently under test is
different from the description in Eq. (10), because the four-
transistor current conveyor has been removed and each
inner product has been replicated for an independent
implementation of each threshold [40], but the complexity
differences among different implementations of the same
function is beyond the scope of this text.
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Fig. 4. IVQ output evaluation example ðj6ðnÞ ¼ o31ðnÞ ¼ signð0:5x2ðnÞþ0:5x3ðnÞþx4ðnÞ0:05Þ to be used for illustration of complexity computation. In this
ﬁgure, the transistor count is 2 4þ1 2þ0þ0þ4þ3¼ 17.
3 Such assumption is frequently relaxed in practical image processing
schemes, where the hypothesis that data sets are drawn from a stationary
stochastic process sufﬁces. Although this discussion is not the point of the
present work, it is reasonable to expect that the proposed afﬁnemodeling
can also be applied to other practical sources with similar stationary
behavior.
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conversion from the thermometer code om(n),m=1,y,4, to
the binary output code jðnÞ, because this one-to-one digital
operation is a straightforward application of logic XOR
gates that might be placed outside the image compression
system. Exclusively digital operations such as encoding of
winner-takes-all operations are not taken into account in
the ECVQ expressions either. A real ECVQ example is not
included in this work, because the larger complexity of
ECVQ impairs its use for focal-plane image compression
applications. For an interesting implementation of a full-
search VQ using analog hardware, the reader is referred to
[38].
4. Afﬁne modeling discussion and results
A relationship between quantization complexity and
Lagrangian cost can be derived, as follows, from the high-
resolution concepts discussed in Section2.3. Assuming that
the source pdf r is known, we replace the operational d(R)
expression of Eq. (6) in the cost JðRÞ ¼ dðRÞþlðRÞ  R,
pointing out that the Lagrangian multiplier shall be eval-
uated as lðRÞ ¼ @d=@R. The cost thus becomes
JðRÞ ¼ A  ð1þ2R=MÞ  22R=M : ð11Þ
Considering optimal quantizers Q, Eq. (7) relates the
random decoded output entropy HrðQ Þ to the codebook
size K(Q). In the variable-rate quantization case, the rate of
optimal quantizers is equivalent toHrðQ ÞFsee also Eq. (2).
We thus replace R by HrðQ Þ from Gersho’s approximation
(Eq. (7)) into Eq. (11), to derive an expression where the
cost of an optimal quantizer J(Q) is approximated by a
function of codebook size K(Q) and relative entropy
HðrJLðQ ÞÞ. Taking base-2 logarithm on both sides ofEq. (11), it thus becomes
log JðQ Þ 2logKðQ Þ=M|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ðIÞ
þ logð2ðlogKðQ ÞHðrJLðQ ÞÞÞ=Mþ1Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ðIIÞ
þBðQ Þ,
ð12Þ
where the K(Q)-independent term is BðQ Þ ¼ logAþ
2HðrJLðQ ÞÞ=M.
An afﬁne dependence between log J(Q) and log K(Q)
arises when the main K(Q)-dependent term (I) of equation
above is kept in the expression, and the double-log term
(II) is neglected. The magnitude difference between terms
(I) and (II) becomes larger as the rate increases—and as
the codebook size increases aswell—in agreementwith the
high-resolution hypothesis. In addition, the relative
entropy HðrJLðQ ÞÞ tends to vary more smoothly than
K(Q) with respect to Q. The more limited the rate range
is, the better the afﬁne modeling becomes in tuning
appropriate slope and offset coefﬁcients.
We now extend the application of Eq. (12) from optimal
quantizers to locally optimal ECVQs, such as the ones
discussed in Section 2.1, assuming that the design approach
of Section 3.1 results in ECVQs with performance close to
d(R).Wealsoassumethat the trainingand testdata setsused
in ECVQ design arise from the same random source r.3 To
E.P. Seraco, J.G.R.C. Gomes / Signal Processing 91 (2011) 1134–11421140see theextension, note that the complexity formulaofEq. (9)
is an afﬁne relationship between complexity YECVQ and
ECVQ codebook size K, for a constant vector dimension M.
This afﬁne relationship between YECVQ and K can be
approximated as a linear one as the codebook size
increases. Replacing K by a linear function of YECVQ in
Eq. (12), we have the link between ECVQ cost J and
complexity as an afﬁne model log J¼ a1logYECVQ þa2.
The application of high-resolution theory to transform
coding [28,29] yields the second extension of Eq. (12), from
ECVQs to IVQs, since the simpler IVQ approach presented
on Section 2.2 is conceptually equivalent to transform
coding. Afﬁne modeling is thus applied to relate the IVQ
cost and complexity YIVQ of Eq. (10).
With respect to further extensions, note however that
several other VQ schemes such as tree-structured VQ and
multistageVQ [17] are known to achieve reduced complex-
ity at the expense of RD-performance loss. The encoding
sub-optimality of such VQ schemes makes them less
amenable to the application of high-resolution results,
and such results are the fundamentals of the present afﬁne
modeling discussion. Therefore, this work so far cannot
conclude whether or not the proposed rate-distortion–
complexity analysis can be extended from ECVQs and IVQs
to other VQ techniques.
References [11] and [27] are indicated for readers
interested in alternative techniques for the inclusion of
complexity in the traditional RD analysis of compression
systems. In [11], Sow and Eleftheriadis developed theore-
tical results in the ﬁeld of computational complexity. In
[27], Gray et al. improved high-resolution theory to predict
RD performance of VQs with not only entropy but also
codebook size constraints.Table 1
Afﬁne models for complexity.
log10J¼ a1log10 Yþa2
ECVQ IVQ
a1=0.783 a1=2.560
a2=2.310 a2=5.316
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Fig. 5. The second design was conducted with a new training set. The curves sho
over the test set (b).4.1. Results
Weapplied the complexitymeasure of Section3.3 to the
VQs that were designed according to Sections 3.1 and 3.2.
In Fig. 2, the costs J¼DþlHwere evaluated on the test data
set—we consider only the ECVQs and IVQs whose SQNR
performances are presented in Fig. 1(b).
We ﬁt the relationship between J and Y in Fig. 2 by
means of an afﬁnemodel between log(J) and logðYÞ. Fitting
the afﬁne model using least squares yields the slope (a1)
and offset (a2) coefﬁcients shown in Table 1. The ECVQ and
IVQ models, which appear as straight lines in Fig. 2, have
error variances equal to 5.34103 and 1.78102,
respectively.
In order to validate themodels, we designed newECVQs
and IVQs, based on a new training setwith other 11 images.
The performance of the newly designed ECVQs and IVQs is
shown in Fig. 5(a). The test performance of Fig. 5(b) was
computed over a new test set from other three images. In
this case, thedesign algorithms for ECVQand IVQwere kept
as speciﬁed in Section 3.
We compare, in Fig. 6, the afﬁne models of Table 1 with
the VQs thatwere designed and tested independently, with
new data sets. We only show, in this ﬁgure, the J of ECVQs
and IVQs over the test set (i.e. from Fig. 5(b)). The error
variances obtained when the afﬁne models are used to
predict the J of the validation VQs are 1.26102 for the
ECVQ model and 1.69102 for the IVQ model.
5. Conclusion
In this article, we introduced an afﬁnemodel to describe
the complexity of vector quantizers as a function of their
RD performance. To use the proposed model, we consid-
ered an IVQ design method that led to RD results similar to
those obtained with ECVQ, but at the expense of a much
lower complexity—this result is well-known from the
theory of scalar quantization followed by entropy coding
at high resolution. The complexity function adopted in this
analysis is able to gather different operation types under a
single variableY that describes the overall number of units
(transistors) required for analog hardware implementation
of either ECVQs or IVQs. Since this function is scalar, we can
propose simple models between RD performance (J) andEntropy (bit/vector)
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6
6 7531
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Fig. 6. Validation of afﬁne models for VQ complexity. The VQs presented in the plot were not used for the computation of the afﬁne models.
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log10 Y, we were able to predict the rate-distortion perfor-
mance of independently designed ECVQs and IVQs, with an
error variance below 0.02 for log10 J between 0.8 and 0.8.
This approach may be used to predict the achievable
performance of real data compression systems, given an
arbitrary set of hardware constraints. These results serve as
a starting point for further studies on complexity gradients
between J andY, including the cases when the ﬁrst layer of
the IVQ is not linear, and as a guideline for introducing
complexity constraints in the traditional entropy-con-
strained cost function J¼DþlH.Acknowledgements
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Appendix A. Algorithm for IVQ design (thresholds)
Consider the training vectors x(n) and the correspon-
dent feature vectors f(n), both M-dimensional. The max-
imum codebook size K and the Lagrange multiplier l are
given. The i-th iteration of this algorithm provides a list of
designed IVQs, say Qi ¼ fQ1,Q2, . . .g. For a given Q, the SQ
layer vector tm is represented by the threshold set T m, with
m=1,y,M. If initially we have Q 2 Q0, then T m ¼+,8m.
In order to reduce the performance degradation that is
due to poor local minima, the i-th iteration is performed
twice, over two different IVQs selected from Qi1 with the
lowest costs J¼DþlH, sayQ1* andQ2* . ForQ1* andQ2* , the i-th
iteration is described by the following steps:1. Allocation of new thresholds: For eachdimensionm=1,y,M,
allocate new thresholds to generate the updated set T im.
Consider the current set T i1m 9ft1, . . . ,tPg, of size P. If P=0,
then T im will contain a single threshold, equal to themean
of the component fm(n). Otherwise,
T im ¼ T i1m [ ðt1eÞ [
[P1
p ¼ 1
tpþ DðpÞ
2
 
[ ðtPþeÞ, ð13Þ
whereDðpÞ ¼ tpþ1tp and e is anarbitrarily small constant.
2. Threshold optimization: For m=1,y,M, generate a new
vector quantizer Qi(m), whose vector tm is composed by
the thresholds of the set T im, and whose other vectors
tmu,mu¼ 1, . . . ,M,muam, are composed by T i1mu . Apply
the Nelder–Mead Algorithm [21] over ½tT1    tTM T, in
order to minimize the cost of Qi(m).3. Updating of IVQs list: The list of vector quantizers is
updated as follows:
Qi ¼Qi1 [
[M
m ¼ 1
QiðmÞ: ð14Þ
We update Qi twice, because of the execution of two
parallel i iterations: once for Q1
* and once for Q2
* .We repeat steps 1, 2, and 3 for i=1,y,I, where the total
number of iterations I¼ blog2 Kc keeps the codebook size
limited to K. The algorithm result is QI .
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