Real geography is continuous, but standard models in population genetics are based on discrete, well-mixed populations. As a result many methods of analyzing genetic data assume that samples are a random draw from a well-mixed population, but are applied to clustered samples from populations that are structured clinally over space. Here we use simulations of populations living in continuous geography to study the impacts of dispersal and sampling strategy on population genetic summary statistics, demographic inference, and genome-wide association studies. We find that most common summary statistics have distributions that differ substantially from that seen in well-mixed populations, especially when Wright's neighborhood size is less than 100 and sampling is spatially clustered. Stepping-stone models reproduce some of these effects, but discretizing the landscape introduces artifacts which in some cases are exacerbated at higher resolutions. The combination of low dispersal and clustered sampling causes demographic inference from the site frequency spectrum to infer more turbulent demographic histories, but averaged results across multiple simulations were surprisingly robust to isolation by distance. We also show that the combination of spatially autocorrelated environments and limited dispersal causes genome-wide association studies to identify spurious signals of genetic association with purely environmentally determined phenotypes, and that this bias is only partially corrected by regressing out principal components of ancestry. Last, we discuss the relevance of our simulation results for inference from genetic variation in real organisms. 7 8
Introduction 28
The inescapable reality that biological organisms live, move, and reproduce in continuous geography Run times of continuous space simulations with landscape width 50 and expected density 5 under varying neighborhood size. Times are shown for simulations run with mutations applied directly in SLiM (dashed lines) or later applied to tree sequences with msprime (solid lines). Times for simulations run with tree sequence recording disabled are shown in grey.
Generation time similarly shows complex behavior with respect to neighborhood sizes, and varies Cumulative distributions for IBS tract lengths per pair of individuals at different geographic distances, across three neighborhood sizes (NS). Nearby pairs (red curves) share many more long IBS tracts than do distant pairs (blue curves), except in the random mating model. The distribution of long IBS tracts between nearby individuals are very similar across neighborhood sizes, but distant individuals are much more likely to share long IBS tracts at high neighborhood size than at low neighborhood size. 8B). Essentially, PCA seems unable to effectively summarize the weak population structure present in 499 large-neighborhood simulations, but these populations continue to have enough spatial structure to 500 create significant correlations between genotypes and the environment. A similar process can also be 501 seen in the corner phenotype distribution, in which the count of significant SNPs initially declines as 502 neighborhood size increases and then increases at approximately the point at which the proportion of 503 variance explained by PCA approaches its minimum. 504 Figure 8D shows quantile-quantile plots for a subset of simulations that show the degree of genome-505 wide inflation of test statistics in PC-corrected GWAS across all simulations and environmental distri-
506
butions. An alternate visualization is also included in figure S9 . For clinal environments, log 10 (p) 507 values are most inflated when neighborhood sizes are large, consistent with the pattern observed in 508 the count of significant associations after PC regression. In contrast corner and patchy environments 509 cause the greatest inflation in log 10 (p) at neighborhood sizes less than 100, which likely reflects 510 the inability of PCA to account for fine-scale structure caused by very limited dispersal. Finally, we 511 observed that PC regression appears to overfit to some degree for all phenotype distributions, visible 512 in Figure 8D as points falling below the 1:1 line.
513

Discussion
514
In this study, we have used efficient forward time population genetic simulations to describe the 515 myriad influence of continuous geography on genetic variation. In particular, we examine how three 516 main types of downstream empirical inference are affected by unmodeled spatial population structure 517 -population genetic summary statistics, inference of population size history, and genome-wide associ-518 ation studies (GWAS). As discussed above, space often matters (and sometimes dramatically), both 519 because of how samples are arranged in space, and because of the inherent patterns of relatedness 520 established by geography.
521
Effects of Dispersal
522
Limited dispersal inflates effective population size, creates correlations between genetic and spatial 523 distances, and introduces strong distortions in the site frequency spectrum that are reflected in a 524 positive Tajima's D (Figure 4 ). At the lowest dispersal distances, this can increase genetic diversity 525 threefold relative to random-mating expectations. These effects are strongest when neighborhood 526 sizes are below 100, but in combination with the effects of nonrandom sampling they can persist up to 527 neighborhood sizes of at least 1000 (e.g., inflation in Tajima's D and observed heterozygosity under 528 midpoint sampling). If samples are chosen uniformly from across space, the general pattern is similar 529 to expectations of the original analytic model of Wright (1943) , which predicts that populations with 530 neighborhood sizes under 100 will differ substantially from random mating, while those above 10,000 531 will be nearly indistinguishable from panmixia.
532
The patterns observed in sequence data reflect the effects of space on the underlying genealogy. The genealogical patterns introduced by limited dispersal are particularly apparent in the distribu-542 tion of haplotype block lengths ( Figure 4 ). This is because identical-by-state tract lengths reflect the 543 impacts of two processes acting along the branches of the underlying genealogy -both mutation and 544 recombination -rather than just mutation as is the case when looking at the site frequency spectrum or likely to be strongly affected by spatial processes.
554
Effects of Sampling
555
One of the most important differences between random mating and spatial models is the effect of 556 sampling: in a randomly mating population the spatial distribution of sampling effort has no effect on 557 estimates of genetic variation (Table S1 ) , but when dispersal is limited sampling strategy can compound 
566
When sampling is clustered at points on a landscape and dispersal is limited, the sampled indi-567 viduals will be more closely related than a random set of individuals. Average coalescence times of 568 individuals collected at a locality will then be more recent and branch lengths shorter than expected by 569 analyses assuming random mating. This leads to fewer mutations and recombination events occurring 570 since their last common ancestor, causing a random set of individuals to share longer average IBS tracts 571 and have fewer nucleotide differences. For some data summaries, such as Tajima's D, Watterson's 572 q, or the correlation coefficient between spatial distance and the count of long haplotype blocks, this 573 can result in large differences in estimates between random and point sampling ( Figure 4 ). Inferring 574 underlying demographic parameters from these summary statistics -unless the spatial locations of the 575 sampled individuals are somehow taken into account -will likely be subject to bias.
576
We observed the largest sampling effects using "midpoint" sampling. This model is meant to 577 reflect a bias in sampling effort towards the middle of a species' range. In empirical studies this 578 sampling strategy could arise if, for example, researchers choose to sample the center of the range 579 and avoid range edges to maximize probability of locating individuals during a short field season.
580
Because midpoint sampling provides limited spatial resolution it dramatically reduces the magnitude 
593
In summary, we recommend that empirical researchers collect individuals from across as much obtained from a wider distribution of samples. Comparing the results of analyses conducted on all regression.
differentiation is space (note this is likely not the case for some modern human populations): run a 705 GWAS with spatial coordinates as phenotypes and check for p-value inflation or significant associations.
706
If significant associations with sample locality are observed after correcting for population structure, 707 the method is sensitive to false positives induced by spatial structure. This is essentially the approach 708 taken in our "clinal" model (though we add normally distributed noise to our phenotypes). This 709 approach has recently been taken with polygenic scores for UK Biobank samples in Haworth et al.
710
(2019), finding that scores are correlated with birth location even in this relatively homogenous sample.
711
Of course, it is possible that genotypes indirectly affect individual locations by adjusting organismal 712 fitness and thus habitat selection across spatially varying environments, but we believe that this 713 hypothesis should be tested against a null of stratification bias inflation rather than accepted as true 714 based on GWAS results. Where are natural populations on this spectrum? 716 For how much of the tree of life do spatial patterns circumscribe genomic variation? In Table 1 we 717 gathered estimates of neighborhood size from a range of organisms to get an idea of how strongly 718 local geographic dispersal affects patterns of variation. This is an imperfect measure: some aspects 719 of genetic variation are most strongly determined by neighborhood size (Wright 1946), others (e.g.,
715
720
number of segregating sites) are more strongly determined by global N e or by the ratio of the two. In 721 addition, these empirical examples are likely biased towards small-neighborhood species (because few 722 studies have quantified neighborhood size in species with very high dispersal or population density).
723
However, from the available data we find that neighborhood sizes in the range we simulated are fairly found that some aspects of genetic variation diverged from the continuous case as the discretization 764 got finer. This suggests that these models do not converge in the limit. However, many populations 765 may indeed be well-modeled as a series of discrete, randomly-mating demes if, for example, suitable 766 habitats are patchily distributed across the landscape. There is a clear need for greater exploration of 767 the consequences for population genetics of ecologically realistic population models.
Future Directions and Limitations
As we have shown, a large number of population genetic summary statistics contain information about 770 spatial population processes. We imagine that combinations of such summaries might be sufficient 771 for the construction of supervised machine learning regressors (e.g., Schrider and Kern 2018) for the 772 accurate estimation of dispersal from genetic data. Indeed, Ashander et al. (2018) found that inverse 773 interpolation on a vector of summary statistics provided a powerful method of estimating dispersal 774 distances. Expanding this approach to include the haplotype-based summary statistics studied here 775 and applying machine learning regressors built for general inference of nonlinear relationships from 776 high-dimensional data may allow precise estimation of spatial parameters under a range of complex 777 models.
778
One facet of spatial variation that we did not address in this study is the confounding of dispersal the number of segregating sites are also likely affected by the total landscape size (and so total census 784 size). Much additional work remains to be done to better understand how these parameters interact to 785 shape genetic variation in continuous space, which we leave to future studies.
786
Though our simulation allows incorporation of realistic demographic and spatial processes, it Finally, we believe that the difficulties in correcting for population structure in continuous popula-796 tions using principal components analysis or similar decompositions is a difficult issue, well worth 797 considering on its own. How can we best avoid spurious correlations while correlating genetic and 798 phenotypic variation without underpowering the methods? Perhaps optimistically, we posit that 799 process-driven descriptions of ancestry and/or more generalized unsupervised methods may be able 800 to better account for carry out this task. 
Comparisons with Stepping-Stone Models
We also compared our model results to a regular grid of discrete populations, which is commonly used as an approximation of continuous geography. An important reason that this approximation 1027 is often made is that it allows more efficient, coalescent simulations; we implemented these using 1028 msprime (Kelleher et al. 2016) . In this class of models we imagine an n ⇥ n grid of populations 1029 exchanging migrants with neighboring populations at rate m. If these models are good approximations 1030 of the continuous case we expect that results will converge as n ! • (while scaling m appropriately 1031 and keeping total population size fixed), so we ran simulations while varying n from 5 to 50 (Table   1032 A1). To compare with continuous models we first distributed the the same "effective" number of 1033 individuals across the landscape as in our continuous-space simulations (⇡ 6100, estimated from q p 1034 of random-mating continuous-space simulations). We then approximate the mean per-generation 1035 dispersal distance s given a total landscape width W as the product of the probability of an individual 1036 being a migrant and the distance traveled by migrants: s = 4m(W/n). This means that m in different 1037 simulations with the same s scales with p n. We ran 500 simulations for each value of n while 1038 sampling s from U(0.2, 4). We then randomly selected 60 diploid individuals from each simulation 
Figure A1
Summary statistics for 2-dimensional coalescent stepping-stone models with fixed total N e and varying numbers of demes per side. The black "infinite" points are from our forward-time continuous space model. Inter-deme migration rates are related to s as described above.
In general we find many of the qualitative trends are similar among continuous and stepping-stone models and that, at low neighborhood sizes, many (but not all) statistics from stepping-stone models approach the continuous model as the resolution of the grid increases. For example, q p is inflated at low p = min ✓ 0.95, 1 1 + n/(K(1 + L)) ◆ .
( 3) We capped survival at 0.95 so that we would not have exceptionally long-lived individuals in sparsely 1070 populated areas -otherwise, an isolated individual might live for a very long time. Since 1 p ⇡ 1071 n/(K(1 + L)), mortality goes up roughly linearly with the number of neighbors (on a scale given by Generation  1  10  100  1000 Wright-Malécot . The clustering seen in the top row is the "Pain in the Torus" described by Felsenstein (1975) .
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Figure S2
Comparison of individual fitness across the landscape in simulations with (right) and without (left) a decline in fitness approaching range edges. Note the slight excess of high-fitness individuals at edges on the left, which is (partially) counteracted by the scaling procedure.
Figure S3
Site frequency spectra from a simulation with neighborhood size = 12.5 when mutations are recorded directly in SLiM (blue line) or applied later in msprime (red line). 
Figure S8
Manhattan plots for a sample of simulations at varying neighborhood sizes. Labels on the right of each plot describes the spatial distribution of environmental factors (described in the methods section of the main text). Points in red are significantly associated with a nongenetic phenotype using a 5% FDR threshold (dashed line). For runs with significant associations the dotted line is a Bonferroni-adjusted cutoff for p = 0.05. Hexagonal bins are colored by the average neighborhood size of simulations with points falling in a given region of quantile-quantile space. Qqplots for a subset of these simulations are shown as lines in Figure 8D . corr(D xy , dist) Pearson correlation between genetic distance and log 10 (spatial distance) corr(mean(IBS), dist) Pearson correlation between the mean of the IBS tract distribution for each pair of samples and log 10 (spatial distance) corr(nIBS, dist) Pearson correlation between the number of IBS tracts for each pair of samples and log 10 (spatial distance) corr(IBS > 1e6, dist) Pearson correlation between the number of IBS tracts > 1 ⇥ 10 6 bp for each pair of samples and log 10 (spatial distance) corr(skew(IBS), dist) Pearson correlation between the skew of the distribution of pairwise haplotype block lengths for each pair of samples and log 10 (spatial distance) 
