We investigate the escape dynamics of the doubling map with a time-periodic hole. Ulam's method was used to calculate the escape rate as a function of the control parameters. We consider two cases, oscillating or breathing holes, where the sides of the hole are moving in or out of phase respectively. We find out that the escape rate is well described by the overlap of the hole with its images, for holes centred at periodic orbits.
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I. INTRODUCTION
A recent problem of interest among both physicists and mathematicians is the study of dynamical systems with holes [1] . Escape occurs when trajectories enter some predefined subset of the phase space called a hole. This "leaking" of trajectories can happen in bounded [2, 3] as well in unbounded domain systems [4] [5] [6] . A natural observable allowing the study of the statistical properties of this escape, in particular ρ(n), the probability (given a suitable distribution of initial conditions) that an orbit does not escape until a time n. This raises the natural question of the decay rate of ρ(n). The most important aspect of this analysis is that the escape rate is very sensitive to the system dynamics. For strongly chaotic systems the decay is typically exponential [7] , while systems that present mixed phase space (e.g. elliptic islands and a chaotic sea), the decay can be slower, presenting a mix of exponential with a power law [8, 9] , or stretched exponential decay [6] . Indeed, when a non-exponential decay is observed the dynamics would require a long range correlation, as for example a consequence of stickiness influence [8] . An equally important aspect is that the escape rate can have a strong dependence on the position and size of the hole [3, 10] . Applications of leaking systems can be found in a great variety of fields, including plasmas [11, 12] , acoustics [13, 14] , optics [15, 16] , fluids [17] , among others (see [1] for a recent review).
While in most mathematical formulations of leaking systems the hole is static (and typically small relative to the phase space), in this paper we undertake a new approach and study escape through a time-dependent hole. Namely, we propose and investigate the escape properties of a chaotic leaking system where the hole position and hole size varies with time. Motivation for studying such problems can be traced back to the early 50 ′ s concerning Moshinsky ′ s shutter problem of "diffraction in time" [18] . More recent applications can by found in quantum mechanics [19, 20] and in atom-optics and ultra cold atoms experiments [21] [22] [23] [24] . Further motivation for studying time-dependent holes stems from chemical reactions and hydrodynamical flows (see for example the blinking vortex system [25] ).
We restrict our investigations of time-dependent holes to the well studied and understood case of the open doubling map (defined in the next section) [3, [26] [27] [28] [29] [30] [31] [32] . What is particularly attractive about this map is that it is uniformly expanding with a uniform invariant density distribution and also has a well understood structure of periodic orbits due to the correspondence between the dynamics and the binary representation of phase space points. We aim to understand the role of these periodic orbits in the case of escape through a time-dependent hole, once they can play an important role in other dynamical systems [33, 34] . To this end, we present extensive numerical investigations and also construct accurate analytical predictions for ρ(n).
The remainder of the paper is organized as follows: In Sec.II we describe how the time-dependent hole is introduced, and some properties concerning the escape rate and the periodic orbits. The numerical and analytical results are shown in Sec.III. Finally some final remarks and conclusions are drawn in Sec.IV.
II. THE MAPPING, PROPERTIES AND THE TIME-DEPENDENT HOLE
The dynamical system under study here is the doubling map modulo one, also known as the Bernoulli shift, represented by the recurrence relation below
The phase space is shown in Fig.1 . Because of the simple nature of the dynamics when we consider the binary notation [3] , it is easy to categorize the dynamics based on the initial condition. If the initial condition is irrational, which are almost all points in the unit interval, the dynamics is non-periodic, which follows directly from the definition of an irrational number as one with a non-repeating binary expansion. However, if x 0 is rational, the image of x 0 contains a finite number of distinct values within the interval [0, 1) and the forward orbit of x 0 is eventually periodic, with period equal to the period of the binary expansion of x 0 . Particularly, if the initial condition is a rational number with a finite binary expansion of k bits, then after k iterations the iterates reach the fixed point 0; if the initial condition is a rational number with a k-bit transient (k ≥ 0) followed by a p-bit sequence (p > 1) that repeats itself infinitely, then after k iterations the iterates reach a cycle of length p. Thus cycles of all lengths are possible [3] . Another way of representing the periodic orbits is
where q ∈ Z and p is the period of the periodic orbit. So, for example, if we choose an initial condition with q = 8 and p = 4, it would be a period-4 orbit with dynamics evolving as 8/15 → 1/15 → 2/15 → 4/15 → 8/15. Once the main properties of the mapping are known, let us now introduce the escape in the dynamics, by considering a time-dependent hole, i. e., a hole whose position and/or size are varying periodically.
Defining the closed domain map as
where f is the application of the mapping in Eq. (1) . The open map is given bŷ
where H n ⊂ [0, 1] is the hole at time n. Points within the hole are deemed to escape and are not considered further. We set a mean fixed position for the hole to oscillate, x, that could be in the neighbourhood of a short periodic orbit, or even the periodic orbit itself. Choosing the mean position around a periodic orbit allows us to compare the results we obtain with the results already known in the literature for the fixed hole position [10, [30] [31] [32] .
So, once the mean position is set up, we may define the hole size. Since, this value should vary with time, we can work with an average size of the hole, which we will nameh. So, two fixed positions for the hole to oscillate were set. These positions represent the hole boundaries and we define them as the hole boundary at the right h r and the hole boundary at the left h l , and they are set as
The expressions given in Eq. (5), are saying that we have a hole with sizeh, and its position is symmetric centred inx. When we introduce the time dependence on the hole, we must deal with a discrete recurrence relation (n), and not a continuous as time (t). So, with a periodic oscillation, the expressions of Eq. (5) can be written as
where ǫ is the amplitude of oscillation of the holes, ω = (2π/τ ) is the frequency of oscillation and φ l and φ r are the initial phases of oscillation. The behaviour of each boundary of the hole, according n evolves is illustrated in Fig.2 . The value of the phases φ l and φ r , in particular, whether they are equal or not, will influence the value of the amplitude of oscillation ǫ, that may be chosen in order to keep the left and right boundaries of the hole defined in Eq. (6) in the x-axis domain. Figure 2 shows how the hole would oscillate as n evolves for a mean position at a period-4 orbit. If φ l and φ r are in phase as shown in Fig.2(a) , the position of the hole is moving as n evolves, but it remains with the same size; here we have no limit for the value of ǫ, provided that is inside the domain of the doubling map. However, if φ l and φ r are not in phase, as shown in Fig.2(b) , the hole size is moving, in a breathing way. Here we have the limit breathing case that is ǫ ≤h/2. In this limit, we have a tangency between h l (n) and h r (n), when the period is complete, where the hole vanishes momentarily. If we go beyond this limit, there would be some prohibited regions for the escape, and we are not considering this case in this paper.
III. METHODS, RESULTS AND DISCUSSIONS
In this section we will present analytical and numerical methods to evaluate the escape through the timedependent hole. We investigate how the escape rate varies with the control parameters ǫ, τ and the combination of initial phases φ l and φ r . We also make frequent comparison with the static hole case. In (a) both, h l (n) and hr(n) are in phase with each other, so the size of the hole is kept constant during the dynamics and only its position is moving. And in (b), h l (n) and hr(n) are not in phase, so the size of the hole is varying, but the average holeh is constant by period of oscillation. In this figure h l (n) is represented by the black line with bullets, and hr(n), setted as the red line with squares. The green dashed lines are the escape allowed region.
A. Ulam's Method and Escape Rates
We made use of Ulam's Method to calculate the escape rates for the time-dependent hole. Ulam's method is a numerical scheme for approximating invariant densities of dynamical systems that can be made rigorous [35] [36] [37] [38] [39] . The phase space is partitioned into connected sets and an inter-set transition matrix is computed from the dynamics; an approximate invariant density is read off as the leading left eigenvector of this matrix. When a hole in phase space is introduced, one instead searches for conditional invariant densities and their associated escape rates [36] [37] [38] [39] [40] [41] [42] [43] . In other words, we divide the space X into a fine partition X i , and assume that the probability of a transition from i to j is given by the proportion of X i that is mapped into X j , that is
If we consider the static hole case, given that the doubling map has exponential decay of correlations, it seems clear that the survival probability should be exponential exponential, with a rate depending on the hole position and size, as studied before in [3, [30] [31] [32] . For the same doubling map, the escape rate is
For a time-dependent hole, we may find an exponential decay related as suggested by Eq. (8), but the time dependence can also have a superimposed periodic oscillation, as discussed in Sec.IIIC. Also, we ranged the value of the amplitude of oscillation ǫ and made a comparison with the fixed hole case. Depending of the combination of ǫ and τ we may have faster or slower escape.
We are considering the two different cases of initial phases of φ l and φ r , as shown in Fig.2 in a separate way.
Initial conditions used to calculate the survival probability for both kinds of holes were chosen equally split in the interval [0, 1]. Let us first address the case φ l = φ r where only the hole position is moving and its sizeh is kept constant, Fig. 3 shows how these escape rates behave for some different average hole sizes, different values of amplitude of oscillation ǫ and different values of τ . For this figure, we decided to keep the mean value of the hole positionx = 8/15. In later sections, we address other mean values of the holex. As expected in Figs.3(a,c) with an average hole ofh = 0.1, we have a much faster decay, than in Figs.3(b,d) , where the average hole ish = 0.01. However, one can also notice that depending on the combination of ǫ and τ parameters, we may have a faster or slower escape, as shown in Figs.3(a,c) , where for a bigger value of ǫ = 0.4 which basically contains the whole domain of the doubling map. Also, one can notice that the labels of ρ(n) axis in Fig. 3 are very small. This precision is a result of the application of Ulam method, which can be very accurate depending on the number of partitions. In Table I one may find the value of the escape rate for some combinations of values of τ and ǫ. One can see, that the value of γ is proportional to the average hole size, that would be roughly expected according to Refs. [3, 10, 29, 32] , but there are also significant changes, depending of the combinations of the control parameters. In order to understand better how the escape rate varies with ǫ and τ , we plotted the value of the escape rate γ vs. τ for several values of ǫ, as shown in Fig.4 . Here we keep the average hole sizeh = 0.01 and consider at three different mean values for the hole to oscillate (x) about three different periodic orbits. We see that for small values of τ , there is a large variation in the escape rate for all values of the mean hole, considering some high values of ǫ (say, above ǫ = 0.001, which is 10 percent of the average hole size). These fluctuations can be explained, once ǫ is big enough and τ small, the hole is moving up and down really fast as the dynamics evolves, and during this movement, it can intercept several different periodic orbits, which may be one of the explanation for the variation of the escape rate. However, for high values of τ , the escape rate stays almost constant. This should be expected, since for high values of τ , the hole Here the average hole is fixed ath = 0.01, and we considered three different periodic orbits for the mean hole position. In (a)x = 1/3, a period-2 orbit, in (b)x = 3/7, a period-3 orbit, and finally in (c)x = 8/15, a period-4 orbit. Notice that for high values of ǫ, for a small τ regime, the escape rate varies a lot, and as τ increases it bend towards an almost constant regime. For the limit ǫ → 0, the escape rate behaves closer as the one expected for a fixed hole, for all values of τ . The dashed lines represents the first order approximation of the fixed hole escape rate, according Eq.(9). takes a time much longer then other time-scales in this problem to change its position. Also, if we look for the curves with small values of ǫ, one can see that they stay in a constant regime for all values of τ , as once ǫ → 0, the moving hole starts to behave like a fixed hole. Comparing the limit of ǫ → 0 for Fig.4(a,b,c) , we can see that the plateau where the escape rate establish itself changes, when we consider a different periodic orbit. Indeed, as shown in [3, 10, 31, 32 ] the escape occurs faster through a hole which contains long periodic orbits, and is slower if the hole contains short periodic orbits. Recall that, according to the literature [3, 10, 32] , the escape rate through a small hole covering a short periodic orbit is approximately given by where Λ = 2 p and p is the period of the periodic orbit, represented by dashed lines for all the periodic orbits in Fig.4 . We also observe higher order corrections to the expression presented in Eq.(9). These higher order corrections are specifically detailed in [10, 32] , and we think that if they were taken into account together with Eq. (9), there would be a good agreement between them. Also, one could ask, by choosing a mean position for the hole to oscillate as an irrational number if there would be any different result. We think that the results would be basically the same. The escape rate must be in somehow proportional to the hole size and present itself as an exponential decay. Perhaps, a small difference would be the analytical treatment concerning the corrections related to periodic orbits, as the first order correction in Eq.(9).
B. Overlap Holes
We now develop an analytic approach where both φ l and φ r are equal, as function of the control parameters τ and ǫ, using the overlap of the periodic orbits with the p application of the mapping in Eq.(1). The motivation for this kind of attempt came from Ref. [26] , where an extensive analytical analysis is made concerning the escape rate on the doubling map. What the overlap hole approach do is basically a "correction" of Eq. (9), concerning the moving hole. Considering these overlaps, we can write the escape rate as
where the index oh means the overlap holes, H i is the hole size in the i-th iteration, and H i+p is the hole size considered on the i + p-th iteration. We make a comparison of the results obtained considering the numerical simulations using Ulam's Method, and analytical approach by the formula expressed in Eq.(10), for three different periodic orbits of low period and for two values of the average hole. The numerical data is represented by the full lines, as the analytical approach is given by the dotted lines. Although, both data follows a similar behaviour, as we increase the value of τ , one can see in Fig.5 that there is still a gap between the numerical data and the analytical approach. We can attribute these gaps, to higher order corrections, once for a fixed hole the escape rate should follow γ =h(1 − Λ) + o(h), where the corrections may lie on the formh 2 lnh [32] . The analytical data plotted in Fig.5 is hence adjusted according to
where, N [γ oh (τ )] is the normalized escape rate considering the overlap holes approach, γ oh (τ ), is the analytical approach for the escape rate concerning the overlap holes according Eq. (10), γ n , is the numerical escape rate obtained by Ulam's method. The argument τ → ∞, is taken along an average between τ = 100 and τ = 1000, once the escape rate for this cases is almost constant. So, with this correction, the higher order effects are taken into account, and the matching between the numerical and the analytical approach concerning the overlap holes in Eqs. (10) and (11) occurs. However, one can still see small discrepancies for small values of τ , where the hole is moving too fast. These still need further investigation.
C. Breathing Hole
Now we address the case where φ r = 0, and φ l = π, shown in Fig.2(b) , where the hole size is in constant change. Now, the hole is increasing and decreasing in a periodic way as n evolves, in a breathing way, but the average hole size is the same over the period of oscillation. Figure 6 (a) shows the escape rate curve for this kind of moving hole, for some values of τ for a hole centred in a mean position ofx = 8/14. We can see that, in general it decays as an exponential envelope, but with a peculiarity: it decays in steps. The step obeys the period of oscillation of the moving hole, as shown in the comparison made in Figs.6(b,c) . The steps can be basically explained by this comparison. Once the hole is increasing and decreasing, the rate of orbits that escape through it varies according to its size. So, when we have a tangency between both hole sides h l and h r , none of the orbits are escaping, then we have a constant plateau of ρ(n). On the other hand, when the hole is in its fully open size, we have a faster escape. Here we used the value of ǫ =h/2, that is the limit case for an instantaneous prohibited escape zone. If we had, a smaller value for ǫ, these step-like decays would be smoother, and in the limit that ǫ → 0, it would behave as a complete exponential curve decay.
FIG. 6: Colour online:
Step-like decay behaviour for the probability curves when φr = 0 and φ l = π. We kept the average hole size constant inh = 0.01 and ǫ = 0.005, which is ǫ =h/2. In (a) we have τ = 200 and τ = 500. One can notice that the step-like decays of the survival probability follows the period of oscillation in a exponential envelope. In (b) and (c) we have a comparison of the hole behaviour with the probability decays. When the hole is fully open, we have a faster escape, and when the hole is fully closed (tangency), we have a constant plateau, where no orbits are escaping. The zoom window in (c) shows better this step-like behaviour.
An attempt for an analytical approach for the breathing hole can be made. We have that the hole is h(n) = h r (n)− h l (n), where h r (n) and h l (n) are given by Eq. (6), where the initial phases are φ r = 0 and φ l = π. So, we may say that the hole size obeys
where ω = 2π/τ and ǫ must not be bigger thanh/2. Now, that the hole size is known we may propose the following expression where the decay of the survival probability as function of n, as shown in Fig.6 , is given by
where P (noh) is the probability of a point in the hole not overlapping with the hole on the (n + p) iteration, just like we did for the the moving hole case, where again p is the period of the periodic orbit where the hole is centred. This probability is given by
Replacing the above expression and solving the separable equation, we have the following expression
In the above expression, the termhn(1 − Λ −1 ) can be named as γ(n). Let us do an attempt to improve this expression making use of second order approximations. If we consider a fixed hole, the escape rate considering second order effects [26, 32] can be given by
where a p is a constant that may depend on the p-periodic orbits. In order, to find the a p value, we simulated for the several values of the fixed hole, and compared the numerical result of γ = − lim n→∞ 1 n ln ρ(n), with the analytical approach of Eq. (16), and found an average value for a p , that is a 2 ≈ 1.812, a 3 ≈ 2.055 and a 4 ≈ 2.331. We stress that the p-periodic orbits considered for the hole to be centred was the same ones used in the previous section.
In the breathing case, the hole size is in constant change as n evolves, so we must assume that the escape rate is not constant either, as one can see in Fig.6 . So, according to Eqs. (12) and (16), we may set
Once we have an average value for the hole ash, we can consider also an average over the escape rate as
Replacing Eq.(12) and evaluating this average on Eq.(18), one can obtain
where µ = −4ǫ 2 +h 2 . Now the step-like behaviour of ρ(n) can be analytically expressed by the combinations of Eqs. (15) and (19) , where higher order effects are considered Figure 7 shows a comparison between the analytical (dotted lines) and the numerical data (full lines) for τ = 200, for three distinct periodic orbits, concerning a hole sizeh = 0.01. One can see that for the limit case ǫ =h/2 in Fig.7(a) , the step-like decay in the exponential envelope is present according to the hole period of oscillation and the analytical approach matches reasonably well. If we decrease the amplitude of oscillation, to ǫ = 0.001 as shows Fig.7(b) , the survival probability curve presents a smooth behaviour concerning the step-like decays, and the exponential envelope is more dominant in the decay. For this case of smaller ǫ there is no more a instantaneous forbidden region in the hole evolution. However, concerning the zoom-in windows in Figs.7(c,d) , there is still a little gap between the numerical and analytical data. We believe, that this gap may be due higher order effects, that may be introduced in Eq. (17) in order to improve the analytical expression.
IV. FINAL REMARKS AND CONCLUSIONS
We investigated the escape dynamics of the doubling map with a time-periodic hole with amplitude and period of oscillation, ǫ and τ respectively. We considered two distinct ways for the hole to oscillate: (i) keeping the same size and changing its position, and (ii) breathing case. This two kinds of hole are controlled by an initial phase φ l and φ r introduced in the time-dependent perturbation.
Using Ulam's method to calculate the probability of escape, we found that it is basically exponential, and for case (i) it depends on the value of τ and ǫ. If we had a low τ , the hole is moving really fast and we observe some fluctuations on the escape rate γ vs. τ curves. If the hole is moving more slowly, the escape rate is correspondingly more slowly varying with τ . Also, for some high values of ǫ, the hole can intercept many periodic orbits, which can add even more fluctuations on the escape rate, and for ǫ → 0, it reduces to a fixed hole. In an attempt to explain these fluctuations, we introduced an analytical approach related to overlap holes. We observed that the numerical data and the analytical results, have excellent agreement if higher order effects are taken into account. Considering case (ii), we observed that the probability decays according a step-like function in an exponential envelope, which follows the value of period of oscillation τ for the breathing hole. We set up an analytical approach for the step-like decay also considering the probability of overlap holes, and it reasonably matches with the numerical data. Also, in the limit ǫ → 0, the step-like is very smooth and the survival probability can be expressed as an exponential law.
We emphasize that the control parameters strongly affect the escape rate, for the moving hole, considering fast and slow moving hole, or the breathing case. As a next step, we would try to find the exactly higher order effects for the escape rate and improve the analytical expressions for both hole cases. Also, it would be interesting to see how the escape rate would vary for periodically moving holes in more complicated systems, such as with mixed phase space; and for non-periodic hole perturbations, for example random. 
