We describe a system for off-line production and real-time playback of motion for articulated human figures in 3D virtual environments
1994]. The graph defines the motion path to traverse to move the human figure from any one posture to another. These graphs are directed and may include cycles, and also provide the logical structure for the run-time motion database.
The posture graph we are using is shown in Figure  3 Figure  5 . Three strips of film are pasted together, representing three arcs of the graph converging on a node (the shared frame in the middle).
In the left sequence, the stick figure is raising its left arm (it is looking at you). In the upper sequence, it is raising its right foot, and in the right sequence, it is waving its left arm. Figure 2 ) and sends this as requests to the MOTION process. The MOTION process translates these requests into playbacks of channel sets (the traversal of arcs of the posture graphs) and continuously sends joint angle packets back to the APP process. The APP process then performs the necessary edits to the articulation matrices in the visual database and then initiates a frame to be rendered.
The CULL and DRAW processes form the software rendering pipeline, where the CULL culls the visual database to a viewing frustum and then passes this modified database to the DRAW process, which efficiently feeds it to the head of the hardware graphics rendering pipeline, which then renders the final image to the frame buffer.
In the case of a fixed posture change (a motion between any two nodes in the fixed posture graph of Figure 3) , the system will find the shortest path (as defined by traversal time) between the current and goal postures in the graph and execute the sequence of transitions.
For example, if the posture graph is currently at Standing Deployed and Prone Firing is requested, it will transition from Stand Deployed to Crawl to Prone Deployed, and finally to Prone Firing.
The Dead posture node in Figure  3 is special in that there is an implicit arc from every node in the graph to this node. The motion along these implicit arcs is not recorded and stored as along all other arcs, but generated on the fly via simple joint interpolations. A posture change is made with a node of the fixed graph as a destination only upon receipt of a DIS Entity State PDU indicating that the agent is in . Granlerl et al. Figure  9 for a sample view into the training environment). also). In the TTES environment this "focus of attention" information can be obtained from the aim of the real soldier's rifle when it is in the raised position, as the real soldier will almost certainly be sighting in this situation. The system has also been integrated with a behavioral simulation that can navigate a pedestrian agent about a simple urban environment, while respecting sidewalks, crosswalks, streetlights, and other pedestrians. The behavioral simulation is decoupled from the motion generation; it simply schedules steps for the pedestrian and the motion system described here creates a smoothly locomoting human figure [Granieri et al. 1995] .
COMPARISON OF PRODUCTION/ PLAYBACK METHODS
One of the most obvious criteria for evaluating a given motion representation is size; there is a clear progression in the methods used to animate humans (or any entity whose geometric representation varies over time) based on the amount of space required to store a given motion. We look at three methods. Key-framing and interpolation. 
