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Abstract. Visual explanations are powerful means to convey information to large
audiences. However, the design of information visualizations is a complex task,
because a lot of factors are involved (the audience profile, the data domain, etc.).
The complexity of this task can lead to poor designs that could make users reach
wrong conclusions from the visualized data. This work illustrates the process of
identifying features that could make an information visualization confusing or
even misleading with the goal of arranging them into a meta-model. The meta-
model provides a powerful resource to automatically generate information visu-
alizations and dashboards that take into account not only the input data, but also
the audience’s characteristics, the available data domain knowledge and even the
data context.
Keywords: Data visualization · Information visualization ·Misleading
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1 Introduction
Visual explanations are everywhere: they convey complex information, raise attention 
over target topics, improves the understandability of certain domains, etc. They can take 
the form of infographics, simple graphs, or even elaborated information visualizations.
Visual explanations are very powerful, because they let users visually perceive infor-
mation in order to generate knowledge. However, information visualizations might turn 
out to be a double-edged sword.
The persuasive power of visualizations [1] has its benefits (better data understanding, 
more attention and focus on the information, etc.) but they also can lead users to wrong 
conclusions. Wrong conclusions are not always predictable, because they can have its 
origin on a unproper data visualization design, but also be influenced by the end users’ 
prior beliefs, biases or polarization regarding certain topics.
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It is important to take all these factors into account in order to provide properly
designed and honest methods of visualization, because the main goal must be focused
on how the user perceives and processes the displayed data.
These factors can be taken into account through domain expertise, i.e., information
visualization experts that also have knowledge regarding the visualization’s data domain
and can provide a well-designed product through its expertise.
However, it is very difficult that every professional that makes use of information
visualizations to convey information has these levels of expertise or domain knowledge,
because it might be time-consuming and visual explanations usually need to be delivered
quickly (for example, for covering news stories).
For these reasons, in this paper we propose an approach based on meta-modeling in
which the data domain characteristics and relationships among variables are accounted
for. The goal of this work is to characterize domain expertise to include it as a part of a
generative pipeline to automatically develop information visualizations and dashboards.
This approach can assist novices or practitioners without a significant level of the data
domain knowledge to select the best parameters for their information visualizations.
To sum up, the main contribution of this paper is a new version of a meta-model for
instantiating information visualizations taking into account data domain and expertise.
The rest of this paper is organized as follows. Section 2 describes the methodology
employed to carry out the meta-model and the automatic generation of dashboards.
Section 3 outlines the modification of a previously developed dashboard meta-model to
hold information about the data domain and the data context. Section 4 presents a proof-
of-concept of the visualization generation using domain knowledge. Finally, Sect. 5
discusses the results and Sect. 6 offers the conclusions derived from this work.
2 Materials and Methods
2.1 Identification of Features
Usually, the definition of an information visualization involves human-computer inter-
action experts specialized in visualization and also experts from the data domain.
Their know-how avoids the development of misleading visualizations. The auto-
matic development of information visualizations has to take into account the experts’
know-how.
In particular, it requires the identification of the features that has an impact in the
correct visualization of the data depending on the dataset and the goals related to the
analysis of that data. The process to identify these features has provided the base to
define the meta-modeling proposal described in this work.
The study covers a set of phases based on an experimental approach as a way to
discover the features that has an impact in the automatic development of no misleading
information visualizations. Figure 1 presents the three phases: testing, analysis and
solution.
The first phase, testing, is an experimental phase. Two experiments were set up
to see what happens when some features are automatic generated and their impact in
achieving the goal of the developed visualization. The main difference between both
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Fig. 1. Method used to identify the features that influence in the automatic generation of not
misleading visualizations
experiments is the abstraction level. The first experiment is based on a real dataset from
a particular domain. On the other hand, the second experiment has a high abstraction
level because the dataset is random generated based on a set of statistic characteristics
generated automatically.
Both experiments are focused on the automatic visualization generation. The gen-
erator use code templates based on a meta-model to define dashboards [2–4] and a
Python script in which the different parameters are tuned to get a set of visualiza-
tions. The script processes the dataset changing a set of characteristics and provide a
HTML and JavaScript file with the visualizations. The first experiment has the following
characteristics:
• Dataset: Tri-variate dataset regarding the COVID-19 incidence rate in the 21 districts
of Madrid (Spain)1 and average income per household for each district2.
• Goal: Identifying correlation among certain variables.
• Encoding channels: Two (X and Y position) and three (X and Y position and size).
• Type of visualization: Scatter plot with “circles” as visual mark.
• Scales’ domain range: We changed the minimum and maximum of the scale domain.
We changed these values using these measures: the scale variable mean minus/plus
two-times the standard deviation of that column in the dataset, the column’s mini-
mum/maximum value, the column’s minimum value multiplied by 0.5 and zero and
the column’s maximum value multiplied by 1.5. In the case of nominal variables, the
domain holds all the existing nominal values within that column of the dataset.
1 Official data source from the Madrid’s government open data portal: https://datos.comunidad.
madrid/catalogo/dataset/covid19_tia_muni_y_distritos/resource/f22c3f43-c5d0-41a4-96dc-
719214d56968.




Regarding the second experiment, the main characteristics are:
• Dataset: A bivariate dataset randomly generated using a set of statistical characteristics
that are changed to generate the set of visualizations. The dataset is generated to
cover different types of probability distribution with different statistical dispersion.
Specifically, the standard deviation and median are the modified values.
• Goal: Comparison between certain variables.
• Encoding channel: Color scale and section of the map.
• Type of visualization: Map.
• Scales’ domain range: Same variations as in the first experiment.
The last part of the experimentswas the labeling process. All authorsworked together
to tag each generated visualization as misleading or no misleading. In the first exper-
iment, this process enabled the identification of the features that introduce misleading
in a visualization for a particular goal and domain. On the other hand, we applied the
same process in the second experiment but following an iterative approach (Fig. 1). The
labeling process enabled the redefinition of the statistic characteristics of the dataset in
order to generate the visualization. This process enabled the identification of the features
that have an objective impact in the automatic visualization generation; the features of
the domain itself.
Finally, we analysed the results of the experimental phase and define a solution to
consider the features of the domain as an input to automatic development of information
visualizations.
2.2 Meta-modeling
The model-driven development (MDD) paradigm [5, 6] enables the abstraction of the
characteristics and functionalities involved in the development of information systems.
The main strength of this paradigm is that it moves data and operations specifications
away from technologically specific details.
Following this approach, a dashboardmeta-modelwas developed in previous studies,
obtaining a set of abstract elements and relationships to define specific products [2–4].
A fragment of the dashboard meta-model is shown in Fig. 2.
2.3 Automatic Generation
We have developed an automatic dashboard generator based on the meta-model. The
code generator takes as an input a set of parameters that account for the elements and
attributes of the meta-model, and the result is the source code of a dashboard according
to the provided configuration.
The approach taken to automatically generate the source code is based on the software
product line (SPL) paradigm [7, 8] and we developed different HTML and JavaScript
code templates [9] to materialize the variability points of the product line [10].
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Fig. 2. Fragment of the previous version of the dashboard meta-model.
3 Meta-model Modification
3.1 Domain Characterization
It is necessary to identify relevant features to characterize the domain and to materialize
those characteristics in useful visualizations. In this case, we defined the domain as a set
of attributes that statistically describe the variables involved in that domain.
Specifically, we have included in the meta-model a new class named DomainVari-
able, which represent data variables that are part of the data domain. This class is asso-
ciated with a domain (in the meta-model, the class Domain) and also with the class
Variable, which represent a variable that belongs to a dataset to be displayed through
the visualization. The Variable entity is seen as a sample of the DomainVariable entity.
The domain variable enables us to perform analytic tasks on the visualization and
reach insights, becausewehave information aboutwhich values are normal,which values
are outliers, or which tendency is being developed.
If users see a visualization with information from a domain which they don’t fully
understand, their conclusionsmight bewrong. But also, if practitioners don’t fully under-
stand the data domain of a visualization they are developing, they could end up with
a misleading graphic. Another example about this concern is given. When visualizing
information in X, Y coordinates it is necessary to select the domain of the scales in both
axes; different scale extents might distort the whole data story being told. Figure 3 shows
an example of the same data visualized through different Y-axis scales.
If we are not aware of the data domain, the first graph can be seen as misleading for
not starting the Y-axis at the zero value. Starting the Y-axis at the zero value (as in the
second graph), gives us the impression that the temperature change along time is very
small and, indeed it is (in absolute terms) [11].
However, in this case, being aware that the tendency and average temperatures of
the world over the last decades provides the context to understand that a change of 1 ºC
in average temperature is a huge increment in this domain, conveying a whole different
story. So, although the first graph does not comply to Tufte’s lie factor [12], it is more
honest than the second in terms of representing data framed in this domain.
For these reasons, we included as abstract attributes of theDomainVariable entity the
following characteristics: mean, standard deviation, median, first quartile, third quartile,
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Fig. 3. Example of the effect of different scales when visualizing data.
interquartile range, maximum andminimum. These values not only describe statistically
the variable, but also they help in characterizing their distribution [13], as they give notion
of its dispersion, skewness and what values can be considered as outliers (Fig. 4).
Fig. 4. Detail of the included class to characterize the domain in information visualizations.
3.2 Context Inclusion
We also included another association regarding the DomainVariable entity to consider
the possibility of representing context in a visualization. In this case, we identify context
as additional information related with a variable. For example, income household could
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be related with the COVID-19 incidence rate [14], and including that information in a
visualization aboutCOVID-19 incidence rate provides context to the data to be displayed.
By including a reflexive association on the DomainVariable class, we enable the
possibility to identify and materialize relationships among variables from a different or
the same domain (for example, because they are correlated).
The inclusion of this relationship to provide the notion of context allows the account-
ability of potentially relevant variables to include in a visualization before selecting its
technical features (Fig. 5).
Fig. 5. Detail of the included reflexive association to represent data context in information
visualizations.
4 Meta-model Instantiation Example
This section provides an instantiation example of the meta-model to illustrate the role of
the included elements. Figure 6 shows the instantiationof a scatter plot for anhypothetical
data domain and Fig. 7 the shows a generated visualization according to the instance.
The DomainVariable instance provides knowledge to select the Y-axis scale range
in a way that data is not exaggerated. In this case, although the Y-axis does not start
from zero (which can be seen as misleading in some domains), the domain knowledge
provides us the justification: according to the domain characteristics for that variable, it
is not likely to find values below 30, so it would make no sense to start the axis at zero.
The visualized variable (VariableA in Fig. 6) is seen as a sample of the domain variable.
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Fig. 6. Excerpt of the example visualization instantiation (Y-axis channel and scale).




The results of this work set the foundations for characterizing conceptual concepts
such as domain expertise and data context when designing information visualizations.
Specifically, the testing process has yielded a newversion of themeta-model that includes
important factors such as the data domain characteristics. The use of a meta-model not
only provides a theoretical framework to work with, but also a skeleton to instantiate
real products adapted to a specific context.
We selected statistical features to define the domain variables involved in a visual-
ization. More specifically, we included as attributes the characteristics that define box
plots [13]. Although the values distribution’s is better characterized by its probability
density function or cumulative density function, these two functions are more difficult
to incorporate to the meta-model than a set of values such as the mean or the maximum
and minimum values. However, there is a limitation that will be explored in subsequent
works: the inclusion of the notion of uncertainty in data (because the DomainVariable
represents knowledge about the population), which is also a significant factor when
visualizing data [15–17].
It is also important to take into account that there could exist different domain
variables with different values’ distributions but the same summary statistics [18]. In this
case, we don’t intend to use the DomainVariable values to compare domain variables
among them, but to define visual features (such as scales) regarding that variable solely.
Moreover, the goal of the visualization must be accounted for too. In the generation
example, the generated visualization would not be useful for detecting outliers, because
they would fall outside the scale’s domain. It is important to find balance with the
visualization goal when including the domain knowledge.
Finally, this approach is limited to domain expertise: if the DomainVariable values
are populated with wrong values, the whole process would be affected in the same way
that a user can reach wrong conclusions if his or her notion of the domain differs from
reality.
6 Conclusions
This work presents a meta-modeling approach to incorporate the notion of domain
knowledge and data context into information visualizations. The approach is supported
by a code generator that materialize the meta-model’s abstract features into specific
visualizations. The meta-model proposal enables not only a set of rules and guidelines
to define no misleading visualizations, but also supports the automatic generation of
information visualizations.
The study based on the automatic generation of datasets of visualizations has sup-
ported the identification process of the features, especially those related to the data
domain, that influence in the development of nomisleading visualizations.We introduced
the results of the experiments as part of the meta-model to define dashboards.
Future research lineswill involve in-depth testing of the influence of domain expertise
and data context on the visual elements of a dashboard with the goal of including this
knowledge into the generation pipeline.
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