Abstract-In wireless networks, the compute-and-forward strategy is a promising physical layer network coding scheme that can achieve high rates by effectively exploiting the interference between users. However, the design of the optimal integer-valued equation coefficient vectors in a compute-and-forward scheme turns out to be a shortest vector problem, which is known to be NP hard. In this work, we consider the problem of designing the equation coefficient vector for each relay with the objective being maximizing the computation rate at that relay. By taking advantage of some useful properties, we show that the problem can be relaxed to a series of equality-constrained quadratic programmings and their closed-form solutions are derived by use of the Lagrange multiplier method, which is the key to the efficiency of our method. A quantization algorithm is then proposed to transform the real-valued approximations to the set of required integer-valued vectors, from which a suboptimal equation coefficient vector is obtained. Numerical results demonstrate that relative to existing methods, our method can offer comparable performance at an impressively low complexity.
I. INTRODUCTION
Compute-and-forward (CF) has attracted a lot of research interest since it was proposed by Nazer and Gastpar in [1] . As a promising relaying strategy employing physical layer network coding [2] , CF can achieve high rates in communication scenarios where both noise and interference are substantial. The key idea is that relays in CF are allowed to decode and then forward to the destination integer linear combinations (equations) of the source messages with corresponding integervalued equation coefficient vectors, based on the observations of noisy linear combinations of the transmitted codewords from the users [1] . With enough equations and equation coefficient vectors received, the destination is able to recover its desired messages. The underlying codes adopted in CF are nested lattice codes [3] , whose algebraic structure ensures that the integer linear combinations of codewords are still codewords. The messages are mapped to lattice points for transmission. Benefited from the advantages of network coding and lattice codes, CF applied in some network models with interference outperforms traditional relaying strategies such as decode-and-forward and compress-and-forward in certain signal-to-noise ratio (SNR) regimes.
One crucial part of the design of CF schemes is the selection of the best integer-valued equation coefficient vectors. When only local channel state information at each relay is available, it is a compelling strategy that each relay chooses the equation coefficient vector that yields the highest computation rate [1] . However, maximizing the computation rate at a relay turns out to be a shortest vector problem (SVP), which is NP hard. To tackle this problem, brute-force search and several approximation methods have been proposed. The main issue of the existing methods is their high computational complexity. The brute-force search is only applicable at low SNR for low dimensions of channel coefficient vectors. Although more efficient than the brute-force, the Fincke-Phost method [4] is of exponential complexity and thus is not practical for high dimensions. The efficiency of the branch-and-bound algorithm [5] decreases when it comes to high SNR and high channel dimensions. One popular class of methods are those based on lattice reduction (LR) algorithms [6] (e.g., Minkowski, HKZ, LLL, and CLLL LR algorithms; c.f. [7] - [9] ). The Minkowski and HKZ LR algorithms are of exponential complexity. The LLL and CLLL LR algorithms are of polynomial complexity, but they may still be unaffordably complicated in some application scenarios, especially when the qualitycomplexity tradeoff factor is required to approach one. The simple quantized search method and the iterative MMSE-based quantization method presented in [6] fail to offer satisfactory performance, although they are of relatively low complexity.
In this paper, we investigate the problem of maximizing the computation rate at each relay and propose a new lowcomplexity method based on quadratic programming (QP) relaxation. Observing some useful properties of the problem, we show that the problem can be appropriately relaxed to a series of equality-constrained QPs. The closed-form solutions of the QPs are derived with the Lagrange multiplier method and serve as real-valued approximations of the optimal equation coefficient vector. A successive quantization algorithm is then proposed to transform the real-valued approximations to integer-valued vectors, among which one is selected to be a suboptimal equation coefficient vector. We test our method over randomly generated channel realizations. Numerical re-sults confirm that our method offers comparable performance as that of the LLL method and significantly outperforms other low-complexity methods.
The rest of the paper is organized as follows. In Section II, we first introduce the equation coefficient vector design problem in CF. Then, in Section III, we study the design problem and show how to approximate the problem with QP relaxation followed by a quantization algorithm. We show some numerical results in Section IV. Finally, we conclude our work in Section V.
Notations. Let R be the real field, and Z be the ring of integers. Boldface lowercase letters denote column vectors, and boldface uppercase letters denote matrices, e.g., h ∈ R L and H ∈ R M×L . h denotes the ℓ 2 -norm of h, and h T denotes the transpose of h. For a vector h, let h(ℓ) be the element with index ℓ, and h(i : j) be the vector composed of elements with indices from i to j. For a matrix G, let G(i : j, k : ℓ) be the submatrix containing elements with row indices from i to j and column indices from k to ℓ, G(i : j, k) be the submatrix containing elements with row indices from i to j and column index k, G(i, k : ℓ) be the submatrix containing elements with row index i and column indices from k to ℓ, and G(i, j) be the element with row index i and column index j. Let ⌊x⌋ and ⌈x⌉, i.e., the corresponding floor and ceiling functions of x, be the maximum integer no greater than x and the minimum integer no less than x, respectively. Let ⌊h⌋ ℓ and ⌈h⌉ ℓ be the vectors generated from h by applying the corresponding operation on the ℓ-th element only. 0 denotes the all-zero vector, and I denotes an identity matrix. Finally, assume the log function is with respect to base 2, and define log + (x) max (log(x), 0).
II. PROBLEM STATEMENT
We consider the problem of maximizing the CF computation rate (defined in [1] ) in the additive white Gaussian noise (AWGN) networks, where sources, relays, and destinations are linked with linear channels with AWGN. For the ease of explanation, we will focus on the real-valued channel model in the sequel. 
where x ℓ ∈ R n with the power constraint
is the channel coefficient vector to relay m, z m ∈ R n is the noise vector with entries being i.i.d. Gaussian, i.e., z m ∼ N (0, I), and y m is the signal received at relay m.
A rough description of the CF idea is: 1) the received signal y m is multiplied with a factor α m ∈ R\{0} such that α m h m is "close" to an integer-valued equation coefficient vector a m ∈ Z L \{0}, and thus α m y m is "close" to a valid codeword and hopefully can be decoded as a message; 2) if the same linear code is applied at the transmitters, the original messages can be recovered from the above decoded messages with the equation coefficient vectors. Here in this paper, we define the optimal α m and a m as those that maximize the computation rate at relay m. We have the following theorem from [1] . Theorem 1. The computation rate at relay m is uniquely maximized by choosing α m to be the MMSE coefficient, which results in a computation rate 
The optimization problem stated in (2) can be further formulated as the following quadratic form [4] .
Theorem 2. For a given channel coefficient vector h m , the computation rate at relay m is maximized by choosing the equation coefficient vector a m as
where
Hereafter, we will ignore the subscript "m", e.g., h m will be directly written as h. The discrete optimization problem in Theorem 2 is highly nonconvex, and thus is typically hard to solve. If we take G, which is positive definite, as the Gram matrix of a lattice Λ, then the problem turns out to be the SVP in the lattice Λ. In the next section, we will propose an efficient approximation method based on QP relaxation that gives a suboptimal equation coefficient vector.
III. PROPOSED METHOD

A. Some Useful Properties
First of all, let us reveal some useful properties of the problem.
Definition 3. (Signed Permutation Matrix):
A signed permutation matrix is a generalized permutation matrix whose nonzero entries are ±1.
Theorem 3. If a
⋆ is the optimal equation coefficient vector for a channel coefficient vector h with power constraint P , then for any signed permutation matrix S ∈ Z L×L , Sa ⋆ is optimal for Sh with the same power constraint P , and R (h, a ⋆ ) = R (Sh, Sa ⋆ ).
Proof. We first show R (h, a) = R (Sh, Sa) for any h and a with the same power constraint P . S is unimodular, then Sa is an integer-valued vector and can be applied as an equation coefficient vector. S is orthogonal, then
⋆ , which impliesā ⋆ is not optimal. Therefore,ā ⋆ must be nonnegative ordered.
B. Relaxation to QPs
In the following, we will focus on obtaining a suboptimal equation coefficient vectorā ⋆ for a nonnegative ordered channel coefficient vectorh, by solving the optimization problem in Theorem 2. We first relax this problem to a series of QPs.
According to Theorem 4, the maximum element inā
, then the problem in Theorem 2 can be relaxed as a QP,
where G is as defined in (3). The problem is convex since G is positive definite. Denote the solution of this relaxed problem asā † ∈ R L . The intuition behind this relaxation is that appropriate quantization of the real-valued optimalā † with the constraint a(L) =ā ⋆ L will lead to the integer-valued optimalā ⋆ with a high probability. However, sinceā ⋆ (L) is unknown, we alternatively approximate the problem in (4) by solving a series of QPs, i.e., solving the following QP multiple times for k = 1, 2, . . . , K.
Denote the solution to the above QP with the constraint a(L) = k asā † k . For simplicity, we use {s k } to denote the set with elements being s k , k = 1, 2, . . . , K in the following. As long as K ≥ā ⋆ (L), the solutionā † to the QP in (4) will be included in the set of solutions {ā † k } to the QPs in (5). Fortunately, to obtain the solution set {ā † k }, it is sufficient to solve merely one QP in (5) with k = 1, according to the following theorem. 
The closed-form expression ofā † 1 can be readily obtained by solving a linear system as stated in the following theorem, which is the key for the low complexity of our method.
Theorem 6. Letā † 1 be the optimal solution to the QP in (5) with the constraint a(L) = 1, then
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Proof. The QP in (5) has only an equality constraint, and thus is linear and particularly simple [10] . We now derive the closed-form solution with the Lagrange multiplier method. Let the Lagrange multiplier associated with the constraint a(L) = 1 be λ ≥ 0, then the Lagrangian is
The optimal solution can be obtained by letting the derivative of the Lagrangian be zero, i.e.,
Let r = a(1 : L − 1), λ = 2µ, and write G and a as block matrices, then
In the above equation, observe that
and the results follow immediately.
With Theorem 5 and Theorem 6, the K solutions {ā † k } to the K QPs in (5) can be easily obtained. One issue that still remains is how to determine the value of K. Intuitively, the larger K, the better. Actually, it is sufficient to set
with the following lemma from [1] . Lemma 3. For a given channel coefficient vector h, the computation rate R (h, a) is zero if the equation coefficient vector a satisfies
Remark 2. For high SNR (i.e., large P ) and large dimensions ofh, K in (6) can be quite huge. For the case h ∼ N (0, I),
according to (6) .
C. Quantization
We propose the successive quantization algorithm shown in Algorithm 1 to quantize the K real-valued approximations {ā † k } to integer-valued vectors {ā ⋄ k } that serve as candidates of a suboptimal equation coefficient vectorā ⋄ . For convenience, let f (a) a T Ga. After the quantization, a suboptimal equation coefficient vectorā ⋄ forh is obtained with
Finally, a suboptimal equation coefficient vector a ⋄ for the original channel coefficient vector h is recovered fromā ⋄ with Remark 1. The proposed QP relaxation method is shown in Algorithm 2. Both Algorithms 1 and 2 are listed in Table I.   TABLE I  LIST 
Algorithm 2. Quadratic Programming Relaxation
Input: a channel coefficient vector h ∈ R L , power P Output: an equation coefficient vector a ⋄ ∈ Z L for h 1)
IV. NUMERICAL RESULTS
In this section, we present some experimental results for random channel coefficient vectors h ∼ N (0, I) with different dimensions L and power constraints P . For each value of P , we run the concerned methods for 10000 randomly generated realizations of h, and calculate the average computation rate.
We first demonstrate that K in the proposed QP relaxation (QPR) method can be set to a rather small value with negligible performance loss. As shown in Figure 1 , for L = 4, the average computation rate quickly converges as K increases from 1 to 10, which indicates that small K is sufficient in practice and thus ensures a greatly reduced complexity at the high SNR regime than setting K as in (6) . In the following, we set K to be the smallest K 0 such that the simulated average computation rate at 20dB using the QPR method with K = K 0 is greater than 99% of that with K = K 0 + 1.
We then compare the performance of the proposed QPR method with that of several existing methods. Figures 2a  and 2b show the average computation rate using different methods for L = 2 and L = 8, respectively. δ denotes the quality-complexity tradeoff factor in the LLL LR algorithm. "QS" refers to the simple quantized search method [6] , and is composed of two phases: 1) selecting an amplification factor α = α 0 ∈ {1, 2, . . . , P 1/2 }; 2) refining α by searching in [α 0 − 1, α 0 + 1] with a step size 0.1. "Rounding" refers to the naive method that simply rounds h to an integer-valued vector. As can be seen, the QPR method significantly outperforms the rounding method and the QS method, and offers comparable performance as that of the high-complexity LLL method.
Finally, we compare the complexity of our QPR method with that of the LLL method. The average-case and the worstcase complexity of the QPR method are both O L 3 , which is lower in order of magnitude than the worst-case complexity of the LLL method (even with fixed-point input). Despite the average-case complexity of the LLL method being unknown, the runtime comparison in Table II presents compelling empirical evidence that in practice the QPR method is much simpler than the LLL method and results in % reduction in runtime ranging from 50% to 80% for the configurations considered. V. CONCLUSIONS
In this paper, we have proposed an efficient QP relaxation approach to maximizing the computation rate in CF design. We first revealed some useful properties of the problem, and then relaxed the problem to a series of QPs whose closedform solutions are readily derived with the Lagrange multiplier method. A successive quantization algorithm was then proposed to quantize the real-valued approximations to integervalued vectors, among which a suboptimal equation coefficient vector is finally selected. Numerical results showed that the proposed method offers superior performance against that of existing low-complexity methods, and performs almost as good as the higher complexity LLL method. Our future work may include extending the proposed method for complexvalued channels, as well as incorporating the design techniques from a system point of view rather than simply maximizing the computation rate. 
