Nipah virus is an emerging pathogen that causes severe disease in humans. It expresses several antagonist proteins that subvert the immune response and that may contribute to its pathogenicity. Studies of its biology are difficult due to its high pathogenicity and requirement for biosafety level 4 containment. We integrated experimental and computational methods to elucidate the effects of Nipah virus immune antagonists. Individual Nipah virus immune antagonists (phosphoprotein and V and W proteins) were expressed from recombinant Newcastle disease viruses, and the responses of infected human monocyte-derived dendritic cells were determined. We developed an ordinary differential equation model of the infectious process that that produced results with a high degree of correlation with these experimental results. In order to simulate the effects of wild-type virus, the model was extended to incorporate published experimental data on the time trajectories of immune-antagonist production. These data showed that the RNA-editing mechanism utilized by the wild-type Nipah virus to produce immune antagonists leads to a delay in the production of the most effective immune antagonists, V and W. Model simulations indicated that this delay caused a disconnection between attenuation of the antiviral response and suppression of inflammation. While the antiviral cytokines were efficiently suppressed at early time points, some early inflammatory cytokine production occurred, which would be expected to increase vascular permeability and promote virus spread and pathogenesis. These results suggest that Nipah virus has evolved a unique immune-antagonist strategy that benefits from controlled expression of multiple antagonist proteins with various potencies.
Paramyxoviruses, which include Sendai virus, Newcastle disease virus (NDV), respiratory syncytial virus, measles virus, and mumps virus, cause disease in many species (10, 29, 46, 55, 65) . Nipah virus (NiV) is a highly pathogenic zoonotic paramyxovirus and emerging pathogen of this family. NiV is in the genus Henipavirus, whose members are a source of public health and agricultural concern due to their ability to spread between species and to transmit through highly mobile reservoir species, specifically, the fruit-eating bats of the genus Pteropus (15, 19, 45, 63) . NiV is thought to be transmitted via a respiratory route; it presents as acute febrile encephalitis, causes high mortality, and can manifest a dangerous secondary spread to contacts (8, 15, 19, 35) . Like all viruses that are pathogenic for humans, NiV has evolved immune-antagonist proteins that suppress the human innate immune response and facilitate virus replication.
Innate immunity is triggered through a variety of pathogen recognition receptors, including Toll-like receptors (TLRs), NOD-like receptors, and RIG-I-like receptors. Antiviral genes are produced in response to nucleic acid detection by RIG-I or TLR3/7/8/9, resulting in signaling cascades that ultimately produce antiviral cytokines, particularly type I interferons (IFNs) (28, 36, 64) . Virus interactions with their hosts have resulted in viral mechanisms to suppress their detection and host production of antiviral cytokines. One well-characterized example of such a viral immune antagonist is influenza virus nonstructural protein 1 (NS1), which interferes with IFN production to enhance pathogenicity (20, 22) . Innate responses may be further dampened by viral suppression of cytokine signaling to prevent relay of the warning signals to uninfected cells. Combinatorial effects of immune inhibitors may increase the virulence and pathogenicity of invading viruses. Paramyxoviruses produce a polymerase-associated phosphoprotein (P) that is necessary for viral replication. Through an idiosyncratic editing property of the viral polymerase, nontemplated guanine residues are inserted into the P-gene mRNA, resulting in genomic diversification from these frameshift mutations (7, 17, 26, 30, 37, 39, 43) . These additional gene products have been demonstrated to interfere with IFN signaling (48, 59, 60) . Editing in NiV produces a V protein and a W protein from the P gene (3, 12, 24, 50, 57) . NiV V and W proteins have been shown to interact with signal transducer and activator of transcription 1 (STAT1) through the N-terminal domain shared with P, sequestering STATs in high-molecular-weight complexes (16, 54, 55) . While NiV W and V proteins share identical N termini, the unique C terminus of NiV W contains a nuclear localization signal that compartmentalizes the effects of its interferon antagonism (56) .
Much of the knowledge regarding the mechanisms of these immune suppressors has been obtained in epithelial transfection systems. While many studies have focused on molecular interactions of NiV immune antagonists, the underlying suppression of innate immunity is incompletely understood. The presentation of NiV infection as encephalitis with antigenpositive inclusions in the brain suggests that the systemic innate and adaptive responses opposing viral spread are suppressed (14) . Dendritic cells (DCs) reside in tissue and represent a link between innate and adaptive immunity. Due to the presumed respiratory transmission of NiV, resident DCs encountering infected cells in the lungs may become infected and rendered inefficient at negating viral spread. The role of DCs as a target of NiV is unknown.
Research on NiV is difficult due to the highly pathogenic properties that have limited studies on the full virus to biosafety level 4 facilities (32, 34, 40, 47) . The paramyxovirus NDV has been established as a useful vector with which to study the effects of immune antagonists from human viruses (20, 49) . Because NDV has not adapted for infection of humans, it generates a strong immune response in human cells. Therefore, expression of immune antagonists from viruses pathogenic for humans as NDV recombinants allows measurement of the specific effects of the various antagonists in the context of a strong immune activator. However, the effects of an individual immune antagonist on host cell responses does not, by itself, reveal the overall multiantagonist strategy utilized by NiV. In order to make inferences about the immuneantagonist mechanisms of wild-type NiV from the studies with NDV recombinants expressing individual NiV proteins, we have used computational modeling to integrate data obtained with these viruses with published data on wild-type NiV. Our results suggest that NiV has evolved a novel strategy of regulated immune antagonism particularly suited for its overall life cycle and pathogenesis.
MATERIALS AND METHODS
Viruses and cells. Recombinant NDV(-V)/NDV-V has been described previously [(ϪV) indicates that endogenous V has been removed, and NDV-V indicates that it has been reinserted] (49). The P, V, and W genes of Nipah virus were inserted into an XbaI site between the P and M genes of the NDV(-V) cDNA clone. Each gene was amplified by PCR with restriction enzyme site-tagged primers: P forward (5Ј-CGG CTA GCT TAG AAA AAA TAC GGG TAG AAC ACT AGT CCG CCA CCa tgg ata aat tgg aac tag tca ac), P reverse (5Ј-CGG CTA GCT CAA ATA TTA CCG TCA ATG ATG TC), V and W forward (5Ј-GCT CTA GAT TAG AAA AAA TAC GGG TAG AAT AGT CCG CCA CCa tgg ata aat tgg aac tag tca ac), V reverse (5Ј-GCT CTA GAT TAA CCG CAG TGG AAG CAT TC), and W reverse (5Ј-GCT CTA GAC TAG TTG GAC ATT CTC CGC ATT G). XbaI and NheI are in boldface; the NDV gene start and gene end are underlined; the P, V, and W genes are in lowercase; and one intergenic nucleotide T is shown in boldface italics. The plasmids pCAGGSNiV-P, -V, and -W containing mutations to remove the C open reading frame (ORF) were used as templates for PCR amplification (49, 57) . The PCR products and NDV(-V) vector were digested with XbaI or NheI. After purification by a PCR purification kit (Qiagen), the fragments and vector were ligated by a rapid ligation kit (Roche). All constructs were confirmed by sequencing. The rescue of recombinant NDV-NiV-P, NDV-NiV-V, and NDV-NiV-W viruses followed the procedures described previously (42, 49) .
All recombinant NDVs were grown in 10-day-old embryonated chicken eggs. Viruses were titrated on DF1 cells by plaque assay (25) and detected via immunostaining with an antinucleoprotein polyclonal antibody (Mount Sinai Hybridoma Facility). Virus infections of DF1 cells were performed in infection medium (Dulbecco's modified Eagle medium, 1% bovine serum albumin, 0.15% NaHCO 3 , 10% allantoic fluid from 10-day-old embryonated chicken eggs). Virus infections in Vero cells were performed in infection medium (Dulbecco's modified Eagle medium, 1% bovine serum albumin, 1% penicillin-streptomycin, 10% allantoic fluid from 10-day-old embryonated chicken eggs).
Isolation and culture of human DCs. Peripheral blood mononuclear cells were isolated by Ficoll density gradient centrifugation (Histopaque; Sigma Aldrich) from buffy coats of healthy human donors (New York Blood Center). CD14 ϩ cells were magnetically purified using anti-human CD14 magnetic beads on Midimacs LS columns (Miltenyi Biotec). After elution from the columns, CD14 ϩ cells were plated (1 ϫ 10 6 cells/ml) in DC medium (RPMI, 10% fetal bovine serum, 100 units/ml of penicillin, 100 g/ml streptomycin) supplemented with 500 U/ml human granulocyte-macrophage colony-stimulating factor (Peprotech) and 1,000 U/ml human interleukin-4 (IL-4; Peprotech) and incubated for 5 days at 37°C. DCs (1 ϫ 10 6 cells/ml) were infected at a multiplicity of infection (MOI) of 0.5 for 2, 4, 8, 12, and 16 h postinfection.
Western blot analysis. Infected dendritic cells were harvested at 8 h, washed in phosphate-buffered saline (PBS), and lysed in RIPA buffer (150 mM NaCl, 20 mM Tris, 2 mM EDTA, 1% NP-40, 0.25% deoxycholate, 1 mM NaF, and 1 mM Na 3 VO 4 supplemented with complete mini-EDTA-free protease inhibitors [Roche]). Protein was quantified by a Bio-Rad protein assay, and 30 g was resuspended in Laemmli buffer. Samples were denatured for 10 min at 100°C and resolved by SDS-PAGE. Gels were transferred to nitrocellulose and immunoblotted with a polyclonal rabbit anti-NDV raised against the NDV La Sota strain (gift of Peter Palese) and mouse anti-glyceraldehyde-3-phosphate dehydrogenase (GAPDH; Santa Cruz Biotechnology). Blots were stained with goat antirabbit IRDye 680 and goat anti-mouse IRDye 800CW (Li-Cor) and scanned on an Odyssey infrared imaging system (Li-Cor). The fluorescence of specific bands was quantified with Odyssey software (Li-Cor).
Flow cytometry. Cells were fixed with 1.5% paraformaldehyde (Electron Microscopy Sciences) after 12 h of infection and washed in PBS supplemented with 2% bovine serum albumin (Sigma-Aldrich). Infected cells were stained with a monoclonal antibody for HLA-ABC (BD Pharmingen) and assayed on an LSRII flow cytometer (Beckman Coulter). Analysis of flow cytometry data was performed with FlowJo software (Tree Star).
Capture ELISAs. Capture enzyme-linked immunosorbent assays (ELISAs) for alpha 2 IFN (IFN-␣2), tumor necrosis factor alpha (TNF-␣), IL-6, IL-8, monocyte chemoattractant protein 1 (MCP-1), chemokine ligand 4 (CCL4), IP10, and CCL5 (Millipore) were performed, following the manufacturer's protocol, as part of a multiplex assay. Plates were read in a Luminex plate reader, and data were analyzed using software from Applied Cytometry Systems. All samples were assayed in duplicate or triplicate. IFN-␤ ELISAs (PBL Interferon Source) were performed separately.
Quantitative real-time PCR. RNA from infected DCs was isolated and treated with DNase by using an Absolutely RNA reverse transcription-PCR (RT-PCR) microprep kit (Stratagene). Quantitative RT-PCR of the extracted RNAs was performed by using a previously published SYBR green protocol with an ABI 7900 HT thermal cycler by the Mount Sinai Quantitative PCR Shared Research Facility. Each transcript in each sample was assayed in triplicate, and the median cycle threshold was used to calculate the copy number on the basis of the methodology established by (66) using three housekeeping genes (actin, rps11, and tubulin) for normalization.
Model description and parameter estimation. The present model is an extension of our previous model of viral infection of DCs pretreated with IFN-␤ (52). It includes the same species and parameters and incorporates the same network of reactions, comprising the IFN-␤ positive-feedback loop and the negativefeedback loop associated with suppressors of cytokine signaling (SOCS) in the Jak/STAT pathway. It is extended through the introduction of the positivefeedback loop attached to TNF-␣ and the induction of chemokines CCL4 and CCL5. For simplicity, various model assumptions were made. A more complete description of the model assumptions is found in the supplemental material. For example, STAT1 and STAT2 were not differentiated and were modeled as one species, denoted STAT. Moreover, in order to avoid the introduction of reactions involving unmeasured quantities, such as the time courses of IFN-␤ transcription factors and the concomitant increase in the number of unknown reaction parameters, we represented the whole viral sensing network by two paths connected to the viral sensor. The first one is responsible for the induction of TNF-␣, CCL4, and STAT and participates with the second one in the induction of IFN-␤ and CCL5. The second one corresponds to interferon regulatory factor 7 (IRF7), which is singled out because its induction after Jak/STAT pathway activation plays a major role in IFN-␤ production (4) (see Fig. 5) .
Simplifications of the model signaling network are required due to our ignorance of the interplay between viral sensing and immune antagonism by NiV P and edited variants. We know that W protein exercises its antagonistic effects in the nucleus, whereas P and V protein do so in the cytoplasm. As to their action in the Jak/STAT pathway, we know that all three proteins prevent STAT phosphorylation and, consequently, the induction of interferon-responsive genes, such as IRF7 and antiviral genes. Inhibition of IRF7 in turn affects induction of IFN-␣/␤ (Fig. 5) . We therefore assume that P, V, and W interfere in the signaling network at different levels of the first pathway described above and do so in an independent manner. The path associated with IRF7 is not affected in this way (see Fig. 5 ). IRF7 is, however, interfered with by the actions of P, V, and W in the Jak/STAT pathway, where all three tend to sequester STAT in order to disrupt signaling, which requires STAT phosphorylation through the activated tyrosine kinase 2 (Tyk2)/Jak complex after ligand binding to the IFN-␣/␤ receptor (IFNAR) (see Fig. 5 ). In the Jak/STAT pathway, P, V, and W act additively, since they compete for the available STAT. Our model contains 14 species and a total of 49 parameters. The parameter values were estimated through an iterative nonlinear least-squares fitting to the experimental data. The starting parameter values of mRNA induction, degradation, and protein translation rate constants were set equal to the corresponding typical values (see the table in the supplemental material). For the remaining parameters, we set their starting values equal to physiologically reasonable numbers. The initial condition of our model corresponds to a state in which STAT is set equal to 0.1 M and the concentrations of the remaining modeled species are set equal to zero. The fitting procedure relied on an error function which was used as well to study parameter sensitivity. For the group of optimized parameters, we calculated confidence levels and determined their identifiability. For the simulation of the wild-type NiV infection in DCs, we use the V, P, and W editing frequencies reported in 293T cells (32) to parameterize the temporal kinetics of expression of these proteins in the DCs. Details of the parameter-fitting process can be found in the supplemental material.
RESULTS
Suppression of maturation in human dendritic cells. All four NiV P-gene products have previously been demonstrated to act as IFN antagonists in epithelial cell lines, where they suppress the antiviral response (16, 50, 53, 54, 56, 57) . We generated recombinant Newcastle disease viruses each expressing a different NiV immune antagonist to study the effects in the context of a strong immune activator (Fig. 1a) . Western blot analysis (Fig. 1b) Following infection of cultured DCs by NDV, a large increase in the amount of type I IFN mRNA is observed within 8 h (Fig. 3) . However, infection by recombinant NDVs expressing NiV proteins markedly attenuates this response. In addition to inhibition of IFN, NiV chimeras also suppress the production of mRNA encoding inflammatory chemokines, such as TNF-␣, CCL4, and CCL5, and of IFN-induced genes, such as MxA and ISG54 (data not shown). For all responses tested, the NiV W protein showed the strongest inhibitory effects, followed by NiV V. While strongly inhibiting virusinduced gene induction, NiV P was not as potent as V and W in suppressing immune responses. Concordant with the diminished transcriptional response to virus infection, multiplex ELISA revealed an attenuated secretion of virus-induced cytokines (Fig. 4) . The concordance of the protein and mRNA measurements appears to be greater for TNF-␣ and CCL5 than for IFN-␤ ( Fig. 3 and 4 ). These differences may arise from differences in the assay methodology utilized for IFN and the other cytokines as well as differences in the regulatory mechanisms controlling IFN expression at the RNA and protein levels.
Mathematical model of NiV infection of DCs.
In order to explore the effects of NiV immune antagonists on DCs during infection, we created a mathematical model of the responses of DCs to NiV infection that incorporates our experimental data, as well as results for the wild-type NiV available in the literature (Fig. 5) (32, 34) . The model reaction network comprises 14 ordinary differential equations (ODEs). The hypotheses underlying the development of the model and the equations used for simulation are presented in Materials and Methods and in the supplemental material. The model consists of a generic virus-sensing mechanism that stimulates interferon production and interferon signaling that induces other antiviral response genes. All the NiV antagonists interfere with both viral sensing and specific components of cytokine STAT signaling, as reported in the experimental literature (3, 12, 53, 56, 57) . Our data support the modeling assumption that P interferes with viral sensing.
The model, which has a minimal number of free parameters, aims to capture the essential characteristics of the experimental time course data for seven of the species that are measured experimentally: mRNA of IFN-␤ (IFN-␤ m ), mRNA of IFN-␣ (IFN-␣ m ), mRNA of TNF-␣ (TNF-␣ m ), IFN-␣ secreted into the extracellular environment (IFN-␣ env ), TNF-␣ secreted into the extracellular environment (TNF-␣ env ), mRNA of CCL4 (CCL4 m ), and mRNA of CCL5 (CCL5 m ). These cytokines and chemokines signal the state of activation of the DCs and serve as markers of the strength of the antiviral response and the effects of viral antagonism. The amount of IFN-␣ m, which depends on activated IRF7, itself induced in the Jak/STAT pathway, reflects the strength of that pathway (as does the amount of IFN-␤ at times after viral infection), whereas the induction of TNF-␣, CCL4, and CCL5 (as well as that of IFN-␤) is influenced by activation of the complex signaling network attached to viral sensors (Fig. 5) . The model consists of three spatial compartments: cytoplasm, nucleus, and extracellular space with membrane receptors for IFN-␣/␤ and TNF-␣. Contributions from other dendritic cells to extracellular amounts of IFN-␣/␤ env and TNF-␣ env are taken into account in the equations by the factor C (see equations S29 to S42 in the supplemental material), which denotes the concentration of virus-infected dendritic cells.
We initially simulated the effects of infection with the NDV chimeras that we studied experimentally. The results of simulation are shown by continuous lines in Fig. 6 , with the actual experimental measurements indicated in the same figure by symbol markers. The correspondence of the model simulations and the experimental measurement is high; thus, the model recapitulates the main qualitative impression of the experimental results. Namely, P causes a modest suppression of the immune response induced by NDV infection. In contrast, V causes a much greater suppression, and W leads to an essentially complete elimination of the antiviral response in DCs.
The recombinant virus experiments are limited to determination of the effects of single antagonists. During infection, wild-type NiV generates each of these proteins according to different time courses. The experimental data alone do not illuminate why NiV has evolved this complex pattern of immune-antagonist production. The goal of the modeling was to use the available data and the results of the present study to re-create the profile of responses that occur during infection by a wild-type virus and thereby to elucidate the overall immuneantagonist strategy used by NiV. Therefore, in order to gain insight into the immune response during actual NiV infection, we proceeded to simulate the effects of all three immune antagonists expressed in a temporal pattern derived from published experiments with wild-type virus (32, 34) . The experimental data on viral antagonist expression was obtained with To account for the additional time necessary for protein translation, simulations for wild-type NiV were delayed by 1 h. Relative levels of expression of NiV P, V, and W over time are shown in Fig. 7a . The demonstration that the measurements from the model simulations of the NDV recombinants closely resemble the experimental measurements of regulated genes (Fig. 6 ) provides some confidence in the accuracy of the simulations of gene induction with wild-type NiV infection in human DCs. The NDV-NiV W chimera causes almost complete suppression of gene responses ( Fig. 3 and 6) . Notably, the simulation of wild-type NiV infection in DCs shows a much greater induction of TNF-␣ and CCL4 mRNAs at early time points (Fig. 7b and c) . In contrast, the induction of IFN was effectively suppressed by the wild-type virus at early time points (data not shown). Later in the infection, the simulation shows that the wild-type NiV completely shuts down both inflammatory and antiviral cytokine production.
DISCUSSION
We show that the various immune antagonists produced by NiV have different effects on the immune response of human dendritic cells. All three immune antagonists suppress antiviral cytokines, but the W protein, in particular, is much more efficient at suppressing inflammatory cytokine production. In addition to the sequential suppression of cytokine production in response to NiV antagonist-expressing viruses, we observed the inhibition of other innate immune responses that may facilitate the pathogenicity of NiV in a manner consistent with the role that dendritic cells play in innate to adaptive immunity transitions. As antigen-presenting cells, directing the adaptive immune response is necessary for effective pathogen clearance from the body. However, the suppression of MHC-I upregulation suggests a potent deficiency in initiating the adaptive response. Suppression of antigen presentation by MHC-I is employed by multiple virus types to evade immune clearance, thereby promoting persistent infections (1, 2, 5, 6, 18, 51, 61) . The identification of viral antigen in the brains of NiV encephalitis patients postmortem indicates the spread of the virus past the presumed respiratory route of entry (13, 27) . DCs have also been known to provide privileged havens for viruses and have been indicated in the systemic spread of Ebola virus and Dengue virus (9, 21, 33, 38, 44) . Additionally, relapse and late-onset encephalitis from Nipah virus infections suggest viral persistence associated with longterm immune evasion (58) .
We developed a mathematical model of the major reaction networks involved in NDV-induced immune activation that reproduced gene expression profiles activated by NDV and NDV chimeras expressing NiV antagonists. One simplifying assumption of the model is that it does not include interaction effects among viral proteins. It is known that the nucleocapsid protein (N) interacts with the carboxyl terminus of NiV P as a part of the polymerase complex (11, 23) . While we are unaware of evidence for interactions between NiV N and V or W, it is possible that these occur. Our experimental system does not allow the assessment of the interaction of P/V/W with other NiV proteins, and the model does not include these types of interactions. By fitting the model with previously published profiles of NiV protein expression in wild-type infections, we predict a partial suppression of immune activation elicited at early time points of wild-type NiV infection. NiV P is the dominantly expressed protein during early times of infection. Over time, a greater proportion of the nongenomically encoded NiV V and W proteins are produced. The results of the model simulations show a high degree of correlation with experimental data and indicate that wild-type Nipah virus allows some dendritic cells to produce inflammatory cytokines.
The finding that wild-type Nipah virus is less efficient than a recombinant NDV expressing only the W protein at suppressing all aspects of the immune response in infected human cells is surprising. Our expectation was that the wildtype virus would combine the expression of the various immune antagonists to lead to maximal suppression of the cell response. However, the method of production of these immune antagonists by the wild-type virus does not lead to this result. In the NDV-NiV W recombinant, the protein is directly encoded and efficiently produced by transcription at the beginning of infection. In the wild-type virus, the antagonists are generated by RNA editing, and this leads to a delay in the production of high levels of W (32) . Although the simulation attempts to recapitulate the effects of wildtype Nipah virus infection in human DCs in vitro, it is interesting to consider the implications of these simulations on NiV infection in vivo. We speculate that the lack of immune antagonism at early times may contribute to NiV pathogenesis by increasing vascular permeability and virus dissemination (31, 41, 62) .
The present study demonstrates the importance of integrating experimental data and mathematical simulations to explore the biology of highly pathogenic viruses. Modeling allows all available experimental data to be utilized to provide insight into aspects of the behavior of the wild-type virus that may be difficult or impossible to measure experimentally. Models may also be valuable for testing and refining therapeutic approaches to infections with pathogenic viruses. 
