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Abstract
An asymptotic expansion valid for large positive values of s is constructed for the integral transform
F(s)=
∫ ∞
0
Kis(x)f(x)
dx
x
;
where Kis(x) denotes the modi-ed Bessel function of the third kind of purely imaginary order. The expansion
applies to functions f(x) that are analytic in the sector |arg(x)|6 =4 and that are exponentially damped and
oscillatory as x →∞ in this sector. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In previous papers [3,4] formulas were developed that determine the asymptotic behaviour of the
Kontorovich–Lebedev transform de-ned by the equation
F(s)=
∫ ∞
0
Kis(x)f(x)
dx
x
(1.1)
as s→ +∞, where Kis(x) denotes the Bessel function
Kis(x)=
∫ ∞
0
e−x cosh tcos(st) dt (1.2)
∗ Fax: +1-5196424718.
E-mail address: pmalone@julian.uwo.ca (D. Naylor).
0377-0427/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(01)00533-7
22 D. Naylor / Journal of Computational and Applied Mathematics 145 (2002) 21–30
and the function f(x) possesses the asymptotic expansion
f(x) ∼ ex cos 

∞∑
n=0
anx1−n−c (1.3)
as x →∞ where 0¡c6 1.
Function (1.1) arises in wave propagation problems when a transform is devised to eliminate
the r-dependence appearing in the space forms of the wave equation when the latter is expressed
in cylindrical or spherical polar coordinates. It is also of use in the solution of certain integral
equations that arise in such problems. Naylor [5,6] describe two such applications of this transform.
The results obtained in [3] give the asymptotic form of F(s) when the quantity 
 appearing in (1.3)
is allowed to take complex values such that 0¡Re(cos 
)¡ 1 so that f(x) is divergent at in-nity,
whereas the analysis in [4] was restricted to real values of 
 such that =2¡
¡ so that f(x)
was exponentially damped at in-nity, but could not be oscillatory there.
The procedure adopted in [4] enabled the asymptotic form of the transform of an exponentially
damped function f(x) to be obtained from that of an exponentially divergent one, however the
method was con-ned to functions that were analytic in the half-plane Re(x)¿ 0 and that tended to
zero as x →∞ in this half-plane. In this paper, an alternative procedure is followed which requires
the function to be analytic and to tend to zero as x → ∞ only in the sector |arg x|6 =4 and this
permits the function to be oscillatory as well as damped at in-nity. The formulas obtained here will
again be deduced from those derived in [3] for the transforms of exponentially divergent functions.
These latter formulas may be stated as follows: Let D denote the domain Re(x)¿ 0; |x|¿ ¿ 0.
Let f(x) be analytic in D, be 0(x1) as x → 0 where 1 ¿ 0, and satisfy (1.3) as x →∞ in D where
0¡Re(cos 
)¡ 1. Then the transform F(s) de-ned by (1.1) possesses the following asymptotic
expansions as s→ +∞:
(i) If 
 is real and 0¡
¡=2 then
F(s) ∼ 21=23=2e−s
∞∑
n=0
an(sin 
)n+c−1=2P
(1=2)−n−c
is−1=2 (−cos 
): (1.4)
(ii) If 
 is complex, and Im 
¿ 0, then
F(s) ∼ 21=23=2e−s
∞∑
n=0
an(e−i=2 sin 
)n+c−1=2P
(1=2)−n−c
is−1=2 (−cos 
): (1.5)
(iii) If 
 is complex and Im 
¡ 0 then
F(s) ∼ 21=23=2e−s
∞∑
n=0
an(ei=2 sin 
)n+c−1=2P
(1=2)−n−c
is−1=2 (−cos 
): (1.6)
The following theorem will be established.
Theorem. Let g(x) be analytic in the sector S: |arg x|6 =4; |x|¿ ¿ 0; g(x)= 0(x) as x → 0
where ¿ 0 and
g(x) ∼ e−x sin(1=2)

∞∑
n=0
cnx1−n−c (1.7)
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as x →∞ in S where 0¡Re(cos 
)¡ 1, 0¡Re 
¡=2, 0¡c6 1, which implies that |arg(sin 12 
)|
¡=4, then the transform G(s) de2ned by the equation
G(s)=
∫ ∞
0
Kis(x)g(x)
dx
x
(1.8)
possesses the following asymptotic expansions as s→ +∞.
(i) If 
 is real and 0¡
¡=2 then
G(s) ∼ 21=23=2e−s
∞∑
n=0
cn(cos 12
)
n+c−1=2P(1=2)−n−cis−1=2 (sin
1
2
): (1.9)
(ii) If 
 is complex, and Im 
¿ 0, then
G(s) ∼ 21=23=2e−s
∞∑
n=0
cn(e−i=2 cos 12
)
n+c−1=2P(1=2)−n−cis−1=2 (sin
1
2
): (1.10)
(iii) If 
 is complex and Im 
¡ 0 then
G(s) ∼ 21=23=2e−s
∞∑
n=0
cn(e+i=2cos 12
)
n+c−1=2P(1=2)−n−cis−1=2 (sin
1
2
): (1.11)
2. The function g(x)
The method to be followed in this paper is based on the use of the equation
g(x)= x
∫ ∞
0
e−t−x
2=(8t)f(t)t−3=2 dt: (2.1)
It will be shown that if f(t) satis-es a relation like (1.3) where 0¡Re(cos 
)¡ 1, 0¡Re(
)¡=2,
then g(x) will satisfy (1.7) where the constants cn are given by (3.7). Furthermore it will be proved
that the transforms F(s); G(s) of f(x); g(x) are connected by means of the simple equation
G(s)= (=2)1=2F(s=2) sech(s=2): (2.2)
By inserting the asymptotic series for the function F(s=2), obtained from Eqs. (1.4), (1.5) or (1.6)
whichever is appropriate, the desired asymptotic expansion for G(s) may be obtained. Before es-
tablishing these results it is noted that certain conditions must be met for a given function g(x) to
be expressible in the form of the integral appearing in (2.1). For if we write x=y1=2, where the
principal value of the square root is taken, and h(y)= g(x)=x, then
h(y)=
∫ ∞
0
e−t−y=(8t)f(t)t−3=2 dt:
This equation represents h(y) as a Laplace transform. If we write y=y1 + iy2 then, by Doetsch [1,
p. 187], such a representation is permissible if h(y) is analytic in the half-plane y1 ¿ 0, tends to
zero as |y| → ∞ in this half plane and if∫ ∞
−∞
|h(y1 + iy2)| dy2 ¡∞
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for every y1 ¿ 0. When expressed in terms of the original variable x= x1 + ix2 the above conditions
are seen to be satis-ed if g(x) is analytic in the domain S and if g(x)= 0(e−x) as x → ∞
in this domain where |arg |¡=4 for if we write x= rei , = 1 + i2 = ei then |exp(−x)|=
exp[−r cos( +)] and this tends to zero as r →∞ for all values of  such that −=4¡ ¡=4.
The condition of integrability on x−1=2g(x1=2) is also satis-ed, since for |x2| → ∞ and x1 -xed and
positive, |exp(−x1=2)| ∼ exp [− (1 − 2)|x2|1=22−1=2] which is integrable since |2|¡1.
To make use of the results obtained in [3] the function f(x) appearing in (2.1) is supposed to
satisfy the conditions already stated in the previous section of this paper. To obtain (2.2) appeal is
made to the formula, [2, p. 92],
Kis=2(x)= (2=x)1=2e−xcosh(s=2)
∫ ∞
0
e−t
2=8xKis(t) dt: (2.3)
If this equation is multiplied by x−1f(x) and integrated for x¿ 0 it is found, on bearing in mind
de-nition (1.1), that
F(s=2)= (2=)1=2 cosh(s=2)
∫ ∞
0
e−xf(x)x−3=2 dx
∫ ∞
0
e−t
2=8xKis(t) dt: (2.4)
On changing the order of integration in the repeated integral on the right-hand side of this equation
and bearing in mind Eqs. (1.8), (2.1) it is seen that (2.4) is equivalent to (2.2). To justify the
change in the order of integration we -rst note from (1.2) that if s is real
|Kis(x)|6
∫ ∞
0
e−x cosh t dt=K0(x):
It follows on using this inequality that the modulus of the repeated integral on the right-hand side
of (2.4) does not exceed the quantity∫ ∞
0
e−x|f(x)|x−3=2 dx
∫ ∞
0
e−t
2=8xK0(t) dt=(=2)1=2
∫ ∞
0
|f(x)|K0(x) dxx (2.5)
by virtue of (2.3) with s set equal to zero therein. Since K0(x)= 0(x−1=2e−x) for x → +∞ and
K0(x)= 0(log x) for x → 0+ it follows that expression (2.5) is -nite for functions f(x) satisfying
the assumed conditions at the origin and at in-nity so that the repeated integral in question is
absolutely convergent and this establishes the validity of (2.2).
3. The asymptotic expansion
In this section the relationship between the asymptotic expansions of the functions f(x) and g(x)
is determined. It will be proved that if f(x) satis-es (1.3) then g(x) satis-es (1.7). For this purpose
the asymptotic expansion of the integral in (2.1) needs to be constructed. By virtue of the assumed
asymptotic property of expansion (1.3) we may set
f(t)= et cos 

[
N−1∑
n=0
ant1−n−c + fN (t)
]
; (3.1)
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where fN (t)= 0(t1−N−c) as t →∞. Upon inserting (3.1) into (2.1) it is found that
g(x)= x
N−1∑
n=0
an
∫ ∞
0
e−t(1−cos 
)−x
2=8t t−n−c−1=2 dt + RN (x); (3.2)
where
RN (x)= x
∫ ∞
0
e−t(1−cos 
)−x
2=8tfN (t)t−3=2 dt: (3.3)
The integral present on the right-hand side of (3.2) may be expressed in terms of a modi-ed Bessel
function by appealing to the formula, [2, p. 85],
2(a=b)u=2Ku[2(ab)1=2]=
∫ ∞
0
e−at−b=t t−u−1 dt (3.4)
which holds whenever Re(a) and Re(b) are positive. With the aid of this result, Eq. (3.2) can be
written as the equation
g(x)= 2x
N−1∑
n=0
an(4x−1sin 12
)
n+c−1=2Kn+c−1=2(x sin 12
) + RN (x): (3.5)
It is shown in the appendix to this paper by means of the saddle point method that RN (x)=
0(x1−N−ce−x sin
1
2 
) for x → ∞. To reduce the expansion (3.5) to the form appearing in (1.7) it
is only necessary to substitute the following formula given in [2, p. 139] for the Bessel function of
large argument
Ku(x)= (=2)1=2e−x
[
N−1∑
m=0
2−m$(u+ m+ 1=2)x−m−1=2
m!$(u− m+ 1=2) + TN (x)
]
;
where TN (x)= 0(x−N−1=2) for x → ∞. With the aid of this formula, Eq. (3.5) reduces after some
rearrangement to the equation
g(x)= e−x sin
1
2 


N−1∑
p=0
cpx1−p−c + 0(x1−N−c)

 ; (3.6)
where
cp =(2)1=2$(p+ c)22p+2c−1
p∑
m=0
2−3m(sin 12
)
p−2m+c−1
m!$(p− 2m+ c) ap−m: (3.7)
This system of equations may be inverted to express the coeJcients ap in terms of the coeJcients
cp to yield the formula
ap = 14(2=)
1=2(4 sin 12
)
1−p−c
p∑
m=0
$(p+ m+ c − 1)(−2 sin 12
)−m
m!$(p− m+ c − 1) cp−m: (3.8)
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The asymptotic behaviour of the function G(s) may be obtained with the aid of Eq. (2.2) in which
the function F(s) is given by formula (1.4), (1.5) or (1.6) as the case may be. Thus if Im 
¿ 0 it
is found on using (1.5) together with the relation sech(s=2) ∼ 2 exp(− 12s) that
G(s) ∼ 22e−s
∞∑
n=0
an(e−i=2sin 
)n+c−1=2P
(1=2)−n−c
(1=2)is−1=2(−cos 
) (3.9)
as s → +∞. This formula gives the asymptotic expansion of the transform of the function g(x)
which behaves as x → ∞ in accordance with formula (3.6), the coeJcients an present in (3.9)
being given in terms of the coeJcients cn appearing in (3.6) by means of (3.8).
It remains to prove that Eq. (3.9) is equivalent to Eq. (1.10) of the theorem. With this aim in
view we introduce the partial sums SN of the series occurring in (1.10), as de-ned by the equation
SN =21=23=2e−s
N∑
n=0
cn(e−i=2 cos 12
)
n+c−1=2P(1=2)−n−cis−1=2 (sin
1
2
): (3.10)
If we take (p − m) as new index of summation in (3.7) and insert the resulting expression for cp
into (3.10) it is found after some rearrangement that
SN = 2e−s
N∑
m=0
am23m+2c(sin 12
)
2m+c−1SN;m; (3.11)
where
SN;m =
N∑
n=m
(e−i=2 cos 12
)
n+c−1=2(2 sin 12
)
−n$(n+ c)
(n− m)!$(2m− n+ c) P
(1=2)−n−c
is−1=2 (sin
1
2
): (3.12)
At this point use is made of the following expression given in the appendix for the Legendre function:
(2)1=2$(n+ c)(e−=2 cos 12
)
n+c−1=2P(1=2)−n−cis−1=2 (sin
1
2
)
= es(−
)=2
∫ −
1
0
e−st[sin(t + 12
)− sin 12
]n+c−1 dt + 0[e−s(−
)=2] (3.13)
for s → +∞ where 
= 
1 + i
2; 0¡
1 ¡=2 and 
2 ¿ 0. On substituting this expression into
(3.12) and reversing the order of summation and integration we obtain the equation
SN;m =(2)−1=2es(−
)=2
∫ −
1
0
e−st[sin(t + 12
)− sin 12
]c−1Vm(t) dt + 0[e−s(−
)=2]; (3.14)
where
Vm(t)=
N∑
n=m
(2 sin 12
)
−n[sin(t + 12
)− sin 12
]n
(n− m)!$(2m− n+ c) : (3.15)
For the present purpose the domain of integration appearing in the integral in (3.14) will be decom-
posed into the parts (0; 
1) and (
1;  − 
1). The contribution of the second such part to the value
of the integral is 0(e−s
1) as s→ +∞ so that
SN;m =(2)−1=2es(−
)=2
∫ 
1
0
e−st[sin(t + 12
)− sin 12
]c−1Vm(t) dt + 0[es(−3
)=2]: (3.16)
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The sum on the right-hand side of (3.15) is part of a binomial expansion and may be expressed in
an alternative form by setting w= [sin(t + 12
)− sin 12
]=2 sin 12
 in the formula
(1 + w)m+c−1 =$(m+ c)
N∑
n=0
wn
n!$(m− n+ c) + UN ;
where |UN |6BN |w|N+1 and BN is a constant. It can be shown that
|w2|= [cosh
2(12
2)− sin2 12 (t + 
1)] sin2( 12 t)
cosh2(12
2)− cos2( 12
1)
:
The numerator of this expression does not exceed sin2( 12 t) cosh
2(12
2) and this does not exceed
sin2( 12
1) cosh
2(12
2) for values of t in the interval (0; 
1). It follows at once that |w|¡ 1 for all
such values of t. On taking (n− m) as new index of summation in (3.15) it follows that
$(m+ c)Vm(t)=wm[{sin(t + 12
) + sin(12
)}=2 sin (12
)]m+c−1 − wmUN−m(t);
where |UN−m(t)|6BN−m|w|N−m+1. On inserting this expression into (3.16) there results the equation
$(m+ c)SN;m = (2)−1=2es(−
)=2(2 sin 12
)
1−c−2m
∫ 
1
0
e−st[sin2(t + 12
)− sin2( 12
)]m+c−1 dt
− IN;m + 0[es(−3
)=2]; (3.17)
where
|IN;m|¡kN;mes(−
)=2
∫ 
1
0
e−st|sin(t + 12
)− sin 12
|N+c dt
and kN;m is a constant. It follows after a simple application of Watson’s lemma that IN;m =
0[s−N−c−1es(−
)=2] as s → ∞. The integral present in (3.17) may be expressed in terms of the
Legendre function P(1=2)−m−c(1=2)is−1=2(−cos 
) by appealing to formula (A.2) of the appendix, in which s is
replace by s=2 and on inserting the resulting expression for SN;m into (3.11) it is found that
SN =22e−s
N∑
m=0
am(e−i=2 sin 
)m+c−1=2P
(1=2)−m−c
(1=2)is−1=2(−cos 
) + 0(e−3
s=2)
for s → +∞. It follows from this equation and (3.10) that the asymptotic expansions (1.10) and
(3.9) are equivalent.
Appendix A.
In this appendix it will be shown -rst that the quantity RN (x) de-ned by (3.3) is 0[x1−N−c ×
exp(−x sin 12
)] as x → ∞ in the sector |arg x|¡=4. We write x= rei ; sin 12
= ei where we
may suppose 06  ¡=4 and 06 ||¡=4 and choose T so that 12T =(cos  )1=2. Since the
function fN (t) is analytic for |arg t|¡=4; |t|¿ ¿ 0, the path of integration in (3.3) may be
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taken to consist of the segment (0; ) of the real axis, the arc t= ei- for which 06-6  , the
straight line from t= ei to t= xT = rTei and the curve which starts at xT and which is asymptotic
to the positive real axis at in-nity. We denote by A1; A2; A3; A4, respectively, the contributions of
the four parts of the path of integration to the value of the integral appearing in (3.3). Since by
(3.1), fN (t)= 0(t2−N−c) for small values of t then
|A1|6 k
∫ 
0
e−(r
2=8t) cos 2 t(1=2)−N−c dt;
where k is a constant. It follows on taking v= t−1 − −1 as variable of integration and applying
Watsons lemma that
A1 = 0[exp(− 18r2−1 cos 2 )]
as r → ∞. A similar bound holds for A2 since on the arc t= ei- it follows that |exp(−x2=8t)|=
exp(− 18r2−1 cos(2 −-))6 exp(− 18r2−1 cos 2 ) for 06-6  . To obtain a bound on A3 we set
t= 0ei where 0 varies between  and Tr then −Re(1−cos 
)t=−202 cos( +2)6 2026 2Tr 2
so that
|A3|6 ke2Tr 2
∫ Tr

e−(r
2=80) cos  01=2−N−c d0:
On taking v= 0−1 − (Tr)−1 as new variable of integration it follows since 12T =(cos  )1=2 that
A3 = 0[exp(2Tr 2 − (r=8T ) cos  )]= 0[exp(−4r(cos  )1=2=3)] and since cos  ¿ 2−1=2 this is expo-
nentially less that |exp(−x sin 12
)|=exp(−r cos( + )). The quantity A4 is given by the integral
A4 =
∫ ∞
Tx
e−t(1−cos 
)−x
2=8tfN (t)t−3=2 dt;
where fN (t)= 0(t1−N−c) for t →∞. If we let t= xu then
A4 = x−1=2
∫ ∞
T
e−x[u(1−cos 
)+1=8u]fN (ux)u−3=2 du;
where the path is now asymptotic at in-nity to the line arg u=− . A bound on A4 may be obtained
by deforming the path into a path C passing through the saddle point u=(4 sin 12
)
−1, it being
ensured that the quantity P(x; u)=Re x[u(1−cos 
)+(8u)−1− sin 12
] is strictly positive at all points
of C except at the saddle point itself. To investigate this requirement we set u=Rei2 then it is found
that
P(x; u)= 2r2R−1(R− R1)(R− R2) cos(2+  + 2);
where
4R1 = cos( +  ) tan
[
4
+  + (2+  )=2
]
− sin( +  );
4R2 = cos( +  ) cot
[
4
+  + (2+  )=2
]
+ sin( +  ):
The form and orientation of the curves C1 :R=R1(2) and C2 :R=R2(2) depend on the values of
;  . For −(=2) +  ¡2¡ (=2) − 2 −  , R1(2) is an increasing function of 2. The curve C1
emanates from the origin in the direction 2= − (=2) +  , crosses the positive real axis and is
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asymptotic at in-nity in the direction 2=(=2) − 2 −  . Similarly R2(2) is a decreasing func-
tion of 2 in the sector −(=2) − 2 −  ¡2¡ (=2) +  and C2 emanates from the origin in
the direction 2=(=2) +  , crosses the positive real axis and recedes to in-nity in the direction
2=− (=2)−2− . C1 and C2 meet only at the origin and at the saddle point. The parts of C1, C2
between these two points together form a closed curve C0. For the parameters considered P¿ 0 in
those parts of the u-plane for which either (i) R¡R1 and R¡R2, which corresponds to the interior
of C0, or (ii) R¿R1 and R¿R2 which corresponds to the domain extending to in-nity in the
sector −(=2)−  − 2¡2¡ (=2)−  − 2 and bounded on the left hand side by the parts of C1
and C2 that start at the saddle point and extend to in-nity. It can be veri-ed that the starting point
u=T of the path of integration for A4 is located inside C0 so that the path can be chosen to pass
through the saddle point and recede to in-nity as before in the direction arg u=− . Following Olver
[7, p. 127], the dominant contribution to the value of A4 arises from the part of C in the neighbour-
hood of the saddle point and on taking absolute values and using the bound fN (ux)= 0[(ux)1−N−c] it
is easily veri-ed that A4 = 0[x−N−c exp(−x sin 12
)] so that RN =0[x1−N−c exp(−x sin 12
)] as x →∞
as required.
It remains to obtain formula (3.13) for the Legendre function of complex argument. This may be
deduced from the following formula derived in [3]:
(2)1=2$(n+ c)(e−i=2 sin 2)n+c−1=2P(1=2)−n−cis−1=2 (cos 2)
= es2
∫ 221
0
e−st[cos(2− t)− cos 2]n+c−1 dt + 0(e−s2) (A.1)
for s→ +∞; 2= 21 + i22; 0¡21 ¡; 22 ¡ 0. On setting 2=(− 
)=2 in (A.1) we obtain (3.13).
Alternatively on setting 2= − 
 we -nd after simple transformations the equation
(2)1=2$(n+ c)(e−i=2 sin 
)n+c−1=2P(1=2)−n−cis−1=2 (−cos 
)
= 2n+ces(−
)
∫ −
1
0
e−2st[sin2(t + 12
)− sin2( 12
)]n+c−1 dt + 0(e−s(−
))
for s→ +∞ where 
= 
1 + i
2 and 
2 ¿ 0. If the domain of integration present in this formula be
decomposed as before into the parts (0; 
1) and (
1; − 
1) it follows that
(2)1=2$(n+ c)(e−i=2 sin 
)n+c−1=2P(1=2)−n−cis−1=2 (−cos 
)
= 2n+ces(−
)
∫ 
1
0
e−2st[sin2(t + 12
)− sin2( 12
)]n+c−1 dt + 0(es(−3
)) (A.2)
for s→ +∞; 0¡
1 ¡=2; 
2 ¿ 0.
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