Abstract. We present a sharp extension of a result of Bourgain on finding configurations of k + 1 points in general position in measurable subset of R d of positive upper density whenever d ≥ k + 1 to all proper k-degenerate distance graphs.
1. Introduction 1.1. Background. A result of Katznelson and Weiss [4] states that if A ⊆ R 2 has positive upper Banach density, then its distance set {|x − x ′ | : x, x ′ ∈ A} contains all large numbers. Recall that the upper Banach density of a measurable set A ⊆ R d is defined by Note that the distance set any set of positive Lebesgue measure in R d automatically contains all sufficiently small numbers (by the Lebesgue density theorem) and that it is easy to construct a set of positive upper density which does not contain a fixed distance by placing small balls centered on an appropriate square grid.
This result was later reproved using Fourier analytic techniques by Bourgain in [2] where he established the following more general result for finite point configurations in general position.
Theorem 1 (Bourgain [2] ). Let ∆ k ⊆ R d be a fixed collection of (k + 1) points in general position.
If A ⊆ R d has positive upper Banach density and d ≥ k + 1, then there exists a threshold λ 0 = λ 0 (A, ∆ k ) such that A contains an isometric copy of λ · ∆ k for all λ ≥ λ 0 .
Recall that a point configuration ∆ ′ k is said to be an isometric copy of λ · ∆ k if there exists a bijection φ : ∆ k → ∆ ′ k such that |φ(v) − φ(w)| = λ |v − w| for all v, w ∈ ∆ k . These results may be viewed as initial results in geometric Ramsey theory where, roughly speaking, one shows that "large" but otherwise arbitrary sets necessarily contain certain geometric configurations. Recently there has been a number of results in this direction in various contexts, see [3] , [1] , and [5] . One of the aims of this article is to present a common extension for measurable subsets of Euclidean spaces of positive upper density. At the same time we present a new approach, based on a simple notion of uniform distribution attached to an appropriate scale. For another instance of this new approach see [6] where configurations of points that form the vertices of a rigid geometric square, and more generally the direct product of any two finite point configurations in general position, are addressed.
Distance Graphs and Main Result.
A distance graph Γ = Γ(V, E) is a connected finite graph with vertex set V contained in R d for some d ≥ 1. We say that Γ is k-degenerate if each of its subgraphs contain a vertex with degree at most k and refer to the smallest k such that it is k-degenerate as the degeneracy of Γ. It is easy to see that if a given graph is k-degenerate, then there exists an ordering of its vertex set V = {v 0 , v 1 , . . . , v n } in such a way that |V j | ≤ k for all 1 ≤ j ≤ n, where denotes the set of predecessors of the vertex v j . In this article we shall always assume that the vertices of any given k-degenerate graph have been ordered as such. Finally, we shall refer to a distance graph as proper if for every 1 ≤ j ≤ n, the set of vertices v j ∪ V j , namely v j together with its predecessors, are in general position.
Given a distance graph Γ = Γ(V, E) and λ > 0 we will say that Γ
The main result of this article is the following Theorem 2. Let Γ = Γ(V, E) be a proper k-degenerate distance graph and d ≥ k + 1.
d with |A| > 0, then A will contain an isometric copy of λ · Γ for all λ in some interval of length at least exp(−C Γ |A| −C|V | ).
Note that in both parts of Theorem 2 the dimension d is restricted only by the "level of degeneracy" of the given distance graph and not on the number of its vertices which could in fact be arbitrarily large. It is important to further observe that the length of the interval of dilations guaranteed by Part (ii) of Theorem 2 depends only on the measure of A and not on the set A itself.
Intuitively one should visualize a distance graph with edges made of rigid rods which can freely turn around the vertices, and an isometric embedding of a distance graph into a set A ⊆ R d as a folding of the graph so that all of its vertices are supported on A.
As mentioned above various special cases of our main result have been established, albeit in different contexts. Indeed, in [3] the embedding of large copies of trees (1-degenerate distance graphs) was shown for dense subsets of the integer lattice. In [1] it was shown that measurable subsets A ⊆ [0, 1] d of Hausdorff dimension larger than d+1 2 contain an isometric copy of λ · Γ for all λ in some interval, in the special case when Γ is a finite path. Very recently, parallel to our work, embedding of bounded degree distance graphs was addressed for subsets of vector spaces over finite fields [5] .
Examples of Distance Graphs
1. A non-empty connected graph is 1-degenerate if and only if it is a tree (contains no cycles). Any tree with vertices in R d with d ≥ 1 is isometric to a proper 1-degenerate distance graph in R 2 .
2. Cycles with vertices in R d with d ≥ 1 form 2-degenerate distance graphs, but these are not necessarily isometric to a proper 2-degenerate distance graph in R d for any d ≥ 1. Indeed, if V = {0, 1, 2} ⊆ R and E = {(0, 1), (1, 2), (0, 2)}, then this defines just such a distance graph.
, then this "2-dimensional grid" forms a proper 2-degenerate distance graph in R 2 . In general, one can construct a proper 2-degenerate distance graph in R 3 as follows: Start with any proper cycle with vertices in R 3 , such as a proper triangle (three vertices in general position) or four vertices forming a "non-rigid" square (no diagonal edges), and at every step attach another proper cycle (or tree) to any of the edges (or vertices) of the graph constructed at the previous step. 
More generally, one can construct a proper k-degenerate distance graph in R k+1 as follows: Start with any known proper k-degenerate distance graph with vertices in R k+1 and at every step attach another proper ℓ-degenerate distance graph with ℓ ≤ k to any of the faces, edges, or vertices of the graph constructed at the previous step.
Remark on the Sharpness of the dimension condition in Theorem 2
Let e 1 , . . . , e k be the standard basis vectors of R k and ∆ + and ∆ − denote the complete graphs with vertices {0, e 1 , e 2 , . . . , e k } and {0, −e 1 , e 2 , . . . , e k } respectively. It is clear that Γ = ∆ + ∪ ∆ − then defines a proper k-degenerate distance graph with the property that any isometric copy of λ · Γ in R k must contain three collinear points, i.e. a copy of {−λe 1 , 0, λe 1 } obtained by a translation and a rotation. It was shown in [2] that there are sets of positive upper density A ⊆ R k , for any k, which do not contain such configurations for all large λ. This example shows the sharpness of the dimension condition d ≥ k + 1 in Theorem 2.
A Counting Function and Generalized von-Neumann inequality
As our arguments are analytic, we need to define a measure on the configuration space of all isometric copies of Γ. For each
The configuration space of all isometric copies of Γ, with the vertex v 0 remaining fixed at 0, namely
is clearly a real subvariety. Since Γ is proper, there exists a points (x 0 , x 1 , . . . , x n ) ∈ S Γ such that for all 1 ≤ j ≤ n, the sets X j := x j ∪ X j where X j := {x i : v i ∈ V j } are in general position and each of the spheres
It is easy to see that the radius r j of S j is positive and equals the distance from x j to the affine subspace span X j . If X j = {x i1 , . . . , x i ℓ }, then the fact that X j = {x i1 , . . . , x i ℓ , x j } is in general position ensures that the volume of the ℓ-dimensional fundamental parallelepiped determined by the vectors {x j −x i1 , . . . , x j −x i ℓ } is non-zero. Since this volume is equal to the square root of the determinant of the inner product matrix
it follows that
and hence that r j in fact depends continuously on X j .
An important consequence of the discussion above that there exists a constant r Γ > 0 and compactly supported functions η j ∈ C ∞ (R d ) with 0 ≤ η j ≤ 1 such that for all (x 0 , x 1 , . . . , x n ) ∈ S Γ with x j ∈ supp η j , the corresponding spheres S j will all have radius r j ≥ r Γ . Definition 2.1 (Localized Counting Function). For any 0 < λ ≪ 1 and functions
where dµ j (x j ) = η j (x j ) dσ j (x j ) and σ j denotes the normalized surface measure on S j .
Note that if
. . , x + λx n } with (0, x 1 , . . . , x n ) ∈ S Γ and hence an isometric copy of λ · Γ.
The key to showing that T Γ (1 A , 1 A , . . . , 1 A )(λ) is positive for certain sets A is to estimate (6) in terms of a suitable uniformity norm localized to a scale L (related to λ).
where
Evidently the U 1 (L)-norm is measuring the mean-square uniform distribution of A on scale L. The engine that drives our approach to Theorem 2 is the following Proposition 1 (Generalized von-Neumann). Let 0 < ε, λ ≪ 1. For any L ≤ ε 6 λ, 0 ≤ m ≤ n and functions
we have that
Here 1 stands for the indicator function of the unit cube [0, 1] d and O Γ (ε) means a quantity bounded by C Γ ε with a constant C Γ depending only on Γ. We will also use the notation f ≪ Γ g to indicate that |f | ≤ c Γ g with a constant c Γ > 0 sufficiently small for our purposes.
The above proposition immediately implies the following result for uniformly distributed sets from which we will deduce both parts of Theorem 2 in Section 3 below.
Let α ∈ (0, 1) and
Proof. The result follows immediately from Proposition 1 since
We conclude this section with the proof of Proposition 1.
Proof of Proposition 1. Fix 0 ≤ m ≤ n. We have
if 0 ≤ m ≤ n − 1 and c n+1 = 1. It follows from an application of Cauchy-Schwarz and Plancherel that
In light of the trivial uniform bound 0 ≤ I m (ξ) ≤ 1 and the fact that
it suffices to establish that
Since 0 ≤ ϕ(ξ) 2 ≤ 1 for all ξ ∈ R d and ϕ(0) = 1 it follows that 0 ≤ 1 − ϕ(Lξ) 2 ≤ min{1, 4πL|ξ|}. The uniform bound (11) thus reduces to establishing the decay estimate
since this would in turn imply that
To establish (12) we will use the fact that in addition to being trivially bounded by 1, the Fourier transform of c m+1 µ m also decays for large ξ in certain directions, specifically
uniformly over all x 1 , . . . , x m−1 with x j ∈ supp η j . This estimate is an easy consequence of the well-known asymptotic behavior of the Fourier transform of the measure on the unit sphere
induced by Lebesgue measure, see for example [7] .
Using the fact that the measure dσ m−1 (x m−1 ) · · · dσ 1 (x 1 ) is clearly invariant under the rotations
for any U ∈ SO(d), together with (13) and the fact that 0 ≤ η j ≤ 1 for 1 ≤ j ≤ m, then gives
where σ denote normalized measure on the unit sphere S d−1 in R d induced by Lebesgue measure. Estimate (12) then follows from the easy observation that the inner integral above satisfies the uniform estimate (14)
Proof of Theorem 2
We will deduce Theorem 2 from Corollary 1 by localizing to cubes on which our set in suitably uniformly distributed. In the case of Part (i) this is achieved as a direct consequence of the definition of upper Banach density, while for Part (ii) this is achieved via an energy increment argument. The following two facts follow immediately from the definition of upper Banach density, see (1):
(ii) There exist arbitrarily large N ∈ R such that
Combining (i) and (ii) above we see that for any λ ≥ λ 0 := ε −6 M 0 , there exist N ≥ ε −6 λ and
d is measurable with |A| > 0 and the property that
and hence that
The result thus follows from Corollary 1 above provided ε ≪ δ * (A) n+1 .
Proof of Part (ii) of Theorem 2. Lemma 1 (Localization Principle
of the cubes Q in G j the set A will be uniform distributed on the smaller scale L j+1 inside Q in the sense that
Before proving Lemma 1 we first show that it, together with Corollary 1 (after rescaling), is sufficient to establish Part (ii) of Theorem 2. Let ε ≪ Γ α n+1 and {Q i } denote the cubes of sidelength L j in the partition G j of [0, 1] d that we obtain from Lemma 1. If we then let A i = A ∩ Q i and set α i = |A ∩ Q i |/|Q i | it follows from Corollary 1 (after rescaling) and Hölder's inequality that for any λ ∈ (ε −6 L j+1 , εL j ) we have
Proof of Lemma 1. Let {Q i } denote the cubes of sidelength L j in the partition G j of [0, 1] d and
It follows that there must exist a x 0 ∈ [0, 1] d for which the shifted grid x 0 + G j+1 satisfies
from which one can easily conclude that the (unshifted) refined grid G j+2 satisfies
. By orthogonality, it follows immediately from (17) and the definition of g j that
and hence that there must exist 1 ≤ j ≤ Cε −2 such that g j U 1 (Lj+1) ≤ ε from which it follows that
A Second Proof of Theorem 2
We conclude by presenting a second proof of Theorem 2 which is closer in spirit to Bourgain's original proof of Theorem 1. We include this in order to highlight the simplicity and directness of our approach to Part (i) of Theorem 2 above, but also to emphasize that our approach to Part (ii) of Theorem 2 is in essence a physical space reinterpretation of Bourgain original approach. d has positive measure but does not contain an isometric copy of λ · Γ for all λ in a given interval, then this "non-random" behavior is detected by the Fourier transform of the characteristic function of A and results in "structural information", specifically a concentration of its L 2 -mass on appropriate annuli.
, and A does not contain an isometric copy of λ · Γ for some λ in [a, b], then
with the implied constant above independent of a, b, and ε.
Proof that Proposition 2 implies Theorem 2. We shall first establish Part (ii) of Theorem 2, so we start by letting
j=1 denote a sequence of intervals with
and b 1 ≪ ε 4 with the property that for each 1 ≤ j ≤ J(ε) there exists a λ ∈ I j such that
for all x ∈ A and U ∈ SO(d). Proposition 2, together with (20), would then imply that
To establish Part (i) of Theorem 2 with this approach we will argue indirectly and thus suppose that A ⊆ R d is a set with δ * (A) > 0 for which the conclusion of Part (i) of Theorem 2 fails to hold, namely that there exist arbitrarily large λ ∈ R for which A does not contain an isometric copy of λ · Γ.
We now let 0 < α < δ * (A), 0 < ε ≪ Γ α n+1 , and fix J ≫ ε −2 as above. By our indirect assumption we can choose a sequence {λ j } J j=1 with the property that λ j+1 ≪ ε 4 λ j for all 1 ≤ j ≤ J − 1 and A does not contain an isometric copy of λ j · Γ for each 1 ≤ j ≤ J. It follows from the definition of upper Banach density that exist N ∈ R with N ≫ λ 1 and t 0 ∈ R d for which 
The proof of Lemma 2 is straightforward and presented in Section 4.3 below. Assuming for now the existence of a function g with property (23) it follows that (25)
where, as in (6) in Section 2, we define
with dµ j (x j ) = η j (x j ) dσ j (x j ) and σ j denotes the normalized surface measure on S j .
If A does not contain an isometric copy of λ · Γ for some λ in [a, b], then it clearly follows that
In light of (24) and (25) it follows that if ε ≪ |A| n+1 /n then there must exist 1 ≤ m ≤ n such that (26) Estimate (19), and hence Proposition 2, then follows easily from estimate (29) and our previously established estimates for I m , namely (12). As usual, for any given t > 0, we define
First we record the trivial observation that (31) ψ t (x) dx = ψ(x) dx = ψ(0) = 1 as well as the simple, but important, observation that ψ may be chosen so that (32) 1 − ψ t (ξ) = 1 − ψ(tξ) ≪ min{1, t|ξ|}.
Finally we record a formulation, appropriate to our needs, of the fact that for any given small parameter ε, our cutoff function ψ t (x) will be essentially supported where |x| ≤ ε −1 t and is approximately constant on smaller scales. More precisely, To verify estimate (34) we make use of the fact that both ψ and its derivative are rapidly decreasing, specifically ψ t (y − λz) − ψ t (x) dy ≤ ψ(y − λz/t) − ψ(y) dy ≪ λ t (1 + |y|) −d−1 dy ≪ λ t .
