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This  thesis  develops  a  computer‐aided weld  inspection methodology  based  on  fuzzy modeling with 
selected  features.    The  proposed methodology  employs  several  filter  feature  selection methods  for 
selecting  input variables and then builds fuzzy models with the selected features.   Our fuzzy modeling 
method  is  based  on  a  fuzzy  c‐means  (FCM)  variant  for  the  generation  of  fuzzy  terms  sets.  The 
implemented FCM variant differs from the original FCM method  in two aspects: (1) the two end terms 
take the maximum and minimum domain values as their centers, and (2) all fuzzy terms are forced to be 
convex. The optimal number of  terms and  the optimal  shape of  the membership  function associated 
with each term are determined based on the mean squared error criterion. The fuzzy model serves as 
the rule base of a fuzzy reasoning based expert system  implemented.  In this  implementation, first the 
fuzzy rules are extracted from feature data one feature at a time based on the FCM variant. The total 













sending  it  to  the  public.  There  are  different  ways  of  testing  products.    The  two  most  prominent 
approaches are destructive testing and non‐destructive testing.  In destructive testing, tests are carried 
out till the specimen’s failure. On the other hand, nondestructive,  is testing that does not destroy the 
test  object.  The  focus  of  this  work  is  on  the  later  as  some  welded  structures  should  be  tested 




Different  methods  for  nondestructive  testing  of  welded  joints  include  visual  examination,  use  of 
magnetic particles and/or  liquid penetrant, ultrasonic, and radiography. Visual  inspection  is the oldest 
technique  and  extensively  used  to  evaluate  the  condition  of  a weld.  It  can  easily  be  preformed,  is 
inexpensive and usually doesn't require special equipment. On the other hand,  it requires good vision, 
good  lighting  and  the  knowledge  of  what  to  look  for.    Apart  from  the  visual  inspection,  liquid 
penetration inspection (PT) is the oldest and most widely used nondestructive testing method. It is used 








inspected  by  other  methods  [2].  Radiographic  inspection  has  been  one  of  the  most  widely  used 
nondestructive  techniques  for  detecting  internal  weld  flaws  in  industries.  Radiographs  are  exposed 
photographic  images produced by permitting  the X‐ray or  γ‐ray  source  to penetrate  the welds being 
inspected.  Then  these  images  are  viewed  by  certified  inspector  in  order  to  decide  about  the 








Training  and  certifying  the  film  interpreter  is  time‐consuming  and  expensive.  Furthermore,  these 
interpretations of weld quality based on  radiographic  images are  inconsistent,  subjective,  sometimes 
biased,  and  very  labor  intensive.  Therefore,  it  is  of  interest  to  design  and  develop  a more  robust 
approach by developing a computer‐aided  system  to assist  the human  interpreter  [3]. A considerable 
amount of research exists in the weld inspection area and will be explained in more detail in chapter 2. 






“Fuzzy  reasoning base  inspection of  radiographic welds: weld  recognition”.  In  that particular  study, a 
fuzzy expert system for segmentation of the welds was presented. It involves implementing the fuzzy c‐
means  variant  algorithm  and  then  extracting  fuzzy  rules  as  the  two major  components  of  the  fuzzy 
expert system for weld recognition [4].  
The  next  step  is  to  detect  the  flaws  in  the  welds.  Since  a  fuzzy  expert  system  has  already  been 
developed,  it  is  sensible  to use  it once more  for  this  step as well. However, detecting  flaws  in welds 
require more features in order to detect all types of defects. Having more features in the model can be 
translated into a bigger model. Therefore, a feature selection method has to be implemented.  Feature 
selection  is  the  technique,  commonly  used  in machine  learning,  for  selecting  a  subset  of  relevant 
features for building robust learning models. By removing most irrelevant and redundant features from 
the data, feature selection might also help improve the performance of learning models. There are two 
main approaches  for  feature  selection:  filter method and wrapper method. The main  interest of  this 
paper  lies  in  the  filter  technique,  as  it  has  not  been  applied  for weld  inspection  to  this  day.  Each 
technique, filter and wrapper, has its own advantages and disadvantage which will be discussed later in 











There  has  been  very  limited  research  on  applying  feature  selection  techniques  to  automatic  weld 
inspection  systems.  This  research  intends  to make  a  contribution  to  this  area  by  combining  feature 
selection techniques and  fuzzy expert systems to develop a new model which pre‐process the data to 









lead  to  higher  efficiency  and  accuracy.  Pattern  classification  analyzes  historical  data  and  makes 
prediction  on  the  future  data.  Various  pattern  classification  algorithms  exist  and  each  has  its  own 










This  section  has  been  divided  into  two  parts.  The  first  part  outlines  the  works  related  to  the 




Several  studies  have  been  carried  out  to  develop  automated  weld  inspection  systems.  Here  the 
emphasis is on the development of automated radiographic weld inspection. Several efforts have been 
devoted  in order to achieve this. In general three main functions were  investigated: Segmenting welds 
from  the background,  identifying  the  flawed  segments  in  the weld,  and  classifying different  types of 
welding  flaws.  The  previously  mentioned  developments  rely  mostly  on  image  processing,  pattern 
recognition,  feature  extraction  and  pattern  classification  techniques.  The  later  technique  includes 
artificial neural network, rule‐based reasoning, fuzzy c‐means and fuzzy k‐nearest neighbors. 
Daum et al. [5] in 1987 developed an algorithm to segment the defects and mark them in the image. The 
detection  was  done  by  a  background  subtraction  algorithm.  Even  though  it  was  proven  that  the 
algorithm works  independently of  flaw  types,  it had difficulties detecting  small defect  regions  (4  to 6 
pixels). Gayer et al. [6] described an automatic welding defect recognition using radiography by a two‐
step  process.  This  method  was  designed  to  mimic  the  human  inspector  by  first  going  over  the 
radiograph with  a  coarse  resolution  and  then by  fine  focusing  on  the  defective  areas. Murakami  [7] 
proposed a local arithmetic operation to a limited region and was followed by thresholding methods. He 




the expert  system approach  for  identifying different  types of welding  flaw. They used 10  features  to 
classify  crack,  lack  of  fusion,  lack  of  penetration,  porosity  and  inclusion  defects,  and  extracted  six 
features  from each welding defect. The choice of  the  relevant  features  to be used  in  the system was 
based  on  interviews  made  with  expert  radiograph  inspectors.  It  was  concluded  that  it  was  very 
subjective to choose the features as each  inspector adopted specific features of shape or geometry of 
the defect for categorizing. Hyatt et al. [9] demonstrated a multi‐scale method designed to remove the 
overall  background  structure  while  reserving  the  defect  details.  Liao  and  Ni  [1]  developed  a 
methodology  to  extract  the welds  from  digitized  radiographic  images.  This method  is  based  on  the 
resemblance of the distribution of pixels’ intensities in the weld area to the Gaussian distribution. Each 
object was  identified  by  three  features: width,  peak  intensity  and  a  term  called mean  square  error 
(MSE). MSE is the similarity measure between the intensity profiles of the object to its Gaussian curve, 
calculated  in terms of mean square error. This method has been proven to be effective; however,  it  is 
only capable of dealing with linear welds. Liao and Tang [10] presented a multilayered perceptron (MLP) 
based  procedure  for  extracting welds  from  digitized  radiographic  images.  The  procedure  consists  of 
three major components: feature extraction, MLP‐based object classification, and post‐processing. This 
method  can be applied  to both  linear and  curved welds. The procedure  is  intended  to extract welds 
before  applying  flaw  detection  algorithms.  In  this  work,  neural  network  was  used  as  the  pattern 
classifier.  Liao  and  Li  [11]  presented  another  automatic  radiographic  nondestructive  testing  (NDT) 









[13]  presented  a weld  flaw  detection methodology  based  on  fuzzy  classification method.  Two  fuzzy 
classification methods,  namely  fuzzy  k‐nearest  neighbor  and  fuzzy  c‐means, were  applied  and  their 
performances were compared. It was shown that fuzzy k‐nearest neighbor outperforms fuzzy c‐means. 




flaw  types  and  develop  an  expert  system.  Two  different  methods,  the  WM  method  and  Genetic 
algorithm, were used to generate fuzzy rules. WM is a well‐known fuzzy modeling method proposed by 
Wang and Mandel  [16]. Then  the accuracy of  these  two methods were evaluated and compared with 
two  other methods:  fuzzy  k‐nearest  neighbor  and multi‐layer  perceptron  neural  network.  The  result 
indicated the fuzzy expert system outperformed the others in terms of accuracy. Kaftandjian et al. [17] 
presented  an  approach which  combined  Dempster‐Shafer  (DS)  theory with  fuzzy  sets  for  improving 
automatic detection of weld defects. It consisted of modeling detection uncertainty in feature space by 
applying mass function weighted by membership degrees, and combining the features of objects using 
the DS combination  rule.  It was shown  that by associating a confidence  level  to each detected object 
detecting the flaws can be more reliable and precise. Liao [18] developed a fuzzy reasoning based expert 
system for recognition of welds in radiographic images. First, each object in the image is identified and 
then described with a  three‐feature vector. Then  the  fuzzy  rules are extracted  from  the  feature data. 
These data are  fed  to  the system one  feature at a  time  to extract  the  rules based on a  fuzzy c‐mean 





the  time  to  calculate  the  results  also  increases.  Wang  and  Wong  [19]  applied  a  segmentation 
methodology  using  the  fuzzy  c‐means  algorithm.  First,  quality  of  the  image  is  enhanced  by  top‐hat, 
bottom‐hat  filter  and  adaptive wavelet  thresholding.  Then  the  fuzzy  c‐means  algorithm  is  applied  to 
segment  the  radiographic  image. The  results demonstrate a good overall performance of  segmenting 
the  image  from  the background. Felisberto et al.  [20] developed a new methodology  for weld quality 
interpretation system. They extracted weld beads from radiograph images. Genetic algorithm was used 
to find suitable parameters values which matched the model image of a weld bead sample. The results 




To  the best of our knowledge,  feature  selection has not been widely applied  to  the automated weld 
inspection  systems. Da  Silva  et al.  [21] measured  the  relevance of  a  feature  and  then  evaluated  the 
performance of some selected  features. Liao  [22] applied  feature selection  to this problem by using a 
wrapper  technique.  In  his  approach  two  different  ant  colony  optimization‐based  feature  selection 
methods  were  applied.  Each  method  follows  a  different  search  strategy  and  applies  them  to  two 
different stages of computer‐aided weld  inspection. The performances of the ant colony based feature 







Identifying  an  appropriate  research  approach  and  strategy  is  a  crucial  step  in  order  to  aid  in  the 





The  idea  of  fuzzy  sets  was  first  proposed  by  Zadeh  [23].  The  idea  of  fuzzy  sets  was  consequently 
introduced  to  systems  theory  in  1973  [24],  presenting  a  new  class  of  systems  called  fuzzy  systems. 
Zadeh [23] describes his proposed idea as “to provide a natural way of dealing with problems in which 
the  source of  imprecision  is  the  absence of  sharply defined  criteria of  class membership  rather  than 
presence of random variables”. Since his introduction of fuzzy systems, many successful applications of 
fuzzy sets and fuzzy systems have been observed in various areas. Fuzzy sets and systems’ attractiveness 
are due  to  the  ability of  capturing human  thinking  and understanding, besides  their  effectiveness  in 
problem solving.  
 Early efforts of  fuzzy modeling were mainly  initiated by  researchers  in  the  fuzzy  control  area where 






Linguistic models are based on collection of  If‐Then  rules with  indistinct predictions and operated on 
Mamdani‐like  fuzzy  reasoning  [25],  and  TSK  models  are  based  on  the  Takagi‐Sugeno‐Kang  (TSK) 
approach of  reasoning  [26, 27]. Among  the  two methods,  linguistic models are more appropriate  for 
revealing human understandable knowledge from real world data.  









Liao  [29] adds one more necessary condition  to what Guillaume proposed  to cover a  larger  scope,  in 
which other than fuzzy If‐Then rules, the fuzzy decision tree is also included. That condition is: 
4. The fuzzy partitions for each variable should not be too many and commonly shared by all rules. 
The  fuzzy  partitions  and  associated  parameters  should  be  data‐driven  and  optimized,  using  some 
algorithms, to minimize performance degradation.  
Every  fuzzy  modeling  method  must  address  two  fundamental  issues:  how  to  represent  the  fuzzy 
concepts  in  the most appropriate granularity  level, and how  to use  this model  to derive  conclusions. 




defined  membership  functions  for  each  variable  used  in  rule  extraction.  The  most  advanced  and 
sophisticated  approach  is  to  allow  the  algorithm  to  determine  the  optimal  numbers  of membership 
functions for each variable. It is necessary to note that even though most studies define the membership 






























such a way  that  the data points within one cluster are as similar  to each other as possible and as  far 
away  as  it  can  be  from  the  data  point  of  other  clusters.  The  number  of  clusters  is  either  fixed  or 
unknown. FCM  is derived  from  the hard c‐means algorithm. The hard c‐means and  its variants are all 
based  on minimization  of  the  sum  of  Euclidean  distance  between  data  and  cluster  centers,  which 
indirectly minimizes the variance as follows: 
Min J U, V   (4.1)
Where   are data and k =1,…,n,   are cluster centers and  i = 1,…,c,   denotes the matrix of 
hard c‐partition, and    is  the vector of all cluster centers. The partition constraints  in c‐means 
are: 
1. 0,1 , ,  
2. 1,∑  




from  the  hard  c‐means  algorithm  to  allow  for  fuzzy  partition with  the  objective  function  presented 
below: 
Min J U, V   (4.2)
Note that  denotes the matrix of fuzzy c‐partition. The fuzzy c‐partition constraints are: 
1. 0,1 , ,  
2. 1,∑  
3. 0 ∑ ,   
Therefore,  each    could  belong  to more  than  one  cluster  to  a  fractional  degree  between  0  and  1. 
Bezdek  [33]  generalized  J ,   to  an  infinite  number  of  objective  functions,  i.e.  J , ,  where 
1 ∞. This new objective function  is still subject to the same constraints of fuzzy c‐partition.  Its 
equation is: 
Min J U, V   (4.3)
It  is of  importance to note that both hard c‐mean and FCM algorithms try to minimize the variance of 
those data within each  cluster. Now, by differentiating  the objective  function with  respect  to    (for 












1, … ,  , 1, … ,  
An iterative alternative optimization method is necessary to solve the fuzzy c‐means model. The number 
of  clusters,  c, must  be  specified  to  run  the  procedure.  This  issue  of  predetermining  the  number  of 





Josien  and  Liao  [35]  and  Liao  et  al.  [3]  which  is  sensitive  to  outliers.  Therefore,  clustering  results 
generated  from  FCM  cannot  be  trusted.  It  is  expected,  in  general,  a  lower membership  value  to  be 












Therefore,  Liao  et  al.  [4]  proposed  the  following modified  FCM  algorithm which  is  adopted  in  this 
research as well: 




Step 3. Calculate the centers of the remaining clusters,   using Equation 4.  4. 
Step 4. Update  the membership matrix   by using Equation 4.5  if  . Otherwise, 
set  1 0  if  . 
Step 5. Redistribute  erroneous membership  values  to  the  two  correct  terms  proportional  to 
their curre bersh lu s. nt mem ip va e
Step 6. Compute ∆   .  If ∆ ,  then  increment   and go  to step 3.  If ∆ , 
stop. 

































Membership Values Generated by FCM
Membership Values Generated by FCM Variant
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fo e  ve  assu
  (4.8)
where  .  function. An s‐shaped and  it associated z‐
shaped  function which  llow  th abo mptions  should  always  have    overlap  at  the midpoint
between the two term centers,  i.e., 
 










any  intentions  that  the  fuzzy  sets have a  linguistic  interpretation. The descriptive approach, assumes 
that the linguistic values used in the antecedent and consequent of the fuzzy rules are taken from a set 
of  fuzzy  terms predefined  in  each domain of discourse.  Let’s  consider  a multiple  input  single output 
(MISO) system  in which the   denotes  th  input space and   stands for output are predefined set of 
terms.  Assuming m  input  variables,  the   of  all  possible  les may  be  presented  by  the  Cartesian 
product: 







The  task    spac  which better  char cteriz
tive approach which is as the nu
number  of  terms  increases  the  combination  of  rules  increases  drastically.  For  instance,  let’s  assume 







is  to  select  the best  input e a es  the  system. There  is one major 
problem associated with the descrip mber of input variables and/or the 
Taking the descriptive approach, the fuzzy rules reflected on in this study have the following form: 
: If  is , , and  is , then  is  
,  , 
and  , c ely;  d  as  a  certainty  
,
where  ,  ,  ,and    e    d or esponding to  , ar fuzzy terms define  in the domain of discourse c r























ble to the fuzzy term  .  ,  , and   arthe first
Both of the aforementioned methods use the MIN operator, as their t‐norm operator, to aggregate all 
the matching degrees. The difference between  these  two methods  is Max‐min composition uses only 






the  following  components: pattern matching,  aggregation of  antecedents,  implication operation,  and 
aggregation  of  rule  outputs.  In  this  research  the  fuzzy  reasoning method  proposed  by  Liao  [18]  is 
employed.  In  this  simplified  reasoning method weights of  each  rule obtained  from  Equation 4.9  and 
Equation 4.10 has been taken into account to compute the output . 
∑ ∑ ∑ ∑ , , ,
∑ ∑ ∑ ∑ , , ,
  (4.11)
, ngleton  consequent   
,  , and   
,   represents  new  input  vector  to  be  inferred  and    is  a  si
e o ds to the centroid of the consequent term,  , in rule  . 
value,
which corr sp n
denote  the membership  value which  are  obtained  after matching  the  first,  second,  and  third  input 
19 
 





The min  operator  is  u g  and  implicating  of  the membership  values  of  all  inputs. 
 
4.4 Feature Selection 
Feature  selection  is  a  preprocessing  technique,  commonly  used  in machine  learning,  for  selecting  a 
subset of  relevant  features  for building  robust  learning models.  It can  reduce dimensionality,  remove 
Weighted  averaging  operation,  where  the  weight  is  the  aggregated membership  value,  is  used  for 
aggregation  of  rule  outputs.  After  computing  ,  it  has  to  be  translated  into  some  understandable 
output.  In  this case,   has  to be 0 or 1. Traditionally  in  the  literature a cutoff  ration of 0.5 has been 






scenario, 5x5x5x5x2=1250  rules have  to be generated  if  the numbers of  input variables are  increased 
from 3 to 4, the model size is increased by five times. As a result, there is a need to manage the size of 







be  divided  into  three  different  categories:  the  first  type  encompasses  algorithms  built  into  adaptive 
systems  for  data  analysis  (predictors),  second  type  of  algorithms  are  wrapped  around  predictors 
providing  them  subset  of  features  and  receiving  their  feedback,  and  the  third  type  are  algorithms 
independent of any predictors, filtering out features which are irrelevant or redundant and are not very 
useful  in  data  analysis.  The  filter  approach  evaluates  and  selects  feature  subsets  based  on  general 
characteristics of data, and some statistical analysis without employing any learning model. On the other 
hand,  wrapper  technique  involves  a  learning  model,  and  uses  its  performance  as  the  evaluation 





with  four different  learning models, and  to  the best of our knowledge,     no  implementation of  filter 
approach exists  in the area of welding flaw detecti












Correlation  is  a  well‐known  similarity  measure  indicating  the  strength  and  direction  of  a  linear 
relationship  between  two  random  variables.  If  the  variables  are  linearly  dependent  then  their 
correlation  coefficient  is  either  +1 or  ‐1.  If  the  variables  are uncorrelated or  independent  then  their 
correlation coefficient is 0, but the converse is not true because the correlation coefficient detects only 
linear dependencies between two variables.  
Three different mutual  correlation  indices were  implemented  in  this  research. One was proposed by 
Hiandl et al. [37], let’s assume an   ‐dimensional feature vectors 
, … ,                      1, … ,   










zero,  i.e.  0. T xt  l correlations  for all  feature pairs and  then 
y to note that if two features   and   are inde






































=               (4.17) 
where  and  denote  the  average  feature‐class  correlation  and  feature‐feature  correlation, 













Where    and    are  the means  of    and    respectively.  Instead  of  concerning  positive  or  negative 
correlation,  both  situations  are  referred  to  as  ‘‘mutual  correlated’’.  Therefore,  a mutual  correlation 
measure between variables   and   can be defined as  ,  where0 , 1. If  ,   is 
close to 1,   and   are strongly correlated; if  ,  is close to zero,   and   are independent. 
In this  proposed feature selection method, a parameter   in the set   will be placed into the set  , if 
,   value  between    and  corresponding  production  quality    is  high,  as well  as  all  ,  














uncertainty  contained  in Y  (or X) alone, namely  the entropy of Y  (or X). The entropy of variable    is 
defined as: 
log   (4.20)
where    is  the  prior  probability  for  all  values  of  .  The  joint  entropy  of  two  discrete  random 
variables  X  and  Y  is  merely  the  entropy  of  their  pairing:  (X,Y).  This  implies  that  if  X  and  Y  are 
independent, then their joint entropy is the sum of their individual entropies, and it is defined as: 
, , log ,   (4.21)
The  entropy  of  X  after  observing  values  of  another  variable  Y  is  called  conditional  entropy.  The 
conditional  entropy  of  X  given  random  variable  Y  (or  equivocation  of  X  about  Y)  is  the  average 
conditional entropy over Y :  


















method  based  on mutual  information.  The  criteria  encompassed  by  Peng  et  al.  [41]  are maximum 
relevance  and minimum  redundancy  of  features  based  on mutual  information.  It  should  be  noted 
mutual information works on discrete values. Therefore, for real data a discretization process must first 












| | ,   (4.26)
where  ,   is the mutual  information between targeted classes  , , … , , the classification 
variable, and the feature expression.  















methods  is  that  the  end  result  is only  a  single  subset  that  is not necessarily best  for  a  given  size of 





2. Backward  elimination method:  begins with  all  predictor  variables  included  in  the  prediction 
equation,  testing  them one by one  for  statistical  significance, and  removing any which  is not 
significant  (produces smallest sum‐of‐square‐error  (SSE)). This procedure  is continued until all 
predictors are excluded or some selection criterion is satisfied. 
3. Stepwise procedure:  is a combination of  forward selection method and backward elimination 





In  this  research  the  stepwise  procedure  is  applied  and  subsets  of  variables  are  obtained.  Since  this 










Here   and   are the numbers of expression  levels,   and   are the means of expression  levels, 
and    and    are  the  variances  of  expression  levels  in  the  positive  and  negative  classes, 
respectively. The vector   represents the gene expression levels of the  th gene in all n samples. We use 
 1, 1  to  label the class of the  th sample. After obtaining the test statistic for each gene, the 
statistical significance of each test statistic is assessed in order to identify differentially expressed genes. 









When high‐sensitivity screening  is required, Loo et al.  [44] showed WTS  falls behind Average Distance 






































selected instance   from a data set   with   features. Relief updates the quality estimation   for all 
the features   based on the values of difference function about  , or nearest hit and   or nearest 
miss. This process is repeated   times where   is a user‐predefined parameter. 




2. For  1 to   do begin 
3. Randomly select n instance  ;  a
4. Find t  t   and nearest miss    neares hi
5. For  g  1 to   do be in


















































As explained before,  the  size of  the model, number of  features and number of  training data are key 
factors affecting the accuracy of the model. The more features go into the model, the bigger the model 
is, and more  training data  is  required. Roughly  speaking, at  least 10 data points are needed per  rule 
generated in the model. Since obtaining data can be either too expensive, or too complicated, and some 
of the features are redundant and/or irrelevant, only three features at a time were used as input to the 
model.  To  find  the  best  3‐feature  subset,  all  25  choosing  3  (=  2300)  combinations  of  inputs  for  5 
different  folds were  tried. The  same  approach  is  also  applied  to  the breast  cancer dataset  and Pima 
Indian diabetes dataset.  

















2 8 13 13.4 3.5777
2 5 13 14 3.1623
1 8 13 14.2 3.8341
2 4 12 14.6 4.1593
2 11 13 15.2 3.4205
7 12 24 15.6 1.3416
2 7 19 15.6 4.7749
2 7 13 15.8 2.8636
2 4 8 15.8 4.7645
2 13 19 15.8 5.7619
7 19 24 16 1
2 13 20 16 2.1213
1 8 12 16 2.7386
2 13 21 16 4.6904
2 4 6 16 8.1548
2 12 20 16.2 2.5884
2 13 18 16.2 4.2661
2 13 17 16.4 3.2863
2 13 14 16.4 3.5777







2 7 12 12.8 2.0494
2 5 6 12.8 3.2711
2 6 23 13.2 3.8987
2 6 22 13.4 3.2094
2 6 10 14.2 3.5637
7 12 15 14.4 4.3359
2 6 9 14.4 4.7223
2 6 12 14.6 3.4351
1 7 12 14.6 4.2778
2 4 6 14.8 2.7749
7 12 24 15 1.2247
2 6 7 15.2 1.6432
2 8 12 15.2 1.6432
1 8 12 15.2 4.3243
2 6 15 15.4 1.1402
2 9 12 15.6 2.9665
1 12 13 15.6 3.2094
1 6 19 15.6 4.6152
7 12 20 15.8 1.6432








2 7 12 10.6 2.4083
2 13 25 10.6 3.5777
2 6 13 11 1.8708
2 7 13 11 2.7386
2 12 13 11 4.1231
2 13 21 11 4.8477
2 5 13 11.2 3.5637
2 12 14 11.2 3.6332
2 12 25 11.2 3.7014
2 8 13 11.2 4.5497
2 13 19 11.4 3.0496
2 8 12 11.4 3.3615
2 12 19 11.4 3.4351
2 6 12 11.8 1.9235
2 6 19 11.8 1.9235
2 12 22 11.8 2.2804
2 7 19 11.8 2.9496
2 9 12 11.8 3.4205
2 10 12 11.8 3.5637







2 4 5 6.8 3.0332
2 7 13 7.2 2.1679
2 4 25 8.4 2.881
2 8 13 8.6 2.0736
2 5 8 8.6 2.7019
2 7 12 8.8 0.8367
2 5 13 8.8 2.6833
2 8 12 9.2 1.0954
2 4 8 9.2 2.2804
2 13 20 9.4 2.0736
2 5 7 9.6 1.8166
2 5 10 9.6 2.3022
2 13 16 9.6 3.7815
2 4 12 9.8 1.4832
2 6 13 9.8 1.6432
2 13 25 9.8 1.6432
2 7 25 9.8 2.1679
1 2 5 9.8 2.6833
2 4 7 10 1.8708











2 4 5 7 2.7386
2 7 13 7.4 1.8166
2 7 12 8 1
2 8 13 8.4 1.8166
2 5 8 8.4 2.0736
2 4 25 8.8 2.3875
2 5 13 8.8 2.5884
2 13 16 9 3.7417
2 5 10 9.2 2.5884
2 6 13 9.4 1.1402
2 8 12 9.4 1.8166
2 4 8 9.4 3.1305
2 4 7 9.6 0.8944
2 5 6 9.6 1.1402
2 7 25 9.6 1.1402
2 13 25 9.6 1.6733
2 4 13 9.6 1.8166
2 5 7 9.6 1.8166
2 4 12 9.6 1.9494







2 4 5 7 2.7386
2 7 13 7.2 1.6432
2 8 13 8 1.5811
2 7 12 8.2 0.8367
2 5 8 8.2 2.0494
2 5 13 8.6 2.7019
2 13 16 8.8 4.1473
2 13 20 9 2.6458
2 6 13 9.2 1.3038
2 4 25 9.2 1.9235
2 8 12 9.2 1.9235
2 5 10 9.2 2.5884
2 5 6 9.4 0.8944
2 7 25 9.4 1.5166
2 4 12 9.6 1.5166
2 4 8 9.6 2.0736
2 5 15 9.6 2.7019
2 4 7 9.8 1.0954
2 4 13 9.8 1.3038
2 5 7 9.8 1.9235
The  same  results  are  calculated  for  breast  cancer  dataset  and  Pima  Indians  diabetes  dataset.  These 
results can be found in the appendix. 
The accuracy of the model based on 320 training data points and 79 testing data point on average for 

























Fold 1  28.469 Minutes  27.663 Minutes  0.343 Minutes  0.350 Minutes  0.337 Minutes 
Fold 2  26.675 Minutes  26.150 Minutes  0.350 Minutes  0.346 Minutes  0.346 Minutes 
Fold 3  28.949 Minutes  37.256 Minutes  0.335 Minutes  0.353 Minutes  0.356 Minutes 
Fold 4  28.753 Minutes  28.330 Minutes  0.351 Minutes  0.348 Minutes  0.347 Minutes 
Fold 5  27.441 Minutes  37.611 Minutes  0.350 Minutes  0.344 Minutes  0.348 Minutes 


















Fold 1  73.921 Minutes  113.939 Minutes  0.924 Minutes  0.932 Minutes  0.936 Minutes 
Fold 2  79.106 Minutes  175.751 Minutes  0.948 Minutes  0.945 Minutes  0.956 Minutes 
Fold 3  76.714 Minutes  187.102 Minutes  0.944 Minutes  0.943 Minutes  0.952 Minutes 
Fold 4  75.863 Minutes  186.409 Minutes  0.954 Minutes  0.938 Minutes  0.945 Minutes 
Fold 5  71.736 Minutes  178.200 Minutes  0.923 Minutes  0.948 Minutes  0.947 Minutes 
Total Time  377.341 Minutes  841.401 Minutes  4.693 Minutes  4.706 Minutes  4.735 Minutes 
 
After applying different proposed feature selection methods, their results are presented in the following 
tables.  Since  each  feature  selection method  finds  a  different  feature  subset  for  a  different  fold,  the 
comparison has to been done fold by fold, rather than all five folds together.  
Each  feature  selection  method  has  selected  a  three‐feature  subset  as  the  input  for  each  model. 
Stepwise feature selection only reduced the number of features from 25 features to 9 features. Since it 

























Fold 1  1.330 Minutes  1.236 Minutes  0.025 Minutes  0.025 Minutes  0.025 Minutes 
Fold 2  1.127 Minutes  1.469 Minutes  0.023 Minutes  0.025 Minutes  0.024 Minutes 
Fold 3  1.263 Minutes  1.605 Minutes  0.024 Minutes  0.025 Minutes  0.025 Minutes 
Fold 4  1.040 Minutes  1.130 Minutes  0.024 Minutes  0.025 Minutes  0.023 Minutes 
Fold 5  1.263 Minutes  1.531 Minutes  0.024 Minutes  0.022 Minutes  0.025 Minutes 





selected  by  the mutual  information method  for  two  different  discretization methods,  four  different 
numbers  of  discretized  values,  and  two  different maximum‐relevance‐minimum‐redundancy  criteria. 








































Fold1 2 7 6 16 18 14 14 14 15 79.75% 77.22% 82.28% 82.28% 82.28% 81.01%
Fold2 2 7 6 39 14 10 14 13 13 50.63% 82.28% 87.34% 82.28% 83.54% 83.54%
Fold3 2 7 6 10 15 10 12 12 11 87.34% 81.01% 87.34% 84.81% 84.81% 86.08%
Fold4 2 7 6 34 15 17 14 14 14 56.96% 81.01% 78.48% 82.28% 82.28% 82.28%
Fold5 2 7 6 14 21 16 9 12 11 82.28% 73.42% 79.75% 88.61% 84.81% 86.08%










































Fold1 12 13 23 31 25 23 23 22 22 60.76% 68.35% 70.89% 70.89% 72.15% 72.15%
Fold2 12 13 23 28 27 18 23 23 22 64.56% 65.82% 77.22% 70.89% 70.89% 72.15%
Fold3 23 24 25 36 22 21 22 22 23 54.43% 72.15% 73.42% 72.15% 72.15% 70.89%
Fold4 6 8 24 27 21 24 19 19 20 65.82% 73.42% 69.62% 75.95% 75.95% 74.68%
Fold5 12 13 23 23 25 20 25 22 21 70.89% 68.35% 74.68% 68.35% 72.15% 73.42%










































Fold1 1 2 6 28 19 12 20 19 19 64.56% 75.95% 84.81% 74.68% 75.95% 75.95%
Fold2 1 2 6 32 15 10 18 17 17 59.49% 81.01% 87.34% 77.22% 78.48% 78.48%
Fold3 1 2 6 12 13 11 20 20 20 84.81% 83.54% 86.08% 74.68% 74.68% 74.68%
Fold4 1 2 6 15 16 17 22 21 21 81.01% 79.75% 78.48% 72.15% 73.42% 73.42%
Fold5 1 2 6 17 16 15 19 18 19 78.48% 79.75% 81.01% 75.95% 77.22% 75.95%










































Fold1 2 6 15 37 17 13 20 20 20 53.16% 78.48% 83.54% 74.68% 74.68% 74.68%
Fold2 2 22 7 40 23 12 12 13 12 49.37% 70.89% 84.81% 84.81% 83.54% 84.81%
Fold3 2 6 15 29 15 13 19 18 18 63.29% 81.01% 83.54% 75.95% 77.22% 77.22%
Fold4 2 7 10 32 20 16 13 12 12 59.49% 74.68% 79.75% 83.54% 84.81% 84.81%
Fold5 2 7 10 30 19 11 11 10 11 62.03% 75.95% 86.08% 86.08% 87.34% 86.08%









































Fold1 2 10 22 44 24 18 28 28 28 44.30% 69.62% 77.22% 64.56% 64.56% 64.56%
Fold2 2 10 22 49 24 16 25 25 25 37.97% 69.62% 79.75% 68.35% 68.35% 68.35%
Fold3 2 10 22 47 21 12 30 30 30 40.51% 73.42% 84.81% 62.03% 62.03% 62.03%
Fold4 2 10 22 46 19 14 24 24 24 41.77% 75.95% 82.28% 69.62% 69.62% 69.62%
Fold5 2 10 22 39 19 15 29 29 29 50.63% 75.95% 81.01% 63.29% 63.29% 63.29%








































Fold1 2 10 22 44 24 18 28 28 28 44.30% 69.62% 77.22% 64.56% 64.56% 64.56%
Fold2 2 10 15 49 20 18 25 25 26 37.97% 74.68% 77.22% 68.35% 68.35% 67.09%
Fold3 2 10 22 47 21 12 30 30 30 40.51% 73.42% 84.81% 62.03% 62.03% 62.03%
Fold4 2 10 22 46 19 14 24 24 24 41.77% 75.95% 82.28% 69.62% 69.62% 69.62%
Fold5 2 10 22 39 19 15 29 29 29 50.63% 75.95% 81.01% 63.29% 63.29% 63.29%










































Fold1 2 10 15 48 19 19 24 23 23 39.24% 75.95% 75.95% 69.62% 70.89% 70.89%
Fold2 2 10 15 49 20 18 25 25 26 37.97% 74.68% 77.22% 68.35% 68.35% 67.09%
Fold3 2 10 15 32 17 16 24 24 24 59.49% 78.48% 79.75% 69.62% 69.62% 69.62%
Fold4 2 10 15 47 19 16 25 24 24 40.51% 75.95% 79.75% 68.35% 69.62% 69.62%
Fold5 2 10 15 45 17 15 27 27 27 43.04% 78.48% 81.01% 65.82% 65.82% 65.82%








































Fold1 10 12 2 25 18 15 20 20 18 68.35% 77.22% 81.01% 74.68% 74.68% 77.22%
Fold2 10 3 8 29 20 19 23 25 25 63.29% 74.68% 75.95% 70.89% 68.35% 68.35%
Fold3 10 12 2 21 18 9 16 16 17 73.42% 77.22% 88.61% 79.75% 79.75% 78.48%
Fold4 10 4 8 39 18 17 16 14 14 50.63% 77.22% 78.48% 79.75% 82.28% 82.28%
Fold5 10 2 12 14 14 8 11 11 11 82.28% 82.28% 89.87% 86.08% 86.08% 86.08%









































Fold1 10 11 2 27 23 19 24 24 25 65.82% 70.89% 75.95% 69.62% 69.62% 68.35%
Fold2 10 11 2 19 21 18 25 22 21 75.95% 73.42% 77.22% 68.35% 72.15% 73.42%
Fold3 10 19 2 21 21 14 16 17 16 73.42% 73.42% 82.28% 79.75% 78.48% 79.75%
Fold4 10 11 2 27 25 15 19 18 18 65.82% 68.35% 81.01% 75.95% 77.22% 77.22%
Fold5 10 3 12 20 13 20 18 18 19 74.68% 83.54% 74.68% 77.22% 77.22% 75.95%











































Fold1 10 11 4 34 34 30 21 21 21 56.96% 56.96% 62.03% 73.42% 73.42% 73.42%
Fold2 10 12 1 25 22 16 21 19 19 68.35% 72.15% 79.75% 73.42% 75.95% 75.95%
Fold3 10 11 2 33 16 16 19 18 17 58.23% 79.75% 79.75% 75.95% 77.22% 78.48%
Fold4 15 11 1 18 20 18 16 16 16 77.22% 74.68% 77.22% 79.75% 79.75% 79.75%
Fold5 10 4 12 22 16 18 14 13 13 72.15% 79.75% 77.22% 82.28% 83.54% 83.54%








































Fold1 10 1 12 28 23 16 21 23 23 64.56% 70.89% 79.75% 73.42% 70.89% 70.89%
Fold2 10 1 12 25 22 16 21 19 19 68.35% 72.15% 79.75% 73.42% 75.95% 75.95%
Fold3 10 12 4 26 20 15 15 17 17 67.09% 74.68% 81.01% 81.01% 78.48% 78.48%
Fold4 10 12 2 16 15 16 15 15 15 79.75% 81.01% 79.75% 81.01% 81.01% 81.01%
Fold5 10 25 12 23 26 19 14 14 15 70.89% 67.09% 75.95% 82.28% 82.28% 81.01%








































Fold1 2 6 7 16 18 14 14 14 15 79.75% 77.22% 82.28% 82.28% 82.28% 81.01%
Fold2 2 22 7 40 23 12 12 13 12 49.37% 70.89% 84.81% 84.81% 83.54% 84.81%
Fold3 2 6 15 29 15 13 19 18 18 63.29% 81.01% 83.54% 75.95% 77.22% 77.22%
Fold4 2 7 12 14 12 14 8 8 8 82.28% 84.81% 82.28% 89.87% 89.87% 89.87%
Fold5 2 7 12 13 11 9 10 9 9 83.54% 86.08% 88.61% 87.34% 88.61% 88.61%













































Fold1 2 10 12 25 18 15 20 20 18 68.35% 77.22% 81.01% 74.68% 74.68% 77.22%
Fold2 2 10 12 20 19 11 17 17 18 74.68% 75.95% 86.08% 78.48% 78.48% 77.22%
Fold3 2 10 7 20 19 13 12 11 11 74.68% 75.95% 83.54% 84.81% 86.08% 86.08%
Fold4 2 10 7 32 20 16 13 12 12 59.49% 74.68% 79.75% 83.54% 84.81% 84.81%
Fold5 2 10 7 30 19 11 11 10 11 62.03% 75.95% 86.08% 86.08% 87.34% 86.08%









































Fold1 2 22 12 25 21 14 16 16 16 68.35% 73.42% 82.28% 79.75% 79.75% 79.75%
Fold2 2 22 12 20 21 12 14 13 13 74.68% 73.42% 84.81% 82.28% 83.54% 83.54%
Fold3 2 22 7 10 15 8 14 14 13 87.34% 81.01% 89.87% 82.28% 82.28% 83.54%
Fold4 2 22 17 44 22 16 22 21 20 44.30% 72.15% 79.75% 72.15% 73.42% 74.68%
Fold5 2 12 7 13 11 9 10 9 9 83.54% 86.08% 88.61% 87.34% 88.61% 88.61%









































Fold1 2 10 12 25 18 15 20 20 18 68.35% 77.22% 81.01% 74.68% 74.68% 77.22%
Fold2 2 10 12 20 19 11 17 17 18 74.68% 75.95% 86.08% 78.48% 78.48% 77.22%
Fold3 2 10 12 21 18 9 16 16 17 73.42% 77.22% 88.61% 79.75% 79.75% 78.48%
Fold4 2 10 15 47 19 16 25 24 24 40.51% 75.95% 79.75% 68.35% 69.62% 69.62%
Fold5 2 10 15 45 17 15 27 27 27 43.04% 78.48% 81.01% 65.82% 65.82% 65.82%











































Fold1 10 12 2 25 18 15 20 20 18 68.35% 77.22% 81.01% 74.68% 74.68% 77.22%
Fold2 10 2 21 48 25 19 29 29 29 39.24% 68.35% 75.95% 63.29% 63.29% 63.29%
Fold3 10 12 2 21 18 9 16 16 17 73.42% 77.22% 88.61% 79.75% 79.75% 78.48%
Fold4 10 2 18 44 21 16 24 24 24 44.30% 73.42% 79.75% 69.62% 69.62% 69.62%
Fold5 10 2 18 44 21 16 28 27 26 44.30% 73.42% 79.75% 64.56% 65.82% 67.09%










































Fold1 10 2 15 48 19 19 24 23 23 39.24% 75.95% 75.95% 69.62% 70.89% 70.89%
Fold2 10 2 15 49 20 18 25 25 26 37.97% 74.68% 77.22% 68.35% 68.35% 67.09%
Fold3 10 2 15 32 17 16 24 24 24 59.49% 78.48% 79.75% 69.62% 69.62% 69.62%
Fold4 10 2 22 46 19 14 24 24 24 41.77% 75.95% 82.28% 69.62% 69.62% 69.62%
Fold5 10 2 18 44 21 16 28 27 26 44.30% 73.42% 79.75% 64.56% 65.82% 67.09%









































Fold1 10 2 23 38 22 19 28 28 28 51.90% 72.15% 75.95% 64.56% 64.56% 64.56%
Fold2 10 2 21 48 25 19 29 29 29 39.24% 68.35% 75.95% 63.29% 63.29% 63.29%
Fold3 10 2 23 44 21 13 28 28 28 44.30% 73.42% 83.54% 64.56% 64.56% 64.56%
Fold4 15 2 10 47 19 16 25 24 24 40.51% 75.95% 79.75% 68.35% 69.62% 69.62%
Fold5 10 2 23 39 17 15 30 30 30 50.63% 78.48% 81.01% 62.03% 62.03% 62.03%









































Fold1 10 2 18 46 25 20 27 27 27 41.77% 68.35% 74.68% 65.82% 65.82% 65.82%
Fold2 10 2 18 49 23 19 27 27 27 37.97% 70.89% 75.95% 65.82% 65.82% 65.82%
Fold3 10 18 6 49 17 17 19 19 19 37.97% 78.48% 78.48% 75.95% 75.95% 75.95%
Fold4 10 2 18 44 21 16 24 24 24 44.30% 73.42% 79.75% 69.62% 69.62% 69.62%
Fold5 10 2 15 45 17 15 27 27 27 43.04% 78.48% 81.01% 65.82% 65.82% 65.82%





































Fold1 2 6 10 37 18 14 28 28 27 53.16% 77.22% 82.28% 64.56% 64.56% 65.82%
Fold2 2 6 20 26 20 12 20 11 11 67.09% 74.68% 84.81% 74.68% 86.08% 86.08%
Fold3 2 6 15 29 15 13 19 18 18 63.29% 81.01% 83.54% 75.95% 77.22% 77.22%
Fold4 2 6 15 40 16 15 19 19 19 49.37% 79.75% 81.01% 75.95% 75.95% 75.95%
Fold5 2 6 20 18 14 14 12 13 11 77.22% 82.28% 82.28% 84.81% 83.54% 86.08%







































Fold1 2 1 7 25 19 15 16 15 15 68.35% 75.95% 81.01% 79.75% 81.01% 81.01%
Fold2 2 1 7 30 22 14 16 15 16 62.03% 72.15% 82.28% 79.75% 81.01% 79.75%
Fold3 2 1 7 19 20 12 18 17 16 75.95% 74.68% 84.81% 77.22% 78.48% 79.75%
Fold4 2 1 7 22 17 19 16 16 17 72.15% 78.48% 75.95% 79.75% 79.75% 78.48%
Fold5 2 1 7 17 19 18 13 13 14 78.48% 75.95% 77.22% 83.54% 83.54% 82.28%











































Fold1 2 1 7 25 19 15 16 15 15 68.35% 75.95% 81.01% 79.75% 81.01% 81.01%
Fold2 2 1 7 30 22 14 16 15 16 62.03% 72.15% 82.28% 79.75% 81.01% 79.75%
Fold3 2 1 7 19 20 12 18 17 16 75.95% 74.68% 84.81% 77.22% 78.48% 79.75%
Fold4 2 1 7 22 17 19 16 16 17 72.15% 78.48% 75.95% 79.75% 79.75% 78.48%
Fold5 2 1 7 17 19 18 13 13 14 78.48% 75.95% 77.22% 83.54% 83.54% 82.28%







































Fold1 6 10 9 46 26 24 25 25 25 41.77% 67.09% 69.62% 68.35% 68.35% 68.35%
Fold2 6 10 15 49 24 19 23 23 23 37.97% 69.62% 75.95% 70.89% 70.89% 70.89%
Fold3 6 10 2 41 10 12 23 23 23 48.10% 87.34% 84.81% 70.89% 70.89% 70.89%
Fold4 6 15 2 40 16 15 19 19 19 49.37% 79.75% 81.01% 75.95% 75.95% 75.95%
Fold5 6 15 1 17 16 20 20 19 19 78.48% 79.75% 74.68% 74.68% 75.95% 75.95%








































Fold1 2 1 7 25 19 15 16 15 15 68.35% 75.95% 81.01% 79.75% 81.01% 81.01%
Fold2 2 1 7 30 22 14 16 15 16 62.03% 72.15% 82.28% 79.75% 81.01% 79.75%
Fold3 2 1 7 19 20 12 18 17 16 75.95% 74.68% 84.81% 77.22% 78.48% 79.75%
Fold4 2 1 7 22 17 19 16 16 17 72.15% 78.48% 75.95% 79.75% 79.75% 78.48%
Fold5 2 1 7 17 19 18 13 13 14 78.48% 75.95% 77.22% 83.54% 83.54% 82.28%











































Fold1 15 25 1 30 24 20 14 13 13 62.03% 69.62% 74.68% 82.28% 83.54% 83.54%
Fold2 9 25 3 20 22 17 16 18 18 74.68% 72.15% 78.48% 79.75% 77.22% 77.22%
Fold3 25 13 1 11 16 11 11 10 11 86.08% 79.75% 86.08% 86.08% 87.34% 86.08%
Fold4 18 14 15 40 28 23 28 28 28 49.37% 64.56% 70.89% 64.56% 64.56% 64.56%
Fold5 13 6 15 31 23 18 19 19 19 60.76% 70.89% 77.22% 75.95% 75.95% 75.95%






































Fold1 7 15 2 21 16 12 11 11 12 73.42% 79.75% 84.81% 86.08% 86.08% 84.81%
Fold2 1 15 17 46 28 22 21 20 20 41.77% 64.56% 72.15% 73.42% 74.68% 74.68%
Fold3 1 14 17 44 15 17 15 15 15 44.30% 81.01% 78.48% 81.01% 81.01% 81.01%
Fold4 1 7 2 22 17 19 16 16 17 72.15% 78.48% 75.95% 79.75% 79.75% 78.48%
Fold5 1 7 14 23 18 22 16 17 16 70.89% 77.22% 72.15% 79.75% 78.48% 79.75%








all  three modeling methods  yielding  the  highest  average  accuracy,  in  19  out  of  26  different  feature 
selection results. The proposed fuzzy reasoning technique applying Equation 4.10 fairs closely with the 
fuzzy  k‐nearest  neighbor  algorithm  with  each  outperforms  the  other  depending  on  which  feature 
selection method  is applied.   The fuzzy k‐nearest method  is the fastest method; however,    it does not 
provide any explicit knowledge. Our fuzzy modeling method, on the other hand, has the advantage of 
generating human comprehensible model. ANFIS  is generally slower and  takes  longer  to compute  the 
output.  In our  case, when number of  records  for weld dataset  is  small and only  three  features were 





KNN  algorithm  searches  the  data  almost  exhaustively,  meaning  if  K=5,  therefore,  there  is 





was  obtained  by  using  the mutual  information  (discretization with  equal width, w=15,  and  the miq 














1  85.06%  ANFIS  FS: Mutual Information w/ Equal Width on Weld Data (w=15)(miq) 
2  84.30%  ANFIS  FS: Mutual Information w/ Equal Width on Weld Data (w=5)(miq) 
3  84.30%  Fuzzy 10NN  FS: Mutual Information w/ Equal Width on Weld Data (w=5)(miq) 
4  84.30%  Fuzzy 15NN  FS: Mutual Information w/ Equal Width on Weld Data (w=5)(miq) 
5  84.05%  Fuzzy 5NN  FS: Mutual correlation (Tsai and Chiu ) Weld Data 
6  84.05%  Fuzzy 5NN  FS: Mutual Information w/ Equal Width on Weld Data (w=5)(miq) 
7  83.80%  Fuzzy 15NN  FS: Mutual correlation (Tsai and Chiu ) Weld Data 
8  83.54%  ANFIS  FS: Mutual correlation (Park et all) Weld Data 
9  83.54%  ANFIS  FS: Mutual Information w/ Equal Width on Weld Data (w=5)(mid) 
10  83.54%  Fuzzy 10NN  FS: Mutual correlation (Tsai and Chiu ) Weld Data 
11  83.29%  ANFIS  FS: Mutual Information w/ Equal Width on Weld Data (w=10)(miq) 
12  83.29%  ANFIS  FS: Mutual Information w/ Equal Width on Weld Data (w=20)(miq) 
13  83.04%  ANFIS  FS: Mutual correlation (Tsai and Chiu ) Weld Data 
14  82.78%  ANFIS  FS: Stepwise on Weld Data 
15  82.78%  ANFIS  FS: Mutual Information w/ Equal Frequency on Weld Data (f=5)(mid) 
16  82.28%  Fuzzy 10NN  FS: Mutual Information w/ Equal Width on Weld Data (w=10)(miq) 
17  82.28%  Fuzzy 15NN  FS: Mutual Information w/ Equal Width on Weld Data (w=10)(miq) 
18  82.03%  Fuzzy 15NN  FS: Mutual Information w/ Equal Width on Weld Data (w=15)(miq) 
19  81.52%  Fuzzy 10NN  FS: Mutual Information w/ Equal Width on Weld Data (w=5)(mid) 


















1  97.17%  Fuzzy 15NN  FS: mutual correlation (Tsai and Chiu ) on Breast Cancer Data
2  96.99%  Equation 4.10  FS: mutual correlation (Tsai and Chiu ) 
3  96.99%  Fuzzy 5NN  FS: mutual correlation (Tsai and Chiu ) 
4  96.46%  ANFIS  FS: mutual correlation (Tsai and Chiu ) 
5  96.46%  Fuzzy 10NN  FS: mutual correlation (Tsai and Chiu ) 
6  96.11%  Fuzzy 5NN  FS: Stepwise 
7  96.11%  Fuzzy 10NN  FS: Stepwise 
8  96.11%  Fuzzy 15NN  FS: Stepwise 
9  95.95%  Fuzzy 5NN  FS: Mutual Information w/ Equal Frequency (f=10)(mid) 
10  95.95%  Fuzzy 15NN  FS: Mutual Information w/ Equal Frequency (f=10)(mid) 
11  95.70%  Fuzzy 10NN  FS: Mutual Information w/ Equal Frequency (f=10)(mid) 
12  95.70%  Fuzzy 10NN  FS: Mutual Information w/ Equal Frequency (f=5)(miq) 
13  95.70%  Fuzzy 15NN  FS: Mutual Information w/ Equal Frequency (f=5)(miq) 
14  95.44%  Fuzzy 5NN  FS: Mutual Information w/ Equal Frequency (f=5)(miq) 
15  95.44%  Fuzzy 15NN  FS: Mutual Information w/ Equal Frequency (f=5)(mid) 
16  95.44%  Fuzzy 15NN  FS: Mutual Information w/ Equal Width (w=5)(miq) 
17  95.22%  Fuzzy 15NN  FS: Relief Algorithm 
18  95.19%  Fuzzy 10NN  FS: Mutual Information w/ Equal Frequency (f=5)(mid) 
19  95.04%  Fuzzy 15NN  FS: Mutual correlation (Park et all) 







Base on  average  accuracy,  the  results of  all  feature  selection‐model  combinations on PIMA Diabetes 
dataset are ranked in Table 39. The three best results were obtained from ANFIS incorporating Welch’s 






1  77.65%  ANFIS  FS: Welch t‐Statistics I on PIMA Diabetes Data  
2  77.65%  ANFIS  FS: Welch t‐Statistics II on PIMA Diabetes Data 
3  77.65%  ANFIS  FS: Fisher Correlation Score on PIMA Diabetes Data 
4  77.65%  ANFIS  FS: Fisher Correlation Score II on PIMA Diabetes Data 
5  77.39%  Equation 4.10  FS: Stepwise on PIMA Diabetes Data
6  76.86%  ANFIS  FS: Mutual correlation (Park et all) PIMA Diabetes Data 
7  76.73%  Fuzzy 10NN  FS: Welch t‐Statistics I on PIMA Diabetes Data  
8  76.73%  Fuzzy 10NN  FS: Welch t‐Statistics II on PIMA Diabetes Data 
9  76.73%  Fuzzy 10NN  FS: Fisher Correlation Score on PIMA Diabetes Data 
10  76.73%  Fuzzy 10NN  FS: Fisher Correlation Score II on PIMA Diabetes Data 
11  76.73%  ANFIS  FS: Mean Difference Score on PIMA Diabetes Data 
12  76.60%  Equation 4.10  FS: Mutual correlation (Tsai and Chiu ) PIMA Diabetes Data 
13  76.60%  Fuzzy 15NN  FS: Welch t‐Statistics I on PIMA Diabetes Data  
14  76.60%  Fuzzy 15NN  FS: Welch t‐Statistics II on PIMA Diabetes Data 
15  76.60%  Fuzzy 15NN  FS: Fisher Correlation Score on PIMA Diabetes Data 
16  76.60%  Fuzzy 15NN  FS: Fisher Correlation Score II on PIMA Diabetes Data 
17  76.21%  ANFIS  FS: Mutual correlation (Tsai and Chiu ) PIMA Diabetes Data 
18  76.08%  ANFIS  FS: Stepwise on PIMA Diabetes Data
19  75.82%  Fuzzy 15NN  FS: Mutual correlation (Park et all) PIMA Diabetes Data 












three different numbers of neighbors,  i.e.  five,  ten  and  fifteen neighbors. ANFIS  and  fuzzy K‐nearest 
neighbor are two well known fuzzy algorithms/models. All these models are applied to three different 
datasets  as  shown  in  Table  1.  Then  the  computational  time  of  each model  on  different  datasets  is 
measured and reported. It  is concluded that fuzzy K‐nearest neighbor algorithm  is the fastest, ANFIS  is 
the slowest and our  fuzzy modeling and  reasoning method  is  in between of  the  two.  It  is shown  that 




mutual  information,  stepwise algorithm, Welch’s  t‐statistics,  Fisher’s  correlation  score,  independently 
consistent expression, mean difference score, average difference score, and relief algorithm. Note that 
variations of  four of  these methods were also  implemented. Specifically,  they are  three variations of 
mutual correlation, 16 variations of mutual  information, two variations of Welch’s t‐Statistics and two 
variations  of  Fisher’s  correlation  score.  Among  the  feature  selection  technique  implemented  in  this 
thesis, mutual correlation, stepwise algorithm, and mutual information using equal width discretization 
technique  with  medium  numbers  of  intervals  or  discretized  values,  (=15)  provided  the  highest 












































































































































































2 24 28 4 1.4142
9 24 28 4.2 1.0954
23 24 28 4.4 0.8944
22 24 28 4.4 1.1402
24 26 28 4.4 1.5166
7 22 23 4.4 2.0736
23 24 25 4.4 2.3022
8 24 28 4.6 1.5166
14 24 28 4.6 1.5166
17 24 28 4.6 1.5166
24 27 28 4.6 1.5166
7 21 26 4.6 2.1909
22 24 29 4.6 2.4083
8 21 22 4.6 2.7019
24 25 28 4.8 0.8367
6 22 24 4.8 1.3038
10 24 28 4.8 1.3038
8 22 24 4.8 1.7889
8 24 25 4.8 2.1679
19 24 28 5 1.4142
20 24 28 5 1.4142
3 21 25 5 1.5811
5 24 28 5 1.5811
16 24 28 5 1.5811
1 25 27 5 1.7321
24 25 27 5 2.5495
24 28 30 5.2 1.3038
7 21 25 5.2 1.6432
2 23 25 5.2 1.7889
13 24 28 5.2 1.7889
3 7 21 5.2 1.9235
24 28 29 5.2 1.9235
2 21 25 5.2 2.5884
5 24 29 5.2 2.5884
2 7 24 5.2 2.7749
7 21 22 5.2 2.8636
8 24 26 5.4 0.8944
1 21 25 5.4 1.5166
8 20 24 5.4 1.5166
21 25 27 5.4 1.5166
2 24 30 5.4 1.6733
24 26 29 5.4 1.9494
7 24 28 5.4 2.0736
5 24 27 5.4 2.1909
7 21 24 5.4 2.3022
8 23 24 5.6 0.8944
3 25 27 5.6 1.5166
21 22 27 5.6 1.5166
18 24 28 5.6 1.6733    
i j k Bases on Equation 
(4.10)
Deviation
2 24 28 4 1.4142
9 24 28 4.2 1.0954
23 24 28 4.4 0.8944
22 24 28 4.4 1.1402
24 26 28 4.4 1.5166
7 22 23 4.4 2.0736
23 24 25 4.4 2.3022
8 24 28 4.6 1.5166
14 24 28 4.6 1.5166
17 24 28 4.6 1.5166
24 27 28 4.6 1.5166
7 21 26 4.6 2.1909
22 24 29 4.6 2.4083
8 21 22 4.6 2.7019
24 25 28 4.8 0.8367
6 22 24 4.8 1.3038
10 24 28 4.8 1.3038
8 22 24 4.8 1.7889
8 24 25 4.8 2.1679
19 24 28 5 1.4142
20 24 28 5 1.4142
3 21 25 5 1.5811
5 24 28 5 1.5811
16 24 28 5 1.5811
1 25 27 5 1.7321
24 25 27 5 2.5495
24 28 30 5.2 1.3038
7 21 25 5.2 1.6432
2 23 25 5.2 1.7889
13 24 28 5.2 1.7889
3 7 21 5.2 1.9235
24 28 29 5.2 1.9235
2 21 25 5.2 2.5884
5 24 29 5.2 2.5884
2 7 24 5.2 2.7749
7 21 22 5.2 2.8636
8 24 26 5.4 0.8944
1 21 25 5.4 1.5166
8 20 24 5.4 1.5166
21 25 27 5.4 1.5166
2 24 30 5.4 1.6733
24 26 29 5.4 1.9494
7 24 28 5.4 2.0736
5 24 27 5.4 2.1909
7 21 24 5.4 2.3022
8 23 24 5.6 0.8944
3 25 27 5.6 1.5166
21 22 27 5.6 1.5166
18 24 28 5.6 1.6733















22 24 28 2.6 0.8944
21 22 28 2.8 1.3038
8 21 22 3.2 1.4832
8 22 23 3.2 1.4832
8 22 24 3.2 1.4832
22 23 28 3.2 1.4832
2 23 25 3.4 2.1909
3 21 28 3.6 1.1402
2 23 28 3.6 1.5166
21 22 25 3.6 1.5166
4 22 28 3.8 1.3038
18 23 25 3.8 1.3038
2 21 28 3.8 1.4832
22 23 25 3.8 1.4832
2 21 25 3.8 1.9235
4 22 29 4 2
7 16 23 4 2.5495
1 22 28 4.2 1.3038
14 22 28 4.2 1.3038
2 24 28 4.2 1.6432
3 22 28 4.2 1.6432
5 21 27 4.2 1.6432
7 21 22 4.2 1.6432
3 22 29 4.2 1.7889
18 21 25 4.2 1.9235
2 24 25 4.2 2.1679
7 8 24 4.2 2.2804
7 16 24 4.2 2.2804
22 24 29 4.2 2.5884
1 21 28 4.4 0.8944
3 24 28 4.4 0.8944
4 21 28 4.4 0.8944
11 23 25 4.4 1.1402
16 21 28 4.4 1.1402
4 23 25 4.4 1.5166
21 25 26 4.4 1.6733
1 23 25 4.4 2.0736
5 24 27 4.4 2.0736
20 23 25 4.4 2.0736
15 21 25 4.4 2.3022
7 16 21 4.4 2.51
21 25 27 4.4 3.4351
1 28 30 4.6 1.1402
13 24 28 4.6 1.1402
13 21 28 4.6 1.3416
12 23 25 4.6 1.5166
17 21 30 4.6 1.5166
14 21 28 4.6 1.8166
1 22 29 4.6 2.0736






21 22 28 3.8 1.4832
1 22 28 4 0.7071
22 24 28 4 1.5811
1 24 25 4.2 1.0954
3 24 28 4.4 1.5166
21 23 25 4.4 1.5166
1 24 28 4.4 1.9494
1 8 24 4.6 0.5477
3 22 28 4.6 0.8944
1 7 24 4.6 1.1402
3 7 24 4.6 1.1402
22 23 28 4.6 1.3416
24 27 28 4.6 2.6077
5 7 21 4.6 3.0496
1 21 28 4.8 0.8367
3 24 25 4.8 1.4832
2 24 27 4.8 1.7889
1 24 26 4.8 1.9235
5 24 27 4.8 1.9235
5 21 27 4.8 2.7749
1 7 21 5 1
23 25 28 5 1
5 23 27 5 1.2247
21 23 28 5 1.2247
24 28 29 5 1.2247
2 24 28 5 1.8708
23 24 28 5 1.8708
3 7 23 5 2
3 24 26 5 2
4 24 25 5 2.3452
8 22 24 5 2.3452
21 24 25 5 2.3452
5 21 22 5 2.8284
5 24 28 5.2 0.8367
2 23 28 5.2 1.0954
3 7 21 5.2 1.0954
7 22 24 5.2 1.0954
21 24 28 5.2 1.0954
3 21 28 5.2 1.3038
4 21 28 5.2 1.3038
2 3 28 5.2 1.4832
3 23 28 5.2 1.4832
15 24 28 5.2 1.4832
17 24 26 5.2 1.4832
1 23 25 5.2 1.6432
5 21 28 5.2 1.6432
10 21 28 5.2 1.6432
15 23 28 5.2 1.6432
23 24 25 5.2 1.6432














22 24 28 2.6 0.8944
21 22 28 2.8 1.0954
8 21 22 2.8 1.9235
21 22 25 3 1
22 23 28 3 1.2247
8 22 24 3 1.5811
2 21 25 3 1.7321
8 22 23 3 2
2 23 25 3 2.3452
21 25 27 3.2 2.7749
2 23 28 3.4 0.5477
2 21 28 3.4 1.1402
4 22 28 3.4 1.1402
5 24 27 3.4 1.5166
2 24 28 3.4 1.8166
3 21 28 3.6 1.1402
18 23 25 3.6 1.1402
5 21 27 3.6 1.5166
19 23 25 3.6 2.4083
18 21 25 3.8 0.8367
22 24 25 3.8 0.8367
21 22 27 3.8 2.1679
7 16 24 3.8 2.49
21 22 29 3.8 2.5884
1 21 28 4 1
11 23 25 4 1.4142
4 22 29 4 1.5811
14 22 28 4 1.5811
22 23 25 4 1.5811
13 23 25 4 1.7321
1 22 28 4 1.8708
5 23 27 4 2
22 24 29 4 2.9155
22 23 29 4 3.0822
3 24 28 4.2 0.8367
4 24 28 4.2 0.8367
16 21 28 4.2 0.8367
4 21 28 4.2 1.0954
12 23 25 4.2 1.4832
4 23 25 4.2 1.6432
4 24 25 4.2 1.7889
14 23 25 4.2 1.7889
3 22 28 4.2 1.9235
4 25 27 4.2 1.9235
7 21 22 4.2 1.9235
1 23 25 4.2 2.1679
20 23 25 4.2 2.1679
22 23 27 4.2 2.2804
23 24 25 4.2 2.7749







22 24 28 2.6 0.8944
2 24 28 2.8 1.3038
21 22 28 2.8 1.4832
2 21 25 2.8 1.9235
8 21 22 2.8 1.9235
8 22 23 2.8 1.9235
22 23 28 3 1.2247
2 23 25 3 2.3452
21 22 25 3.2 0.8367
8 22 24 3.2 1.7889
2 23 28 3.4 0.5477
1 22 28 3.4 1.1402
2 21 28 3.4 1.1402
4 22 28 3.4 1.1402
3 21 28 3.6 1.1402
5 24 27 3.6 1.5166
19 23 25 3.6 2.4083
21 25 27 3.6 3.1305
3 24 28 3.8 0.8367
14 22 28 3.8 0.8367
22 24 25 3.8 0.8367
1 21 28 3.8 1.3038
22 23 25 3.8 1.3038
3 22 29 3.8 1.6432
3 22 28 3.8 1.7889
7 21 22 3.8 1.7889
5 21 27 4 1.4142
12 23 25 4 1.4142
7 22 24 4 1.5811
4 23 25 4 1.7321
2 24 25 4 1.8708
5 22 23 4 2
11 23 25 4 2
21 22 27 4 2
1 23 25 4 2.3452
15 21 25 4 2.3452
9 22 23 4 2.5495
21 22 29 4 2.8284
22 24 29 4 2.9155
19 23 30 4.2 0.4472
2 9 21 4.2 0.8367
4 21 28 4.2 1.0954
4 24 28 4.2 1.0954
2 24 27 4.2 1.3038
4 22 29 4.2 1.4832
7 22 23 4.2 1.4832
12 21 25 4.2 1.4832
15 23 25 4.2 1.6432
13 23 25 4.2 1.7889






































Fold1 28 21 22 7 5 4 2 3 3 93.81% 95.58% 96.46% 98.23% 97.35% 97.35%
Fold2 28 21 22 4 4 6 4 4 5 96.46% 96.46% 94.69% 96.46% 96.46% 95.58%
Fold3 28 21 22 9 2 2 4 3 2 92.04% 98.23% 98.23% 96.46% 97.35% 98.23%
Fold4 28 21 2 6 3 5 4 7 3 94.69% 97.35% 95.58% 96.46% 93.81% 97.35%
Fold5 28 21 22 6 3 3 3 3 3 94.69% 97.35% 97.35% 97.35% 97.35% 97.35%








































Fold1 1 5 29 11 13 11 9 7 8 90.27% 88.50% 90.27% 92.04% 93.81% 92.92%
Fold2 1 15 29 11 13 7 8 8 8 90.27% 88.50% 93.81% 92.92% 92.92% 92.92%
Fold3 1 15 29 10 10 8 10 10 10 91.15% 91.15% 92.92% 91.15% 91.15% 91.15%
Fold4 1 15 29 6 3 9 8 8 7 94.69% 97.35% 92.04% 92.92% 92.92% 93.81%
Fold5 1 15 29 14 13 15 15 14 14 87.61% 88.50% 86.73% 86.73% 87.61% 87.61%









































Fold1 8 21 28 30 4 6 5 6 5 73.45% 96.46% 94.69% 95.58% 94.69% 95.58%
Fold2 8 21 28 6 7 8 7 7 7 94.69% 93.81% 92.92% 93.81% 93.81% 93.81%
Fold3 8 21 28 13 16 5 7 7 6 88.50% 85.84% 95.58% 93.81% 93.81% 94.69%
Fold4 21 23 28 4 6 6 5 5 5 96.46% 94.69% 94.69% 95.58% 95.58% 95.58%
Fold5 8 21 28 10 4 4 5 5 5 91.15% 96.46% 96.46% 95.58% 95.58% 95.58%













































Fold1 28 22 21 7 5 4 2 3 3 91.14% 93.67% 94.94% 97.47% 96.20% 96.20%
Fold2 28 24 2 4 8 6 6 6 4 94.94% 89.87% 92.41% 92.41% 92.41% 94.94%
Fold3 8 2 24 8 7 8 9 7 7 89.87% 91.14% 89.87% 88.61% 91.14% 91.14%
Fold4 23 2 28 6 2 4 3 3 3 92.41% 97.47% 94.94% 96.20% 96.20% 96.20%
Fold5 8 22 21 5 4 6 3 3 3 93.67% 94.94% 92.41% 96.20% 96.20% 96.20%










































Fold1 28 22 24 4 3 3 3 3 3 94.94% 96.20% 96.20% 96.20% 96.20% 96.20%
Fold2 28 11 24 7 9 6 4 5 5 91.14% 88.61% 92.41% 94.94% 93.67% 93.67%
Fold3 28 11 22 8 8 7 6 6 6 89.87% 89.87% 91.14% 92.41% 92.41% 92.41%
Fold4 23 17 28 5 6 6 5 5 5 93.67% 92.41% 92.41% 93.67% 93.67% 93.67%
Fold5 23 22 28 6 4 4 3 3 3 92.41% 94.94% 94.94% 96.20% 96.20% 96.20%









































Fold1 23 20 8 11 6 5 8 8 7 86.08% 92.41% 93.67% 89.87% 89.87% 91.14%
Fold2 23 17 28 17 7 8 8 6 7 78.48% 91.14% 89.87% 89.87% 92.41% 91.14%
Fold3 23 20 28 11 5 6 7 6 5 86.08% 93.67% 92.41% 91.14% 92.41% 93.67%
Fold4 23 17 2 13 5 7 5 5 5 83.54% 93.67% 91.14% 93.67% 93.67% 93.67%
Fold5 23 20 28 18 5 6 7 7 7 77.22% 93.67% 92.41% 91.14% 91.14% 91.14%











































Fold1 23 17 14 14 10 8 11 10 10 82.28% 87.34% 89.87% 86.08% 87.34% 87.34%
Fold2 23 17 14 8 8 10 13 10 10 89.87% 89.87% 87.34% 83.54% 87.34% 87.34%
Fold3 23 17 14 15 4 10 8 8 7 81.01% 94.94% 87.34% 89.87% 89.87% 91.14%
Fold4 23 17 14 11 9 8 8 6 5 86.08% 88.61% 89.87% 89.87% 92.41% 93.67%
Fold5 23 17 14 8 8 10 10 8 8 89.87% 89.87% 87.34% 87.34% 89.87% 89.87%









































Fold1 23 22 28 8 5 6 3 3 3 89.87% 93.67% 92.41% 96.20% 96.20% 96.20%
Fold2 23 25 2 7 8 11 7 7 7 91.14% 89.87% 86.08% 91.14% 91.14% 91.14%
Fold3 8 22 21 6 5 7 4 4 4 92.41% 93.67% 91.14% 94.94% 94.94% 94.94%
Fold4 23 22 28 3 4 4 1 1 1 96.20% 94.94% 94.94% 98.73% 98.73% 98.73%
Fold5 23 25 8 7 4 4 5 4 3 91.14% 94.94% 94.94% 93.67% 94.94% 96.20%










































Fold1 23 22 28 8 5 6 3 3 3 89.87% 93.67% 92.41% 96.20% 96.20% 96.20%
Fold2 23 22 8 7 8 7 5 5 5 91.14% 89.87% 91.14% 93.67% 93.67% 93.67%
Fold3 23 22 8 4 4 7 4 4 4 94.94% 94.94% 91.14% 94.94% 94.94% 94.94%
Fold4 23 22 28 3 4 4 1 1 1 96.20% 94.94% 94.94% 98.73% 98.73% 98.73%
Fold5 23 22 8 4 4 7 3 4 3 94.94% 94.94% 91.14% 96.20% 94.94% 96.20%













































Fold1 23 25 8 7 3 4 4 2 2 91.14% 96.20% 94.94% 94.94% 97.47% 97.47%
Fold2 23 25 8 10 9 9 8 8 8 87.34% 88.61% 88.61% 89.87% 89.87% 89.87%
Fold3 23 25 8 8 8 7 6 6 6 89.87% 89.87% 91.14% 92.41% 92.41% 92.41%
Fold4 23 25 28 5 5 4 3 4 4 93.67% 93.67% 94.94% 96.20% 94.94% 94.94%
Fold5 23 2 8 5 4 7 5 4 4 93.67% 94.94% 91.14% 93.67% 94.94% 94.94%









































Fold1 23 29 28 5 9 6 4 5 5 93.67% 88.61% 92.41% 94.94% 93.67% 93.67%
Fold2 23 25 28 7 7 6 8 7 7 91.14% 91.14% 92.41% 89.87% 91.14% 91.14%
Fold3 23 25 8 8 8 7 6 6 6 89.87% 89.87% 91.14% 92.41% 92.41% 92.41%
Fold4 23 25 8 10 6 6 5 5 5 87.34% 92.41% 92.41% 93.67% 93.67% 93.67%
Fold5 23 22 8 7 4 4 5 4 3 91.14% 94.94% 94.94% 93.67% 94.94% 96.20%










































Fold1 28 22 24 4 3 3 3 3 3 94.94% 96.20% 96.20% 96.20% 96.20% 96.20%
Fold2 28 2 24 4 8 6 6 6 4 94.94% 89.87% 92.41% 92.41% 92.41% 94.94%
Fold3 8 2 24 8 7 8 9 7 7 89.87% 91.14% 89.87% 88.61% 91.14% 91.14%
Fold4 23 25 2 3 3 5 2 1 1 96.20% 96.20% 93.67% 97.47% 98.73% 98.73%
Fold5 8 22 21 5 4 6 3 3 3 93.67% 94.94% 92.41% 96.20% 96.20% 96.20%













































Fold1 28 11 22 7 5 8 4 4 4 91.14% 93.67% 89.87% 94.94% 94.94% 94.94%
Fold2 28 11 22 7 9 6 7 7 7 91.14% 88.61% 92.41% 91.14% 91.14% 91.14%
Fold3 28 11 22 8 8 7 6 6 6 89.87% 89.87% 91.14% 92.41% 92.41% 92.41%
Fold4 23 2 28 6 2 4 3 3 3 92.41% 97.47% 94.94% 96.20% 96.20% 96.20%
Fold5 23 22 28 6 4 4 3 3 3 92.41% 94.94% 94.94% 96.20% 96.20% 96.20%









































Fold1 23 27 14 9 7 10 7 8 8 88.61% 91.14% 87.34% 91.14% 89.87% 89.87%
Fold2 23 27 14 9 7 9 10 10 10 88.61% 91.14% 88.61% 87.34% 87.34% 87.34%
Fold3 23 7 14 13 7 7 7 7 7 83.54% 91.14% 91.14% 91.14% 91.14% 91.14%
Fold4 23 28 14 6 5 6 3 3 3 92.41% 93.67% 92.41% 96.20% 96.20% 96.20%
Fold5 23 27 14 11 4 8 8 8 8 86.08% 94.94% 89.87% 89.87% 89.87% 89.87%









































Fold1 23 27 14 9 7 10 7 8 8 88.61% 91.14% 87.34% 91.14% 89.87% 89.87%
Fold2 23 27 14 9 7 9 10 10 10 88.61% 91.14% 88.61% 87.34% 87.34% 87.34%
Fold3 23 27 14 10 5 7 6 5 5 87.34% 93.67% 91.14% 92.41% 93.67% 93.67%
Fold4 23 8 14 5 6 6 4 4 4 93.67% 92.41% 92.41% 94.94% 94.94% 94.94%
Fold5 23 27 14 11 4 8 8 8 8 86.08% 94.94% 89.87% 89.87% 89.87% 89.87%











































Fold1 23 22 25 9 5 6 3 3 3 88.61% 93.67% 92.41% 96.20% 96.20% 96.20%
Fold2 23 25 2 7 8 11 7 7 7 91.14% 89.87% 86.08% 91.14% 91.14% 91.14%
Fold3 8 22 21 6 5 7 4 4 4 92.41% 93.67% 91.14% 94.94% 94.94% 94.94%
Fold4 23 25 2 3 3 5 2 1 1 96.20% 96.20% 93.67% 97.47% 98.73% 98.73%
Fold5 23 25 2 4 4 5 2 2 2 94.94% 94.94% 93.67% 97.47% 97.47% 97.47%










































Fold1 23 22 28 8 5 6 3 3 3 89.87% 93.67% 92.41% 96.20% 96.20% 96.20%
Fold2 23 22 8 7 8 7 5 5 5 91.14% 89.87% 91.14% 93.67% 93.67% 93.67%
Fold3 23 22 8 4 4 7 4 4 4 94.94% 94.94% 91.14% 94.94% 94.94% 94.94%
Fold4 23 28 2 6 2 4 3 3 3 92.41% 97.47% 94.94% 96.20% 96.20% 96.20%
Fold5 23 27 14 11 4 8 8 8 8 86.08% 94.94% 89.87% 89.87% 89.87% 89.87%










































Fold1 23 27 14 9 7 10 7 8 8 88.61% 91.14% 87.34% 91.14% 89.87% 89.87%
Fold2 23 28 14 17 7 8 6 4 4 78.48% 91.14% 89.87% 92.41% 94.94% 94.94%
Fold3 23 28 14 7 5 5 6 7 6 91.14% 93.67% 93.67% 92.41% 91.14% 92.41%
Fold4 23 28 14 6 5 6 3 3 3 92.41% 93.67% 92.41% 96.20% 96.20% 96.20%
Fold5 23 27 8 7 4 7 9 7 7 91.14% 94.94% 91.14% 88.61% 91.14% 91.14%











































Fold1 23 28 14 12 5 6 5 5 5 84.81% 93.67% 92.41% 93.67% 93.67% 93.67%
Fold2 23 28 14 17 7 8 6 4 4 78.48% 91.14% 89.87% 92.41% 94.94% 94.94%
Fold3 23 8 14 19 7 7 8 8 8 75.95% 91.14% 91.14% 89.87% 89.87% 89.87%
Fold4 23 28 14 6 5 6 3 3 3 92.41% 93.67% 92.41% 96.20% 96.20% 96.20%
Fold5 23 28 14 11 5 4 7 8 8 86.08% 93.67% 94.94% 91.14% 89.87% 89.87%







































Fold1 21 28 22 7 5 4 2 3 3 93.81% 95.58% 96.46% 98.23% 97.35% 97.35%
Fold2 21 8 26 9 9 8 7 7 7 92.04% 92.04% 92.92% 93.81% 93.81% 93.81%
Fold3 21 27 11 8 3 3 6 5 4 92.92% 97.35% 97.35% 94.69% 95.58% 96.46%
Fold4 21 27 22 4 5 5 3 2 3 96.46% 95.58% 95.58% 97.35% 98.23% 97.35%
Fold5 21 30 29 5 8 9 4 5 5 95.58% 92.92% 92.04% 96.46% 95.58% 95.58%







































Fold1 28 23 21 8 6 5 6 5 5 92.92% 94.69% 95.58% 94.69% 95.58% 95.58%
Fold2 28 23 21 14 17 6 7 7 6 87.61% 84.96% 94.69% 93.81% 93.81% 94.69%
Fold3 28 8 23 12 6 7 8 8 7 89.38% 94.69% 93.81% 92.92% 92.92% 93.81%
Fold4 28 23 21 4 6 6 5 5 5 96.46% 94.69% 94.69% 95.58% 95.58% 95.58%
Fold5 28 23 21 10 5 5 7 7 7 91.15% 95.58% 95.58% 93.81% 93.81% 93.81%












































Fold1 28 23 21 8 6 5 6 5 5 92.92% 94.69% 95.58% 94.69% 95.58% 95.58%
Fold2 28 23 21 14 17 6 7 7 6 87.61% 84.96% 94.69% 93.81% 93.81% 94.69%
Fold3 28 8 23 12 6 7 8 8 7 89.38% 94.69% 93.81% 92.92% 92.92% 93.81%
Fold4 28 23 21 4 6 6 5 5 5 96.46% 94.69% 94.69% 95.58% 95.58% 95.58%
Fold5 28 23 21 10 5 5 7 7 7 91.15% 95.58% 95.58% 93.81% 93.81% 93.81%











































Fold1 14 24 4 10 10 9 10 8 7 91.15% 91.15% 92.04% 91.15% 92.92% 93.81%
Fold2 14 24 4 16 11 9 10 10 9 85.84% 90.27% 92.04% 91.15% 91.15% 92.04%
Fold3 14 24 4 12 11 9 7 7 6 89.38% 90.27% 92.04% 93.81% 93.81% 94.69%
Fold4 14 24 4 13 11 9 6 6 6 88.50% 90.27% 92.04% 94.69% 94.69% 94.69%
Fold5 14 24 4 12 14 7 7 7 7 89.38% 87.61% 93.81% 93.81% 93.81% 93.81%









































Fold1 24 14 23 12 8 8 11 11 10 89.38% 92.92% 92.92% 90.27% 90.27% 91.15%
Fold2 14 24 8 8 8 7 9 8 8 92.92% 92.92% 93.81% 92.04% 92.92% 92.92%
Fold3 14 24 8 5 6 7 10 9 10 95.58% 94.69% 93.81% 91.15% 92.04% 91.15%
Fold4 24 14 23 13 8 8 7 6 6 88.50% 92.92% 92.92% 93.81% 94.69% 94.69%
Fold5 24 14 23 19 12 10 9 8 9 83.19% 89.38% 91.15% 92.04% 92.92% 92.04%














































Fold1 3 6 1 9 9 9 14 13 13 92.04% 92.04% 92.04% 87.61% 88.50% 88.50%
Fold2 3 24 1 16 10 6 10 9 9 85.84% 91.15% 94.69% 91.15% 92.04% 92.04%
Fold3 24 23 3 5 7 4 3 3 4 95.58% 93.81% 96.46% 97.35% 97.35% 96.46%
Fold4 14 13 3 15 12 12 12 13 12 86.73% 89.38% 89.38% 89.38% 88.50% 89.38%
Fold5 3 1 2 37 11 11 11 11 11 67.26% 90.27% 90.27% 90.27% 90.27% 90.27%







































Fold1 21 1 3 11 10 8 8 9 8 90.27% 91.15% 92.92% 92.92% 92.04% 92.92%
Fold2 21 23 3 7 9 8 8 8 8 93.81% 92.04% 92.92% 92.92% 92.92% 92.92%
Fold3 3 1 21 12 10 4 7 5 4 89.38% 91.15% 96.46% 93.81% 95.58% 96.46%
Fold4 1 3 21 8 11 7 7 5 92.92% 90.27% 93.81% 93.81% 95.58% 100.00%
Fold5 3 1 21 10 15 9 6 7 7 91.15% 86.73% 92.04% 94.69% 93.81% 93.81%

















2 6 8 37.4 2.881
2 3 6 37.6 4.6152
1 2 8 38.4 3.9749
2 5 6 38.4 6.8044
1 2 6 39 5.099
2 6 7 39.6 3.3615
2 4 8 42.2 8.0125
2 5 7 43.2 5.8052
2 3 4 43.2 6.7231
1 2 7 43.6 8.0187
2 3 8 44 10.2956
2 7 8 44.6 4.8785
2 4 6 45.2 6.4187
1 2 3 45.6 7.0922
2 3 5 45.6 9.5289
2 5 8 46.2 7.5631
1 2 4 46.4 2.9665
2 3 7 46.4 9.0443
1 6 7 46.6 7.0214
4 7 8 49.6 4.5056
6 7 8 49.6 4.7223
1 3 6 50 2.4495
4 6 7 50.8 6.3008
2 4 7 51 8.124
5 6 7 51.4 4.0373
2 4 5 51.6 5.9414
1 6 8 51.8 7.3959
5 6 8 52 6.364
3 7 8 52.2 2.6833
4 6 8 52.2 4.7645
1 7 8 52.8 6.0992
1 2 5 53 14.089
3 6 7 53.6 8.4735
4 5 6 54 4.1833
3 5 6 54.4 7.9246
3 4 8 54.6 4.7223
3 5 8 54.8 6.0581
1 5 6 55 7.0711
3 6 8 55.2 4.6583
5 7 8 55.4 5.5498
1 5 7 55.4 7.2319
1 3 8 55.6 7.7006
3 5 7 55.8 6.6106
1 4 6 57 9.1924
3 4 7 57.6 4.827
4 5 8 58 5.6125
1 4 7 58 8.6891
1 3 7 58.2 6.3403
4 5 7 59.4 5.9414







1 2 6 34 4.4159
2 6 7 34.6 4.3359
2 7 8 36 1.5811
2 5 8 36.4 1.6733
1 2 5 36.6 2.881
1 2 8 36.8 2.3875
2 3 8 36.8 2.9496
2 4 6 37.2 3.7683
1 2 3 37.4 2.6077
2 6 8 37.6 2.6077
2 3 6 37.6 2.7019
2 4 7 37.8 1.6432
2 4 8 38 4.1231
1 2 4 38.2 1.0954
2 3 5 38.2 1.9235
1 2 7 39 2.5495
2 3 7 39.6 2.3022
2 5 6 39.8 3.1145
2 4 5 40 6.8191
2 5 7 40.2 4.2071
2 3 4 41 3.5355
3 6 8 43.6 2.3022
6 7 8 44.4 4.5056
1 6 8 44.6 3.5071
1 6 7 44.6 5.1769
4 6 7 44.8 1.3038
5 6 7 45.2 3.5637
3 6 7 45.2 3.6332
4 6 8 45.4 5.4129
5 6 8 46 3.1623
5 7 8 46.2 3.5637
1 5 6 46.2 4.9193
4 7 8 46.4 2.7928
3 5 6 47 2.8284
1 5 8 47.2 2.1679
3 5 8 47.6 3.0496
1 3 6 47.6 3.2094
4 5 6 48 2.4495
3 4 7 48 3
3 7 8 48.2 2.5884
4 5 8 48.2 3.4205
1 4 7 48.8 2.7749
3 4 8 48.8 4.0866
1 3 5 49.2 2.3875
1 5 7 49.2 3.7014
1 4 5 49.4 3.5071
1 7 8 49.4 4.6152
1 3 7 49.8 3.3466
3 5 7 49.8 3.7683














2 6 7 37.2 2.1679
1 2 8 37.6 3.2094
2 6 8 38 4.8477
2 4 7 38.6 3.1305
2 5 8 38.8 3.9623
2 7 8 39.4 3.4351
1 2 7 40.4 2.4083
2 3 8 40.6 2.51
1 2 6 40.6 3.2094
1 2 5 41.4 5.1284
2 3 5 41.6 1.3416
1 2 4 41.6 6.3482
2 3 6 41.8 2.6833
2 4 6 42 2.9155
2 5 7 42 3.3912
2 5 6 42.4 3.4351
6 7 8 43.2 1.4832
1 2 3 43.2 2.9496
2 4 8 43.2 6.0992
2 4 5 44 3.4641
5 6 8 44 4
2 3 4 44.4 4.3359
2 3 7 45.2 2.7749
4 5 8 46 4.3589
1 3 5 46.8 1.4832
1 5 8 46.8 3.8987
1 6 8 47 3.873
1 6 7 47.2 3.5637
4 6 7 47.8 2.8636
4 5 6 47.8 3.1145
5 6 7 47.8 3.2711
5 7 8 47.8 6.9426
1 5 7 49.2 3.5637
3 6 8 49.6 2.6077
4 6 8 50.6 2.4083
1 3 6 50.6 3.2094
4 7 8 50.6 4.3359
3 4 5 50.8 2.49
1 5 6 50.8 4.8166
4 5 7 51 1.8708
3 5 8 51.2 2.2804
3 6 7 51.4 1.3416
1 7 8 51.6 4.8785
3 5 6 52 4.8477
3 7 8 52.4 2.881
1 4 5 52.6 1.6733
3 4 6 52.6 3.5777
1 3 4 52.8 2.8636
3 4 8 53 2.5495






2 7 8 34 4
2 6 8 34.2 2.5884
2 3 8 35 3.5355
2 4 8 35.2 4.3243
1 2 8 35.4 2.51
2 6 7 36.2 3.1145
2 5 8 36.4 4.219
1 2 3 36.4 4.2778
2 3 7 36.6 2.51
1 2 6 36.6 3.5071
1 2 4 37.2 2.3875
2 3 6 37.4 1.1402
1 2 7 37.4 1.3416
2 4 6 37.4 1.6733
2 4 5 37.6 3.0496
2 5 6 38 2
1 2 5 38 2.3452
2 4 7 38.4 2.51
2 3 4 38.6 2.51
2 5 7 38.6 2.7019
2 3 5 39.2 1.7889
5 7 8 43.2 0.8367
6 7 8 43.2 3.1937
3 5 8 43.8 2.2804
5 6 8 43.8 2.49
4 5 8 43.8 2.9496
1 5 8 44.8 2.9496
1 6 7 45 2.1213
1 6 8 45.6 2.7019
3 6 8 45.6 3.2094
4 7 8 46 1.2247
4 6 8 46 1.5811
1 5 7 46.4 3.9115
1 4 6 46.6 1.9494
1 3 5 46.6 3.2094
4 5 6 46.8 3.3466
3 5 6 47 2.2361
4 6 7 47 3.5355
5 6 7 47 4.6368
1 5 6 47.4 3.5071
1 3 8 47.6 1.8166
3 7 8 47.6 1.9494
3 4 8 47.6 3.9115
3 4 5 48 3.6742
4 5 7 48 4.4159
1 7 8 48.2 1.9235
1 4 7 48.2 2.1679
3 6 7 48.2 3.7014
3 5 7 48.4 3.9115















2 6 8 35.6 4.219
2 4 7 36.4 3.9115
2 6 7 36.6 2.881
2 7 8 36.8 2.2804
1 2 8 37.2 3.4205
1 2 6 38.6 1.1402
2 3 8 38.8 2.9496
2 3 6 39 2.3452
2 4 6 39 2.5495
2 5 8 39 4
1 2 5 39 4.062
1 2 7 39.6 2.0736
2 5 7 39.8 3.1145
2 5 6 40 1.8708
2 3 7 40.2 3.0332
2 3 5 40.8 2.2804
1 2 4 41.4 6.0663
2 3 4 41.6 2.7019
1 2 3 41.8 4.5497
2 4 8 42.6 5.1769
6 7 8 42.8 2.1679
5 6 8 43 3.5355
2 4 5 43 3.937
4 5 8 44.2 4.8166
1 5 8 45.6 4.0988
5 6 7 46.2 3.1145
1 3 5 46.2 3.3466
1 6 8 46.6 5.8992
4 5 6 46.8 2.7749
3 6 8 46.8 4.0866
5 7 8 46.8 6.0166
1 6 7 47 2.8284
4 6 7 47.6 2.0736
1 5 7 47.8 2.2804
4 7 8 48.4 2.9665
3 6 7 48.6 2.7019
4 6 8 49.4 2.881
1 5 6 49.6 4.1593
1 3 6 49.6 4.3359
4 5 7 50 1.2247
3 4 7 50.4 3.6469
3 4 5 50.6 2.4083
3 5 8 50.8 1.0954
1 7 8 50.8 5.0695
1 4 7 51 3.8079
3 4 8 52 2.1213
3 7 8 52.2 3.3466
1 4 5 52.4 0.5477
3 5 7 52.4 3.5777







2 4 7 35.4 3.9749
2 6 8 35.8 3.5637
2 7 8 36 2.5495
2 6 7 36.4 3.5777
1 2 8 36.8 3.7683
2 3 6 37.2 2.5884
1 2 6 38 1.2247
2 3 7 38.2 3.0332
2 4 6 38.4 2.7019
2 5 8 38.4 3.9115
1 2 7 38.6 1.5166
2 3 8 38.6 4.3932
1 2 5 39 4.1833
2 5 7 39.2 3.6332
2 5 6 39.8 1.7889
2 3 4 40.2 2.1679
2 3 5 40.2 2.3875
1 2 4 40.2 6.3008
1 2 3 41 3.6742
2 4 8 41.2 5.933
6 7 8 42 2.9155
2 4 5 42.2 2.7749
5 6 8 42.4 3.2094
4 5 8 44.4 5.5498
1 6 7 45.6 2.3022
1 3 5 45.8 2.5884
4 5 6 45.8 3.0332
1 5 8 45.8 3.7014
5 7 8 45.8 5.8907
5 6 7 46.4 3.5777
1 6 8 46.4 3.7815
3 6 8 46.8 3.6332
4 6 7 47.4 2.7019
4 7 8 47.8 2.0494
1 5 7 47.8 2.9496
4 6 8 48.2 3.4205
3 6 7 48.6 2.1909
1 5 6 49 3.937
4 5 7 49.2 2.0494
1 3 6 49.2 5.0695
3 4 5 49.8 2.8636
3 4 7 50 3.873
3 5 8 50.4 1.9494
1 4 5 51.2 1.0954
1 3 4 51.2 3.5637
1 7 8 51.2 4.7645
3 5 7 51.6 4.0373
3 7 8 52 2.9155
1 3 8 52 3.1623





































Fold1 2 6 8 33 36 35 31 33 32 78.43% 76.47% 77.12% 79.74% 78.43% 79.08%
Fold2 2 6 1 45 34 41 44 39 39 70.59% 77.78% 73.20% 71.24% 74.51% 74.51%
Fold3 2 6 8 37 36 38 43 41 40 75.82% 76.47% 75.16% 71.90% 73.20% 73.86%
Fold4 2 6 1 33 34 36 37 37 36 78.43% 77.78% 76.47% 75.82% 75.82% 76.47%
Fold5 2 6 1 43 39 32 44 40 39 71.90% 74.51% 79.08% 71.24% 73.86% 74.51%









































Fold1 1 5 7 55 50 41 53 50 51 64.05% 67.32% 73.20% 65.36% 67.32% 66.67%
Fold2 1 3 7 52 51 52 55 55 54 66.01% 66.67% 66.01% 64.05% 64.05% 64.71%
Fold3 4 7 8 44 44 45 49 47 48 71.24% 71.24% 70.59% 67.97% 69.28% 68.63%
Fold4 1 4 7 50 50 51 54 52 52 67.32% 67.32% 66.67% 64.71% 66.01% 66.01%
Fold5 1 4 7 51 45 46 52 47 47 66.67% 70.59% 69.93% 66.01% 69.28% 69.28%











































Fold1 2 6 8 33 36 35 31 33 32 78.43% 76.47% 77.12% 79.74% 78.43% 79.08%
Fold2 1 2 6 45 34 41 44 39 39 70.59% 77.78% 73.20% 71.24% 74.51% 74.51%
Fold3 2 6 8 37 36 38 43 41 40 75.82% 76.47% 75.16% 71.90% 73.20% 73.86%
Fold4 2 6 8 38 42 31 38 34 35 75.16% 72.55% 79.74% 75.16% 77.78% 77.12%
Fold5 1 2 6 43 39 32 44 40 39 71.90% 74.51% 79.08% 71.24% 73.86% 74.51%









































Fold1 2 1 6 35 27 35 39 38 38 55.70% 65.82% 55.70% 50.63% 51.90% 51.90%
Fold2 2 6 7 42 36 34 40 41 41 46.84% 54.43% 56.96% 49.37% 48.10% 48.10%
Fold3 2 6 1 39 36 39 39 39 38 50.63% 54.43% 50.63% 50.63% 50.63% 51.90%
Fold4 2 6 8 38 42 31 38 34 35 51.90% 46.84% 60.76% 51.90% 56.96% 55.70%
Fold5 2 6 1 43 39 32 44 40 39 45.57% 50.63% 59.49% 44.30% 49.37% 50.63%










































Fold1 2 6 8 33 36 35 31 33 32 58.23% 54.43% 55.70% 60.76% 58.23% 59.49%
Fold2 2 6 8 41 36 34 36 31 33 48.10% 54.43% 56.96% 54.43% 60.76% 58.23%
Fold3 2 6 8 37 36 38 43 41 40 53.16% 54.43% 51.90% 45.57% 48.10% 49.37%
Fold4 2 6 8 38 42 31 38 34 35 51.90% 46.84% 60.76% 51.90% 56.96% 55.70%
Fold5 2 6 8 38 38 33 42 39 39 51.90% 51.90% 58.23% 46.84% 50.63% 50.63%







































Fold1 2 4 7 55 35 39 38 37 36 30.38% 55.70% 50.63% 51.90% 53.16% 54.43%
Fold2 2 6 7 42 36 34 40 41 41 46.84% 54.43% 56.96% 49.37% 48.10% 48.10%
Fold3 2 6 7 39 38 40 38 37 39 50.63% 51.90% 49.37% 51.90% 53.16% 50.63%
Fold4 2 6 7 37 36 39 37 34 35 53.16% 54.43% 50.63% 53.16% 56.96% 55.70%
Fold5 2 6 8 38 38 33 42 39 39 51.90% 51.90% 58.23% 46.84% 50.63% 50.63%











































Fold1 2 4 7 55 35 39 38 37 36 30.38% 55.70% 50.63% 51.90% 53.16% 54.43%
Fold2 2 6 7 42 36 34 40 41 41 46.84% 54.43% 56.96% 49.37% 48.10% 48.10%
Fold3 2 4 1 49 40 39 49 48 48 37.97% 49.37% 50.63% 37.97% 39.24% 39.24%
Fold4 2 6 7 37 36 39 37 34 35 53.16% 54.43% 50.63% 53.16% 56.96% 55.70%
Fold5 2 6 5 41 39 39 41 41 40 48.10% 50.63% 50.63% 48.10% 48.10% 49.37%








































Fold1 5 8 2 53 36 38 38 40 39 32.91% 54.43% 51.90% 51.90% 49.37% 50.63%
Fold2 5 1 2 70 32 40 43 39 40 11.39% 59.49% 49.37% 45.57% 50.63% 49.37%
Fold3 5 1 2 59 39 36 46 43 41 25.32% 50.63% 54.43% 41.77% 45.57% 48.10%
Fold4 5 1 2 59 37 35 46 43 44 25.32% 53.16% 55.70% 41.77% 45.57% 44.30%
Fold5 5 1 2 41 39 39 35 34 33 48.10% 50.63% 50.63% 55.70% 56.96% 58.23%









































Fold1 5 8 7 52 46 44 54 53 50 34.18% 41.77% 44.30% 31.65% 32.91% 36.71%
Fold2 5 1 2 70 32 40 43 39 40 11.39% 59.49% 49.37% 45.57% 50.63% 49.37%
Fold3 5 1 2 59 39 36 46 43 41 25.32% 50.63% 54.43% 41.77% 45.57% 48.10%
Fold4 5 8 7 62 46 44 42 41 39 21.52% 41.77% 44.30% 46.84% 48.10% 50.63%
Fold5 5 6 2 41 39 39 41 41 40 48.10% 50.63% 50.63% 48.10% 48.10% 49.37%













































Fold1 5 8 2 53 36 38 38 40 39 32.91% 54.43% 51.90% 51.90% 49.37% 50.63%
Fold2 5 1 2 70 32 40 43 39 40 11.39% 59.49% 49.37% 45.57% 50.63% 49.37%
Fold3 5 6 8 59 45 46 43 42 42 25.32% 43.04% 41.77% 45.57% 46.84% 46.84%
Fold4 5 6 2 41 45 35 37 38 37 48.10% 43.04% 55.70% 53.16% 51.90% 53.16%
Fold5 5 7 1 58 43 46 44 44 43 26.58% 45.57% 41.77% 44.30% 44.30% 45.57%







































Fold1 5 1 2 36 36 40 37 36 37 54.43% 54.43% 49.37% 53.16% 54.43% 53.16%
Fold2 5 1 7 47 50 52 49 48 49 40.51% 36.71% 34.18% 37.97% 39.24% 37.97%
Fold3 5 1 2 59 39 36 46 43 41 25.32% 50.63% 54.43% 41.77% 45.57% 48.10%
Fold4 5 1 7 66 50 47 48 48 48 16.46% 36.71% 40.51% 39.24% 39.24% 39.24%
Fold5 5 1 2 41 39 39 35 34 33 48.10% 50.63% 50.63% 55.70% 56.96% 58.23%










































Fold1 2 1 6 35 27 35 39 38 38 55.70% 65.82% 55.70% 50.63% 51.90% 51.90%
Fold2 2 6 7 53 49 47 48 50 48 32.91% 37.97% 40.51% 39.24% 36.71% 39.24%
Fold3 2 6 1 39 36 39 39 39 38 50.63% 54.43% 50.63% 50.63% 50.63% 51.90%
Fold4 2 6 8 38 42 31 38 34 35 51.90% 46.84% 60.76% 51.90% 56.96% 55.70%
Fold5 2 6 1 43 39 32 44 40 39 45.57% 50.63% 59.49% 44.30% 49.37% 50.63%











































Fold1 2 6 8 33 36 35 31 33 32 58.23% 54.43% 55.70% 60.76% 58.23% 59.49%
Fold2 2 6 8 41 36 34 36 31 33 48.10% 54.43% 56.96% 54.43% 60.76% 58.23%
Fold3 2 6 8 37 36 38 43 41 40 53.16% 54.43% 51.90% 45.57% 48.10% 49.37%
Fold4 2 6 8 38 42 31 38 34 35 51.90% 46.84% 60.76% 51.90% 56.96% 55.70%
Fold5 2 6 8 38 38 33 42 39 39 51.90% 51.90% 58.23% 46.84% 50.63% 50.63%








































Fold1 2 6 8 33 36 35 31 33 32 58.23% 54.43% 55.70% 60.76% 58.23% 59.49%
Fold2 2 6 8 41 36 34 36 31 33 48.10% 54.43% 56.96% 54.43% 60.76% 58.23%
Fold3 2 6 8 37 36 38 43 41 40 53.16% 54.43% 51.90% 45.57% 48.10% 49.37%
Fold4 2 6 8 38 42 31 38 34 35 51.90% 46.84% 60.76% 51.90% 56.96% 55.70%
Fold5 2 6 8 38 38 33 42 39 39 51.90% 51.90% 58.23% 46.84% 50.63% 50.63%








































Fold1 2 6 8 33 36 35 31 33 32 58.23% 54.43% 55.70% 60.76% 58.23% 59.49%
Fold2 2 6 8 41 36 34 36 31 33 48.10% 54.43% 56.96% 54.43% 60.76% 58.23%
Fold3 2 6 8 37 36 38 43 41 40 53.16% 54.43% 51.90% 45.57% 48.10% 49.37%
Fold4 2 6 8 38 42 31 38 34 35 51.90% 46.84% 60.76% 51.90% 56.96% 55.70%
Fold5 2 6 8 38 38 33 42 39 39 51.90% 51.90% 58.23% 46.84% 50.63% 50.63%










































Fold1 5 8 2 53 36 38 38 40 39 32.91% 54.43% 51.90% 51.90% 49.37% 50.63%
Fold2 5 1 6 53 50 51 56 56 54 32.91% 36.71% 35.44% 29.11% 29.11% 31.65%
Fold3 5 1 2 59 39 36 46 43 41 25.32% 50.63% 54.43% 41.77% 45.57% 48.10%
Fold4 5 1 2 59 37 35 46 43 44 25.32% 53.16% 55.70% 41.77% 45.57% 44.30%
Fold5 5 6 2 41 39 39 41 41 40 48.10% 50.63% 50.63% 48.10% 48.10% 49.37%









































Fold1 5 1 2 36 36 40 37 36 37 54.43% 54.43% 49.37% 53.16% 54.43% 53.16%
Fold2 5 1 2 70 32 40 43 39 40 11.39% 59.49% 49.37% 45.57% 50.63% 49.37%
Fold3 5 2 1 59 39 36 46 43 41 25.32% 50.63% 54.43% 41.77% 45.57% 48.10%
Fold4 5 2 6 41 45 35 37 38 37 48.10% 43.04% 55.70% 53.16% 51.90% 53.16%
Fold5 5 2 6 41 39 39 41 41 40 48.10% 50.63% 50.63% 48.10% 48.10% 49.37%









































Fold1 5 1 2 36 36 40 37 36 37 54.43% 54.43% 49.37% 53.16% 54.43% 53.16%
Fold2 5 3 1 77 48 50 46 41 43 2.53% 39.24% 36.71% 41.77% 48.10% 45.57%
Fold3 5 6 8 59 45 46 43 42 42 25.32% 43.04% 41.77% 45.57% 46.84% 46.84%
Fold4 5 2 1 59 37 35 46 43 44 25.32% 53.16% 55.70% 41.77% 45.57% 44.30%
Fold5 5 2 1 41 39 39 35 34 33 48.10% 50.63% 50.63% 55.70% 56.96% 58.23%










































Fold1 5 1 2 36 36 40 37 36 37 54.43% 54.43% 49.37% 53.16% 54.43% 53.16%
Fold2 5 1 2 70 32 40 43 39 40 11.39% 59.49% 49.37% 45.57% 50.63% 49.37%
Fold3 5 1 2 59 39 36 46 43 41 25.32% 50.63% 54.43% 41.77% 45.57% 48.10%
Fold4 5 1 2 59 37 35 46 43 44 25.32% 53.16% 55.70% 41.77% 45.57% 44.30%
Fold5 5 1 2 41 39 39 35 34 33 48.10% 50.63% 50.63% 55.70% 56.96% 58.23%






































Fold1 2 6 1 35 27 35 39 38 38 77.12% 82.35% 77.12% 74.51% 75.16% 75.16%
Fold2 2 6 1 45 34 41 44 39 39 70.59% 77.78% 73.20% 71.24% 74.51% 74.51%
Fold3 2 6 3 41 39 39 43 41 38 73.20% 74.51% 74.51% 71.90% 73.20% 75.16%
Fold4 2 6 1 33 34 36 37 37 36 78.43% 77.78% 76.47% 75.82% 75.82% 76.47%
Fold5 2 6 1 43 39 32 44 40 39 71.90% 74.51% 79.08% 71.24% 73.86% 74.51%







































Fold1 2 6 8 33 36 35 31 33 32 78.43% 76.47% 77.12% 79.74% 78.43% 79.08%
Fold2 2 6 8 41 36 34 36 31 33 73.20% 76.47% 77.78% 76.47% 79.74% 78.43%
Fold3 2 6 8 37 36 38 43 41 40 75.82% 76.47% 75.16% 71.90% 73.20% 73.86%
Fold4 2 6 8 38 42 31 38 34 35 75.16% 72.55% 79.74% 75.16% 77.78% 77.12%
Fold5 2 6 8 38 38 33 42 39 39 75.16% 75.16% 78.43% 72.55% 74.51% 74.51%










































Fold1 2 6 8 33 36 35 31 33 32 78.43% 76.47% 77.12% 79.74% 78.43% 79.08%
Fold2 2 6 8 41 36 34 36 31 33 73.20% 76.47% 77.78% 76.47% 79.74% 78.43%
Fold3 2 6 8 37 36 38 43 41 40 75.82% 76.47% 75.16% 71.90% 73.20% 73.86%
Fold4 2 6 8 38 42 31 38 34 35 75.16% 72.55% 79.74% 75.16% 77.78% 77.12%
Fold5 2 6 8 38 38 33 42 39 39 75.16% 75.16% 78.43% 72.55% 74.51% 74.51%









































Fold1 2 1 5 36 36 40 37 36 37 76.47% 76.47% 73.86% 75.82% 76.47% 75.82%
Fold2 2 1 5 70 32 40 43 39 40 54.25% 79.08% 73.86% 71.90% 74.51% 73.86%
Fold3 2 7 1 54 39 38 43 42 40 64.71% 74.51% 75.16% 71.90% 72.55% 73.86%
Fold4 2 1 5 59 37 35 46 43 44 61.44% 75.82% 77.12% 69.93% 71.90% 71.24%
Fold5 2 5 7 38 45 39 39 37 37 75.16% 70.59% 74.51% 74.51% 75.82% 75.82%








































Fold1 2 6 8 33 36 35 31 33 32 78.43% 76.47% 77.12% 79.74% 78.43% 79.08%
Fold2 2 6 1 45 34 41 44 39 39 70.59% 77.78% 73.20% 71.24% 74.51% 74.51%
Fold3 2 6 8 37 36 38 43 41 40 75.82% 76.47% 75.16% 71.90% 73.20% 73.86%
Fold4 2 6 8 38 42 31 38 34 35 75.16% 72.55% 79.74% 75.16% 77.78% 77.12%
Fold5 2 6 8 38 38 33 42 39 39 75.16% 75.16% 78.43% 72.55% 74.51% 74.51%












































Fold1 2 4 7 55 35 39 38 37 36 64.05% 77.12% 74.51% 75.16% 75.82% 76.47%
Fold2 2 8 5 39 35 33 36 38 38 74.51% 77.12% 78.43% 76.47% 75.16% 75.16%
Fold3 2 6 7 39 38 40 38 37 39 74.51% 75.16% 73.86% 75.16% 75.82% 74.51%
Fold4 7 2 8 39 37 35 34 33 32 74.51% 75.82% 77.12% 77.78% 78.43% 79.08%
Fold5 6 8 7 48 43 41 44 46 44 68.63% 71.90% 73.20% 71.24% 69.93% 71.24%







































Fold1 8 1 5 71 48 43 52 51 50 53.59% 68.63% 71.90% 66.01% 66.67% 67.32%
Fold2 8 5 1 51 50 48 48 47 47 66.67% 67.32% 68.63% 68.63% 69.28% 69.28%
Fold3 1 8 5 73 47 43 42 41 41 52.29% 69.28% 71.90% 72.55% 73.20% 73.20%
Fold4 8 1 5 69 44 42 44 42 43 54.90% 71.24% 72.55% 71.24% 72.55% 71.90%
Fold5 8 5 1 55 47 48 48 47 48 64.05% 69.28% 68.63% 68.63% 69.28% 68.63%
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