Sobolev-Slobodeckij norms on small overlapping domains of two neighboring elements serve as a posteriori error estimators and mesh-refining indicators in adaptive boundary element methods. This paper is concerned with two error estimators, η F and µ F . The first variant η F is efficient and the second µ F is reliable; that is, up to multiplicative constants and numerical quadrature errors, they are lower or upper error bounds. Faermann recently established reliability and efficiency of η F for the Galerkin boundary element method and considered µ F . This work approaches the two estimators η F ≤ µ F for the Galerkin, qualocation, and collocation boundary element methods for a single layer operator integral equation of the first kind. Upper and lower bounds are established theoretically and validated numerically. Numerical experiments support the estimators' accuracies and the efficiencies of proposed adaptive mesh-refining algorithms even in energy norms. For qualocation and collocation schemes, difficulties for α ≤ 1/2 are caused by the lack of a Sobolev embedding H α (Γ) → C(Γ). Hence, for the latter schemes, equivalence of error and estimators in H α−1 (Γ) can be proven only for α > 1/2. Numerical evidence conjectures equivalence for α = 1/2 as well.
Introduction.
Reliable error control and efficient mesh-design in today's boundary element analysis are usually based on a posteriori error estimates. Suppose we are given the right-hand side f and an approximation φ N for the unknown exact solution φ of the operator equation
where (ds y denotes integration along Γ with respect to the arc-length and the variable y)
A posteriori error estimators are computable quantities η = η(φ N , f, T ) in terms of f , φ N , and the given underlying mesh T = {Γ 1 , . . . , Γ N } which bound the exact error from below or above. Typically, a nonlocal norm of the residual R := f − V φ N has to be computed.
A transparent introduction to and a state-of-the-art review on the mathematical theory of a posteriori error estimates [CF] includes four groups of estimates.
(i) Weighted residual error estimators in two dimensions were established in [C1, C2, C3, CES] , with η R,j := h α j ∂R/∂s L 2 (Γj ) (1.3) (∂R/∂s is the derivative of R along Γ and h j := |Γ j | is the size of Γ j ) for the hpmethod in [CFS] , and recently in three dimensions [CMS, CMPS] .
(ii) Local double-integral seminorms arose in [F2, F3] with a double integration over the (small) parameter domain ω j := γ (ξ j−1 , ξ j+1 ) × (ξ j−1 , ξ j+1 ) in two dimensions, namely η 2 F,j := |R| 2 α,ωj := ξj+1 ξj−1 ξj+1 ξj−1 |R(γ(x)) − R(γ(y))| 2 |γ(x) − γ(y)| 1+2α dx dy, (1.4) and recently in three dimensions [F3] .
(iii) Based on an idea in the finite element literature [BR] , Babuška-Rheinboldttype error estimators are suggested in [F2, F3] , so far only for hypersingular integral equations.
(iv) Multilevel error estimators involve a hierarchy of grids and a saturation assumption (which is not easy to check for coarse grids) [MMS, MSW, CMPS] but perform very efficiently in practice.
Other suggested error estimators employ the notion of an influence index and strengthened Cauchy inequalities [R1, R2, WY1, Y1, Y2] , localize the outer integration in the Sobolev-Slobodeckij norm of the residual R := f − V φ N [FHK] , try to recover gradients [SW, SSW] , or employ corrections with another integral equation [MPM, S, SSt] .
The nonlocal character of the involved pseudodifferential operator V and the nonlocal Sobolev spaces (of functions on Γ) cause difficulties in the mathematical derivation of computable lower and upper error bounds for a discrete (known) approximation φ N to the (unknown) exact solution φ. A comparison [CF, F2, F3] shows that the Faermann error estimator η F := N j=1 η 2 F,j 1/2 and its modification µ F are the only proven reliable and efficient estimators for unstructured grids in the sense that (Γ) is the error's energy norm for the Galerkin boundary element method. The precise definitions of η F and µ F can be found in section 3. This paper is devoted to numerical experiments to provide empirical evidence for (1.5) for the Galerkin boundary element method and, as a new contribution, for the collocation and qualocation schemes. The estimates
hold for any approximation φ N to φ even independent of the method. The necessary notation and some of the technical difficulties are summarized in section 2. The reliability result due to Faermann [F1, F2] is recalled in sections 3 and 4. The situation for the collocation and qualocation schemes is discussed in section 5, which is more difficult to analyze than the corresponding Galerkin boundary element method. It is unknown whether (1.5) holds; our analysis provides a corresponding result only for higher order Sobolev spaces H α−1 (Γ) with α > 1/2 such that the residuals in H α (Γ) → C(Γ) are continuous. Section 6 gives details on a careful implementation and evaluation of the estimators by numerical quadrature; in practice, f is given by the double layer potential operator applied to a given Dirichlet data g and so strongly singular integrals are numerically treated as well. Three examples are reported in section 7 from which conclusions are drawn in section 8.
Notation and preliminaries.
Let Ω be a bounded domain in R 2 with Lipschitz boundary Γ := ∂Ω. Given 0 < α < 1, the Sobolev space H α (Γ) is the set of all real-valued functions on Γ which are the traces of functions in H α+1/2 (R 2 ) to Γ,
Amongst equivalent norms on H α (Γ) are the trace norm, a Fourier norm, interpolation norms, and the Sobolev-Slobodeckij norm; the latter reads
For completeness, we set H 0 (Γ) := L 2 (Γ) and define H 1 (Γ) by absolutely continuous functions on Γ with derivative along Γ in L 2 (Γ) and corresponding norms. Then H α (Γ) is the interpolation space of L 2 (Γ) and H 1 (Γ) with exponent 0 ≤ α ≤ 1. Finally, Sobolev spaces with negative index are defined by duality,
with corresponding norms and duality brackets · ; · , which extends the L 2 (Γ) scalar product.
The single layer potential (1.2) defines a continuous linear operator V with the mapping properties
for all 0 ≤ α ≤ 1 (for a closed curve Γ and for 0 < α < 1 if Γ is an open arc) [Co] . If the boundary Γ is not of capacity 1, V is a continuous bijection (i.e., surjective and one-to-one) between H α−1 (Γ) and H α (Γ) [SSt, McL] .
Hence, given f ∈ H 1 (Γ) there is a unique solution φ := V −1 f ∈ L 2 (Γ) of (1.1). Moreover, if the capacity of Γ is strictly less than 1,
In particular, this holds if Ω is contained in the open unit disc (since capacity(Γ) ≤ diam(Γ) [McL, Chapter 8] ).
The numerical approximation of the uniquely existing solution φ of (1.1) is based on a partition T :
A first attempt might be the approximation of R H α (Γ) by local contributions of the form R H α (Γj ) , where (2.2)-(2.3) are understood for the smaller domain Γ j replacing Γ. It is not hard to verify that indeed
A counterexample from [CF, F4] shows that the converse inequality fails to hold. Moreover, the converse inequality does not even hold in the more general form,
A remedy is to consider norms R H α (ωj ) on overlapping domains N (2.10) (where Γ 0 := Γ N for a closed boundary). The relevant mesh-describing quantities include
denotes the patch of an element Γ j ∈ T . Eventually, the local mesh ratio κ = κ(T ) of a mesh T is defined as the smallest number κ that satisfies (for all j, k = 1, . . . , N)
The mesh is assumed to be sufficiently fine so that d j = |Γ k | for some neighbor Γ k of Γ j .
In the following, α is a fixed underlying parameter with 0 ≤ α ≤ 1; f is always supposed to be at least in H α (Γ) whenever φ should be in H α−1 (Γ). Then, the residual satisfies R ∈ H α (Γ) and the forthcoming error estimators are understood with respect to this parameter.
The error estimators η F and µ F . This section is devoted to the refinement indicators
for j = 1, . . . , N (3.1) and their (global) estimators
Faermann [F1, F2, F3] originally was interested in the error estimator η F , whereas µ F was motivated, but not tested, for error estimation [F2, Theorem 3.2] . Suppose φ N is any approximation of φ; then there holds (1.6) independent of method and ansatz space.
Notice that for a closed boundary Γ, ω 1 ∩ ω N = ∅ and so we subtract ω N from the second set. This leads to the larger constant factor 3 in (3.3). The third estimate in (1.6) is an immediate consequence.
The constant c 2 := √ 3 c 3 depends only on 0 ≤ α ≤ 1 and Γ. Proof. Using (2.7) and Proposition 3.1 for v = R we obtain the assertion. One key step in the reliability proof of η F is the subsequent estimate. 
with an T -independent constant c 5 which depends only on 0 < α < 1 and Γ. Proposition 3.3 immediately implies the second estimate in (1.6). Corollary 3.4. Suppose φ N is an arbitrary element of H α−1 (Γ). Then,
The constant c 1 := c 4 c 5 depends only on 0 ≤ α ≤ 1 and Γ.
Proof. Using (2.7) and Proposition 3.3 for v = R we obtain the reliability of µ F .
To obtain the reliability of η F and simultaneously the efficiency of µ F it remains to show µ F ≤ c 6 η F under additional assumptions (cf. Corollaries 3.2 and 3.4). The latter assumptions, hence, affect estimates
and, depending on the boundary element scheme, are of the type of Poincaré's or Friedrichs' estimates. In fact, the following sections involve Poincaré-type estimates.
Galerkin method.
This section is devoted to the Galerkin boundary element method with at least T piecewise constant functions. The Galerkin solution φ Theorem 4.1 (Faermann [F2, F3] , Carstensen and Faermann [CF] ).
The constant c 5 depends only on α and Γ, whereas c 7 also depends on the mesh ratio κ(T ).
The proof of Theorem 4.1 is sketched for completeness. The essential tool is Proposition 3.3 and the following Poincaré-type estimate. 
with a constant c 8 which depends only on the curvature of Γ j (e.g., c 8 = 1/2 for Γ j affine).
Proof of Theorem 4.1. Combining Proposition 3.3 and Lemma 4.2, we obtain
(4.5)
The estimate |Γ j | 2α /d 2α j ≤ κ 2α concludes the proof. An immediate consequence of Theorem 4.1 is equivalence of η F and µ F . Corollary 4.3. For the Galerkin method and 0 ≤ α ≤ 1, the error estimators η F and µ F are equivalent; i.e., there is a constant c 9 := c 7 /c 5 which depends on 0 ≤ α ≤ 1, Γ, and κ(T ) such that
Proof. Estimate (4.6) follows directly from definition of µ F and Theorem 4.1 for v = R.
In particular, there holds efficiency and reliability of η F and µ F .
(4.7)
The constants c 2 and c 1 from Corollaries 3.2 and 3.4 depend only on α and Γ, whereas c 10 := c 1 c 9 = c 4 c 7 and c 11 := c 2 c 9 depend also on the mesh ratio κ(T ).
Proof. This follows from a combination of (4.6) with Corollaries 3.2 and 3.4. The results of this section are independent of the (ansatz and) test space L 0 (T ) in the sense that any finer test space leads to the same estimates.
Collocation and qualocation methods.
This section is devoted to a posteriori error estimation of collocation and qualocation methods. Their essential property is that, given a partition
Here, M j is an integer ≥ 1, ω j,1 , . . . , ω j,Mj are positive weights, and ζ j,1 , . . . , ζ j,Mj are given nodes on the element Γ j .
Example 5.1 (midpoint collocation). For instance, midpoint collocation is given by (5.2) for M j = 1 = ω j,1 and ζ j,1 is the midpoint of Γ j .
Example 5.2 (qualocation). One three-point-qualocation (M j = 3) method is suggested in [ChS] . After an affine transformation of [−1, 1] onto the element Γ j , the weights and nodes read
respectively, for ε = 0 or some very small fixed ε.
Remark 5.1. A reasonable collocation (or qualocation) method requires a continuous right-hand side f . With respect to Sobolev's inequalities on a one-dimensional boundary, f ∈ H α (Γ) is sufficient for α > 1/2. Otherwise the point evaluation is not well defined.
The following lemma replaces the Poincaré inequality from section 4. Lemma 5.1. For each element Γ j and 1/2 < α ≤ 1, there is a constant c 12 such that any function
The constant c 12 depends on α and the curvature of Γ j but neither on v nor on |Γ j |.
Proof. By transformation we may restrict the analysis to the case Γ j = (0, 1). Arguing by contradiction, we suppose that there is a sequence (v n ) in H α (Γ j ) with v n L 2 (0,1) = 1, lim n |v n | H α (0,1) → 0, and v n has a zero on (0, 1). In particular, (v n ) is a bounded sequence in the reflexive Banach space H α (0, 1). Hence we may assume that (v n ) is weakly convergent to a function v in H α (0, 1). From lower semicontinuity we infer |v| H α (0,1) = 0; i.e., v is constant. Further, Rellich's theorem implies strong convergence of (v n ) to v in L 2 (0, 1); in particular, v L 2 (0,1) = 1. Thus, we get strong convergence in H α (0, 1). Sobolev's inequality provides the continuous embedding
is constant, the function v n cannot have a zero in (0, 1) for large n. This contradiction proves (5.3).
Theorem 5.2. Suppose that v ∈ H α (Γ), 1/2 < α ≤ 1, has at least one zero on each of the elements Γ 1 , . . . , Γ N . Then, there is a constant c 13 which depends only on α, Γ, and κ(T ) (but is independent of v and N ) with
The constant c 5 from Proposition 3.3 depends only on α and Γ.
Proof. Argue as for Theorem 4.1 and combine Proposition 3.3 with Lemma 5.1.
Corollary 5.3. For collocation and qualocation and 1/2 < α ≤ 1, the error estimators η F and µ F are equivalent; i.e., there is a constant c 14 which depends on α, Γ, and κ(T ) such that
In particular, both estimators are reliable and efficient, i.e.,
where c 2 and c 1 depend only on α and Γ, while c 15 and c 16 depend also on κ(T ).
Remark 5.2. The lower inequality for η F holds for any 0 ≤ α ≤ 1; i.e., η F is always efficient. But it is proven to be reliable for α = 1/2 for the Galerkin scheme only.
Remark 5.3. The estimator µ F is reliable for all 0 ≤ α ≤ 1, but for α = 1/2 is only proven to be efficient for the Galerkin scheme.
The subsequent section 7 reports on numerical evidence for the following conjecture.
Conjecture 5.4. Under some proper additional assumptions, the second inequality in (5.5) holds for α = 1/2 as well. In particular, η F and µ F perform both reliably and efficiently.
The a posteriori error analysis in three dimensions (when Γ is a two-dimensional surface) is even more difficult, as there is no Sobolev embedding H α (Γ) → C(Γ) for any 0 ≤ α ≤ 1.
6. Numerical realization. We found that details on the (exact or numerical) quadrature do matter (at least for large numbers of degrees of freedom). So we devote this section to a detailed description of the implementation. The focus is on T piecewise constant ansatz and test functions L 0 (T ) and affine boundary pieces. The (Q) ), and finally the adaptive algorithm and the computation of the residuals.
Galerkin scheme (G). The coefficients of the stiffness matrix
Here, χ ω denotes the characteristic function of a set ω ⊆ R 2 (i.e., χ ω (x) = 1 if x ∈ ω and χ ω (x) = 0 else). For affine boundary pieces, this integration can be done analytically. The right-hand side f of Symm's integral equation (1.1) may be provided by a given displacement field g in an equivalent Poisson problem, ∆u = 0 in Ω and u = g on Γ. (6.3) Then, f = (K + 1)g with the double-layer potential operator K, defined as Cauchy principle value by
The adjoint double-layer potential reads
and can indeed be calculated exactly as a proper integral. We obtain
We transform the first integral to an integral over [−1, 1] by an affine transformation. The resulting integral is approximated via a 4 point Gauss quadrature on the interval [−1, 1]. Although adlp(Γ j ; x) := (K * χ Γj )(x) can be computed via an analytic formula, it leads to weak singularities for x near Γ j . For a neighboring element Γ k , the computation of the integral
for some parameters a, b, and c. The integral in (6.5) is transformed into
and then computed with a weighted 4 point Gaussian quadrature rule from [StS, p. 300 ]. The other integral involves a smooth integrand and is hence approximated by a 4 point Gauss quadrature rule.
Remark 6.1. For elementwise polynomial functions ψ with respect to the arclength, the pointwise values of the potentials Kψ and K * ψ exist as proper integrals and are computed analytically.
Midpoint collocation (C).
On each Γ j with midpoint ζ j , the stiffness matrix A = A (C) ∈ R N ×N and the right-hand side b = b (C) ∈ R N are given by
If the right-hand side f = (K + 1)g is provided by the Poisson problem (6.3), we compute the double-layer potential Kg as follows: Split the integration over Γ to integrals over affine boundary pieces Γ k ,
Given any affine boundary piece Γ k = conv{a, b} as convex hull of two vectors a, b ∈ R 2 , let γ k :
exactly. For our numerical examples, p k is the polynomial of degree 3 that interpolates
6.3. Qualocation (Q). With the notation from section 5 and Example 5.2, we define
The computation of the right-hand side f = (K + 1)g is performed as for collocation. 6.4. Adaptive algorithm. All mesh refinements are performed with the following adaptive algorithm based on η j or µ j : Choose an initial mesh T 0 , k = 0, and 0 ≤ θ ≤ 1.
(i) Compute approximation φ N for the current mesh T k = {Γ 1 , . . . , Γ N }.
(ii) Compute indicators η j and µ j by (3.1) and display E N , η F,N , and µ F,N .
(iii) Mark elements Γ j−1 and Γ j , provided η j ≥ θ max{η 1 , . . . , η N } and µ j ≥ θ max{µ 1 , . . . , µ N }, respectively.
(iv) Halve all marked elements and so generate new mesh T k+1 , update k, and go to (i).
In our numerical examples we used θ = 0, which leads to uniform mesh refinement, and θ = 0.5 for adaptive mesh refining. 6.5. Error estimator η F . Given the residual R, ω j := Γ j−1 ∪ Γ j , and α = 1/2, the error estimator requires the approximation of
This double integral is split into integrals of the type
For j = k, these integrals I jk are computed by a 4×4 Gauss quadrature rule on Γ j ×Γ k (tensor product integration with respect to the four Gauss points ±0.33998, ±0.86114 in the interval (−1, 1)). For j = k and an affine transformation γ : [−1, 1] → Γ j , we interpolated r := R • γ at the four Gauss points by a cubic polynomial Ir. Since |Ir(s)−Ir(t)| 2 /|s−t| 2 has no singularity at s = t, a 4×4 Gauss quadrature computed
exactly. Then, η 2 j ≈ eta(j) 2 := I jj + 2 I j,j−1 + I j−1,j−1 . (6.13) 6.6. Error estimator µ F . For the approximation of µ 2 j = η 2 j + R 2 L 2 (Γj ) /d j , we use the already computed point evaluation of R and approximate the integral R 2 L 2 (Γj ) = Γj R(x) 2 ds x by a 4 point Gauss quadrature rule. (G) and φ V is obtained by extrapolation of the values of a sequence of uniform meshes (obtained by successive halving of elements in T 0 ). For collocation or qualocation methods, we compute
Energy errors. The energy norm E
in sufficiently high accuracy.
In some examples, the computation of φ (C) N ; φ V appears not accurately enough. Then, instead of using (6.15), we additionally calculate the Galerkin solution φ (G) N on the same mesh T k and compute (E (C) Figure 1 and an example from [ChS] on the slit (−1, 1) × {0}.
Numerical examples. This section reports on two numerical examples on the L-shaped domain Ω shown in
Uniform and adaptive meshes as well as plots on discrete and exact solutions φ For a coarse mesh T 0 indicated by nodes in Figure 1 with N = 8 equisized elements, Figures 2-4 display the discrete and exact solutions and the residual R for the Galerkin, qualocation, and collocation schemes, respectively. Even on this very coarse mesh and even though a singularity is present in arc-length parameter for s = 0 (and s = 2 by periodicity), the three discrete solutions look very similar; the residuals slightly differ. Tables 1-6 where N, N denote the degrees of freedom in the kth and (k − 1)th steps of the adaptive algorithm and E N , respectively. E N are the related errors in the energy norm. The energy norm φ 2 V = 0.4041161976 of the exact solution allows the computation of the energy error E N via (6.14) for the Galerkin scheme and (6.16) for the collocation and qualocation schemes. For qualocation according to Example 5.2, the choice of ε = 0 could lead to mistakes in the code as the normal, and hence (Kg)(x) is discontinuous at vertices x of Γ. Therefore, ε = 1% is employed in the example in section 7.1. Table 1 shows a suboptimal asymptotic convergence rate 2/3 caused by the corner singularity in φ which can be predicted theoretically. The quotient E N /η F,N approaches 0.284 for finer and finer meshes and stays bounded from above and below. This provides clear empirical evidence that η F is reliable and efficient in agreement with Corollary 4.4.
To illustrate the performance of the proposed adaptive algorithm we run the algorithm of subsection 6.4 with T 0 described in Figure 1 for θ = 1/2. The sequence of generated meshes T 0 , T 1 , . . . is illustrated in Figure 5 for the three discrete schemes. The meshes are plotted over the arc-length parameter domain [0, 2]. We observe the expected mesh refinement towards the reentrant corner at the end-points 0 and 2 and a moderate refinement elsewhere. The adaptive algorithm leads to the optimal experimental convergence rate 3/2 shown in Figure 9 . There, the three uniform schemes (Galerkin, collocation, qualocation) and six adaptive schemes are shown (mesh refinement with respect to η F and µ F , respectively). For each experiment we plotted the relative errors in energy norm (solid lines) and the calculated values for η F,N (dashed lines) and µ F,N (dotted lines) over the number of elements. Uniform mesh refinement (unif.) combined with the Galerkin scheme (Gal.) as well as qualocation (qual.) and collocation (col.) lead to the suboptimal convergence rate 2/3. Both error estimators show the same behavior and seem to coincide. The adaptive mesh refinement-independent whether based on η F,N (η-ad.) or µ F,N (µ-ad.)-provides the optimal experimental convergence order 3/2 for all schemes. 
(and a similar formula for φ (Q) N ) the formulae (6.14)-(6.15) and the extrapolated value φ 2 V = 2.40769127 are employed to compute E N . Figure 13 shows the convergence rates of estimators and errors. As before, we obtain for the two adaptive methods (i.e., mesh refinement based on η j and µ j , respectively) and all discretization schemes the optimal experimental convergence rate. Figures 10 and 11 show the computed discrete solutions for the initial and adapted mesh T 0 and T 10 , respectively. Table 1 Experimental errors, estimators, and convergence rates for Galerkin method on uniform meshes in Poisson problem 7.1. Hence the double-layer potential evaluation is not needed in the example in this section and so ε = 0 for qualocation in Example 5.2. The calculation starts with a uniform mesh T 0 with 5 nodes x = −1, −1/2, 0, 1/2, 1 and 4 elements. The errors for the Galerkin method are calculated via (6.14), those for the collocation and qualocation methods via (6.16) with φ 2 V = 1.5707964. 8. Conclusions.
Comparison of the examples.
All three model examples represent typical situations with boundary singularities. The example in section 7.1, also a benchmark for two-dimensional finite element schemes, has exactly one corner singularity. Therefore, the asymptotic convergence rates are visible from the beginning: The preasymptotic range is very small. This is not typical and so we addressed a generic example with a smooth right-hand side, namely f = 1, which is (according to the authors' knowledge) not explicitly accompanied with an equivalent Poisson problem (6.3). Figure 13 shows a much larger preasymptotic range (for N ≤ 100) and the expected asymptotic convergence behavior thereafter. Table 3 Experimental errors, estimators, and convergence rates for collocation on uniform meshes in Poisson problem 7.1. Notice carefully that we have a stronger uniform refinement: Figure 5 shows a high refinement towards the origin for the example in section 7.1 while Figure 12 displays a refinement towards the other corner points (for arc-length parameter 0, 1/4, 1/2, 1, 3/2, 7/4, 1) in the example in section 7.2. Although the exact solution is not known to us, we expect that weaker corner singularities are present and that this is properly detected by the adaptive scheme.
The example in section 7.3 represents a typical end-point singularity for open curves. The convergence rates 1/2 for uniform and 3/2 for adapted (or properly graded) meshes is theoretically expected and observed from the beginning, again with a very small preasymptotic range.
Monitoring the constants.
Since the errors are measured directly in the energy norms, the constants c 3 and c 4 from (2.7) enter in the error analysis. The efficiency constant c 2 := √ 3 c 3 of Corollary 3.2 is expected to behave rather like √ 2 c 3 (cf. the proof of Proposition 3.1 which yields a factor 2 for all but one element contribution).
The reliability constant c 15 in Corollary 5.3 may be infinity for α = 1/2 (as we required 1/2 < α ≤ 1 for the embedding H α (Γ) → C(Γ)). Nevertheless, all numerical experiments indicate that the reliability estimate
holds even with a moderate constant C. For the L-shaped domain of the examples in sections 7.1 and 7.2, C ranges from 0.41 to 0.43. For the interval (−1, 1) in the example in section 7.3, C ranges from 0.64 to 0.67. For nonuniform meshes, C depends on κ(T ) as well and ranges between 0.32 to 0.43 for the L-shape and 0.34 to 0.71 for the interval. The dependence on κ(T ) is ignored in the adaptive algorithm; i.e., the mesh refinement does not monitor a moderate change of sizes of neighboring elements. Our conclusion for the examples presented is that this is indeed not necessary. Table 5 Experimental errors, estimators, and convergence rates for η F -adaptive qualocation in Poisson problem 7.1. 
Experimental support for reliability and efficiency.
The quotient E N /η F,N of error divided by the estimator stays bounded from below and above. For uniform meshes, we observe convergence of this quotient. Although s = 1/2 is excluded from our theory, we obtain strong experimental evidence for Conjecture 5.4.
For 1/2 < α ≤ 1 we expect the same qualitative behavior in the examples; an easy computation of the errors (through energy norms) appears less practical. The striking point is that even α = 1/2 allows the above experimental conclusions.
Remarks on numerical integration.
The issue of the quadrature rules for the evaluation of error estimates and, for comparison, the errors is excluded from our theoretical investigations. This is left as an important aspect for further research. From an experimental point of view, Gauss point evaluation of smooth integrands is sufficient with a few (3 to 7) nodes in the computational range shown. The Galerkin and qualocation schemes perform very similarly; e.g., three Gauss point evaluation may replace the elementwise exterior integration without any noticeable difference in the numerical results.
Comparison of methods.
The theoretical results favor the Galerkin boundary element method as we have fully a priori and a posteriori control. The numerical examples demonstrate that the Galerkin errors are always the smallest. This, however, is obvious for uniform meshes as, by definition of the Galerkin error, E
in the energy error norm · V . The inequality remains true for adapted meshes provided the errors are computed with respect to the same mesh. The figures in this paper compare adapted meshes with respect to different numerical solutions and thus different sequences of meshes. As the meshes appear comparable (cf. Figure 5, 12, and 17) , it may be expected what is observed throughout: E
From a practical point of view, the collocation method requires less computational effort and so is favorable. Although we have no strict theoretical evidence for a priori and a posteriori control, our experimental results illustrate that the collocation scheme is convergent and can be controlled a posteriori as the Galerkin scheme. µ-ad. col. Fig. 13 . Errors (solid lines) and estimators η (dashed lines) and µ (dotted lines) for the example in section 7.2 and uniform (θ = 0) and adaptive (θ = 1/2) mesh refinement. 
