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Abstract 
If a strictly stationary sequence satisfies the strong mixing condition, then either the 
distributions of the partial sums are “tight” with respect o their own medians, or else they 
become completely “dissipated”. The latter case holds if in addition the first maximal correla- 
tion coefficient is less than 1. 
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1. Introduction 
Suppose X: = (X,, k E Z) is a strictly stationary sequence of real-valued random 
variables on a probability space (s2, F, P). For any two o-fields & and 93 c 9, define 
the following measures of dependence: 
a(&, a):= suplP(A n B) - P(A)P(B)I, A Ed, B EL& 
p(.d,~):= supIcorr(V, W)l, VEg’(&), WELY2(B). 
For each positive integer n, define the mixing coefficients 
a(n) = a,(n):= cc(~(X,, k I 0), a(X,,k 2 n)), 
p(n) = px(n):= ,40(x,, k I O),o(X,uk 2 n)). 
Here and in what follows, o( . ..) denotes the o-field generated by (...). The (strictly 
stationary) sequence X is said to be “strongly mixing” if a(n) + 0 as n + co, and 
“p-mixing” if p(n) -+ 0 as n + 03. 
For our given sequence X, for each positive integer n, define the partial sum 
s,:= x1 + x2 + ... + x,. 
If the sequence X had the form Xk = Y, - Yk_ 1 where (say) the Yk(s are i.i.d., then 
X would be l-dependent, but the partial sums S, = X, + . . . + X, = Y, - Y, would 
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not “grow” (in probability) and hence would not satisfy (say) a central limit theorem. 
This is an old, classic example that is often used to illustrate the need for extra 
assumptions, in central limit theory for weakly dependent sequences, to ensure that 
the partial sums “grow” (in probability). The assumption Var S, -+ co as n + cc is 
often used for this purpose; see e.g. Ibragimov (1975, Theorem 2.1) or Denker (1986). 
However, Herrndorf (1983) constructed a strictly stationary strongly mixing sequence 
X: = (X,) with finite second moments (and arbitrarily fast mixing rate), with 
Var S, -+ w at an exactly linear rate (the X,‘s are uncorrelated), such that the family 
of distributions (on R) of the partial sums Si , S2, S3, . . . is tight. Central limit theory (in 
a broad sense) has also been widely studied for weakly dependent sequences with 
infinite second moments; see e.g. Gordin (1973), Davis (1983), Denker and Jakubowski 
(1989), and Peligrad (1990). In Bradley (1988, Theorem 1) a central limit theorem is 
proved for strictly stationary p-mixing sequences with (barely) infinite second mo- 
ments; in that result the conditions p( 1) < 1 and a logarithmic mixing rate for 
p-mixing together ensured suitable “growth” of the partial sums. Shao (1993) extended 
that result to a weak invariance principle. 
Here we examine possible basic types of behavior of the partial sums of strictly 
stationary strongly mixing sequences when no moment assumptions are made at all. 
As “reference points”, in the absence of finite absolute first moments, we shall need to 
use medians. For definiteness, for a given r.v. W, the notation Imed( W) will denote the 
“least median” of W, i.e. the least number c such that P( W I c) 2 4. 
For a given strictly stationary sequence X : = (X,, k E Z), we shall deal with two 
essentially opposite “extreme” types of general behavior of the partial sums of X: 
(gl) Shift-tightness. For every E > 0, there exists C > 0 such that Vn 2 1, 
P((S, - m,l i C) 2 1 - E, where m,:= lmed(S,). 
(92) Complete dissipation. For every C > 0, lim,,, [suP,,~ P( IS, - rl I C)] = 0. 
Ibragimov (1962, Theorem 1.1) showed that for strictly stationary strongly mixing 
sequences with (say) property (92) the only possible limit laws for the partial sums, 
under any normalizations, are the stable laws. 
Here are our main results. 
Theorem 1. Suppose X:= (X,, k E Z) is a strictly stationary sequence suck that 
cc(n) + 0 as n -+ cc. Then X satisjies either property (91) or property (P2). 
Theorem 2. Suppose X := (X,, k E Z) is a nondegenerate strictly stationary sequence 
suck that r(n) + 0 as n + E, and p( 1) < 1. Then X satisjes property (92). 
For an example of a strictly stationary sequence for which a --f 0 and (say) 
p(n) = 0.97 for all n 2 1, see Theorem 6 of Bradley (1981). 
Other results closely related to Theorems 1 and 2 were established earlier. Leonov 
(1961) proved that a strictly (or weakly) stationary sequence X:= (X,, k E Z) with 
mean 0 and finite second moments, with EX,X, + 0 as k + co, must satisfy either 
VarS, + cx3 or supn>, Var S, < a, and in the latter case, Xk = Y, - Y,_ 1 where 
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( Y,, k E Z) is strictly (or weakly) stationary with Y, a function of Xk+ i , Xk+ 2, 
X kt3, .‘. Gordin (1971) gave further information on this result; in particular his 
Theorem 2 gave conditions under which Y0 would be a (linear) function of Xi, . . . , X, 
for some fixed n 2 1, and his Theorem 1, describing a “degenerate” case, seems closely 
related to our Theorem 2. Our results also seem to be related to the work of Schmidt 
(1977, 1984) on the recurrence properties of partial sums of stationary ergodic 
sequences. 
Theorem 1 will be proved in Section 2 and Theorem 2 in Section 3. In these proofs, 
indicator functions will be denoted by I( . . . ), and the set of rational numbers will 
sometimes be denoted Q. 
2. Proof of Theorem 1 
Let us first symmetrize. Enlarging the probability space if necessary, let (X:, k E Z) 
be a strictly stationary sequence which is independent of, and has the same distribu- 
tion on IF!” as, the given sequence X = (Xk, k E Z). Define the (strictly stationary) 
random sequence Y: = ( Yk, k E Z) as follows: 
VkE.77, Y,=x,-x;. 
We need an elementary technical lemma. 
(2.1) 
Lemma 1. Suppose Wand WY are independent, identically distributed r.v.‘s, and C > 0. 
Then the following two statements hold: 
(a) P(I W - W* ( < 2C) 2 [sup,.,P(l W - r-1 5 C)]“. 
(b) IfP(\W- W*(1C)>0.51 thenP(IW- W*(<C)<P((W-m(<2C)where 
m:= lmed( W). 
Proof. Part (a) is trivial; we shall just give the argument for (b). Noting that we can 
condition on W* via the formula P( 1 W - W* ( I C I W* = r) = P( I W - r I I C), we 
have that P( 1 W - W* I i C) < suprsw P( I W - r I 5 C). Suppose 6 E (O,O.Ol). Let 
qElR be such that P(IW- W*IIC)~~+P(IW-~IIC). Noting that 
P( I W - q I I C) > i by the hypothesis of (b) and the condition on 6, we have that 
I m - q 1 I C, and hence 
P(\W-ml12C)2P(IW-qliC)2P(IW- W*IIC)-6. 
Since 6 ~(0,0.01) was arbitrary, part (b) holds. 0 
Lemma 2. For the random sequence Y (dejined in (2.1)) either (i) the family of 
distributions (on R) of the partial sums Y1 + ... + Y,,, n = 1,2, . . . is tight, or (ii) for 
every C > 0, lim,,, P(I Y, + ... + Y,l I C) = 0. 
Before proving Lemma 2, let us quickly show how Theorem 1 would follow from 
Lemmas 1 and 2. Suppose our given random sequence X fails to have property (92). 
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Then by Lemma l(a), there exists C > 0 such that P(I Y, + ... + Y,l I 2C) fails to 
converge to 0 as n -+ co. By Lemma 2 itself, Y has property (i) in Lemma 2. By Lemma 
l(b), the sequence X has property (81). Thus Theorem 1 would be proved. Hence, to 
complete the proof of Theorem 1, all that remains is to prove Lemma 2. 
Proof of Lemma 2. Suppose the sequence Y fails to satisfy property (i) in Lemma 2. 
Then our task is to show that it has property (ii). Let C > 0 and E E (0,l) be arbitrary 
but fixed. Our task is to prove that there exists N 2 1 such that Vn 2 N, 
qy,+...+ Y,IIC)SE. 
First let us define that integer N. This will require several steps. Let 6 > 0 be such 
that 
Vc > 0, 3m 2 1 such that I’(/ Y, + ... + Y, 1 > c) 2 6. (2.2) 
Let Q be a number such that 
Q 2 27c, and Vt 2 Q, If-j=;s$d+(O.Ol)c. (2.3) 
(The convergence of that integral to 7c/2 as t + cc is of course well known; see e.g. 
Billingsley (1986, p. 239, Example 18.3).) Define the positive number 
D : = 2 + 100/a. (2.4) 
Let 0 be a positive number such that 
0 < 0 < 7c/2 and 8 < (O.Ol)&/(QD). (2.5) 
Let L be a positive integer such that 
[i - (1 - cos8).6/21L I (O.Ol)a/(QD). (2.6) 
By Lemma 8 of Bradley (1981) and the hypothesis of Theorem 1, the sequence Y is 
strongly mixing with mixing coefficients ar( n) I 2 - ctX( n). Let M be a positive integer 
such that 
@y(M) I (O.Ol)s/(LQD). 
Let B be a positive number such that 
P(I Y, + ... + Y, 1 r B) 5 (0.01)&/L. 
Define the positive number A by 
A:= C+ LB. 
Using (2.2), let K be a positive integer such that 
P(I Y1 + ... + YKI L AD) 2 6. 
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Now let n 2 N be arbitrary but fixed. To complete the proof of Lemma 2, it suffices 
to prove for this fixed IZ that 
P(I Y1 + . ..+ Y,llC)lE. (2.12) 
We shall use a blocking argument. Define the random variables WI, . . . , W,+ 1 and 
V 1, . . . , V, as follows: 
Vl = 1, . ..) L, wl:= YCI-I,(K+M)+r + ... + Y(I-l)(K+M)+X, 
W L+l:= YL(K+M)+l + ... + Y”, 
Vl = 1, . . . . L, I/I:= Yc1-I,(K+M)+K+r + ..I + YI(K+M). 
Then Y, + ... + Y, = x:2, W, + Cfcl V,. 
Referring to (2.4), let I be the euen integer such that I < D < I + 2. Then I > 100/s. 
The sets {x E [w: (j - l)A < 1x1 < (j + l)A}, j = 2,4,6, . . . . Z are disjoint; and there 
are Z/2 > 50/s such sets. Hence there exists .Z E { 2,4,6, . . . , I} such that 
P((.Z - 1)A < ) w, + ... + w,, 1 I < (J + l)A) 4 (0.02)s. (2.13) 
Let such a .Z be fixed. We shall later need to refer to the trivial fact 
2151D. 
Define the positive number T by 
T:= Q/A. 
Referring to (2.5), we will need the following elementary fact: 
(2.14) 
(2.15) 
Claim. Zf x is real and Jx 1 2 JA, then 
Leb.meas.(tE[-T,T]:costx~cos8}~2TB. 
Here and in what follows, “Leb. meas.” means Lebesgue measure. 
Proof of the Claim. By symmetry it suffices to consider just the case x 2 JA, and to 
show that 
Leb.meas.{tf[O,T]:costx>cos8} I TB. (2.16) 
Let I0 denote the greatest integer such that (2rc/x)Z,, I T. Since TA 2 2~ by (2.3) 
and (2.15) one has that I, 2 1 and hence 
T < (27c/x)(Z, + 1) 2 (271/x)*(21,). (2.17) 
The function t HCOS tx is periodic with period 27c/x, and the set {t E [0,2x/x] : 
cos tx 2 cos f3} is simply [O, fZ/x] u [(2x - 0)/x, 2x/x]. Hence 
Leb. meas. {t E [0,21,(27t/x)]: cos tx 2 cos S> = 2Z0 -28/x I 4TB/(2n). 
Hence by (2.17) Eq. (2.16) holds, and the claim is proved. 0 
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Proof of Lemma 2 (continued). Let p denote the distribution of the r.v. Wi on R. 
Define the sets 
G:= {x E R: (xl 2 JA} 
and 
H:= {te[ - T,T]: p({ x~G:costx>cos~})~(1/2)~(G)}. 
Then by (2.14) and (2.10) 
p(G) 2 S. 
Also, by the claim, (2.15) and (2.5) 
Leb. meas. (H) I - ~({xE G: coscx > cos0))dt 
2 
’ P(G) --I s 
Z({costx >cosB))dp(x)dt 
ts[-T.Tl xec 
Z((costx > cos0})dtdp(x) 
2T0dp(x) = 4T6 I (O.O4)s/(AD) 
(2.18) 
(2.19) 
Next, by the way the random sequence Y is constructed (see (2.1)), one has that for 
any finite set S c Z, the characteristic function t HE exp(itCkEs Yk) is (for real t) real 
and takes its values in the interval [0, 11. This fact will be used freely in what follows. 
Let 4(t) denote the characteristic function of the r.v. IV,. Then Vt E R, 
4(t) = s (costx)dp(x) XEW 
IP((-AJ,AJ))+~({x~G:costx>cos8}) 
+ (cos@~~({x~G: costx < cos0)) 
=l-(1-cos0)~,u({x~G:costx~cos~}). 
Hence by (2.18) and the definition of H, one has that 
Vt E [ - T, T] - H, 4(t) I 1 - (1 - cos0).(1/2)~(G) 
5 1 - (1 - cog e). 612. (2.20) 
Let $(t) denote the characteristic function of the r.v. IV1 + ... + W,+ 1. Now we 
use an old, standard argument (see e.g. Ibragimov, 1962 or Ibragimov and Linnik, 
1971, p. 338): If U and V’ are complex random variables taking their values in the 
closed unit disk, then 1 EU V- EUEP’ I 16.a(a( U), o( V)) by e.g. Ibragimov and 
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Linnik (1971, p. 306, Theorem 17.2.1). Applying this repeatedly, we get by (2.7) 
L+l 
$(t) - n Eexp(itW[) I 16L.cr,(M) I (O.l6)e/(QD). 
I=1 
For each t E [ - T, T] - H, by (2.20) and (2.6) 
L+l 
n Eexp(itW,) S [@(t)lL I [l - (1 - c0s0).6/2]~ I (O.Ol)c/(QD). 
I=1 
Hence 
Vt E [ - T, T] - H, r&t) I (O.l7)s/(QD). 
Hence by (2.21), (2.19) (2.14), and (2.15) 
(2.2 1) 
T eitJA _ e-itJA T 
2JA$(t)dt 
-T it -T 
I 2JA[(O.O4)s/(AD) + 2T.(O.l7)s/QD] 
I (0.08)~ + (0.68)~ = (0.76)~. (2.22) 
Let v denote the distribution of the r.v. WI + ... + WL+ 1 on R. Also, define the 
function s on R by 
s(t):= s ’ sinx - dx. 0 x 
Obviously s( - t) = - s(t), and 0 I s(t) I rc for all t 2 0. (The latter property follows 
trivially from the fact that the integrals j,$’ ‘)‘(sin x)/x dx, k = 0, 1,2,. . . alternate in 
sign and monotonically decrease in magnitude.) By a standard calculation (see e.g. 
Billingsley, 1986, p. 356, proof of Theorem 26.2) 
Is 




T eitJA _ e - itJA 
=? _T it 
$(t)dt I (0.38)&, 
where the last inequality comes from (2.22). 
Using the notation 
s*(x):= s(T(x + JA)) - s(T(x - JA)) 
(for real x), we have that 
s*(x)Trr--(0.02).5>1 if\xlI(J-l)A, 
- 271 I s*(x) I 27t if (J - l)A < 1x1 < (J + l)A, 
Is*(x)\ I (0.02)s if 1x1 2 (J + l)A, 
(2.23) 
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by (2.3) (together with the fact AT = Q from (2.15)), basic properties of s(t) mentioned 
above, and our original stipulation E < 1. Hence 
s*(x)dv(x) I (0.02)&, 
(xeR 1x1 2(Jf 1j.4; 
s*(x)dv(x) I 271.(0.02)~ < (0.13)~ 
by (2.13). Hence by (2.23) and (2.14) 
P(I Wl + ... + W,,, I 5 A) = v([ - A, Al) 
I s s*(x)dv(x) I (0.53)~. :xtW:Ix~r(J-l)A) 
BY (2.8), 
P(J v-1 + ... + VLI 2 L*B) I L*P(I VlI 2 B) I (O.Ol)E, 
and hence 
P(( Y1 + ... + Y,l 5 A - LB) I (0.54)~ < E. 
Since C = A - LB by (2.9) we have that (2.12) holds. This completes the proof of 
Lemma 2. and of Theorem 1. 0 
3. Proof of Theorem 2 
Suppose that the sequence X : = ( Xk, k E Z) satisfies the hypothesis of Theorem 2, 
but not the conclusion. We shall establish a contradiction. 
By Theorem 1, the sequence X has property (91). 
Let us symmetrize. Enlarging the probability space if necessary, let (Xc, k E Z) be 
a strictly stationary sequence which is independent of, and has the same distribution 
on R” as, the given sequence X. Define the (strictly stationary) sequence Y: = (Y,, 
kEz)by Y,:=X,-X;,kEZ. 
By a trivial argument, the family of distributions (on R) of the partial sums 
Y1 + ... + Y,,, n = 1,2,3, . . . is tight. Also the sequence Y is ergodic (in fact strongly 
mixing by Lemma 8 of Bradley (198 1) and the hypothesis of Theorem 2). Hence by 
Theorem 11.8 (or Lemma 11.7) of Schmidt (1977), there exists a strictly stationary 
ergodic sequence Z:= (Z,, k E Z) such that (after a null-set is deleted from the 
probability space if necessary) Y, = Z, - Zk- 1 for all k E Z. Adding a constant to the 
Zk’s if necessary, we assume that 
lmed(ZO) = 0. (4.1) 
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The next argument is quite standard (see e.g. Schmidt, 1977). For each r E R, each 
w E Sz, define 
V(r)(o):= limsup t ,$r 1(2_,(o) I r), 
“+cO 
and 
U(r)(o):= limsupix$i I 
"do0 
(-12 y-j(W,.r) 
= limsup t ,$r Z(Z_,(o) I r + Z,(w)) 
n-m 
= V(r + Z,(o))(w). 
For each o E IR, V(r)(w) and U(r) (co) are each nondecreasing as r increases. Hence, 
for all w on a set of probability 1 (e.g. trivially the set where V(r) = P(Zo 5 r) for all 
rational r), one has by (4.1) 
- Z,(w) + 0 = - Z,(w) + sup{r E Q: V(r)(o) < $1 
= - Z,(w) + sup(r E R: V(r)(o) < f} 
= sup{r E R: V(r + Z,(o))(o) < f} 
= sup{r E R: U(r)(w) < )} 
= sup{r E Q: U(r)(w) < f} 
Thus Z0 is equal a.s. to a Bore1 function of (Y,, Y_ i, Y_ 2, . . .). 
By a similar argument, Z0 is equal as. to a Bore1 function of ( Y1, Yz, Y3, . .). Hence 
pr( 1) 2 p(o(Z,), a(Z,)). Also, by the hypothesis of Theorem 2, the original sequence 
X is nondegenerate, and hence by trivial arguments, the sequence Y and hence also 
the sequence Z are nondegenerate. Hence (for example) arctan Z0 is a nondegenerate 
square-integrable r.v.; and it follows that 
PY(1) = 1. (4.2) 
Now by a theorem of Csaki and Fischer (1963), if &i, d2, .@I,, and L8* are o-fields, 
and the a-fields d1 v g1 and _zZ2 v gz are independent, then p(dl v dz, 
&I1 v SY2) equals the maximum of ~(&,,a,), k = 1,2. For a short proof of this, see 
Witsenhausen (1975, p. 105, Theorem 1). Hence by the hypothesis of Theorem 2, we 
have that pr( 1) I px( 1) < 1. But this contradicts (4.2). Hence the sequence X cannot 
violate the conclusion of Theorem 2 after all. This completes the proof. 
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