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We describe in detail the implementation of an algorithm which computes the class
group and the unit group of a general number eld, and solves the principal ideal prob-
lem. The basic ideas of this algorithm are due to J. Buchmann. New ideas are the use
of LLL-reduction of an ideal in a given direction which replaces the notion of neigh-
bour, and the use of complex logarithmic embeddings of elements which plays a crucial
role. Heuristically the algorithm performs in sub-exponential time with respect to the
discriminant for xed degree, and performs well in practice.
c© 1997 Academic Press Limited
1. The Basic Ideas
Let K be a number eld of degree n over Q, with r1 real and 2r2 complex embeddings.
Denote by ZK the ring of integers of K, by D(K) the discriminant of K, by Cl(K) the
class group of K, by h(K) = jCl(K)j the class number of K, by U(K) the unit group
of K, by W (K) its torsion subgroup (group of roots of unity in K), by w(K) = jW (K)j
and nally by R(K) the regulator of K.
Generalizing the work of Hafner and McCurley (1989), Buchmann (1990) describes an
algorithm which in theory is able to compute the class group and the unit group of K in





ln jD(K)j ln ln jD(K)j
where the O-constant depends on the degree n of the eld and a is small. This is the
fastest algorithm known asymptotically, but an essential assumption for its correctness
is the truth of the Generalized Riemann Hypothesis (GRH). We thus assume the validity
of GRH in the rest of this paper. If you are not prepared to accept an algorithm based on
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this assumption, you should stop reading immediately (although a couple of interesting
ideas are presented in the sequel!). Indeed, as for some other algorithms, GRH is used
for the (heuristic) analysis of the algorithm to show that it is subexponential time, but
it is also used for the correctness, and this is much more important. We will not dwell on
the analysis and discussion, and we refer to (Buchmann, 1990) for details. We would like
to explain here the rst implementation of this algorithm, as well as a few ideas which
we needed to make the implementation work eciently. See also Cohen (1993) for more
details related to this algorithm.
We can describe the algorithm as ve main steps, which we will explain in detail
afterwards.
STEP A. Find a system of generators g1; : : : ; gk of Cl(K), and let g1; : : : ; gk be ideals
above these generators.






i = jZK (1  j  l);
where mi;j 2 Z and j 2 K.
STEP C. Let M = (mi;j)1ik;1jl be the k  l matrix of exponents, and let V =
(j)1jl be the vector of the j . Perform Hermite and Smith normal form reductions
on M and V to obtain a tentative class group and unit group. Let h0(K) and R0(K) be
the corresponding tentative class number and regulator.
STEP D. By using the analytic class number and regulator formula, check that the
product h0(K)R0(K) is correct up to a factor of 2. If it is not, nd a few more relations
and go back to Step C.
STEP E. (Now h0(K) = h(K) and R0(K) = R(K).) From the data obtained above,
compute a system of fundamental units, and output it as well as the class group.
Remarks
(a) As already mentioned, it is essential to assume in almost every step the validity of
GRH.
(b) The algorithm is clearly based on the following exact sequence:
0 −!  −! Zk −! Cl(K) −! 0;
where the map from Zk to Cl(K) is the map




and  is the lattice of relations.
(c) The algorithm nds simultaneously the class group and the unit group, the units
coming \for free".
(d) KANT, hence MAGMA, uses a similar strategy, but with many dierences:
1 GRH is not assumed, hence the search must go to the (usually) much larger
Minkowski bound. This has the advantage of being an unconditional algorithm.
2 In Step B the relations are found in quite a dierent manner.
3 The unit group is computed independently instead of being obtained for free.
Subexponential Algorithms 435
In practice, it seems that KANT is faster for small elds (small degree and discrimi-
nant), but slower for larger elds.
2. The Algorithm in Detail
step a
Since we have assumed GRH, we can use a theorem of Bach (1990) which tells us that
there exists a constant C > 0 such that if p1; : : : ; pk are the non-inert prime ideals of
norm less than C ln2jD(K)j, then p1; : : : ; pk generate the class group. We can take C = 6
for quadratic elds, and C = 12 in the general case.
Thus in Step A we will take the pi for 1  i  k as generators of the class group. In
practice, we proceed slightly dierently: we use a much smaller constant C, for example
C = 0:3, and once the relations are found we check that the classes of all the other
prime ideals of larger norm which we have omitted, are in the subgroup generated by the
classes of the ones that we have taken. This saves a considerable amount of time in the
subsequent steps (much fewer relations have to be found, and the matrices which must
be reduced are much smaller).
step b
We generate relations in three dierent ways.
(a) We rst have the \trivial" relations. Indeed, to build our factor base pi for 1  i  k,






(here the numbering of the pi is not the same). This gives an element of the lattice of
relations , which we keep. To nd the splittings is very easy when p does not divide the
index [ZK : Z[]], where K = Q(). When p divides the index, we use a method due to
Buchmann and Lenstra (1991).
(b) We also generate \small norm" relations as in KANT, but we do not insist on
obtaining all the necessary relations in this way, otherwise the algorithm would not be
subexponential, even heuristically. For this, using Fincke{Pohst type algorithms (see
Fincke and Pohst, 1985), we nd elements  2 ZK such that NK=Q() is small. In







which gives again an element of .
(c) Finally (and this is the crucial subexponential part) we generate \random" relations
in the following way. We generate small random exponents ui (in practice very few ui
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We LLL-reduce in a random direction (term to be explained below) this ideal, thus









giving again an element of .
We must explain the notion of LLL-reduction in a given direction used above. Let
(i)1in be the embeddings of K into C, and let I be a (fractional) ideal. Recall that
 2 I n f0g is called an algebraic minimum of I if for all  2 I we have
(8i ji()j < ji()j))  = 0:
Definition 2.1.
(1) Let v = (vi)1in be a vector of real numbers such that vr2+i = vi for r1 < i 





(2) A Z-basis 1; : : : ; n of I is LLL-reduced in the direction v if it is LLL-reduced for
the quadratic form kk2v.
The main interest of these denitions lie in the fact that, thanks to the LLL algorithm,
it is easy to nd a Z-basis of I which is LLL-reduced in the direction v, and to the
following proposition (see Cohen, 1993):
Proposition 2.1. If  is a minimum for kk2v, then  is an algebraic minimum of I
as recalled above.
Note that the LLL-algorithm does not always give the true minimum of a quadratic
form, but it will be sucient for our purposes.
This notion of reduction in the direction v corresponds to traveling in a suitable r1 +
r2 − 1-dimensional torus and replaces the use of neighbours as used in KANT. It is not
a better notion, but it is simpler to implement.
step c
After nding l > k relations, we have a k  l integral matrix
M = (mi;j)1ik;1jl
and a vector V of j . Each  will be stored as an r1 + r2-dimensional column vector











where ni = 1 for 1  i  r1 and ni = 2 for r1 + 1 < i  r1 + r2, and any determination
of the logarithm is taken.
The use of the complex logarithmic embedding as opposed to the real one comes from
the simple but crucial observation that the usual real logarithmic embedding L = <(LC)
can be used to obtain the regulator of K, but not the units themselves. The complex
one on the other hand, at the price of only double the space, can be used to obtain a
system of fundamental units. For example, think of complex cubic elds: if the regulator
is given, there is no reasonable way to obtain immediately the fundamental unit (you can
use LLL, but this would be cheating, and would in any case not work when the regulator
is large), although the unit rank is equal to 1.
Thus, we have the k  l integral matrix M , and an (r1 + r2) l complex matrix MC
which should be considered as r1+r2 extra rows of M . In fact, in idelic language, M (resp.
MC) can be considered as the non-archimedean (resp. archimedean) part of a vector of
ideles.
We now perform Hermite Normal Form reductions on the matrix M , doing the same
column operations on the matrix MC . Since M can be rather large, special methods must
be used using the fact that M is a sparse matrix. I refer to Hafner and McCurley, (1991)
and Buchmann and Du¨llmann, (1991) for details.
Using exclusively elementary column operations and permutation of rows (we keep
track of that permutation), we will nally obtain a matrix of the following form:
0BBBBBBBBBBBBBBBBBBBBBBBB@
0 : : : 0  : : : : : :   : : : : : : : : : 
...
...
... Z ... ... ...
...
...  : : : : : :  ... ...
...
...  : : : : : :  ... A ...
...
... 0









... 0 : : : 0   : : : : : : : : : 
...
... 0 : : : : : : 0 1 0 : : : : : : 0
...




... 0 : : : : : : 0
...
. . . . . . . . .
...
...
... 0 : : : : : : 0
...
. . . 1 0
0 : : : 0 0 : : : : : : 0 0 : : : : : : 0 1
1CCCCCCCCCCCCCCCCCCCCCCCCA
as well as an (r1 +r2) l complex matrix. In the matrix, we have denoted by B an upper
triangular matrix with positive (nonzero) diagonal entries, and Z is the rectangular
matrix above it. If a is the number of rows of Z, it is clear that the rank of M (hence
the rank of the lattice generated by the relations that we have found up to now) is equal
to k− a. Since the lattice of relations  is of rank k, we have certainly not found enough
relations as long as a > 0, i.e. as long as Z exists. Hence if a > 0, we generate a few more
relations. Using the matrices A, B and Z, it is a simple linear algebra exercise to add
these relations to the relation matrix M so as to avoid performing a complete Hermite
reduction once again. We continue in this manner until Z is empty. Thus, we now have
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an integral matrix of the following form:0BBBBBBBBBBBBBBBBB@
0 : : : 0  : : : : : :   : : : : : : : : : 
...
... 0









... 0 : : : 0   : : : : : : : : : 
...
... 0 : : : : : : 0 1 0 : : : : : : 0
...




... 0 : : : : : : 0
...
. . . . . . . . .
...
...
... 0 : : : : : : 0
...
. . . 1 0
0 : : : 0 0 : : : : : : 0 0 : : : : : : 0 1
1CCCCCCCCCCCCCCCCCA
as well as the corresponding complex matrix
0@  : : :   : : : : : :   : : : : : : : : : ... UC ... ... BC ... ... AC ...
 : : :   : : : : : :   : : : : : : : : : 
1A
The b  b matrix B is in Hermite Normal Form (HNF) and has non-zero determinant
h0(K). By denition, this is a multiple of the class number, and is equal to it if and only
if the relations that we have found up to now generate the lattice of relations .
Note that since we have performed only column operations (and permutations of rows),
the matrices in the form above are still matrices of relations. In particular, each column




p0i = ZK ;
in other words  is a unit.
We can then consider the real part UR of the matrix UC . Its columns belong to the usual
unit hyperplane
Pr1+r2
i=1 nixi = 0 of R
r1+r2 . We can then compute the \approximate"
rank of UR (by opposition to the exact rank, which would not make sense). For this, we
note that the determinant of the matrix formed by r1+r2−1 columns of UR adjoined with
the column vector (ni)1ir1+r2 is equal to n times the regulator of the corresponding
units (elementary exercise), and in particular is a multiple of nR(K). We then use a
theorem of Zimmert (1981) as rened by Friedmann (1989) which tells us that for any
number eld K we have R(K) > 0:2.
In this way, we can check that the lattice generated by the columns of UR is of maxi-
mal \approximate" rank r1 + r2 − 1 (if it is not, we add more relations as we did for the
class group), and we can compute the determinant of this lattice by using an \approxi-
mate" form of Euclid’s algorithm and Zimmert’s lower bound (we replace the termination
condition r = 0 of Euclid’s algorithm by r < 0:2).
Thus, we get a number R0(K) which again must be a multiple of the regulator R(K).
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step d















where w(K) is the number of roots of unity in K, which is easily computed.
Now since we have assumed GRH, we deduce from the results of Bach and Schoof that
if z is the quantity obtained in the above formula by truncating the Euler product at






(better constants are available, but this is sucient). From this, we deduce the following
proposition:
Proposition 2.2. We have simultaneously h0(K) = h(K) and R0(K) = R(K) if and
only if h0(K)R0(K) < z
p
2
Proof. If h0(K) = h(K) and R0(K) = R(K) then clearly h0(K)R0(K) < z
p
2. Con-
versely, assume that this is true. Then h0(K)R0(K) < 2h(K)R(K), and since both
h0(K) and R0(K) are integral multiples of h(K) and R(K) respectively, it follows that
h0(K) = h(K) and R0(K) = R(K).
Thus, as long as h0(K)R0(K)  zp2 we compute more relations as before (this is the




Once we know that h0(K) = h(K) and R0(K) = R(K), we know that
1 The prime ideals corresponding to the rows of the matrix B generate the class
group Cl(K), the upper triangular matrix B giving the relations among them.
2 After suitable elementary column operations on UC , the columns of UC correspond-
ing to a basis of the \approximate" image of UR are the complex logarithmic em-
bedding of a system of fundamental units of K.
step e
It is now a simple matter to terminate the algorithm.
(1) We rst perform a Smith Normal Form reduction on the matrix B (which means
allowing row operations), giving us the elementary divisors. Recall that B is a very small
matrix, so this step is very fast. The result will give us the structure of the class group




with di+1 j di, as well as generators of these cyclic groups as products of prime ideals
(this corresponds to the row operations which have been performed to obtain the Smith
Normal Form).
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(2) It is easy to recover a unit from its complex logarithmic embedding (it would not
be possible from the real logarithmic embedding), by performing Gaussian elimination.
We can thus express the system of fundamental units on the integral basis. Note that
the coecients which are obtained are complex numbers which must be very close to
integers, and their closeness is a measure of the accuracy of the computation. Note also
that in practice the system of fundamental units which is obtained may be badly skewed,
hence we perform an LLL-reduction on the complex logarithmic embedding before doing
Gaussian elimination.
(3) Since there is a slight possibility of error in Step 2 above, we make an a posteriori
exact check that all the algebraic integers obtained are of norm equal to1 (i.e. are indeed
units) and that their regulator is equal to R(K). If this is not the case, we must start
the whole algorithm from the beginning by using a better accuracy in the matrix MC
(of course the initial relations have been kept, so it is only necessary to recalculate more
precise complex logarithmic embeddings and to perform the same column operations on
the new matrix MC).
3. Application to the Principal Ideal Problem
Let g1; : : : ; gr be the generators of the class group given by the preceding algorithm (r
will usually be very small, often 0), and let g1; : : : ; gr be the corresponding ideals.
Let I be an ideal of ZK (fractional or not). It is now easy to determine whether I is






with 0  vi < order(gi) = di. In particular, I will be principal if and only if all the vi
are equal to zero, and then I = ZK with an explicitly given .
To do this, we rst check whether I is a product of the p1; : : : ; pk used in the algorithm,
simply by factoring N(I). If it is not, we multiply I by a random product Q pxii and LLL-
reduce in a random direction to an ideal J = I=1. After a few trials, the ideal J will
factor on the pi as J =
Q





We now use in a fundamental way the matrices A and AC that were found as a byproduct
of the Hermite reduction (they have already been used in the necessary linear algebra
which was done each time we had to add more relations). Indeed, the form of the HNF







where the ai;j are the coecients of the matrix A, and the j are given through their
complex logarithmic embedding in the matrix AC .
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Special techniques are used in the (imaginary and real) quadratic case which speed
things up considerably.
1 Imaginary quadratic elds.
Class group information for discriminants of 25 decimal digits can be computed in a
few seconds, and in one hour for 40 digits. On a distributed system of workstations,
Du¨llmann has even done 55 digits in the equivalent of hundreds of hours.
2 Real quadratic elds.
The performance is similar, and it is even faster when the class number is small.
For example, some 40 digit discriminants require only a few minutes.
3 General number elds.
Up to degree 10 and reasonably small discriminants, the algorithm takes a few
minutes at most. For larger discriminants or degrees, it is unavoidable that it can
take hours.
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