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Abstract 
The recent development of microscopy methods, biological assays and bioanalytical sensors 
has significantly advanced the understanding of biological systems. Surface-based 
bioanalytical sensors have in recent years gained increased interest thanks to improvements 
in sensitivity and simplicity to use. However, most of them, such as quartz crystal 
microbalance (QCM) and surface plasmon resonance (SPR), provide information based on 
ensemble averaging of biomolecular interactions. In contrast, with surface-sensitive 
microscopy methods, biological processes can be resolved down to the level of individual 
molecular interactions. Total internal reflection fluorescent microscopy is one commonly 
used surface-sensitive method, reaching sensitivities down to the level of single molecules, 
but it requires fluorescent labeling of at least one of the interaction partners and is often also 
hampered by photo bleaching processes. 
In this thesis, we introduce a new wide-field surface-sensitive microscopy platform, based 
on a nanofabricated planar optical waveguide design that is capable of label-free evanescent-
field microscopy of biological nanoparticles well below 100 nm in diameter. The waveguide 
generates an evanescent-field at the interface between the core of the waveguide and an 
aqueous solution, providing a thin sheet of illumination that offers imaging with low 
background disturbance. The device is presented in two designs, being compatible with 
either upright or inverted microscopes. 
The work presented demonstrates how simultaneous monitoring of fluorescence and 
scattering signals can offer new information about the relation between scattering intensity, 
refractive index and lipid content of biological nanoparticles, such as exosomes. Further, the 
microfluidic design allowed not only for convenient liquid handling with dead volumes of a 
few microliter, it is also shown to aid label-free investigations of the interaction between 
proteins and individual lipid vesicles, with the latter serving as cell-membrane mimic. With 
the device also being compatible with formation of fluid supported lipid bilayers, preliminary 
results suggest that the design will open up a possibility to simultaneously determine the 
size, scattering intensity and fluorescence emission at the level of individual biological 
nanoparticles. With this realized, we foresee a broad applicability of the microscopy platform 
as multidimensional characterization tool for biological nanoparticles and beyond. 
Keywords: Waveguide scattering microscopy, Waveguide fluorescence microscopy, surface-
sensitive, Nanofabrication, Image processing, Label-free, Supported lipid bilayer, protein, 
Exosome 
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1 Introduction 
Light has been a subject of fascination for humans form the beginning of human history. 
Light is considered sacred in several ancient religions; Ancient Egyptians’ worshiped the 
sun1 and Zoroastrians’ regard fire as a symbol of purity.2 They face a source of light to 
pray and believe the light of fire or sun to represent the divine light and wisdom. Still in 
many cultures light is used as a metaphor for truth or good. Early human interest to 
study light is therefore, not surprising. 
Centuries of curiosity and research on light have led us to amazing discoveries. 
Understanding properties of light and its interaction with matter has brought about 
technologies that have, through optical communication systems, revolutionized our way 
of interacting, allowed us to harvest energy from the sun and to probe everything from 
the tiniest molecules to the far away planets. These discoveries and technologies are 
indeed owed to the diligence works of numerous scientist like Alhazen, Galileo Galilei, 
Lord Rayleigh, James Maxwell, Albert Einstein, and countless others who laid the 
foundations over the centuries for the discoveries of the past few decades. 
The beauty of a blue sky can be mesmerizing to some but to those like Sir Isaac Newton 
it was the source of pondering. To study its peculiar nature, scientists in 19th century 
used alcohol and tobacco smokes to generating artificial skies,3 but it wasn’t until 1899 
that Lord Rayleigh suggested that the light scattered from the atmospheric molecules is 
“suffice to give us a blue sky, not so very greatly darker than that actually enjoyed.”3 
Nowadays some of the most popular and advanced nanoparticle size-determination 
techniques, such as dynamic light scattering (DLS)4 and nanoparticle tracking analysis 
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(NTA),5 characterize the suspensions of nanoscopic particles by analyzing the light 
scattered from these nanoparticles using the light-scattering and particle-diffusion 
theories first put forward by Gustav Mie6 and Albert Einstein7. 
Optics, the science of light, has a long history and an important place in biological 
science. Soon after the invention of the first optical microscope in 1595,8 it was used in 
studies of biological tissues and has since then been the cornerstone for many biological 
discoveries. Accordingly, a multitude of different configurations of optical microscopes 
have been developed to specifically address the needs in bioscience. The remarkable 
improvement in lateral resolution offered by some of these techniques brought yet 
another Nobel prize to the field of microscopy as recently as in 2014.9–11 
Total internal reflection fluorescent (TIRF) microscopy is another important microscopy 
technique, developed for biological applications in the 1980s,12 and has been extensively 
used to study single molecules13 and various cellular phenomena,14,15 to investigate 
interaction forces16 and for obtaining sub-wavelength resolution.17 Most TIRF 
microscopy setups employ high NA objectives to shine light at an angle larger than the 
critical angle for light to undergo total internal reflection at a glass-water interface. The 
total internal reflection of the light induces a non-radiative evanescent field at the water 
side that propagates along the surface and decays as it extends into the water. The result 
is a thin sheet of light illuminating only the very close vicinity of the interface. During or 
after immobilization of a sample of interest to the interface, one can continuously 
monitor changes in their fluorescence properties. This has enabled the use of TIRF in, 
for example, single particle and single molecule studies.18–20  
By the turn of the 21th century yet another light-based invention, optical waveguides, 
revolutionized the information and telecommunication technology. However the use of 
optical waveguides has not been limited to the telecommunication field alone.21–25 with 
waveguide concepts being frequently applied within the field of sensing and in 
particular, biosensing.26–30 Most of these innovations take advantage of the 
evanescence-filed confined in the cladding of the waveguide to sense changes taking 
place in the vicinity of the light conducting layer.21,26,28 
The present work is a summary of a few years of curiosity in a multidisciplinary field that 
involved the aforementioned optical technologies and concepts. We strived for 
developing a competitive label-free microscopy technique that could visualize, monitor, 
and characterize nanoparticles on a solid-water interface. To fulfill that goal we 
developed a proper nanofabrication procedure to make a special planar optical 
waveguide,31 using a silicon oxide layer as a core and a water-refractive-index matching 
polymer as a cladding layer. To achieve a thin sheet of excitation light, similar to that of 
TIRF microscopy, 32–35 a sample-well was etched into the cladding to get access to the 
optical evanescence-field confined at the core-cladding interface. The nature of this 
illumination, and the low background provided by the fabrication quality, converted the 
device into a surface-sensitive microscopy platform that uses faint light scattered by 
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nanoparticles for sensing and imaging in either a label-free manner, or in combination 
with fluorescence imaging. 
In this thesis, we demonstrate the compatibility of the waveguide evanescent-field 
microscopy concept with upright and inverted microscopes (Papers I and III) and present 
the fabrication procedure on two types of substrates, silicon and glass, without and with 
embedded microfluidic channels. Depending on the needs, experiments are conducted 
either by simple pipetting (Paper I) or using a more sophisticated and controlled laminar 
flow in micro-fluidic channels (Paper III). We also characterize the device in both 
fluorescent and scattering by assessing the image quality and the signal intensity of 
model scatterers and develop models for interpreting the intensity data. 
We further demonstrate the capabilities of the platform to contribute insights of 
relevance in life science by performing microscopy on cell membrane model systems. 
We study the interactions of biomolecules with these model systems with the aim to 
quantify and relate the scattering intensities to relevant parameters characterizing the 
interaction (Paper II and Paper III). We also show that the combination of waveguide 
evanescent-field fluorescence and scattering microscopy can provide information about 
the refractive index of the biological nanoparticles, like extracellular vesicles (Paper IV); 
an information that can be valuable for future evaluation and characterization in this 
growing field of science.36,37 
With the goal to benefit from the knowledge in our further endeavors with the 
waveguide, we examine the process of supported lipid bilayer (SLB) formation; a step 
required for many biological assays and experiments. Using TIRF microscopy we follow 
the growth of individual SLB patches, study their kinetics and speculate about the 
mechanism of bilayer formation (Paper V). The relevance of being able to from high 
quality SLBs on the waveguide surface is clear from the chapter of the thesis addressing 
additional results, where we present how the combination of the microfluidic 
capabilities of our device (Paper III) and our experience with bilayer formation (Paper 
V) come together in an experiment that is designed to determine the size of surface-
bound nanoparticles.38 Preliminary results using SLB tethered lipid vesicles indicate 
sufficient scattering intensity to enable label-free studies of ~100 nm biological 
nanoparticles. By combing the size information for individual biological nanoparticles 
with their simultaneously acquired scattering and fluorescent intensities (Paper IV), 
other characteristic properties, such as the refractive index and molecular content, at 
the single particle level may not be out of reach.
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2 Theoretical background 
Thanks to the development of Information Technology, waveguide-based devices and 
sensors has been developed for primarily optical communication purposes. Depending 
on the particular application, these devices can come in different forms and 
configurations. The most common optical waveguide is an optical fiber, which has a 
circular cross section. In bioanalytical sensor applications, optical fibers are for example 
used for local illumination of sensor arrays39. When applied for microscopy applications, 
planar slab waveguides are preferred, since a large planar area becomes illuminated. A 
slab waveguide has a rectangular cross section, with finite dimension in one direction 
and (physically) infinite dimension in the other direction, which simplifies the theoretical 
description. In this chapter the physics of wave propagation in such a waveguide will be 
discussed. 
 
 Electromagnetic wave propagation 
Light, as all other forms of electromagnetic radiations, can be described by two vector 
fields; electric field and magnetic field. The electric (E) and magnetic (B) fields are 
entangled fields and the relation between them is governed by the Maxwell equations: 
𝛻 ∙ 𝑫 = 𝜌 (2-1) 
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𝛻 ∙ 𝑩 = 0 (2-2) 
𝛻 × 𝑬 = −
𝜕𝑩
𝜕𝑡
 (2-3) 
𝛻 × 𝑯 = 𝑱 +
𝜕𝑫
𝜕𝑡
 (2-4) 
Where 𝜌 is the free charge density, 𝐉 is electric current density. The electrical current 
density is related to the electrical field through the conductivity (𝜎) of the medium, 
𝑱 = 𝜎𝑬 (2-5) 
D and H are electric and magnetic displacement fields which are defined by: 
𝑫 = 𝜀𝑬 (2-6) 
𝑯 =
𝑩
𝜇
 (2-7) 
where 𝜀 and 𝜇 are the permittivity and permeability of the medium which are related to 
those properties in vacuum by: 
𝜀 = 𝜀0 𝜀𝑟 (2-8) 
𝜇 = 𝜇0 𝜇𝑟  (2-9) 
𝜀𝑟 and 𝜇𝑟 are called the relative permittivity and permeability of the medium. 
For dielectrics and isolators, the absence of free charge entities in the material (𝜌 = 0) 
results in negligible conductivity, which in turn removes the electric current density from 
equation 2-4. For these materials the Eigen equation for wave propagation can be 
derived from Maxwell equations. Applying the curl (∇ ×) operator to equation 2-3 
results in, 
𝛻 × 𝛻 × 𝑬 = −𝛻 ×
𝜕𝑩
𝜕𝑡
 (2-10) 
Using vector identity ∇ × ∇ × 𝑬 = ∇(∇ ∙ 𝑬) − (∇ ∙ ∇)𝑬 and equation 2-1 on the left side 
and equation 2-4 on the right of the equation leads to Helmholtz equation. 
𝛻2𝑬 = 𝜀𝜇
𝜕2𝑬
𝜕𝑡2
 (2-11) 
𝛻2𝑬 −
𝜀𝑟𝜇𝑟
𝑐2
𝜕2𝑬
𝜕𝑡2
= 0 (2-12) 
Assuming a time harmonic monochromatic wave, where 𝑬(𝑟, 𝑡) = 𝑬(𝑟)𝐸(𝑡) and 
𝐸(𝑡) = 𝑒−𝑖𝜔𝑡  one can further simplify the equation to  
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𝛻2𝑬 + 𝜀𝑟𝜇𝑟
𝜔2
𝑐2
𝑬 = 0 (2-13) 
The solution to this equation can be expressed in the form of a propagating plane wave:  
𝑬(𝒓, 𝑡) = 𝑬0𝑒
±𝑖𝒌∙𝒓−𝑖𝜔𝑡 (2-14) 
where k is the wave vector. The direction of the wave vector defines the direction of 
propagation and its magnitude, known as wavenumber, represents the spatial 
frequency of the wave, specifying how fast the wave front evolves in space along the 
wave vector. The wavenumber is defined by: 
𝑘 = √𝜀𝑟𝜇𝑟
𝜔
𝑐
 (2-15) 
For most optical medium the relative permeability, 𝜇𝑟, is close to unity and thus the 
wave number can be simplified to 
𝑘 = 𝑛 𝑘0 (2-16) 
where 𝑛 = √𝜀𝑟 is the refractive index of the medium along the polarization vector, and 
𝑘0 =
ω
c
 is the wavenumber in vacuum. 
Similarly one can derive a similar formula for magnetic field displacement, H, 
𝛻2𝑯 = 𝜀𝜇
𝜕2𝑯
𝜕𝑡2
 (2-17) 
𝛻2𝑯 + 𝜀𝑟𝜇𝑟
𝜔2
𝑐2
𝑯 = 0 (2-18) 
𝑯(𝒓, 𝑡) = 𝑯0 𝑒
−𝑖(𝒌∙𝒓−𝜔𝑡) (2-19) 
 Planar waveguide 
A planar dielectric waveguide is a two dimensional guiding system that consists of three 
layers of material stacked on top of each other (Figure 2.1). The middle layer that is 
called core has a higher refractive index at the operating optical wavelength than the 
cladding layers surrounding it. If the cladding layers have the same refractive index (n2 
=n3), the planar wave guide is called symmetric, otherwise, if not, asymmetric. 
The propagation of light inside a waveguide is commonly described either with the help 
of Maxwell’s equations or using geometrical ray optics. Here we start with describing 
the light behavior in the slab waveguide using ray optics. It helps the reader to develop 
an intuitive understanding of how the light propagates in the waveguide and how 
different modes are formed. However, to provide a better understanding of light 
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propagates through the waveguide the picture is complemented with the 
electromagnetic approach. 
2.2.1 Ray Optics approach 
Assume a beam of light in form of plane wave being focused to the core on the end-
facet of a slab waveguide. If the angle of incident to the core-cladding interface is large 
enough, the light will undergo a total internal reflection and can potentially propagate 
through the waveguide in a zigzag fashion (Figure 2.1). In reality the excitation 
illumination is typically much wider than core, and therefore one can consider a plane-
wave ray of light propagating through the waveguide. The ray is reflected at point A from 
the upper cladding and consequently at point B at the lower cladding. Although the 
angle of reflection is unchanged upon total internal reflection, a phase shift, 𝜑(𝜃), is 
induced in the reflected light as the reflection coefficient turns into a complex value that 
depends on the angel of reflection, polarization of light and the refractive index of 
cladding and core. The constant phase plane of the reflected ray at B now overlaps with 
that of the first ray at point C. As these two rays share their phase planes if out of phase, 
they will interfere destructively and the wave will decay as it propagates forward. 
Therefore, for successful guiding, the parallel rays of light from consecutive reflections 
must be in phase. Mathematically this can be expressed as:  
𝑘1(𝐶𝐴 + 𝐴𝐵) + 2𝜑(𝜃) = 2𝑚𝜋 (2-20) 
Where 𝑘1 = 𝑘0𝑛1 =
2𝜋𝑛1
𝜆
 is the wavenuber of the light propagating through the core, 
and m has an integer value. The length of the CA and AB paths can be expressed by  
𝐶𝐴 = 𝑐𝑜𝑠(2𝜃) 𝐴𝐵 , 𝐴𝐵 =
𝑑
𝑐𝑜𝑠(𝜃)
 (2-21) 
 
Figure 2.1. Side wide view of an asymmetric slab waveguide with a ray of light propagating through 
it. The oblique dashed lines represent the wave front around point C. 
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𝐶𝐴 + 𝐴𝐵 = (𝑐𝑜𝑠(2𝜃) + 1)
𝑑
𝑐𝑜𝑠(𝜃)
= (2 𝑐𝑜𝑠2(𝜃))
𝑑
𝑐𝑜𝑠(𝜃)
= 2𝑑 𝑐𝑜𝑠(𝜃) (2-22) 
Plugging this into eq. 2-20 results in: 
𝑘1(2𝑑 𝑐𝑜𝑠(𝜃)) + 2𝜑(𝜃) = 2𝑚𝜋 (2-23) 
Equation 2-23 places a constrain on the incident angle of the guided rays. For each 𝑚 
there will be one allowed incident angle of 𝜃𝑚 corresponding to a unique propagation 
mode and its corresponding 𝜑(𝜃𝑚) or 𝜑𝑚 for which the light can propagate through the 
waveguide as long as 𝜃𝑚 > 𝜃𝑐 where 𝜃𝑐  is the critical angle for total internal reflection. 
Each 𝜃𝑚 corresponds to a single propagation mode 𝜃𝑚, and 𝜃0, corresponding to the 
largest angle of incident, is generally referred to as the ground or fundamental mode of 
the waveguide. The phase shift 𝜑𝑚 can be understood as the penetration of the zig-zag 
ray (for a certain depth δ) into the cladding layers before being reflected.  
The propagation constant along the waveguide for each mode can be resolved by 
projecting the wavevector along the guiding direction, 
𝛽𝑚 = 𝑘1 𝑠𝑖𝑛(𝜃𝑚) = 𝑘0𝑛𝑒𝑓𝑓  (2-24) 
Considering the total internal reflection condition, 𝜃𝑐 < 𝜃𝑚 < 90, one can identify the 
𝛽𝑚 limits compared to the wavenumber in core and cladding, 
𝑘0𝑛1 𝑠𝑖𝑛(𝜃𝑐) < 𝑘0𝑛1 𝑠𝑖𝑛(𝜃𝑚) < 𝑘0𝑛1 𝑠𝑖𝑛(90) (2-25) 
𝑘0𝑛2 < 𝛽𝑚 < 𝑘0𝑛1 (2-26) 
𝜑(𝜃𝑚) can further be calculated using appropriate boundary conditions,
40,41 and hence, 
for a given m and a set of parameters n1, n2, and d, a discrete set of reflection angles  𝜃𝑚 
can be obtained using equation 2-23 , each corresponding to a unique mode.  
2.2.2 Electromagnetics approach 
Now we complement the ray optics with an electromagnetic analysis to give the reader 
a better view of light propagation in a planar waveguide. 
The light that travels in the waveguide in TE mode, having its electric field vector 
perpendicular to the plan of propagation, is still governed by Maxwell’s equations, and 
thus equation 2-13 holds. The light travels along the waveguide in z direction with a 
wavenumber of 𝛽𝑚, and  one can separate the z dependence of the light in the form of 
a complex exponential coefficient. As the waveguide is semi-infinite in the x direction, 
the solution to the electric field is not a function of x. Therefore, 
𝑬𝑥 = 𝑬𝑥(𝑦, 𝑧) = 𝑬𝑥(𝑦)𝑒
𝑖𝛽𝑚 𝑧 (2-27) 
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By substituting 2-27 in equation 2-13 we have 
𝛻𝑦
2𝑬𝒙 − 𝛽𝑚
2  𝑬𝒙 + 𝑘
2 𝑬𝒙 = 𝟎 (2-28) 
𝜕2
𝜕𝑦2
𝑬𝒙 + (𝑘
2 − 𝛽𝑚
2 )𝑬𝒙 = 𝟎 (2-29) 
where 𝑘 is the wavenumber for free propagation of light in the medium, which depends 
on the refractive index. This in turn means that the (𝑘2 − 𝛽𝑚
2 ) coefficient adopts 
different values for the core and the cladding. The latter expression is positive for the 
core and negative for the cladding in the guiding mode according to equation 2-26, and 
results in an evanescent field in the cladding and a sinusoidal wave profile in the core 
along the y axis. The wave equations in the upper cladding, core and lower cladding will 
be as followed 
𝑬𝒙 = 𝐴 𝑒
−√(𝛽𝑚
2 −𝑘𝑐𝑙𝑎𝑑
2 ) 𝑦
𝑒𝑖𝛽𝑚 𝑧 (2-30) 
𝑬𝒙 = (𝐵 𝑐𝑜𝑠(√(𝑘𝑐𝑜𝑟𝑒2 − 𝛽𝑚2 ) 𝑦) + 𝐶 𝑠𝑖𝑛(√(𝑘𝑐𝑜𝑟𝑒2 − 𝛽𝑚2 ) 𝑦) )𝑒
𝑖𝛽𝑚 𝑧 (2-31) 
𝑬𝒙 = 𝐷 𝑒
√(𝛽𝑚
2 −𝑘𝑐𝑙𝑎𝑑
2 ) 𝑦
𝑒𝑖𝛽𝑚 𝑧 (2-32) 
𝐷 𝑒
√(𝛽𝑚
2 −𝑘𝑐𝑙𝑎𝑑
2 ) 𝑦
𝑒𝑖𝛽𝑚 𝑧  
 
At higher modes, as 𝛽𝑚
2  decrease due to smaller angle of incident, the (𝑘𝑐𝑜𝑟𝑒
2 − 𝛽𝑚
2 ) and 
(𝛽𝑚
2 − 𝑘𝑐𝑙𝑎𝑑
2 ) respectively increase and decrease, respectively. This results in smaller 
decay length in the cladding and more oscillations in the core. According to 
Equations 2-30 and 2-32, the electromagnetic wave created in the cladding, propagates 
in the z direction with an intensity that decays with distance from the core layer. This 
decaying behavior can be characterized by a decay length, d, known as penetration 
depth, defined by the distance at which the intensity of the electric field has dropped to 
1/𝑒 of the value at the interface,  
𝑑 =
1
√(𝛽𝑚2 − 𝑘𝑐𝑙𝑎𝑑
2 )
=
𝜆0
2𝜋
1
√𝑛𝑒𝑓𝑓
2 − 𝑛𝑐𝑙𝑎𝑑𝑑𝑖𝑛𝑔
2
 
(2-33) 
This will produce a sheet of light in close vicinity of the core layer in the cladding only. 
In microscopy application and especially in fluorescence microscopy we deal with light 
intensity rather than the intensity of the electric field. Since the intensity of the light is 
defined by the time average magnitude of the Poynting vector, 
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𝐼 = 〈𝑺〉 = 〈𝑬 × 𝑯〉 =
𝜀𝑐
2
|𝐸|2 (2-34) 
Then light intensity in the cladding can be represented as 
𝐼 = 𝐼0 𝑒
−
𝑦
𝛿  (2-35) 
Where 𝛿 is the penetration depth for the light intensity, 
𝛿 =
𝑑
2
=
𝜆0
4𝜋
1
√𝑛𝑒𝑓𝑓
2 − 𝑛𝑐𝑙𝑎𝑑𝑑𝑖𝑛𝑔
2
 (2-36) 
 
Measuring the penetration depth of waveguides is not a trivial task. A few methods can 
be found in literatures to measure the penetration depths of similar system, 42–44 which 
show rather good agreement between theory and experiment. Here we rely on the 
theoretical prediction of the penetration. 
 Scattering 
The label-free attribute of our waveguide microscopy device is owed to the scattered 
light by object that are a few tens of nanometers. As the objects get larger, they scatter 
more which make them easier to observer, however, the complexity of the physics 
describing the scattering also increase with the intensity of the scattered light. 
The following section will give a brief overview of some of the most essential concepts 
and models used to describe light scattering of nanoparticles. It starts with the dipole 
scattering, describing the scattering of a small molecule to build the foundation for the 
Rayleigh approximation well suited for small dielectric object, such as sub 100 nm 
polystyrene beads (Paper III). However, since many biological nanoparticles, like 
extracellular vesicles, can be larger than 100 nm, a more accurate approximation namely 
Rayleigh-Gans-Debye (RGD), is applicable. In Paper III and IV RGD based models are used 
to describe the scattering from surface adsorbed particles; which allows us to estimate 
the refractive index of exosomes and the surface concentration of bound protein-layers 
to a lipid vesicles. Although not much used in this work, and more as natural progression 
of the discussion connected to the models used, the chapter finishes with a short 
description of the rigorous Mie solution, which gives the most accurate description of 
the scattering of spheres of arbitrary size. 
2.3.1 Dipole approximation 
Figure 2.2A illustrates a dipole locate at origin of the coordinate system, with charges 
±𝑞 separated by a distance 𝑑 along z axis, harmonically oscillating at a frequency ω =
12 
c/λ, where λ =  
λ0
√𝜀𝑚
 and 𝑐 =
𝑐0
√𝜀𝑚
  are the wavelength and speed of light in the 
surrounding medium that has a permittivity 𝜀 = 𝜀𝑚𝜀0. The dipole moment of such a 
dipole is defined as  
?⃗? = 𝑞?⃗? = 𝑞0𝑑 𝑐𝑜𝑠(𝜔𝑡) ?̂? = 𝑝0 𝑐𝑜𝑠(𝜔𝑡) ?̂? (2-37) 
where 𝑝0 = |?⃗? | =  𝑞0𝑑 is magnitude of dipole momentum oscillation. The radiated 
electric field by this oscillating dipole, at a wavelength much larger than the charge 
separation, and at a distance much longer than the wavelength, cab be estimated to45 
?⃗? = −
𝜋𝑝0
𝑟𝜀𝜆2
𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠(𝜔𝑡 − 𝑘𝑟) ?̂?            (𝑟 ≫ 𝜆 ≫ 𝑑) (2-38) 
For an electromagnetic wave, Poynting vector, 𝐒 , defines the direction and amplitude of 
the energy flux in a field, and its time average is what we measure as intensity, 
?⃗? = ?⃗? × ?⃗⃗⃗?       𝑎𝑛𝑑    〈𝑆 〉 =
𝜀𝑐
2
|?⃗? |
2
 (2-39) 
and the radiated energy away from our dipole  
𝑰 𝒔 =
𝜋2𝑝0
2𝑐
2𝜀𝜆4
(
𝑠𝑖𝑛 𝜃
𝑟
)
2
  ?̂?      (2-40) 
For an polarizable atom with spherical symmetry in an electric field, the field will causes 
a charge separation and induces a dipole moment that is proportional to the magnitude 
of and aligned with the field, 
?⃗? = 𝛼?⃗⃗? = 𝛼𝐸0?̂? (2-41) 
 
Figure 2.2. A) A dipole consisting of two opposite charges ±𝑞 separated by a distance 𝑑 along z 
axis, harmonically oscillating at a frequency ω symmetrically around the origin. B) Dipole radiation 
pattern in scape for a dipole described in figure (A). One quarter of the radiation patter has been 
cut away to show the radiation cross-section. The intensity of the radiation is both described with 
the rainbow color and the distance from the dipole assumingly positioned in the center of the 
radiation pattern. 
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This proportionality constant, 𝛼, is knowns as polarizability, and allows us to express the 
intensity of radiated light by the induced dipole based on the incident light,46 
𝑝0
2 = 𝛼2𝐸0
2       𝑎𝑛𝑑       𝐼0 =
𝜀𝑐
2
|?⃗? |
2
 (2-42) 
𝑰 𝒔 =
𝜋2𝛼2|?⃗? |
2
𝑐
2𝜀𝜆4
(
𝑠𝑖𝑛 𝜃
𝑟
)
2
?̂? =
𝜋2𝛼2
𝜀2𝜆4
(
𝑠𝑖𝑛 𝜃
𝑟
)
2
𝐼𝑖  ?̂? 
(2-43) 
This phenomenon that has resulted in the redistribution of the energy that has acted on 
the polarizable atom, is called scattering. 
When the scattered light is collected by a sensing element, the recorded intensity is 
proportional to the intensity of the scattered light which is directed toward the sensing 
element in specific spatial angular limits, i.e. solid angle. Therefore it is useful to 
introduce a differential scattering cross-section based on the solid angle,47 
𝐼𝑠 =
𝜕𝜎𝑠
𝜕𝛺
1
𝑟2
𝐼𝑖     𝑤ℎ𝑒𝑟𝑒   
𝜕𝜎𝑠
𝜕𝛺
=
𝜋2𝛼2
𝜀2𝜆4
𝑠𝑖𝑛2 𝜃 (2-44) 
Figure 2.2B presents the angular dependency of the dipole radiation in the space, which 
is known as the radiation pattern. In such illustrations the direction and length of the 
vector connecting the origin, where the dipole is located, to any point on the surface 
represents the direction and relative magnitude of radiation from the dipole. The total 
scattered light intensity, P, is calculated by integrating the scattered light intensity over 
all solid angles, i.e. on the surface of a sphere enclosing the dipole, 
𝑃 =
8𝜋3𝛼2
3𝜀2𝜆4
𝐼𝑖 =
𝑘4𝛼2
6𝜋𝜀2
𝐼𝑖 = 𝜎𝑠𝐼𝑖  (2-45) 
where 𝜎𝑠 is referred to as scattering cross-section. For a material with a measured 
relative permittivity of 𝜀𝑠 and volume 𝑉, consisting of 𝑛 polarizable molecules in a 
background medium with permittivity of 𝜀 = 𝜀0𝜀𝑚, the polarizability of each unite 
volume 𝑑v = 𝑉/𝑛, consisting of one polarizable molecule in the volume 𝑑v of the 
medium can be calculated using Clausius-Mossotti equation48 
𝛼 = 3𝑑𝑣 𝜀
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
 (2-46) 
2.3.2 Rayleigh scattering 
In the Rayleigh regime, the particle with longest dimension 𝑎, is assumed to be very 
small compared to the wavelength, 𝑎 ≪ λ, so that the phase of the incident wave does 
not change significantly over the particle size scale, 𝑘𝑎 ≪ 1, where 𝑘 =
2𝜋
λ
 is the 
propagation constant, also known as the phase factor, and the product, x = ka, is 
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referred to as size factor. Under this condition, the particle experiences a uniform field 
inside that is changing with time, which means the induced dipoles in the particle are in 
phase. In this case, the particle can be modeled with a diploe with a polarizability 
proportional to its volume, 𝑉,49 
𝛼 = 3𝑉𝜀
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
 (2-47) 
where 𝜀𝑠 and 𝜀𝑚 are the relative permittivity of the medium and scatterer and 𝜀 = 𝜀𝑚𝜀0 
is the permittivity of the medium. Following the dipole approximation, the differential 
scattering cross-section of a sphere with diameter 𝑎, assuming the material is polarized 
along the filed, can be expressed as 
𝜕𝜎𝑠
𝜕𝛺
=
𝜋2
𝜆4
9𝑉2 (
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
)
2
𝑠𝑖𝑛2 𝜃 =
16𝜋4
𝜆4
𝑎6 (
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
)
2
𝑠𝑖𝑛2 𝜃 (2-48) 
𝜕𝜎𝑠
𝜕𝛺
= 𝑘4𝑎6 (
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
)
2
𝑠𝑖𝑛2 𝜃 (2-49) 
and the scattering cross section of such a particle is: 
𝜎𝑠 =
8𝜋
3
𝑘4𝑎6 (
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
)
2
 (2-50) 
For some application it is more convenient to evaluate the scattering based on the 
scattered angle relative to the direction of incident light in the plane of incidence,         
ϑ = θ −
π
2
, rather than the angle relative to the dipole vector. In that case, 
𝜕𝜎𝑠
𝜕𝛺
= 𝑘4𝑎6 (
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
)
2
𝑐𝑜𝑠2 𝜗 (2-51) 
2.3.3 Rayleigh-Gans-Debye approximation 
Rayleigh-Gans-Debye (RGD) approximation50 can be considered as an extension to 
Rayleigh scattering, which is valid for optically soft particles, i.e. particles with refractive 
index close to the medium. In contrast to Rayleigh scattering where the whole particle 
is represented as a single dipole, every infinitely small volume element, 𝑑𝑣, of an 
arbitrary shaped scatterer is instead considered to acts as a dipole. Similar to Rayleigh 
scattering, these independently oscillating dipoles experience the incident field with 
similar phase and intensity as it is in the environment as if the particle was not there, 
and their emitted light is not disturbed at the boundary of the particle to medium. But 
what makes RGD approximation significantly more accurate than Rayleigh 
approximation for large scatters, is that it account for the relative phase retardation that 
occur due to the particles size in the scattering process. For large scatterers due to the 
spatial arrangement of the volume elements, the corresponding induced dipoles not 
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only oscillate with different phase relative to each other, but also their radiation 
experience different phase retardations on their path to the observer. This results in 
interference patterns in the scattered light that can be predicted using RGD 
approximation but does not exist in Rayleigh approximation.51 
For a scattering with relative refractive index of 𝑚 = 𝑛𝑠/𝑛𝑚  and a size factor of x = ka, 
where 𝑎 is the largest dimension of the scatterer and k is the propagation constant in 
the medium, the earlier mentioned conditions for the RGD approximation can 
summarized as 
 The incident field should not be disturbed much by the particle, |𝑚 − 1| ≪ 1,  
 The phase difference in the particle relative to the medium should be 
negligible, 𝑥|𝑚 − 1| ≪ 1. 
Following the Rayleigh notation in the previous section, under these assumptions, for a 
plane wave polarized along 𝑧 axis, propagating along 𝑥 axis, the magnitude of the 
induced dipole moment for an arbitrary volume element, 𝑑𝑣, with polarizability of 𝛼𝑣 is 
𝑝0 = 𝛼𝑣𝐸0𝑒
𝑗𝛿𝑖 = 3𝑑𝑣 𝜀
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
𝐸0𝑒
𝑗𝛿𝑖  (2-52) 
where 𝛿𝑖 is the phase retardation of the incident electric field due to the spatial position 
of the element relative to the reference point, say origin. Further, the emitted electric 
field by the induced dipole, 𝑑?⃗? , experiences an additional phase retardation, 𝛿𝑒, on its 
path to the observer, relative to an in-phase radiation from the origin, 
𝑑?⃗? = −
𝜋𝑝0
𝑟𝜀𝜆2
𝑒𝑗𝛿𝑒 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠(𝜔𝑡 − 𝑘𝑟) ?̂? (2-53) 
By substituting the dipole moment from equation 2-52 in equation 2-53, the electric 
field of the induced dipole can be expressed as 
𝑑?⃗? = −
𝜋
𝑟𝜆2
3
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
𝑠𝑖𝑛 𝜃 𝑒𝑗𝛿𝑑𝑣𝐸0 𝑐𝑜𝑠(𝜔𝑡 − 𝑘𝑟) ?̂? (2-54) 
where 𝛿 = 𝛿𝑖 + 𝛿𝑒 is the total retardation relative to the origin. The scattered electric 
field at a specific point in space can be calculated by integrating the effect of all volume 
elements, 
?⃗? = −
3𝜋
𝑟𝜆2
𝜀𝑠 − 𝜀𝑚
𝜀𝑠 + 2𝜀𝑚
𝑠𝑖𝑛 𝜃 𝐸0 𝑐𝑜𝑠(𝜔𝑡 − 𝑘𝑟)∰ 𝑒
𝑗𝛿𝑑𝑣
𝑉
?̂? (2-55) 
?⃗? = −
𝜋𝛼
𝑟𝜀𝜆2
𝑠𝑖𝑛 𝜃 𝐸0 𝑐𝑜𝑠(𝜔𝑡 − 𝑘𝑟) 𝑃(𝜃, 𝜑)?̂? (2-56) 
And the scattering light intensity and the differential scattering cross section are, 
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𝑰 =  
𝜋2𝛼2
𝑟2𝜀2𝜆4
𝑠𝑖𝑛 𝜃 |𝑃(𝜃, 𝜑)|2𝐼𝑖?̂? (2-57) 
𝜕𝜎𝑠
𝜕𝛺
=
𝜋2𝛼2
𝜀2𝜆4
𝑠𝑖𝑛2 𝜃 |𝑃(𝜃, 𝜑)|2 (2-58) 
where 𝛼 = 𝑉𝛼𝑣 is the polarizability of the whole particle and  
𝑃(𝜃, 𝜑) =
1
𝑉
∰ 𝑒𝑗𝛿𝑑𝑣
𝑉
 (2-59) 
is the shape factor, governing the angular dependency of the relative intensity of 
scattered light in the space. The shape factor for a sphere located in the origin is,52 
𝑃(𝜃, 𝜑) = 𝐺(𝑢) =
3
𝑢3
(𝑠𝑖𝑛 𝑢 − 𝑢 𝑐𝑜𝑠 𝑢) = (
9𝜋
2𝑢3
)
1
2
𝐽3
2
(𝑢)        , 𝑢 = 2𝑥 𝑠𝑖𝑛 (
𝜗
2
) (2-60) 
where 𝜗 =
𝜋
2
− 𝜃 is the scattering angle relative to the incident direction, rather than 
the dipole moment, and 𝐽3
2
(𝑢) is the three-half order Bessel function. 
Similarly, for a core-shell spherical particle with core and shell radius of 𝑟𝑐  and 𝑟𝑠, and 
corresponding relative refractive index of 𝑚𝑐  and 𝑚𝑠, the form factor can be express,
52 
𝑃(𝜃, 𝜑) =
1
(𝑉𝑠 − 𝑉𝑐)
(𝑉𝑠𝐺(𝑢) −
𝑚𝑐 − 𝑚𝑠
𝑚𝑠 − 1
𝑉𝑐𝐺(𝑣)) (2-61) 
where 𝑢 = 2𝑘𝑟𝑠 sin (
𝜗
2
), 𝑣 = 2𝑘𝑟𝑐 sin (
𝜗
2
), and 𝑉𝑠 and 𝑉𝑐  are the volume of spheres with 
radius corresponding to that of the shell and the core. For a hollow shell, this can be 
simplified to,53 
𝑃(𝜃, 𝜑) =
3
𝑢3 − 𝑣3
(𝑠𝑖𝑛 𝑢 − 𝑠𝑖𝑛 𝑣 − (𝑢 𝑐𝑜𝑠 𝑢 − 𝑣 𝑐𝑜𝑠 𝑣)) (2-62) 
In such cases, when calculating the differential scattering cross-section of the particle 
one needs to use polarizability of the whole particle. For core-shell structures with radial 
symmetry this can be  
𝛼 = ∰ 𝛼′(𝑟, 𝜃, 𝜑)𝑑𝑣
𝑉
= ∫ 4𝜋𝑟2𝛼′(𝑟)𝑑𝑟
𝑟𝑠
0
 (2-63) 
where 𝛼′, is the polarizability distribution function per unit volume. 
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2.3.4 Mie regime 
For a spherical particle, the exact scattering of electromagnetic can be analytically 
solved. This approach, known as Mie solution6, provides the exact analytical expression 
for the scattering of plane wave by a spherical object with a uniform polarizability, unlike 
the Rayleigh and Rayleigh-Gans-Debye theories that enforce restrictions on size and/or 
optical contrast of the scatterer, relative to the incident wavelength and the surrounding 
medium. This is not achieved without a cost; the Mie solution needs to be evaluated 
numerically. 
The mathematical derivation of Mie scattering is rather cumbersome but an enjoyable 
presentation of it can be found in reference 54. In short, the problem is approached in 
spherical coordinates by deriving the general solution of freely propagating wave in the 
this coordinate system and expressing an incident polarized plane wave with amplitude 
𝐸0 in term of infinite series of vector spherical harmonics. The fields inside and scattered 
by an arbitrary sphere centered at the origin are then derived based on the boundary 
conditions and orthogonality of the vector harmonics, for the harmonics dictated by the 
incident field, based on the fact that the field in the origin is finite and the scattered far-
field waves are traveling away from the origin. The solution for the scattering cross-
section of a spherical object by a 𝑥-polarized plane wave traveling along 𝑧 axis comes in 
the form of54 
𝜎𝑠 =
2𝜋
𝑘2
∑(2𝑛 + 1)(|𝑎𝑛|
2 + |𝑏𝑛|
2)
∞
𝑛=1
 (2-64) 
where the Mie coefficients 𝑎𝑛 and 𝑏𝑛 are 
𝑎𝑛 =
𝑚𝜓𝑛(𝑚𝑥)𝜓𝑛
′ (𝑥) − 𝜓𝑛(𝑥)𝜓𝑛
′ (𝑚𝑥)
𝑚𝜓𝑛(𝑚𝑥)𝜉𝑛′ (𝑥) − 𝜉𝑛(𝑥)𝜓𝑛′ (𝑚𝑥)
 (2-65) 
𝑏𝑛 =
𝜓𝑛(𝑚𝑥)𝜓𝑛
′ (𝑥) − 𝑚𝜓𝑛(𝑥)𝜓𝑛
′ (𝑚𝑥)
𝜓𝑛(𝑚𝑥)𝜉𝑛′ (𝑥) − 𝑚𝜉𝑛(𝑥)𝜓𝑛′ (𝑚𝑥)
 (2-66) 
Here 𝑚 =
𝑛𝑠
𝑛𝑚
 is the relative refractive index of the scatterer to the medium,                         
𝑥 = 𝑘𝑎 =
2𝜋𝑛𝑚
𝜆0
𝑎 is the size factor, and 𝜓𝑛 and 𝜉𝑛 are Riccati-Bessel functions, 
𝜓𝑛(𝑦) = 𝑦𝑗𝑛(𝑦) (2-67) 
𝜉𝑛(𝑦) = 𝑦ℎ𝑛
(1)(𝑦) (2-68) 
where 𝑗𝑛 and ℎ𝑛
(1)
 are the spherical Bessel functions of the first and third kind, where 
the latter is also known as the Hankel function of the first kind.  
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The angular dependence of the scattering, however, should be sought in the scattered 
electric field expressed as  
𝐸𝑠 = ∑ 𝐸𝑛(𝑖𝑎𝑛𝑵𝑒1𝑛 − 𝑖𝑏𝑛𝑴𝑜1𝑛)
∞
𝑛=1
 (2-69) 
where  
𝐸𝑛 = 𝑖
𝑛
(2𝑛 + 1)
𝑛(𝑛 + 1)
𝐸0 (2-70) 
𝐍𝑜1𝑛 and 𝐌𝑒1𝑛 are the valid vector spherical harmonics for the scattered electric field 
and are expressed as: 
𝑴𝑜1𝑛 = 𝑐𝑜𝑠 𝜑 𝜋𝑛(𝑐𝑜𝑠 𝜃)ℎ𝑛
(1)(𝑘𝑟)?̂?𝜽 − 𝑠𝑖𝑛 𝜑 𝜏𝑛(𝑐𝑜𝑠 𝜃)ℎ𝑛
(1)(𝑘𝑟)?̂?𝝋 (2-71) 
𝑵𝑒1𝑛 = 𝑐𝑜𝑠 𝜑 𝑛(𝑛 + 1) 𝑠𝑖𝑛 𝜃 𝜋𝑛(𝑐𝑜𝑠 𝜃)
ℎ𝑛
(1)(𝑘𝑟)
𝑘𝑟
?̂?𝒓
+ 𝑐𝑜𝑠 𝜑 𝜏𝑛(𝑐𝑜𝑠 𝜃)
[𝑟ℎ𝑛
(1)(𝑘𝑟)]′
𝑟
?̂?𝜽
− 𝑠𝑖𝑛 𝜑 𝜋𝑛(𝑐𝑜𝑠 𝜃)
[𝑟ℎ𝑛
(1)(𝑘𝑟)]′
𝑟
?̂?𝝋 
 
(2-72) 
 
 
 
 
𝜋𝑛(cos 𝜃) and 𝜏𝑛(cos 𝜃) are the angle dependent functions based on first order 
Legendre function of first kind, 𝑃𝑛
1,  
𝜋𝑛(𝑐𝑜𝑠 𝜃) =
𝑃𝑛
1
𝑠𝑖𝑛 𝜃
       𝑎𝑛𝑑       𝜏𝑛(𝑐𝑜𝑠 𝜃) =
𝑑𝑃𝑛
1
𝑑𝜃
 (2-73) 
These functions are the main reasons for the scattering lobes and 3 dimensional 
scattering profile and can be computed by an upward recurrence: 
𝜋𝑛(𝑐𝑜𝑠 𝜃) =
2𝑛 − 1
𝑛 − 1
 𝑐𝑜𝑠 𝜃 𝜋𝑛−1 −
𝑛
𝑛 − 1
 𝜋𝑛−2 (2-74) 
𝜏𝑛(𝑐𝑜𝑠 𝜃) = 𝑛 𝑐𝑜𝑠 𝜃 𝜋𝑛 − (𝑛 + 1)𝜋𝑛−1 (2-75) 
where the first two initial terms are 𝜋0 = 0 and 𝜋1 = 1. 
The scattering from a spherical core-shell structure has been solved using a similar 
approach, as detailed in 55.  
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 Effective medium theories 
When dealing with a complex electromagnetic medium consisting of a mixture of 
different materials, it can be convenient to express the average effect of these materials 
in the apparent permittivity of a homogenized effective medium. Such simplification can 
be especially useful when calculating the polarizability of particles, or in the case of 
molecular adsorption of a molecule to the surface of a scatterer (Paper III) which can be 
interpreted as a change in the composition of the immediate layer of the medium 
around the scatterer and thus a change in the permittivity of that layer. Here some of 
the most common homogenization theories that are be useful when working with small 
scatterers of the type explored in this thesis are presented. 
The unit cell of a random inclusion in a dielectric medium can be considered as 
concentric spheres, much smaller than the wavelength, where the inner one indicates 
the inclusion and the outer one being the host, embedded in a surrounding medium, 
with respective relative permittivity of 𝜀𝑖, 𝜀ℎ and 𝜀𝑚. It was shown by Maxwell Garnett 
that effective permittivity of this system, 𝜀𝑒𝑓𝑓, follow
56,57 
𝜀𝑒𝑓𝑓 − 𝜀𝑚
𝜀𝑒𝑓𝑓 + 2𝜀𝑚
= 𝑓
𝜀𝑖 − 𝜀𝑚
𝜀𝑖 + 2𝜀𝑚
+ (1 − 𝑓)
𝜀ℎ − 𝜀𝑚
𝜀ℎ + 2𝜀𝑚
 (2-76) 
where 𝑓 is the volumetric ratio of inclusions to the host. When the surrounding medium 
has the same refractive index as the host material, this equation reduces to 
𝜀𝑒𝑓𝑓 − 𝜀ℎ
𝜀𝑒𝑓𝑓 + 2𝜀ℎ
= 𝑓
𝜀𝑖 − 𝜀ℎ
𝜀𝑖 + 2𝜀ℎ
 (2-77) 
In a more general form, valid for N different inclusions, equation 2-77 can be expressed 
as, 
𝜀𝑒𝑓𝑓 − 𝜀ℎ
𝜀𝑒𝑓𝑓 + 2𝜀ℎ
= ∑𝑓𝑖
𝜀𝑖 − 𝜀ℎ
𝜀𝑖 + 2𝜀ℎ
𝑁
𝑖=1
      𝑤ℎ𝑒𝑟𝑒 𝑓ℎ = 1 − ∑𝑓𝑖
𝑁
𝑖=1
 (2-78) 
Note that the assumed unit cell leading to equation 2-76, can also be valid for a small 
spherical core-shells particle with core and shell permittivity of 𝜀𝑐 = 𝜀𝑖  and 𝜀𝑠 = 𝜀ℎ in a 
surrounding medium 𝜀𝑚 which is the route of resemblance of effective permittivity of 
such particle58 with Maxwell Garnett mixing formula. For such particle, with core volume 
to total volume fraction of 𝑓, the effective permittivity can be derived as58 
𝜀𝑒𝑓𝑓 =
(𝜀𝑠 − 𝜀𝑚)(𝜀𝑐 + 2𝜀𝑠) + 𝑓(𝜀𝑐 − 𝜀𝑠)(2𝜀𝑠 + 𝜀𝑚)
(𝜀𝑠 + 2𝜀𝑚)(𝜀𝑐 + 2𝜀𝑠) + 𝑓(𝜀𝑐 − 𝜀𝑠)(2𝜀𝑠 − 2𝜀𝑚)
 (2-79) 
The effective permittivity of a lipid vesicle as a core-shell particle can approximated 
using equation 2-79 (see Paper III). 
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The Maxwell Garnet formula, as is evident in the equation 2-78, is not symmetric relative 
to host and inclusion, which means the calculated effective medium depends on which 
material is considered as host and which for inclusions. Therefore Maxwell Garnett 
approximation is usually best suited when the volume faction of the host is much larger 
than the fraction of the inclusions. When the fractions of the host is comparable with 
any of the inclusion materials, Bruggeman effective medium theory may provide a 
better estimation of effective permittivity; as it does not depend on which material is 
considered the host. The Bruggeman estimate can be derived from equation 2-76 if we 
assume the Maxwell Garnett unit cell (an spherical core with multiple shells in general 
case) is immersed in a surrounding medium with permittivity 𝜀𝐵, equating the effective 
permittivity of the compound material, 𝜀𝑒𝑓𝑓, 
𝜀𝑒𝑓𝑓 − 𝜀𝐵
𝜀𝑒𝑓𝑓 + 2𝜀𝐵
= ∑𝑓𝑖
𝜀𝑖 − 𝜀𝐵
𝜀𝑖 + 2𝜀𝐵
𝑁
𝑖=1
= 0 (2-80) 
In such conditions the sphere turns invisible to light and does not scatter.48 According to 
Bruggeman effective medium theory, a permittivity 𝜀𝐵 that can satisfy the equation 2-80 
is the effective permittivity of the compound medium. In contrast to the Maxwell 
Garnett mixing formula, here, all different materials enter the equation symmetrically 
relative to the effective permittivity which makes the result independent of which one 
is the assumed as the host material. However, a complication of this approach is that for 
a N-component medium the Bruggeman equation results in an Nth order polynomial 
equation with N possible solutions, which only one of them represents the effective 
permittivity of the medium59,60. 
It should be emphasized that both of these theories provide an estimate of the effective 
permittivity medium considering the impurities are in form of subwavelength spheres 
and the incident electric field inside them is not disturbed.57 There are extension to both 
Maxell Garnett and Bruggeman theories that include the size of the inclusion into 
account, or considers spheroidal inclusions.61–63 
 Fluorescence microscopy 
The waveguide evanescent microscopy platform developed in this work offers 
fluorescence imaging capabilities with a sub-diffraction axial resolution. Through Paper 
I-VI, we have benefitted from that capability and use fluorescence imaging as a 
reference to compare the scattering microscopy with, or extract more information 
about the entity under study. Moreover in Paper V, we have used TIRF microscopy to 
study kinetics of supported lipid bilayer formation on glass. Therefore, in this chapter 
we briefly review some of the important concepts regarding fluorescence as a 
phenomena, mainly based on reference 64 and 65, and introduce the working principle 
of TIRF microscopy. 
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2.5.1 Fluorescence 
Fluorescence microscopy is a central technique in many scientific fields. Most 
commonly, it makes use of special types of molecules that can emit light at wavelengths 
higher than that of the illuminating light. These molecules are commonly called 
fluorophores and can be used as labels when attached to an entity of interest, or as 
probes, sensitive to changes in their environment. By proper labeling of molecular 
components of interest, images that represent the spatial distribution and number of 
that particular molecule can be generated, after eliminating the illuminating light by 
proper optical components. 
The phenomenon that include adsorption of light by a molecule and leads to a change 
in wavelength of the emitted light is called photoluminescence.64 This process is usually 
illustrated using a so called Jablonski diagram (Fig. 2.3A); a diagram showing the energy 
levels of the fluorophore at different excited states. Usually the molecule is found at its 
lowest vibrational energy level in the electronic ground state, S0. Upon absorption of a 
photon, the molecule is excited to a higher energy states, usually to the first singlet 
state, S1. The absorption process occurs within on the order of 10-15 seconds, during 
which the nuclei is not affected, and therefore the vibrational states do not change. 
Depending on the photon energy, the molecule usually ends up at slightly different 
vibrational energy states in S1, within which it decays to the lowest energy level of the 
state S1(0) through vibrational relaxation at a time scale of 10-12 seconds, by dissipating 
 
Figure 2.3. A) A Jablonski diagram illustrating the ground state, S0, the first two excited singlet 
states, S1 and S2, and the first triplet sate, T1 and the first 3 vibrational level for each state. The 
common transitions between these states are presented as straight and curly arrows for radiative 
and nonradiative processes respectively. Green: excitation, yellow: internal conversion or 
vibrational relaxation, orange: emission, cyan: nonradiative relaxation, purple: intersystem 
crossing, red: phosphorescence. B) Absorption (green) and emission (orange) spectra for 
Rhodamine 6G. 
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its energy in heat. Subsequent relaxation of the molecule to the ground state, S0, can 
then occur through either radiative or nonradiative mechanisms. 
The radiative mechanisms, fluorescence or phosphorescence, include generation of a 
photon with a lower energy than that of the exciting photon. If during the excitation 
process, the electron spin is conserved, the radiative relaxation happens within on the 
order of 10-8 seconds and is called fluorescence. However if the electron spin is altered 
(intersystem crossing), the relaxation to the ground state is forbidden according to Pauli 
exclusion principle, and the excited state is maintained for a longer time, usually in the 
order of 10-3 to tens of seconds, and hence, the radiative relaxation occurs long after the 
excitation. This process is called phosphorescence and the long-lived excited state in is 
called triplet state. The phosphorescence is not a likely process for the dyes selected for 
in fluorescence microscopy. 
For an isolated nonradioactive relaxation mechanisms that do not involve other 
molecules and conserve the molecular integrity, the energy of excited molecule is 
dissipated through vibrations into heat. The rates of radiative and non-radiative 
mechanisms differ for different fluorophores and defines the quantum yield of 
fluorescence process64 
𝑄 =
𝑘𝑓
𝑘𝑓 + 𝑘𝑛𝑟
 (2-81) 
where 𝑘𝑓 is the rate of the fluorescent relaxation (the reciprocal to fluorescence life 
time) and 𝑘𝑛𝑟 is the rate of all non-radiative relaxation pathways combined. Further, a 
fluorophore in any of its excited states can transfer its energy to the other molecules, 
either though collisions or dipole-dipole energy transfer which can result in quenching 
or fluorescence resonance energy transfer (FRET). These are both categorized as non-
radiative relaxation process which lower the quantum yields of the fluorophore of 
interest. In addition, if a fluorophore is subjected to intense light illumination, it goes 
through many absorption and emission cycles. This increases the probability of the 
molecule to exist in a highly reactive excited state, making it more likely to become 
oxidized or undergo other chemical changes that turn it into non-fluorescent 
(photobleached) entity. 
These different relaxation rates are obviously key characteristics of a fluorescent dye 
that influence many of its properties. A fluorophore with higher relative radiative to non-
radiative rate, has a higher quantum yield (Eq. 2-81). The overall relaxation rate to the 
ground state also governs how often the molecule is available for excitation and how 
many times it can go through an emission cycle, which in turn influences its brightness. 
On the other hand, as the overall relaxation rate of a dye decreases, the reactive excited 
dye spend longer time interacting with its environment, making it more prone to 
quenching and photobleaching. This in turn affects the quantum yield, brightness and 
photostability of the dye. It is for the same reason that fluorophores usually selected for 
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fluorescence microscopy have negligible phosphorescence; not only their emission will 
stretch out in time over the measurement window, but they will also be faint and prone 
to quenching and photobleaching. 
Figure 2.3B shows the absorption and emission spectra for a typical fluorophore, 
Rhodamine 6G, used in this work in Papers II, III and V. As a result of coupling of the 
closely spaced vibrational energy levels within each state, the absorption and emission 
spectra are smooth curves that cover a broad range of wavelengths (energies). The 
difference between the absorption and the emission peaks is referred to as Stokes shift, 
which implies how well the fluorescence emission can be separated from the excitation 
light. 
The absorption and emission processes can also be described with dipole moments, 
which are usually referred to as absorption and emission transition dipole moments 
(TDM). The absorption of a fluorescent dye is at its maximum if its absorption-dipole 
moment is parallel to the polarized light and vanishes if the two vectors are 
perpendicular to each other. On the other hand, the emission of an excited fluorophore 
occurs through its emission-transition dipole and is polarized along its orientation. The 
absorption- and emission-dipole moments of a molecule can with respect to each other, 
and the polarization of the emitted and excitation light can be therefore different. This 
is called intrinsic anisotropy, and is the measure of how much the polarization of emitted 
light is changed relative to the excitation light. In general, the optical anisotropy of a dye 
is defined as64 
𝑟 =
𝐼∥ − 𝐼⊥
𝐼∥ + 2𝐼⊥
 (2-82) 
where 𝐼∥ and 𝐼⊥ are the intensity of parallel and perpendicular component of the emitted 
light, relative to the polarization of the source and plane of incidence. The optical 
anisotropy is another property of a fluorescent dye that can be influenced by the 
emission rate. At room temperature, the suspended dye molecules experience 
rotational diffusivity that to a first approximation depends on the viscosity of the 
medium and volume of the dye. During the time it takes for the molecule to relax to the 
ground state, due to rotational diffusivity and fluctuation of the dye and the complex it 
might be attached to, the molecule orientation changes which results in a less polarized 
emission and a lower anisotropy. This can also be observed in polymers.66 Due to 
molecular anisotropy and the stochastic nature of the emission with respect to the 
incident light, the dyes attached to fluorescently labeled lipids, proteins and 
nanoparticles will typically fluoresce at different phase, point in time and polarization 
with respect to each other. This, in turn, leads to an incoherent emission process, and 
consequently, the fluorescence intensity corresponds to sum of the average intensity 
emitted by each fluorophore. Consequently, the emitted light intensity is proportional 
to the illumination light intensity integrated over the fluorescently labeled entity. This is 
in contrast to the scattering intensity (see the section on scattering and Papers II and 
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III), which to a first approximation is proportional to the second power of the integration 
of the electric field over the illuminated object. 
2.5.2 Total Internal Reflection Fluorescence microscopy 
There is a long history behind the development of fluorescence microscopy,67,68 with the 
central driving force being to improve the quality of the imaging by pushing the optical 
resolution, limit of detection and to maximize the information content of the images. 
Nowadays several fluorescent microscopy techniques are available that offer sub-
diffraction limit axial resolution, such as confocal microscopy69,70, total internal 
reflection fluorescent microscopy (TIRF)12,71, as well as sub-diffraction limit axial and 
lateral resolution concepts, such as for example stimulated emission depletion 
microscopy (STED),72,73 stochastic optical reconstruction microscopy (STORM)74 and 
photoactivated localization microscopy (PALM).11  
A fluorescence imaging technique that share many similarities to the waveguide 
evanescence microscopy developed in this thesis is total internal reflection fluorescence 
(TIRF) microscopy. Introduced and developed mainly by Axelrod D. during the 1980s,12,71 
TIRF microscopy offers subwavelength axial resolution in the imaging with a contrast 
that can be used for single molecule imaging.13,75–77 The novelty of TIRF microscopy lies 
in its illumination scheme, which has made it compatible with other microscopy 
methods such as confocal,78 STED,79 and STORM.74 The TIRF illumination mechanism 
achieves its high image contrast and sub-diffraction axial resolution by confining the 
exposure within a thin sheet of light, with adjustable thickness from sub 100 nm to 
about 1 um.44 This is done by illuminating the sample at an angle, 𝜃𝑖, that can sustain 
total internal reflection (TIR) condition between the microscopy substrate, that is usually 
glass, and the medium.  
𝜃𝑖 > 𝜃𝑐 = 𝑎𝑟𝑐𝑠𝑖𝑛(𝑛𝑚/𝑛𝑠) (2-83) 
where 𝜃𝑐  is the critical angle and 𝑛𝑚 and 𝑛𝑠 are the respective refractive of medium and 
substrate. The conditions here is very similar to the guiding conditions of a waveguide, 
where the mode angle should be larger than the critical angle (see page 9), and the 
solution to this electromagnetic problem at the medium side of the interface will be 
similar to equation 2-30, where 𝛽𝑚 = 𝑘0𝑛𝑠 sin(𝜃𝑖) and 𝑘𝑐𝑙𝑎𝑑 = 𝑘0𝑛𝑚. According to 
equation 2-36, in this case the penetration depth of the light intensity in the medium 
can be written as 
𝛿 =
𝜆0
4𝜋
1
√𝑛𝑠2 𝑠𝑖𝑛2(𝜃𝑖) − 𝑛𝑚2
 (2-84) 
This will result in a thin sheet of light in the medium, bound to the substrate-medium 
interface, with an exponentially decaying intensity perpendicular to the interface, 
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𝐼 = 𝐼0 𝑒
−
𝑧
𝛿  (2-85) 
where 𝑧 is the distance from the interface in the medium, and 𝐼0 is the light intensity at 
the interface. For most biological assays where the experiments are performed in 
aqueous solution on microscopy glass slides, the penetration depth for a certain 
illumination wavelength, 𝜆0, can be adjusted by changing the incident angle.  
Two main implementation of TRIF microscopy are illustrated in figure 2.4. In objective-
based solutions (Fig 2.4A), the illuminating light is usually shaped in crescent and send 
through a high NA oil immersion objective so that it generates a parallel beam of light 
illuminating the interface only at the TIR condition. In this case the angle of incidence 
and thus the penetration depth is set by adjusting where the light enters the objective 
relative to its axis. Another main category of TIRF implementations is prism-based 
(Fig 2.4B), where collimated light, usually laser, approaching the interface at TIRF angle 
using a prism. In this case and the fluorescent light is usually collected on the opposite 
side, through oil or water immersion objective. Although this implementation might 
seem easier, but oil impression objective can result in optical aberration especially in 
multicolor imaging. More sophisticated examples of TIRF implementations can be found 
in reference 14. 
 
 
Figure 2.4. Common TIRF illumination strategies: A) Objective-based, B) Prism-based. 
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3 Cell membrane model systems 
The origin of life and the appearance of early primitive cells is hypothesized to be 
concurrent with the incorporation of RNA in spontaneously formed membrane-bound 
compartments made of amphiphilic molecules about 4 billion years ago.80–82 Although 
the exact pathway of the emergence of live cells is unknown, the cell membrane 
certainly had a critical role as an initial ingredient. Today the cell membrane, consisting 
of more than 100 different types of lipids and various proteins, is commonly described 
by a fluid mosaic model, with the integral proteins assumed to be dissolved in a 2D 
viscous lipid bilayer solvent, where the polar and ionic parts of the proteins are 
protruding from the membrane and their nonpolar parts are mostly protected in the 
hydrophobic part of the membrane.83 The cell membrane, in its very intrinsic function, 
defines the boundary of the cell, and differentiates the cell interior form its 
environment. It protects the genetic information of the cell and is responsible for all 
interactions of the cell with its environment, including signal transduction and selective 
transport of larger compounds in and out of the cell. 
The importance of studies related to cell membranes and proteins becomes evident 
when considering that 60% of drugs on the market are targeting membrane proteins 
while these proteins make up not more than about 22% of all proteins in the body.84 
Moreover, particles engulfed in cell membrane mimics have been appreciated as 
possible drug delivery vehicles85,86 However, the native cell membrane is a very complex 
medium where characterization of its individual components usually relies on highly 
sophisticate isolation protocols, which may both denature the relevant components 
and/or result in very low extraction levels. For this reason, studies of biophysical 
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processes using simplified cell-membrane mimics, such as supported lipid bilayers (SLBs) 
have been increasingly used in biophysical studies of cell membranes with and without 
incorporated proteins. However, it is crucial to well-characterize these cell membrane 
mimic to make sure they accurately represent the native cell membrane in the selected 
application and do not influence the function of biological entity under investigation. 
Therefore, large emphasis has been placed on identifying and characterizing underlying 
mechanisms that determine how they are formed as well as their nature under different 
conditions.87–94 
In this work, cell membrane models were used either to study their fundamental 
properties or to use some of their well-known properties to study biomolecular 
interactions and address biologically relevant questions. While conventional TIRF 
microscopy, with the capacity to resolve individual fluorescently labeled lipid vesicles, 
was used to investigate the kinetics of SLB formation, the novel evanescent-light 
scattering microscopy platform developed in this thesis was used to assist in the label-
free studies involving such model systems. More specifically, in Paper V we investigate 
the kinetics of the SLB formation process occurring through a vesicle adsorption and 
rupture mechanism that is often the method of choice for SLB formation on silica-based 
surfaces. In Paper III we demonstrate SLB formation on a silica-like surface using 
evanescent-wave scattering and lay the ground for interpreting the scattering signals 
from lipid vesicles when used in various biological essays. In Paper II we demonstrate 
how waveguide evanescent-light microscopy can operate both in labeled and label-free 
modes in studies employing vesicles as a cell membrane mimic to study enzymes and 
antibodies interacting with the membrane. In Paper IV we combine the fluorescent and 
scattering signals obtained from the waveguide microscopy platform, to investigate 
exosomes, a type of lipid vesicle a naturally produced by many cells with high clinical 
and pharmaceutical relevance,95 isolated form a human mast cell line. Finally, as 
demonstrated in the additional result section of the thesis, the combination of lipid 
bilayer as a 2D fluid and evanescent-light scattering microscopy platform with 
embedded microfluidic capabilities, in conjunction with findings of Paper III, may offer 
a significant contribution to the characterization of the biological nanoparticles. 
Due to frequent appearance of different lipid based entities in this work, this chapter is 
dedicated to a brief introduction of the common lipid-based model systems. 
 Lipids 
Lipid molecules, which  together with membrane proteins are the main component of 
the cell membrane, are hydrocarbon based amphiphilic molecules consisting of a 
hydrophilic (ionic or zwitterionic, i.e. net charge depends on pH) head group and a 
hydrophobic tail region that may consist of one or more nonpolar fatty acid chains.83 
Figure 3.1A shows an example of a lipid from the phosphatidylcholine (PC) family that 
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constitute more than 50% of eukaryotic membranes.96 PC lipids have a zwitterionic head 
group, electrostatically natural at physiological pH. Depending on their polarity, and size 
of head group and volume of occupancy by their tails, lipids tend to self-assemble in 
specific structures in aqueous solutions. Many of these self-assembled structures can be 
used as model systems of natural cell membranes and are thus valuable in studies of 
either basic biophysical properties of lipid membrane such as phase separation97 and 
raft formation,98 or a phenomena as complex as exocytosis99 or intercellular 
communication.100 
 Model systems 
The cell membrane is a complex structure consisting of hundreds of different types of 
lipids, proteins and other entities. Studying the cell membrane in this form is extremely 
challenging since currently available instruments do not offer the spatial resolution 
needed to discern all the different entities responsible for different interaction. 
Therefore, simplified model systems are used to mimic the cell membrane and study 
different aspects by specifically controlling the molecular composition of the model 
membrane. Here we focus on two of the main model systems, lipid vesicles and 
supported lipid bilayers (SLB). 
3.2.1 Liposomes / Vesicles 
Many lipids self-assemble into lipid vesicle structures in aqueous solution. The lipids are 
in this case assembled in a double layer (bilayer), with the hydrophobic tails sandwiched 
in between the hydrophilic head groups to minimize the free energy of the system. The 
bilayer is then wrapped in the form of a spheroidal object (Figure3.1B). With the 
membrane separating an inner form an outer compartment, it serves as a good model 
 
Figure 3.1. Phospholipids and their common self-assemblies: A) POPC phospholipid (1-palmitoyl-
2-oleoyl-sn-glycero-3-phosphocholine) chemical structure and the common schematic 
representative of double tail lipids. B) Cross-sectional view of a unilamellar lipid vesicle as a 
spheroidal Lipids self-assembly. C) Lipids self-assembled into a Supported lipid bilayer (SLB). 
[Figure A, is adopted from reference 101 with permission from Olov Wahlsten] 
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system for cells,102 cell compartments,103,104 extracellular vesicles and exosomes,105 to 
mention a few. 
One of the very first protocols for preparation of lipid vesicle and the proof of their 
existence was presented by Bangham et al. in 1964.106 In their approach, the lipid 
mixture is dissolved in organic solvent and dried under vacuum to form a thin film on 
the walls of a rotary evaporator flask. After rehydration and gentle hand-shaking, the 
lipid film collapses from the walls forming multilamellar lipid vesicles. Depending on 
preferred vesicle size and preparation volume, sonication,107 extrusion108 and high 
pressure homogenization109 are, nowadays, the most popular methods for unilamellar 
lipid vesicle preparation. The lipid vesicles have been used in studies of artificial110 and 
native cell membrane properties111,112 as well as drug carriers.113,114 
3.2.2 Supported lipid bilayer 
On certain hydrophilic supports, lipid molecules can self-assemble into a thin sheet 
consisting of two layers of lipids (lipid bilayer) with the hydrophilic heads in contact 
either with surface or the aqueous environment, with their hydrophobic parts 
sandwiched between the heads (Figure 3.1C). The first SLB model systems were 
prepared by transfer of lipids form air-water interface using Langmuir-Blodgett 
technique115 while later implementations were facilitated by either vesicle adsorption 
and rupture116 or direct lipid deposition using solvent-assisted techniques117,118 among 
others.119,120 Nowadays one of the most popular SLB formation protocols is vesicle 
adsorption and rupture on silica-based surfaces that owes its proliferation to its 
simplicity and reproducibility. The well-defined 2D nature of SLBs has made them 
compatible with many surface based analytical methods.121 This has opened up for their 
successful use in studies of membrane proteins,122,123 membrane phase separation,94 
membrane-virions124 and -nanoparticles125 interactions and drug-screening.126,127  
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4 Fabrication and processing 
Nanotechnology emerged from microelectronic processing techniques and has spread 
into almost all fields of science128–131. In fact, by contributing entirely new possibilities, 
nanotechnology has become one of the major forces that brings different scientific fields 
and researcher closer together. It has already contributed to development of many new 
sensor technologies132–136 and improved efficiency137 and yield with respect to energy 
consumption, storage capacity etc.138 Life-science is one of the disciplines that has 
benefited significantly from advances in nanotechnology, manifested in the 
development of for example nanoplasmonics sensors139–141, microfluidics131,142, lab on a 
chip methods143,144, to mention a few. 
The work presented in this thesis owes a considerable amount of it success to the 
nanofabrication tools, techniques and research that was available. However, in this 
chapter, instead of expanding on the physics of each fabrication technique, the 
rationality of the chip-design and some of the challenges faced will be discussed as I walk 
you through each step of the fabrication process. Since the fabrication of the waveguide 
with microfluidic capabilities is more comprehensive, the protocols and procedure 
introduced here are based on Paper III. 
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Figure 4.1.Typical processing flow of a waveguide device on glass with microfluidics ready for 
bilayer formation. A).Substrate preparation for Cytop coating. B) Cytop processing and activation. 
C) Spin on glass coating and activation. D) Cytop processing and activation E) Coating and exposure 
of the resist with the microfluidic patterns. F) Developing the resist. G) Reactive ion etching of the 
cladding to pattering the microfluidics in Cytop. H) Photolithography of black SU8 on the back side 
of the substrate with windows for microscopy. I) Developing the black SU8 layer. It will result in 
removing the photoresist on top of the substrate as well. J) Photolithography of black SU8 on top 
of the waveguide with Microfluidic pattern slightly bigger than the ones in Cytop. K) Developing 
the SU8 layer. L) Coating the waveguide with a protective layer and dicing. M) Patterning a fresh 
protective layer to protect the SU8, followed by oxygen plasma activation of the measurement 
area. N) The protective layer is removed. In case of well configuration a punched slab of black 
PDMS is placed on top of the measurement area. O) The protective layer is removed. If 
microfluidics needed, a glass substrate with hole for inlet and outlet are thermally bonded to the 
SU8 layer. 
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 Choice of the material 
Water constitutes most of the mass of living creatures and most, if not all chemical 
reaction and transport processes in our body take place in aqueous environment. As a 
result, for biological studies to be relevant, they must be performed in aqueous media. 
Further, in microscopy, there is often a need for transparent materials, and many 
protocols have accordingly been adopted to interface biological entities to glass 
substrates. Therefore, silicon oxide, which is the main constituent of glass, was chosen 
as the dielectric core layer of the waveguide chip. To generate a symmetric wave 
propagation, a highly transparent fluoropolymer called Cytop with a refractive index 
close to water was used for the cladding. The choice of Cytop as a chemically inert 
hydrophobic material has been a key defining factor for the majority of the steps in the 
fabrication process.  
 Substrate preparation 
The common role of substrates is to act as solid support and provide stability to the 
device that is fabricated on top of it. Depending on the device and its application other 
properties of the substrate can be important, like its electrical properties, roughness, 
surface tension, adhesion, etc. Here the main criteria relates to good adhesion of the 
materials used during fabrication and high surface flatness, but the optical properties of 
the substrate, such as the amount of auto-fluorescence generated, may also be 
important. The choice of opaque or transparent substrates determines how the 
waveguide can be used in combination with different microscope setups. A transparent 
substrate makes the device compatible with inverted microscopes by allowing the 
detected light to be acquired through the substrate. This, in turn, enables for high 
numerical aperture, oil-immersion objectives to be applied, thereby increasing the 
sensitivity and image resolution that can be obtained. Since most microscope objectives 
are corrected for glass substrates, and considering the low roughness, availability and 
low cost of commercially available substrates, glass was the obvious choice of substrate 
material. Nevertheless, the fragile nature of the 170 m glass substrate needed to offer 
compatibility with oil immersion high NA objectives makes handling and dicing of the 
substrate extremely challenging. 
 Lower claddings 
For the fabrication an A-type Cytop™, CTX-809A (Asahi Glass Co.) was used. Cytop, which 
is a fluorine based polymer is very hydrophobic, and the fluorine chains result in very 
low adhesion to contacting substrates. When using glass substrates, 𝛾-Aminopropyl-
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triethoxy silanea (APTES) treatment can be used to promoter the adhesion of Cytop to 
the substrate. The APTES treatment was done by spin coating a freshly prepared 0.2 v% 
solution of APTES in 95% ethanol (Figure 4.1A). This was followed by a few minutes of 
baking to remove residual water and ethanol from the surface and also promote the 
binding of silane to the surface.145 Cytop was spin coated on the silanized substrate to 
achieve about 4 um thick layer (Figure 4.1B). The curing of Cytop was done in a 
temperature controlled furnace under nitrogen with a glass beaker on top to reduce the 
solvent evaporation rate during baking and to improve surface flatness.146  
 Core layer 
A challenge similar to that of adhering Cytop to the substrate exists when it comes to 
the deposition of the core layer; poor adhesion to Cytop. To overcome this challenge a 
thin layer of Aluminum was deposited on the Cytop surface. After Aluminum deposition, 
Cytop monomers on the surface is believed to be oriented and their hydrophilic COOH 
end group faces the surface.146–148 The Aluminum was removed prior to core layer 
deposition. 
Silicon oxide was chosen as the material for the core layer of the waveguide because of 
its compatibility with many biological assays and protocols. Since Cytop has a low glass 
transition temperature of 108oC, one needs to devise a deposition technique that is 
compatible with fairly low temperature. Spin on glass (SOG) is a class of products that 
provided with that possibility. Although most SOG products require temperatures above 
400 C for baking stage during curing, a longer baking time at lower temperature turned 
out be adequate in our case (Figure 4.1C).  
 Upper cladding  
The procedure for the second cladding layer is very similar to that of the lower layer. To 
promote the Cytop adhesion, the core SOG layer was functionalized with APTES in the 
same way as the glass substrate. The Cytop layer was subsequently spun on the core 
layer with similar parameters as used for the lower layer. The baking for this layer was 
done at lower temperature to avoid the glass temperature for the lower cladding.  
 Opening of the measurement area 
To make measurements in an aqueous sample possible, it must come in contact with 
the evanescent field that propagates at the interface of the core layer. The opening in 
                                                                
a H2NC3H6Si(OC2H5)3 
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the upper cladding was made by reactive ion etching (RIE) through a photoresist pattern, 
which defines the shape of the measurement area. The adhesion of the photoresist to 
the Cytop could be promoted in two ways; Aluminum deposition, or APTES treatment. 
The former procedure was explained above. The latter method was carried out by mild 
oxygen plasma treatment of the Cytop using a showerhead plasma chamber operated 
at 25W for 30 seconds. Afterwards, the sample was immediately immersed in a 2% 
aqueous APTES solution and kept for 10-20 minutes. This procedure improved the 
subsequent adsorption of APTES to Cytop and results in a rather good adhesion to the 
photoresist. The photoresists (Figure 4.1E) qualified for this step should be compatible 
with processing at temperatures as low as 90oC and their corresponding developer 
should not affect the microscopy surface quality. 
After photolithography (Figure 4.1F), Cytop was etched (Figure 4.1G) using an ICP/RIE 
tool (Oxford Plasmalab System 100) equipped with a laser interferometer for live 
monitoring of the etching process. The over exposure of the core layer to the oxygen 
plasma in the chamber was suspected to deteriorate the quality of the microscopy 
surface. 
 Back layer 
When coupling light into the waveguide structure by placing an optical fiber next to the 
waveguide facet, some of the light that is supposed to be coupled in the waveguide core, 
leaks into the supporting glass substrate. The light coupled in the glass substrate can 
travel in the substrate and enter the at the collection angle of the oil immersion 
objective during microscopy and result in an increased background. To obviate this 
adverse effect a thin light-absorbing layer was patterned on the back side of the 
substrate. For that purpose GMC1060 (Gersteltec), that is a SU-8 resist with black dye, 
was mixed with SU-8 3005 and SU-8 3035 (MicroChem Corp.) in proper portions to get 
similar viscosity to that of GMC1060. The mixture was spin coated to a thickness of 
30 m on the back side of the glass substrate (Figure 4.1H). The layer went through soft 
baking at 65oC and 90oC for 10 and 25 minutes, respectively, and exposed for 15 minutes 
to pattern an opening for objective to see through. The substrate then goes through a 
similar baking step and followed by development (Figure 4.1I). 
 Microfluidics 
A benefit of being able to use an inverted microscope is that it allows for easier access 
for possible microfluidics, which in turn makes experiments under controlled liquid flow 
possible. Moreover, it can improve handling and general stability of the experiment 
during the liquid exchange by eliminating manual pipetting. In a closed system like a 
microchannel, evaporation is not an issue during long experiments and the risk of 
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contamination from the environment will be reduced as well. However, the added-
values of microfluidics come at the cost of more processing steps! 
Microfluidics in SU8 has been chosen as the processing approach to make controlled 
micro-channels on the waveguide. In order to reduce the stray light, i.e. to shield the 
measurement window from environmental disturbances and loosely guided light in the 
usually transparent microfluidic layer, the black-dye-containing SU8 formulation used 
for the back layer was selected. The product builds up a very high stress and has very 
bad adhesion to substrate. Moreover, the black dye absorbs light even in UV range 
which result in decaying exposure dose through the film thickness while defining the 
channels by photolithography. To mitigate some of these problems, a customized 
mixture of GMC 1060 and SU8 3035 (MicroChem) was prepared and used. The mixture 
proved to have a lower stress in the film and a better adhesion and bonding properties 
in practice. 
Since the new mixture combines properties of both products, strictly following the 
processing guidelines of either of the product may not be a good choice. Therefore 
further optimization of the processing conditions is needed. A 25 m layer of the 
customized SU8 was span and processed on the top cladding (Figure 4.1J). The APTES 
functionalization left on the Cytop from the etching step (see step 4.6) promotes a 
uniform and well adhered film in the coating step. In order to achieve a better uniformity 
in the film, the resist was allowed to relax for at least 10 minutes after spinning. Note 
that the position of the microfluidic channels that are defined during the exposure step 
has to be aligned with the measurement windows previously etched in the Cytop 
(Figure 4.1K). 
 Dicing 
The dicing of the wafer does not only serve to separate the substrate into individual 
waveguide devices, it also defines the quality of the extremely important facet of the 
waveguide and thus the efficiency of the in-coupling of light into the device. The quality 
of the facet is thus one of the crucial parameters in waveguide fabrication; a good facet 
ensures a good and efficient coupling of light in the waveguide while a facet with 
smeared or detached layers with lots of debris and cracks resulting from bad dicing 
causes little or no possibility of light in-coupling. Several parameters can affect the dicing 
quality including the substrate material, adhesion of waveguide layers to each other and 
the waveguide to the underlying substrate, blade type and properties like grit size, 
concentration, and matrix material, feed rate and spindle speed, etc. 
Two blade series from Disco, R07 and P1A851, with synthetic diamonds and grit size of 
800 served the purpose. However, the dressing step that refreshes the blade surface 
and exposed sharp new diamonds is essential to the quality of the cut. We did the 
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dressing using GC3000PB50 dressing board from Disco. Photoresist on glass has been 
used as a model system to evaluate the effect of different dicing parameters on the 
chipping of the waveguide. A spindle speed of 30 Krpm with a 0.5 mm/sec feed rate was 
concluded to minimize the cracks and chipping for both blades. 
To protect the measurement area of the waveguide and the Black SU8 layer from 
contamination, a photoresist layer was spun on the wafer (Figure 4.1L). Further 
investigation of dicing quality showed that the thicker the resist layer, the less chipping 
occurs on the waveguide facet. Due to the curvature of the blade and the 180-200 μm 
thick substrate, the depth of dicing affects how close the fiber can get to the chip’s facet, 
which in turn affects the coupling efficiency and the amount of stray light generated. On 
the other hand, if the substrate is diced through, because of rather poor adhesion of 
glass to the dicing tape, one risks damaging the blade. Here around 50 μm of substrate 
was left after dicing as a compromise between the two effects. The photoresist was 
removed with proper resist developer or remover after dicing. 
 Activating the measurement window 
Even though the surface of the spin on glass core layer in the measurement window is 
flat (root mean squared surface roughness < 1 nm as measured with atomic force 
microscopy-Paper I) and homogenous, its properties with regards to surface 
functionalization and compatibility with biological entities might have been 
compromised in the processing steps. Spontaneous formation of supported lipid 
bilayers is known to be critically dependent on the quality of the silicon oxide layer. 
Successfull formation of an SLB can thus be considerred as a sign that the surface 
properties of the core layer has been preserved. Oxygen plasma cleaning is commonly 
applied as treatment prior to forming supported lipid bilayers on glass and silicon oxide 
layers. Having spin on glass, which mainly consist of silica, oxygen plasma treatment 
turns out to be a reproducible method for surface activation. An oxygen plasma 
treatment would thus be feasible as a last step before carrying out an experiment using 
the waveguide. However, since now being enclosed in microfluidic channels, a different 
protocol must be adapted. 
To find an alternative activation procedure that could be applied within a closed 
channel, several chemical cleaning procedures such as SDS, Hellmanex alternation, 
cleaning with 2M sulfuric acid, treatment with 7x149 (P Biomedicals), and Liquinox150 
(Alconox) were tested. However, none of them showed any sign of a substrate resulting 
in reproducible and spontaneous bilayer formation. To circumvent this problem, the 
activation and cleaning was instead done before enclosing the microfluidic channels 
with glass-SU8 bonding. Since SU8 bonding performance degrades drastically upon 
exposure to oxygen plasma, another photolithography step was performed to protect 
the SU8 while exposing the measurement area (Figure 4.1M). The oxygen plasma 
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cleaning was performed in a Harrick plasma chamber, PDC-002, at 30W for 40 minutes. 
The resist was then removed with a proper resist developer or mr-Dev 600 solvent based 
developer. Supported lipid bilayers could still be formed spontaneously on the 
waveguides weeks after the oxygen plasma treatment and bonding! 
 Bonding 
The last processing step that has to be carried out in a cleanroom environment is 
bonding to seal the patterned channels on the chip. In this process a piece of glass with 
drilled holes for inlet and outlet is pressed on the SU8 layer at an elevated temperature. 
The quality and reproducibility of bonding depends on the pressure, temperature, the 
quality of SU8, surface cleanness. Proper care has to be taken to make sure that SU8 
bonding performance is not degraded during the fabrication process by using low 
temperature processing and proper protection. The bonding was performed using a tool 
mainly developed for nanoimprint processing (CNI v1, NILT) that could provide us with 
the elevated temperature and pressure needed. The tool applies the pressure through 
a nitrogen filled balloon that presses the sample to its ceramic chuck. To achieve a good 
bonding, the glass-waveguide assembly had to go through a few temperature and 
pressure ramps and hold steps, with a slow cool down after bonding (Figure 4.1O).  
After forming the microfluidic channels, given a good surface quality for bilayer 
formation, it turns out cleaning the channels with 2-10% 7X at 80oC can sustain the 
surface quality and allow reusing of the device. 
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5 Image processing 
The fabricated waveguide device, whether it is made on silicon or glass or equipped with 
microfluidics or not, provides a convenient way to confine the light illumination to the 
surface and renders low background in microscopy imaging. To evaluate experimental 
results, whether performed using an upright or an inverted microscope, or in 
fluorescence or scattering mode, one needs to analyze the acquired images, and 
carefully monitor changes in each frame and/or step of the experiment. The information 
one searches for can be hidden in the appearance or disappearance of entities on the 
surface, changes in the intensity of the signal or correlations of signals measured in 
different microscopy channels, etc. To extract as much information from the microscopy 
images as possible, some image processing algorithms and codes were developed in a 
MATLAB environment. Although the development of these algorithms does not 
necessarily have a scientific value in their own right, they define to which extent reliable 
information can be extracted and thus influence the data interpretation. As image 
analysis was an integrated part in all papers of this thesis, the aim of this chapter is to 
describe the image-processing algorithm developed for analyzing scattering and 
fluorescence microscopy data, and how they were applied. When we describing the 
algorithm in the following, the terms particle/object/entity are interchangeably used to 
refer to the features in an image representing an object on the microscopy surface. 
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 Image preparation 
The optical elements in the collection path of a microscope, like objectives, lenses, filters 
and mirrors have slightly different properties at different wavelength, known as 
chromatic aberrations. Therefore when using multiple imaging modes, e.g. scattering 
and fluorescence, or different filter cubes, or beam splitters, image alignments should 
be done to compensate not only for the lateral mechanical movement of the image but 
also for slightly different optical magnifications or other distortions. Therefore, Before 
starting with the image analysis, the recorded stack of microscopy images were aligned 
either using a Template Matching plugin151 in ImageJ or, when needed, using more 
sophisticated image processing functions in MATLAB. 
 Image processing algorithm 
Independent of the microscopy method used for image acquisition, all images were 
analyzed with the same algorithm, although implemented slightly differently from case 
to case. After loading an image, based on the pixel intensity distribution of the image, a 
global background intensity is estimated for the image. This is used as a reference 
intensity level for the particle detection. The intensity profile of the image is then 
compared to numerous intensity thresholds defined relative to the image background 
intensity. Isolated intensity peaks that both protrude from the background intensity 
have a minimum number of adjacent pixels will be consider for further analysis. 
If the image suffer from uneven illumination the local background may vary from one 
region to another. To make sure the pixel identification was above a minimum signal-to-
background ratio, the intensity profile of each identified peak was compared to its 
surrounding pixels. After passing the local threshold test, if a peak consist of a minimum 
number of connected pixels, it will be considered as a “potential” particle, if not, the 
peak is discarded. 
Occasionally, especially in scattering mode, due to intra- or inter-particle light 
interference fringes appear around very bright particle or between closely neighboring 
particles. The code was designed to either include these fringes in the intensity 
evaluation of the “parent” particle, or to remove them from the list of “potential” 
particles. This was achieve by a lateral expansion of the corresponding pixel sets 
recognized as “potential” particles and further intensity evaluation of the resulting 
connected pixels. This process usually does not influence the detection of parent 
particles or isolated particles with no fringes, however adjacent particles with drastically 
different intensities can be affected. As a compromise, a faint particle located a few 
pixels from a much brighter particle might be excluded from the data set. 
At this stage the “potential” particles that are in contact with the image borders are 
neglected and the remaining are considered as “detected” particles. To ensure that the 
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area assigned to a particle includes all representative pixels, regions in the image 
assigned to a detected particle were expanded with a few pixels, while making sure 
there was no overlap with other identified areas. 
Before reporting the intensity of a detected particle, the dark-count, 𝐼D, of the camera, 
which corresponds to the average pixel intensity when camera is completely in dark, is 
subtracted from all the frame, thus defining the intensity value of each pixel. The local 
background intensity, 𝐼B, for each detected particle is calculated based on the average 
intensity of pixels in its vicinity that were not part of any other detected particle. The 
total intensity of a detected particle, 𝐼𝑡, is then calculated as the integrated intensity of 
pixels assigned to the particle after local background subtraction 
𝐼𝑡 = ∑ (𝐼𝑖 − 𝐼𝐵)
𝑖=𝑝𝑖𝑥𝑒𝑙𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑
𝑡𝑜 𝑡ℎ𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒
 
(5-1) 
The signal to background ratio for each particle can now be calculated. 
𝑆𝐵𝑅 =
𝐼𝑡
𝐼𝐵
 (5-2) 
A unique index is then assigned to each detected particle allowing it to be tracked 
between different frames and in different microscopy imaging modes. Tracking particles 
between two consecutive frames is based on a global particle assignment approach with 
priority for particles with the least displacement between subsequent frames. Particles 
in the new frame that are not assigned to any particles in the previous frame are 
distinguished as newly arrived particle. 
Different implementation of this algorithm has been used to interpret data presented in 
all appended papers; in Paper I when using fluorescent beads to compare the 
performance of waveguide fluorescence and scattering with epi-fluorescence 
microcopy, in Paper II when analyzing the scattering and fluorescence intensities of 
adsorbed vesicles, in Paper III for characterizing the waveguide and interpreting cholera 
toxin binding to lipid vesicles, in Paper IV when analyzing the waveguide scattering and 
florescence intensities from surface adsorbed exosomes, in Paper V to track the vesicles 
adsorbed to and ruptured on the glass substrate imaged using TIRF microscopy, and in 
the additional results chapter when using combined waveguide scattering and 
fluorescence microscopy to tracking tethered lipid vesicles on a supported lipid bilayer 
when moved using a laminar flow. 
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6 Summary of results 
Together with the Additional Results in Chapter 7, the majority of work carried out to 
develop the waveguide scattering and fluorescence microscopy setup that is the heart 
of this thesis is summarized in the appended papers. This includes fabrication and 
characterization of the waveguide device and demonstrations of its capacity to offer 
new insights in certain biologically relevant applications. 
In Paper I, we present the fabrication procedure developed to make a functioning 
waveguide on silicon substrates and characterize its optical properties in some detail. In 
Paper II, we demonstrate the applicability of the waveguide device and its potentials for 
label-free biomolecular sensing and microscopy. In Paper III, we introduce a new 
waveguide design compatible with inverted microscopes and with built in microfluidic 
channels, and perform additional optical characterization to deduce models to estimate 
the collected scattering light. In Paper IV, the device made on silicon is used to evaluate 
exosomes isolated from a human mast cell line. Finally, in Paper V TIRF microscopy was 
used to evaluate the bilayer formation process, with the intention to better understand 
and control the process when used in various applications using the waveguide. In 
particular, the combined knowledge from Paper III and Paper V forms a base for the 
results presented on 2D flow nanometry in Chapter 7. In all papers, different image 
processing codes were developed based on the earlier described algorithms and used 
to evaluate the performance of the devices and to process the experimental data. The 
following sections provide a brief prologue to the work detailed in these papers.  
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 Paper I 
The first paper lays the foundation for the majority of the work presented in the thesis. 
This paper is mainly focused on the fabrication and characterization of the waveguide 
platform developed on an opaque silicon substrate, thus being compatible with upright 
microscopes. The waveguide platform provides an alternative tool for surface-sensitive 
evanescent-field sensing28,141,152–154 and microscopy.12,33 Having the platform compatible 
with label-free nanoparticle microscopy requires a high quality waveguide illumination 
with low background. This can be achieved using a cladding material with a refractive 
index close to water. Fluorinated polymers are one of the very few materials which 
satisfy that criteria, but impose in turn serious challenges with respect to the fabrication 
process. In this paper we introduce a low temperature fabrication scheme that 
overcomes those challenges. This way we were able to fabricate working waveguides 
with four different core materials (Spin on SiO2, sputtered SiO2, evaporated SiO2 and 
SiN). Based on the dispersion relation of these material the penetration depth was 
calculated at an illumination wavelength of 532nm (Fig. 6.1), demonstrating a wide 
tenability window, ranging from below 100 nm to above 1 m. 
To benchmark the device towards alternative microscopy systems, the performance of 
SOG-core waveguides in scattering (WGS) and fluorescence  (WGF) was assessed relative 
to epi-fluorescence microscopy by imaging surface-bound fluorescent latex beads 
(Fig. 6.2A). For each microscopy mode, the signal-to-noise (SNR) and signal-to-
background (SBR) values were calculated and compared in the presence of different 
concentrations of suspended beads in the bulk solution. The results, summarized in 
figure 6.2, show superior performance of waveguide relative to epi mode, especially in 
scattering mode and at high bulk concentrations. This indicates the potential of 
waveguide evanescent-field microscopy especially in complex biological medium. 
 
Figure 6.1: Calculated penetration depth of optical waveguides with Cytop cladding, for different 
core layers at 532nm TE excitation. 
Core layer thickness [nm] 
P
en
et
ra
ti
o
n
 d
ep
th
 [
n
m
] 
45 
 Paper II 
The waveguide platform on silicon (described in Paper I) was here used to demonstrate 
its wide applicability in various biological applications. We first demonstrate detection 
of fluorescently labeled lipid vesicles, with modal diameters of ⌀150 nm, in both 
waveguide fluorescence and scattering. Based on the size distribution of the vesicles and 
the number of vesicles that were detected in fluorescence but not in scattering mode, 
we conclude that vesicles down to 80nm can be detected. Restricted to experiments in 
stagnant liquids, we demonstrate binding of mouse antibiotin-IgG2a to surface 
immobilized ⌀200 nm lipid vesicles containing biotinylated lipids, and compare changes 
in scattering signal with biotin-free fluorescently labeled vesicles of similar size. As 
expected the scattering signal of biotin-free fluorescent vesicles does not change; 
however, a clear binding curve can be detected for the rest of the vesicles with a signal-
to-noise that was estimated to correspond to around 30 antibodies. 
Since single proteins are usually too small to result in detectable scattering signals upon 
binding to a vesicle, the single-molecule detection capability in scattering mode was 
 
 
Figure 6.2. A) Microscopy images of 100nm fluorescent polystyrene beads on the waveguide 
surface using epi-fluorescence, waveguide fluorescence and waveguide scattering microscopy. B) 
Signal to noise (SNR) and B) signal to background (SBR) assessment of the surface adsorbed beads 
in waveguide fluorescence (WGF) and scattering (WGS) modes relative to epi-fluorescence 
microscopy at different concentration of beads in the solution. 
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verified using gold nanoparticles with a diameter of ⌀18 nm. Such gold nanoparticles, 
functionalized using thiol chemistry with PEG5K/PEG5K-biotin, were exposed to surface-
immobilized ⌀100 nm vesicles containing 1% biotinylated lipids previously incubated 
with  streptavidin on the surface (figure 6.3A). Upon binding of biotin-modified gold 
nanoparticle to streptavidin coated vesicles, step-wise increases in the scattering 
intensity of the immobilized vesicle could be observed (figure 6.3B), each possibly 
originating from binding to a single streptavidin protein. 
Another advantage of using waveguide scattering microscopy is in cases where 
fluorescent labeling can affect the phenomena under study. One such example is the 
enzymatic activity of phospholipase A2 (PLA2), which is commonly studied by tracking 
how PLA2-induced lipid digestion leads to changes in fluorescence intensity of lipid 
vesicles containing a small fraction of head labeled lipids (Fig. 6.4A).20,155 We 
investigated the possibility of probing this system by comparing the digestion signal of 
individual fluorescently labeled vesicles in both fluorescence and scattering mode. 
Figure 6.4B shows the digestion signal recorded for a ⌀100 nm vesicle immobilized via 
NeutrAvidin on a PLLgPEG/PllgPEG-Biotin functionalized waveguide core. Upon 
exposure to PLA2 at 25nM, both the scattering and fluorescence signal decreases; 
however, the rate of changes is not equal in the fluorescence and scattering channels. 
   
Figure 6.3. Binding of Au nanoparticles to single vesicles. (a) Schematic representation of the 
model system for studying single molecule binding events using gold NPs as labels. Streptavidin-
functionalized vesicles were immobilized to a biotin-free supported lipid bilayer via a DNA linker. 
(b) Scattering intensity from a single vesicle as a function of time upon binding of 18 nm in 
diameter biotin-functionalized gold NPs to the vesicle. Upon addition of gold NPs, specific binding 
of individual NPs to the vesicles was observed, while no binding was observed to the supported 
lipid bilayer. The inset images are approximately 2x2 μm2 wide and show the increasing scattering 
intensity from the single vesicle at different times during the process. 
A) B) 
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As the scattering scales with 2nd power of the lipid leaflet volume and fluorescence in 
this case scales with surface area, the digestion time constant in scattering is indeed 
expected to be roughly half of that observed in fluorescence. Taking that in to account, 
the measured time constants in fluorescence and scattering mode agree very well 
(Fig. 6.4C), suggesting that such processes can indeed be performed without labeling 
but also that the fluorescent labels on the lipids does not influence the enzymatic activity 
of PLA2.  
Finally, by studying human-derived platelet and demonstrating the time evolution of cell 
adhesion to the glass-like core layer of our waveguide in scattering, we show using 
waveguide scattering microscopy that one can resolve the interaction of live cells with 
the surface, with results similar to other microscopy methods.156 
 Paper III 
Paper III can be considered as an extension of the work presented in Paper I and Paper 
II. Here the fabrication process presented in Paper I was adapted and optimized for glass 
substrates. This not only allows the waveguide platform to be used on inverted 
microscopes in combination with high numerical aperture (NA) objectives, but also 
 
Figure 6.4. Monitoring enzyme activity of individual vesicles in scattering and fluorescence. (a) 
Schematic representation of the model system used to monitor the digestion of a single 100 nm 
immobilized vesicles by the enzyme PLA2 as a function of time. (b) Scattering (green curve) and 
fluorescence (red curve) intensity of a selected vesicle upon PLA2 digestion. The micrograph insets 
(2x2 μm2 wide) show the corresponding appearance of the fading vesicle as observed in scattering 
mode at different times during the acquisition. (c) Distribution of halftimes for the measured 
vesicles extracted from scattering intensities (green bars) and fluorescence intensities (red bars). 
B) 
C) 
A) 
48 
allows for more convenient handing of liquids in open configuration and incorporation 
of microfluidic channels directly on the waveguide without disturbing the microscopy 
path. This is expected to expand the applicability of the waveguide device while 
improving the liquid handling. Although may seem as a straightforward task, significant 
efforts had to be invested into fabrication details in order to reach a performance, 
matching that obtained on opaque silicon substrates. 
The impact of numerical aperture (NA) on the quality of the WGF and WGS imaging of 
100 nm beads displayed an increasing trend for the signal-to-background ratio (SBR) up 
to NA = 1. However optical anomalies that caused the drop in SBR, already appear at 
slightly lower NA values, and hence, NA of 0.85-0.9 was concluded the best choice for 
the current configuration. 
Figure 6.5A shows the scattering versus the fluorescence signal from 3 bead sizes after 
correction for the efficiency of dye incorporation in the nanospheres. We also used 
adsorbed polystyrene beads to investigate how well the measured scattering and 
fluorescent signals could be estimated with common scattering theories taking the 
effect of evanescent illumination into account. An accurate consideration of the 
evanescent illumination should include the effect of different dipole moments in the 
 
Figure 6.5.  A) log-log representation of scattering intensity versus fluorescence intensity obtained 
with waveguide illumination of three different populations of fluorescent polystyrene beads 
(nominal diameter of: 51 nm, 100 nm and 200 nm) adsorbed to the surface.  The red hollow data 
points represent the least likely 8% of the bivariate lognormal distribution of each cluster 
(corresponding to Mahal distance of larger than 3), which were excluded from analysis. The blue, 
green and red lines are linear fits through the selected data points (black solid circles) of the three 
observed clusters, with slopes of 1.98, 1.87 and 1.70. The intensity distributions are projected on 
each of the axis.  B) The scattering intensities normalized to the mode intensity of the beads 
100 nm beads, as function of beads nominal radius.  For comparison, the scattering intensities 
according to Rayleigh-Gans-Debye (solid lines) and Rayleigh (dotted lines) theories are plotted in, 
both with (red color) and without (black color) the evanescent illumination correction. 
B) 
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shape factor of Rayleigh-Gans-Debye (RGD) or the calculation of Mie solution. We 
approximated this effect only as a change in the strength of dipole moment, or the 
intensity of an equivalent illuminating plane wave, which resulted in a good agreement 
with the acquired data for the beads (6.5B). This thus provides a basis from which to 
interpret the scattering signal using simplified models, which is important when 
investigating complicated dynamic changes in scattering signals. 
We also extended the findings for beads as a model system, to biologically relevant 
experiments similar to one presented in Paper II, namely specific protein binding to 
surface-immobilized lipid vesicles. Since the size and refractive index of the adsorbed 
protein is comparable to that of the membrane leaflet of the vesicle, the polarizability 
of the vesicle before and after adsorption changes dramatically, inducing a significant 
change in the scattering signal (Fig. 6.6A). Our estimation, based on the RGD scattering 
model, shows that under the conditions of our experiment, the protein covers in most 
cases around 50% of the vesicles surface (Fig. 6.6B). More accurate estimations of the 
adsorbed layer should be possible to achieve by considering the influence of adsorbed 
layer in the shape factor, or using computer simulation. 
In comparison with Paper II, several improvements were achieved, in addition to the 
added value obtained by incorporating microfluidic channels. First, the scattering model 
more accurately predicts the recoded signals. Second, the applicability of the WGS to 
significantly smaller biological particles was accomplished, demonstrated using vesicles 
with diameters of ~75 nm rather than 150 nm. Thirds, clearly detectable signals upon 
binding of an almost ten time lighter protein (12 kDa vs 160 kDa) was accomplished, 
pointing towards a higher detection sensitivity. We also present a more advanced model 
to estimation the scattering signal in the protein adsorption studies. 
 
Figure 6.6. A) Cholera Toxin B (CTB) binding to a POPC vesicle containing 4 mol% GM1 recorded 
simultaneously in fluorescence (red) and scattering (blue). B) Histogram and fitted lognormal 
distribution of the increase in the vesicles leaflet thickness due to binding of CTB estimated from 
the changes in scattering intensity of the vesicles during binding process. 
B) A) 
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 Paper IV 
Extracellular vesicles (EVs) are membrane vesicles secreted into the extracellular 
environment by many types of cells.157 Their recently discovered roles in cellular 
function and communication158–163 have made them interesting candidates for 
diagnostic164–166 and therapeutic applications.167–170 However, efficient use of their 
different functions requires further advancement in characterization methods.36,171 In 
particular, their large diversity makes single nanoparticle analytic tools especially 
relevant, as it may aid classification of EV samples into different functional sub-
populations. 
Size, density and refractive index are among the relevant properties that can aid the 
classification of EVs.36,37 The microscopy platform developed in this work can in principle 
provide information about some of these properties, especially when combined with 
complementary techniques. In Paper IV, we use the waveguide evanescent-field 
microscopy device to investigate EVs isolated from a human mast cell line, and 
separated into two subpopulations based on their buoyant density: low density (LD) and 
high density (HD) EVs. Both LD and HD populations demonstrated rather similar size 
distribution when evaluated by nanoparticle tracking analysis (NTA), with modal 
diameter/standard deviation of 97 nm/64 nm and 109 nm/93 nm respectively 
(Fig 6.7A). Since the high-density population also had a slightly higher modal size, one 
intuitively expects them to scatter more than the LD population. However our results 
demonstrated that the peak of the scattering intensity is ~3 times lower for the HD than 
the LD sample (Fig 6.7B). 
   
 
Figure 6.7. a) Normalized size distributions of unlabeled LD and HD EV samples (measured with 
NTA operated in light scattering mode) and polystyrene beads (measured with AFM). b) Scattering 
intensity distributions of unlabeled LD and HD EV samples, and the calibration beads in semi-log 
scale. 
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To scrutinize this peculiar observation, we made use of the possibility of the waveguide 
platform to provide simultaneous information about the scattering and fluorescence 
intensity at the single EV level. By labeling EVs with a self-inserting fluorescent 
membrane dye, PKH26, and measuring the scattering and fluorescence intensity of 
individual EVs, we searched for a possible explanation to the low scattering intensity of 
the HD population in differences in the lipid content. Also, when scattering is plotted 
against fluorescence in a logarithmic representation (Fig. 6.8), one can deduce other 
relevant information about the EVs. Since the scattering intensity increases with size of 
the scatterer, the strong correlation between scattering and fluorescence intensities for 
each population indicates that the fluorescence labeling, which is expected to scale with 
the lipid membrane content, scales with to size of the EV. Further, despite the slightly 
larger hydrodynamic size of the HD sample, it had lower fluorescence intensity than the 
LD sample. As the fluorescence intensity of a membrane dye is expected to be 
proportional to lipid content of the membrane, this indicates lower lipid content in HD 
EVs, likely compensated with a higher protein content. As the proteins have higher 
buoyant density relative to lipids (1.4-1.5 g/cm3 versus ~1 g/cm3),172 this observation is 
consistent with the differences in the buoyant density of the two population. However, 
considering that refractive index relative to that of water is about 40% higher for 
proteins than lipids, the observation is not consistent with the higher scattering 
 
Figure 6.8. Correlation between the scattering and fluorescence intensity distributions of PKH26-
labeled EV populations. Main: log-log plot of Iscatt vs. Ifluo for EVs individually visualized both in 
scattering and fluorescence. (top: fluorescence intensity distribution, right: scattering intensity 
distribution.) 
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recorded observed for the LD sample. It is in this context worthwhile to note that the 
slope of the data in figure 6.8 correlates with the effective refractive index of the EVs; 
the LD EVs exhibit a higher slope than HD EVs, indicating a higher effective refractive 
index for this population. It is therefore reasonable to assume that lumen of low density 
population contain more biological material than that of the HD population.  
These findings made us suggest that the membrane of the high density EVs is permeable 
to the medium in the density gradient used to separate the two populations. If the solute 
of the gradient replaces the water inside of EVs, they will have a higher buoyant density 
than EVs with intact membranes, as the buoyant density of the latter is expected to be 
dominated by water. A permeable / damaged membrane may also be more prone 
material loss from the lumen, which would be consistent with the observed lower 
scattering intensity. 
 Paper V 
Supported lipid bilayers (SLBs)122,124,173 serve as an important model for cell membranes  
and a fundamental understanding of the mechanisms underpinning the formation 
process have been the subject of many theoretical90,174–178 and experimental179–183 
investigations. In addition to its general importance, the interest in the subject in the 
context of this thesis was form when we started investigating the quality of the SLBs on 
the core of the waveguide, crucial in experiments aimed at performing 2D flow 
nanometry38 (see Chapter 7). The results reported here were, however, performed on 
one of the most common substrates for SLB based studies, namely glass, and specifically 
borosilicate glass. The experiments were conducted using total internal reflection 
fluorescence microscopy (TIRF).12 In this microscopy method (see Chapter 2) an 
evanescent wave, similar to that of the waveguide microscopy platform, is excited at an 
interface between two medium, usually glass and water, by shining the illuminating light 
at angle higher than the critical angle of the two medium. This illumination technique 
when combined with fluorescent microscopy, can deliver appreciable information about 
adsorbed fluorescent entities.184–187 Having a small subpopulation (1 in 100) of the 
suspended vesicles fluorescently labeled,150 we could follow the SLB formation process 
from early patch formation to full SLB coverage, with a contrast and a resolution high 
enough to discern the SLB edge boundary. This allowed us to study the SLB patch growth 
during the vesicle adsorption and rupture processes. Our analysis show that the patch 
growth rate, reflected in the SLB front velocity (Fig. 6.9), increases dramatically despite 
the fact that the surface density of adsorbed vesicles during the patch growth changes 
negligibly. When compared to the spread of supported lipid monolayers and bilayers on 
hydrophobic and hydrophilic surfaces from a stagnant lipid source, where the font 
velocity decreases with 
1
√𝑡
 time dependency,88,188,189 this can be considered a significant 
finding. The observation of stagnant patches at early stages in the process also 
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challenges previous observations, suggesting significance role of the direct adsorption 
of vesicles to the bilayer edge, in the SLB formation process.190,191 
To theoretically address the rate of SLB growth, two extreme scenarios were examined: 
local relaxation and full relaxation, which respectively represent either no lipid 
rearrangement upon patch formation or instantaneous lipid rearrangement. Upon 
vesicle rupture into a rather circular SLB patch according to the local relaxation model, 
the lipid material overlapping with the existing SLB will be lost. In the full relaxation 
model, all lipids from ruptured vesicles will in contrast coalesce with the SLB patch 
induced their rupture rendering a larger, perfectly circular, patch. The full relaxation 
model, which could represent the vast majority of observation, also takes into account 
that if the lipid content of surface adsorbed vesicles around an SLB patch is larger than 
the occupied substrate area, there is an accelerated growth, while if the surface 
coverage is low, the model suggests a decaying growth rate, as also occasionally 
observed for early formed patches. 
 
Figure 6.9. Typical patterns observed during the SLB-patch growth and the corresponding 
dependence of the average front velocity on time: (A) Single patch formation and expansion 
(snapshot interval 60 s). (B) Small patches merging into a bigger patch (snapshot interval 24 sec). 
(C) Propagating SLB front (snapshot interval 30 sec). Scale bars are 20 µm. The color of the lines 
showing the front indicates the local front velocity. 
 A) 
 B) 
 C) 
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7 Additional results 
Size is one of the most important standardization and classification parameters of 
biological nanoparticles (BNPs).37,171 Dynamic light scattering (DLS) and nanoparticle 
tracking analysis (NTA) are two common techniques for size determination of suspended 
nanoparticles.5,192–194 As detailed below, both methods deduce the hydrodynamic size 
of particles from measurements that reflect nanoparticle diffusivity in the solution. DLS 
is an ensemble measurement method that determines the diffusivity of the 
nanoparticles in the suspension from the temporal fluctuations of their scattered light. 
Due to the huge difference in scattering cross-section of large and small nanoparticles 
and due to the difficulty in discerning closely located distribution peaks in the ensemble 
measurement, DLS is not a suitable technique for characterizing polydisperse 
samples.195 Despite this limitation, DLS offers an astonishing measurement limit, down 
to 1 nm in monodisperse samples.4 NTA size estimation is instead based on a more 
explicit determination of the diffusivity of individual nanoparticles via tracking their 
Brownian motion in the solution, either in fluorescence or scattering mode. Unlike DLS, 
NTA performs better with polydisperse samples but, due to low signal intensity and fast 
diffusion of small nanoparticles out of the focal volume, its accuracy drops considerably 
for particles smaller than ⌀50 nm.196 
Our group recently developed a new method for size determination of nanoparticles, 
named 2D flow nanometry (FNM), that offers a higher accuracy for polydisperse samples 
than NTA.38 In FNM the hydrodynamic size of a particle is estimated from the analysis of 
its movement under a constant flow, while the particle, instead of freely moving in the 
solution, is tethered to 2D fluid supported lipid bilayer (Fig. 7.1A). In this way, the 
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nanoparticle motion becomes confined to a 2D lateral displacement and remains in 
focus throughout the measurement. NFM has been so far successfully demonstrated in 
fluorescence mode, where compared with NTA it has not only reduced the limit of 
detection but also increased the accuracy of the size determination. Although tethering 
required for FNM makes the method more complex that NTA, the fact that the particles 
remain in focus throughout the analysis makes it possible to determine both the size 
and the emitted intensity of the analyzed nanoparticles (see detailed description below). 
This, in turn, makes it possible to specifically target BNPs with certain receptors directly 
from a complex biological samples, and measure their size without any interference 
from other entities in the bulk of the sample; something that neither DLS nor NTA can 
offer.  
A recurring theme in this thesis, has been to evaluate the scattering and fluorescence 
intensities of beads and BNP, and from such measurements draw conclusions about 
their physical properties, which sometimes are based on the size distributions measured 
with NTA or DLS. Although, these techniques determine the size distribution of the 
sample with a reasonable accuracy, the exact size of every individual nanoparticle in the 
microscopy experiments is not known. Hence, we have been restricted to correlate the 
measured signals (fluorescence or scattering intensity) from individual nanoparticles 
with their size distribution, or to use the modal value of the size and intensity 
distributions. Additionally, in Paper IV we show that the possibility to correlate 
fluorescence intensity with scattering intensity on individual particle level offers new 
physical insights. However, missing the size of individual particles, this information can 
be compared on the sample level only if all BNPs share similar structural properties (e.g. 
being shell-like or dense spheres). Having the size information of each individual BNP, 
one could correlate the size of BNP to its scattering and fluorescent intensity, and thus 
determining the refractive index, surface area, composition etc. on single BNP level. This 
could not only improve the accuracy of the BNP characterization, but also make it 
possible to differentiate between sub-populations within a complex sample. 
In an attempt to achieve that goal, during this thesis work significant efforts were 
invested in constructing a device that makes the combination of the 2D flow-nanometry 
concept with the waveguide device possible. Since tethering of nanoparticles to a 2D 
fluid requires supported lipid bilayers of high quality, we characterized how supported 
lipid bilayer are formed upon vesicle adsorption and rupture process, certain aspects of 
which being summarized in Paper V. In the following section, we report on the 
preliminary results obtained so far, aimed at demonstrate the compatibility of 2D flow 
nanometry on a waveguide device fabricated on a transparent support, as detailed in 
Paper III. The transparent support makes the waveguide concept compatible with 
inverted microscopes and facilitates the incorporation of the microfluidics required to 
control the motion of tethered nanoparticle. In this chapter, first the physics behind 2D 
flow nanometry is introduced, and then our preliminary experimental advances on its 
realization using the “transparent” waveguide platform is presented. Although not 
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completed within the frame of this thesis work, it is our vision that the concept will 
further expand the device to a multidimensional characterization platform for biological 
nanoparticle and beyond. 
 Theory of 2D flow nanometry 
The random movement of NPs in a viscous solution is known as Brownian motion, and 
the diffusion constant 𝐷 of a spherical particle with radius 𝑟 in a solutions with viscosity 
𝜂 at temperature 𝑇 was derived by Albert Einstein as7  
𝐷 =
𝐾𝐵𝑇
3𝜋𝜂𝑑
 (7-1) 
under the assumption that the mean free path of molecules of the solution is much 
smaller than the size of the NP,197 and with a friction between the NP and the solution 
as described by Stoke.7,197 The equation is therefore usually referred to as the Stoke-
Einstein equation. The probability distribution of displacement of such particle has a 
Gaussian form7,198 
𝑝(𝑥|𝑥0 , ∆𝑡) =
1
√4𝜋𝐷∆𝑡
𝑒−
(𝑥−𝑥0) 
2
4𝐷∆𝑡  (7-2) 
Therefore, the mean square displacement (MSD) for the Brownian motion calculated 
along an arbitrary axis 𝑥 is7 
𝑀𝑆𝐷(∆𝑡) = 〈(𝑥(∆𝑡) − 𝑥0)
2〉 = 2𝐷∆𝑡 (7-3) 
The mean square displacement (MSD) of a particle tracked in intervals of ∆𝑡 for 𝑁 
frames, can thus be deduced from its tracks for any 𝑛∆𝑡 time durations199, 
𝑀𝑆𝐷(𝑛∆𝑡) =
1
𝑁 − 𝑛
∑(𝑑 𝑖+𝑛 − 𝑑 𝑖)
2
𝑁−𝑛
𝑖=1
,        𝑛 = 1, … , 𝑁 − 1 (7-4) 
where 𝑑 𝑖  is the position of the center of the NP at frame 𝑖. For a spherically symmetric 
particle diffusing in a isotropic medium, with displacement measured in 𝑚 dimensions, 
the relation between MSD and diffusivity 𝐷 can be expressed as200 
𝑀𝑆𝐷(𝑛∆𝑡) = 2𝑚𝐷 𝑛∆𝑡 (7-5) 
In the nanoparticle tracking analysis method, the MSD of individual freely diffusing NPs 
is calculated by evaluating their displacement within the focal plane at certain time 
intervals, and the size of the particle is deduced using equations 7-1 and 7-5 assuming a 
spherical nanoparticle. When a tracked particle gets away from the focal plane, the error 
in the position determination raises and eventually the particle will be lost as it escapes 
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the focal volume. This problem gets more dramatic for smaller NP which not only diffuse 
faster but also are much fainter scatterers. To increase the accuracy of size 
determination for smaller particles in NTA, one needs to have a more sensitive sensor, 
stronger lasers, higher acquisition rate with shorter acquisition times and better position 
determination algorithms. However, despite such improvements, as the particles freely 
diffusing in and out of the focal volume, one particle can be tracked many times and 
contribute with a higher weight to the estimated size distribution. 
If the nanoparticle is instead bound to a fluid interface in its displacements, it can be 
kept in focus throughout the entire measurement, and under a flow one can also make 
sure the particle is not counted more than once. This can be achieved by 
tethering/linking the NP to a 2D fluid bound to the surface, like a supported lipid bilayer 
(SLB). In this case, the random diffusivity of the tethered NP is not only defined by its 
size, but also by the number of tethers it has to the 2D fluid. Therefore by increasing the 
number of tethers for fast diffusing NP one can slow them down, which can both 
improve the accuracy of the position determination, while maintaining the exposure 
time. In practice the number of tethers linking the NP to the 2D fluid may vary from one 
NP to the other, and as a results diffusion will no longer be a bijective function of radius. 
Therefore the previous approach described for size determination of suspended NPs 
cannot be directly applied in this case. 
According the general Stokes-Einstein relation, the diffusion and mobility, 𝜇, are related 
as,38 
𝐷 = 𝜇 𝐾𝐵  𝑇 (7-6) 
Further, the mobility of a NP can deduced from its terminal velocity, 𝑣𝑑, under a 
constant flow: 
𝜇 =  𝑣𝑑/𝐹𝑑 (7-7) 
where 𝐹𝑑 is the drag force exerted mainly at the NP anchoring point, resisting its 
movement in a laminar flow. 
Inducing a constant laminar flow above the surface where the diffusing NP is tethered 
to the 2D fluid, the movement of the NP can be divided in two components (Fig. 7.1A); 
the movement along the flow that is mainly governed by the drag force for long 
distances, and the movement perpendicular to the flow due to random diffusion. Under 
such conditions, the diffusion constant and terminal drag velocity can be deduced from 
the two components of NP movement, and therefore the drag force can be estimated 
in a FNM experiment. 
𝐹𝑑 = 𝐾𝐵  𝑇 𝑣𝑑/𝐷 (7-8) 
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where 𝐷 and 𝑣𝑑  are idenependently determined from the perpendicular random 
diffusion and the flow-induced terminal drag velocity, respectively. The drag force at the 
terminal velocity balances with the sheering force, 𝐹𝑠, applied from the fluid to the 
particle. The sheering force exerted on a small spherical particle of radius 𝑟 under a 
laminar flow at a velocity 𝑣 in a fluid with viscosity 𝜂 can be calculated using Stokes’ drag 
equation.201  
𝐹𝑠 = 𝐹𝑑 = 6𝜋𝜂𝑟 𝑣 (7-9) 
The velocity of a fluid close to a surface can be approximated with a linear profile. Having 
a slip length of 𝜆 and a tether length of 𝐿, the velocity at the center of the sphere linked 
to the bilayer is then, 
𝑣 = 𝑣0 (𝑟 + 𝜆 + 𝐿) (7-10) 
where 𝑣0 is the laminar flow velocity at the unit distance consider and linear profile. In 
this way, being able to determine the drag force, 𝐹𝑑, acting on each individual 
nanoparticle characterized in a 2D FNM experiment (Eq. 7-8), one can determine the 
size of each individual NP via: 
𝐹𝑑 = 𝐴𝜂𝑣0𝑟(𝑟 + 𝜆 + 𝐿) (7-11) 
where 𝐴 is a constant that includes 6𝜋 and other geometrical factors relating to the 
shape of the NP and the possible inhomogeneous flow around it. 𝐴 and 𝜆 can be 
deduced for a specific setup with calibration measurements using NPs of known size.  
Given how easy it is to determine the size of freely diffusing NPs, this may appear as an 
unnecessarily complicated way to determine the size of a nanoparticle. However, in 
NTA, the NPs diffuse in and out of the focal plane, which makes a reliable determination 
of their scattering (or fluorescence) intensity under the same illumination condition 
almost impossible. Hence, in commercially available products, it is hardly possible to 
correlate the intensity measurements to the size at the single NP level. However, using 
2D flow nanometry, the NPs remain in focus throughout the analysis, allowing the 
 
Figure 7.1. A) A nanoparticle (NP) tethered to a 2D fluid like a supported lipid bilayer (SLB) under 
a constant laminar flow, moving along the flow while diffusing. B) Laminar flow with a slip length 
of 𝜆 and velocity of 𝑣 at its center of NP induces a sheering force, 𝐹𝑠, that causes the NP to move 
a long the flow at a terminal velocity of 𝑣𝑑. At this velocity the drag force 𝐹𝑑 and the sheering 
force are equal. 
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magnitude of the signal used to determine the position of the NP, to be correlated to its 
estimated size.38 
 Preliminary experimental results 
The aim of the experiment described in this section was to simultaneously visualize SLB-
tethered fluorescent nanoparticles in both scattering and fluorescent mode while 
hydrodynamically propelled on an SLB formed on the core of a transparent waveguide 
chip merged with microfluidic channels as described in Paper III. A stack of black PDMS, 
glass and PDMS with thicknesses of 0.5, 1 and 3 mm, respectively, were aligned and 
bounded to each other using oxygen plasma, such that inlet and outlet holes matched 
the design of the microfluidics on the waveguide chip. To seal the microfluidic channels 
(WxH: 1000 x 40 μm2), the stack was bounded to the black SU8 on top of the waveguide 
chip (see Paper III) with the black PDMS side facing the device. The PDMS-glass-PDMS 
stack fulfills several goals; the black PDMS restricts stray light reaching the measurement 
area, the thick PDMS works as an adapter between the tubing and the device, the glass 
prevents the thin black PDMS to collapse into the microfluidic channels, helps mounting 
the fragile waveguide device on the holder, and facilitates handling of the waveguide 
chip (Fig. 7.2). 
A 488 nm laser was edge-coupled to the waveguide through a single mode, polarization 
maintaining optical fiber operated in TE mode. The light was collected using a Nikon Ti-
E microscopes and an oil immersion 100X iris objective (CFI Plan Fluor 100X with iris, 
Nikon). To separate the scattering image from fluorescence, an image splitter (W-VIEW 
GEMINI, Hamamatsu Photonics K.K., Japan) was place between the camera and the 
microscope port. The image splitter was equipped with a 510 nm dichroic mirror (FT 510, 
 
Figure 7.2. Schematic representation of a fluorescently labeled lipid vesicle tethered using 
complementary double strand DNA pairs, α and β to a POPC supported lipid bilayer formed on the 
waveguide core layer. 
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Carl Zeiss Microscopy, USA), a sharp band pass filter 488/4 nm (RET488/4x, Chroma 
Technology Corporation, USA) for scattering image and a 510 nm (BA510IF, Olympus 
Corporation, USA) long pass filter to maximize the fluorescence light collection. Using 
the image splitter, the scattering and fluorescence images were project next to each 
other on the on the camera sensor (Neo 5.5 sCMOS, Andor Technology Ltd, UK).  
The aqueous solution was delivered to the waveguide through the microfluidic channels 
using a positive displacement piston pump, Cheminert® M6 (VICI AG International), in 
withdrawal mode, and Teflon tubing (OD 1/16” x ID 180 μm) with a total dead volume 
of 8 μL. After wetting the channels with MQ water and TE buffer (10 mM Tris, 1 mM 
EDTA, 125 mM NaCl, HCl pH 7.4), a supported lipid bilayer was formed on the waveguide 
core layer through the vesicle adsorption and rupture process using POPC vesicles mixed 
in a 100:1 ratio with tracer vesicles containing 1 mol% Rhod-PE fluorescent lipids (see 
Paper V) under a flow of 1 μL/min. The vesicle suspension was subsequently exchanged 
with buffer after which the bilayer was incubated with 50 nM solution of hybridized 
cholesterol-terminated double-strand DNA pairs (dsDNA) with 15 and 30-mersb 
(Eurogentec S.A., Belgium), at constant flow of 5 μL/min for at least 30 minutes. Self 
insertion of the double cholesterol anchor into the SLB ensures that the 15 free bases 
on the DNA construct are available for subsequent DNA hybridization reactions. In 
parallel with the DNA modification of the SLB, fluorescent lipid vesicles (POPC-Rhod PE 
[99:1 mol%], 67.3 ± 29.9 nm) were incubated in stagnant condition with a solution of a 
similar cholesterol-terminated dsDNA pairc, with the difference that their 15 free bases 
                                                                
b α: 5’-TGGACATCAGAAATAAGGCACGACGGACCC-chol-3’ 
  α': 5’-chol-CCCTCCGTCGTGCCT-3’ 
c β: 5’-TATTTCTGATGTCCAAGCCACGAGTTCCCC-chol-30 
  β': 5’-chol-CCCGAACTCGTGGCT-3’ 
 
Figure 7.3. Schematic representation of a fluorescently labeled lipid vesicle tethered using 
complementary double strand DNA pairs, α and β to a POPC supported lipid bilayer formed on the 
waveguide core layer. 
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were complimentary to those on the DNA construct that was self-inserted into the 
SLB.202 The incubation concentration of DNA was adjusted such that on average each 
vesicle is decorated with 10 dsDNA-pairs. After the incubation the tubes were rinsed 
with TE buffer, and the vesicle solution with hybridized dsNDA was pass over the bilayer, 
enabling DNA-hybridization based tethering of the vesicles to the SLB (Figure 7.3). 
Figure 7.4 shows a snap shot of a few vesicles observed in scattering and fluorescence 
mode after background subtraction, along with the tracks of two of them at 200 ms 
exposure time at a liquid flow rate of 1 μL/min. Due to optical aberrations the tracks in 
scattering mode are somewhat stretched relative to those observed in fluorescence 
mode. To minimize the fluorescence bleaching, the illumination intensity was kept at a 
minimum, which has somewhat compromised the signal intensity and signal to noise 
value in the scattering images. As a results the tracks in fluorescence mode are longer 
and more accurate than in scattering. Since it will in principle be sufficient to determine 
the size form one of modes only, this is not a major concern; however, in future designs, 
this should be corrected for using calibration procedures applied on both imaging 
modes. Although the data quality is not yet sufficient to deduce the by tracking the 
vesicles detected in either fluorescence or scattering mode, these results are sufficient 
as a proof of principle for the possibility to correlate particle size not only with 
 
Figure 7.4. Flow nanometry snapshots and tracks of six POPC-Rhod PE (99:1 %M) vesicles 
(⌀67.3 ± 29.9 nm) bound to a POPC bilayer in scattering (top) and fluorescence (down) moving 
along X axis under 1 μL/min flow rate in a 1000 μm wide and 40 μm high microfluidic channel on 
the waveguide using 488 nm laser. Due to higher signal to noise in fluorescence for the specific 
vesicles used, the tracks are longer in fluorescence. To improve the clarity of the images, the 
background has been subtracted. The tracks should be corrected for the optical aberrations. 
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fluorescence intensity,38 but also scattering intensity. This will offer a unique 
opportunity to correlate the scattering intensity of each individual particle with their 
size as well as fluorescent signal, if properly labeled, allowing to extract information on 
the surface/volume density of the fluorescently labeled molecule on/in the BNPs and 
the density and refractive index of the BNPs on single particle level. The need of such 
information in the field of nanoparticle analytics was emphasized in Paper V, in which 
attempts were made to correlate the scattering intensity of EVs with the fluorescent 
intensity induced using a membrane-staining dye.  
To reach this goal, it is clear form these results that there is a need of using a dye that is 
less prone to photo bleaching, and/or different lasers for the scattering and fluorescence 
measurement. It should then be possible to improve the data quality in both tracking 
modes and also improve the accuracy by which the emitted intensity from the particles 
can be quantified. It is also worthwhile to note that the polarizability and scattering 
cross-section of the relatively small (diameter 67 nm) lipid vesicles that were used in this 
initial test of the system is very small which why they are optically very faint when 
probed in scatter mode (see e.g. Papers II and III). Already similarly sized BNP such as 
extracellular vesicles and viruses, known to contain considerable amount of proteins and 
even genetic material, have higher polarizability and should thus be easier to track in 
scattering mode. With these improvements and applied on appropriate systems, it is my 
hope that the effort invested into this design can turn the device into a powerful 
multidimensional characterization platform. 
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8 Outlook 
The main focus of this thesis has been the development of a competitive microscopy 
platform enabling for label-free analysis of biological nanoparticles. To reach that goal, 
I have spent many long hours in a white suit in a white lab, a.k.a. clearnroom, to develop 
and optimize the required nanofabrication processing to make a first working device. 
Then I moved to a dark lab, a.k.a microscopy lab, to characterize the device and 
demonstrate its capacity for various measurements. Now looking back at what I have 
accomplished and presented in this thesis, I would like to finish by reflecting on how the 
concepts presented here can be further developed. 
 Improving the image quality in scattering 
Throughout this thesis work it has been the ambition to demonstrate the capabilities of 
the waveguide evanescent-field microscopy operating in combined fluorescence and 
label-free scattering modes to investigate biological nanoparticles. The waveguide 
device fabricated on silicon substrate (Paper I) is compatible with upright microscopes 
equipped with water immersion objectives and provide high-quality imaging with 
nominal numerical aperture of 1.1. One of the ambitions when modifying the fabrication 
protocol to be compatible also with glass substrates was not only to facilitate the 
microfluidic handling, but also to improve the efficiency of light collection. Due to the 
evanescent nature of the illumination, the volume fraction of a surface-bound scatterer 
that is positioned closest to the substrate, contributes more strongly to the scattering 
intensity. Further due to the higher permittivity of the core material relative to the 
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permittivity of both the medium and biological nanoparticles, the induced dipoles close 
the surface are expected to couple more strongly to the core layer relative to the 
medium. These phenomena should both contribute to a higher signal when the BNPs 
are imaged from the substrate side rather than the medium side, and thus motivated 
the efforts undertaken to fabricate the waveguide on glass substrates (Paper III). 
Additionally, a waveguide device with a glass substrates opens up to the possibility to a 
wider selection of objectives and with numerical aperture (NA) values beyond 1.1, which 
is the NA limit for water immersion objectives provided by most vendors. The solid angle 
of 1.64π offered by high-end TIRF oil-immersion objectives (NA 1.49) offers about twice 
more efficient light collection compare to the 0.87π solid angle for NA 1.1 of the water 
immersion objectives. However, due to some optical aberration observed when using 
high NA objectives, we had to limit most of our experiments to oil immersion objectives 
with NA of about 0.9, which still required the black SU-8 layer on the back side of the 
device to attenuate the light coupled directly to the glass substrate form the optical 
fiber. 
Some of these optical anomalies are intrinsic to the scattering process and the proximity 
of the imaged particles to the surface. Due to the coherent nature of scattering as 
described in Chapter 2, spatial features appear in the radiation pattern of a scatterer 
that experiences a plane-field illumination as the size of the scatterer increases, and as 
both the RGD approximation and the Mie theory predict, the lobes of forward scattering 
(in the direction of the incident light) is always stronger than the back scattering.54 In 
the case of evanescent-field illumination203 especially for a particle close to the 
substrate, these radiation patterns, as the field couples more strongly into the substrate 
relative to the medium, will tilt toward the substrate. This may induce an intrinsic 
distortion in the observed shape of the particle, as the collected scattering light from 
one side of the particles is more intense than the other side (Fig. 8.1). Due to the 
incoherent nature of fluorescence emission the radiation has a more symmetric pattern 
and therefore, such distortions are not pronounced (Fig. 8.1). Additionally, in the case 
of a symmetric waveguide design, as the one used in this work (Cyton-SOG-Cytop-Glass), 
at high scattering angles where light travels for longer distances within the core and 
cladding, the presence of multiple reflection between the SOG-Cytop and Cytop-Glass 
interface may result in more optical distortion, especially for large particles. 
Although some of these distortions are intrinsic to the scattering process itself, an 
asymmetric waveguide design with the glass substrate as the lower cladding could 
possibly eliminate some sources of the distortion observed at higher numerical 
apertures. In contrast to the symmetric design, such an asymmetric waveguide would 
be compatible with TIRF microscopy, which makes a combined or simultaneous study 
using both techniques possible, and allows for a direct comparison of pros and cons of 
the two evanescent wave microscopy concepts. 
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 Scattering models and computer assisted simulations 
In Paper III and IV we introduce two slightly different interpretations of Rayleigh-Gans-
Debye (RGD) theory to represent the scattering intensities of biological nanoparticles. 
In both cases, the effect of the evanescent-field on the shape factor was neglected. In 
Paper III, we show a relatively good correlation between the experimental data and a 
simplified model, suggesting a rather small error relative to when the influence of the 
evanescent field in the shape factor is taken into account. However, it would be 
beneficial to compare the predictions of the simplified model with more accurate 
models, including not only the effect of the evanescent field on the scattering, but also 
the effect of the substrate and multiple reflection between the waveguide layers. 
Although such models would require computer simulations, they would allow not only 
to evaluate the accuracy of the predations and the limits of applicability of the proposed 
models, but also to optimize the waveguide design for different experimental 
conditions, to investigate the optical distortions and to evaluate the sensitivity limits of 
waveguide evanescent-field microscopy. 
 Flow nanometry 
One of the most promising applications of the waveguide evanescent-field microscopy 
platform roots in its potential to characterize biological nanoparticles. As mention 
 
Figure 8.1. Scattering and fluorescence images of a few 100 nm and 200 nm fluorescent 
polystyrene beads (Fluoro-Max dyed red, ThermoFisher Scientific) captured at 3 different 
numerical apertures. The blue 488 nm laser propagate in the core from left to right. The intensity 
of both scattering and fluorescence increase with NA, however at high NA values the scattering 
image is greatly affected due to optical distortions. [The dynamic range of fluorescence images is  
1/8th of that of the scattering.] 
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earlier in the thesis, simultaneous determination of size as well as scattering and 
fluorescence intensity at the level of individual nanoparticles should provide the 
information needed to differentiate the contribution of different physical properties in 
the detected signals, including how these signals vary upon e.g. biomolecular binding or 
structural changes. By correlating the size of each analyzed NP with its scattering 
intensity, information about the effective refractive index should be possible to deduce. 
Further, by correlating the size and fluorescence intensity to each other, on can deduce 
information on the content of the label, and thus the compound that is labels. When 
such information is made available for each individual BNP, we foresee a unique 
opportunity to differentiate sub-populations of BNPs in complex biological samples. 
As discussed in Chapter 7, I did not reach this goal within the frames of this thesis work, 
but the preliminary results suggest that we may not be far from realizing such dream. 
When the size of BNPs becomes smaller than ~100 nm, their scattering and fluorescence 
intensities drops with the ~6th and 2nd power of their radius, respectively, and at a certain 
size their signal-to-noise in scattering mode drops below that of fluorescence. Further, 
to obtain sufficient intensity in the scattering signal for smaller particles, the laser 
intensity must be increased. However, in our implementation, we so far used a single 
laser to both evaluating the scattering and the excite fluorophores. This imposed a 
compromise between high scattering intensity and rapid bleaching fluorophores. Using 
two different lasers and suitable dyes, one would be able to independently optimize the 
image quality in each imaging mode. 
Another challenge faced in the 2D flow nanometry experiments was the efficiency by 
which the vesicles were tethered to the SLB. Further improvements of the tethering 
protocol and adapting alternative tethering techniques would not only contribute to a 
more successful implementation of the concept, but also broaden the applicability of 
the method beyond biological nanoparticles. 
 Modelling of supported lipid bilayer formation 
In Paper V, we investigated how adsorption and rupture of vesicles on the glass surface 
leads to spontaneous formation of an SLB. The main finding of the study was the 
accelerated growth of later formed SLB patches, which differs from the conventional 
attenuated spreading speed of lipid monolayer/bilayer patches on 
hydrophobic/hydrophilic substrates, when emerging from a lipid source.188,189,204 We 
made an attempt to represent the accelerated patch growth as free and rapid diffusivity 
of the lipids on the substrate. I am curious to explore if one can construct a model that 
also can take surface tensions between lipids, water and substrate into account. 
Including an energetically favorable wetting process,188,189,204 such a model might be 
capable of representing the accelerated growth of the bilayer patches and explain the 
additional rare observations presented in the paper. 
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 Nanofabrication 
Nanofabrication has been one of the corner stones of this work. To fabricate a working 
waveguide lots of hours have been spent on the optimization of different processes and 
to find alternative solutions to address the challenges. Having the fabrication process of 
a working waveguide optimized, the fabrication is now very reproducible. However, 
when microfluidics are needed, the final step can still be very demanding. The 
fabrication process in such cases is concluded with sealing of the channels made in black 
SU-8 on top of the waveguide. Several bonding schemes have been evaluated, including, 
glass-SU8, SU8-SU8, and PDMS SU8. However, in this case, the challenge may not lay in 
the reproducibility of the bonding process but in the quality of the microscopy surface 
after bonding. 
When working with a surface sensitive-microscopy technique like the one presented 
here, the entity under study should either be in contact or in the close vicinity of the 
microscopy surface. Different investigations require different surface qualities. Working 
with cell-membrane models like a supported lipid bilayer (SLB), the rate of success is 
greatly coupled to quality of the surface. The SLB quality, especially for the 2D flow 
nanometry experiments is very crucial. The bonding scheme evaluated so far, has had a 
high success rate with respect to bonding, but low chance of SLB formation, or vice 
versa, low bonding success rate but reproducibility in SLB formation. Finding a reliable 
bonding strategy that can grantee a good surface quality is crucial to the success of the 
device as multifaceted characterization platform. 
Another useful added value to the waveguide device is hinted in Paper IV. The coupling 
efficiency of the optical fiber to the waveguide depends on the quality of the facet and 
the position of the fiber relative to the waveguide core. As a result, when evaluating the 
intensity data of different devices, it is beneficial to have a feedback on the coupling 
efficiency. In Paper IV we have used well defined polystyrene beads as both a reference 
for scattering of spherical particles and a normalization reference for the in-coupled light 
intensity in different experiments. Fabricating well defined-nanostructures on the 
waveguide core layer, could provide a built-in reference that can be used to access the 
coupling efficiency within an experiment or between different experiments. 
 Waveguides modified for other applications 
Simulations in Paper I show how the penetration depth can be adjusted with the choice 
of the core material and its thickness. By reducing the core thickness and using a 
material with lower refractive index, the penetration depth can be increased above 
1μm, which will allow for illumination of the entire volume of a shallow microfluidic 
channel made in the cladding of the waveguide. Such device can be used not only to 
determine the concentration NPs in bulk but could also, given a thin enough channel, 
70 
provide a platform for NTA-type measurements of NP size without having to deal with 
complications due to out of focus NPs. If fulfilled with sufficiently low background 
scattering, such a setup would allow for a similar correlation between the size, scattering 
and fluorescence intensity for individual nanoparticles as we try to achieve with flow 
nanometry (see Chapter 7), and perhaps even for sorting based on different features as 
they exit the channel. In this way, the concept may open up a new dimension in 
nanoparticle research that goes beyond pure characterization, as the function of 
different sub-populations of NPs can then be assessed in various biological assays and 
beyond. 
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