We propose a general model for visual recognition of human activities, based on a probabilistic graphical framework. The motion of each limb and the coordination between them is considered in a layered network that can represent and recognize a wide range of human activities. By using this model and a sliding window, we can recognize simultaneous activities in a continuous way. We explore two inference methods for obtaining the most probable set of activities per window: probability propagation and abduction. In contrast with the standard approach that uses several models, we use a single classifier for multiple activity recognition. We evaluated the model with real image sequences of 6 different activities performed continuously by different people. The experiments show high recall and recognition rates.
Introduction
The recognition of human activities from video sequences is an important problem with many applications, such as surveillance, human-computer interaction, sports training, and rehabilitation. Recently there has been an increasing amount of work in this area, but there are still several outstanding issues to be solved: (i) continuous recognition, (ii) simultaneous activities, (iii) occlusions, (iv) scale and view variations. Existing models are targeted for certain types of activities or specific applications, so there is no general, high-level model for activity representation and recognition. The main hypothesis of this work is that most human activities can be recognized based on the motion of the limbs, and the relations between them.
We propose a general model to represent and recognize human activities, based on a layered, probabilistic graphical network, that considers the motion of the limbs' and their dependencies. The top layer represents the different activities, and the bottom layer the motion of each limb. The intermediate layer considers a classification of the limbs' motions, so these can be interpreted as different modalities for an activity. The structure of the model reflects the dependencies of each activity on the limbs' motions, and their coordination. The model includes several outstanding aspects: (i) representation of different activities using one model, (ii) recognition of simultaneous activities, (iii) recognition of activities performed on a continuous way. Using this model we can represent and recognize a wide range of human activities.
A Bayesian network based on the general model was implemented and tested with real image sequences of different activities: (i) activities performed with all limbs (arms and legs) at the same time like aerobics; (ii) activities performed with just one limb (right arm) like goodbye and right; and (iii) activities performed with two limbs at the same time like attracting the attention (both arms), and jump and walk (both legs). In some test sequences several activities were performed at the same time, for example, jump and attracting the attention. Recognition was performed using two alternative inference methods: likelihood weighting and total abduction. The model was tested with video sequences of different people, with a high recall-precision for both inference schemes.
Related Work
Several computational models for human activity recognition have been proposed, including neural networks [3] , hidden Markov models [10] , Bayesian networks [2] , scale-space curve analysis [9] , spatio-temporal models [8, 12] and exemplars based on principal components [11] .
Vogler and Metaxas [10] use parallel hidden Markov models to recognize American sign language. They consider signs that are performed with one or both hands. They assume that the motion of each limb evolves independently, while we consider activities that require coordination. [2] use DBNs for hand gesture recognition. With dynamic models, such as HMMs and DBNs, it is difficult to perform temporal segmentation for continuous recognition.
[9] present a view invariant representation using the spatio-temporal curvature of the trajectory of the hand. This model is restricted to activities performed with one limb. [8] describes a system that uses periodicity measures of the image sequences for recognizing periodic activities; it requires at least 4 repetitions for recognition. A model based on parameterized exemplars was developed by [11] , and recognition involves matching the observation against the exemplars using principal component analysis. The previous models assume a previous segmentation of the activities, so they can not recognize continuous activities.
There are very few systems that can recognize activities performed in a continuous way. [1] describes a model to represent and recognize continuous activities. Their model represents 7 activities performed with the legs and the torso. They use a nearest neighbor classifier obtaining an average recognition rate of 77%. They comment that tracking the trajectory of other parts of the body along with the leg components could make the system more robust, and this would help in recognizing more complex actions taken from different views. [12] constructs an event based representation of a video sequence using spatio-temporal templates at different scales, and use a sliding temporal window for continuous recognition. However, this approach recognizes activities based on the global motion, so it can not differentiate similar or simultaneous activities.
Recognition Process
Our recognition process involves the following stages:
The video sequence is partitioned in a series of overlapping windows, with N frames per window, and an overlap of N − 3 frames. For each consecutive image pair in a window, we obtain the motion parameters of each limb (arms and legs), which are transformed into a discretized representation which we call displacement directions. The displacement directions are reduced to consider only a fixed number of different displacement directions in a window, and these constitute the feature set per limb, in each window, that is fed to the recognition network. Based on these features, the recognition process determines the most probable activities in each window via probability propagation.
Feature Extraction
The first step in the recognition process is to obtain the motion features of the different parts of the body. Although there could be global motion of the person or other parts of the body, we consider that the motions of the limbs are the most relevant features for human activities. The global trajectory of a limb is its position sequence (X, Y, Z) when the activity is performed. Given that our current focus is on the high-level recognition model, we simplify the feature extraction process by using color landmarks on the wrists and the ankles. We apply a color detection process to get each landmark based on a Bayesian classifier [4] . We segment the landmarks using 8-connectivity and we extract their center of mass (we initially consider only X, Y ) to get the wrist and the ankle positions in each frame; these are tracked in the image sequence.
Working with the absolute X, Y positions of the landmarks' centroids is very susceptible to the distance between the person and the camera, and her way of performing the activity. The angular velocity of each limb is a more robust feature for recognition. Therefore, we estimate the angular velocity by obtaining the displacement direction (dd), for each limb, between two consecutive frames as:
where x1, y1 are centroid coordinates for limb(i) in frame t, and x2, y2 for limb(i) in frame t + 1. The displacement directions are discretized in eight 45 degree intervals (8 values) . When there is no movement between frames we assign a value of zero. Although we are currently using markers, the estimate of the angular motion of each limb can be obtained using low-level vision techniques, for instance motion [11] or color [9] .
The problem is how to determine how many frames are required to represent an activity. For this we consider that most human activities are periodic, such as walking, running, waving the hand, etc. So an activity can be characterized by a basic pattern that is repeated. In many activities, this basic pattern has a relative short duration, usually less than a second. Thus, we use a one second window, with 15 images per window (frame rate is 15 images per second). In principle, we can have 15 displacement directions in a window. However, we notice that many times the dd is the same for several consecutive frames. So instead of using all the dd in a window, we only use the different displacement directions (ddd). Based on statistics from different activities performed by different people, we obtained that in a sequence of 15 frames, 5 different displacement directions are enough to represent the basic pattern of an activity. So we look for at most 5 different displacement directions per window. If more than 5 different directions are detected in the window, we only consider the first five; and if there are less than 5, the rest are set to zero. These features are used in the recognition network. The observation window is continuously taken from the image sequence by displacing the window 3 frames each step, until the complete sequence is scanned. Key frames from a video are shown in figure 1. 
Recognition Model
Our recognition model is based on the assumption that many human activities can be recognized by the motion of the limbs. It considers that several activities can be executed simultaneously. It also takes into account the inherent uncertainty in the model due to variations in activity execution and to the feature extraction process. We propose a model to represent human activities based on a Bayesian network classifier. The model represents each activity and each limb as a variable. Each activity variable is related to the limbs' variables that are relevant for this activity. Each limb variable is related to the motion features (ddd) for that limb, and to other limbs, taking into account the dependencies between limbs' motions. The Bayesian network model ( fig. 2 
) includes 3 layers:
-Top layer (root nodes): a binary node for each activity, A i -Middle layer: a multivalued node for each limb, L i -Bottom layer (leaf nodes): motion information for each limb (m node, one for each ddd in a window), D i .
The model considers that each activity is recognized by combining the motion features of the limbs. Depending on the activity, different limbs are considered. The nodes in the middle level give information about the type of movement of each limb. The coordination between limb motions is considered in this case by the link between hand nodes (LH-RH) and the leg nodes (LL-RL). However, it is possible to consider also the dependencies between hands and legs. The leaf nodes are linked in a dynamic chain, so that each ddd depends on the previous one (except the first one in the window). Thus, the network can be used to complete the trajectory in case there is missing information (occlusion), providing the most probable trajectory. In our test network, the activity walk, has two subtypes, walk in front of, walk in profile, that are expressed by the intermediate nodes; so these can also be recognized.
Learning
Learning a Bayesian network can be divided into structure learning and parameter learning. The structure of the BN is derived from the general model for the particular set of activities to be recognized, by:
1. Adding a link from each activity node, to the the limb nodes that are relevant. 2. Adding links between the limb nodes which require coordination. 3. Adding a link from each limb node to the corresponding motion nodes (ddd). 4. Adding a link from each motion node to the next (in time).
Given the structure, the parameters can be estimated from training data. We consider a supervised learning scheme in which the parameters are obtained from a set of video sequences for each activity. There are 3 set of parameters: (i) prior probabilities for each activity, P (A i ); (ii) probability of a limb node given the related activities and limbs, P (L i | A 1:ni , L 1:mi ); and (iii) probability of each motion node given the corresponding limb and previous motion node, P (D i | L j , D i−1 ). Where: A 1:ni , is set of n i activities that influence a limb variable; L 1:mi , is the set of m i limb nodes that influence a limb node. Parameter learning was done using a MAP estimator with uniform Dirichlet priors.
Recognition
Recognition consists in obtaining the most probable activities given the motion data. We consider two alternative schemes. In the first scheme we obtain the posterior probability of each activity given the motion information: P (A i | D 1:k,1:m ), where D 1:k,1:m represents the set of m motion variables for each of the k limbs. These probabilities are obtained via probability propagation in the BN. The activities whose posterior probability is above certain threshold, T , are the recognized set, R:
By changing this threshold, we can make a trade off between recall (fraction of labeled activities) vs. precision (fraction of windows that are labeled correctly). For the second scheme, we obtain the most probable explanation (MPE) set given the evidence. This corresponds to total abduction in BNs, the configuration(s) of maximum probability containing all the unobserved variables. That is:
where A, L denotes the set of activity and limb nodes in the network. So in this way we obtain the set of activities which have a higher probability given the data. Thus, the recognized set, R, consists of all the activities that have value "yes" in the MPE set:
The inference mechanism is applied to each window in the sequence, obtaining R.
For the experiments, we used a stochastic simulation algorithm [5] for probability propagation, and Nilsson's algorithm [7] for total abduction.
Experimental Results
To test the proposed methodology for activity recognition, we considered the 6 types of activities previously described, using the recognition network shown in figure 3 . We used videos with a black background and with people wearing color landmarks. The camera is fixed and captures the persons facing the camera or in profile. We trained the network with 175 samples of 7 persons performing 6 types of activities. The test activities were selected to include different conditions. The sampling rate was 15 images per second, with 15 frames per window and an overlap of 12 frames. We tested both inference schemes for recognition, with a set of 50 different sequences. In the test set, 5 of the sequences consisted of two activities that were performed simultaneously. Recognition was performed continuously, so each sequence is part of a video in which a person can change activity at any time.
We used the precision-recall rates for quantitative evaluation. There is a trade off between recall and precision that depends on the recognition threshold. If we set the threshold to 0.6, the results are summarized in table 1 for both inference schemes. We notice a better recall using abduction, and similar precisions with both schemes. For the cases that were labeled incorrectly, only 2 (for both schemes) were labeled with a different activity, the other were partial matches (of two simultaneous activities, one was recognized).
We used the precision-recall framework to assess the performance with respect to the recognition threshold for probability propagation. We obtain a high recognition rate, above 93%, for a wide range of different tresholds (the recall varies from 0.4 to 1). In general, the model correctly recognizes the activities or it is indecisive; in very few cases it confuses the activities. The misclassified sequences occur mainly when there is a transition between different activities in the continuous sequence. Some of the unlabeled windows are between correctly labeled ones, so by taking into account the labels from neighbor windows, the problem could be reduced.
Conclusions and Future Work
We have developed a general model for human activity recognition. The motion of each limb and the coordination between them is considered in a layered Bayesian network that can represent and recognize a wide range of human activities. It can recognize continuous and simultaneous activities, as well as handle occlusions and missing data. We explore two inference methods: probability propagation and abduction. The model was tested with video sequences of different people performing 6 activities. The recall-precision rate was evaluated with good results for both inference schemes. In the future, we plan to avoid the use of markers on the limbs. We will also take into account the information from previous windows, by building a dynamical model on top of the classifier.
