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Introduccio´n
Un frame en un espacio de Hilbert permite representar todo elemento del espacio
como combinacio´n lineal (infinita) de los elementos del frame. La principal diferencia
respecto de las bases es que los elementos del frame no tienen porque ser linealmente
independientes, y la representacio´n de un elemento en te´rminos del frame no tiene
por que´ ser u´nica. En general, si {ek} es un frame en H, habra´ varias maneras de
representar un elemento f ∈ H como
f =
∑
ckek.
De un frame que no es una base, es decir, sus elementos no son linealmente inde-
pendientes, se dice que es redundante. La redundancia es muy importante en las
aplicaciones.
Por ejemplo, imaginemos que se quiere transmitir una sen˜al, es decir, una cierta
funcio´n f . Si el transmisor y el receptor se ponen de acuerdo en cuanto a la utili-
zacio´n de un determinado frame, entonces el transmisor so´lo necesita transmitir los
coeficientes {ck}, a partir de los cuales el receptor podra´ reconstruir la sen˜al. Hasta
aqu´ı, parece que no hay ninguna ventaja en usar sistemas redundantes, respecto a
usar bases. El problema surge del hecho de que no vivimos en un mundo ideal y el
receptor no captara´ los coeficientes {ck} con exactitud, sino que recibira´ una sen˜al
ruidosa {ck + ξk}, esto es, una perturbacio´n de los coeficientes correctos del frame.
Basa´ndose en los datos que recibe, el receptor llegara´ a la conclusio´n de que la sen˜al
transmitida es ∑
(ck + ξk)ek = f +
∑
ξkek,
que difiere de la sen˜al correcta f en el te´rmino
∑
ξkek. Si el sistema {ek} es redun-
dante entonces la aplicacio´n
{dk} 7→
∑
dkek
tiene nu´cleo no trivial, lo que implica que partes de la contribucio´n al ruido podr´ıan
cancelarse entre s´ı. Esto nunca va a ocurrir si {ek} es una base ortonormal, ya que
en este caso
‖∑ ξkek‖2 = ∑ |ξk|2 ,
y cualquier error en la transmisio´n de un coeficiente contribuye a que la reconstruc-
cio´n sea peor. En resumen: a mayor redundancia del sistema, ma´s posibilidades hay
de que los distintos errores se cancelen entre s´ı.
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Los frames fueron introducidos en 1952 por Duffin y Schaeffer [DS52] como una
herramienta para el estudio de series de Fourier no armo´nicas, esto es, sucesiones
del tipo
{
eiλnx
}
n∈Z donde {λn}n∈Z son nu´meros reales o complejos. En 1980, Young
[You80] escribe un libro que contiene la teor´ıa ba´sica de frames en un contexto abs-
tracto. En 1985, con el inicio de la teor´ıa de wavelets, Daubechies, Grossmann y
Meyer observaron que los frames se pueden usar para obtener desarrollos de funcio-
nes en L2(R) similares a los obtenidos usando bases ortonormales.
En este trabajo se presenta una introduccio´n a la teor´ıa de frames y su relacio´n
con las bases de Riesz. Nos centramos en el estudio de un tipo concreto de frames, los
frames de Gabor, para los que estudiamos las condiciones de su existencia, as´ı como
su estructura. El objetivo sera´ culminar nuestro trabajo con la relacio´n que existe
entre los frames de Gabor y las bases de Riesz, resultado conocido como el principio
de dualidad de Ron y Shen.
En el Cap´ıtulo 1, se presentan las definiciones y los resultados que acompan˜an a
la introduccio´n de un nuevo concepto, como es el concepto de frame, para despue´s
focalizar en el tipo de frame que resultara´ de nuestro intere´s, los frames de Gabor.
En el Cap´ıtulo 2, profundizamos en las condiciones que necesitamos para poder
afirmar la existencia de un frame de Gabor, e introducimos la representacio´n de
Walnut.
En el Cap´ıtulo 3, presentamos algunos resultados de Walnut, Janssen, Wexler,
Raz, Ron y Shen que nos ayudan a ver la estructura que tienen los frames de Gabor
y, finalmente, su relacio´n con las bases de Riesz.
Este trabajo enfoca los frames desde el punto de vista del ana´lisis funcional.
En mu´ltiples estudios se ha visto que los frames son realmente u´tiles en a´reas de
matema´tica aplicada, aunque no ha sido el objetivo de este trabajo. Hemos preferido
centrarnos en las bases teo´ricas de los frames para establecer unos buenos cimientos
a la hora de avanzar en las distintas direcciones que nos ofrece esta teor´ıa.
Cap´ıtulo 1
Frames en espacios de Hilbert.
Frames de Gabor
En este primer cap´ıtulo introducimos el concepto de frame, as´ı como los ope-
radores que de manera natural van asociados a e´l. Adema´s, veremos una serie de
resultados que nos facilitara´n trabajar con los frames y que nos mostrara´n algunas
ventajas de ellos respecto de las bases en espacios vectoriales. Ma´s tarde, presenta-
remos un tipo concreto de frame, los frames de Gabor, que son el objeto principal
de nuestro estudio debido a su utilidad en el ana´lisis tiempo-frecuencia.
1.1. Frames en espacios de Hilbert
Presentamos una definicio´n formal del concepto de frame, para posteriormente
definir los operadores que son inherentes a e´l y las relaciones existentes entre ellos,
as´ı como sus propiedades ma´s relevantes. Mostramos tambie´n resultados que nos
relacionan los frames con las bases ortonormales, introducimos el concepto de base
de Riesz y, finalmente, describimos algunas de sus caracterizaciones.
Definicio´n 1.1.1 Sea H un espacio de Hilbert separable. Diremos que un subcon-
junto {ej : j ∈ J} ⊆ H, con J numerable, es un frame si existen constantes
A,B > 0 tales que para toda f ∈ H tenemos que:
A‖f‖2 ≤
∑
j∈J
|〈f, ej〉|2 ≤ B‖f‖2. (1.1)
Llamamos cotas del frame a las parejas A y B que satisfacen (1.1).
Si A = B, diremos que {ej : j ∈ J} es un tight frame.
A continuacio´n, tenemos un ejemplo que nos ayudara´ a familiarizarnos con este
nuevo concepto.
Ejemplo 1.1.2 Sea {xk}∞k=1 una base ortonormal de H. Tenemos los siguientes
frames:
(a) {ek}∞k=1 = {x1, x2, x3, . . .},
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(b) {ek}∞k=1 = {x1, x1, x2, x2, . . .},
(c) {ek}∞k=1 = {x1, x1, x2, x3, . . .},
(d) {ek}∞k=1 = {x1, 1√2x2, 1√2x2, 1√3x3, 1√3x3, 1√3x3, . . .}.
Veamos por que´:
(a) Todo elemento f ∈ H se puede escribir de forma u´nica como f = ∑∞k=1 ckxk.
Adema´s ck = 〈f, xk〉 y, por la identidad de Parseval, se sigue que:
‖f‖2 =
∞∑
k=1
|〈f, xk〉|2 .
De modo que la propia base es un tight frame, con A = B = 1.
En (b) repetimos cada elemento de la base dos veces y obtenemos as´ı un tight
frame, con A = B = 2.
En (c) repetimos so´lo el primer elemento de la base, luego A = 1 y B = 2.
En (d), cada vector 1√
k
xk, con k ∈ N, se repite k veces, obteniendo as´ı A =
B = 1.
Vamos a presentar una definicio´n que nos ayudara´ a entender mejor los sumato-
rios con los que trabajamos.
Definicio´n 1.1.3 Sea {fj : j ∈ J} un conjunto numerable de elementos en B,
siendo B un espacio de Banach. Se dice que la serie ∑j∈J fj converge incondi-
cionalmente a f ∈ B si, para todo ε > 0, existe un subconjunto finito F0 ⊆ J tal
que ∥∥∥∥∥f −∑
j∈F
fj
∥∥∥∥∥ < ε,
para todo F ⊇ F0 conjunto finito; es decir, si la red de sumas parciales definida por
SF =
∑
j∈F fj converge a f.
La convergencia de los sumatorios sobre los elementos de J se consideran en el
sentido incondicional de la Definicio´n 1.1.3. Sabemos que J es numerable, pero la
convergencia de la suma no depende del orden que escojamos en J.
Para ayudarnos en las siguientes pruebas que mostremos, vamos a presentar un
resultado al que recurriremos.
Lema 1.1.4 Sea {ej : j ∈ J} un subconjunto de un espacio de Hilbert, con J
numerable. Si existe C > 0 tal que, para toda c ∈ `2(J) de soporte finito, tenemos∥∥∥∥∥∑
j∈J
cjej
∥∥∥∥∥
H
≤ C‖c‖`2 ,
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entonces, para cada b ∈ `2(J), la serie
∑
j∈J bjej converge en H y cumple∥∥∥∥∥∑
j∈J
bjej
∥∥∥∥∥
H
≤ C‖b‖`2 .
Demostracio´n:
Definimos F = {F ⊂ J : F finito} y consideraremos F1 ≤ F2 si F1 ⊂ F2. Enton-
ces (F ,≤) es un conjunto dirigido.
Fijamos b ∈ `2(J) y consideramos la red en H{∑
j∈F
bjej : F ∈ F
}
.
Fijado ε > 0, seleccionamos un F0 ∈ F tal que∑
j /∈F0
|bj|2
 12 ≤ ε
2C
.
Entonces, dados F1, F2 ∈ F tales que F0 ⊂ F1 y F0 ⊂ F2, tenemos que∥∥∥∥∥∑
j∈F1
bjej −
∑
j∈F2
bjej
∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈F1\F0
bjej −
∑
j∈F2\F0
bjej
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈F1\F0
bjej
∥∥∥∥∥∥+
∥∥∥∥∥∥
∑
j∈F2\F0
bjej
∥∥∥∥∥∥
≤ C(‖ b|F1\F0 ‖`2 + ‖ b|F1\F0 ‖`2) ≤ C
( ε
2C
+
ε
2C
)
= ε.
Tenemos, por lo tanto, una red de Cauchy, luego
∑
j∈J bjej converge en H.
Adema´s, para cada F ∈ F , se cumple que∥∥∥∥∥∑
j∈F
bjej
∥∥∥∥∥ ≤ C‖ b|F ‖`2 ≤ C‖b‖`2 .
Por lo tanto, ∥∥∥∥∥∑
j∈J
bjej
∥∥∥∥∥ = l´ımF∈F
∥∥∥∥∥∑
j∈F
bjej
∥∥∥∥∥ ≤ C‖b‖`2 .

Veamos el primero de los operadores que deducimos de la definicio´n de frame.
Proposicio´n 1.1.5 Sea {ej : j ∈ J} ⊆ H un frame de H, definimos el operador de
coeficientes, u operador de ana´lisis, C : H → `2(J), como:
Cf = {〈f, ej〉 : j ∈ J}. (1.2)
El operador de ana´lisis es acotado y tiene rango cerrado.
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Demostracio´n:
Sea f ∈ H, tenemos que Cf = (〈f, ej〉)j∈J . Por la definicio´n de frame (1.1),
sabemos que
‖Cf‖22 = ‖(〈f, ej〉)j∈J‖22 =
∑
j∈J
|〈f, ej〉|2 ≤ B‖f‖2.
Luego obtenemos que Cf ∈ `2(J) y, adema´s, que C es un operador continuo. Por
otro lado, se cumple que
ma´x{‖Cf‖2 : ‖f‖ = 1} ≤ ma´x{B1/2‖f‖ : ‖f‖ = 1} = B1/2,
por lo tanto, C es un operador acotado.
Ahora, consideramos la sucesio´n {(αnj )j∈J}n∈N ∈ C(H) de manera que converja
en `2(J); es decir, que exista (αj)j∈J ∈ `2(J), con (αj)j∈J = l´ımn→∞(αnj )j∈J . Vamos
a ver que (αj)j∈J ∈ C(H).
Como {(αnj )j∈J}n∈N ∈ C(H), sabemos que existen {fn}n∈N ∈ H tales que Cfn =
(αnj )j∈J . Sabemos que la sucesio´n {(αnj )j∈J}n∈N converge en `2(J), por lo tanto es
de Cauchy. As´ı, tenemos que para todo ε > 0, existe n0 ∈ N tal que, para todo
n,m ≥ n0,
ε2 > ‖(αnj )j∈J − (αmj )j∈J‖2 = ‖Cfn − Cfm‖2 = ‖C(fn − fm)‖2
=
∑
j∈J
|〈fn − fm, ej〉|2 ≥ A‖fn − fm‖2,
por (1.1). Con lo que {fn}n∈N ∈ H es una sucesio´n de Cauchy en un espacio completo
y , por lo tanto, existe f ∈ H tal que f = l´ımn→∞ fn. Aplicando el operador continuo
C a esta u´ltima expresio´n obtenemos que
Cf = l´ım
n→∞
Cfn = l´ım
n→∞
(αnj )j∈J = (αj)j∈J .
Por lo tanto, C(H) es cerrado, como quer´ıamos ver.

Estudiemos ahora el operador adjunto de C sobre las sucesiones (αj)j∈J ∈ `2(J)
con soporte finito.
〈C∗(αj)j∈J , f〉 = 〈(αj)j∈J , Cf〉 = 〈(αj)j∈J , (〈f, ej〉)j∈J〉
=
∑
j∈J
αj〈f, ej〉 =
∑
j∈J
αj〈ej, f〉 = 〈
∑
j∈J
αjej, f〉.
Entonces sabemos que para las sucesiones (αj)j∈J ∈ `2(J) con soporte finito, se
cumple C∗(αj)j∈J =
∑
j∈J αjej.
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Si definimos el operador D : `2(J) → H como D(αj)j∈J =
∑
j∈J αjej. Por un
lado, sabemos que sobre las sucesiones (αj)j∈J ∈ `2(J) con soporte finito D = C∗,
por lo tanto se cumple esta cota∥∥∥∥∥∑
j∈J
αjej
∥∥∥∥∥ ≤ B1/2‖(αj)j∈J‖2.
De esta expresio´n, por el Lema 1.1.4, deducimos que la cota se extiende a toda
(αj)j∈J ∈ `2(J). Entonces, efectivamente, D esta´ bien definido y es continuo. Por
otro lado, como coincide con C∗ en un conjunto denso de `2(J), podemos afirmar que
D = C∗ en todo `2(J). A este operador D lo llamamos operador de reconstruccio´n
u operador de s´ıntesis.
Finalmente, definimos el ma´s importante de los operadores que acompan˜an al
concepto de frame y vemos algunas de sus propiedades.
Definicio´n 1.1.6 Definimos el operador frame, S, como S := DC : H → H.
Sea f ∈ H,
Sf = DCf = D(〈f, ej〉)j∈J =
∑
j∈J
〈f, ej〉ej.
Nota 1.1.7 Recordemos que para un operador T : X → Y definimos su norma
como:
‖T‖ = sup{‖T (x)‖Y : x ∈ X , ‖x‖X = 1}.
En el caso en que T sea autoadjunto, esta definicio´n se puede sustituir por:
‖T‖ = sup{〈T (x), x〉 : x ∈ X , ‖x‖X = 1}.
Proposicio´n 1.1.8 El operador frame S es un operador positivo invertible que sa-
tisface:
AIH ≤ S ≤ BIH
y
B−1IH ≤ S−1 ≤ A−1IH.
Demostracio´n:
Si f ∈ H, entonces
〈Sf, f〉 = 〈C∗Cf, f〉 = 〈Cf,Cf〉 = 〈f, C∗Cf〉 = 〈f, Sf〉,
por lo que tenemos que S es un operador positivo y autoadjunto. Por otra parte,
dada f ∈ H, tenemos que
〈Sf, f〉 =
〈∑
j∈J
〈f, ej〉ej, f
〉
=
∑
j∈J
〈f, ej〉〈ej, f〉
=
∑
j∈J
〈f, ej〉〈f, ej〉 =
∑
j∈J
|〈f, ej〉|2. (1.3)
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As´ı, por la expresio´n (1.1), tenemos que
A〈f, f〉 ≤ 〈Sf, f〉 ≤ B〈f, f〉,
lo que nos da una de las cotas del enunciado:
AIH ≤ S ≤ BIH (1.4)
De esta expresio´n, podemos deducir que 0 ≤ S −AIH, con lo que el espectro del
operador (S−AIH) es mayor o igual a cero y, as´ı, el de S es estrictamente positivo.
De lo anterior obtenemos que, efectivamente, S es invertible en H.
Ahora consideramos el operador positivo S−1. Por (1.4) sabemos que (S−AIH) ≥
0 y (BIH−S) ≥ 0, luego S−1(S−AIH) ≥ 0 y S−1(BIH−S) ≥ 0; es decir, AS−1 ≤ IH
y IH ≤ BS−1. Y, as´ı, tenemos las cotas que busca´bamos para el operador S−1:
B−1IH ≤ S−1 ≤ A−1IH.

Nota 1.1.9 Si pensamos en el B o´ptimo, observamos que:
Bopt = mı´n{B :
∑
j∈J
|〈f, ej〉|2 ≤ B‖f‖2 ∀f ∈ H}
= sup{
∑
j∈J
|〈f, ej〉 |2| ∀f ∈ H ‖f‖2 = 1}
= sup{〈S(f), f〉 : f ∈ H, ‖f‖H = 1} = ‖S‖.
Ana´logamente, Aopt = ‖S−1‖−1 .
Nota 1.1.10 Sea {ej : j ∈ J} ⊆ H un frame de H. Si f =
∑
j∈J cjej para algu´n
c ∈ `2(J), la serie
∑
j∈J cjej converge incondicionalmente a f ∈ H.
Corolario 1.1.11 Si {ej : j ∈ J} es un frame con cotas frame A,B > 0, entonces
{S−1ej : j ∈ J} es un frame con cotas A−1, B−1 > 0, al cual llamaremos frame
dual.
As´ı, toda f ∈ H tiene un desarrollo no ortogonal:
f =
∑
j∈J
〈f, S−1ej〉ej (1.5)
y
f =
∑
j∈J
〈f, ej〉S−1ej, (1.6)
donde ambas convergen incondicionalmente en H.
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Demostracio´n:
Por la Proposicio´n 1.1.8 tenemos B−1IH ≤ S−1 ≤ A−1IH, de lo que obtenemos:
B−1〈f, f〉 ≤ 〈S−1f, f〉 ≤ A−1〈f, f〉.
Por otro lado, utilizando la expresio´n obtenida en (1.3), tenemos que∑
j∈J
|〈f, S−1ej〉|2 =
∑
j∈J
|〈S−1f, ej〉|2 = 〈S(S−1f), S−1f〉 = 〈S−1f, f〉.
Sustituyendo en la primera desigualdad tenemos la expresio´n que nos da la de-
finicio´n de frame:
B−1‖f‖2 ≤
∑
j∈J
|〈f, S−1ej〉|2 ≤ A−1‖f‖2,
y vemos que, efectivamente, {S−1ej : j ∈ J} es un frame, con cotas frame B−1 y A−1.
Ahora, usando la factorizacio´n IH = S−1S = SS−1, obtenemos las expresiones
que busca´bamos:
f = S(S−1f) =
∑
j∈J
〈S−1f, ej〉ej =
∑
j∈J
〈f, S−1ej〉ej,
y, por el otro lado,
f = S−1(Sf) =
∑
j∈J
〈Sf, S−1ej〉S−1ej =
∑
j∈J
〈f, SS−1ej〉S−1ej (1.7)
=
∑
j∈J
〈f, ej〉S−1ej. (1.8)
Adema´s, como {〈f, S−1ej〉}j∈J y {〈f, ej〉}j∈J pertenecen a `2(J), por la cota supe-
rior del frame, obtenemos que la convergencia de ambas expresiones es incondicional
por la Nota 1.1.10.

Nota 1.1.12 Para las bases ortonormales y los tight frames, (1.5) y (1.6)
coinciden.
En general, los coeficientes (cj)j∈J que nos dan f =
∑
j∈J cjej no son u´nicos.
Proposicio´n 1.1.13 Si {ej : j ∈ J} es un frame de H y f =
∑
j∈J cjej para algu´n
c ∈ `2(J), entonces ∑
j∈J
|cj|2 ≥
∑
j∈J
|〈f, S−1ej〉|2. (1.9)
La igualdad se obtiene si, y solo si, cj = 〈f, S−1ej〉 para todo j ∈ J . Por ello, a
los coeficientes 〈f, S−1ej〉 se les llama coeficientes cano´nicos.
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Demostracio´n:
Sea aj = 〈f, S−1ej〉. Entonces f =
∑
j∈J ajej, y utilizando (1.3) sobre S
−1, en
lugar de sobre S, se cumple que
〈f, S−1f〉 =
∑
j∈J
|〈f, S−1ej〉|2 =
∑
j∈J
|aj|2 = ‖a‖22.
Por otro lado, dado que 〈ej, S−1f〉 = 〈S−1ej, f〉 = 〈f, S−1ej〉, se obtiene que
〈f, S−1f〉 =
〈∑
j∈J
cjej, S
−1f
〉
=
∑
j∈J
cj〈ej, S−1f〉 =
∑
j∈J
cjaj = 〈c, a〉.
Entonces, 〈a, a〉 = ‖a‖22 = 〈c, a〉, con lo que 0 = 〈c, a〉 − 〈a, a〉 = 〈c − a, a〉. Y
aplicando el teorema de Pita´goras en ‖c‖22 obtenemos:
‖c‖22 = ‖c− a‖22 + ‖a‖22 ≥ ‖a‖22, (1.10)
como quer´ıamos ver.

El siguiente resultado muestra que al eliminar un elemento de un frame obtene-
mos un frame o un conjunto cuya envoltura lineal no es densa.
Teorema 1.1.14 Sea {ej}j∈J , con J numerable, un frame de H.
(a) Si 〈ek, S−1ek〉 6= 1, entonces {ej}j 6=k es un frame de H.
(b) Si 〈ek, S−1ek〉 = 1, entonces span {ej}j 6=k 6= H.
Demostracio´n:
Fizado k ∈ N, denotamos bj = 〈ek, S−1ej〉. De la identidad
ek =
∑
j∈J
δk,jej =
∑
j∈J
bjej
deducimos que
‖ek‖1 =
∑
j∈J
|bj|2 +
∑
j∈J
|δk,j − bj|2
= |bk|2 + |bk − 1|2 + 2
∑
j 6=k
|bj|2 .
(a) Supongamos bk 6= 1. Entonces
ek =
1
1− bk
∑
j 6=k
bjej.
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Para cada f ∈ H, usando la desigualdad de Cauchy-Schwarz obtenemos que
|〈f, ek〉|2 =
∣∣∣∣∣ 11− bk ∑
j 6=k
bj 〈f, ej〉
∣∣∣∣∣
2
≤ 1|1− bk|2
∑
j 6=k
|bj|2
∑
j 6=k
|〈f, ej〉|2
= C
∑
j 6=k
|〈f, ej〉|2 ,
para alguna constante C > 0. Si A,B son las constantes del frame {ej}j∈J , entonces
se sigue que
A‖f‖2 ≤
∑
j 6=k
|〈f, ej〉|2 + |〈f, ek〉|2
≤ (1 + C)
∑
j 6=k
|〈f, ej〉|2
≤ B(1 + C)‖f‖2.
(b) Supongamos bk = 1. Entonces
∑
j 6=k |bj|2 = 0, de donde〈
S−1ek, ej
〉
= bj = 0 ∀j 6= k.
Sin embargo, S−1ek 6= 0 ya que bk = 1. Puesto que hay un elemento no nulo de
H que es ortogonal a todos los ej, con j 6= k, deducimos que span {ej}j 6=k 6= H.

Un frame que para algu´n valor de k cumpla la condicio´n (a) del teorema anterior,
se dice que es redundante.
Seguidamente, enunciamos y demostramos unos resultados que nos relacionan
los frames con las bases ortonormales.
Lema 1.1.15 Si {ej : j ∈ J} es un tight frame de H con cotas A = B = 1, y si
‖ej‖ = 1 para todo j ∈ J , entonces {ej}j∈J es una base ortonormal.
Demostracio´n:
Por la definicio´n de frame (1.1), para cada m ∈ J tenemos que
1 = ‖em‖22 =
∑
j∈J
|〈em, ej〉|2 = |〈em, em〉|2 +
∑
j∈J, j 6=m
|〈em, ej〉|2.
Por lo tanto
∑
j∈J, j 6=m |〈em, ej〉|2 = 0. Y como es una suma de te´rminos positivos o
cero, concluimos que 〈em, ej〉 = δmj, que es la condicio´n que nos faltaba para poder
afirmar que es una base ortonormal.
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
Teorema 1.1.16 Sea {xk}∞k=1 una base ortonormal de H. Entonces los frames de H
son las familias {Uxk}∞k=1 , siendo U : H → H un operador acotado y sobreyectivo.
Demostracio´n:
Sea {δk}∞k=1 la base cano´nica de `2 y Φ : H → `2 el isomorfismo isome´tri-
co definido por Φ(xk) = δk. Si {ek}∞k=1 es un frame de H, entonces el operador
de s´ıntesis C∗ : `2 → H es acotado y sobreyectivo y C∗(δk) = ek. Por tanto,
U := C∗ ◦ Φ : H → H es acotado y sobreyectivo y cumple Uxk = ek.
Rec´ıprocamente, supongamos que ek = Uxk, siendo U : H → H un operador
acotado y sobreyectivo. Entonces
∞∑
k=1
|〈f, ek〉|2 =
∞∑
k=1
|〈U∗f, xk〉|2 = ‖U∗f‖2.
Por ser U acotado y sobreyectivo, existen dos constantes A,B > 0 tales que
A‖f‖ ≤ ‖U∗f‖ ≤ B‖f‖,
y concluimos que {xk}∞k=1 es un frame de H.

Recordemos que si Y es un subespacio cerrado de un espacio de Hilbert H,
entonces la proyeccio´n ortogonal P : H → Y es un operador lineal y continuo que
proporciona, para cada f ∈ H, el u´nico vector Pf ∈ Y con la propiedad de que
f − Pf ∈ Y ⊥.
En otras palabras, H = Y ⊕ Y ⊥ y si f = g + h, siendo g ∈ Y, h ∈ Y ⊥, entonces
Pf = g.
En particular, ‖f‖2 = ‖Pf‖2 + ‖f − Pf‖2. Adema´s,
‖f − Pf‖ = mı´n {‖f − g‖ : g ∈ Y } .
Proposicio´n 1.1.17 Sea {ej}j∈J un frame del espacio de Hilbert H y sea P la
proyeccio´n ortogonal sobre un subespacio cerrado Y de H. Entonces {Pej}j∈J es un
frame de Y.
Demostracio´n:
Descomponemos ej = Pej + hj, siendo hj ∈ Y ⊥. Entonces, para cada f ∈ Y ,
se tiene 〈f, hj〉 = 0 y, por tanto, 〈f, ej〉 = 〈f, Pej〉 . De acuerdo con (1.1), existen
constantes A,B > 0 tales que
A‖f‖2 ≤
∑
j∈J
|〈f, Pej〉|2 ≤ B‖f‖2, f ∈ Y.
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
Observemos que la proyeccio´n ortogonal de una base ortonormal no tiene porque
seguir siendo una base de Y. Incluso podr´ıa ocurrir que dos vectores distintos de
la base tengan la misma proyeccio´n, o que algu´n vector tenga proyeccio´n nula. Sin
embargo, la proyeccio´n de la base siempre define un frame.
Ejemplo 1.1.18 Consideramos en L2(0, 1) la base ortonormal {xk}k∈Z, con xk(x) =
e2pi i kx. Recordamos que toda funcio´n f ∈ L2(0, 1) admite un desarrollo en serie de
Fourier
f =
∑
k∈Z
ckxk, ck =
∫ 1
0
f(x)e−2pi i kx dx = 〈f, xk〉 .
Sea I un subintervalo abierto de (0, 1) de longitud |I| < 1 y sea ek la restriccio´n de
xk a I. Entonces {ek}k∈Z es un frame de L2(I).
Demostracio´n:
Para cada f ∈ L2(I) definimos f˜ ∈ L2(0, 1) como
f˜(x) =

f(x), x ∈ I,
0, x /∈ I.
De acuerdo con la identidad de Parseval,∑
k∈Z
|〈f, ek〉|2 =
∑
k∈Z
∣∣∣〈f˜ , xk〉∣∣∣2 = ∫ 1
0
∣∣∣f˜ ∣∣∣2 = ∫
I
|f |2 .

Notemos que si tomamos H = L2(0, 1) e identificamos L2(I) con el subespacio ce-
rrado Y de L2(0, 1), que consta de aquellas funciones que se anulan fuera de I,
entonces la proyeccio´n ortogonal P : H → Y es precisamente el operador restriccio´n
Pg = g|I . As´ı, el ejemplo anterior se puede interpretar como una aplicacio´n de la
Proposicio´n 1.1.17.
Con esta identificacio´n, toda funcio´n f ∈ L2(I) admite un desarrollo
f =
∑
k∈Z
〈f, xk〉 ek en L2(I).
Pero este desarrollo no es u´nico. En efecto, si consideramos
g(x) =

f(x), x ∈ I,
1, x /∈ I,
entonces tambie´n se cumple
f =
∑
k∈Z
〈g, xk〉 ek en L2(I),
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pese a que f 6= g en L2(0, 1) y, por tanto,
{〈f, xk〉}k∈Z 6= {〈g, xk〉}k∈Z .
Ejemplo 1.1.19 Sean m > n y, para cada k = 1, 2, . . .m, consideremos los vectores
xk ∈ Cm, ek ∈ Cn definidos por
xk(j) =
1√
m
e2pi i(j−1)
k−1
m , j = 1, 2 . . .m,
y
ek(j) =
1√
m
e2pi i(j−1)
k−1
m , j = 1, 2 . . . n.
Entonces:
(a) {xk}mk=1 es una base ortonormal de Cm,
(b) {ek}mk=1 es un frame de Cn.
Demostracio´n:
(a) Es claro que ‖xk‖ = 1. Adema´s, si k 6= `, entonces
〈xk, x`〉 = 1
m
m∑
j=1
e2pi i(j−1)
k−1
m e−2pi i(j−1)
`−1
m =
1
m
m−1∑
j=0
e2pi i j
k−`
m = 0.
(b) Sea P : Cm → Cn la proyeccio´n sobre las primeras n coordenadas. Entonces
ek = Pxk y aplicamos la Proposicio´n 1.1.17.

Recordemos un lema que nos sera´ u´til para ver el siguiente resultado.
Lema 1.1.20 Dada c = (cj)j∈J una sucesio´n cualquiera, tenemos que c ∈ `2(J) si,
y so´lo si, para todo b ∈ `2(J), la serie
∑
j∈J bjcj es convergente.
Proposicio´n 1.1.21 Sea {ej : j ∈ J} un frame de H. Entonces las siguientes
afirmaciones son equivalentes:
(i) Los coeficientes c ∈ `2(J) en el desarrollo f =
∑
j∈J cjej son u´nicos.
(ii) El operador de ana´lisis, C, es sobreyectivo.
(iii) Existen A′, B′ > 0 tales que las desigualdades
A′‖c‖2 ≤
∥∥∥∥∥∑
j∈J
cjej
∥∥∥∥∥ ≤ B′‖c‖2 (1.11)
se cumplen para toda sucesio´n finita de c = (cj)j∈J .
(iv) {ej : j ∈ J} es la imagen de una base ortonormal {gj : j ∈ J} bajo un operador
T ∈ B(H) invertible.
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(v) La matriz de Gram, G, definida por
Gjm = 〈em, ej〉, m, j ∈ J, (1.12)
define un operador positivo e invertible en `2(J).
Demostracio´n:
Como {ej}j∈J es un frame, C es inyectiva con rango cerrado y D es sobreyectiva.
Recordemos que un operador acotado es inyectivo si, y solo si, su operador adjunto
tiene rango denso.
(i)↔ (ii) Los coeficientes son u´nicos si, y so´lo si, D es inyectiva. D es inyectiva si, y so´lo
si, D∗ = C es sobreyectiva, es decir, si el rango de D es cerrado y denso.
(i)→ (iii) La continuidad de D implica la existencia de B′. Como D es biyectiva, por el
teorema de la aplicacio´n abierta, D−1 es continua. Entonces existe A > 0 tal
que ‖D−1f‖ ≤ A‖f‖. Como D es sobreyectiva sabemos que existe c ∈ `2(J)
tal que f = Dc y sustituyendo en la expresio´n anterior tenemos que
‖c‖ = ‖D−1Dc‖ ≤ A‖Dc‖,
y as´ı obtenemos la desigualdad A−1‖c‖ ≤ ‖Dc‖, donde A−1 es el A′ que
busca´bamos.
(iii)→ (iv) Sea {fj : j ∈ J} una base ortonormal de H. Para H 3 f =
∑
j∈J cjfj,
definimos Tf como
Tf =
∑
j∈J
cjej.
Entonces ‖f‖ = ‖c‖2 y
‖Tf‖ =
∥∥∥∥∥∑
j∈J
cjej
∥∥∥∥∥ ≥ A‖c‖2 = A‖f‖.
Ana´logamente, ‖Tf‖ ≤ B‖f‖ para toda f ∈ H. As´ı, T esta´ bien definida, es
invertible en H y Tfj = ej, como quer´ıamos.
(iv)→ (i) Si Tfj = ej para todo j ∈ J , siendo {fj : j ∈ J} una base ortonormal de H y
T ∈ B(H),y existen {aj}j∈J y {bj}j∈J tales que∑
j∈J
ajej =
∑
j∈J
bjej,
entonces tendr´ıamos que, denotando cj = (aj − bj),∑
j∈J
cjej =
∑
j∈J
(aj − bj)ej = 0.
Utilizando el operador T ,
0 =
∑
j∈J
cjej = T (
∑
j∈J
cjfj).
Por lo tanto,
∑
j∈J cjfj = 0, y como {fj : j ∈ J} es base ortonormal, 0 = cj =
(aj − bj) para todo j ∈ J . Concluimos que aj = bj.
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(iii)↔ (v) Tenemos D : `2(J) → H, lineal y continua, as´ı que para c ∈ `2(J) sabemos
que
∑
m∈J emcm es finito. Por lo tanto, tenemos que
∞ >
〈∑
m∈J
emcm, ej
〉
=
∑
m∈J
〈em, ej〉cm = Gcj,
es decir, tenemos un operador G : `2(J) → K(J). Veamos que, de hecho,
G : `2(J)→ `2(J).
Queremos ver que, para todo c ∈ `2(J) de soporte finito se cumple que Gc ∈
`2(J) utilizando el Lema 1.1.20. Sea b ∈ `2(J), entonces
〈Gc, b〉 =
〈(∑
m∈J
〈em, ej〉cm
)
j∈J
, b
〉
=
∑
j∈J
(∑
m∈J
〈em, ej〉cm
)
bj =
=
∑
j∈J
∑
m∈J
〈cmem, bjej〉 =
〈∑
m∈J
cmem,
∑
j∈J
bjej
〉
≤
∣∣∣∣∣
∣∣∣∣∣∑
m∈J
cmem
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣∑
j∈J
bjej
∣∣∣∣∣
∣∣∣∣∣ .
Como sabemos que {ej : j ∈ J} es un frame,
〈Gc, b〉 ≤
∣∣∣∣∣
∣∣∣∣∣∑
m∈J
cmem
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣∑
j∈J
bjej
∣∣∣∣∣
∣∣∣∣∣ ≤ B‖c‖‖b‖.
Con lo que G es un operador bien definido sobre las sucesiones de `2(J) de
soporte finito. Adema´s, como ya sabemos que 〈Gc, b〉 es finito ,
〈Gc, b〉 =
∑
j∈J
(∑
m∈J
〈em, ej〉cm
)
bj =
∑
m∈J
(∑
j∈J
〈em, ej〉bj
)
cm
= 〈c,Gb〉,
ya que 〈em, ej〉 = 〈ej, em〉, y tenemos que el operador G es autoadjunto.
As´ı, para toda sucesio´n finita c = (cj)j∈J ∈ `2(J), tenemos que
〈Gc, c〉 =
〈(∑
m∈J
〈em, ej〉cm
)
j∈J
, c
〉
(1.13)
=
∑
m,j∈J
〈em, ej〉cmcj =
〈∑
m∈J
cmem,
∑
j∈J
cjej
〉
=
∥∥∥∥∥∑
j∈J
cjej
∥∥∥∥∥
2
.(1.14)
Por densidad de las sucesiones finitas en `2(J), extendemos este resultado a
todo `2(J). As´ı, utilizando la desigualdad A
′‖c‖2 ≤ ‖
∑
j∈J cjej‖, vista en
(iii),tenemos que A′2‖c‖22 ≤ 〈Gc, c〉, es decir, 〈A′2c, c〉 ≤ 〈Gc, c〉, con lo que
nos queda
0 ≤ 〈Gc, c〉 − 〈A′2c, c〉 = 〈(G− A′2I`2(J))c, c〉.
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Y concluimos que (G− A′2I`2(J)) es un operador positivo. De esto deducimos
que el espectro del operador (G−A′2I`2(J)) es mayor o igual a cero, y as´ı que
el de G es estrictamente positivo. Es decir, que G es invertible en `2(J).
Para la otra implicacio´n, si partimos de que G es un operador positivo e
invertible deducimos que su espectro es estrictamente positivo. Por lo tanto,
podemos encontrar 0 < λ ∈ R que sea estrictamente menor que el espectro
del operador G. De esta forma sabemos que el operador (G − λI`2(J)) es un
operador positivo, luego
0 ≤ 〈(G− λI`2(J))c, c〉 = 〈Gc, c〉 − 〈λc, c〉,
con lo que tenemos λ〈c, c〉 ≤ 〈Gc, c〉 = ‖∑j∈J cjej‖2. Esto nos da la cota
inferior de la desigualdad (1.11). La cota superior se deduce de la continuidad
del operador G.

Definicio´n 1.1.22 Un frame que cumple las condiciones de la Proposicio´n 1.1.21
se denomina base de Riesz de H. Algunos autores se refieren a ellas como frames
exactos.
Nota 1.1.23 El desarrollo de Corolario 1.1.11 so´lo es u´til si es posible calcular el
frame dual expl´ıcitamente.
Recordemos un resultado necesario para enunciar y demostrar el siguiente lema.
Nota 1.1.24 Por el Teorema espectral de operadores sabemos que, si S es un opera-
dor autoadjunto, acotado y positivo, podemos definir un operador S1/2, que tambie´n
sera´ positivo y que cumplira´ S = S1/2S1/2.
Lema 1.1.25 Si {ej : j ∈ J} es un frame, entonces {S−1/2ej : j ∈ J} es un tight
frame con cotas frame A = B = 1, donde el operador S−1/2 es el inverso del operador
S1/2 comentado en la Nota 1.1.24.
Demostracio´n:
Como S1/2 es un operador positivo, el operador S−1/2 esta´ bien definido, es
positivo y autoadjunto. Entonces para toda f ∈ H,
f = S−1/2(S(S−1/2f)) = S−1/2
(∑
j∈J
〈S−1/2f, ej〉ej
)
=
∑
j∈J
〈f, S−1/2ej〉S−1/2ej.
Por lo tanto tenemos que
‖f‖2 = 〈f, f〉 =
〈∑
j∈J
〈f, S−1/2ej〉S−1/2ej, f
〉
=
∑
j∈J
|〈f, S−1/2ej〉|2.
Entonces, {S−1/2ej : j ∈ J} es un tight frame.
Los vectores S−1/2ej, en general, no esta´n normalizados. Por lo tanto no siempre
son bases ortonormales.
22 CAPI´TULO 1. FRAMES

Lema 1.1.26 Si {ej : j ∈ J} es un frame, entonces la inversa del operador frame
S−1 viene dada por:
S−1f =
∑
j∈J
〈f, S−1ej〉S−1ej. (1.15)
As´ı, S−1 es el operador frame respecto del frame dual {S−1ej : j ∈ J}.
Demostracio´n:
Para toda f ∈ H,
S−1f = S−1(S(S−1f)) = S−1
(∑
j∈J
〈S−1f, ej〉ej
)
=
∑
j∈J
〈f, S−1ej〉S−1ej,
y podemos deducir nuestro enunciado.

Autores como Duffin y Schaeffer [DS52] probaron que si una succesio´n cumple
ciertas propiedades concretas, a partir de e´sta se puede definir un conjunto que,
con toda seguridad, sera´ un frame. Presentamos, sin demostracio´n, uno de estos
resultados.
Definicio´n 1.1.27 Una sucesio´n {λk}k∈Z de nu´meros reales tales que ı´nfk 6=` |λk − λ`| >
0 se dice que tiene densidad uniforme d > 0 si existe L > 0 tal que∣∣∣∣λk − kd
∣∣∣∣ ≤ L, k ∈ Z.
Teorema 1.1.28 (Duffin, Schaeffer) Si {λk}k∈Z tiene densidad uniforme d > 0
entonces
{
eiλkx
}
k∈Z es un frame de L
2(−R,R) para cada 0 < R < pid.
1.2. Frames de Gabor
Presentamos los frames de Gabor, el tipo de frame en el que nos centraremos, y
deducimos la forma que tienen los conceptos que lo acompan˜an: el operador frame
y el frame dual.
Recordemos algunos conceptos necesarios para definir los frames de Gabor.
Definicio´n 1.2.1 Dada una funcio´n f , definimos los operadores traslacio´n y mo-
dulacio´n como:
Traslacio´n:
Ta(f(t)) = f(t− a).
Modulacio´n:
Ma(f(t)) = e
2piitaf(t).
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Definicio´n 1.2.2 Sea g ∈ L2(Rd) no nula. La transformada de tiempo corto de
Fourier (STFT) de la funcio´n f respecto de g se define como
Vgf(x, ω) =
∫
Rd
f(t)g(t− x)e−2piitωdt,
para x, ω ∈ Rd.
A la funcio´n g la llamamos ventana de la STFT.
Lema 1.2.3 Sea g ∈ L2(Rd) y f ∈ L2(Rd), entonces la STFT pertenece a L2(R2d).
Demostracio´n:
Calculemos la norma de Vgf(x, ω), usando en la fo´rmula de Parseval,
‖Vgf(x, ω)‖22 =
∫
Rd
(∫
Rd
|f̂ · Txg(ω)|2dω
)
dx =
∫
Rd
(∫
Rd
|f · Txg(y)|2dy
)
dx
=
∫
Rd
|f(y)|2
(∫
Rd
|g(y − x)|2dx
)
dy =
∫
Rd
|f(y)|2‖g‖2dy
= ‖g‖2‖f‖2 <∞.

Definicio´n 1.2.4 Sea g ∈ L2(Rd) una ventana no nula y α, β > 0 para´metros cua-
lesquiera, llamamos sistema de Gabor al conjunto de cambios tiempo-frecuencia:
G(g, α, β) = {TαkMβng : k, n ∈ Zd}. (1.16)
Si G(g, α, β) es un frame para L2(Rd), diremos que es un frame de Gabor o
de Weyl-Heisenberg.
Veamos que, efectivamente, es posible definir un frame a partir de un sistema de
Gabor.
Teorema 1.2.5 Sea g : R → R una funcio´n continua cuyo soporte es el intervalo
[0, 1], y tal que g(x) > 0 para todo x ∈ (0, 1). Entonces para cada 0 < α, β < 1 se
cumple que
{MmβTnαg}n,m∈Z
es un frame de L2(R).
Demostracio´n:
Supongamos primero que f es continua y tiene soporte compacto. Entonces
〈f,MmβTnαg〉 =
∫ ∞
−∞
f(x)g(x− nα)e−2pi imβx dx
=
∑
k∈Z
∫ k+1
β
k
β
f(x)g(x− nα)e−2pi imβx dx
=
∫ 1
β
0
Fn(x)e
−2pi imβx,
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siendo
Fn(x) =
∑
k∈Z
f
(
x− k
β
)
g
(
x− nα− k
β
)
una funcio´n perio´dica y de per´ıodo 1
β
. En otras palabras, 〈f,MmβTnαg〉 es un coefi-
ciente de Fourier de la funcio´n Fn. Por tanto∑
m∈Z
|〈f,MmβTnαg〉|2 = 1
β
∫ 1
β
0
|Fn(x)|2 dx.
Adema´s,
∑
n∈Z |Fn(x)|2 coincide con∑
n∈Z
(∑
`
∑
k
f
(
x− `
β
)
g
(
x− nα− `
β
)
f
(
x− k
β
)
g
(
x− nα− k
β
))
.
Por tener f soporte compacto, fijados x ∈ R y n ∈ Z, el sumatorio doble ∑`∑k
so´lo tiene un nu´mero finito de te´rminos no nulos. Adema´s, si k 6= `, entonces g(x−
nα− `
β
)g(x−nα− k
β
) = 0 debido a que el soporte de g esta´ incluido en un intervalo
de longitud 1 y 1
β
> 1. Por tanto
∑
n∈Z
|Fn(x)|2 =
∑
n∈Z
∑
k∈Z
∣∣∣∣f(x− kβ )
∣∣∣∣2 · ∣∣∣∣g(x− nα− kβ )
∣∣∣∣2 .
De aqui deducimos que
∑
n∈Z
∫ 1
β
0
|Fn(x)|2 dx =
∑
n∈Z
∫
R
|f(x)|2 · |g(x− nα)|2 dx
=
∫
R
|f(x)|2 ·G(x) dx,
siendo
G(x) =
∑
n∈Z
|g(x− nα)|2 .
Para concluir, es suficiente observar que, por ser 0 < α < 1 y por las propiedades
de g, existen constantes A,B > 0 tales que A ≤ G(x) ≤ B.

El operador frame asociado, al que llamaremos operador frame de Gabor,
tiene la forma
Sf =
∑
k,n∈Zd
〈f, TαkMβng〉TαkMβng =
∑
k,n∈Zd
Vgf(αk, βn)MβnTαkg
Escribiremos Sα,βg,g o Sg,g segu´n sea necesario enfatizar la dependencia del opera-
dor frame de g, α y β.
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Observemos que, en la definicio´n del operador frame de Gabor, el orden de la
modulacio´n y la traslacio´n no es importante, ya que TxMω = e
−2piixωMωTx y, por lo
tanto,
〈f, TαkMβng〉TαkMβng = 〈f, e−2piiβnαkMβnTαkg〉e−2piiβnαkMβnTαkg
= e2piiβnαk〈f,MβnTαkg〉e−2piiβnαkMβnTαkg
= 〈f,MβnTαkg〉MβnTαkg.
El orden natural en el contexto STFT es MωTx, mientras que el orden TxMω
es ventajoso para la representacio´n teo´rica. En general para los frames de Gabor
usaremos TαkMβn.
Veamos ahora que forma tienen los frames duales para los frames de Gabor.
Nota 1.2.6 Sean α y β para´metros y r, s, k, n ∈ Zd. Entonces tenemos que
(TαrMβs)
−1TαkMβn = e−2piiαβ(k−r)sTα(k−r)Mβ(n−s).
Adema´s, dadas las funciones f y g, tambie´n tenemos que:
〈TαrMβsf, TαkMβng〉 = e2pi iβsα(k−r)〈f, Tα(k−r)Mβ(n−s)g〉.
Proposicio´n 1.2.7 Si G(g, α, β) es un frame de L2(Rd), entonces existe una ven-
tana dual γ ∈ L2(Rd) tal que el frame dual de G(g, α, β) es G(γ, α, β). Consecuente-
mente, toda f ∈ L2(Rd) posee los desarrollos:
f =
∑
k,n∈Zd
〈f, TαkMβng〉TαkMβnγ (1.17)
y
f =
∑
k,n∈Zd
〈f, TαkMβnγ〉TαkMβng (1.18)
con convergencia incondicional en L2(Rd). Adema´s se tienen las siguientes relacio-
nes
A‖f‖22 ≤
∑
k,n∈Zd
|Vgf(αk, βn)|2 ≤ B‖f‖22,
B−1‖f‖22 ≤
∑
k,n∈Zd
|〈f, TαkMβnγ〉|2 ≤ A−1‖f‖22.
Demostracio´n:
Veamos que el operador frame de Gabor S = Sα,βg,g conmuta con los cambios de
tiempo-frecuencia TαrMβs. Sea f ∈ L2(Rd) y r, s ∈ Zd,
(TαrMβs)
−1S(TαrMβsf) =
∑
k,n∈Zd
〈TαrMβsf, TαkMβng〉(TαrMβs)−1TαkMβng.
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Utilizando la Nota 1.2.6 obtenemos que
(TαrMβs)
−1 S (TαrMβsf)
=
∑
k,n∈Zd
e2pi iβsα(k−r)〈f, Tα(k−r)Mβ(n−s)g〉e−2piiαβ(k−r)sTα(k−r)Mβ(n−s)g
=
∑
k,n∈Zd
〈f, Tα(k−r)Mβ(n−s)g〉Tα(k−r)Mβ(n−s)g
Y dado que r y s son prefijados y k y n recorren todo Zd, podemos renombrar
los ı´ndices y llegamos a
(TαrMβs)
−1S(TαrMβsf) = Sf.
Consecuentemente, S−1 conmuta con TαrMβs, por lo que el frame dual consiste
en la funcio´n
S−1(TαrMβsg) = TαrMβs(S−1g)
As´ı, tomamos γ = S−1g como la ventana dual. El resto de afirmaciones se dedu-
cen del Corolario 1.1.11.

Definicio´n 1.2.8 A la ventana definida como
γ◦ = S−1g
la llamaremos ventana dual cano´nica de g.
Corolario 1.2.9 Si G(g, α, β) es un frame para L2(Rd) con ventana dual γ =
S−1g ∈ L2(Rd), entonces el operador frame inverso viene dado por
S−1g,gf = Sγ,γf =
∑
k,n∈Zd
〈f, TαkMβnγ〉TαkMβnγ.
Recordemos ahora la fo´rmula de inversio´n para la STFT.
Nota 1.2.10 Fo´rmula de inversio´n para la STFT Sean g, γ ∈ L2(Rd) tales
que 〈g, γ〉 6= 0. Entonces, para toda f ∈ L2(Rd) tenemos que
f =
1
〈g, γ〉
∫
Rd
∫
Rd
Vgf(x, ω)MωTxγdωdx.
La Proposicio´n 1.2.7 proviene de una representacio´n tiempo-frecuencia discreta
de sen˜ales. Si G(g, α, β) es un frame las expresiones (1.17) y (1.18) son versiones
discretas de la fo´rmula de inversio´n para el STFT.
Adema´s, (1.18) es un desarrollo de Gabor de f con los coeficientes cano´nicos
ckn = 〈f, TαkMβnγ〉. El desarrollo (1.17) tambie´n lo podemos escribir como
f =
∑
k,n∈Zd
Vgf(αk, βn)MβnTαkγ, (1.19)
que es una reconstruccio´n expl´ıcita de f con las muestras de la STFT.
Cap´ıtulo 2
Existencia de Frames de Gabor
En este cap´ıtulo veremos algunas condiciones sobre la funcio´n g y los para´metros
α y β del sistema de Gabor G(g, α, β) presentado en el cap´ıtulo anterior, que hacen
que podamos afirmar que e´ste es un frame de Gabor.
2.1. El espacio de Wiener
Definimos el espacio de Wiener y vemos algunas de las equivalencias entre las
normas que podemos definir sobre e´l.
Definicio´n 2.1.1 Decimos que una funcio´n g ∈ L∞(Rd) pertenece al espacio de
Wiener, W = W (Rd), si
‖g‖W =
∑
n∈Zd
‖g · TnχQ‖∞ <∞,
donde Q = [0, 1]d. El subespacio del espacio de Wiener de las funciones continuas
lo denotaremos como W0(Rd).
El espacio de Wiener contiene todas las funciones acotadas con soporte compacto.
Por lo tanto, el espacio de Wiener es un subconjunto denso para cada Lp(Rd),
1 ≤ p ≤ ∞. La inclusio´n viene dada por
‖f‖p =
(∑
n∈Zd
∫
n+Q
|f(x)|pdx
)1/p
≤
(∑
n∈Zd
‖f · TnχQ‖p∞
)1/p
≤
∑
n∈Zd
‖f · TnχQ‖∞ = ‖f‖W ,
y
‖f‖∞ ≤
∑
n∈Zd
‖f · TnχQ‖∞ = ‖f‖W .
Lema 2.1.2 Los espacios W (Rd) y W0(Rd) son espacios de Banach.
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Demostracio´n:
Sea {fn}n∈N ⊂ W (Rd) de Cauchy. Para ε > 0 sabemos que existe n0 ∈ N tal que,
para todo n,m ≥ n0,
ε
2
> ‖fn − fm‖W =
∑
j∈Zd
‖(fn − fm)TjχQ‖∞. (2.1)
Por lo tanto, sabemos que ε
2
> ‖(fn − fm)TjχQ‖∞, para todo j ∈ Zd.
Consideramos, para cada j ∈ Zd, la sucesio´n {fnTjχQ} ⊂ L∞(Q + j), que es
una sucesio´n de Cauchy en un espacio completo. Sea, para cada j ∈ Zd, f j =
l´ımn→∞ fnTjχQ y consideramos f ∈ L∞(Rd), tal que fTjχQ = f j, Notemos que las
fronteras de cada cubo tienen medida nula, por lo que no afectan a la norma supremo.
Ahora, fijamos n ∈ N en (2.1) y hacemos tender m ∈ N a infinito en las sumas
parciales, obteniendo
ε >
ε
2
≥
∑
j∈Zd
‖(fn − f j)TjχQ‖∞.
Por otro lado, sabemos que∑
j∈Zd
‖fTjχQ‖∞ =
∑
j∈Zd
‖f j‖∞ ≤
∑
j∈Zd
‖f j − fnTjχQ‖∞ +
∑
j∈Zd
‖fnTjχQ‖∞
< ε+
∑
j∈Zd
‖fnTjχQ‖∞ <∞.
As´ı, podemos afirmar que l´ımn→∞ fn = f ∈ W (Rd); es decir, que W (Rd) es un
espacio de Banach.
Consideramos ahora la sucesio´n en W0(Rd), {fn}n ⊂ W (Rd) de Cauchy. Sabe-
mos que existe f ∈ W (Rd) tal que l´ımn→∞ fn = f . Adema´s como {fn}n converge
uniformemente a f , dado que la norma supremo es menor o igual que la norma de
Wiener, podemos afirmar que f es continua. Con lo que tenemos que f ∈ W0(Rd).

Queremos ver que la norma definida en W (Rd),
‖g‖W =
∑
n∈Zd
‖g · TnχQ‖∞,
es equivalente a ∫
Rd
‖g · TxχQ‖∞dx.
Lema 2.1.3 Para todo Q′ = [a, b]d, con b− a ≥ 1, la expresio´n∑
n∈Zd
‖g · TnχQ′‖∞
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nos da una norma equivalente a
‖g‖W =
∑
n∈Zd
‖g · TnχQ‖∞.
Demostracio´n:
Sabemos que existen I, J ⊂ Zd tales que
Q ⊂
⋃
i∈I
i+Q′, (2.2)
Q′ ⊂
⋃
j∈J
j +Q. (2.3)
Dado que Q y Q′ son compactos podemos suponer I, J finitos.No hay problema
en tomarlos subconjuntos de Zd, dado que b− a ≥ 1.
De (2.2) se deduce χQ ≤
∑
i∈I TiχQ′ , donde I es un conjunto finito, por lo que∑
n∈Zd
‖g · TnχQ‖∞ ≤
∑
n∈Zd
‖g · Tn
∑
i∈I
TiχQ′‖∞ ≤
∑
n∈Zd
∑
i∈I
‖g · Tn+iχQ′‖∞
=
∑
i∈I
∑
n∈Zd
‖g · Tn+iχQ′‖∞ =
∑
i∈I
∑
n∈Zd
‖g · TnχQ′‖∞
= card(I)
∑
n∈Zd
‖g · TnχQ′‖∞.
Podemos intercambiar los sumatorios porque sabemos que convergen. Y con un
i ∈ Zd fijado, dado que n recorre todo Zd, es lo mismo sumar en n que en n+ i. De
forma ana´loga, a partir de (2.3), llegamos a∑
n∈Zd
‖g · TnχQ′‖∞ ≤ card(J)
∑
n∈Zd
‖g · TnχQ‖∞.

Lema 2.1.4 Para todo Q′ = [a, b]d, con b− a ≥ 1, la expresio´n∫
Rd
‖g · TxχQ′‖∞dx
nos da una norma equivalente a∫
Rd
‖g · TxχQ‖∞dx.
Demostracio´n:
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De (2.2) sabemos χQ ≤
∑
i∈I TiχQ′ , por lo tanto tenemos que∫
Rd
‖g · TxχQ‖∞dx ≤
∫
Rd
‖g · Tx
∑
i∈I
TiχQ′‖∞dx ≤
∫
Rd
∑
i∈I
‖g · Tx+iχQ′‖∞dx
=
∑
i∈I
∫
Rd
‖g · Tx+iχQ′‖∞dx =
∑
i∈I
∫
Rd
‖g · TxχQ′‖∞dx
= card(I)
∫
Rd
‖g · TxχQ′dx‖∞
Podemos sacar el sumatorio de la integral dado que e´ste es finito y, con un i
fijado, podemos hacer el cambio de variable x+ i→ x . De forma ana´loga, a partir
de (2.3), llegamos a∫
Rd
‖g · TxχQ′‖∞dx ≤ card(J)
∫
Rd
‖g · TxχQ‖∞dx.

Lema 2.1.5 La norma que hemos definido en W (Rd)
‖g‖W =
∑
n∈Zd
‖g · TnχQ‖∞
es equivalente a ∫
Rd
‖g · TxχQ‖∞dx.
Demostracio´n:
Sea g ∈ W (Rd), Entonces,∫
Rd
‖g · TxχQ‖∞dx =
∑
n∈Zd
∫
n+Q
‖g · TxχQ‖∞dx ≤
∑
n∈Zd
∫
n+Q
‖g · Tnχ2Q‖∞dx
=
∑
n∈Zd
‖g · Tnχ2Q‖∞
∫
n+Q
dx =
∑
n∈Zd
‖g · Tnχ2Q‖∞
≤ K
∑
n∈Zd
‖g · TnχQ‖∞,
para K ∈ R, por el Lema 2.1.3, ya que cuando y ∈ x + Q, tenemos que g(y) ·
TxχQ(y) = g(y), y x + Q ⊂ n + 2k dado que x se mueve en n + Q. As´ı, podemos
afirmar que g · TxχQ ≤ g · Tnχ2Q.
Por otro lado, por el Lema 2.1.4, sabemos que existe M ∈ R tal que
M
∫
Rd
‖g · TxχQ‖∞dx ≥
∫
Rd
‖g · TxχP‖∞dx,
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donde P = [−1, 1]d. Sea P ′ = [−1
2
, 1
2
]d, tenemos que si x ∈ n+P ′, entonces x−n ∈ P ′.
Con lo que P ′ ⊂ (x− n) + P y, por lo tanto, n+ P ′ ⊂ x+ P . As´ı, podemos deducir
lo siguiente:∫
Rd
‖g · TxχP‖∞dx =
∑
n∈Zd
∫
n+P ′
‖g · TxχP‖∞dx ≥
∑
n∈Zd
∫
n+P ′
‖g · TnχP ′‖∞dx
=
∑
n∈Zd
‖g · TnχP ′‖∞
∫
n+P ′
dx ≥ N
∑
n∈Zd
‖g · TnχQ‖∞,
para N ∈ R, por el Lema 2.1.3.

Corolario 2.1.6 Sea φ ≥ 0 una funcio´n acotada con soporte compacto y tal que
φ ≥ M ≥ 0 en algu´n abierto acotado no vac´ıo A. Entonces la norma definida en
W (Rd)
‖g‖W =
∑
n∈Zd
‖g · TnχQ‖∞
es equivalente a ∫
Rd
‖g · Txφ‖∞dx.
Demostracio´n:
Podemos encontrar un compacto U ⊂ A, de forma que φ|U ≥ M > 0. Por
lo tanto, existe un subconjunto finito I ⊂ Rd tal que Q ⊂ ⋃y∈I{y + U}, con lo
que tenemos que χQ ≤
∑
y∈I TyχU ≤ 1M
∑
y∈I Tyφ. As´ı, podemos hacer el siguiente
desarrollo∫
Rd
‖g · TxχQ‖∞dx ≤ 1
M
∫
Rd
‖g · Tx
∑
y∈I
Tyφ‖∞ ≤ 1
M
∑
y∈I
∫
Rd
‖g · Tx+yφ‖∞dx
=
1
M
∑
y∈I
∫
Rd
‖g · Txφ‖∞dx = card(I)
M
∫
Rd
‖g · Txφ‖∞dx.
Por otro lado, podemos encontrar un compacto V tal que int(sop(φ)) ⊂ V y
N ≥ φ|V ≥ 0. Luego existira´ un subconjunto finito J ⊂ Rd tal que V ⊂
⋃
y∈J{y+Q},
con lo que tenemos que 1
N
φ ≤ χV ≤
∑
y∈J TyχQ. As´ı, podemos hacer el siguiente
desarrollo∫
Rd
‖g · Txφ‖∞dx ≤ N
∫
Rd
‖g · Tx
∑
y∈J
TyχQ‖∞ ≤ N
∑
y∈J
∫
Rd
‖g · Tx+yχQ‖∞dx
=
card(J)
N
∫
Rd
‖g · TxχQ‖∞dx.

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Nota 2.1.7 El espacio de Wiener W (Rd) es un a´lgebra de Banach bajo la multipli-
cacio´n punto a punto y respecto de la norma∫
Rd
‖g · TxχQ‖∞dx.
Lema 2.1.8 Si g ∈ W (Rd) y γ > 0 entonces:
ess sup
x∈Rd
∑
n∈Zd
|g(x− γn)| ≤
(
1
γ
+ 1
)d
‖g‖W .
Demostracio´n:
Dado γ > 0, sabemos que en un intervalo de longitud 1 podemos encontrar un
ma´ximo de
(
1
γ
+ 1
)
puntos distintos con distancia mı´nima entre ellos γ. Por lo tanto
cada cubo k + Q =
∏d
j=1[kj, kj + 1] contiene, como mucho,
(
1
γ
+ 1
)d
puntos de la
forma x − γn, con n ∈ Zd, para x ∈ Rd. As´ı, si x − γn ∈ k + Q, tenemos que
|g(x− γn)| ≤ ‖g · TkχQ‖∞. Por lo tanto, para todo x ∈ Rd, se tiene que∑
n∈Zd
|g(x− γn)| ≤
∑
k∈Zd
(
1
γ
+ 1
)d
‖g · TkχQ‖∞ =
(
1
γ
+ 1
)d
‖g‖W .

2.2. Acotacio´n del operador frame de Gabor
En esta seccio´n veremos condiciones que nos dan la acotacio´n de los operadores
s´ıntesis, ana´lisis y frame.
Para ayudarnos a detallar el estudio del operador frame de Gabor formularemos
el test de Schur. Este test nos proporcionara´ condiciones que implican la acotacio´n
de un matriz infinita o de un operador integral.
Lema 2.2.1 Lema de Schur (versio´n matrices). Sea (ajk)j,k∈J una matriz
infinita con los indices en J tal que
sup
j∈J
∑
k∈J
|ajk| ≤ K1, (2.4)
y
sup
k∈J
∑
j∈J
|ajk| ≤ K2. (2.5)
Entonces el operador A definido por la multiplicacio´n matriz-vector (Ac)j =∑
k∈J ajkck es acotado de `p(J) a `p(J) para 1 ≤ p ≤ ∞. Adema´s, la norma del
operador A esta´ acotada por
‖A‖ ≤ K1/p′1 K1/p2 , (2.6)
donde 1
p
+ 1
p′ = 1.
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Demostracio´n:
Aplicando la desigualdad de Ho¨lder, con 1
p
+ 1
p′ = 1, tenemos que
|(Ac)j| =
∣∣∣∣∣∑
k∈J
ajkck
∣∣∣∣∣ =
∣∣∣∣∣∑
k∈J
(a
1/p′
jk )(a
1/p
jk ck)
∣∣∣∣∣ ≤
(∑
k∈J
|a1/p′jk |p
′
)1/p′ (∑
k∈J
|a1/pjk ck|p
)1/p
=
(∑
k∈J
|ajk|
)1/p′ (∑
k∈J
|ajk‖ck|p
)1/p
.
Ahora, al sumar sobre j utilizando las cotas de (2.4) y (2.5), y empleando el lema
de Fubini, deducimos la acotacio´n de Acomo sigue:
‖Ac‖pp ≤
∑
j∈J
(∑
k∈J
|ajk|
)p/p′ (∑
k∈J
|ajk‖ck|p
)p/p
≤
∑
j∈J
K
p/p′
1
∑
k∈J
|ajk‖ck|p
≤ Kp/p′1
∑
k∈J
(∑
j∈J
|ajk|
)
|ck|p ≤ Kp/p
′
1 K2
∑
k∈J
|ck|p = Kp/p
′
1 K2‖c‖pp.
As´ı, tenemos que
‖A‖ = sup{‖Ac‖p : ‖c‖p = 1}
≤ sup{K1/p′1 K1/p2 ‖c‖p : ‖c‖p = 1} = K1/p
′
1 K
1/p
2 .

Lema 2.2.2 Lema de Schur (versio´n operadores integrales). Sea k(x, y)
una funcio´n medible en R2d que satisface las condiciones
sup
x∈Rd
∫
Rd
|k(x, y)|dy ≤ K1, (2.7)
y
sup
y∈Rd
∫
Rd
|k(x, y)|dx ≤ K2. (2.8)
Entonces el operador integral A definido por
Af(x) =
∫
Rd
k(x, y)f(y)dy
es acotado de Lp(Rd) a Lp(Rd) para 1 ≤ p ≤ ∞. Adema´s, la norma del operador A
esta´ acotada por
‖A‖ ≤ K1/p′1 K1/p2 . (2.9)
donde 1
p
+ 1
p′ = 1.
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Demostracio´n:
Aplicando la desigualdad de Ho¨lder, con 1
p
+ 1
p′ = 1 ,utilizando las cotas de (2.7)
y (2.8), y empleando el lema de Fubini, deducimos que
‖Af‖pp =
∫
Rd
∣∣∣∣∫
Rd
k(x, y)f(y)dy
∣∣∣∣p dx ≤ ∫
Rd
(∫
Rd
(|k(x, y)|1/p′)(|k(x, y)|1/p|f(y)|)dy
)p
dx
≤
∫
Rd
((∫
Rd
(|k(x, y)|1/p′)p′dy
)1/p′ (∫
Rd
(|k(x, y)|1/p|f(y)|)pdy
)1/p)p
dx
≤
∫
Rd
K
p/p′
1
∫
Rd
|k(x, y)‖f(y)|pdy dx = Kp/p′1
∫
Rd
(∫
Rd
|k(x, y)|dx
)
|f(y)|pdy
≤ Kp/p′1 K2
∫
Rd
|f(y)|pdy = Kp/p′1 K2‖f‖pp.
As´ı, tenemos que
‖A‖ = sup{‖Af‖p : ‖f‖p = 1}
≤ sup{K1/p′1 K1/p2 ‖f‖p : ‖f‖p = 1} = K1/p
′
1 K
1/p
2 .

El siguiente lema y su corolario nos sera´n de gran utilidad para probar los resul-
tados que buscamos.
Lema 2.2.3 Si f ∈ L1(Rd), para cada α > 0, se tiene que la serie∑
k∈Zd
f(x+ αk)
converge absolutamente para casi todo x ∈ [0, α]d y∫
Rd
f(x)dx =
∫
[0,α]d
(∑
k∈Zd
f(x+ αk)
)
dx.
Demostracio´n:
Como los cubos αk + [0, α]d, para cada k ∈ Zd, se solapan so´lo en conjuntos de
medida nula, tenemos que∫
Rd
|f(x)|dx =
∑
k∈Zd
∫
αk+[0,α]d
|f(x)|dx =
∑
k∈Zd
∫
[0,α]d
|f(x+ αk)|dx
=
∑
k∈Zd
∫
Rd
|f(x+ αk)χ[0,α]d |dx =
∑
k∈Zd
‖fk‖1,
donde fk(x) = f(x + αk)χ[0,α]d . Como sabemos que f ∈ L1(Rd), tenemos que∑
k∈Zd ‖fk‖1 es finito. Ahora, aplicando el teorema de la convergencia mono´tona
tenemos que
∞ >
∑
k∈Zd
∫
Rd
|f(x+ αk)χ[0,α]d |dx =
∫
Rd
∑
k∈Zd
|f(x+ αk)χ[0,α]d |dx.
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Por lo tanto,
∑
k∈Zd |f(x + αk)| converge para casi todo x ∈ [0, α]d. Por otro
lado, aplicando el teorema de la convergencia dominada concluimos que∫
Rd
f(x)dx =
∑
k∈Zd
∫
Rd
f(x+ αk)χ[0,α]ddx =
∫
Rd
(∑
k∈Zd
f(x+ αk)
)
χ[0,α]ddx
=
∫
[0,α]d
(∑
k∈Zd
f(x+ αk)
)
dx,
como quer´ıamos.

Corolario 2.2.4 Sea f ∈ L2(Rd) y α > 0, podemos definir la sucesio´n
{Tkαf(x) = f(x− kα) : k ∈ Zd},
que pertenece a `2(Zd), para casi todo x ∈ Rd.
Demostracio´n:
Si f ∈ L2(Rd), tenemos que f 2 ∈ L1(Rd) y, aplicando el Lema 2.2.3, deducimos
que
∞ >
∑
k∈Zd
|f 2(x+ αk)| =
∑
k∈Zd
f 2(x+ αk) = ‖{Tkαf(x)}k∈Zd‖2,
es decir, {Tkαf(x)}k∈Zd ∈ `2(Zd), para casi todo x ∈ Rd.

Introducimos una definicio´n que necesitaremos para desarrollar la prueba de la
siguiente proposicio´n.
Definicio´n 2.2.5 Sea g ∈ L2(Rd) y α, β > 0. Definimos la matriz Γ(x) como
Γ(x) = (Γjk(x))j,k∈Zd ,
siendo
Γjk(x) =
∑
r∈Zd
g
(
x− αk − r
β
)
g
(
x− αj − r
β
)
.
Cada una de estas series converge absolutamente, por el Lema 2.2.3.
Hablaremos del operador Γ(x) refirie´ndonos al operador que actu´a multiplicando
la matriz Γ(x) por los elementos de `2(Zd).
Presentamos ahora las consecuencias que provoca sobre los operadores de s´ıntesis,
ana´lisis y frame, el hecho de tomar la funcio´n g del sistema de Gabor en el espacio
de Wiener.
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Proposicio´n 2.2.6 Si g ∈ W (Rd) y α, β > 0, entonces el operador de s´ıntesis de
Gabor,
Dg,α,βc =
∑
k,n∈Zd
cknTαkMβng,
es acotado de `2(Z2d) en L2(Rd). Adema´s su norma satisface
‖Dg,α,β‖ ≤
(
1
α
+ 1
)d/2(
1
β
+ 1
)d/2
‖g‖W .
Demostracio´n:
Suponemos que c ∈ `2(Z2d) tiene soporte finito y consideramos el polinomio
trigonome´trico
mk(x) =
∑
n∈Zd
ckne
2pi iβn(x−αk).
Este mk es
1
β
Z2d-perio´dico y su norma es
‖mk‖2L2(Q1/β) =
∫
[0,1/β]d
|mk(x)|2dx = β−d
∑
n∈Zd
|ckn|2.
Adema´s, so´lo un nu´mero finito de mk’s son distintos de cero. Por otro lado,
denotamos
f =
∑
k,n∈Zd
cknTαkMβng =
∑
k∈Zd
mkTαkg.
Calculamos la norma de f , aplicando el Lema 2.2.3,
‖f‖22 =
∫
Rd
|f(x)|2dx =
∫
Rd
∑
j,k∈Zd
mk(x)g(x− αk)mj(x)g(x− αj)dx
=
∑
j,k∈Zd
∫
Q1/β
mk(x)mj(x)
∑
r∈Zd
g
(
x− αk − r
β
)
g
(
x− αj − r
β
)
dx
=
∑
j,k∈Zd
∫
Q1/β
mk(x)mj(x) Γjk(x)dx. (2.10)
Veamos que los operadores Γ(x) son acotados en `2(Zd). Utilizaremos el test de
Schur.
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Por un lado, utilizando el Lema 2.1.8, tenemos que, para casi todo x ∈ Rd,∑
j∈Zd
|Γj,k(x)| ≤
∑
j∈Zd
∑
r∈Zd
∣∣∣∣g(x− αk − rβ
)∣∣∣∣ ∣∣∣∣g(x− αj − rβ
)∣∣∣∣
=
∑
r∈Zd
∑
j∈Zd
∣∣∣∣g((x− rβ
)
− αj
)∣∣∣∣
 ∣∣∣∣g(x− αk − rβ
)∣∣∣∣
≤
∑
r∈Zd
((
1
α
+ 1
)d
‖g‖W
)∣∣∣∣g(x− αk − rβ
)∣∣∣∣
=
((
1
α
+ 1
)d
‖g‖W
)∑
r∈Zd
∣∣∣∣g((x− αk)− rβ
)∣∣∣∣
≤
((
1
α
+ 1
)d
‖g‖W
)(
(β + 1)d ‖g‖W
)
.
Por otro lado, como sabemos que Γjk(x) = Γkj(x), tenemos que |Γjk(x)| =
|Γkj(x)| = |Γkj(x)|, de lo que se deduce que∑
j∈Zd
|Γk,j(x)| ≤
(
1
α
+ 1
)d
(β + 1)d ‖g‖2W .
Aplicando el test de Schur, tenemos que, para casi todo x, el operador Γ(x) es
acotado de `p(Zd) en `p(Zd), para 1 ≤ p ≤ ∞, y adema´s su norma esta´ acotada por
‖Γ(x)‖ ≤
(
1
α
+ 1
)d
(β + 1)d ‖g‖2W := k(α, β, g).
Por lo tanto, para casi todo x,
0 ≤
∑
j,k∈Zd
mk(x)mj(x)Γjk(x) ≤ k(α, β, g)
∑
k∈Zd
|mk(x)|2.
Aplicando esto a (2.10), tenemos que
‖Dg,α,βc‖22 = ‖f‖22 =
∫
Q1/β
∑
j,k∈Zd
mk(x)mj(x)Γjk(x)dx
≤ k(α, β, g)
∑
k∈Zd
∫
Q1/β
|mk(x)|2dx
=
(
1
α
+ 1
)d
(β + 1)d ‖g‖2Wβ−d
∑
k,n∈Zd
|ckn|2.
Concluiremos que
‖Dg,α,β‖ ≤
(
1
α
+ 1
)d/2(
1
β
+ 1
)d/2
‖g‖W .
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
Corolario 2.2.7 Si g ∈ W (Rd), entonces Cg,α,β := D∗g,α,β : L2(Rd) → `2(Z2d) y
Sg,g := DgCg : L
2(Rd)→ L2(Rd) son operadores acotados con norma
‖Cg,α,β‖ ≤
(
1
α
+ 1
)d/2(
1
β
+ 1
)d/2
‖g‖W ,
y
‖Sg,g‖ ≤
(
1
α
+ 1
)d(
1
β
+ 1
)d
‖g‖2W .
Demostracio´n:
Por un lado,
‖Cg,α,β‖ = ‖C∗g,α,β‖ = ‖Dg,α,β‖ ≤
(
1
α
+ 1
)d/2(
1
β
+ 1
)d/2
‖g‖W .
Por otro
‖Sg,g‖ = ‖C∗g,α,βCg,α,β‖ ≤ ‖Dg,α,β‖‖Cg,α,β‖ ≤
(
1
α
+ 1
)d(
1
β
+ 1
)d
‖g‖2W .

Estos resultados tambie´n se pueden obtener cuando es la transformada de Fourier
de g la que pertenece al espacio de Wiener.
Corolario 2.2.8 Si ĝ ∈ W (Rd), entonces Dg,α,β, Cg,α,β y Sg,g son operadores aco-
tados y
‖Dg,α,β‖ ≤
(
1
α
+ 1
)d/2(
1
β
+ 1
)d/2
‖ĝ‖W .
Demostracio´n:
Sea c ∈ `2(Z2d), tenemos que
‖Dg,α,βc‖2 = ‖ ̂(Dg,α,βc)‖2 = ‖
∑
k,n∈Zd
cknM−αkTβnĝ‖2 = ‖Dĝ,α,β c˜‖2
≤
(
1
α
+ 1
)d/2(
1
β
+ 1
)d/2
‖ĝ‖W‖c˜‖2,
donde c˜kn = c−nke2pi iαβkn. Por lo tanto, ‖c˜‖2 = ‖c‖2 y obtenemos que
‖Dg,α,βc‖2 ≤
(
1
α
+ 1
)d/2(
1
β
+ 1
)d/2
‖ĝ‖W‖c‖2.
As´ı, podemos deducir
‖Dg,α,β‖ ≤
(
1
α
+ 1
)d/2(
1
β
+ 1
)d/2
‖ĝ‖W ,
como quer´ıamos.
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
Corolario 2.2.9 Si g ∈ W (Rd) o ĝ ∈ W (Rd), entonces la matriz de Gram
G = (〈TαkMβng, Tαk′Mβn′g〉)(k,n),(k′,n′)∈J ,
con ı´ndices en J×J , siendo J = Z2d, asociada al sistema de Gabor G(g, α, β), define
un operador acotado en `2(Z2d).
Demostracio´n:
Es suficiente aplicar los corolarios 2.2.7 y 2.2.8, dado que G = D∗D.

Aunque nuestra funcio´n g no pertenezca al espacio de Wiener, de la acotacio´n
del operador Γ(x) tambie´n se pueden deducir propiedades del operador de s´ıntesis.
Proposicio´n 2.2.10 Sea g ∈ L2(Rd) y α, β > 0. Entonces Dg,α,β es acotado de
`2(Z2d) en L2(Rd) si
ess sup
x∈Rd
‖Γ(x)‖ <∞
Demostracio´n:
Si Dg,α,β es no acotado, para cada N ≥ 1, existe una sucesio´n de soporte finito
c(N) tal que
‖Dc(N)‖22 ≥ N‖c(N)‖22
En te´rminos de polinomios trigonome´tricos,m
(N)
k (x) =
∑
n∈Zd c
(N)
kn e
−2pi iαβkne2pi iβnx;
esto significa, por la prueba de la Proposicio´n 2.2.6, que∫
Q1/β
∑
j,k∈Zd
m
(N)
k (x)m
(N)
j (x)Γjk(x)dx = ‖Dc(N)‖22 ≥ N‖c(N)‖22
= Nβd
∫
Q1/β
∑
k∈Zd
|m(N)k (x)|2dx
Como ambos integrandos son no negativos, existe un conjunto EN ⊂ Q1/β de
medida positiva tal que, para todo x ∈ EN ,
〈Γ(x)(m(N)k (x))k∈Zd , (m(N)k (x))k∈Zd〉 =
∑
j,k∈Zd
m
(N)
k (x)m
(N)
j (x)Γjk(x)dx
≥ Nβd
∑
k∈Zd
|m(N)k (x)|2 = Nβd‖(m(N)k (x))k∈Zd‖22.
Es decir, tenemos que
‖Γ(x)‖ ≥ Nβd,
para todo x ∈ EN , lo que es una contradiccio´n con la hipo´tesis de partida.

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2.3. Representacio´n de Walnut del operador fra-
me de Gabor
En esta seccio´n, presentaremos una versio´n de la representacio´n de Walnut del
operador frame de Gabor y algunas de sus propiedades, que nos sera´n de utilidad
ma´s adelante.
Dados g, γ ∈ L2(Rd) y α, β > 0, por abuso del lenguaje, nos referiremos a
Sg,γf = DγCgf =
∑
k,n∈Zd
〈f, TαkMβng〉TαkMβnγ
como el operador frame de Gabor.
Introducimos las funciones de correlacio´n y algunas de sus propiedades.
Definicio´n 2.3.1 Sean g, γ ∈ L2(Rd) y α, β > 0, la funcio´n correlacio´n del
par (g, γ) esta´ definida como
Gn(x) =
∑
k∈Zd
g(x− n
β
− αk)γ(x− αk),
para n ∈ Zd.
Por definicio´n, los Gn’s son periodizaciones de
(
Tn/βg
) · γ, con per´ıodo αZd,
entonces, por lo que segu´n el Lema 2.2.3, tenemos que Gn ∈ L1(Qα).
Lema 2.3.2 Si g, γ ∈ W (Rd), entonces Gn ∈ L∞(Rd) y∑
n∈Zd
‖Gn‖∞ ≤
(
1
α
+ 1
)d
(2β + 2)d‖g‖W‖γ‖W .
Demostracio´n:
Como ‖ (Tn/βg) ·γ‖W ≤ ‖g‖∞‖γ‖W tenemos que (Tn/βg) ·γ ∈ W (Rd). Aplicando
el Lema 2.1.8 a
(
Tn/βg
) · γ, observamos que
‖Gn‖∞ ≤
(
1
α
+ 1
)d
‖ (Tn/βg) · γ‖W .
Consecuentemente,∑
n∈Zd
‖Gn‖∞ ≤
(
1
α
+ 1
)d ∑
n∈Zd
‖ (Tn/βg) · γ‖W
=
(
1
α
+ 1
)d ∑
n∈Zd
∑
k∈Zd
‖(Tn/βg · TkχQ)(γ · TkχQ)‖∞
≤
(
1
α
+ 1
)d ∑
k∈Zd
(∑
n∈Zd
‖(Tn/βg · TkχQ)‖∞
)
‖(γ · TkχQ)‖∞.
2.3. REPRESENTACIO´N DE WALNUT 41
A continuacio´n vamos a intentar acotar cada te´rmino
∑
n∈Zd ‖(Tn/βgTkχQ)‖∞:
‖(Tn/βgTkχQ)‖∞ = ess sup
x∈−n
β
+k+Q
|g(x)| ≤
∑
l∈Ik,n
‖gT`χQ‖∞,
donde Ik,n =
{
` ∈ Zd :
(
−n
β
+ k +Q
)
∩ (`+Q) 6= ∅
}
. Cada ` ∈ Zd esta´, como
mucho, en (2β + 2)d de los Ik,n, entonces∑
n∈Zd
‖(Tn/βgTkχQ)‖∞ ≤ (2β + 2)d
∑
`∈Zd
‖gT`χQ‖∞
= (2β + 2)d‖g‖W ,
independientemente de k. As´ı, tenemos que∑
n∈Zd
‖Gn‖∞ ≤
(
1
α
+ 1
)d
(2β + 2)d‖g‖W
∑
k∈Zd
‖(γ · TkχQ)‖∞
=
(
1
α
+ 1
)d
(2β + 2)d‖g‖W‖γ‖W .

Ahora podemos probar el primer Teorema fundamental de representacio´n del
operador frame de Gabor, la representacio´n de Walnut [Wal92].
Teorema 2.3.3 Sea g, γ ∈ W (Rd) y sea α, β > 0. Entonces, el operador
Sg,γf =
∑
k,n∈Zd
〈f, TαkMβng〉TαkMβnγ,
lo podemos escribir como
Sg,γf = β
−d ∑
n∈Zd
GnTn/βf. (2.11)
Por otra parte, Sg,γ es acotado en todos los espacios L
p, 1 ≤ p ≤ ∞, con cota
para su norma
‖Sg,γ‖ ≤ 2p
(
1
α
+ 1
)d(
1
β
+ 2
)d
‖g‖W‖γ‖W .
Demostracio´n:
Escribimos Sg,γ de la siguiente forma
Sg,γf =
∑
k,n∈Zd
〈f,MβnTαkg〉MβnTαkγ. (2.12)
Ya vimos que en esta expresio´n podemos invertir el orden de la modulacio´n y
la traslacio´n. Sabemos que, para toda f ∈ L2(Rd), {〈f,MβnTαkg〉 : k, n ∈ Zd} ∈
`2(Z2d). Por lo tanto, la serie de Fourier
mk(x) =
∑
n∈Zd
̂(fTαkg)(βn)e2pi iβn·x =
∑
n∈Zd
〈f,MβnTαkg〉e2pi iβn·x (2.13)
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esta´ en L2(Q1/β) y es
1
β
Zd-perio´dica con norma en L2(Q1/β)
‖mk‖2L2(Q1/β) = β−d
∑
n∈Zd
|〈f,MβnTαkg〉|2.
Queremos ver que mk(x) es igual a β
−d∑
n∈Zd(f · Tαkg)
(
x− n
β
)
. Para ello, cal-
culamos los coeficientes de Fourier de β−d
∑
n∈Zd(f · Tαkg)
(
x− n
β
)
:
βd
∫
Q1/β
(∑
n∈Zd
(f · Tαkg)
(
x− n
β
))
e−2pi iβ`·xdx
=
∫
Rd
(f · Tαkg)(x)e−2pi iβ`·xdx = 〈f,Mβ`Tαkg〉.
Observamos, por la expresio´n (2.13), que ambas expresiones tienen los mismos
coeficientes de Fourier, de donde se deduce lo que busca´bamos,
mk(x) = β
−d ∑
n∈Zd
(f · Tαkg)
(
x− n
β
)
. (2.14)
Sustituimos (2.14) en (2.12) y obtenemos que
Sg,γf(x) =
∑
k∈Zd
(
β−d
∑
n∈Zd
f
(
x− n
β
)
g
(
x− αk − n
β
))
γ(x− αk).
Si f tiene soporte compacto, entonces para x ∈ Rd la suma sobre n es finita y
podemos intercambiar los sumatorios:
Sg,γf(x) =
∑
n∈Zd
β−d
(∑
k∈Zd
g
(
x− αk − n
β
)
γ(x− αk)
)
f
(
x− n
β
)
= β−d
∑
n∈Zd
Gn(x) · Tn/βf(x).
La acotacio´n en Lp(Rd) se tiene a trave´s de la desigualdad triangular y el Lema
2.3.2:
‖Sg,γf‖p ≤ β−d
∑
n∈Zd
‖Gn · Tn/βf‖p ≤ β−d
∑
n∈Zd
‖Gn‖∞‖Tn/βf‖p
= β−d
(∑
n∈Zd
‖Gn‖∞
)
‖f‖p.
As´ı, tenemos probado el resultado para funciones de soporte compacto, Y por la
densidad de estas, lo extendemos a todo el espacio Lp(Rd).

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Introducimos una definicio´n auxiliar que nos ayudara´ en el desarrollo de los
siguientes resultados.
Definicio´n 2.3.4 Para j, ` ∈ Zd definimos
Gj`(x) =
∑
k∈Zd
g
(
x− `
β
− αk
)
γ
(
x− j
β
− αk
)
. (2.15)
Vemos que la funcio´n correlacio´n es precisamente Gn(x) = G0,n(x) y que
Gn
(
x− j
β
)
= Gj,j+n(x). (2.16)
Corolario 2.3.5 Bajo las condiciones del Teorema 2.3.3, para toda f, h ∈ L2(Rd),
tenemos que
〈Sg,γf, h〉 =
∑
j,`∈Zd
β−d
∫
Q1/β
Gj`(x)T`/βf(x)Tj/βh(x)dx. (2.17)
Demostracio´n:
Primero, supondremos que f y h son funciones continuas, acotadas y de soporte
compacto en L2(Rd). Entonces, las sucesiones {Tj/βf(x) : j ∈ Zd} y {Tj/βh(x) : j ∈
Zd} tienen soporte finito.
Sustituyendo (2.11) y utilizando el argumento de la periodizacio´n con periodo
1
β
Zd obtenemos que
〈Sg,γf, h〉 = β−d
∫
Rd
(∑
n∈Zd
Gn(x)f
(
x− n
β
))
h(x)dx (2.18)
= β−d
∫
Q 1
β
∑
j∈Zd
(∑
n∈Zd
Gn
(
x− j
β
)
f
(
x− j + n
β
))
h
(
x− j
β
)
dx
Como la suma sobre j y n es finita, no necesitamos justificar el intercambio de
los sumatorios. Usando (2.16) y la sustitucio´n ` = j + n, (2.18) se puede expresar
como
〈Sg,γf, h〉 = β−d
∫
Q 1
β
∑
j,`∈Zd
Gj`(x)T`/βf(x)Tj/βh(x)dx,
como quer´ıamos.
Ahora, para extender la expresio´n (2.17) a cualquier f, h ∈ L2(Rd) considera-
mos el operador G(x), definido para casi todo x ∈ Rd, sobre las sucesiones por la
multiplicacio´n de matrices
(G(x)c)j =
∑
`∈Zd
Gj`(x)c`.
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Si g, γ ∈ W (Rd), usando el Lema 2.1.8 tenemos que, para casi todo x ∈ Rd ,∑
`∈Zd
|Gj`(x)| ≤
∑
`∈Zd
∑
k∈Zd
∣∣∣∣g(x− `β − αk
)∣∣∣∣ ∣∣∣∣γ (x− jβ − αk
)∣∣∣∣
=
∑
k∈Zd
(∑
`∈Zd
∣∣∣∣g(x− `β − αk
)∣∣∣∣
)
|γ
(
x− j
β
− αk
)
|
≤ (β + 1)d
(
1
α
+ 1
)d
‖g‖W‖γ‖W .
Esto nos da una estimacio´n similar para
∑
j∈Zd |Gjl(x)|. As´ı, por el Lema de Schur
2.2.1, para casi todo x ∈ Rd la matriz G(x) define un operador acotado de `p(Zd)
en `p(Zd), con 1 ≤ p ≤ ∞. Si h, l ∈ L2(Rd), por el Corolario 2.2.4, las sucesiones{
f
(
x− `
β
)
: ` ∈ Zd
}
y
{
h
(
x− `
β
)
: ` ∈ Zd
}
esta´n en `2(Zd) para casi todo x ∈ Rd,
y la representacio´n con matrices se mantiene para f, h ∈ L2(Rd) cualesquiera.

Cuando f y h son funciones acotadas y de soporte compacto, en la prueba,
necesitamos condiciones mucho ma´s de´biles en g y γ. Si g, γ ∈ L2(Rd), entonces
T`/βg · Tj/βγ ∈ L1(Rd) y, as´ı, la α-periodizacio´n Gj`(x) pertenece a L1(Qα) para
todo j, ` ∈ Zd. Por lo tanto, (2.17) se mantiene cuando f y h son funciones acotadas
y de soporte compacto.
Veamos ahora una proposicio´n que sera´ fundamental para demostrar el teorema
de dualidad de Ron y Shen.
Proposicio´n 2.3.6 Ron-Shen [RS97] Sea g ∈ L2(Rd) y sean α, β > 0. Entonces
a) Sgg es un operador acotado en L
2(Rd) si, y so´lo si,
G(x) ≤ bI`2 ,
para casi todo x ∈ Rd y para algu´n b > 0.
b) Sgg es un operador invertible en L
2(Rd) si, y so´lo si, G(x) es un operador
invertible en `2, para casi todo x ∈ Rd.
Demostracio´n:
a) Suponemos G(x) ≤ bI`2 para casi todo x ∈ Rd. Suponemos ahora que Sgg es
un operador no acotado. Entonces, existe una sucesio´n, {fN}N∈N, de funciones
acotadas con soporte compacto tal que
〈SggfN , fN〉 > N‖fN‖22.
Usando (2.17), deducimos que
〈SggfN , fN〉 = β−d
∫
Q1/β
∑
j,`∈Zd
Gj`(x)T`/βfN(x)Tj/βfN(x)dx
> N
∫
Q1/β
∑
j∈Zd
|Tj/βfN(x)|2dx = N‖fN‖22.
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Entonces,
∫
Q1/β
β−d ∑
j,`∈Zd
Gj`(x)T`/βfN(x)Tj/βfN(x)−N
∑
j∈Zd
|Tj/βfN(x)|2
 dx > 0.
Por lo tanto, existe EN ⊂ Q1/β con medida positiva tal que
β−d
∑
j,`∈Zd
Gj`(x)T`/βfN(x)Tj/βfN(x)−N
∑
j∈Zd
|Tj/βfN(x)|2 > 0, (2.19)
para x ∈ EN .
Definimos cx = (Tj/βfN(x))j∈Zd . Sabemos que cx ∈ `2(Zd) por el Corolario
2.2.4, entonces la expresio´n (2.19) es equivalente a
β−d〈G(x)Tj/βfN(x), Tj/βfN(x)〉 −N‖(Tj/βfN(x))j∈Zd‖2 > 0,
es decir,
〈G(x)cx, cx〉 > Nβd‖cx‖2,
para x ∈ EN . Pero esto es una contradiccio´n con el hecho de que exista b > 0
de forma que G(x) ≤ bI`2 , para casi todo x ∈ Rd. As´ı, tenemos que Sgg es un
operador acotado.
La implicacio´n rec´ıproca la veremos por pasos. Partimos de que S es un ope-
rador acotado y S ≤ bI para una constante b > 0, es decir,
〈Sf, f〉 ≤ b〈f, f〉,
para toda f ∈ L2(Rd).
1. Queremos ver que para toda f ∈ L2(Rd) existe Nf ⊂ Rd de medida nula
tal que ∑
j,`∈Zd
Gj`(x)T`/βf(x)Tj/βf(x) ≤ βdb
∑
j∈Zd
|Tj/βf(x)|2,
para toda x /∈ Nf .
Suponemos que existe M ⊂ Rd, de medida no nula, tal que∑
j,`∈Zd
Gj`(x)T`/βf(x)Tj/βf(x) > β
db
∑
j∈Zd
|Tj/βf(x)|2,
para todo x ∈ M . Definimos U = ⋃k∈Zd{M + kβ}. Como ambos lados de la
desigualdad anterior son 1
β
-perio´dicos, podemos afirmar que, para todo x ∈ U ,
se tiene ∑
j,`∈Zd
Gj`(x)T`/βf(x)Tj/βf(x) > β
db
∑
j∈Zd
|Tj/βf(x)|2.
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Sea φ(x) = χU , que es 1β -perio´dica, entonces tenemos que fφ ∈ L2(Rd). Como
Sgg es acotada,
b〈fφ, fφ〉 ≥ 〈Sfφ, fφ〉 (2.20)
Pero, por otro lado, aplicando (2.17) deducimos que
〈Sfφ, fφ〉 = β−d
∫
Q1/β
∑
j,`∈Zd
Gj`(x)T`/βf(x)T`/βφ(x)Tj/βf(x)Tj/βφ(x)
= β−d
∫
Q1/β
∑
j,`∈Zd
Gj`(x)T`/βf(x)φ(x)Tj/βf(x)φ(x)
= β−d
∫
Q1/β∩U
∑
j,`∈Zd
Gj`(x)T`/βf(x)Tj/βf(x)
> b
∫
Q1/β∩U
∑
j∈Zd
|Tj/βf(x)|2 = b
∫
Q1/β
∑
j∈Zd
|Tj/βf(x)φ(x)|2
= b〈fφ, fφ〉
lo que es una contradiccio´n con (2.20).
2. Definimos el conjunto F ⊂ L2(Rd), de la siguiente forma:
F = { f = ∑Ni=1 qiχci : N ∈ N, qi ∈ Q+ iQ
y ci es un cubo compacto con ve´rtices en Qd}.
Veamos que existe un N ⊂ Rd de medida nula de forma que, para toda
f ∈ F , se cumple∑
j,`∈Zd
Gj`(x)T`/βf(x)Tj/βf(x) ≤ βdb
∑
j∈Zd
|Tj/βf(x)|2, (2.21)
para todo x /∈ N .
Por el paso 1, tenemos que, para cada f ∈ F ⊂ L2(Rd), existe Nf de medida
nula de forma que se cumple (2.21) para todo x /∈ Nf . Observamos que F es
un conjunto numerable, por lo tanto
N =
⋃
f∈F
Nf ,
es un conjunto de medida nula, por ser unio´n numerable de conjuntos de
medida nula.
3. Para toda (cj)j∈Zd ∈ `2(Zd) finita, con cj ∈ Q + iQ para todo j ∈ Zd,
tenemos que ∑
j,`∈Zd
Gj`(x)c`cj ≤ βdb
∑
j∈Zd
|cj|2, (2.22)
para todo x ∈ Rd\N .
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En efecto, sea (cj)j∈Zd ∈ `2(Zd) finita, con cj ∈ Q + iQ para todo j ∈ Zd, y
sea x ∈ Rd\N . Elegimos f ∈ F de forma que
Tj/βf(x) = f
(
x− j
β
)
= cj,
para todo j ∈ Zd. De esta forma, utilizando el paso 2, tenemos que∑
j,`∈Zd
Gj`(x)c`cj =
∑
j,`∈Zd
Gj`(x)T`/βf(x)Tj/βf(x)
≤ βdb
∑
j∈Zd
|Tj/βf(x)|2 = βdb
∑
j∈Zd
|cj|2.
4. Para toda (cj)j∈Zd ∈ `2(Zd) finita tenemos que∑
j,`∈Zd
Gj`(x)c`cj ≤ βdb
∑
j∈Zd
|cj|2, (2.23)
para todo x ∈ Rd\N .
Sea x ∈ Rd\N y c = (cj)j∈Zd ∈ `2(Zd) finita. Definimos la sucesio´n {cn}n∈N,
con (cnj )j∈Zd ∈ `2(Zd) finita y con el mismo soporte que c, con cnj ∈ Q + iQ
para todo j ∈ Zd y toda n ∈ N, tal que
l´ım
n→∞
cn = c.
Por lo tanto, por el paso 3, tenemos que∑
j,`∈Zd
Gj`(x)c`cj =
∑
j,`∈Zd
Gj`(x)( l´ım
n→∞
cn` )( l´ım
n→∞
cnj ) = l´ım
n→∞
∑
j,`∈Zd
Gj`(x)c
n
` c
n
j
≤ l´ım
n→∞
βdb
∑
j∈Zd
|cnj |2 = βdb
∑
j∈Zd
|cj|2.
Hemos podido intercambiar los sumatorios y los l´ımites dado que los primeros
son finitos.
5. El operador G(x) es un operador acotado para casi todo x ∈ Rd.
Aplicamos la Proposicio´n 1.1.4 a la expresio´n (2.24). As´ı, para toda c =
(cj)j∈Zd ∈ `2(Zd), tenemos que
〈G(x)c, c〉 =
∑
j,`∈Zd
Gj`(x)c`cj ≤ βdb
∑
j∈Zd
|cj|2 = βdb‖c‖22, (2.24)
para todo x ∈ Rd\N .
b) La prueba es ana´loga al caso a), ya que S es invertible si, y solo si, existe c > 0
tal que S ≥ cIL2 .

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2.4. Desarrollos no ortogonales
Los siguientes frames fueron introducidos por Daubechies, Grossmann y Meyer
en [DGM86].
Teorema 2.4.1 Sea g ∈ L∞(Rd) con soporte incluido en el cubo QL = [0, L]d. Si
α ≤ L y β ≤ 1
L
, entonces el operador frame S = Sg,g es
Sf(x) =
(
β−d
∑
k∈Zd
|g(x− αk)|2
)
f(x).
Consecuentemente, G(g, α, β) es un frame con cotas del frame β−da y β−db si, y
so´lo si,
a ≤
∑
k∈Zd
|g(x− αk)|2 ≤ b, (2.25)
para casi todo x ∈ Rd. Adema´s, G(g, α, β) es un tight frame, si, y so´lo si,∑k∈Zd |g(x−
αk)|2 es constante casi por todas partes.
Demostracio´n:
Como g ∈ L∞ con soporte incluido en un compacto, tenemos que g ∈ W (Rd).
Consideramos las funciones de correlacio´n con la representacio´n de Walnut,
Gn =
∑
k∈Zd
Tαk(Tn/βg · g).
Si n 6= 0, entonces sop(Tn/βg ·g) ⊂
(
n
β
+ [0, L]d
)
∩[0, L]d, que es vac´ıo cuando β <
1
L
, o un conjunto de medida nula cuando β = 1
L
. Esto implica que Gn = 0 casi por
todas partes para n 6= 0; as´ı, utilizando la expresio´n del teorema de representacio´n
de Walnut, tenemos que
Sf = β−d
∑
n∈Zd
GnTn/βf = β
−dG0f =
(
β−d
∑
k∈Zd
|g(x− αk)|2
)
f(x),
que es lo que busca´bamos. Por tanto, si a ≤∑k∈Zd |g(x−αk)|2 ≤ b, tendr´ıamos que
a‖f‖22 ≤ 〈Sf, f〉 ≤ b‖f‖22.
Con lo que tenemos que S es acotado e invertible. Y en el caso en que
∑
k∈Zd |g(x−
αk)|2 = K constante, tenemos que S = KI.

Nota 2.4.2 Bajo las hipo´tesis del Teorema 2.4.1, las cotas del frame o´ptimas son
Aopt = β
−d ess inf
x∈Rd
∑
k∈Zd
|g(x− αk)|2,
y
Bopt = β
−d ess sup
x∈Rd
∑
k∈Zd
|g(x− αk)|2.
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2.5. Existencia de frames de Gabor
En esta seccio´n presentamos una serie de resultados que, dependiendo del tipo de
funciones y sus caracter´ısticas, nos permitira´n poder afirmar la existencia de ciertos
frames de Gabor.
Nota 2.5.1 Escribiremos
G(α,β)n (x) = Gn(x) =
∑
k∈Zd
g
(
x− n
β
− αk
)
g(x− αk),
para hacer e´nfasis en la dependencia de los para´metros (α, β).
Veamos un lema que nos ayudara´ en la prueba del primer resultado de existencia
de frames que, acto seguido, presentaremos.
Lema 2.5.2 Sea g ∈ W (Rd) y sea α > 0, entonces
l´ım
β→0
∑
n ∈ Zd
n 6= 0
‖G(α,β)n ‖∞ = 0.
Demostracio´n:
Sea ε > 0. Elegimos F ⊂ Zd finito, de forma que∑
k/∈F
‖g · TkχQ‖∞ < ε.
Definimos
g1 =
∑
k∈F
g · TkχQ, y g2 = g − g1 =
∑
k/∈F
g · TkχQ.
Entonces, ‖g2‖W =
∑
k/∈F ‖g · TkχQ‖∞ < ε y ‖g1‖W ≤ ‖g‖W . Consideramos las
funciones de correlacio´n
Gn =
∑
k∈Zd
Tαk(Tn/βg · g) =
∑
k∈Zd
Tαk(Tn/β(g1 + g2) · (g1 + g2))
=
∑
k∈Zd
Tαk(Tn/βg1 · g1) +
∑
k∈Zd
Tαk(Tn/βg2 · g1) +
∑
k∈Zd
Tαk(Tn/β(g1 + g2) · g2).
Denotaremos
Hn =
∑
k∈Zd Tαk(Tn/βg1 · g1), Kn =
∑
k∈Zd
Tαk(Tn/βg2 · g1)
y Ln =
∑
k∈Zd Tαk(Tn/β(g1 + g2) · g2).
Veamos que Hn(x) = 0, n 6= 0, para casi todo punto con un β lo suficientemente
pequen˜o.
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Tenemos que
Tαr(Tn/βg1 · g1) = g1
(
x− n
β
− αr
)
· g1(x− αr)
=
∑
k∈F
g · TkχQ
(
x− n
β
− αr
)
·
∑
`∈F
g · T`χQ(x− αr)
donde
∑
k∈F g ·TkχQ(x− nβ−αr) puede ser distinto de 0 so´lo si x ∈ k+Q+αr+ nβ para
algu´n k ∈ F , y ∑`∈F g · T`χQ(x− αr) puede ser distinto de 0 so´lo si x ∈ `+Q+ αr
para algu´n ` ∈ F . Si elegimos β < (diam(F ) +√d)−1, tenemos que para todo n ∈ N
y todo k, ` ∈ F , (
k +Q+ αr +
n
β
)
∩ (`+Q+ αr) = ∅.
Luego, para β < (diam(F ) +
√
d)−1 y n 6= 0, Hn(x) = 0 para casi todo punto.
Por lo tanto, si usamos el Lema 2.3.2, obtenemos que∑
n ∈ Zd
n 6= 0
‖G(α,β)n ‖∞ ≤
∑
n∈Zd
(‖Kn‖∞ + ‖Ln‖∞)
≤
(
1
α
+ 1
)d
(2β + 2)d(‖g2‖W‖g1‖W + ‖g‖W‖g2‖W )
≤ 2
(
1
α
+ 1
)d
(2β + 2)d‖g‖W · ε,
como quer´ıamos

Teorema 2.5.3 Walnut [Wal92] Suponemos que g ∈ W (Rd), con g 6= 0 y que
existe α > 0 de forma que podemos tomar constantes a, b > 0 que cumplan
a ≤
∑
k∈Zd
|g(x− αk)|2 ≤ b <∞, (2.26)
para casi todo punto. Entonces existe un valor β0 = β0(α) > 0 tal que G(g, α, β) es
un frame de Gabor para todo β ≤ β0.
Espec´ıficamente, si elegimos β0 > 0 tal que, para todo 0 < β ≤ β0,∑
n ∈ Zd
n 6= 0
‖G(α,β)n ‖∞ < ess inf
x∈Rd
|G0(x)|, (2.27)
entonces G(g, α, β) es un frame para todo β ≤ β0, con cotas del frame
A = β−d
a− ∑
n ∈ Zd
n 6= 0
‖G(α,β)n ‖∞
 ,
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y
B = β−d
(∑
n∈Zd
‖G(α,β)n ‖∞
)
.
Demostracio´n:
Por el Lema 2.5.2, existe β0 > 0 tal que, para todo β ≤ β0,∑
n ∈ Zd
n 6= 0
‖G(α,β)n ‖∞ < a,
siendo a = ess infx∈Rd
∑
k∈Zd |g(x−αk)|2. Sustituyendo la representacio´n de Walnut
para Sg,g obtenemos que, para cualquier f ∈ L2(Rd),
〈Sf, f〉 = β−d〈
∑
n∈Zd
GnTn/βf, f〉
= β−d

∫
Rd
G0(x)|f(x)|2dx+
∑
n ∈ Zd
n 6= 0
〈GnTn/βf, f〉

Hemos intercambiado la suma por la integral dado que
∑
n∈Zd GnTn/βf converge en
L2(Rd). Tambie´n sabemos que
|〈GnTn/βf, f〉| ≤ ‖Gn‖∞‖Tn/βf‖2‖f‖2 = ‖Gn‖∞‖f‖22,
por lo que −‖Gn‖∞‖f‖22 ≤ 〈GnTn/βf, f〉. Ahora, usando que G0(x) ≥ a, deducimos
que
〈Sf, f〉 ≥ β−d
a‖f‖22 + ∑
n ∈ Zd
n 6= 0
−‖Gn‖∞‖f‖22

= β−d
a− ∑
n ∈ Zd
n 6= 0
‖Gn‖∞
 ‖f‖22 = A‖f‖22,
lo que nos da la estimacio´n inferior para S. Por construccio´n A > 0, para todo
β ≤ β0.
Por otro lado, por la representacio´n de Walnut, tenemos que
〈Sf, f〉 = β−d
〈∑
n∈Zd
GnTn/βf, f
〉
= β−d
∑
n∈Zd
〈GnTn/βf, f〉
≤ β−d
∑
n∈Zd
‖Gn‖∞‖f‖22 = B‖f‖22.
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
Nota 2.5.4 No es dif´ıcil encontrar funciones que cumplan la condicio´n (2.26), co-
mo por ejemplo, una funcio´n continua g, que pertenezca a W (Rd) y sea distinta de 0.
Si es distinta de 0, es porque existe un punto x0 donde es distinta de 0. Al ser
continua, existira´ ε > 0 de forma que g sea distinta de cero en B(x0, ε). Y si elegimos
α < ε tenemos que, para todo x ∈ Rd, existira´ al menos un k ∈ Zd de forma que
(x− αk) ∈ B(x0, ε) y por lo tanto, podremos tomar a de forma que
a ≤
∑
k∈Zd
|g(x− αk)|2 ≤ b <∞.
La cota superior no es un problema dado que g ∈ W (Rd).
Esencialmente, la condicio´n (2.27) nos indica que el operador frame S es dia-
gonalmente dominante; es decir, que el operador f 7→ β−dG0f domina al resto de
los otros te´rminos. De esta observacio´n se deduce la invertibilidad de S en otros
espacios de funciones. Nos ayudaremos de un resultado conocido para deducirlo.
Teorema 2.5.5 Si el operador lineal A : B → B, con B espacio de Banach, satisface
que ‖I − A‖ < 1, entonces A es invertible, con inversa A−1 = ∑∞n=0(I − A)n y su
norma es ‖A−1‖ ≤ (1− ‖I − A‖)−1.
Corolario 2.5.6 Bajo las hipo´tesis de Teorema 2.5.3, Sg,g es invertible en cada
Lp(Rd), con 1 ≤ p ≤ ∞.
Demostracio´n:
Descomponemos S = M +R, donde
Mf = β−dG0f y Rf = β−d
∑
n6=0
GnTn/βf,
Entonces, M−1f = βdG−10 f y su norma como operador de L
p(Rd) en Lp(Rd) es
‖M−1‖ = sup
‖f‖p<1
‖βdG−10 f‖ ≤ βd‖G−10 ‖∞ ≤ βda−1,
como consecuencia de (2.26).
Por otro lado tenemos que
‖f −M−1Sf‖p = ‖M−1(M − S)f‖ = ‖M−1Rf‖
= ‖
∑
n6=0
G−10 GnTn/βf‖B ≤
∑
n6=0
‖G0‖∞‖Gn‖∞‖f‖p.
As´ı, ‖I−M−1S‖ ≤ a−1∑n6=0 ‖Gn‖∞ < 1 para cada 0 < β ≤ β0. Esta estimacio´n
implica que M−1S es invertible en Lp(Rd) con inversa
(M−1S)−1 =
∞∑
l=0
(I −M−1S)l.
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Consecuentemente, S es invertible en Lp(Rd) con inversa S−1 = (M−1S)−1M−1.

A continuacio´n, mostramos un resultado sobre invertibilidad de matrices, en el
que nos apoyaremos para deducir el resultado sobre la invertibilidad del operador
frame que presentaremos despue´s.
Lema 2.5.7 Si la matriz (aj`)j,`∈J define un operador A acotado, positivo y auto-
adjunto en `2(J), con A diagonalmente dominante, esto es
ı´nf
j∈J
(|ajj| −
∑
` ∈ J
` 6= j
|aj`|) ≥ δ > 0.
Entonces, A ≥ δI en el sentido de que 〈Ac, c〉 ≥ δ‖c‖22, para todo c ∈ `2(J). Conse-
cuentemente, A es invertible en `2(J) y ‖A−1‖ ≤ δ−1.
Demostracio´n:
Descomponemos A = M + R, donde M es la matriz diagonal con entradas
mj` = ajjδj` y R es el resto, con entradas rj` = aj` si j 6= ` y rjj = 0.
Para estimar la expresio´n
〈Rc, c〉 =
∑
j∈J
∑
` ∈ J
` 6= j
aj`c`cj
aplicaremos la desigualdad de Cauchy-Schwarz, primero a la suma interior sobre l y
despue´s a la suma exterior sobre j:
|〈Rc, c〉| ≤
∑
j∈J
∑
` ∈ J
` 6= j
|aj`|1/2|c`||aj`|1/2|cj|
≤
∑
j∈J
 ∑
` ∈ J
` 6= j
|aj`‖c`|2

1/2 ∑
` ∈ J
` 6= j
|aj`‖cj|2

1/2
≤
∑
j∈J
∑
` ∈ J
` 6= j
|aj`‖c`|2

1/2∑
j∈J
∑
` ∈ J
` 6= j
|aj`‖cj|2

1/2
= Σ1 · Σ2.
Como A es auto-adjunta, tenemos que Σ1 = Σ2, por lo tanto
Σ1 = Σ2 =
∑
j∈J
∑
` ∈ J
` 6= j
|aj`‖cj|2

1/2
≤
(∑
j∈J
(ajj − δ)|cj|2
)1/2
.
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As´ı, tenemos que,
|〈Rc, c〉| ≤
∑
j∈J
(ajj − δ)|cj|2 = 〈(M − δI)c, c〉.
Es decir, R ≤M − δI. Por lo tanto,
〈Ac, c〉 = 〈(M +R)c, c〉 ≥ 〈Mc, c〉 − |〈Rc, c〉| ≥ δ‖c‖22.
Consecuentemente, A es invertible y ‖A−1‖ ≤ δ−1.

Proposicio´n 2.5.8 Ron-Shen [RS97] Si para g ∈ L2(Rd) y α, β > 0 el operador
frame de Gabor Sg,g es acotado en L
2(Rd) y
ess inf
x∈Rd
G0(x)− ∑
n ∈ Zd
n 6= 0
|Gn(x)|
 = δ > 0, (2.28)
entonces el operador frame de Gabor Sα,βg,g es invertible en L
2(Rd) y G(g, α, β) es un
frame.
Demostracio´n:
Para cada x ∈ Rd tenemos que G(x) verifica las hipo´tesis del Lema 2.5.7. En
efecto, como
Gj`(x) = G`−j
(
x− j
β
)
,
por (2.15), obtenemos que
Gjj(x)−
∑
` ∈ J
` 6= j
|Gj`(x)| = G0
(
x− j
β
)
−
∑
` ∈ J
` 6= j
|G`−j
(
x− j
β
)
| ≥ δ.
As´ı, el Lema 2.5.7 implica que G(x) ≥ δI, para casi todo x ∈ Rd. Y por el Lema
2.3.6 el operador Sg,g es invertible en L
2(Rd).

Nota 2.5.9 De las condiciones (2.27) y (2.28) no se concluye que β debe ser sufi-
cientemente pequen˜o. Sin embargo, para las funciones de decrecimiento ra´pido estas
expresiones pueden ser evaluadas nume´ricamente y, a veces, dan buenas estima-
ciones, como en las tablas de [Dau90, Dau92], donde encontramos estimaciones
expl´ıcitas de α, β y de las cotas del frame para los casos g(x) = epix
2
y g(x) = e−|x|.
Cap´ıtulo 3
Estructura de los sistemas de
Gabor
Finalmente, en este u´ltimo cap´ıtulo estudiaremos la estructura que tienen los
frames de Gabor, as´ı como las posibles representaciones y caracter´ısticas de sus
para´metros. Acabaremos presentando y demostrando el teorema de dualidad de
Ron y Shen.
3.1. La representacio´n de Walnut
Proposicio´n 3.1.1 Si g, γ ∈ L2(Rd) y Dg, Dγ son acotados en `2(Zd), entonces
〈Sg,γf, h〉 =
〈
β−d
∑
n∈Zd
GnTn/βf, h
〉
, (3.1)
para toda f, h ∈ L∞(Rd) con soporte compacto.
Demostracio´n:
Ya vimos que la periodizacio´n∑
n∈Zd
(Tαkgf)
(
x− n
β
)
tiene como serie de Fourier ∑
n∈Zd
〈f,MβnTαkg〉e2pi iβn·x.
Si f ∈ L2(Rd), entonces Tαkg ·f ∈ L1(Rd), y la periodizacio´n pertenece, al menos,
a L1(Q1/β), por el Lema 2.2.3. Sin embargo, si asumimos que el operador de s´ıntesis,
Dg, es acotado, sabemos que los coeficientes 〈f,MβnTαkg〉 esta´n en `2(Z2d). Por lo
tanto, la serie de Fourier esta´ en L2(Q1/β) y la igualdad
β−d
∑
n∈Zd
(Tαkgf)
(
x− n
β
)
=
∑
n∈Zd
〈f,MβnTαkg〉e2pi iβnx
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se tiene para casi todo x ∈ R. Sustituyendo esta identidad en el desarrollo de Sg,γf
se obtiene
〈Sg,γf, h〉 = β−d
∫
Rd
(∑
k∈Zd
(∑
n∈Zd
Tαkg
(
x− n
β
)
· f
(
x− n
β
))
· Tαkγ(x)
)
h(x)dx.
Ahora, si f y h son de soporte compacto, entonces, la suma sobre n es finita y su
rango esta´ sobre el conjunto
{
n ∈ Zd :
∣∣∣(nβ + sop(f)) ∩ sop(h)∣∣∣ > 0}. Por lo tanto
el orden de las sumas se pueden intercambiar y obtenemos que
〈Sg,γf, h〉 = β−d
∫
Rd
(∑
n∈Zd
(∑
k∈Zd
Tαkg
(
x− n
β
)
· f
(
x− n
β
))
· Tαkγ(x)
)
h(x)dx
= β−d〈
∑
n∈Zd
GnTn/βf, h〉,
que es lo que busca´bamos.

La expresio´n (3.1) es la versio´n ma´s general de la representacio´n de Walnut
dentro de la teor´ıa de L2.
Corolario 3.1.2 Si Dg y Dγ son acotadas, entonces para todo n ∈ Zd,
‖Gn‖∞ ≤ βd‖Sg,γ‖.
Demostracio´n:
Elegimos f, h ∈ L∞(Rd) con soporte en Q1/β y `,m ∈ Zd arbitrarios. Por un
lado, como Sg,γ = DγD
∗
g es acotado, tenemos que
|〈Sg,γT`/βf, Tm/βh〉| ≤ ‖Sg,γ‖‖f‖2‖h‖2. (3.2)
Por otro lado, la Proposicio´n 3.1.1 nos indica
〈Sg,γT`/βf, Tm/βh〉 = β−d〈
∑
n∈Zd
GnT(n+`)/βf, Tm/βh〉. (3.3)
Como los soportes de Tk/βf y Tm/βh son disjuntos dos a dos, salvo cuando k = m,
tenemos que en (3.3) so´lo el te´rmino con n+ ` = m contribuye. Combinando (3.2) y
(3.3) se obtiene, para todo f, h ∈ L∞(Q1/β) ⊂ L2(Q1/β) y para todo `,m ∈ Zd, que
β−d
∣∣∣∣∫
1/β
Gm−`
(
x+
m
β
)
f(x)h(x)dx
∣∣∣∣ ≤ ‖Sg,γ‖‖f‖2‖h‖2. (3.4)
Por densidad, podemos extender esta expresio´n a f, h ∈ L2(Q1/β) y, por lo tanto,
β−d ess sup
x∈Q1/β
∣∣∣∣Gn(x+ n+ `β
)∣∣∣∣ ≤ ‖Sg,γ‖,
para todo `, de donde se deduce que
‖Gn‖∞ ≤ βd‖Sg,γ‖,
como quer´ıamos.
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Corolario 3.1.3 Si G(g, α, β) es un frame de Gabor con cotas A,B > 0, entonces,
A ≤ β−d
∑
k∈Zd
|g(x− αk)| ≤ B,
para casi todo x ∈ Rd.
Demostracio´n:
Sea f = h ∈ L∞(Q1/β) y ` = m = 0 en (3.3), entonces,
〈Sg,gf, f〉 = β−d
〈∑
n∈Zd
GnTn/βf, f
〉
= β−d
∫
Q1/β
G0(x)|f(x)|2dx,
y la desigualdad de la definicio´n de frame implica que
A ≤ β−dG0(x) ≤ B,
para casi todo x ∈ Rd.

3.2. Representacio´n de Janssen
Para llegar a la representacio´n de Janssen debemos plantearnos el desarrollo en
serie de Fourier de las funciones de correlacio´n α-perio´dicas.
El `-e´simo coeficiente de Fourier de la funcio´n de correlacio´n Gn es:
Ĝn(`) = α
−d
∫
Qα
Gn(x)e
−2pi i `x/αdx = α−d
∫
Qα
∑
k∈Zd
(Tn/βgγ)(x− αk)e−2pi i `x/αdx
= α−d
∫
Rd
(Tn/βgγ)(x)e
−2pi i `x/αdx = α−d〈γ,M`/αTn/βg〉.
Si pudiesemos asegurar la convergencia de su serie de Fourier, podr´ıamos expresar
Gn(x) como,
Gn(x) = α
−d∑
`∈Zd
〈γ,M`/αTn/βg〉e2pi i `x/α. (3.5)
Si sustituimos esta expresio´n en la representacio´n de Walnut (3.1), obtenemos el
desarrollo
Sg,γf = β
−d ∑
n∈Zd
GnTn/βf = (βα)
−d ∑
n∈Zd
∑
`∈Zd
〈γ,M`/αTn/βg〉M`/αTn/βf. (3.6)
A este desarrollo lo llamamos representacio´n de Janssen [Jan95].
Para poder afirmar la convergencia de esta expresio´n introduciremos la siguiente
definicio´n.
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Definicio´n 3.2.1 Diremos que el par de funciones (g, γ) de L2(Rd) satisface la
condicio´n (A′) para los para´metros α, β > 0 si∑
k,`∈Zd
|〈γ, Tn/βM`/αg〉| <∞.
Si g = γ, entonces diremos que g satisface la condicio´n (A).
La condicio´n (A′) nos garantiza la convergencia absoluta de los desarrollos (3.5)
y (3.6).
La representacio´n de Janssen es complementaria a la definicio´n original de Sg,γ
dada por (3.1). Mientras que (3.1) imita un desarrollo ortogonal y f se encuentra
impl´ıcita en los coeficientes del frame, 〈f, TαkMβng〉, en la representacio´n de Janssen
f se encuentra ma´s expl´ıcitamente. De hecho, esta segunda nos muestra Sg,γf como
una combinacio´n lineal de transformaciones tiempo-frecuencia de f .
En general para g, γ ∈ L2 no esta´ claro que la serie de Fourier (3.5) represente
Gn de forma que podamos derivar rigurosamente en (3.6).
Teorema 3.2.2 Si (g, γ) satisfacen la condicio´n (A′) para ciertas α, β > 0, entonces
Sg,γ = (βα)
−d ∑
n∈Zd
∑
`∈Zd
〈γ,M`/αTn/βg〉M`/αTn/β,
= (βα)−d
∑
n∈Zd
∑
k∈Zd
〈γ, Tn/βMk/αg〉Tn/βMk/α
con convergencia absoluta en la norma.
Demostracio´n:
Como consecuencia de la condicio´n (A′), las series de la expresio´n del enunciado
convergen absolutamente en la norma y, por lo tanto, independientemente del orden
de sumacio´n. As´ı, llegamos a
β−d
∑
n∈Zd
(
α−d
∑
`∈Zd
〈γ,M`/αTn/βg〉e2pi i `x/α
)
Tn/β = β
−d ∑
n∈Zd
GnTn/β = Sg,γ, (3.7)
donde hemos usado (3.5) y la proposicio´n 3.1.1.

3.3. Densidad de los frames de Gabor
Comenzamos presentando un resultado que necesitaremos para desarrollar la
prueba de la densidad de los frames de Gabor.
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Proposicio´n 3.3.1 Sean f, h, g, γ ∈ L2(Rd). Entonces
〈f,MyTxγ〉 =
∫
Rd
f(t)MyTxγ(t)dt = Vγf(x, y)
y
〈h,MyTxg〉 =
∫
Rd
h(t)MyTxg(t)dt = Vgf(x, y)
pertenecen a L2(R2d) como funciones de x, y ∈ Rd, y∫
Rd
∫
Rd
〈f,MyTxγ〉〈MyTxg, h〉dxdy = 〈g, γ〉〈f, h〉.
Demostracio´n:
Ya vimos en el Lema 1.2.3 que las STFT pertenecen a L2(R2d). Empezamos
suponiendo que g, γ ∈ L1(Rd)∩L∞(Rd); as´ı, tenemos que fTxγ, hTxg ∈ L2(Rd) para
todo x ∈ Rd. Por lo tanto, utilizando la fo´rmula de Parseval, podemos desarrollar la
doble integral de la siguiente forma∫
Rd
∫
Rd
〈f,MyTxγ〉〈MyTxg, h〉dxdy =
∫
Rd
∫
Rd
(̂fTxγ)(y)(̂hTxg)(y)dxdy
=
∫
Rd
∫
Rd
(fTxγ)(t)(hTxg)(t)dtdx
=
∫
Rd
f(t)h(t)
∫
Rd
γ(t− x)g(t− x)dtdx
= 〈f, h〉〈g, γ〉,
donde hemos podido intercambiar los ordenes de integracio´n por el teorema de Fu-
bini. Ahora, dada la aplicacio´n sesquilineal, definida por;
(γ, g) 7→
∫
Rd
∫
Rd
〈f,MyTxγ〉〈h,MyTxg〉dxdy,
la cual es acotada e igual a 〈f, h〉〈g, γ〉 sobre el conjunto L1(Rd) ∩ L∞(Rd), que es
denso en L2(Rd), podemos extender el resultado a cualesquiera g, γ ∈ L2(Rd).

Lema 3.3.2 Sean f, h ∈ L2(Rd) y sean x, y ∈ Rd, tenemos que
〈f, h〉 = 〈MxTyf,MxTyh〉. (3.8)
Ahora podemos presentar el resultado inspirado en la publicacio´n de Janssen
[Jan] sobre la densidad de estos frames.
Teorema 3.3.3 Si G(g, α, β) es un frame de Gabor, entonces αβ ≤ 1.
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Demostracio´n:
Primero veremos que si G(g, α, β) es un frame de Gabor, entonces
〈g, γ◦〉 = (αβ)d,
donde γ◦ = S−1g es su frame dual cano´nico. Elegimos f, h ∈ L2(Rd), tales que
〈f, h〉 6= 0. Ahora, tenemos que, por la Proposicio´n 1.2.7,
f =
∑
n,m∈Zd
〈f,MnαTmβγ◦〉MnαTmβg,
y usando (3.8), para cualquier x, y ∈ Rd, tenemos que
〈f, h〉 = 〈M−xT−yf,M−xT−yh〉
=
〈 ∑
n,m∈Zd
〈M−xT−yf,MnαTmβγ◦〉MnαTmβg,M−xT−yh
〉
=
∑
n,m∈Zd
〈M−xT−yf,MnαTmβγ◦〉〈MnαTmβg,M−xT−yh〉
=
∑
n,m∈Zd
〈f,Mnα+xTmβ+yγ◦〉〈Mnα+xTmβ+yg, h〉.
Integrando esta identidad sobre (x, y) ∈ [0, α)d× [0, β)d, y usando la Proposicio´n
3.3.1, llegamos a que
αdβd〈f, h〉 =
∫
Qα
∫
Qβ
∑
n,m∈Zd
〈f,Mnα+xTmβ+yγ◦〉〈Mnα+xTmβ+yg, h〉dxdy
=
∫
Rd
∫
Rd
〈f,MxTyγ◦〉〈MxTyg, h〉dxdy = 〈g, γ◦〉〈f, h〉.
Entonces, 〈g, γ◦〉 = αdβd, dado que 〈f, h〉 6= 0. Ahora consideramos 2 represen-
taciones distintas de g
g =
∑
n,m∈Zd
〈g,MnαTmβγ◦〉MnαTmβg
y
g = 1 · g +
∑
n,m ∈ Zd
(n,m) 6= (0, 0)
0 ·MnαTmβg.
Como sabemos que la norma de los coeficientes cano´nicos es la menor de los
posibles coeficientes que reconstruyen g, por la Proposicio´n 1.1.13, tenemos que∑
n,m∈Zd
|〈g,MnαTmβγ◦〉|2 ≤ 12 +
∑
n,m ∈ Zd
(n,m) 6= (0, 0)
02 = 1,
con lo que podemos afirmar que
αdβd = 〈g, γ◦〉 = 〈g,M0T0γ◦〉 ≤ 1,
y as´ı, αβ ≤ 1 como quer´ıamos.
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En la literatura se han mostrado ma´s resultados estableciendo condiciones sufi-
cientes (en ocasiones, tambie´n necesarias) para la existencia de frames a partir del
producto de α y β. Presentamos, sin demostracio´n, uno de ellos.
Teorema 3.3.4 (Lyubarski [Lyu92] y Seip y Wallsten [?, ?]) Sean α, β > 0
y consideremos g(x) = e−x
2
. Entonces el sistema de Gabor {MnβTmαg}n,m∈Z es un
frame de L2(R) si y solo si ab < 1.
3.4. Las relaciones de biortogonalidad de Wexler-
Raz
En el primer cap´ıtulo vimos que, para cualquier frame de Gabor G(g, α, β), exis-
te una ventana dual γ ∈ L2(Rd) tal que Sg,γ = Sγ,g = I. En general, como los
coeficientes (ak,n)k,n∈Zd del desarrollo
f =
∑
k,n∈Zd
ak,nTαkMβng
no son u´nicos, puede haber otras ventanas duales, adema´s de la cano´nica, que satis-
fagan Sg,γ = I. Las siguientes condiciones, conocidas como las relaciones de Wexler-
Raz [WR90], caracterizan todas las ventanas duales.
Teorema 3.4.1 Si Dg y Dγ son acotadas en `
2(Z2d), entonces las siguiente condi-
ciones son equivalentes:
(i) Sg,γ = Sγ,g = I, en L
2(Rd).
(ii) Condicio´n de biortogonalidad: (αβ)−d〈γ,M`/αTn/βg〉 = δ`0δn0 para `, n ∈ Zd.
Demostracio´n:
(ii)→(i) Si la condicio´n de biortogonalidad se cumple, entonces (g, γ) satisfacen la con-
dicio´n (A′), ∑
n,`∈Zd
|〈γ, Tn/βM`/αg〉| <∞.
As´ı, las representaciones del Teorema 3.2.2 convergen en norma, y consecuen-
temente Sg,γ = I.
(i)→(ii) Tenemos que Sg,γ = I. Sean f, h ∈ L∞(Q1/β), y sean l,m ∈ Zd arbitrarios.
Entonces, aplicando la representacio´n de Walnut (3.1.1),
δ`m〈f, h〉 = 〈T`/βf, Tm/βh〉 = 〈Sg,γT`/βf, Tm/βh〉
= 〈β−d
∑
n∈Zd
GnTn+`/βf, Tm/βh〉.
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Por el soporte escogido para f y h, 〈Tn+`/βf, Tm/βh〉 = 0 si n+ ` 6= m, por lo
tanto
δ`m〈f, h〉 = 〈β−d
∑
n∈Zd
GnTn+`/βf, Tm/βh〉 = β−d〈Gm−`Tm/βf, Tm/βh〉
= β−d〈(T−m/βGm−`)f, h〉
Por densidad, esta identidad se extiende a f, h ∈ L2(Q1/β) y concluimos que
δ`m = β
−dGm−`(x+ mβ ) para casi todo x ∈ Q1/β. Variando `,m ∈ Zd, se sigue
que β−dG0(x) = 1 y Gn(x) = 0 cuando n 6= 0, para casi todo x ∈ Rd. Como
ya dedujimos que Gn ∈ L∞(Qα) tiene la serie de Fourier
Gn(x) = α
−d∑
l∈Zd
〈γ,M`/αTn/βg〉e2pi i `x/α
y por la unicidad de los coeficiente de Fourier, concluimos que
(αβ)−d〈γ,M`/αTn/βg〉 = δ`0δn0.

Nota 3.4.2 Notemos que podemos reescribir las relaciones de biortogonalidad como
(αβ)−d〈M`/αTn/βγ,M`′/αTn′/βg〉 = δ``′δnn′ (3.9)
para `, `′, n, n′ ∈ Zd. Es decir, que los dos conjuntos G(g, 1/β, 1/α) y G(γ, 1/β, 1/α)
son biortogonales entre ellos en L2(Rd).
Corolario 3.4.3 Un sistema de Gabor G(g, α, β) es un tight frame si, y so´lo si
G(g, 1/β, 1/α) = {Tk/βMn/αg : k, n ∈ Zd}
es un sistema ortogonal. En este caso, la cota frame A satisface
A = (αβ)−d‖g‖22.
Demostracio´n:
El operador frame de un tight frame es un mu´ltiplo de la identidad, espec´ıfica-
mente 1
A
Sg,g = I. Usando γ =
1
A
g en la condicio´n de biortogonalidad obtenemos
que
(αβ)−dA−1〈M`/αTn/βg,M`′/αTn′/βg〉 = δ``′δnn′ .
Para `′ = ` y n′ = n, obtenemos A = (αβ)−d‖g‖22 para la cota frame.
Rec´ıprocamente, si G(g, 1/β, 1/α) es un sistema ortonormal, utilizando la repre-
sentacio´n de Janssen, obtenemos Sg,g = (αβ)
−d‖g‖22I. Por lo tanto, G(g, α, β) es un
tight frame.

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Lema 3.4.4 Si Dg y Dγ son acotados y Sg,γ = DγD
∗
g = I, entonces ambas, G(g, α, β)
y G(γ, α, β), son frames de Gabor.
Demostracio´n:
Sea f ∈ L2(Rd), entonces:
‖f‖22 = ‖Sg,γf‖22 = ‖DγD∗gf‖22
≤ ‖Dγ‖2‖D∗gf‖22 = ‖Dγ‖2
∑
k,n∈Zd
|〈f, TαkMβng〉|2
≤ ‖Dγ‖2‖Dg‖2‖f‖22.
Es decir,
‖Dγ‖−2‖f‖22 ≤
∑
k,n∈Zd
|〈f, TαkMβng〉|2 ≤ ‖Dg‖2‖f‖22,
con lo que G(g, α, β) es un frame de Gabor. La prueba para G(γ, α, β) es ana´loga.

3.5. El principio de dualidad de Ron-Shen
Finalmente, en esta seccio´n introducimos una definicio´n y algunas caracteriza-
ciones que nos ayudara´n en la comprensio´n del teorema de dualidad de Ron y Shen,
que presentaremos y demostraremos al final.
Definicio´n 3.5.1 Sea Λ = αZd × βZd un ret´ıculo, llamaremos ret´ıculo adjunto
a Λ◦ = 1
β
Zd × 1
α
Zd.
Este ret´ıculo se caracteriza fa´cilmente por la siguiente propiedad de conmutacio´n.
Lema 3.5.2 Un punto (x, y) ∈ R2d pertenece al ret´ıculo adjunto Λ◦ si, y so´lo si,
(TxMy)(TαkMβn) = (TαkMβn)(TxMy),
para todo k, n ∈ Zd.
Demostracio´n:
Aplicando las relaciones de conmutabilidad, obtenemos que
(TxMy)(TαkMβn) = e
2pi iαkyTxTαkMyMβn = e
2pi iαkyTαkTxMβnMy
= e2pi i(αky−βnx)(TαkMβn)(TxMy),
donde e2pi i(αky−βnx) = 1 para todo k, n ∈ Zd si, y so´lo si, x = `
β
y y = m
α
para
`,m ∈ Zd, es decir, si (x, y) ∈ Λ◦.

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Ahora, para formular el principio de dualidad necesitamos un lema te´cnico. Si
g ∈ W (Rd), entonces el operador de s´ıntesis Dg,α,β es acotado en `2(Z2d) para todo
α, β > 0, como ya vimos en la Proposicio´n 2.2.6. En particular, Dg,1/β,1/α, que es el
asociado al ret´ıculo adjunto, tambie´n lo es.
Para una ventana continua g, la acotacio´n de Dg,α,β depende de α, β > 0 y
tenemos la siguiente relacio´n entre los ret´ıculos adjuntos.
Lema 3.5.3 Sea g ∈ L2(Rd) y sean α, β > 0, entonces Dg,α,β es un operador acotado
si, y so´lo si, Dg,1/β,1/α es un operador acotado.
Demostracio´n:
→ Suponemos que Dg,α,β es un operador acotado, por lo tanto, D∗g,α,β tambie´n
lo es. As´ı, tenemos que S
(α,β)
g,g = Dg,α,βD
∗
g,α,β es un operador acotado y, por la
Proposicio´n 2.3.6, G(α,β)(x) es un operador acotado para todo x ∈ Rd.
Observamos que dadas las definicio´n de G(α,β)(x) = (G
(α,β)
jl (x))j,l∈Z, donde
Gjl(x) =
∑
r∈Zd
g
(
x− l
β
− αr
)
γ
(
x− j
β
− αr
)
,
y la de Γ(α,β)(x) = (Γ
(α,β)
jl (x))j,l∈Z, donde
Γ
(α,β)
jl (x) =
∑
r∈Zd
g
(
x− αj − r
β
)
g
(
x− αl − r
β
)
,
tenemos que G(α,β)(x) = Γ(1/β,1/α)(x). Por lo tanto, deducimos que
ess sup
x∈Rd
‖Γ(1/β,1/α)(x)‖ <∞.
Por la Proposicio´n 2.2.10, Dg,1/β,1/α es un operador acotado.
← Veamos que podemos seguir la argumentacio´n anterior sustituyendo α por 1/β
y β por 1/α. En este caso tenemos que si Dg,1/β,1/α es un operador acotado,
entonces Dg,α,β tambie´n lo es.

En particular, el lema nos muestra que G(g, α, β) tiene una cota frame superior
si, y so´lo si, G(g, 1/β, 1/α) tambie´n la tiene. El resultado correspondiente para la
cota inferior es lo que llamamos el principio de dualidad de Ron-Shen.
Teorema 3.5.4 Ron-Shen [RS97] Sea g ∈ L2(Rd) continua y α, β > 0. Entonces
el sistema de Gabor G(g, α, β) es un frame para L2(Rd) si, y solo si, G(g, 1/β, 1/α)
es una base de Riesz para la envoltura lineal cerrada del conjunto {Tk/βMn/αg :
k, n ∈ Zd}.
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Demostracio´n:
→ Suponemos que G(g, α, β) es un frame. Sea K = K(g, 1/β, 1/α) el subespacio
cerrado de L2(Rd) de la envoltura lineal cerrada de G(g, 1/β, 1/α). Entonces,
por definicio´n, las combinaciones lineales finitas de Tk/βMn/αg son densas en
K.
Para que G(g, 1/β, 1/α) sea una base de Riesz necesitamos ver que se cumple
A‖c‖2 ≤
∥∥∥∥∥∥
∑
k,n∈Zd
cknTk/βMn/αg
∥∥∥∥∥∥ = ‖Dg,1/β,1/αc‖2 ≤ B‖c‖2,
para todo c ∈ `2(Z2d) con soporte finito. Como Dg,α,β es acotado, por ser
G(g, α, β) un frame, el Lema 3.5.3 nos da que Dg,1/β,1/α tambie´n es acotado,
con lo que tenemos la cota inferior.
Para la estimacio´n inferior utilizamos las relaciones de Wexler-Raz aplicadas
a la ventana cano´nica γ◦. Por (3.9), los coeficientes de la combinacio´n lineal
finita
f =
∑
k,n∈Zd
cknTk/βMn/αg
esta´n univocamente determinados por
c`m = (αβ)
−d〈f, T`/βMm/αγ◦〉,
que expresado con la notacio´n del operador es
c = (αβ)−dD∗γ◦,1/β,1/αf.
Como G(γ◦, α, β) es un frame, por la Proposicio´n 1.2.7, tenemos que Dγ◦,α,β
es acotado. Esto u´ltimo, por el Lema 3.5.3, nos lleva a que Dγ◦,1/β,1/α tambie´n
es acotado y, por lo tanto, tenemos que
‖c‖2 ≤ ‖D∗γ◦,1/β,1/α‖‖f‖2,
que podemos reescribir como
‖D∗γ◦,1/β,1/α‖−1‖c‖2 ≤ ‖f‖2 =
∥∥∥∥∥∥
∑
k,n∈Zd
cknTk/βMn/αg
∥∥∥∥∥∥ .
Esta es la cota inferior que busca´bamos. Aplicando el Lema 1.1.4, podemos
extenderlo a todo c ∈ `2(Z2d), con lo que tenemos que G(g, 1/β, 1/α) es una
base de Riesz, por la Proposicio´n 1.1.21.
← Rec´ıprocamente, si asumimos que G(g, 1/β, 1/α) es una base de Riesz para K,
el complemento ortogonal a {Tk/βMn/αg : (k, n) 6= (0, 0)} en K tiene dimensio´n
1. Adema´s, existe una u´nica funcio´n γ ∈ K, tal que
(αβ)−d〈γ, T`/βMm/αg〉 = δ`0δm0.
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Entonces, G(γ, 1/β, 1/α) es un sistema biortogonal a G(g, 1/β, 1/α) y, como
K es invariante bajo Mk/αTn/β, G(γ, 1/β, 1/α) esta´ contenido en K. Por la
Proposicio´n 1.1.21, tenemos que tanto Dg,1/β,1/α como Dγ,1/β,1/α son acotados.
Por el Lema 3.5.3, Dg,α,β y Dγ,α,β tambie´n son acotados. Por lo tanto
Sg,γf = Dγ,α,βD
∗
g,α,βf =
∑
k,n∈Zd
〈fTαkMβng〉TαkMβnγ
esta´ bien definido y es acotado en L2(Rd). Como (g, γ) satisface la condicio´n
(A′), la representacio´n de Janssen mantiene la biortogonalidad de G(g, 1/β, 1/α)
y G(γ, 1/β, 1/α), lo que nos da
Sg,γf =
∑
k,n∈Zd
〈γTk/βMn/αg〉Tk/βMn/αf = f.
Y, como vimos en el Lema 3.4.4, la identidad DγD
∗
g = I, junto a que Dγ y Dg
son acotados, implica que G(g, α, β) y G(γ, α, β) son frames.

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