Thermal images of active semiconductor devices are acquired and processed in real time using visible light thermoreflectance imaging with 34 mK sensitivity. By using a 16ϫ 16 alternating current coupled photodiode array with synchronous frequency domain filtering a dynamic range of 123 dB is achieved for 1 s averaging. Thus with a stable and higher power light source, fundamentally the camera can reach 6 mK sensitivity over a submicron area. The number of pixels in the image is increased to 160ϫ 160 by multiple frame image enhancement and submicron spatial resolution is achieved. The photodiode array system has a maximum 40 kHz frame rate and generates a synchronous trigger for recovery of the phase signal. Amplitude and phase images of the thermoreflectance signal for 50ϫ 50 micron square active SiGe based microcoolers are presented.
I. INTRODUCTION
The next barrier for developing reliable, small, and fast semiconductor and optoelectronic devices is managing the heat generated in these structures. Temperature measurements on such devices are important, but thermal imaging of micron sized semiconductor devices is nontrival. [1] [2] [3] Based on thermoreflectance, a noncontact, all optical, thermal imaging microscope has been built which achieves 34 mK resolution for real time 1 s frames, and 0.34 K resolution at submicron spatial resolution when measuring the temperature of the device metal. The achievable signal to noise ratio ͑SNR͒ is limited by the maximum light power per area that is focused on the sample, and noise from the illumination source. Fundamentally, with optimum illumination and considering the total system noise of 100 fA/ Hz 1/2 root-mean-square, the shot noise will limit the thermal sensitivity to 6 mK over a submicron area using a 1 Hz filter. This is an improvement in performance over infrared based systems which are diffraction limited to 3 -5 m spatial resolution, and in simplicity compared to liquid crystal based thermography, which requires potentially destructive surface preparation. The highest resolution thermal images can be obtained using a nanothermocouple, [4] [5] [6] or a near field scanning optical microscopy technique, which have about 50 nm spatial resolution. Both techniques require expensive, complex experimental setups and scanning; a thermal image acquisition can take many hours.
II. THERMOREFLECTANCE MEASUREMENTS
Thermoreflectance measurements exploit the change of a material's reflection coefficient with temperature. [7] [8] [9] Typically, the thermoreflectance coefficient C th , which describes the normalized change in the reflection coefficient with temperature, for metals in the visible spectrum, is on the order of 10 −5 per degree Kelvin. Because of this small magnitude, thermoreflectance images with reasonable spatial resolution and high thermal sensitivity cannot be acquired in a typical off the shelf camera system. To acquire thermoreflectance images a precision, visible light imaging system was designed and built.
Previously, a single element photodiode was used with a lock-in amplifier and a scanning translation stage to acquire thermoreflectance thermal images. 10 A typical scanned image takes over 6 h to acquire because each data point requires 1 s of data to create the necessary 1 Hz bandwidth-limiting filter for noise rejection, and additionally a few seconds for the scanner to move and stabilize. To improve the acquisition time, a photodiode array with synchronous multiple point bandwidth filtering is used as the basis for the thermal imaging microscope. This system exhibits a speedup factor of 256 when compared to a single element scan, and thus thermal images can be realized in several minutes.
III. THERMOREFLECTANCE IMAGING
In general, charge coupled device ͑CCD͒ based imaging systems utilize an "integrate and shift" architecture, meaning that each row of pixels within the CCD frame is shifted out as a series of charge packets prior to the analog-to-digital conversion, which adds read noise and limits the dynamic range. Without considering the quantization from the analog to digital converter ͑ADC͒, ultimately the dynamic range of a pixel in a CCD is limited by the maximum number electrons in the charge packet that is shifted out. This full well capacity limits most CCDs to 100 dB. Additionally, the integration time for each pixel is generally fixed and only with a careful balance of charge up time and proper light intensity can the full well capacity be utilized to achieve the maximum dynamic range.
Even so, Fournier 11 has acquired thermoreflectance images in a CCD based system. In this experiment, the modulated thermoreflectance thermal signal is down converted to a lower frequency by modulating the illumination source near the thermal cycling frequency. Thus the mixed thermoreflectance thermal image, less than 100 Hz, can be acquired by the slow frame rate of the CCD. Another approach taken by Fournier is to increase the themoreflectance response by optimizing the illumination wavelength to find the maximum thermoreflectance coefficient for the device under test. The thermoreflectance coefficient can vary by an order of magnitude depending on the illumination wavelength and reflection material. Unfortunately, these data are not tabulated and some work is required to find the optimum wavelength for a given material. Fournier achieves good results by applying extensive image processing algorithms and averaging over several minutes. Several degrees Celsius of thermal sensitivity are achieved on the micron scale when applying this imaging technique to microdevices.
In order to be as sensitive as possible, we have developed a non-CCD based thermoreflectance imaging system that can provide potentially higher resolution. The main advantage of a photodiode array based system is the ability to monitor the continuous photocurrent at each pixel, which allows for parallel signal processing. Each pixel is alternating current ͑ac͒ coupled in the analog domain and receives additional, programmable gain prior to the analog-to-digital conversion. Thus, the ac component of the signal can be boosted in the analog domain without the direct current ͑dc͒ saturation of the pixel. Finally, a dedicated analog to digital converter is provided for each pixel. By using a precision photodiode array with custom electronics instead of a CCD based system, we are creating an imaging system with the highest possible sensitivity.
IV. SYSTEM DESIGN
By piecing together several high performance components, a very high-resolution visible light imaging system has been created. Each pixel has a dedicated circuit depicted in the block diagram, Fig. 1 . First, the incident light is acquired by the Hamamatsu C4675 16ϫ 16 element photodiode array, which provides a low noise 10 7 transimpedance gain for each pixel. The 256 analog channels are sent to four, in-house designed, printed circuit boards ͑PCBs͒; each PCB provides signal conditioning and digitization to 64 channels. The pixel is multiplexed to be ac or dc coupled, and the ac coupled path has an additional 1-100 software selectable gain. All pixels are synchronously sampled by their own Burr-Brown ADS1252 delta sigma ADC at 24 bits and 40 kHz, which is sufficient for recovering signals up to the 16 kHz analog bandwidth of the sensor head. The PCBs then send 256 serial channels to a Xilinx 4M gate Virtex2 FPGA, on a demonstration board from Avnet Design Services. Finally Lab-VIEW uses direct memory access to read the data via a National Instruments high speed NI-6534 digital input PCI board. Programmed in the Xilinix FPGA is a state machine, which provides the necessary control signals for the ADCs and the serial transfer. A second National Instruments PCI board is used to provide the software-controlled clock, which is buffered and redistributed by the FPGA, the amplifier gain and multiplexer settings, and the control of the streaming data via a RUN/STOP input.
V. REAL TIME THERMAL IMAGES
LabVIEW is used for processing the raw streaming data from the sensor with a fast Fourier transform ͑FFT͒ computed on the time domain data of each pixel. This is necessary for limiting the bandwidth of the white noise sources. One advantage to a low pixel count is that up to a frame rate of several kilohertz the data can be processed in less time then the acquisition and the 16ϫ 16 pixel thermal images are viewed in real time. At higher frame rates, a 64 Mb buffer is provided to hold several seconds of streaming data. Figure 2 depicts a 1 s frame from the thermal camera when imaging a 50ϫ 50 square micron SiGe microcooler 12 shown in the dc image ͑a͒. The thermal image ͑b͒ of the device is clearly seen when the device is biased at 10 mA. Cooling of 0.25 K below the ambient stage temperature of 297 K is seen on the device, and the cooling extends to the contact layer. Figure 3 shows the FFT of one pixel of the camera during a thermoreflectance measurement at the spatial resolution of Fig. 2 . The peak at 700 Hz is the thermoreflectance signal corresponding to a measurement of 4.4 K above the temperature controlled stage. Also visible are noise harmonics from the light flicker. This spectrum was processed with a 1 s FFT operation with the camera at a maximum 10 9 ac coupled gain. From the peak signal of 130 mV and the noise floor of 1 mV the thermal resolution can be calculated to be 34 mK. At a maximum 10 9 ac coupled gain and with the detector covered, the noise floor of the dark current and electronics is 100 fA/ Hz 1/2 , while the shot noise of the dc component for Fig. 3 is 474 fA/ Hz 1/2 . Considering these values, a total system noise of 484 V/Hz 1/2 is obtained, corresponding to 123 dB dynamic range. However, the measurement indicates that the noise floor achieved is about twice this, due to the excess noise in the flicker of the 200 W Hg arc-lamp illumination source. Fundamentally, with more intense and stable illumination, the maximum achievable SNR for a thermoreflectance image in this system can be 6 mK temperature resolution over a submicron area in 1 s.
VI. IMAGE ENHANCEMENT
Because each pixel has an analog output processed with a dedicated ADC, the high performance of the system comes at the drawback of a low pixel count. Thus a scanning technique is used to increase the number of data points in the image. To avoid a long scan range, or complicated image deconvolution, a pinhole array was fabricated and used with the 16ϫ 16 array. Two pinhole arrays were fabricated that are 1 / 25, and 1 / 100 of the pixel area, thus the thermal image can be improved from a 16ϫ 16 low-resolution frame to a higher 80ϫ 80, or 160ϫ 160 data point frame without any image processing. Due to the variation of the pinhole size, and the tolerances in the integrated circuits used at each pixel, it was necessary to correct the offset, and gain for each pixel, by using software.
Of course, the trade-off for this method is that in reducing the light power, the contribution of the system noise and shot noise is greater. In using the pinhole array the image sampling is improved, but the SNR of the thermal image is decreased. Figure 4 shows a 5ϫ enhancement of the dc image ͑a͒, and thermal image ͑b͒. The image sampling is 0.96 m 2 . At this small photocurrent, the shot noise, and amplifier noise are on the same order and the noise floor is 100 fA/ Hz 1/2 . The SNR scales with the light power down to the amplifier noise, and with only 4% of the total light power per pixel, the thermal resolution for submicron thermal images increases to 0.34 K. The image demonstrates a practical limit, without improving upon the 200 W arc lamp source used for illumination
VII. SYNCHRONOUS SAMPLING AND PHASE IMAGING
The magnitude of the reflected signal obtained with the FFT provides information about the magnitude of the temperature change on the surface, however, to recover the sign of the thermal magnitude requires that the device cycling frequency and the camera frame acquisition are synchronized, allowing for the recovery of the phase signal between the excitation and measured result. Because of the synchronized, nonmultiplexed ADCs at each pixel, a single frame maintains the phase between pixels, but without a synchronous trigger, the phase between separate frames would be lost and the image enhancement for the phase as described earlier would not be possible. To allow for enhancement of the phase image beyond 16ϫ 16 pixels, synchronous detection is accomplished with a variable frequency trigger that is initiated upon, and synchronized to the frame acquisition. This is entirely controlled with the user software by a programmable timer with a TTL trigger output.
The sign of the magnitude can indicate whether or not the temperatures change from ambient is positive or negative, but it also is modified by the sign of the thermoreflectance coefficient obtained during calibration ͑Fig. 5͒. From calibration, it was measured that the substrate material and the metal have a different overall sign of the thermoreflectance coefficient. Figure 6 shows an example of a phase image series of a 50ϫ 50 ms SiGe microcooler at increasing bias current. At low currents, 100 mA, the phase image ͑a͒ indicates cooling on the device surface ͑light͒ and also cooling on the substrate ͑dark͒ around the device. Here, the phase change is from sign of the different materials' thermoreflectance coefficient. As the bias current is increased, to 300 ͑b͒, 400 ͑c͒, and 500 mA ͑d͒, the heating on the contact metal ͑dark͒ eventually dominates, while the cooling on the metal ͑light͒ becomes localized to the device surface. The data on the substrate around the cooler indicate that at 100 mA the substrate is below ambient, but at 400 mA the substrate is above ambient. The phase image series in Fig. 6 shows how the boundary from heating to cooling on the metal changes with bias current. The phase image of the thermoreflectance signal provides important information about the sign of the magnitude, but additionally, phase imaging provides information about propagation of the thermal signal. 13, 14 
VIII. CALIBRATION
Unfortunately, thermoreflectance coefficients are not published in the literature, and because of the wavelength and surface texture dependencies, it is necessary to develop a method for external calibration. To this extent, a setup similar to Dilhaire's, 15 involving a microthermocouple, and an external thermoelectric ͑TE͒ heater, is used. Dilhaire uses a self-focusing laser beam, required in order to compensate for the high magnification lens and the thermal expansion of the material. Because our setup uses an incoherent broadspectrum 200 W Hg arc lamp and a microscope objective with a less-sensitive focus, good results were achieved without using this component.
However, even though the small TE heater can heat the sample under test by 20 deg, due to the weak thermoreflectance coefficient, a dc measurement is still too noisy to be resolved. Similar to the previously described method, the measurement bandwidth can be reduced by cycling the temperature of the sample under test many times and processing the result. The thermal transient of an external TE heater is on the order of 30 s, even so, by averaging over 10 min or so, the white noise can be reduced to obtain reasonable signal to noise on the thermoreflectance coefficient. The area of light integration can be increased and thus the overall reflection power is increased ͑trading spatial resolution for more At lower currents, 100 ͑a͒ and 300 mA ͑b͒, the device cooling extends in to the contact layer while at higher bias, 400 ͑c͒ and 500 mA ͑d͒, the cooling is localized to the device. light power͒. Simultaneously with the optical measurement, a microthermocouple of 50 s in diameter is in contact with the material surface under test providing reliable temperature measurement. With this test setup various thermoreflectance coefficients for our white illumination source on different materials can be determined.
In order to use the calibration, the thermal imaging data from the camera head require some basic image processing. The steps toward realizing a thermal image consists of: sign correction, normalization, shadow elimination, and assigning calibration data to different materials in the image. One way to differentiate between different materials in the image, for assigning calibration coefficients is to look at the overall reflectivity of the different surfaces in the image histogram. Generally, the metal surface corresponds to the bright points in the image, while the dark points are the substrate material. From this bimodal image histogram, the shadow points are removed, and coefficients are assigned to the different surfaces.
In a similar way, the histogram of the phase image can give information about the data points corresponding to the sign of the temperature change in the image. This information is used to generate an image mask, which is then multiplied with the data. Figure 7 shows the acquired dc image ͑a͒, phase image ͑b͒, magnitude image ͑c͒, and the generated image mask ͑d͒.
IX. EXPERIMENTAL RESULTS
Presented are typical results of an active 50ϫ 50 m square SiGe microcooler. Figure 8 shows the microcooler device ͑a͒ and the 10ϫ enhanced thermal image ͑b͒ of the device when biased to 500 mA. The thermal image indicates that the device cools 2.8 C below the 30 C stage on the device surface at 500 mA, but additionally, there is heating on the substrate around the device. Simulations indicate that there should not be as much heating occurring on the substrate around the device. The extra heating is probably caused by too much resistance in the buffer layer of the microcooler structure. Figure 9 depicts quantitative analysis of the thermal images, the device surface cooling as a function of bias current ͑a͒ and thermal cross sections down the contact layer to the device ͑b͒. Such data are important for providing feedback to the design engineers to minimize parasitic heat sources. This shows that the thermoreflectance array camera is an important tool in the investigation of microscale thermal phenomena, and represents an improvement over commercially available thermal microscopes. 
