Let G be an r-outerplanar graph with n vertices. We provide a sequence of log(n)/r 32r 2 subgraphs of G, each separated from the rest by at most 2r vertices, and a subset of integer-labeled vertices for each subgraph, such that gluing any two graphs in the sequence will yield an r-outerplanar graph. Gluing means to take the disjoint union and then to identify vertices with the same labels.
Introduction
Sequences of small separators in a graph are useful in many contexts, for example, in designing dynamic programming algorithms. We are concerned here with sequences of subgraphs of a graph of a certain family F such that each subgraph is separated from the rest via a small separator and such that gluing any two graphs in the sequence on their corresponding separators gives again a graph in F. Such sequences are useful in designing data reduction algorithms [8] . The reason is that, if the problem under consideration allows for it, we can assign a signature to each separator and if two separators have the same signature, then we can remove the part of the graph between these two separators, glue the two remaining parts of the graph on the separators and in this way obtain a smaller, equivalent instance of the problem.
We provide here a sequence as described above for r-outerplanar graphs. For an edge bipartition A, B ⊆ E(G) of a graph G, let M (A, B) be the set of vertices in G which are adjacent with both an edge in A and in B, that is,
We call M (A, B) the middle set of A, B. For an edge set A ⊆ E(G), denote by G A := ( e∈A e, A) the subgraph induced by A. Gluing two graphs is denoted by the operation · • · where the two input graphs have integer vertex labels and vertices with the same labels are identified during the gluing operation.
We prove the following theorem.
Theorem 1. For every connected r-outerplanar graph G with n vertices, none of which is of degree one, there is a sequence
. . , |M (A i , B i )|} such that s ≥ log(n)/r 32r 2 , and for every i, j, 1 ≤ i < j ≤ t,
The proof is provided in Section 3 and relies crucially on sphere-cut branch decompositions [5] . A sphere-cut branch decomposition is a tree T whose leaves one-to-one correspond to the edges of a graph G embedded in the sphere (without edge crossings) that fulfills the following property. For any edge e in T , there is a circle in the sphere that meets G in precisely in the middle set of the edge bipartition (A, B) of G induced by the connected components of T − e, and moreover, that circle cuts the sphere into two disks such that one of the disks contains only edges from A and the other only from B. Such a circle is also called noose. For the precise definitions, see Section 2. The outline of the proof of Theorem 1 is as follows. We transform the plane embedding of G into an embedding in the sphere and apply a theorem of [5] from which we obtain a sphere-cut branch decomposition for G of width at most 2r. The edge bipartitions in the theorem are defined based on a longest path in the corresponding decomposition tree. We define a signature for each bipartition (containing 32r 2 log(r) bits) which determines the pairs of edge bipartitions which can be glued to an r-outerplanar graph. In the proof of the r-outerplanarity the nooses of the sphere-cut branch decomposition will be crucial.
Adapting a proof of the authors [11] , we then apply Theorem 1 to the following (parameterized) problem: A support for a hypergraph H = (V, E) is a graph G on the same vertex set V such that, for each hyperedge e ∈ E, the subgraph of G induced by the vertices in e is connected.
Planar Support
Input: A hypergraph H with n vertices and m hyperedges, and an r ∈ N. Question: Does H have a planar support of outerplanarity at most r? Parameter: The number m of hyperedges in H and r combined.
For an account of related work for Planar Support we refer to van Bevern et al. [11] . Most relevant to this work, Planar Support is NP-hard for every r ≥ 2 as can be seen by adapting the reduction provided by Buchin et al. [2] . Planar Support is nonuniformly fixed-parameter tractable with respect to m using well-quasi order arguments (see van Bevern et al. [11] ). van Bevern et al. [11] proved that Planar Support is uniformly fixed-parameter tractable (with respect to m + r). In Section 4 we adapt the corresponding proof, swapping out the more general (and hence, harder to deal with) so-called well-formed separator sequences for the sequence provided by Theorem 1. Section 4 should thus not be seen as an independent contribution of this work but rather an instructive application of Theorem 1.
Preliminaries
Unless stated otherwise, all graphs in this work are finite and without loops or parallel edges. We use standard definitions from graph theory [4] and parameterized complexity [10, 7, 6, 3] .
and an edge set E = E(H) such that e ⊆ V for every e ∈ E. Where it is not ambiguous, we denote n := |V | and m := |E|. The size of a hyperedge is the number of vertices in it. Unless stated otherwise, we assume that hypergraphs do not contain hyperedges of size at most one or multiple copies of the same hyperedge. (These do not play any role for the problem under consideration, and removing them can be done easily and efficiently.) Topology. A topological space is a tuple X = (X, F) of a set X, called universe, and a collection F of subsets of X, called open sets or topology, that satisfy the following properties:
• 
· is the Euclidean norm.
A topological subspace T ⊆ S of a topological space S is a topological space whose universe is a subset of the universe of S. We always assume topological subspaces to carry the subspace topology, that is, the open sets of T are the intersections of the open sets of S with the universe of T. We also say that T is the topological subspace induced by the universe of T.
Important topological subspaces of R n are, with a slight abuse of notation, the plane R 2 , the sphere whose universe is {(x, y, z) ∈ R 3 | x 2 + y 2 + z 2 = 1}, the closed disk whose
A homeomorphism φ between two topological spaces is a bijection φ between the two corresponding universes such that both φ and φ −1 are continuous. We often refer to a subspace X (for example, a circle) in a topological space Y, by which we mean a topological subspace of Y which is homeomorphic to X.
An arc is a topological space that is homeomorphic to the closed interval [0, 1]. The images of 0 and 1 under a corresponding homeomorphism are the endpoints of the arc, which links them and runs between them. Being linked by an arc forms an equivalence relation on the universe of a topological space. The topological subspaces induced by the equivalence classes of this relation are called regions. We say that a closed set C in a topological space S separates S into the regions of the subspace of S induced by S \ C where S is the universe of S.
Embeddings of graphs in the plane and sphere. An embedding of a graph G = (V, E) into the plane R 2 (into the sphere S) is a tuple (V, E) and a bijection φ :
• the interior of any arc in E (that is, the arc without its endpoints) contains no point in V and no point of any other arc in E, and • u, v ∈ V are adjacent in G if and only if φ(u) is linked to φ(v) by an arc in E. The regions in R 2 \ ( E) (in S \ ( E)) are called faces.
A planar graph is a graph which has an embedding in the plane or, equivalently, in the sphere. A plane graph G = (V, E) is a planar graph given with a fixed embedding in the plane. An S-plane graph G is a planar graph given with a fixed embedding in the sphere. For notational convenience, we refer to the sets V and V as well as E and E interchangeably. Moreover, we sometimes identify G with the set of points V ∪ E.
A noose in an S-plane graph G is a circle in S whose intersection with G is contained in V (G). Every noose N separates S into two open disks.
Layer decompositions, outerplanar graphs. The face of unbounded size in the embedding of a plane graph G is called outer face. The layer decomposition of G with respect to the embedding is a partition of V into layers L 1 · · · L r and is defined inductively as follows. Layer L 1 is the set of vertices that lie on the outer face of G, and layer L i is the set of vertices that lie on the outer face of G − i−1 j=1 L j for 1 < i ≤ r. The graph G is called r-outerplanar if it has an embedding with a layer decomposition consisting of at most r layers. If r = 1, then G is simply said to be outerplanar. A face path is a sequence of faces such that two consecutive faces share a vertex. Note that a vertex v in layer L i has a face path of length i from a face incident with v to the outer face. Moreover, a graph is r-outerplanar if and only if each vertex has a face path of length at most r from an incident face to the outer face.
Branch decompositions. A branch decomposition of a graph G is a tuple (T, λ) where T is a ternary tree, that is, each internal vertex has degree three, and λ is a bijection between the leaves of T and E(G). Every edge e ∈ E(T ) defines a bipartition of E(G) into A e , B e corresponding to the leaves in the connected components of T − e. Define the middle set M (e) of an edge e ∈ E(T ) to be the set of vertices in G which are incident with both an edge in A e and B e . That is,
The width of an edge e ∈ E(T ) is |M (e)| and the width of a branch decomposition (T, λ) is the largest width of an edge in T . The branch width of a graph G is the smallest width of a branch decomposition of G.
A sphere-cut branch decomposition of an S-plane graph G is a branch decomposition (T, λ) of G fulfilling the following additional condition. For every edge e ∈ E(T ), there is a noose N e whose intersection with G is precisely M (e) and, furthermore, the open disks D 1 , D 2 into which the noose N e separates S, can be indexed in such a way that
We use the following.
Theorem 2 (Dorn et al. [5] ). Let G be a connected, S-plane graph of branchwidth at most b without vertices of degree one. There exists a sphere-cut branch decomposition for G of width at most b.
Boundaried graphs, gluing. For b ∈ N, a b-boundaried graph G is a graph with a vertex set B ⊆ V (G), called the boundary, such that b = |B|, and with an injective map β : B → N, called the boundary labeling. For brevity, we also denote by β-boundaried graph G that b-boundaried graph G whose boundary is the domain of β and whose boundary labeling is β.
We define the gluing operation ·
where G is the set of graphs and G b is the set of b-boundaried graphs: for two b-boundaried graphs G 1 , G 2 with corresponding boundaries B 1 , B 2 and boundary billings β 1 , β 2 , to obtain the graph G 1 • G 2 take the disjoint union of G 1 and G 2 , and identify each v ∈ B 1 with β −1 2 (β 1 (v)) ∈ B 2 . We omit the index b in · • b · where it is clear from the context.
A sequence of gluable edge bipartitions
In this section we prove Theorem 1. As mentioned before, the edge bipartitions in Theorem 1 are defined based on a sphere-cut branch decomposition for the graph G. For this, we translate the plane embedding of G into a sphere embedding and then apply Theorem 2.
A path in the decomposition tree of a sphere-cut branch decomposition gives us a series of roughly log(n) edge bipartitions for a graph embedded in the sphere. For each of these edge bipartitions we have a corresponding noose by the sphere-cut property.
After sanitizing the nooses, we can assume that they separate the sphere into nested disks, amenable to gluing pairs of them so that we again get a sphere. It then remains to make the gluing so that the graph remains r-outerplanar. For this we define a signature for each edge bipartition and we keep only the largest set of edge bipartitions that have the same signature. The signature contains the graph induced by the separators and for each edge in that graph the information on whether this edge is to the "left" or to the "right" of the noose. So if we glue two disks, the separators will induce the same graph as before. (This restriction could be relaxed, but we do need to make sure that by mixing edges from the left and right sides of the nooses when gluing, we do not introduce edge crossings.)
Also we have to make sure that the layer of each vertex only decreases. For this we note in the signature, for each face touched by the noose, how far it is away from the outer face (the face in the sphere corresponding to the outer face in the plane), and we note for each pair of faces touched by the noose how far they are away from each other. Then, if the separators have the same signature, each vertex in the glued graph will be at most as far away from the faces touched by the noose and hence, at most as far away from the outer face. (If "far" means more than r, then we can safely ignore this.)
Our definition of bipartition signature can be encoded in a number of bits bounded by some function φ of r. Thus, there are at least log(n)/φ(r) edge bipartitions with the same signature in the path.
The rest of this section is dedicated to the formal proof.
An initial sequence T of edge bipartitions. Consider the canonical embedding of G into a sphere S that we obtain by taking a circle that encloses but does not intersect G and identifying all points in the unbounded region of the plane which is separated off by this circle. Since G is r-outerplanar, it has branch width at most 2r [1] . By Theorem 2, there is a sphere-cut branch decomposition (T, λ) for G of width at most 2r. We define the sequence in Theorem 1 based on (T, λ).
Consider a longest path P in T . Denote by e 1 the edge of G which is the preimage of the first vertex of P under λ. Since each edge on T induces a bipartition of the edges in G, so does each edge on P . Define the sequence T :
is the bipartition of E(G) induced by the ith edge on P such that e 1 ∈ C i . We have C i C i+1 and D i D i+1 because T is a ternary tree and λ is a bijection. We later need a lower bound on the length of T . For this, observe that P contains at least 2 log(n) edges, because G has at least n edges (there are no vertices of degree one) and T is a ternary tree. The sequence in the Theorem 1 is defined based on a subsequence of T .
Obtaining a sequence of non-crossing nooses. To define the desired subsequence of T , we fix one noose N i for each (C i , D i ) ∈ T such that the resulting sequence of nooses has the following property. Denote by C i , D i the open disks in which N i separates S Figure 1 : A graph embedded in the sphere and two crossing nooses (dotted, left) and two non-crossing nooses (dotted, right). We projected the sphere into the plane by replacing a point in the sphere with a circle (dashed) and drawing all remaining points inside this circle. Both pairs of nooses represent the same edge bipartitions. Note that the two nooses on the right share a point on the sphere.
such that C i ⊆ C i and D i ⊆ D i . Then it shall hold that for any two i, j, i < j, we have C i C j and D i D j . We say that the nooses N i and N j are non-crossing and crossing otherwise. See Fig. 1 for examples. To see that we can choose the nooses in this way, first choose them arbitrarily and then consider two crossing nooses N i , N j , i < j, that is, C i ∩ D j = ∅. We define a nooseÑ i which we obtain from N i by replacing each maximal subsegment contained in D j by the corresponding subsegment of N j which is contained in C i . There is no edge of G contained in C i ∩ D j because such an edge then would also be in
. Thus,Ñ i fulfills the conditions for the nooses in sphere-cut branch decompositions and we may fix
Clearly,Ñ i and N j are non-crossing. Moreover, any noose N k , k > i, that crossesÑ i also crosses N i becauseC i ⊆ C i . Thus, uncrossing each noose in the order from largest to smallest index with all following nooses as described above yields a sequence of pairwise non-crossing nooses.
Signatures that allow gluing. Based on the sequence T of edge bipartitions of G and the nooses we have fixed above for each edge bipartition, we now define a tuple, the signature, for each edge bipartition that can be encoded using 32r 2 log(r) bits and that has the property that, if two edge bipartitions have the same signature, then they can be glued in a way that results in an r-outerplanar graph.
For every noose N i we define a bijection β i : M (C i , D i ) → {1, . . . , |M (C i , D i )|} corresponding to the order in which the vertices in M (C i , D i ) appear in a traversal of N i that starts in an arbitrary point. We furthermore define a map γ i from each face touched by N i to its occurrences in the traversal of N i above. That is, if face G occurs between vertex β −1 i (j) and β −1 i (j + 1) (where the arguments are modulo |M (C i , D i )|) then j ∈ γ i (G).
Denote by F that face of G in the sphere embedding that corresponds to the outer face of the plane embedding. Define the signature of (C i , D i ) as a tuple which contains the following information.
1
For each k ∈ {1, . . . , |M (C i , D i )|} the lengths of the shortest face paths from γ −1 i (k) to F in C ∪ N and D ∪ N, respectively. 5. For each pair k 1 , k 2 ∈ {1, . . . , |M (C i , D i )|} the lengths of the shortest face paths between γ −1 i (k 1 ) and γ −1 i (k 2 ) in C ∪ N and D ∪ N, respectively. If the paths above do not exist, or the lengths are larger than r, then put ∞ instead of the length.
Definition of the desired edge bipartition sequence. Take
where, in a slight abuse of notation, ((C i , D i )) s i=1 is the longest subsequence of T in which all pairs (C i , D i ) have the same signature. Two edge separations (defined via nooses) which have the same signature are shown to the right in Fig. 1 and in Fig. 2 . We claim that S fulfills the conditions of Theorem 1.
Length of the sequence. To see that the length s of S is large enough, recall that the path P which forms the basis of sequence T contains at least 2 log(n) edges whence T contains at least 2 log(n) entries. The longest subsequence of T with pairwise equal signatures has length at least 2 log(n) divided by the number of different signatures. It is not hard to see that there are at most two possibilities for Piece of information 1, 2 (2r) 2 possibilities for Piece of information 2, 2 (2r) 2 for Piece of information 3, (r + 1) 2r for Piece of information 4, and (r + 1) (2r) 2 for Piece of information 5, giving overall a bound on the number of different signatures of at most 2 · 2 (2r) 2 · 2 (2r) 2 · (r + 1) 2r · (r + 1) (2r) 2 = exp(ln(2) · (1 + 2(2r) 2 + log(r + 1) · (2r + (2r) 2 ))) ≤ exp ln(2) · log(r + 1) · 1 + 2(2r) 2 log(r + 1) + 2r + 4r 2 ≤ r 32r 2 .
Thus S has length at least log(n)/r 32r 2 .
Outerplanarity of the glued graphs. For each (C i , D i ), (C j , D j ) ∈ S, i < j, we have C i C j and D i D j . Thus to prove Theorem 1 it remains to show that G ij := G C i • G D j is r-outerplanar. To see this, we first describe how to obtain G ij as an S-plane graph from G and G's embedding in the sphere. Recall that the nooses N i and F F Figure 2 : Left: A graph embedded in a subdisk of the sphere which has been projected onto the plane. We show two nooses (dotted) that induce edge bipartitions. The signatures of the two edge bipartitions are the same if we assume that both "left sides" (the C i ) of the bipartitions contain the outermost edges and if we assume the corresponding mappings β i to be the clockwise orderings of the vertices on the noose with the topmost vertex as starting point. Right: The graph resulting from gluing along the two nooses.
N j are non-crossing. Hence the closed disks C i ∪ N i and D j ∪ N j can intersect only in their boundary. Consider dislocating these disks from the sphere, and gluing them at their boundaries N i and N j , creating another sphere. For an example, see Fig. 2 .
Recall that the vertices in M (C i , D i ) and M (C j , D j ) are enumerated by β i and β j , respectively, according to traversals of the nooses. Hence, there is an open diskD i with D i ∩D j = ∅ and a homeomorphism ψ : D i ∪N i →D i ∪N j that respects the two traversals of the nooses, that is, the initial points of the traversals are mapped onto each other and if z comes after y in the traversal of N i then ψ(z) comes after ψ(y) in the traversal of N j . In particular, for each pair of vertices u, v, where u ∈ V ∩ N i , v ∈ V ∩ N j , such that φ(z) = y we have β i (z) = β j (y). Denote by G the S-plane graph induced by the homeomorphism ψ andD i ∪ N j ∪ D j . We claim that G is a sphere embedding of G ij .
First we prove that G and G ij are isomorphic graphs. Since each edge in G ij is contained in either of the two disks above, we have G ij E = G E for E ∈ {C i , D j } and, clearly, there are no further edges with at most one endpoint in M (C i , D i ) (equaling M (C j , D j ) in G ij and G ). Hence, ignoring the edges within M (C i , D i ), graphs G ij and G are isomorphic.
For the remaining edges, clearly, two adjacent vertices u and v in G are also adjacent in G ij . In the other direction, consider two vertices u, v ∈ M (C i , D i ) which are adjacent in G ij . Hence, they are either adjacent in G ∩ C i or in G ∩ D i . In the first case, clearly, u and v are adjacent in G . In the second case, since u := β −1 j (β i (u)) and v := β −1 j (β i (v)) are adjacent by Piece of information 2 and the corresponding edge is contained in G ∩ D j by Piece of information 3, also u and v are adjacent in G (in which u = u and v = v ). In summary, G ij and G are isomorphic.
We have shown above that G ij has a sphere embedding. Note that, due to Piece of information 1, there is a face in the sphere embedding of G ij that contains x or ψ(x).
In a slight abuse of notation, we denote this face by F. By puncturing the sphere at a point contained in the face F and projecting the resulting point set onto the plane we obtain a plane embedding of G ij with an outer face corresponding to F. In the following we assume that G ij is embedded in this way.
To conclude the proof it remains to show that G ij is r-outerplanar. Recall that a graph is r-outerplanar if and only it has an embedding in the plane such that each vertex v has an incident face with a face path of length at most r to the outer face. Call such a path good with respect to v. Say that a face path is contained in a disk A if each vertex that the path uses to go from one face to another is contained in A.
It remains to show that each vertex has an incident face and a face path from that face to F of length at most r. It suffices to prove this for vertices whose good paths in G are not contained in C i or D j as the remaining ones are also present in G ij . Consider a face path P which is not contained in C i and consider a maximal subsegment S of P which is contained in D i . The ends of face path S are either two faces G, H touched by N i or one such face and F. In the first case, there is a face path S with the ends G and H such that γ j (G ) ∩ γ i (G) = ∅ and γ j (H ) ∩ γ i (H) = ∅ by Piece of information 5 and the fact that S has length at most r. Moreover, S is not longer than S. Hence, replacing S with S in P , we obtain a sequence with one more segment contained in D j . Iterating the replacement, we obtain a face path in G ij . The cases where S is between F and a face touched by N i and where P is not contained in D j are analogous and omitted. Summarizing, as each vertex in G has a good path, so has each vertex in G ij , meaning that G ij is r-outerplanar. This concludes the proof of Theorem 1.
A problem kernel for Planar Support
Assume that the hypergraph has an r-outerplanar support. Clearly, we have the desired problem kernel if the number n of vertices is bounded in terms of the number m of hyperedges and the outerplanarity r. Otherwise, if m, r n, then, by Theorem 1, there exists a sequence of edge bipartitions that is long in comparison with m. In this case, intuitively speaking, for at least two edge bipartitions, their "status" must be the same with respect to their induced separators and the hyperedges of H crossing them. These two edge bipartitions can be glued resulting in a new graph. This new graph is not a support for H since it has less vertices. The missing vertices, however, can be "redrawn" to obtain an r-outerplanar support for H. Next we formalize this approach.
Using Theorem 1, we show that the size of a smallest representative r-outerplanar support can be upper-bounded by a function of the number m of hyperedges of H plus the outerplanarity r of a support. To this end, we first formally define the notion of two separators having the same status with respect to the hyperedges that cross the separators.
Definition 2 (Edge bipartition signature). Let H = (V, E) be a hypergraph and G be a representative planar support for H. Let (A, B, β) be an ordered edge bipartition of G and denote := |M (A, B)|. The signature of (A, B, β) is a triple (T , φ, K), where M (A, B) to the twin class of that vertex, and • K := {γ e | e ∈ E}, where γ e is the relation on {1, . . . , } defined by iγ e j whenever β −1 (i), β −1 (j) ∈ e and β −1 (i) is connected to β −1 (j) in G B .
We claim that in a sequence ((A i , B i , β i )) s i=1 as in Theorem 1 the number of distinct edge bipartition signatures is upper-bounded by 2 m·(2r 2 +r+1) . To see this, denote the signature of (A i , B i ) by (T i , φ i , K i ). There are at most 2 m − 1 twin classes in T i . Furthermore, for every i, j, i < j, we have A i A j , which implies T i ⊆ T j . Thus, either T i = T i+1 or T i+1 comprises at least one additional twin class. Since the number of twin classes can increase at most 2 m − 2 times, the number of different T i is less than 2 m . Next, there are at most 2 m choices for a twin class for each β −1 (i) ∈ M (A i , B i ), leading to at most 2 m different possibilities. For the last part of the signature, K i , for each γ e there are 2 ( 2 − )/2 possibilities, leading to 2 m( 2 − )/2 possibilities for K i . Since the size of the middle sets in Theorem 1 is at most 2r we have the following upper bound on the number of possible signatures:
Denote ψ(m, r) = 2 2 m·(2r 2 +r+1) ·r 32r 2 .
Lemma 1. If a hypergraph H = (V, E) has an r-outerplanar support, then it has a representative r-outerplanar support with at most ψ(m, r) vertices.
Proof. Let G = (W, E) be a representative r-outerplanar support for H with the minimum number of vertices, and assume towards a contradiction that |W | > ψ(m, r). We show that there is a representative support for H with less than ψ(m, r) vertices. We would like to apply Theorem 1 to G. For this we need that G does not contain any vertices of degree one. Indeed, any vertex v of degree one is covered by its neighbor u: Otherwise, there is hyperedge containing v and not u which is not connected. Hence, G − v is a representative r-outerplanar support for H, contradicting the minimality of G. Thus, indeed, G does not contain vertices of degree one.
Since G is r-outerplanar with more than ψ(m, r) vertices, by Theorem 1, there is a sequence S = ((A i , B i , β i )) s i=1 of length at least s ≥ log(ψ(m, r)) r 32r 2 = 2 m·(2r 2 +r+1) · r 32r 2 r 32r 2 = 2 m·(2r 2 +r+1) .
Since there are less than 2 m·(2r 2 +r+1) different signatures in S (Eq. (1)) there are two elements (A i , B i , β i ) and (A j , B j , β j ), i < j, in S whose edge bipartitions have the same signature.
We show that the graph G ij := G A i • G B j is a representative support for H, wherein G A i is β i -boundaried and G B j is β j -boundaried. Since G ij is r-outerplanar by Theorem 1 Statement (ii), this contradicts the choice of G according to the minimum number of vertices, thus proving the lemma.
Let W = V (G ij ). To see that each vertex V \ W is covered by some vertex in W it suffices to show that G and G ij have the same set of twin classes. Note that each vertex in W \ W is contained in G A j and not incident with any edge in A i . Furthermore, G A i and G A j have the same set of twin classes, since the signatures of (A i , B i ) and (A j , B j ) are the same. Thus, G and G ij have the same set of twin classes.
To show that G ij is a representative support it remains to show that it is a support for H[W ], that is, each hyperedge e of H[W ] induces a connected graph G ij [e ]. Let e be a hyperedge of H such that e ∩ W = e . That is, e ⊇ e and each vertex of e that is not in e is removed during the gluing operation. Observe that such a hyperedge e exists and that G[e] is connected since G is a representative support of H.
Denote by S i the middle set
Furthermore, for a graph G and S ⊆ V (G) use γ(S, G) for the equivalence relation on S of connectivity in G.
To show that G ij [e ] is connected it suffices to consider the case that
because, otherwise, all edges of G[e] are contained in either G A i or G B j and hence in G ij . Thus, since S i and S j are separators in G, each vertex in e \ (S i ∪ S j ) is connected in G[e] to some vertex in S i or S j . Since these two sets are the same in G ij , to show that e is connected, it is enough to prove that the transitive closure δ of
contains only one equivalence class. Denote byĜ the graph obtained from G by identifying each v ∈ S i with β −1 j β i (v) ∈ S j (hence, identifying S i and S j , resulting in the set S). Relation := γ(e ∩ S,Ĝ) has one equivalence class and, moreover, it is the transitive closure of
wherein the ground sets are identified according to β i and β j as above. Clearly,
and γ(e ∩ S, G ij B i ) = γ(e ∩ S j , G B i ).
Thus for = δ it suffices to prove that γ(e ∩ S,Ĝ B i \ B j ) ⊆ γ(e ∩ S j , G ij B j ).
Indeed, the left-hand side is clearly contained in γ(e ∩ S i , G B i ) which equals γ(e ∩ S i , G ij B i ). This, in turn, equals the right-hand side because the signatures of the two edge bipartitions are equal, meaning that K i = K j . Thus, indeed, δ = , from which we infer that e is connected.
We now use the upper bound on the number of vertices in representative supports to obtain a problem kernel for Planar Support. First, we show that representative supports can be extended to obtain a solution.
Lemma 2. Let G = (W, E) be a representative r-outerplanar support for a hypergraph H = (V, E). Then, H has an r-outerplanar support in which all vertices of V \ W have degree one.
Proof. Let G be the graph obtained from G by making each vertex v of V \ W a degreeone neighbor of a vertex in W that covers v (such a vertex exists by the definition of representative support). Clearly, the resulting graph is planar. It is also r-outerplanar: If the neighbor v of a new degree-one vertex u is in L 1 , then place u in the outer face.
If v ∈ L i , i > 1, then place u in a face whose boundary contains v and a vertex in L i−1 (which exists since otherwise v is not in layer L i ).
It remains to show that G is a support for H. Consider a hyperedge e ∈ E. Since G is a representative support for H, we have that e ∩ W is nonempty and that G[e ∩ W ] is connected. In G , each vertex u ∈ e \ W is adjacent to some vertex v ∈ W that covers u. This implies that v ∈ e. Thus, G [e] is connected as G [e ∩ W ] is connected and all vertices in e \ W are neighbors of a vertex in e ∩ W .
We can now use Lemma 2 to show that, if there is a twin class that contains more vertices than a small representative support, then we can safely remove one vertex from this twin class.
Lemma 3. Let H be a hypergraph and let v ∈ V (H) be a vertex such that |[v] ρ | ≥ α. If H has a representative r-outerplanar support with less than α vertices, then H − v has a r-outerplanar support.
Proof. Let G = (W, E) be a representative r-outerplanar support for H such that |W | < α. Then, at least one vertex of [v] ρ is not in V and we can assume, without loss of generality, that this vertex is v. Thus, by Lemma 2, H has a support G in which v has degree one. The graph G − v is a support for H − v: For each hyperedge e in H − v, we have that G [e \ {v}] is connected because v is not a cut-vertex in G [e] (since it has degree one). Now we combine the observations above with the fact that there are small r-outerplanar supports to obtain a kernelization algorithm. Theorem 3. Planar Support admits a problem kernel with at most 2 m ·2 2 m·(2r 2 +r+1) ·r 32r 2 vertices which can be computed in linear time. Hence, Planar Support is fixedparameter tractable with respect to m + r.
