Value function estimation is an important task in reinforcement learning, i.e., prediction. The commonly used operator for prediction in Q-learning is the hard max operator, which always commits to the maximum action-value according to current estimation. Such "hard" updating scheme results in pure exploitation and may lead to misbehavior due to noise in stochastic environments. Thus, it is critical to balancing exploration and exploitation in value function estimation. The Boltzmann softmax operator has a greater capability in exploring potential action-values. However, it does not satisfy the non-expansion property, and its direct use may fail to converge even in value iteration. In this paper, we propose to update the value function with dynamic Boltzmann softmax (DBS) operator in value function estimation, which has good convergence property in the setting of planning and learning. Moreover, we prove that dynamic Boltzmann softmax updates can eliminate the overestimation phenomenon introduced by the hard max operator. Experimental results on GridWorld show that the DBS operator enables convergence and a better trade-off between exploration and exploitation in value function estimation. Finally, we propose the DBS-DQN algorithm by generalizing the dynamic Boltzmann softmax update in deep Q-network, which outperforms DQN substantially in 40 out of 49 Atari games.
Introduction
Reinforcement learning has achieved groundbreaking success for many decision making problems, both in discrete and continuous domains, including roboticsKober et al. (2013 ), game playingMnih et al. (2015 ; Silver et al. (2017) , and many others. Without full information of transition dynamics and reward functions of the environment, in reinforcement learning, the agent aims to learn an optimal policy by interacting with the environment from experience.
Value function estimation is an important task in reinforcement learning, i.e., prediction Sutton (1988) ; DEramo et al. (2016) ; Xu et al. (2018) . In the prediction task, it requires the agent to have a good estimate of the value function in order to update towards the true value function. A key factor to prediction is the action-value summary operator. The action-value summary operator for Q-learning Watkins (1989) is the hard max operator, which always commits to the maximum action-value function according to current estimation for updating the value estimator. This results in pure exploitation of current estimated values and lacks the ability to consider other potential actions-values. Such "hard" updating scheme may lead to misbehavior due to noise in stochastic environments Hasselt (2010) ; van Hasselt (2013) ; Fox et al. (2015) . Even in deterministic environments, this may not be accurate as the value estimator is not correct in the early stage of the learning process. Consequently, it is important for the agent to trade-off exploration and exploitation in value function space, where choosing an appropriate action-value summary operator is of vital importance.
The Boltzmann softmax distribution is a natural scheme to address the exploration-exploitation dilemma and has been widely used in reinforcement learning Sutton & Barto (1998) ; Azar et al. (2012) ; Cesa-Bianchi et al. (2017) . To be specific, it is an exponentially weighting scheme, where the weights are computed according to the current estimation and its parameter β. A smaller value of β leads to more equiprobable weights while a larger value of β tends to give higher weights to larger estimation values.
The Boltzmann softmax operator is a natural action-value summary operator based on the Boltzmann softmax distribution, which can provide trade-off between exploration and exploitation in value function space. However, despite the advantages, it is very challenging to apply the Boltzmann softmax operator in value function estimation. As shown in Littman & Szepesvári (1996) ; Asadi & Littman (2016) , the Boltzmann softmax operator is not a non-expansion, which may lead to multiple fixed-points and thus the optimal value function of this policy is not well-defined. Non-expansion is a vital and widely-used sufficient property to guarantee the convergence of the planning and learning algorithm. Without such property, the algorithm may misbehave or even diverge. Therefore, it is widely believed that the Boltzmann softmax operator cannot be used directly due to the violation of non-expansion, even given perfect model of the environment Littman & Szepesvári (1996) .
In this paper, we investigate an essential problem, is there a way that the Boltzmann softmax operator be applied to estimate value functions with convergence guarantees?
We first study the problem in planning with given full information of the environment. We propose to update the value function with dynamic Boltzmann softmax (DBS) operator with good convergence guarantee. Our core idea for the DBS operator is to make the parameter β time-varying while being stateindependent. It is worth noting that it may violate the non-expansion property for some values of β t . Yet, we prove that having β t approach ∞ suffices to guarantee the convergence of value iteration with the DBS operator, even if there exists temporary violation of the non-expansion property during the adjustment. We show that the DBS operator rectifies the convergence issue of the Boltzmann softmax operator with fixed parameter, and achieves good convergence rate guarantee.
Based this theoretical guarantee, we then apply the DBS operator to estimate value functions in the setting of model-free reinforcement learning with unknown model, which requires careful balance between exploration and exploitation. We prove that the corresponding DBS Q-learning algorithm also guarantees convergence. Moreover, we show that DBS Q-learning eliminate the over-estimation phenomenon in Qlearning Hasselt (2010) , and provides a trade-off between exploration and exploitation in value function estimation.
Finally, we propose the DBS-DQN algorithm, which generalizes our proposed DBS operator from tabular Q-learning to deep Q-networks (DQN) using function approximators.
To examine the effectiveness of our dynamic Boltzmann softmax (DBS) operator, we conduct extensive experiments to evaluate the effectiveness and efficiency. We first evaluate DBS value iteration and DBS Q-learning on a tabular game, the GridWorld. Our results show that the DBS operator leads to smaller error and better convergence than vanilla Q-learning and soft Q-learning Haarnoja et al. (2017) . We then evaluate DBS-DQN on large scale Atari2600 games, and we show that DBS-DQN outperforms DQN in 40 out of 49 Atari benchmark games.
To sum up, our contribution can be summarized as follows:
• Firstly, to the best of our knowledge, we are the first to analyze the error bound of the Boltzmann softmax operator with arbitrary parameters, including static and dynamic.
• Secondly, we propose the dynamic Boltzmann softmax (DBS) operator, which has good convergence property in the setting of planning and learning. We further show that the DBS operator can eliminate the overestimation effect and provides trade-off between exploration and exploitation in value function estimation.
• Thirdly, we conduct extensive experiments to verify the effectiveness of the DBS operator in a tabular game and a suite of 49 Atari video games. Experimental results verify our theoretical analysis and demonstrate the effectiveness of the DBS operator.
Related Work
The Boltzmann softmax distribution is widely used in reinforcement learning ; Sutton & Barto (1998) ; Azar et al. (2012) . A number of researchers studied the exploration-exploitation dilemma in action selection, where it should balance exploiting the best appearing action according to current estimations. How to trade off exploration and exploitation in action selection is a critical task for both on-policy and off-policy algorithms. Singh et al. (2000) studied convergence of on-policy algorithm Sarsa. Compared with off-policy algorithms where action selection and value function estimation are separated and thus does not need to constrain much on action selection, the proof of convergence needs to focus more on action selection strategies. In their work, they showed that the action selection strategy is required to be greedy in the limit to ensure that optimal action can be selected, and considered a dynamic scheduling of the parameter β in Boltzmann softmax action selection strategy. However, the state-dependent parameter is impractical in complex problems as Atari games. Our work differs from Singh et al. (2000) as we study using the Boltzmann softmax operator in value function estimation, which is not trivial due to the violation of non-expansion. Our proposed DBS operator guarantees good convergence in model-based value iteration and model-free Q-learning. Moreover, it is state-independent, which is able to scale to complex problems with high-dimensional state space. Asadi & Littman (2016) proposed the "Mellowmax" operator for the expected Sarsa algorithm, which is a variant of the log-sum-exp operator satisfying non-expansion.
To encourage exploration in value function estimation, recent works study the use of alternative operators, most of which satisfy the non-expansion property Haarnoja et al. (2017) . Haarnoja et al. (2017) utilized the log-sum-exp operator, which enables better exploration and learns deep energy-based policies. The connection between our proposed DBS operator and the log-sum-exp operator is further discussed in Section 4.2.2. Bellemare et al. (2016) proposed a family of operators which are not necessarily non-expansions, but still preserve optimality while being gap-increasing. However, such conditions are still not satisfied for the Boltzmann softmax operator.
Preliminaries
A Markov decision process (MDP) is defined by a 5-tuple (S, A, p, r, γ), where S and A denote the set of states and actions, p(s |s, a) represents the transition probability from state s to state s under action a, and r(s, a) is the corresponding immediate reward. The discount factor is denoted by γ ∈ [0, 1), which controls the degree of importance of future rewards.
At each time, the agent interacts with the environment with its policy π, a mapping from state to action. The objective is to find an optimal policy that maximizes the expected discounted long-term reward E[ ∞ t=0 γ t r t |π], which can be solved by estimating value functions. The state value of s and state-action value of s and a under policy π are defined as
The optimal value functions are defined as V * (s) = max π V π (s) and Q * (s, a) = max π Q π (s, a). The optimal value function V * and Q * satisfy the Bellman equation, which is defined recursively as in Eq. (1):
Starting from an arbitrary initial value function V 0 , the optimal value function V * can be computed by value iteration Bellman (1957) according to an iterative update V k+1 = T V k , where T is the Bellman operator defined by (T V )(s) = max a∈A r(s, a) + s ∈S p(s |s, a)γV (s ) .
When the model is unknown, Q-learning Watkins & Dayan (1992) is an effective algorithm to learn by exploring the environment. Value estimation and update for a given trajectory (s, a, r, s ) for Q-learning is defined in Eq. (52):
where α denotes the learning rate. Note that Q-learning employs the hard max operator for value function updates, i.e., max(X) = max
Another common operator is the log-sum-exp operator Haarnoja et al. (2017) :
The Boltzmann softmax operator is defined as:
4 Dynamic Boltzmann Softmax Updates
In this section, we propose the dynamic Boltzmann softmax operator (DBS) for value function updates which is able to trade off exploration and exploitation in value function estimation. We show that the DBS operator does enable the convergence in value iteration, and has good convergence rate guarantee. Next, we show that the DBS operator can be applied in model-free Q-learning algorithm ensuring convergence, and can eliminate the overestimation phenomenon. The DBS operator is defined as: ∀s ∈ S,
where β t is non-negative. Our core idea of the dynamic Boltzmann softmax (DBS) operator boltz βt is to dynamically adjust the value of β t during the iteration.
We now give theoretical analysis of the proposed DBS operator and show that it has good convergence guarantee.
Value Iteration with DBS Updates
Value iteration with DBS updates admits a time-varying, state-independent sequence {β t } and updates the value function according to the DBS operator boltz βt by iterating the following steps:
For the ease of the notations, we denote T βt the function that iterates any value function by Eq. (7). Thus, the way to update the value function is according to the exponential weighting scheme which is related to both the current estimator and the parameter β t .
Theoretical Analysis
It has been shown that the Boltzmann softmax operator is not a non-expansion Littman & Szepesvári (1996) , as it does not satisfy Ineq. (8).
Indeed, the non-expansion property is a vital and widely-used sufficient condition for achieving convergence of learning algorithms. If the operator is not a non-expansion, the uniqueness of the fixed point may not be guaranteed, which can lead to divergent misbehaviors in value iteration.
In Theorem 1, we demonstrate that the DBS operator enables the convergence of DBS value iteration to the optimal value function.
Theorem 1 (Convergence of value iteration with the DBS operator) For any dynamic Boltzmann softmax operator boltz βt , if β t approaches ∞, the value function after t iterations V t converges to the optimal value function V * .
Proof Sketch. By the same way as Eq. (7), let T m be the function that iterates any value function by the max operator. Thus, we have
For the term (A), we have
For the proof of the Ineq. (10), please refer to Appendix A. For the term (B), we have
Combing (9), (10), and (11), we have
As the max operator is a contraction mapping, then from Banach fixed-point theorem Banach (1922) we have T m V * = V * . By the definition of the DBS value iteration in Eq. (7), we have
, where the full proof is referred to Appendix A. Taking the limit of the right hand side of Eq. (39), we obtain lim t→∞ ||V t+1 − V * || ∞ = 0.
Theorem 1 implies that DBS value iteration does converge to the optimal value function if β t approaches infinity. During the process of dynamically adjusting β t , although the non-expansion property may be violated for some certain values of β, we only need the state-independent parameter β t to approach infinity to guarantee the convergence. Now we justify that the DBS operator has good convergence rate guarantee in Theorem 2.
Theorem 2 (Convergence rate of value iteration with the DBS operator) For any power series β t = t p (p > 0), let V 0 be an arbitrary initial value function such that ||V 0 || ∞ ≤ R 1−γ , where R = max s,a |r(s, a)|, we have that for any non-negative < 1/4, after max{O
For the larger value of p, the convergence rate is faster. Note that when p approaches ∞, the convergence rate is dominated by the first term, which has the same order as that of the standard Bellman operator, implying that the DBS operator is competitive with the standard Bellman operator in terms of the convergence rate in known environment.
From the proof techniques in Theorem 1, we derive the error bound of value iteration with the Boltzmann softmax operator with fixed parameter β in Corollary 1, where the proof is referred to Appendix B.
Corollary 1 (Error bound of value iteration with Boltzmann softmax operator) After t iterations of value iteration with the Boltzmann softmax operator with a fixed parameter β, we have
, where V 0 denotes the initial value function.
Here, we show that after an infinite number of iterations, the error between the value function V t computed by the Boltzmann softmax operator with the fixed parameter β at the t-th iteration and the optimal value function V * can be upper bounded by log(|A|)
. However, although the error can be bounded, the direct use of the Boltzmann softmax operator with fixed parameter may introduce performance drop in practice, due to the fact that it violates the non-expansion property.
Thus, we conclude that the DBS operator performs better than the traditional Boltzmann softmax operator with fixed parameter in terms of convergence.
Empirical Results
We first evaluate the performance of DBS value iteration to verify our convergence results in a toy problem, the GridWorld (Figure 1(a) ), which is a larger variant of the environment of O' Donoghue et al. (2016) . The GridWorld consists of 10 × 10 grids, with the dark grids representing walls. The agent starts at the upper left corner and aims to eat the apple at the bottom right corner upon receiving a reward of +1. Otherwise, the reward is 0. An episode ends if the agent successfully eats the apple or a maximum number of steps 300 is reached. For this experiment, we consider the discount factor γ = 0.9.
The value loss of value iteration is shown in Figure 1 (b). As expected, for fixed β, a larger value leads to a smaller loss. We the zoom in on Figure 1 (b) to further illustrate the difference between fixed β and dynamic β t in Figure 1 (c), which shows the value loss for the last episode in log scale. For any fixed β, value iteration suffers from some loss which decreases as β increases. For dynamic β t , the performance of t 2 and t 3 are the same and achieve the smallest loss in the domain game. Results for the convergence rate is shown in Figure 1 (d). For higher order p of β t = t p , the convergence rate is faster. We also see that the convergence rate of t 2 and t 10 is very close and matches the performance of the standard Bellman operator as discussed before.
From the above theoretical and empirical analysis of value iteration with DBS updates, we demonstrate that value iteration can still converge to the optimal even with an operator violating the non-expansion property sometime. To sum up, we find a convergent variant of the Boltzmann softmax operator with good convergence rate guarantee, which paves the path for its use in reinforcement learning algorithms with little knowledge little about the environment. 
Q-learning with DBS Updates
In this section, we show that the DBS operator can be applied in a model-free Q-learning algorithm, which requires careful trade-off between exploration and exploitation in value function estimation. Next, we study the relationship of common operators in terms of the effect of overestimation. According to the DBS operator, we propose the DBS Q-learning algorithm shown in Algorithm 1. Please note that the action selection policy is different from the Boltzmann distribution.
Algorithm 1 Q-learning with DBS updates 1: Initialize Q(s, a), ∀s ∈ S, a ∈ A arbitrarily, and Q(terminal state, ·) = 0 2: for each episode t = 1, 2, ... do 
s ← s 12: end for 13: end for As seen in Theorem 2, a larger p results in faster convergence rate in value iteration. However, this is not the case in Q-learning, which differs from value iteration in that it knows little about the environment, and the agent has to learn from experience. Thus, it is vital for the agent to balance between exploration and exploitation. If p is too large, it quickly approximates the max operator that favors pure exploitation of current action-value function estimations. This is because the max operator always greedily selects the maximum action-value function according to current estimation, which may not be accurate in the early stage of learning or in noisy environments. As such, the max operator fails to consider other potential action-value functions and lacks the ability to explore in value function space.
Exploration-Exploitation Dilemma in Value Function Estimation
We first illustrate the effect of exploration-exploitation dilemma in value function estimation by a simple MDP shown in Figure 2 The MDP shown in Figure 2 (a) consists of 3 states and 2 actions, where s 0 , s 2 represents the initial and terminal state, p/r represents the transition probability and the corresponding reward. As shown in Figure  2 (b), DBS Q-learning outperforms vanilla Q-learning. The process of learning action-value functions for state s 0 is shown in Figure 2(c) , where the optimal action for s 0 is a 0 . The y-axis corresponds to the gap of the learned action-value functions Q(s 0 , a 0 ) − Q(s 0 , a 1 ) and the green line represents the ground truth value. In the noisy environment, Q-learning updates the value estimator too greedily by purely exploiting current estimation, and incorrectly regards a 1 for the optimal action in the early stage of learning, and gets stuck in such misunderstanding, even with -greedy action selection policy. However, DBS Q-learning summarizes the action-value functions in a softer way in the beginning, and leads to a better exploration. As β t increases, it favors exploitation, meaning that it is able to utilize the information of the learned estimation. Thus, the DBS operator enables a trade-off between exploration and exploitation in value function estimation.
Theoretical Analysis
In Theorem 3, we prove that DBS Q-learning converges to the optimal policy under the same additional condition as in DBS value iteration. The proof is based on the stochastic approximation lemma in Singh et al. (2000) , and the full proof is referred to Appendix C. , a) ) is bounded.
Besides the convergence guarantee and the advantage of better trade-off in value function estimation, we show that the Boltzmann softmax operator can mitigate the overestimation phenomenon of the max operator in Q-learning Watkins (1989) and the log-sum-exp operator in soft Q-learning Haarnoja et al. (2017) .
Let X = {X 1 , ..., X M } be a set of random variables, where the probability density function (PDF) and the mean of variable X i are denoted by f i and µ i respectively. Please note that in value function estimation, the random variable X i corresponds to random values of action i for a fixed state. The goal of value function estimation is to estimate the maximum expected value µ * (X), and is defined as µ
However, the PDFs are unknown. Thus, it is impossible to find µ * (X) in an analytical way. Alternatively, a set of samples S = {S 1 , ..., S M } is given, where the subset S i contains independent samples of X i . The corresponding sample mean of S i is denoted byμ i , which is an unbiased estimator of µ i . LetF i denote the sample distribution ofμ i ,μ = (μ 1 , ...,μ M ), andF denote the joint distribution of µ. The bias of any action-value summary operator is defined as Bias(μ * ) = Eμ ∼F [ μ] − µ * (X), i.e., the difference between the expected estimated value by the operator over the sample distributions and the maximum expected value.
We now compare the bias for different common operators and we derive the following theorem, where the full proof is referred to Appendix D.
Theorem 4 Letμ
denote the estimator with the DBS operator, the max operator, and the log-sum-exp operator, respectively. For any given set of M random variables, we have ∀t, ∀β, Bias(μ *
The basic idea of the proof for is that for any sampled M dimensional vector x, we have
Although the log-sum-exp operator Haarnoja et al. (2017) is able to encourage exploration because its objective is an entropy-regularized form of the original objective, it may worsen the overestimation phenomenon, while the DBS operator can both encourage exploration and eliminate the effect.
Empirical Results
We now evaluate the performance of DBS Q-learning in the same GridWorld environment as in Section 4.1.2. Figure 3 demonstrates the number of steps the agent spent until eating the apple in each episode, and a fewer number of steps the agent takes corresponds to a better performance. For DBS Q-learning, we apply the power function β t = t p with p denoting the order. As shown, DBS Q-learning with the quadratic function achieves the best performance as it best trades off between exploration and exploitation in value function estimation, and can eliminate the overestimation phenomenon. Note that when p = 1, it performs worse than Q-learning in this simple game as it explores more, which corresponds to our results in value iteration (Section 4.1.2) as p = 1 leads to an unnegligible value loss. When the power p of β t = t p increases further, it performs closer to Q-learning as the operator approaches to the max operator faster. Soft Q-learning Haarnoja et al. (2017) uses the log-sum-exp operator defined in Eq. (4), where the parameter is chosen with the best performance for comparison. Readers please refer to Appendix E for full results with different parameters. In Figure 3 , soft Q-learning performs better than Q-learning as it encourages exploration according to its entropy-regularized objective. However, it underperforms DBS Q-learning (β t = t 2 ) as DBS Q-learning can both encourage exploration as well as eliminating the overestimation phenomenon. Thus, considering trading off between exploration and exploitation, we choose p = 2 in the following atari experiments.
The DBS-DQN Algorithm
In this section, we show that the DBS operator can further be generalized to problems with high dimensional state space and action space using function approximations.
The DBS-DQN algorithm is shown in Algorithm 21. We compute the parameter of the DBS operator by applying the power function β t (c) = c · t 2 as the quadratic function performs the best in our previous analysis. Here, c denote the coefficient, and contributes to controlling the speed and degree of exploring value estimations. In many problems, it is critical to choose the hyper-parameter c. We propose to learn to adjust c in DBS-DQN by the meta gradient-based optimization technique based on Xu et al. (2018) .
The main idea of gradient-based optimization technique is summarized below, which follows the online cross-validation principle. Given current experience τ = (s, a, r, s next ), the parameter θ of the function approximator is updated according to the gradient of the squared error J(τ, θ, c) between the value function approximator and the target value function, i.e., θ = θ − α ∂J(τ,θ,c) ∂θ
, where
with α denoting the learning rate, θ − denoting the parameter of the target network. Then, the coefficient c is updated on the subsequent experience τ = (s , a, r , s netx ) according to the gradient of the squared error perform a gradient descent step on (y j − Q(s j , a j ; θ)) 2 w.r.t. θ , with η denoting the learning rate.
Experimental Setup
We evaluate the DBS-DQN algorithm on 49 Atari video games from the Arcade Learning Environment (ALE) Bellemare et al. (2013) , a standard challenging benchmark for deep reinforcement learning algorithms, by comparing it with DQN. For fair comparison, we use the same setup of network architectures and hyperparameters as in Mnih et al. (2015) for both DQN and DBS-DQN. Our evaluation procedure is 30 no-op evaluation which is identical to Mnih et al. (2015) , where the agent performs a random number (up to 30) of "do nothing" actions in the beginning of an episode. See Appendix F for full implementation details.
Effect of the Coefficient c
The coefficient c contributes to the speed and degree of the adjustment of β t , and we propose to learn c by the gradient-based optimization technique Xu et al. (2018) . It is also interesting to study the effect of the coefficient c by choosing a fixed parameter, and we train DBS-DQN with differnt fixed paramters c for 25M steps (which is enough for comparing the performance). As shown in Figure 4 , DBS-DQN with all of the different fixed parameters c outperform DQN because it enables a good trade off exploration and exploitation in value function estimation. Among all choices of c, DBS-DQN (c = 0.9) is competitive to DBS-DQN, which further illustrates the effectiveness of our proposed DBS operator.
Performance Comparison
For each game, we train each algorithm for 50M steps for 3 independent runs to evaluate the performance. Table 1 shows the summary of the median in human normalized score, which is defined as Van Hasselt et al. 
where human score and random score are taken from Wang et al. (2015) . As shown in Table 1 , DBS-DQN significantly outperforms DQN in terms the median of the human normalized score, and surpasses human level. In all, DBS-DQN exceeds the performance of DQN in 40 out of 49 Atari games, and Figure 5 shows the learning curves.
Algorithm Median DQN

84.72% DBS-DQN
104.49% DBS-DQN(fixed c) 103.95% It is also worth noting that DBS-DQN without gradient-based optimization of the hyper-parameter c also achieves fairly good performance in term of the median and beats DQN in 33 out of 49 Atari games, which further illustrate the strength of our proposed DBS updates without gradient-based optimization of c. Full scores of comparison is referred to Appendix G and Appendix H. As shown in Figure 5 , the DBS operator does provide good trade-off between exploration and exploitation in value function estimation, especially in the early stage of learning.
Conclusion
We propose to update the value function with dynamic Boltzmann softamax (DBS) updates in value function estimation with a time-varying, state-independent parameter. The DBS operator has good convergence guarantee in the setting of planning and learning, which rectifies the convergence issue of the Boltzmann softmax operator even given perfect model of the environment. We show that DBS Q-learning provides a good trade-off between exploration and exploitation in value function space, and can eliminate the overestimation phenomenon. Results validate the effectiveness of the DBS-DQN algorithm in a suite of Atari games. For future work, it is worth studying the sample complexity of our proposed DBS Q-learning algorithm. It is 
A Convergence of DBS Value Iteration
Proposition 1
where p Proof Sketch.
Thus, we obtain
where
is the entropy of the Boltzmann distribution. It is easy to check that the maximum entropy is achieved when p i = 1 n , where the entropy equals to log(n).
Theorem 1 (Convergence of value iteration with the DBS operator) For any dynamic Boltzmann softmax operator β t , if β t → ∞, V t converges to V * , where V t and V * denote the value function after t iterations and the optimal value function. Proof Sketch. By the definition of T βt and T m , we have
where Ineq. (30) is derived from Proposition 1.
For the term (B), we have
Combing (27), (30), and (34), we have
As the max operator is a contraction mapping, then from Banach fixed-point theorem we have T m V * = V * By definition we have
We prove that lim t→∞ t k=1
So we obtain that
Thus, lim t→∞ t k=1 γ t−k β k = 0. Taking the limit of the right side of the inequality (39), we have that
Finally, we obtain lim
B Convergence Rate of DBS Value Iteration
Theorem 2 (Convergence rate of value iteration with the DBS operator) For any power series β t = t p (p > 0), let V 0 be an arbitrary initial value function such that ||V 0 || ∞ ≤ R 1−γ , where R = max s,a |r(s, a)|, we have that for any non-negative < 1/4, after max{O log( 1 )+log(
By Ferreira & López (2004) , we have
From Theorem 2, we have
Thus, for any > 0, after at most t = max{
, 2 log(|A|) (1−γ) 1 p − 1} steps, we have
C Convergence of DBS Q-Learning
Theorem 3 (Convergence of DBS Q-learning) The Q-learning algorithm with dynamic Boltzmann softmax policy given by
converges to the optimal Q * (s, a) values if 1. The state and action spaces are finite, and all state-action pairs are visited infinitely often.
which has the same form as the process defined in Lemma 1 in Singh et al. (2000) . Next, we verify F t (s, a) meets the required properties.
For G t , it is indeed the F t function as that in Q-learning with static exploration parameters, which satisfies
For H t , we have
, so we have
where h t converges to 0.
D Analysis of the Overestimation Effect
Proposition 2 For β t , β > 0 and M dimensional vector x, we have
Proof Sketch. As the dynamic Boltzman softmax operator summarizes a weighted combination of the vector X, it is easy to see
Then, it suffices to prove
Multiply β on both sides of Ineq. (66), it suffices to prove that
As
Ineq. (66) is satisfied.
denote the estimator with the DBS operator, the max operator, and the log-sum-exp operator, respectively. For any given set of M random variables, we have
By definition, the bias of any action-value summary operator is defined as
By Proposition 2, we have
As the ground true maximum value µ * (X) is invariant for different operators, combining (69) and (70), we get
E Empirical Results for DBS Q-learning Figure 1 shows the full performance comparison results among DBS Q-learning, soft Q-learning Haarnoja et al. (2017) , G-learning Fox et al. (2015) , and vanilla Q-learning. As shown in Figure 1 , different choices of the parameter of the log-sum-exp operator for soft Q-learning leads to different performance. A small value of β (10 2 ) in the log-sum-exp operator results in poor performance, which is significantly worse than vanilla Q-learning due to extreme overestimation. When β is in 10 3 , 10 4 , 10 5 , it starts to encourage exploration due to entropy regularization, and performs better than Q-learning, where the best performance is achieved at the value of 10 5 . A too large value of β (10 6 ) performs very close to the max operator employed in Q-learning. Among all, DBS Q-learning with β = t 2 achieves the best performance. 
F Implementation Details
The network architecture is the same as in (Mnih et al. (2015) ). The input to the network is a raw pixel image, which is pre-processed into a size of 84 × 84 × 4. For the gradient-based optimization technique Xu et al. (2018) , our implementation is as follows.
Step 1 : update θ according to current experience τ . The loss of the neural network is J(τ, θ, c) = 1 2 r + γboltz βt(c) (Q(s next , ·; θ − )) − Q(s, a; θ) 2 ,
and we obtain the corresponding gradient over θ:
∂J(τ, θ, c) ∂θ = − r + γboltz βt(c) (Q(s next , ·; θ − )) − Q(s, a; θ) ∂Q(s, a; θ) ∂θ .
Then, the update of θ is
where α denotes the learning rate.
Step 2 : update c according to subsequent experience τ . Evaluate the updated parameter θ on the subsequent sample τ by J(τ , θ ,c) = 1 2 r + γboltz βt(c) (Q(s next , ·; θ − )) − Q(s , a ; θ ) 2 ,
wherec is the reference value.
According to the chain rule, we have ∂J (τ , θ ,c) ∂c = ∂J (τ , θ ,c) ∂θ 
Then, the update of c is c = c − β ∂J (τ , θ ,c) ∂c .
G Relative human normalized score on Atari games
To better characterize the effectiveness of DBS-DQN, its improvement over DQN is shown in Figure 7 , where the improvement is defined as the relative human normalized score:
score agent − score baseline max{score human , score baseline } − score random × 100%,
with DQN serving as the baseline. 
H Atari Scores
