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LOCALIZATION FOR N-PARTICLE CONTINUOUS MODELS WITH
STRONGLY MIXING CORRELATED RANDOM POTENTIALS
TRE´SOR EKANGA∗
Abstract. For the multi-particle Anderson model with correlated random potential in
the continuum, we show under fairly general assumptions on the inter-particle inter-
action and the random external potential, the Anderson localization which consists of
both the spectral, exponential localization and the strong dynamical localization. The
localization results are proven near the lower spectral edge of the almost sure spectrum
and the proofs require the uniform log-Ho¨lder continuity assumption of the probability
distribution functions of the random field in addition of the Rosenblatt’s strongly mixing
condition.
1. Introduction, assumptions and the main result
1.1. Introduction. We analyze multi-particle random Schro¨dinger operators in the con-
tinuous space of configurations. The work follows the paper [9] where the analysis was
done on the lattice. The main problem of the paper is that, we allow the values of the
external random field to be correlated but strongly mixing. This results in a substantial
modification of the scaling analysis in order to prove the localization results.
Localization for correlated potentials was obtained by von Dreifus and Klein [6] for
single-particle models with Gaussian and completely analytic Gibbs fields. Later, Chu-
laevsky himself [4] on the one hand and Boutet de Monvel [1,2] on the other hand proved
the Wegner estimates for correlated potentials and obtained in the sequel the Anderson
localization. Also, Klopp [13], analyzed the spectral statistic of the Andeson model in the
continuum with weakly correlated random potentials.
Let us recall that we assume two important assumptions on the correlated random
variables in the Anderson model. First, the uniform log-Ho¨lder continuity condition of
the probability distribution functions of the random field. This assumption is the one
that makes the Wegner estimates of [1] in a form suitable for the multi-scale analysis.
Second, the Rosenblatt’s strongly mixing condition which plays an important role in both
a large deviation bound of the random stochastic process and the scale induction step of
the multi-scale analysis.
As was said above, we will use the multi-scale analysis technique to prove our localization
results, following the scheme developed for multi-particle models by Chulaevsky and Suhov
in [5] in the high disorder limit and adapted and improved in [7, 8] under the low energy
regime. We recall that in the work [9] as well as in [12,14], the same results were proved
in the i.i.d. case, so in this paper, all the proofs using independence must be revisited and
re-written.
Below, we describe the model and the assumptions. Our main result is Theorem 1
stated in Section 1.3. In Section 2, we prove a large deviation bound for our multi-particle
model with correlated random potential. Section 3 is devoted to the multi-particle multi-
scale analysis at low energy. Finally, in section 4, we prove the localization results. Some
parts of the rest of the text overlap with [9].
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1.2. The model and the assumptions. We fix the number of particles N ≥ 2. We are
concern with multi-particle random Schro¨dinger operators of the following form:
H(N)(ω) := −∆+U+V,
acting in L2((Rd)N ). Sometimes, we will use the identification (Rd)N ∼= RNd. Above,
∆ is the Laplacian on RNd, U represents the inter-particle interaction which acts as
multiplication operator in L2(RNd). Additional information on U is given in the assump-
tions. V is the multi-particle random external potential also acting as multiplication
operator on L2(RNd). For x = (x1, . . . , xN ) ∈ (R
d)N , V(x) = V (x1) + · · · + V (xN )
and {V (x, ω), x ∈ Rd} is a random stochastic process relative to some probability space
(Ω,B,P).
Observe that the non-interacting Hamiltonian H
(N)
0 (ω) can be written as a tensor prod-
uct:
H
(N)
0 (ω) := −∆+V =
N∑
k=1
1
⊗(k−1)
L2(Rd)
⊗H(1)(ω)⊗ 1
⊗(N−k)
L2(Rd)
,
where, H(1)(ω) = −∆+ V (x, ω) acting on L2(Rd). We will also consider random Hamil-
tonian H(n)(ω), n = 1, . . . , N defined similarly. Denote by | · | the max-norm in Rnd.
(I) Short-range interaction. Fix any n = 1, . . . , N . The potential of inter-particle
interaction U is bounded and of the form
U(x) =
∑
1≤i<j≤n
Φ(|xi − xj |), x = (x1, . . . , xn),
where Φ : N :→ R is a function such that
∃r0 ∈ N : suppΦ ⊂ [0, r0]. (1.1)
The random field {V (x, ω);x ∈ Zd} is measurable with respect to some probability
space (Ω,B,P). We define
FV,x(t) := P {V (x, ω) ≤ t} and FV,x(t
∣∣B6=x) := P{V (x, ω) ≤ t∣∣B6=x} ,
the conditional probability distribution functions of V where B6=x represents the sigma-
algebra generated by the random variables {V (y, ω); y 6= x}
(P1) Log-Ho¨lder continuity condition. It is assumed that the conditional distribution
functions FV,x are uniformly Log-Ho¨lder continuous: for some κ > 0 and any ε > 0,
ess sup
x∈Zd
sup
t∈R
(
FV,x(t+ ε
∣∣B6=x)− FV,x(t∣∣B6=x)) ≤ Const · | ln(ε)|κ.
(P2) Rosenblatt strongly mixing condition. Let L > 0 and positive constants C1 >
0, C2 > 0. For any pair of subsets Λ
′,Λ′′ ⊂ Zd with dist(Λ′,Λ′′) ≥ L and any events
E ′ ∈ BΛ′ , E ′′ ∈ BΛ′′ , ∣∣P{E ′ ∩ E ′′}− P{E ′}P{E ′′}∣∣ ≤ e−C1L.
Further, for any integer ℓ ≥ 2, and random variables X1(ω), . . . Xℓ(ω), we have that
|E [X1 · · ·Xℓ ]− E [X1 ] · · ·E [Xℓ ]| ≤ e
−C2Ld ,
with C2 > 3
d.
Assumption (P2) was used by Chulaevsky in [3] in the framework of his so-called
Direct scaling of the multi-scale analysis under the high disorder regime. Above, BΛ′
and BΛ′′ are the sigma-algebra generated by the random variables {V (x, ω);x ∈ Λ
′} and
{V (x, ω);x ∈ Λ′′} respectively.
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1.3. The main result.
Theorem 1. Assume that the hypotheses (I), (P1) and (P2) hold true. Then
A) The lower spectral edge E
(N)
0 of H
(N)(ω), is almost surely non-random and there
exist E∗ > E(N)0 such that the spectrum of H
(N)(ω) in [E
(N)
0 , E
∗] is pure point
and each eigenfunction corresponding to eigenvalues in [E
(N)
0 , E
∗] is exponentially
decaying at infinity in the max-norm.
B) There exist E∗ > E(N)0 such that for any bounded domain K ⊂ R
Nd, we have
E
[
sup
t>0
‖Xse−itH
(N)(ω)PI(H
(N)(ω))1K‖L2(RNd)
]
<∞, (1.2)
where (|X|Ψ)(x) := |x|Ψ(x), PI(H
(N)(ω)) is the spectral projection of H(N)(ω)
onto the interval I := [E
(N)
0 , E
∗], and the supremum is taken over bounded mea-
surable functions f .
2. Geometry and large deviation estimates
For u = (u1, . . . , un) ∈ Z
nd, we denote by C
(n)
L (u) the n-particle open cube, i.e,
C
(n)
L (u) =
{
x ∈ Rnd : |x− u| < L
}
,
and given {Li : i = 1, . . . , n}, we define the rectangle
C(n)(u) =
n∏
i=1
C
(1)
Li
(ui), (2.1)
where C
(1)
Li
(ui) are cubes of side length 2Li center at points ui ∈ Z
d. We also define
C
(n,int)
L (u) := C
(n)
L/3(u), C
(n,out)
L (u) := C
(n)
L (u) \C
(n)
L−2(u), u ∈ Z
nd
and introduce the characteristic functions:
1
(n,int)
x := 1C(n,int)L (x)
, 1
(n,out)
x := 1C(n,out)L (x)
.
The volume of the cube C
(n)
L (u) is |C
(n)
L (u)| := (2L)
nd. We denote the restriction of the
Hamiltonian H(n) to C(n)(u) by
H
(n)
C(n)(u)
= H(n)
∣∣
C(n)(u)
with Dirichlet boundary conditions
We denote the spectrum of H
(n)
C(n)(u)
by σ
(
H
(n)
C(n)(u)
)
and its resolvent by
G
(n)
C(n)(u)
(E) :=
(
H
(n)
C(n)(u)
−E
)−1
, E ∈ R \ σ
(
H
(n)
C(n)(u)
)
. (2.2)
Definition 1. Let m > 0 and E ∈ R be given. A cube C
(n)
L (u) ⊂ R
nd, 1 ≤ n ≤ N will be
called (E,m)-nonsingular ((E,m)-NS) if E /∈ σ(H
(n)
C
(n)
L (u)
) and
‖1
(n,out)
x G
(n)
C
(n)
L (x)
(E)1
(n,int)
x ‖ ≤ e
−γ(m,L,n)L, (2.3)
where
γ(m,L, n) = m(1 + L−1/8)N−n+1. (2.4)
Otherwise it will be called (E,m)-singular ((E,m)-S).
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We prove in this subsection an analog of the large deviation estimate of [15] in the case
of correlated potentials under the assumption (P2).
Lemma 1. Let L > 0 and set s0 := minx∈C(1)L (0)
{−12 lnE [ exp(−V (x, ω)) ]} > 0. Under
assumption (P2), we have that:
P


1
|C
(1)
L (0)|
∑
x∈C(1)L (0)
∑
x∈C(1)L (0)
V (x, ω) ≤ s0

 ≤ exp(−γ0|C
(1)
L (0)|),
for some γ0 > 0.
Proof. Since each quantity V (x, ω) is non-negative, we have that E [ exp(−V (x, ω)) ] < 1.
Thus, setting γx = − ln(E [ exp(−V (x, ω)) ]) > 0 and using the Rosenblatt’s strongly
mixing condition (P2), we have that:
P


1
|C
(1)
L (0)|
∑
x∈C(1)L (0)
V (x, ω) ≤ s0


= P


∑
x∈C(1)L (0)
V (x, ω) ≤ s0|C
(1)
L (0)|


= P

exp(s0|C
(1)
L (0)| −
∑
x∈C(1)L (0)
V (x, ω)) ≥ 1


≤ exp(s0|C
(1)
L (0)|) ·

 ∏
x∈C(1)L (0)
E [ exp(−V (x, ω)) ] + e−C2L
d


≤ exp

s0|C(1)L (0)| −
∑
x∈C(1)L (0)
γx − C2L
d


≤ exp

 ∑
x∈C(1)L (0)
s0 − γx − C2L
d


≤ exp
(
−s0|C
(1)
L (0)|
)
× e−C2L
d
,
≤ exp
(
−γ0|C
(1)
L (0)|
)
,
for some γ0 > 0 and L > 0 large enough. Indeed, s0 ≤
1
2γx for all x ∈ C
(1)
L (0).

Now, below, we give an important result on the first eigenvalue for the single-particle
Hamiltonian:
Lemma 2. Assume that assumption (P2) holds true. There exist b > 0 and γ > 0 such
that
P
{
E
(1)
0 (ω) ≤ bL
−2
}
≤ e−γL
d
,
where E
(1)
0 (ω) denotes the infimum of σ(H
(1)
C
(1)
L (0)
(ω)).
LOCALIZATION FOR CONTINUOUS MODELS WITH CORRELATED POTENTIALS 5
Proof. See the proof of Theorem 2.1.3 in [15] which is based on the empirical average
bound given in Lemma 2. 
Now, it is straightforward to show that the same result holds true for the multi-particle
random Hamiltonian.
Theorem 2. Under hypothesis (P2), for any p > 0, there exists L∗1 > 0 such that
P
{
E
(n)
0 (ω) ≤ L
−1/2
}
≤ L−2p4
N−n
,
for all L ≥ L∗1.
Proof. We denote by H
(n)
0 (ω) the multi-particle random Hamiltonian without interaction.
Observe that, since the interaction potential U is non-negative, we have
E0(H
(n)
C
(n)
L (u)
(ω) ≥ E
(n)
0 (ω),
where E
(n)
0 (ω) = λ
(1)
1 (ω) + · · · + λ
(1)
n and the λ
(1)
i (ω) are the eigenvalues of the single-
particle random Hamiltonians H
(1)
C
(1)
L (ui)
(ω), i = 1, . . . , n. So, if E
(n)
0 (ω) ≤ L
−1/2, then for
example λ
(1)
1 (ω) ≤ L
−1/2 and this implies the required probability bound of the assertion
of Theorem 4. 
3. The multi-particle multi-scale analysis
It is convenient here to recall the Combes-Thomas estimate.
Theorem 3. Let H = −∆ + W be a Schro¨dinger operator on L2(RD), E ∈ R and
E0 = inf σ(H). Set η = dist(E, σ(H)). If E < E0,, then for any 0 < γ < 1, we have that:∥∥1x(H − E)−11y∥∥ ≤ 1
(1− γ2)η
eγ
√
ηde−γ
√
η|x−y|,
for all x, y ∈ RD.
Proof. See the proof of Theorem 1 in [11]. 
Recall that the parameter m > 0 is given by m = 2
−NγL−1/4
3
√
2
.
Theorem 4. Assume that the hypotheses (I), (P1) and (P2) hold true. Then, there exists
E∗ > 0 such that
P
{
∃E ∈ (−∞ : E∗] : C(n)L (u) is (E,m)-S
}
≤ L−2p4
N−n
,
for L > 0 large enough.
Proof. Set E∗ := 12L
−1/2
0 . If the first eigenvalue E
(n)
0 (ω) satisfies E
(n)
0 (ω) > L
−1/2, then
for all energy E ≤ E∗, we have:
dist(E, σ(H
(n)
C
(n)
L (u)
)) = E
(n)
0 (ω)
> L−1/2 −
1
2
L−1/2
>
1
2
L−1/2
Thus by the Combes Thomas estimate Theorem 3,
‖1xG
(n)
C
(n)
L (u)
(E)1y‖ ≤ 2L
−1/2eγ
√
d
√
ηe−γ
√
η|x−y|
≤ 2L1/2e
− γL−1/4√
2
(L
3
−√d)
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Thus for L > 0 large enough depending on the dimension d, we get
‖1
C
(n,out)
L (u)
G
(n)
C
(n)
L (u)
(E)1
C
(n,int)
L (u)
‖
≤
∑
x∈C(n,out)L (u)∩ndZ
y∈C(n,int)L (u)∩Znd
2L−1/2e−
γL−1/4√
2
(L
3
−√d)
≤ (2L)2nd2L1/2e−2
NmL
Now since γ(m,L, n) = m(1L−1/8)N−n < 2Nm, for L > 0, large enough, we have that
‖1
C
(n,out)
L (u)
G
(n)
C
(n)
L (u)
(E)1
C
(n,int)
L (u)
‖ ≤ e−γ(m,L,n)L.
The above analysis, then implies that
P
{
∃E ≤ E∗: C(n)L (u) is (E,m)-S
}
≤ P
{
E
(n)
0 (ω) ≤ L
−1/2
}
≤ L−2p4
N−n
,
Yielding the required result. 
Now the rest of the multi-particle multi-scale analysis can be done exactly in the same
way as in our earlier work [9] in the case of i.i.d. random potential.
4. Proof of the main result
Using the multi-scale analysis bounds from the above Section, the localization result
can be proved in the same way as in the paper [9] for i.i.d. random external potentials.
Also see [2].
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