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Big Data: Ana´lisis y prediccio´n de datos en
aerolı´neas mediante MongoDB y MLlib
Ivan Gonza´lez Villanueva
Resumen– El proyecto busca analizar la correlacio´n entre los diversos factores que afectan a la
puntualidad de los vuelos en lo Estados Unidos. Se llevara´ a cabo la implementacio´n de un sistema
de ana´lisis y prediccio´n, que utiliza las tecnologı´as de procesamiento no tradicionales como Spark,
permitiendo analizar grandes conjuntos de datos de manera eficiente. Mediante este ana´lisis, se
podra´ crear un modelo de prediccio´n de los retrasos en los vuelos. Para dicha tarea se utilizara´
un algoritmo de aprendizaje automa´tico conocido como GBT Regression, entrena´ndolo a partir de
datos histo´ricos y clima´ticos. A partir del modelo de perdicio´n obtenido, se buscara´n patrones que
permitira´n mejorar la eficiencia de los vuelos, ası´ como prever futuros fallos o problemas.
Palabras clave– Mineria de datos, Datos abiertos, Spark, Hadoop, Hive, HDFS, MondoDB,
Aprendizaje automa´tico, Aerolı´neas, Meteorologı´a.
Abstract– The project seeks to analyze the correlation among several factors which affect the
puntuality of the flights in the USA. The implementation of an analysis and prediction system will be
carried out. This system is using non-traditional processing technologias as Spark, which can analize
large data sets in a very efficient way. Thanks to this analysis, a prediction model will be implemented
to calculate future flight delays. An algoritm of automatic machine learning named GBT Regression
will be used. Historical and climatic data will be used to train the model. With the resulting prediction
model, some patterns will be searched in order to improved the flight efficiency as well as anticipate
future problems.
Keywords– BigData, OpenData, Spark, Hadoop, Hive, HDFS, MondoDB, Machine learning,
Airlines, Weather.
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1 INTRODUCCIO´N
LA utilizacio´n del big data ha ayudado a los investi-gadores a realizar hallazgos que les habrı´a costadoan˜os descubrir sin el uso de dicha tecnologı´a. Un
ejemplo relevante es el proyecto del genoma humano. Di-
cho estudio tiene como objetivo encontrar, secuenciar y ela-
borar mapas gene´ticos y fı´sicos de gran resolucio´n del ADN
humano. Como resultado, se genera una gran cantidad de
datos, del orden de 100 Gigabytes por persona, imposibili-
tando la utilizacio´n de te´cnicas de procesamiento de datos
tradicionales.
Debido a e´ste y a otros proyectos que trabajaban con
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grandes volu´menes de datos, surgieron nuevas te´cnicas y
tecnologı´as de procesamiento para poder continuar desem-
pen˜ando el procesado de enormes cantidades de datos efi-
cientemente.
Por tanto, entendemos por big data el conjunto de estra-
tegias, tecnologı´as y sistemas para el almacenamiento, pro-
cesamiento, ana´lisis y visualizacio´n de conjuntos de datos
complejos.[6][7]
Cabe destacar la definicio´n de las 3 ”V”del big data, in-
troducida por Doug Laney en 2001, como el conjunto de
te´cnicas y tecnologı´as para el tratamiento de datos, referen-
tes a:
Volumen: Disponibilidad de una gran cantidad de da-
tos que necesitan ser procesados.
Velocidad: Los flujos de datos continuos (streaming
data) deben ser procesados en tiempo real, es decir, en
tiempos muy cortos (del orden de segundos o milise-
gundos, dependiendo del problema concreto).
Variedad: Ma´s alla´ de los datos estructurados, aparece
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la necesidad de trabajar con datos semi-estructurados
y no estructurados (como por ejemplo, ima´genes o do-
cumentos de texto).
Posteriormente, la compan˜ı´a IBM introdujo una interac-
cio´n adicional con la cuarta ”V”[6]:
Veracidad: Dar consistencia y seguridad a unos datos
que muchas veces son incompletos o ambiguos.
De acuerdo con el National Institute of Standards and Tech-
nology1 (NIST) existen tres tipos de escenarios que requie-
ren el uso de big data [7]:
Tipo 1: donde una estructura de datos no relacional es
necesaria para el ana´lisis de datos.
Tipo 2: donde es necesario aplicar estrategias de esca-
labilidad horizontal para procesar y analizar de manera
eficiente los datos.
Tipo 3: donde es necesario procesar una estructura de
datos no relacional mediante estrategias de escalabili-
dad horizontal para procesar y analizar de manera efi-
ciente los datos.
2 OBJETIVOS
Los retrasos y cancelaciones en los aeropuertos suponen
un problema a la hora de planificar un viaje, pudiendo su-
poner una molestia para los pasajeros.
En este apartado se procedera´ a explicar los objetivos
principales de este proyecto, los cuales son:
1. Implementar una arquitectura big data para almace-
nar y analizar grandes volu´menes de datos, utilizando herra-
mientas de almacenamiento masivo y algoritmos de apren-
dizaje automa´tico.
2. Responder a un conjunto de preguntas relacionadas
con los vuelos, con el objetivo de determinar caracterı´sti-
cas ba´sicas del conjunto de datos, como pueden ser:
Nu´mero de aeropuertos existentes en los EEUU.
Nu´mero de vuelos que se realizan cada an˜o.
Aeropuertos con ma´s afluencia de pasajeros.
Meses con mayor cantidad de vuelos.
Incremento de los vuelos realizados en los EEUU.
Tendencia del nu´mero de retrasos.
Factores de cancelacio´n de vuelos.
Vuelos con retraso sobre el resto.
Aeropuertos con mayor nu´mero de retrasos.
3. Realizar un modelo que permita la prediccio´n de re-
trasos en los vuelos. En este trabajo se buscara´n patrones
que permitan mejorar la eficiencia de un aeropuerto y ası´
tambie´n prever futuros retrasos.
1NIST: https://www.nist.gov/
3 METODOLOGI´A
En este proyecto se utiliza la metodologı´a Scrum pa-
ra planificar los requisitos a cumplir en cada iteracio´n del
desarrollo, tal y como se observa en la Figura 1.
Se an˜adira´n nuevas funcionalidades a esta infraestructu-
ra, una vez este´ probada y validada, cerciora´ndose de que
todas las funciones requeridas este´n correctamente aplica-
das.
La fase de ana´lisis se realizara´ con un desarrollo incre-
mental, empezando con la extraccio´n de informacio´n sen-
cilla para ir aumentando progresivamente la dificultad y la
complejidad, hasta obtener resultados ma´s especı´ficos.
Fig. 1: Metodologı´a Scrum. Fuente: https://www.ida.cl/
4 ESTADO DEL ARTE
Grandes empresas tecnolo´gicas como Google, Amazon o
Yahoo se encontraron con la dificultad de procesar la enor-
me cantidad de datos que se generan actualmente, del orden
de un Zettabyte a dı´a de hoy. Para continuar desempen˜ando
sus tareas cotidianas con un buen grado de eficiencia, tuvie-
ron que dejar de lado los sistemas de datos tradicionales y
empezar a investigar soluciones big data para procesar los
datos ra´pidamente. Por ello empezaron a utilizar sistemas
distribuidos, para paralelizar el trabajo en distintos ordena-
dores y ser capaces de trabajar con una gran diversidad de
datos [7].
Entre las diversas herramientas que existentes en el mer-
cado cabe destacar Apache Hadoop y Apache Spark.
Apache Hadoop2: es un framework de procesamiento
distribuido de co´digo abierto, que se utiliza para pro-
cesar de forma eficiente conjuntos de datos de gran ta-
man˜o. Consta de tres partes: Hadoop MapReduce, fra-
mework de procesamiento en paralelo; Hadoop YARN
para la planificacio´n de trabajos y gestio´n de recursos;
y el sistema de ficheros distribuido y escalable de Ha-
doop (Hadoop Distributed File System, HDFS).
Apache Spark3: es un framework de procesamien-
to distribuido de co´digo abierto. Utiliza el almacena-
miento en memoria y la ejecucio´n optimizada para
ofrecer un desempen˜o ra´pido, facilitando la creacio´n
de programas paralelos, escalables a cientos o miles
de ma´quinas. Dispone de una amplia gama de librerı´as
entre las que se encuentran librerı´as de aprendizaje au-
toma´tico (MLlib), soporte a operaciones SQL (Spark
2Apache Hadoop: http://hadoop.apache.org/
3Apache Spark: https://spark.apache.org/
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SQL), procesamiento y ana´lisis en tiempo real (Spark
Streaming), motor de ana´lisis de grafos (GraphX) y
soporte para lenguaje estadı´stico R (SparkR) entre los
ma´s utilizados.
Actualmente Spark es conocido como un entorno de pro-
cesado en memoria ma´s ra´pido y ma´s fa´cil de usar que Ha-
doop. Hadoop utiliza MapReduce, que es ineficiente para
procesos de algoritmos iterativos o consultas interactivas.
Por ello, Spark fue disen˜ado para ser ma´s ra´pido en estos
casos, ofreciendo un nuevo enfoque de persistencia en me-
moria y un eficiente sistema de tolerancia a fallos. Sin em-
bargo, ambas tecnologı´as esta´n preparadas para poder co-
existir, por ello Spark puede trabajar sobre HDFS de Ha-
doop.
En lo referente a librerı´as de aprendizaje automa´tico,
contamos con dos librerı´as: MLlib para Spark y Apache
Mahout para Hadoop:
MLlib4: es la librerı´a de aprendizaje automa´tico de
Spark, librerı´a escalable que proporciona una amplia
gama de algoritmos mediante la utilizacio´n de un con-
junto de elementos distribuidos (resilient distributed
dataset RDD), sobre los que podemos acceder en para-
lelo. Incluye varias bibliotecas de estadı´stica, optimi-
zacio´n y a´lgebra lineal. [19]
Apache Mahout5: proporciona algoritmos de aprendi-
zaje automa´tico escalables para Hadoop, muy utilizado
para tareas de agrupamiento, clasificacio´n y filtrado.
Para garantizar que los componentes de Spark operan
ı´ntegramente, Databricks, empresa fundada por los creado-
res de Spark, salvaguarda que el desarrollo de los compo-
nentes de Spark cumplan los esta´ndares de calidad que em-
presas y entornos de produccio´n requieren. Apache Mahout,
en cierto modo, sufre una falta de control de calidad riguro-
so, con lo que no queda claro si los algoritmos esta´n listos
para su uso en entornos de produccio´n a gran escala. [21]
Para almacenar los datos que se usaran en nuestra infraes-
tructura, es necesario disponer de una base de datos. Actual-
mente existen gran cantidad de implementaciones de bases
de datos, cada una de ellas optimizada para un tipo de datos
o tareas concreto. Se diferencian en dos tipos:
SQL: es una base de datos que se trata como un con-
junto de tablas y se manipula de acuerdo con el modelo
de datos relacional. Contiene un conjunto de objetos
que se utilizan para almacenar y gestionar los datos,
ası´ como para acceder a los mismos. Las tablas, vistas,
ı´ndices, funciones, activadores y paquetes son ejem-
plos de estos objetos.
NoSQL: Los datos almacenados no requieren estruc-
turas fijas como tablas, normalmente no soportan ope-
raciones JOIN, ni garantizan completamente ACID
(atomicidad, consistencia, aislamiento y durabilidad),
y escalan horizontalmente. Esta´n altamente optimiza-
das para las operaciones recuperar y agregar.
Finalmente se escoge una base de datos NoSQL como
MongoDB, dado que cumple con todas las necesidades,
4MLlib: http://spark.apache.org/mllib/
5Apache Mahout: https://mahout.apache.org/
siendo capaz de almacenar y gestionar un gran volumen de
datos eficientemente.
5 PLANIFICACIO´N
Esta´ dividida en cinco fases, cuyos periodos de realiza-
cio´n esta´n organizados en:
5.1. Fase 1 - Arquitectura
En la primera fase se definira´ la arquitectura a implemen-
tar, con un entorno de almacenamiento y un entorno analı´ti-
co en modo standalone, con el que poder ejecutar las herra-
mientas en un u´nico terminal.
Una implantacio´n en produccio´n supondrı´a escalar los re-
cursos y distribuirlos en diversos nodos, con el objetivo de
garantizar un correcto funcionamiento y servicio.
5.2. Fase 2 - Recogida de datos
La segunda fase se centrara´ en buscar fuentes de datos
open data para ser analizadas por nuestra infraestructura,
con un volumen suficientemente elevado para que permita
an˜adir cierta complejidad a los ana´lisis.
Los datos empleados en este proyecto corresponden a los
vuelos realizados en los EEUU, de los cuales se extraera´n
las primeras conclusiones. Posteriormente se procedera´ a
ampliar la variedad del conjunto de datos, an˜adiendo datos
meteorolo´gicos histo´ricos del aeropuerto durante los despe-
gues y aterrizajes de cada vuelo.
Dentro de esta fase se incluira´n las tareas de limpieza,
normalizacio´n y almacenamiento comentadas anteriormen-
te.
5.3. Fase 3 - Ana´lisis preliminar
En la tercera fase se iniciara´ el ana´lisis de la base de da-
tos. Se empezara´ realizando consultas analı´ticas sobre todo
el conjunto de datos. Para llevar a cabo dichas consultas, es
indispensable tener almacenados la totalidad de los datos en
la base de datos MongoDB.
5.4. Fase 4 - Ana´lisis predictivo
En la cuarta fase se aplicara´ un modelo predictivo sobre
el conjunto de datos con el objetivo de predecir el retraso de
un avio´n en funcio´n de las condiciones meteorolo´gicas.
Para enriquecer el ana´lisis y mejorar la capacidad predic-
tiva del modelo, se incluira´ un nuevo conjunto de datos que
dispone de las condiciones meteorolo´gicas en el momento
de despegue y aterrizaje de cada avio´n.
5.5. Fase 5 - Visualizacio´n de datos
La quinta fase se centra en una correcta visualizacio´n de
los datos.
Se mostrara´ la informacio´n obtenida a trave´s de Zeppe-
lin6, que es una herramienta que implementa el concepto
web notebook que permite trabajar sobre una interfaz web
en lugar de un terminal de comando. Facilita y agiliza la
interaccio´n con nuestro sistema big data. [1]
6Apache Zeppelin: https://zeppelin.apache.org/
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Fig. 2: Diagrama de arquitectura
Adema´s, esta herramienta permite exportar los resulta-
dos de las consultas y ana´lisis, guarda´ndolos en formato de
fichero.
Para la generacio´n de los gra´ficos, se empleara´ la herra-
mienta Plotly7, que es una herramienta online de co´digo
abierto que permite hacer gra´ficos sin codificacio´n, ni ins-
talaciones adicionales.
6 IMPLEMENTACIO´N
6.1. Fase 1 - Arquitectura
En la primera fase se implementara´ la infraestructura de-
finida anteriormente.
El montaje es llevado a cabo en un terminal con las si-
guientes caracterı´sticas: procesador Intel Core i7-4790 a 3,6
GHz, 16gb de RAM DDR3 a 1600 MHz y un disco solido
de 256GB de almacenamiento.
Con el fin de disponer de mayor versatilidad y modelar
un escenario de ejecucio´n flexible, se utilizara una ma´quina
virtual con Ubuntu8 16.04 LTS9 de 60gb, 6gb de RAM y 8
procesadores asignados.
Como sistema de respaldo se ira´n realizando copias de
seguridad a medida que se implementen modificaciones en
dicha infraestructura, para salvaguardar los avances ante
una posible corrupcio´n de la ma´quina virtual.
La arquitectura del sistema implementado esta´ dividida
en tres partes, como se muestra en la (Figura 2):
Almacenamiento: dispone de los datos a ser tratados
en crudo, que sera´n transferidos al sistema de ficheros
HDFS y a la base de datos NoSQL MongoDB.
Ana´lisis: aplica el mo´dulo Hive para realizar los ana´li-
sis estadı´sticos, ası´ como Spark para crear un modelo
7Plotly: https://plot.ly/
8Ubuntu: https://www.ubuntu.com/download
9LTS: https://wiki.ubuntu.com/LTS
predictivo, y Hadoop, el cua´l integra MapReduce e in-
corpora HDFS.
Visualizacio´n: compuesto por Zeppelin, que ofrece un
frontend trabajando sobre Hadoop y Spark para crear
un entorno ma´s amigable en el que poder utilizar, ex-
plotar y visualizar los datos almacenados.
A continuacio´n, se muestran los componentes que for-
man el ecosistema virtual, junto con las herramientas nece-
sarias para cubrir los objetivos definidos.
Apache Hadoop 2.7.4: Entorno de ejecucio´n masivo de
datos. Contiene tres mo´dulos: Hadoop Distributed Fi-
le System (HDFS), la infraestructura de programacio´n
MapReduce, y YARN para la planificacio´n de trabajos
y gestio´n de recursos.
Apache Hive10 2.3.0: Permite realizar consultas SQL
y convertirlas a un trabajo MapReduce para el sistema
de ficheros de Hadoop.
Apache Spark 2.2.0: Framework de ana´lisis de datos,
que permite: el procesamiento de streaming, machine
learning (MLib), ca´lculo de grafos (GraphX) y ana´lisis
interactivos.
Apache Sqoop11 1.4.6: Permite la transferencia de da-
tos bidireccionalmente entre un sistema de ficheros
HDFS de Hadoop y una base de datos externa de nues-
tra eleccio´n.
Apache Zeppelin 0.7.3: Entorno web que permite el
procesamiento, explotacio´n y visualizacio´n de datos
sobre Hadoop 2.7.4 y Spark 2.2.0.
MongoDB12 3.4: Sistema de base de datos NoSQL
orientado a documentos.
6.2. Fase 2 - Recogida de datos
En la segunda fase se realizara´ la obtencio´n de datos de
cara´cter pu´blico de vuelos de aerolı´neas de los Estados Uni-
dos [2]. Dicho conjunto de datos registrados contiene un
periodo de 20 an˜os, desde 1987 a 2008, con un total de 120
millones de registros.
Como se ha mencionado con anterioridad, la generacio´n
del modelo predictivo es enriquecido por datos de vuelos,
junto con otros conjuntos de datos. En concreto, an˜adiendo
informacio´n de las condiciones meteorolo´gicas en el des-
pegue y aterrizaje de los vuelos, tales Como: existencia de
lluvia, niebla, viento y/o nieve, ası´ como la temperatura, en-
tre otros. En la Figura 3 se muestran los diferentes campos
de los datos de condiciones meteorolo´gicas comentados.
Agregar esta informacio´n permitira´ generar un modelo
mucho ma´s fiable, puesto que las condiciones climatolo´gi-
cas afectan en gran manera al tiempo total de vuelo, ası´ co-
mo son el origen de problemas que afecten a la realizacio´n
de e´ste.
De cara a obtener los datos meteorolo´gicos, existen mul-
titud de API (Application Programming Interface) de enti-
dades pu´blicas y privadas de donde obtenerlos. Pero, debi-
do a la necesidad de que los datos meteorolo´gicos y de los
10Apache Hive: https://hive.apache.org/
11Apache Sqoop: http://sqoop.apache.org/
12MongoDB: https://www.mongodb.com/es
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Fig. 3: Diagrama de representacio´n de datos meteorolo´gico
y vuelos
vuelos sean del mismo periodo de tiempo, esto reduce el
conjunto de opciones a u´nicamente dos API: la del Natio-
nal Oceanic and Atmospheric Administration13 (NOAA) y
la de Wunderground14.
Finalmente se opta por la API privada Wunderground de-
bido a la facilidad de integrar los datos en nuestro siste-
ma, ası´ como permitir incluir informacio´n adicional como
las condiciones meteorolo´gicas en modo catego´rico (lluvia,
nieve, viento, etc). Sin embargo, Wunderground alberga res-
tricciones de transferencia, ya que en su versio´n gratuita li-
mita su uso a 500 peticiones por dı´a y 10 peticiones por
minuto.
Debido a las limitaciones de adquisicio´n comentadas, es
necesario acortar el periodo de tiempo de estudio a u´nica-
mente los datos del an˜o 2004. Este an˜o ha sido escogido
debido al hecho que fue el primer an˜o que se registro´ co-
rrectamente las cancelaciones en los vuelos. Tambie´n se ha
acotado el nu´mero de datos a so´lo la informacio´n de un u´ni-
co aeropuerto: el de Oklajoma.
Una vez almacenados los datos de los vuelos, se procede
a la creacio´n de una nueva coleccio´n de datos que u´nica-
mente agrupe los datos vinculados al aeropuerto Oklaho-
ma en 2004. Para asociar los datos del vuelo con los da-
tos clima´ticos, se ha desarrollado una sencilla aplicacio´n
que realizara´ una lectura de los vuelos y buscara´ los datos
clima´ticos en el momento del despegue y aterrizaje. Dicho
nuevo conjunto de datos meteorolo´gicos es almacenado en
el sistema de ficheros Hadoop.
Finalmente se agrupan los datos ae´reos y meteorolo´gicos
en una u´nica tabla. La estructura de los campos se puede ver
en la Tabla 8.
La limitacio´n a la hora de adquirir datos de cara´cter me-
teorolo´gico nos limita el volumen de datos. No obstante, su-
13NOAA: https://www.ncdc.noaa.gov/
14Wunderground: https://www.wunderground.com/
pone una ventaja considerable a la hora de trabajar con algo-
ritmos de aprendizaje de MLlib en Spark. Con este subcon-
junto de los datos, los tiempos de entrenamiento del modelo
son inferiores a 1 hora para todo el conjunto. Esto permite
reducir los tiempos y experimentar con distintas configura-
ciones de entrenamiento.
6.3. Fase 3 - Ana´lisis estadı´sticos
En la tercera fase se utilizara´n los datos adquiridos para
la realizacio´n de estudios estadı´sticos que permitan generar
conclusiones efectivas.
Para la realizacio´n de las consultas se incide directamen-
te sobre MongoDB utilizando las herramientas MongoDB
Compas15 y NoSQLBooster16.
El conjunto de datos usado para el ana´lisis estadı´stico
consta de 123.534.969 vuelos, repartidos en 3.376 aero-
puertos en los EEUU, entre octubre de 1987 y diciembre
de 2008.
Los diez aeropuertos con mayor afluencia son los que
muestra la Tabla 1.
# Aeropuertos # vuelos
1 Chicago-O’Hare International 6.597.442
2 William B Hartsfield-Atlanta Intl 6.100.953
3 Dallas-Fort Worth International 5.710.980
4 Los Angeles International 4.089.012
5 Phoenix Sky Harbor International 3.491.077
6 Denver Intl 3.319.905
7 Detroit Metropolitan-Wayne County 2.979.158
8 George Bush Intercontinental 2.884.518
9 Minneapolis-St Paul Intl 2.754.997
10 San Francisco International 2.733.910
TABLA 1: AEROPUERTOS MA´S TRANSITADOS
Se inicia el estudio con un ana´lisis de todo el conjunto
de vuelos almacenados, entre 1988 a 2008, viendo que el
nu´mero de vuelos es especialmente superior en los meses
de invierno y verano, tal como muestra la Figura 4.
Fig. 4: Diagrama de distribucio´n del nu´mero de vuelos to-
tales por meses entre 1988 y 2008
En la Figura 5 se puede observar con mayor detalle el
contraste de los vuelos en funcio´n del mes. El mes de febre-
ro es el de menor tra´nsito, mientras que julio y agosto son
15Mongodb Compas: https://www.mongodb.com/products/compass
16NoSQLBooster: https://nosqlbooster.com/
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los 2 meses del an˜o con mayor afluencia de tra´nsito ae´reo,
con 1 millo´n de vuelos adicionales.
Fig. 5: Diagrama de nu´mero de vuelos totales por mes entre
1988 y 2008
Analizando los vuelos en intervalos de 4 an˜os, se pue-
de apreciar (Figura 6) un crecimiento del nu´mero de vue-
los, salvo en el an˜o 1992 donde se aprecia un claro cambio
de tendencia, pudiendo ser una causa el hecho que durante
aquel an˜o la tasa desempleo de los EEU era muy elevada,
concretamente siendo del 7,5 % de la poblacio´n activa total
[16].
Fig. 6: Diagrama de incremento de vuelos anual
Despue´s de analizar los datos, se descubre que so´lo se tie-
nen datos de las cancelaciones a partir del 2004. Por ello, los
siguientes gra´ficos hacen referencia al perı´odo 2004-2008.
Analizando la Figura 7 se aprecia un ligero aumento en el
nu´mero de cancelaciones totales. La figura muestra un des-
glose segu´n cuatro motivos principales: compan˜ı´a de trans-
portes (Carrier), feno´menos meteorolo´gicos (Weather), re-
trasos de National Air System Delay (NAS) y motivos de
seguridad (Security).
Fig. 7: Diagrama de cancelaciones de vuelos, agrupadas
segu´n el motivo.
Las cancelaciones debidas a motivos de seguridad repre-
sentan una pequen˜a porcio´n dentro del total, y pra´cticamen-
te no se pueden ver en la Figura 7. Ası´, la Figura 8 muestra
los datos referentes u´nicamente a las cancelaciones de vue-
los por incidentes de seguridad. Se observa una tendencia a
la baja, que pueden ser debido a una mejora en los protoco-
los ae´reos.
Fig. 8: Diagrama de cancelaciones de vuelos debido a pro-
blemas de seguridad.
En relacio´n a las cancelaciones segu´n el mes, la Figura 9
permite ver que existe un claro aumento durante los perio-
dos invernales, debido a la lluvia y la nieve.
Fig. 9: Diagrama de nu´mero de cancelaciones por mes,
agrupadas segu´n el motivo.
Respecto los retrasos de los vuelos, es interesante ver en
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la Tabla 2 que el 42,24 % son retrasos menores a 10 minu-
tos, mientras que so´lo el 10,69 % son superiores a 1 hora.
Franjas Porcentajes
+60min 10.69 %
20min - 60min 25.05 %
10min - 20min 22.03 %
5min - 10min 17.45 %
0min - 5min 24.79 %
TABLA 2: TABLA DE RETRASOS DE LOS VUELOS.
Finalmente, en la Figura 10 se aprecia cierta correlacio´n
entre tiempos de retraso y meses.
Los retrasos de 0-5 minutos son los ma´s comunes, con
un 24.79 % del total, cuya cantidad se mantiene estable a lo
largo de la temporada.
Los retrasos de 5-10 minutos son el 17.45 % del total y
tambie´n su nu´mero es estable a lo largo del an˜o.
Los retrasos de 10-20 minutos son el 22.03 % del total
muestran una cierta estabilidad a lo largo de todo el periodo,
con una recesio´n en el mes de septiembre.
Los retrasos superiores a los 60 y de 20-60 minutos pre-
sentan un 10.69 % y 25.05 % respectivamente, y presentan
un claro incremento en la temporada de verano (junio, ju-
lio y agosto) y en la temporada de invierno (noviembre y
diciembre). No obstante, los retrasos de 20-60 minutos son
los ma´s frecuentes, frente a los de larga duracio´n que son
menos frecuentes.
Fig. 10: Diagrama de retrasos.
6.4. Fase 4 - Ana´lisis predictivo
En la cuarta fase se utiliza el algoritmo de aprendizaje au-
toma´tico de la librerı´a MLlib incorporada en Spark. Se rea-
lizara´ un ana´lisis predictivo de los retrasos ae´reos sobre el
conjunto de datos, an˜adiendo tambie´n sus respectivas con-
diciones meteorolo´gicas.
Como ya se ha comentado, la adquisicio´n de datos meteo-
rolo´gicos presenta restricciones, por lo cual se debe acotar
el conjunto de datos. Se opta por escoger los vuelos proce-
dentes del aeropuerto de Oklajoma, referentes al an˜o 2004.
La cantidad de datos total es de 23.000 registros.
Para la implementacio´n del modelo predictivo se usara´ un
algoritmo supervisado. Los me´todos supervisados requie-
ren de un conjunto de datos etiquetado para su entrenamien-
to. El conjunto de entrenamiento es el historial de vuelos
mezclado con los datos meteorolo´gicos en el momento del
despegue y de la llegada del avio´n a su destino.
El objetivo sera´ crear un modelo que nos permita prede-
cir el retraso a partir de los datos ba´sicos de un vuelo y de
la prediccio´n meteorolo´gica asociada a los aeropuertos de
salida y llegada de dicho vuelo.
Los algoritmos de aprendizaje supervisado, se dividen
en:
Algoritmos de clasificacio´n, indicados cuando el atri-
buto objetivo es catego´rico.
Algoritmos de regresio´n, indicados cuando el atributo
objetivo es nume´rico.
Se escogera´ un algoritmo de regresio´n puesto que permite
conocer una previsio´n nume´rica del retraso de un vuelo.
Dentro del gran conjunto de modelos supervisados, se es-
coge la rama basada en los a´rboles de decisio´n. Un a´rbol de
decisio´n (Figura 11) es una secuencia de condiciones que
son interrogadas con respecto a los datos de entrada, to-
mando una decisio´n parcial que lleva hacia una rama u otra,
repitiendo este proceso hasta llegar a una hoja donde se to-
ma una decisio´n final. Dicha hoja final es utilizada como
representante o clase de dicha regio´n.
La profundidad ma´xima de un a´rbol de decisio´n es el
ma´ximo nu´mero de condiciones que es necesario resolver
para llegar del nodo raı´z a una hoja terminal. [10]
Fig. 11: Decision Tree. Fuente: https://www.medium.com/
Dentro de los diversos tipos de a´rboles de decisio´n, se ha
elegido uno de tipo Gradient-boosted tree regresion (GBT
Regression), incluido en la librerı´a MLlib[9]. GBT es una
te´cnica basada en conjuntos de a´rboles de decisio´n (ve´ase
Figura 12). Los GBT entrenan a´rboles de decisio´n de forma
iterativa para minimizar una funcio´n de pe´rdida. Se entiende
como funcio´n de pe´rdida la relacio´n entre un muestreo y un
nu´mero real que representa el coste asociado con el evento.
GBT es va´lido para la realizacio´n de algoritmos tanto de
clasificacio´n como de regresio´n.
Para llevar a cabo el proceso de modelado hay que reali-
zar entrenamientos y evaluaciones en conjuntos de datos de
pruebas y me´tricas de precisio´n pertinentes [8].
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Fig. 12: GBT regression. Fuente: https://databricks.com/
Para entrenar el modelo se divide el conjunto de datos en
dos grupos: un 70 % del total de datos se usara´ para el en-
trenamiento, mientras que el 30 % restante sera´ usado para
pruebas.
En la etapa de entrenamiento se creara´n mu´ltiples mo-
delos y se elegira´ el mejor de ellos, siendo el criterio de
eleccio´n la minimizacio´n del valor error cuadra´tico medio
(Root mean squared error RMSE). Este valor es una medi-
da de precisio´n para comparar los errores de previsio´n de
un grupo de muestreo de diferentes modelos.
7 DISCUSIO´N DE LOS RESULTADOS
El primer experimento ha sido realizado utilizando el mo-
delo de regresio´n GBT Regresion. La configuracio´n aplica-
da consta de un conjunto de cien a´rboles y diez a´rboles de
profundidad ma´xima.
En dicho conjunto de datos se han utilizado u´nicamente
los datos de las aerolı´neas, sin los datos meteorolo´gicos. En
dicho ana´lisis se han descartado los campos no catego´ricos
(cadena de texto), dado que GBT trabaja u´nicamente con
valores nume´ricos. Despue´s del entrenamiento pertinente
hemos obtenido un RSME de 26,6217.
El segundo experimento, se ha aplicado con los mismo
para´metros y configuracio´n, realizado una transformacio´n
de nuestro conjunto de datos. En dicha transformacio´n se ha
transformado los campos catego´ricos a valores nume´ricos.
Por ejemplo se ha convertido el campo de retrasos (nume´ri-
co en minutos) a un conjunto de franjas horarias, correspon-
diente a la Tabla 2.
Dicha modificacio´n a supuesto una mejora del RSME de
1,2944, apreciando una mejor precisio´n en los resultados
obtenidos.
Posteriormente se procede a la insercio´n de datos meteo-
rolo´gicos, obteniendo un RMSE calculado de 1,2867. Di-
cho conjunto de datos presenta una leve mejora de la preci-
sio´n, adema´s de que an˜adir nuevos para´metros incrementa
la tasa de acierto.
# RSME Decription
1 26,6217 Datos en bruto.
2 01,2944 Datos modificados.
3 01,2867 Datos modificados + meteorolo´gicos.
TABLA 3: RMSE
En el tercer experimento realizado, se ha modificado la
profundidad y el nu´mero de a´rboles:
# RSME Time #Depth #Tree
0 1,37281 03,03m 5 15
1 1,30578 07,89m 5 25
2 1,32057 06,95m 5 35
3 1,30146 10,03m 5 45
4 1,29234 11,95m 5 50
5 1,28673 55,66m 5 100
TABLA 4: COMPARATIVA DE LOS EXPERIMENTOS, VA-
RIANDO EL PARA´METRO DE NU´MERO DE A´RBOLES
# RSME Time #Depth #Tree
0 1,30578 07,89m 5 25
1 1,40712 17,46m 10 25
2 1,40278 01,70h 15 25
TABLA 5: COMPARATIVA DE LOS EXPERIMENTOS, VA-
RIANDO EL PARA´METRO DE PROFUNDIDAD
Con una profundidad de cinco y un conjunto de cincuen-
ta a´rboles, se obtiene un buen resultado con un tiempo de
ejecucio´n relativamente menor.
En las Tablas 4 y 5 se muestran las principales carac-
terı´sticas de los experimentos realizados, variando tanto la
profundidad como el nu´mero de a´rboles del algoritmo GBT.
Es posible mejorar el modelo an˜adiendo nuevos para´me-
tros catego´ricos referentes a diferentes aspectos como pue-
den ser: el nu´mero de trabajadores en cada estacio´n o las
e´pocas migratorias de las aves, entre otros.
En dicho modelo hay factores que no se han podido te-
ner en cuenta y que han afectado al resultado, como son: el
volumen de datos, o contar u´nicamente con los valores me-
teorolo´gicos del origen y destino, obviando los datos de los
puntos intermedios por los que transita el avio´n durante el
vuelo.
La reduccio´n del volumen de datos en la fase predictiva
ha supuesto una ventaja considerable a la hora de trabajar
con Spark, siendo requeridos unos tiempos de entrenamien-
to entorno a los 10 minutos para todo el conjunto.
El alcance del proyecto ha obligado a utilizar dos fuentes
de datos, una con la totalidad de los vuelos (APENDICE
A.1.) y otra con los vuelos de 2004 (APENDICE A.2.), jun-
to con los datos meteorolo´gicos del origen y del destino de
vuelo del aeropuerto de Oklajoma.
8 CONCLUSIONES
En este trabajo se han analizado todos los vuelos comer-
ciales realizados en los EEUU, durante los an˜os 1987-2008,
analizando la correlacio´n entre los diversos factores que
afectan a la puntualidad.
Se ha llevado a cabo la implementacio´n de un sistema de
ana´lisis y prediccio´n con tecnologı´as de procesamiento no
tradicionales como MLlib de Spark o MongoDB, que han
permitido analizar grandes conjuntos de datos de manera
eficiente.
Se ha realizado un primer ana´lisis estadı´stico que ha per-
mitido conocer informacio´n relevante del conjunto de datos,
como por ejemplo, el nu´mero de vuelos o el retraso en di-
chos vuelos segu´n los meses del an˜o.
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El volumen del conjunto de datos ha implicado que se de-
ban aplicar herramientas menos convencionales en el alma-
cenamiento del conjunto de datos. En esta aplicacio´n se ha
requerido el uso de una base de datos NoSQL como Mon-
goDB, ya que las bases de datos de tipo SQL tenı´an restric-
ciones que hacı´an inviable su uso.
Finalmente se ha desarrollado un modelo predictivo que
permite predecir el retraso en funcio´n del trayecto y de la
previsio´n meteorolo´gica.
En la fase de resultados, mediante GBT se ha obtenido
un RMSE calculado de 1,30578, con una configuracio´n de
veinticinco conjuntos de a´rboles y cinco niveles de profun-
didad, adema´s de ser una de las soluciones con un menor
tiempo de ejecucio´n.
Para continuar con el desarrollo de este proyecto se
podrı´an completar los datos meteorolo´gicos para poder te-
ner un conjunto de entrenamiento y test ma´s grande, que
permita crear un modelo ma´s preciso.
Por otro lado, y tambie´n como lı´nea futura, se podrı´a es-
tudiar el uso de otros algoritmos predictivos para la genera-
cio´n del modelo, como por ejemplo, las redes neuronales o
las Support Vector Machines (SVM).
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APENDICE
A.1. Dataset aerolı´neas
A continuacio´n, mostraremos los dataset relacionados
con la base de datos de las aerolı´neas:
# Field Decription
1 Year 1987-2008
2 Month 1-12
3 DayofMonth 1-31
4 DayOfWeek 1 (Monday) - 7 (Sunday)
5
actual departure time
DepTime (local, hhmm)
6
scheduled departure time
CRSDepTime (local, hhmm)
7
actual arrival time
ArrTime (local, hhmm)
8
scheduled arrival time
CRSArrTime (local, hhmm)
9 UniqueCarrier unique carrier code
10 FlightNum flight number
11 TailNum plane tail number
12 ActualElapsedTime in minutes
13 CRSElapsedTime in minutes
14 AirTime in minutes
15 ArrDelay arrival delay, in minutes
16 DepDelay departure delay, in minutes
17 Origin origin IATA airport code
18
destination IATA
Dest airport code
19 Distance in miles
20 TaxiIn taxi in time, in minutes
21 TaxiOut taxi out time in minutes
22 Cancelled was the flight cancelled?
23
scheduled arrival time
CancellationCode (A = carrier, B = weather,
C = NAS, D = security)
24 Diverted 1 = yes, 0 = no
25 CarrierDelay in minutes
26 WeatherDelay in minutes
27 NASDelay in minutes
28 SecurityDelay in minutes
29 LateAircraftDelay in minutes
TABLA 6: VUELOS
# Field Description
1 iata international airport abbreviation code
2 name name of the airport
3 city and country place in which airport is located.
4 lat and long latitude and longitude of the airport
TABLA 7: AEROPUERTOS
A.2. Dataset aerolı´neas ma´s meteorolo´gico
El siguiente dataset es la suma de la informacio´n extraı´da
del dataset meteorolo´gico y el dataset de las aerolı´neas, uti-
lizado en la fase de aprendizaje automa´tico Tabla 8.
# Field
1 ActualElapsedTime
2 AirTime
3 ArrDelay
4 CRSArrTime
5 CRSDepTime
6 CRSElapsedTime
7 DayofMonth
8 DayOfWeek
9 DepDelay
10 Dest
11 Dest Conds
12 Dest Dewpti
13 Dest Dewptm
14 Dest Fog
15 Dest Hail
16 Dest Hour
17 Dest Rain
18 Dest Snow
19 Dest Tempi
20 Dest Thunder
21 Dest Tornado
22 Dest Visi
23 Distance
24 Diverted
25 FlightNum
26 Month
27 Origin
28 Origin Conds
29 Origin Dewpti
30 Origin Dewptm
31 Origin Fog
32 Origin Hail
33 Origin Hour
34 Origin Rain
35 Origin Snow
36 Origin Tempi
37 Origin Thunder
38 Origin Tornado
39 Origin Visi
40 TailNum
41 TaxiIn
42 TaxiOut
43 UniqueCarrier
TABLA 8: OKC-2004
