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Balanced supersaturation for some degenerate
hypergraphs
Jan Corsten∗ Tuan Tran†
A classical theorem of Simonovits from the 1980s asserts that every graph G satis-
fying e(G)≫ v(G)1+1/k must contain &
(
e(G)
v(G)
)2k
copies of C2k. Recently, Morris and
Saxton established a balanced version of Simonovits’ theorem, showing that such G
has &
(
e(G)
v(G)
)2k
copies of C2k, which are ‘uniformly distributed’ over the edges of G.
Moreover, they used this result to obtain a sharp bound on the number of C2k-free
graphs via the container method. In this paper, we generalise Morris-Saxton’s results
for even cycles to Θ-graphs. We also prove analogous results for complete r-partite
r-graphs.
1. Introduction
1.1. Supersaturation theorems
The Turán number exr(n,H) of an r-uniform hypergraph (r-graph) H is the maximum number
of edges in an n-vertex r-graph which does not contain a copy of H. The Erdős-Stone-Simonovits
theorem [13, 14] asserts that
ex2(n,H) =
(
1−
1
χ(H)− 1
)
n2 + o(n2)
for every graph H and therefore asymptotically determines the Turán number of every non-
bipartite graph H. For bipartite graphs, finding the Turán number is usually very challenging
and even their order of magnitude is unknown for most of them. Erdős [10] further proved that
exr(n,H) = o(n
r) if and only if H is r-partite. Similarly as for graphs, not much is known for
r-partite r-graphs. It is natural to ask now how many copies of H a graph on n vertices with more
than ex2(n,H) edges must contain. Erdős and Simonovits [15] observed that for non-bipartite
r-graphs a simple double-counting argument shows that once we pass the extremal number, we
can already find a constant fraction of all copies of H in the complete graph. For r-partite graphs,
this is clearly not possible, but Erdős and Simonovits [12] conjectured that one can always find
a constant fraction of the number of copies of H in the random graph with the same number of
edges.
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Conjecture 1.1. For every bipartite graph H with v vertices and e edges, there is some C > 0
so that every graph G with n vertices and m ≥ C · ex2(n,H) edges contains Ω(m
env−2e) copies
of H.
So far this conjecture has only been verified for very few graphs. In an unpublished manuscript,
Simonovits proved the conjecture for even cycles provided that ex2(C2ℓ) = Θ(n
1+1/ℓ), which is
known to be true only for ℓ ∈ {2, 3, 5} (see [21, 7, 27, 8, 28]). Recently, two extensions of this theo-
rem were obtained. One by Morris and Saxton [23] who proved a balanced version of Simonovits’
theorem, which (roughly speaking) additionally requires the copies of C2ℓ to be uniformly dis-
tributed in the graph. Another one by Jiang and Yepremyan [18] who extended Simonovits’
theorem to linear cycles in hypergraphs. Erdős and Simonovits further proved Conjecture 1.1 for
all complete bipartite graphs Ks,t with s ≤ t and ex2(Ks,t) = O(n
2−1/s), which is known to be
true if t is large enough in terms of s and conjectured to be true for all t ≥ s (see [20, 1, 21]).
Morris and Saxton obtained a balanced strengthening of this result as well [23].
In this paper we shall extend the results of Morris and Saxton to theta graphs (θa,b is the graph
consisting of a internally vertex-disjoint paths of length b, each with the same endpoints) and
complete r-partite r-graphs. The following two supersaturation results are trivial consequences
of our main results (see Section 1.3 below).
Theorem 1.1. For all a, b ≥ 2, there is some C > 0 so that every graph G with n vertices and
m ≥ C · n1+1/b edges contains Ω(mabn2−a(b+1)) copies of θa,b.
Theorem 1.2. For all 2 ≤ a1 ≤ . . . ≤ ar, there is some C > 0 so that every r-graph G with n
vertices and m ≥ C ·nr−1/a1···ar−1 edges contains Ω(ma1···arna1+...+ar−r·a1···ar) copies of K
(r)
a1,...,ar .
Note that ex2(n, θa,b) = Θ(n
1+1/b) if a is sufficiently large with respect to b (see [16, 9]),
and that exr(K
(r)
a1,...,ar) = Θ(n
r−1/a1···ar−1) if ar is sufficiently with respect to a1, . . . , ar−1 (c.f.
[10, 22]). Hence we confirm Conjecture 1.1 for ‘most’ theta graphs and ‘most’ complete r-partite
r-graphs.
1.2. Counting H-free subgraphs
It is a central problem in extremal graph theory to determine the number, Fr(n,H), of H-free
r-graphs on n vertices for a given fixed r-graph H and a natural number n. We trivially have
2exr(n,H) ≤ Fr(n,H) ≤
∑
i≤exr(n,H)
((n
r
)
i
)
= nO(exr(n,H)). (1.1)
and all existing results in the area seem to indicate that the lower bound in (1.1) is closer to the
truth. The problem of estimating Fr(n,H) is essentially solved for every non-r-partite r-graph
H. Indeed, in the graph case, Erdős, Frankl and Rödl [11] showed that
F2(n,H) = 2
(1+o(1))ex2(n,H), (1.2)
using Szemerédi’s regularity lemma. The corresponding result for r-graphs was proved by Nagle,
Rödl and Schacht [25] via hypergraph regularity.
For r-partite r-graphs on the other hand, the problem seems to be more challenging and much
less is known. Morris and Saxton [23] showed that (1.2) does not hold for C6. Even the weaker
bound Fr(n,H) = 2
O(exr(n,H)) (a conjecture usually attributed to Erdős) has been proven in
only a few special cases: for most complete bipartite graphs (see [5, 6]), for cycles of length
2
ℓ ∈ {4, 6, 10} (see [19, 23]), and for r-uniform linear cycles (see [24, 4]). In this paper, we confirm
the weaker conjecture for most theta graphs and most complete r-partite r-graphs. More precisely
we prove the following results.
Theorem 1.3. For every a, b ≥ 2, there are at most 2O(n
1+1/b) θa,b-free graphs on n vertices and
at most 2o(n
1+1/b) of them have o(n1+1/b) edges.
Theorem 1.4. For all 2 ≤ a1 ≤ . . . ≤ ar, there are at most 2
O(nr−1/(a1···ar−1)) K
(r)
a1,...,ar -free
r-graphs on n vertices and at most 2o(n
r−1/(a1···ar−1)) of them have o
(
nr−1/(a1···ar−1)
)
edges.
In particular it follows for those H that there is a positive constant c = c(H) such that
asymptotically almost every H-free graph has at least c ·exr(n,H) edges. This confirms a special
case of a conjecture of Balogh, Bollobás and Simonovits [2] which states that this is true for all
bipartite graphs H containing a cycle.
Similar results were obtained independently by Ferber, McKinley and Samotij [17], who proved
that F2(n,H) = 2
O(ex2(H)) for all bipartite graphs H which contain a cycle and satisfy ex2(H) =
Θ(nα) for some α > 0.
1.3. Balanced supersaturation theorems
The hypergraph container method, developed independently by Balogh, Morris and Samotij [3],
and Saxton and Thomason [26], is one of the most successful recent developments in extremal
combinatorics. In order to apply the method, it is necessary to obtain a balanced supersaturation
theorem which is similar to the following definition (depending on the context) of Morris and
Saxton [23].
Definition 1.5 ([23, Definition 5.5]). Let α > 0. An r-graph H is called Erdős-Simonovits
α-good for a function m = m(n) if there exist positive constants C and k0 such that the following
holds. Let k ≥ k0, and suppose that G is an r-graph with n vertices and k ·m(n) edges. Then
there exists a non-empty collection H of copies of H in G, satisfying
dH(σ) ≤
C · |H|
k(1+α)(|σ|−1)e(G)
for every σ ⊂ E(G) with 1 ≤ |σ| ≤ e(H),
where dH(σ) := |{H
′ ∈ H : σ ⊂ H ′}| denotes the degree of σ in H.
Morris and Saxton [23] conjectured that every bipartite graphH is Erdős-Simonovits α-good for
m(n) = ex2(n,H) and some α = α(H) > 0 (the same statement is trivially true for non-bipartite
graphs). Furthermore, they expect that the family H can be chosen so that it contains (up to a
multiplicative factor) as many copies of H as the random graph G(n,m) with m = k · ex2(n,H),
which leads to a stronger form of Conjecture 1.1. Their motivation in making Definition 1.5 is
the following proposition.
Proposition 1.6 ([23, Proposition 5.6]). Let H be an r-graph and let α > 0. If H is Erdős-
Simonovits α-good for m(n), then the following hold.
(1) There are at most 2O(m(n)) H-free r-graphs on n vertices,
(2) The number of H-free graphs with n vertices and o(m(n)) edges is 2o(m(n)).
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A proof-sketch for a similar result was given in [23]. For completeness, we provide a full proof
of Proposition 1.6 in the appendix.
We will extend the ideas from [23] to prove the following two theorems, which are the main
results of this paper.
Theorem 1.7. For all a, b ≥ 2, there are positive constants C, δ and k0 such that for all k ≥ k0
and all graphs G with n vertices and kn1+1/b edges, there exists a family H of copies of θa,b in G
so that
(i) |H| ≥ δkabn2 and
(ii) dH(σ) ≤
C·|H|
k(1+α)(|σ|−1)e(G)
for all σ ⊂ E(G) with 1 ≤ |σ| ≤ ab, where α = 1ab−1 .
Theorem 1.8. For all 2 ≤ a1 ≤ . . . ≤ ar, there are positive constants C, δ and k0 such that for
all k ≥ k0 and all r-graphs G with n vertices and kn
r−1/(a1···ar−1) edges, there exists a family H
of copies of K
(r)
a1,...,ar in G so that
(i) |H| ≥ δka1···arna1+...+ar−1 and
(ii) dH(σ) ≤
C·|H|
k(1+α)(|σ|−1)e(G)
for all σ ⊂ E(G) with 1 ≤ |σ| ≤ a1 · · · ar, where α =
1
a1···ar−1
.
We thus confirm Morris’ and Saxton’s conjecture for most theta graphs and the corresponding
statements for hypergraphs for most complete r-uniform r-graphs. Theorem 1.3 and Theorem 1.4
follow immediately from Proposition 1.6 combined with Theorem 1.7 and Theorem 1.8. We will
prove Theorem 1.7 in Section 2, Theorem 1.8 in Section 3. We will use in these sections the
slightly informal notation ε≪ ε˜ if ε ≤ c · ε˜ for a sufficiently small constant c (where “sufficiently
small” depends on the context).
2. Theta graphs
For n, k, j ∈ N and δ > 0, let
∆(j)(δ, k, n) :=
kab−1 · n1−1/b(
δkb/(b−1)
)j−1 .
Definition 2.1. Let a, b, n, k ∈ N with a, b ≥ 2, let δ > 0 and let G be an n-vertex graph with
kn1+1/b edges. A collection H of copies of θa,b in G is good for (a, b, k, n, δ) (or simply good if the
parameters are understood) if dH(σ) ≤ ∆
(|σ|)(δ, k, n) for every non-empty forest σ ⊂ E(G).
The aim of this section is to prove the following theorem.
Theorem 2.2. For all a, b ≥ 2, there are some positive constants k0 and δ, such that for all
k ≥ k0 and all graphs G with n vertices and kn
1+1/b edges, there exists a family H of copies of
θa,b in G of size |H| ≥ δk
abn2 which is good for (a, b, k, n, δ).
Theorem 2.2 easily implies Theorem 1.7. Indeed, for every σ ⊂ E(G) with 1 ≤ |σ| ≤ ab, take
a forest σ′ ⊂ σ of maximal size and note that
dH(σ) ≤ dH(σ
′) ≤ ∆(|σ
′|)(δ, k, n) ≤
kab−1 · n1−1/b(
δkb/(b−1)
)|σ′|−1 ≤ k
ab−1 · n1−1/b
(δk1+α)|σ|−1
,
where α = 1/(ab− 1). Theorem 2.2 in turn is an immediate consequence of the following propo-
sition.
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Proposition 2.3. For all a, b ≥ 2, there are some positive constants k0 and δ > 0 such that for
all k ≥ k0 and all graphs G with n vertices and kn
1+1/b edges, the following is true. If H is a
collection of copies of θa,b in G which is good for (a, b, k, n, δ) and |H| ≤ δk
abn2, then there exists
a copy H 6∈ H of θa,b such that H ∪ {H} is good for (a, b, k, n, δ).
The rest of this section is devoted to the proof of Proposition 2.3.
2.1. The setup
We define all constants here and fix the important parameters. Let a, b ≥ 2 and set K = 5ab,
ε(b) = 1/K3, ε(t − 1) = ε(t)t for each 2 ≤ t ≤ b, δ = ε(1)2ab+2 and k0 = 1/δ. Let n, k ∈ N with
k ≥ k0, and fix a graph G with n vertices and kn
1+1/b edges. Also fix a good collection H of
copies of θa,b in G with |H| ≤ δk
abn2.
We will make the following further assumptions on G. Since δ = ε(1)2ab+2, there are at most
ab · |H|
ε(1)2ab+1kab−1n1−1/b
≤ ab · ε(1) · e(G)≪ e(G)
edges e ∈ G with dH(e) ≥ ε(1)
2ab+1kab−1n1−1/b. By deleting all such edges we may assume
dH(e) < ε(1)
2ab+1kab−1n1−1/b for every e ∈ E(G) (2.1)
(at the cost of slightly weaker constants). In particular, we have
dH(e) < ∆
(1)(δ, k, n) for every e ∈ E(G). (2.2)
Similarly, since there are at most Kε(b)kn1+1/b ≪ e(G) edges incident to vertices of degree at
most Kε(b)kn1/b, we may assume that
δ(G) ≥ Kε(b)kn1/b. (2.3)
Finally, we define saturated sets of edges.
Definition 2.4 (Saturated sets of edges). Given a non-empty forest σ ⊂ E(G), we say that σ is
saturated if dH(σ) ≥
⌊
∆(|σ|)(δ, k, n)
⌋
. Let
F = {σ ⊂ E(G) : σ is saturated}
denote the collection of all saturated sets of edges.
We emphasize that in all further results G, H, F and all parameters are fixed as above.
2.2. Preliminaries
For S ⊂ E(G) and j ∈ N, define the j-link of S as
L
(j)
F (S) := {σ ⊂ E(G) \ S : |σ| = j and σ ∪ τ ∈ F for some non-empty τ ⊂ S} ,
and let LF (S) =
⋃
j≥1L
(j)
F (S). We have the following important bound on its size.
Lemma 2.5. For every j ∈ N and every S ⊂ E(G), we have
|L
(j)
F (S)| ≤ 2
ab+|S|+1 ·
(
δkb/(b−1)
)j
.
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Proof. For each non-empty forest τ ⊂ S, set
J (τ) = {σ ⊂ E(G) \ S : |σ| = j and σ ∪ τ ∈ F}.
By the handshaking lemma and the definition of goodness, we obtain
1
2ab
·
∑
σ∈J (τ)
dH(σ ∪ τ) ≤ dH(τ) ≤ ∆
(|τ |)(δ, k, n),
as each edge of H is counted at most 2ab times in the sum. Moreover,∑
σ∈J (τ)
dH(σ ∪ τ) ≥ |J (τ)| · ⌊∆
(|τ |+j)(δ, k, n)⌋,
by the definition of J (τ) and F . Hence
|J (τ)| ≤ 2ab ·
∆(|τ |)(δ, k, n)
⌊∆(|τ |+j)(δ, k, n)⌋
≤ 2ab+1 · (δkb/(b−1))j .
Finally, since the sets J (τ) cover L
(j)
F (S), we find that
|L
(j)
F (S)| ≤
∑
τ
|J (τ)| ≤ 2ab+S+1 · (δkb/(b−1))j,
as desired.
The following definition and theorem summarises a series of results of Morris and Saxton (see
[23, Section 3]) which we will use in a similar way to build copies of θa,b.
Definition 2.6. Let x ∈ V (G) and 2 ≤ t ∈ N. A t-neighbourhood of x is a pair (A,P), in which
• A = (A0, A1, . . . , At) is a collection of (not necessarily disjoint) sets of vertices of G with
A0 = {x},
• P is a collection of paths in G of the form (x, u1, . . . , ut), with ui ∈ Ai for each i ∈ [t].
For any collection P of paths in G and any two vertices u, v ∈ V (G), let
P[u→ v] := {(x1, . . . , xs) : x1 = u, xs = v}
denote the set of paths in P which begin at u and end at v.
Theorem 2.7 (Morris–Saxton [23]). Given G,H,F and all constants as in Section 2.1, there
exists t ∈ {2, . . . , b}, and some vertex x ∈ V (G) for which there is a t-neighbourhood (B,Q) of x
with the following seven properties:
(P1) |B1| ≤ kn
1/b and |Bt| ≤ k
(b−t)/(b−1)nt/b.
(P2) For every i ∈ {0, 1, . . . , t− 1} and every u ∈ Bi,
|N(u) ∩Bi+1| ≥ ε(t)kn
1/b.
(P3) For every v ∈ Bt,
|N(v) ∩Bt−1| ≥ ε(t)
2kb/(b−1).
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(P4) For every v ∈ Bt,
|Q[x→ v]| ≥ ε(t)tk(t−1)b/(b−1) .
(P5) Q avoids F , i.e. σ 6⊂ Q for every σ ∈ F and every Q ∈ Q.
(P6) For every w ∈ Bt and v ∈ V (G)\{x,w}, there are at most bk
(t−2)b/(b−1) paths Q ∈ Q[x→ w]
containing v.
(P7) For every σ ⊂ E(G) with |σ| ≤ t−1 and every w ∈ Bt, there are at most t
t ·k(t−|σ|−1)b/(b−1)
paths Q ∈ Q[x→ w] with σ ⊂ E(P ).
We shall call (B,Q) a refined t-neighbourhood of x. Property Item (P5) is slightly different here
but completely analogous (in the proof of Lemma 3.6 in [23], we need to use Lemma 2.5 instead
of the corresponding lemma in [23]).
2.3. Finding θa,b in refined t-neighbourhoods
Let G,H,F and all constants be as in Section 2.1 and let (B,Q) be the refined t-neighbourhood
for some x ∈ V (G) and t ∈ {2, . . . , b} guaranteed by Theorem 2.7.
For technical reasons fix
Xi(u) ⊂ N(u) ∩Bi+1 of size |Xi(u)| = ε(t)kn
1/b
for each i ∈ [t− 1] and u ∈ Bi, and
Xt(u) ⊂ N(u) ∩Bt−1 of size |Xt(u)| = ε(t)
2kb/(b−1)
for each u ∈ Bt. Furthermore, fix a subset
Q(z) ⊂ Q(x→ z) of size |Q(z)| = ε(t)tk(t−1)b/(b−1)
for every z ∈ Bt.
Using the following algorithm, we shall create many copies H of θa,b in G such that H ∪ {H}
is good and deduce that one of them must not be contained in H already.
Algorithm 1. Initially, let Θ := ∅. As long as possible generate new copies of θa,b and add
them to Θ via the following process. To create a copy of θa,b we shall add edges and denote the
subgraph of G induced by the currently selected edges by H = (V,E). (Note that H,V and E
are constantly changing.)
1. Generate a path P1 = (x = p
1
0, p
1
1, . . . , p
1
t ) as follows. For i = 0, 1, . . . , t − 1, choose p
1
i+1
from Xi(p
1
i ) ⊂ N(p
1
i ) ∩Bi+1 such that
p1i+1 /∈ V and {p
1
i , p
1
i+1} 6∈ L
(1)
F (E).
2. Create a path Z1 = (p
1
t = z
1
0 , z
1
1 , . . . , z
1
b−t =: y) as follows. Define
r(i) =
{
t− 1 if 0 ≤ i ≤ b− t and i is even,
t if 0 ≤ i ≤ b− t and i is odd.
For i = 0, . . . , b− t− 1, select z1i+1 from Xr(i)(z
1
i ) ⊂ N(z
1
i ) ∩Br(i+1) such that
z1i+1 /∈ V and {z
1
i , z
1
i+1} 6∈ L
(1)
F (E).
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3. For j = 2, . . . , a, create a path Zj = (y = z
j
0, z
j
1, . . . , z
j
b−t =: zj) as follows. Let
s(i) =
{
t− 1 if 0 ≤ i ≤ b− t and i+ (b− t) is even,
t if 0 ≤ i ≤ b− t and i+ (b− t) is odd.
Now, for i = 0, . . . , b− t− 1, choose zji+1 from Xs(i)(z
j
i ) ⊂ N(z
j
i ) ∩Bs(i+1) with
zji+1 /∈ V and {z
j
i , z
j
i+1} /∈ L
(1)
F (E).
4. For j = 2, . . . , a, pick a path Pj ∈ Q(zj) which uses no vertex of V \{zj} and avoids LF (E).
Join the paths P1, Z1, . . . , Pa, Za to form a copy of θa,b, and add this to Θ.
x y
B1
B2
Bt−1
Bt
P1 Z1
P2 Z2
P3 Z3
Figure 1: A copy of θ3,b produced by Algorithm 1.
See Figure 1 for an illustration of Algorithm 1. We shall show later that |Θ| is quite large.
Claim 1. |Θ| ≥ ε(1)2abkabn.
Before we proceed with the proof of Claim 1, we show how it implies Proposition 2.3.
Proof of Proposition 2.3. Since |B1| ≤ kn
1/b by property (P1) of Theorem 2.7, we have
|Θ ∩H| ≤ kn1/b · max
e∈E(G)
dH(e)
(2.1)
≤ kn1/b · ε(1)2ab+1kab−1n1−1/b = ε(1)2ab+1kabn.
Hence, by Claim 1, there exists some H ∈ Θ\H. By the construction of Θ, the collection H∪{H}
is good. This finishes our proof.
The rest of this section is devoted to the proof of Claim 1. To make the counting of |Θ| easier
to follow, we introduce some notation here. For i ∈ [a], let Ri be the set of all possible choices for
the paths P1, Z1, . . . , Za, P2, . . . , Pi in Algorithm 1. For Ri = (P1, Z1, . . . , Za, P2, . . . , Pi) ∈ Ri,
let Ri+1(Ri) := {Pi+1 ∈ Q(zi+1) : (Ri, Pi+1) ∈ Ri+1}. We call a vertex v ∈ V (R1) \ {x} forward
if either v ∈ V (P1) or v ∈ Bt, backward if v ∈ V (Z2 ∪ . . .∪Za)∩Bt−1. Hence we have partitioned
V (R1) \ {x} into forward and backward vertices. Let rfw and rbw denote the number of forward
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and backward vertices respectively of some R1 ∈ R1, and let r = rfw + rbw. It is not difficult to
see that r = ab− (a− 1)t, and{
rfw = t+ a(b− t)/2, rbw = a(b− t)/2 if b− t is even,
rfw = t+ a(b− t+ 1)/2 − 1, rbw = a(b− t− 1)/2 + 1 if b− t is odd.
(2.4)
To prove Claim 1, we first bound the number of graphs (P1, Z1, . . . , Za), chosen in Steps 1–3,
in terms of rfw and rbw.
Claim 2. |R1| ≥
1
2
(
ε(t)kn1/b
)rfw
·
(
ε(t)2kb/(b−1)
)rbw
.
Proof. We first show that at most ab+22abδkb/(b−1) choices are excluded for each vertex. Recall
that H = (V,E) is the graph induced by the currently selected edges. Note that at most ab
choices are excluded by the condition that the new vertex is not in V . Moreover, by Lemma 2.5
we have
|L
(1)
F (E)| ≤ 2
ab+|E|+1 · δkb/(b−1) ≤ 22abδkb/(b−1),
as required. Therefore, there are at least
ε(t)kn1/b −
(
ab+ 22abδkb/(b−1)
)
≥ 2−1/rε(t)kn1/b
choices for each forward vertex, where the last inequality holds since k ≤ n(b−1)/b and δ ≪ ε(t)2.
Similarly, using the fact that δ ≪ ε(t)2, we find that there are at most
ε(t)2kb/(b−1) −
(
ab+ 22abδkb/(b−1)
)
≥ 2−1/rε(t)2kb/(b−1)
choices for each backward vertex. The claim now follows, as we choose rfw forward vertices and
rbw backward vertices.
For each i ∈ [a− 1], define Di to be the set of all Ri ∈ Ri for which there are at least
1
4
ε(t)tk(t−1)b/(b−1)
paths P ∈ Q(zi+1) with E(P ) ∈ L
(t)
F (E(Ri)). (Here we view Ri as a graph.) We now deduce
Claim 1 from the following two claims. The first shows that if the graph Ri ∈ Ri satisfies
Ri /∈ Di, then we have many choices for the path Pi+1 in Step 4.
Claim 3. If Ri ∈ Ri \ Di for some i ∈ [a− 1], then
|Ri+1(Ri)| ≥
1
2
· ε(t)tk(t−1)b/(b−1) .
The second states that |Di| is not too large.
Claim 4. |Di| ≤
1
2 |Ri| for every i ∈ [a− 1].
Proof of Claim 1. From Claims 3 and 4, we find
|Ri+1| ≥
1
2 · ε(t)
tk(t−1)b/(b−1) · |Ri \ Di| ≥
1
4 · ε(t)
tk(t−1)b/(b−1) · |Ri|
for every i ∈ [a− 1]. Combined with Claim 2, we obtain
|Ra| ≥
(
1
4ε(t)
tk(t−1)b/(b−1)
)a−1
· 12(ε(t)kn
1/b)rfw · (ε(t)2kb/(b−1))rbw .
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Since rfw+2rbw ≤ 2ab−2(a−1)t, (a−1)(t−1)b/(b−1)+ rfw+ brbw/(b−1) ≥ ab and rfw/b ≥ 1
due to (2.4), this is at least
2−2a+1ε(t)2ab−(a−1)tkabn.
As each copy of θa,b appears at most a! times in Ra, we conclude
|Θ| ≥
1
a!
|Ra| ≥
1
a!
2−2a+1ε(t)2ab−(a−1)tkabn ≥ ε(1)2abkabn
for ε(1) < ε(t)≪ 1, as required.
We end this section with the proofs of Claims 3 and 4.
Proof of Claim 3. As |Q(zi+1)| = ε(t)
tk(t−1)b/(b−1), in order to prove the claim, it suffices to show
|Q(zi+1) \ Ri+1(Ri)| ≤
1
2ε(t)
tk(t−1)b/(b−1) . In other words, we wish to bound the number of paths
in Q(zi+1) which either contain a vertex of V (Ri) \ {x, zi+1}, or fail to avoid LF (E(Ri)).
By property Item (P6) of Theorem 2.7, the number of paths in Q(zi+1) which contain a vertex
of V (Ri) \ {x, zi+1} is at most
ab · bk(t−2)b/(b−1) ≤ ε(t)t+1k(t−1)b/(b−1) ,
as k ≥ k0 ≫ ε(t)
−(t+1).
Now, let σ ∈ LF (E(Ri)), and consider the paths in Q(zi+1) that contain σ. We first deal with
the case 1 ≤ |σ| ≤ t − 1. According to Item (P7), the number of paths in Q(zi+1) containing σ
is at most
ttk(t−|σ|−1)b/(b−1).
Moreover, by Lemma 2.5, we have
|L
(|σ|)
F (E(Ri))| ≤ 2
2ab(δkb/(b−1))|σ|.
Therefore, the number of paths inQ(zi+1) which contain some σ ∈ LF (E(Ri)) with 1 ≤ |σ| ≤ t−1
is at most
(2b)2ab · δk(t−1)b/(b−1) ≤ ε(t)t+1k(t−1)b/(b−1) ,
as δ ≪ ε(t)t+1.
On the other hand, since Ri /∈ Di, there are at most
1
4
ε(t)tk(t−1)b/(b−1)
paths in Q(zi+1) that contain some σ ∈ LF (E(Ri)) with |σ| = t.
Summing these estimates gives
|Q(zi+1) \ Ri+1(Ri)| ≤
1
2
· ε(t)tk(t−1)b/(b−1) ,
as desired.
Proof of Claim 4. We proceed by induction on i. Let i ∈ [a−1] and assume that the claim holds
up to i− 1 (no assumption is needed in case i = 1). Thus, we have
|Rj|
Claim 3
≥ 12 · ε(t)
tk(t−1)b/(b−1) · |Rj−1 \ Dj−1| ≥
1
4 · ε(t)
tk(t−1)b/(b−1) · |Rj−1|
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for every 2 ≤ j ≤ i. Combining with Claim 2, this gives
|Ri| ≥
(
1
4ε(t)
tk(t−1)b/(b−1)
)i−1
· 12
(
ε(t)kn1/b
)rfw
·
(
ε(t)2kb/(b−1)
)rbw
. (2.5)
We proceed in three steps. We first give an upper bound for the number of members of Di
containing a given set of edges. This will be used in conjunction with (2.5).
Step 1. Let z ∈ Bt, and let J ⊂ E(G) be a forest of size |J | = j ∈ [r + (i− 1)(t− 1)− 1] which
does not contain an x-z-path. Then there are at most
m(j) :=


(ab)2ab
(
kn1/b
)rfw−1 (
kb/(b−1)
)rbw+(i−1)(t−1)−j
if 1 ≤ j ≤ rbw + (i− 1)(t − 1)
(ab)2ab
(
kn1/b
)r+(i−1)(t−1)−j−1
otherwise
Ri ∈ Ri with zi+1 = z and J ⊂ E(Ri).
Proof. Note that we have at most (ab)ab choices for the positions of the edges of J in Ri. Let’s fix
such a choice and count the corresponding Ri. More precisely, given a partition J = J1∪ . . .∪Ji,
we shall bound from above the number of Ri = (R1, P2, . . . , Pi) ∈ Ri such that J1 ⊂ R1, Jℓ ⊂ Pℓ
for all 2 ≤ ℓ ≤ i, and zi+1 = z.
We may assume |Jℓ| ≤ t for every 2 ≤ ℓ ≤ t (otherwise there is no such Ri). Let I denote the
set of all ℓ ∈ {2, . . . , i} with |Jℓ| = t. Note that Pℓ = Jℓ for all ℓ ∈ I, and so {zℓ : ℓ ∈ I} is fixed.
As J contains neither an x-z-path nor a cycle, we may assume further that the subgraph induced
by J1 together with the fixed vertices {x, z} ∪ {zℓ : ℓ ∈ I} is a forest, in which these |I|+ 2 fixed
vertices are in different components. It follows that at least |J1|+ |I|+2 vertices of R1 are fixed,
and hence there are at most r− |J1| − |I| − 1 not-yet-chosen vertices in R1 (x is excluded). This
shows
r1 + r2 ≤ r − |J1| − |I| − 1,
where r1 and r2 denote the number of free forward vertices and free backward vertices respectively.
In addition, as z ∈ Bt is fixed, we must have
r1 ≤ rfw − 1.
Note that we have at most ε(t)kn1/b ≤ kn1/b choices for each forward vertex and at most
ε(t)2kb/(b−1) ≤ kb/(b−1) choices for each backward vertex. Moreover, Pℓ = Jℓ for all ℓ ∈ I, and for
each ℓ ∈ {2, . . . , i} \ I, there are at most ttk(t−|Jℓ|−1)b/(b−1) choices for Pℓ by Item (P7). Hence
the number of Ri with (J1, J2, . . . , Ji) ⊂ (R1, P2, . . . , Pi) is at most
(kn1/b)r1 · (kb/(b−1))r2 ·
∏
ℓ∈{2,...,i}\I
ttk(t−|Jℓ|−1)b/(b−1) ≤ bab · (kn1/b)r1 · (kb/(b−1))r3 ,
where r3 := r2 +
∑
ℓ∈{2,...,i}\I(t − |Jℓ| − 1). As r1 + r2 ≤ r − |J1| − |I| − 1, a simple but
tedious computation shows r1 + r3 ≤ r + (i − 1)(t − 1) − j − 1. Together with the inequalities
r1 ≤ rfw − 1 and kn
1/b ≥ kb/(b−1), this implies that the above expression is bounded from above
by bab · (kn1/b)rfw−1 · (kb/(b−1))rbw+(i−1)(t−1)−j in case rfw − 1 ≤ r+ (i− 1)(t− 1)− j − 1, and by
bab · (kn1/b)r+(i−1)(t−1)−j−1 otherwise.
Putting everything together, we conclude that there are at most m(j) choices for Ri ∈ Ri+1
with zi+1 = z and J ⊂ E(Ri).
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The key property about m(j) is that it satisfies
m(j) · (δkb/(b−1))j ≤
|Ri|
kn1/b
(2.6)
for every j ∈ [r + (i − 1)(t − 1) − 1], due to (2.5) and δ ≪ ε(t)3ab. We shall use the inequality
(2.6) in the proof of Step 3 below.
Step 2. There exist j ∈ [r + (i− 1)(t− 1)− 1] for which there are at least
2−abε(t)tk(t−1)b/(b−1) ·
|Di|
ab ·m(j)
distinct pairs (J, P ) with the following properties:
(a) P ∈ Q(z) for some z ∈ Bt,
(b) J is a set of j edges of G disjoint from E(P ),
(c) J ∪ E(P ) ∈ F .
Proof. Recall that for each Ri ∈ Di, there are at least
1
4ε(t)
tk(t−1)b/(b−1) paths P in Q(zi+1) with
E(P ) ∈ L
(t)
F (E(Ri)). By the pigeonhole principle, it follows that for each Ri ∈ Di, there exists a
set ∅ 6= f(Ri) ⊂ E(Ri) such that there are at least
2−abε(t)tk(t−1)b/(b−1) (2.7)
paths P ∈ Q(zi+1), each of which is disjoint from f(Ri) and with f(Ri) ∪ E(P ) ∈ F . Note that
f(Ri) is a forest and does not contain an x-zi+1-path (otherwise for every path P ∈ Q(zi+1),
f(Ri) ∪ E(P ) contains a cycle and thus f(Ri) ∪ E(P ) 6∈ F). In particular, it follows that
|f(Ri)| ∈ [r+ (i− 1)(t− 1)− 1]. By another application of the pigeonhole principle, there exists
some j ∈ [r + (i− 1)(t− 1)− 1] such that |f(Ri)| = j for at least |Di| /ab choices of Ri ∈ Di.
Now, define J to be the set of all pairs (J, z) with z ∈ Bt, |J | = j and J = f(Ri) for some
Ri ∈ Di with zi+1 = z. We claim that |J | ≥
|Di|
ab·m(j) . Indeed, there is such a pair (f(Ri), zi+1)
for each Ri ∈ Di with |f(Ri)| = j, and we may have counted each pair m(j) times, by the above
discussion and Step 1.
Finally, for each (J, z) ∈ J choose some Ri ∈ Di with f(Ri) = J and zi+1 = z. Recall that
there are at least (2.7) paths P ∈ Q(zi+1) with J ∪ E(P ) ∈ F , each of which is disjoint from J .
Since P determines z, all such generated pairs (J, P ) are distinct, and hence the claim follows.
We are now ready to show that |Di| is not too large.
Step 3. |Di| ≤
1
2 |Ri|.
Proof. Let N be the number of copies of θa,b in G which contain an edge between x and B1. For
each pair (J, P ) as in Step 2, we have |J ∪ E(P )| = j + t and J ∪E(P ) ∈ F , giving
dH(J ∪ E(P )) ≥ ⌊∆
(j+t)(δ, k, n)⌋ ≥
1
2
·
∆(1)(δ, k, n)(
δkb/(b−1)
)j+t−1 .
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Thus, noting that each each member of H contains J ∪ E(P ) for at most 22ab pairs (J, P ), it
follows from Step 2 that
N ≥ 2−abε(t)tk(t−1)b/(b−1) ·
|Di|
ab ·m(j)
·
∆(1)(δ, k, n)
22ab+1
(
δkb/(b−1)
)j+t−1
≥
ε(t)t
24abδt−1
·
|Di| ·∆
(1)(δ, k, n)
m(j) ·
(
δkb/(b−1)
)j
≥ 2kn1/b ·
|Di| ·∆
(1)(δ, k, n)
|Ri|
,
where the last inequality follows from (2.6), and since t ≥ 2 and δ ≪ ε(t)t. Now, as |B1| ≤ kn
1/b,
there exists an edge e ∈ E(G) with
dH(e) ≥ 2 ·
|Di| ·∆
(1)(δ, k, n)
|Ri|
.
Combined with (2.2), we get the desired inequality.
This finishes the proof of Claim 4.
3. Complete degenerate hypergraphs
In this section we will prove Theorem 1.8. We shall record the vertex partition of each copy
of K
(r)
a1,...,ar . Therefore, a collection H of copies of K
(r)
a1,...,ar in an r-graph G will be understood
as a collection of ordered r-tuples (A1, . . . , Ar) with Ai ∈
(V (G)
ai
)
for every i ∈ [r], and with
G[A1, . . . , Ar] = K
(r)
a1,...,ar .
Given a tuple (S1, . . . , Sr) of vertex sets such that 1 ≤ |Si| ≤ ai for every i ∈ [r] and
G[S1, . . . , Sr] is a complete r-partite r-graph, we define dH(S1, . . . , Sr) to be the number of
members of H containing (S1, . . . , Sr), that is,
dH(S1, . . . , Sr) = |{(A1, . . . , Ar) ∈ H : (S1, . . . , Sr) ⊂ (A1, . . . , Ar)}| .
Let δ > 0. For each (b1, . . . , br) ∈ N
r with 1 ≤ bi ≤ ai for all i ∈ [r], define
D(b1,...,br)(δ, k, n) =
r∏
i=1
(
δka1 ···ai−1n1−1/ai···ar−1
)ai−bi
,
where a1 · · · ai−1 := 1 if i = 1 and ai · · · ar−1 := 1 if i = r.
A straightforward but tedious calculation shows that Theorem 1.8 is a consequence of the
following Theorem 3.1.
Theorem 3.1. For every 2 ≤ a1 ≤ . . . ≤ ar, there exist constants δ > 0 and k0 ∈ N such that
the following holds for every k ≥ k0 and every n ∈ N. Given an r-graph G with n vertices and
knr−1/a1···ar−1 edges, there exists a collection H of copies of K
(r)
a1,...,ar in G, satisfying:
(a) |H| ≥ δka1···arna1+...+ar−1, and
(b) dH(S1, . . . , Sr) ≤ D
(|S1|,...,|Sr|)(δ, k, n) for every S1, . . . , Sr ⊂ V (G).
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Fix now 2 ≤ a1 ≤ . . . ≤ ar. We shall need various constants in the proof of Proposition 3.2
below, which we will define here for convenience. Informally, they will satisfy
k0 ≫ K ≫ 1≫ ε(1)≫ ε(2)≫ . . .≫ ε(r)≫ ε(r + 1)≫ δ > 0.
More precisely, we can set ε(1) = 12 , ε(i + 1) = ε(i)
ai/(22ai+a1···aiai!) for each 1 ≤ i ≤ r,
δ = ε(r + 1)/2, K = a1 · · · ar2
a1+...+ar+1 and k0 = 1/δ.
Let G be an n-vertex r-graph with knr−1/a1···ar−1 edges, where k ≥ k0. Let (S1, . . . , Sr)
be an ordered r-tuple of vertex sets that satisfies 1 ≤ |Si| ≤ ai for every i ∈ [r], and with
G[S1, . . . , Sr] = K
(r)
|S1|,...,|Sr |
. We say that (S1, . . . , Sr) is saturated if
dH(S1, . . . , Sr) ≥ ⌊D
(|S1|,...,|Sr|)(δ, k, n)⌋,
and that (S1, . . . , Sr) is good if it contains no saturated r-tuple. We say that H is good if every
(A1, . . . , Ar) ∈ H is good.
Proposition 3.2. Suppose that H is a good collection of copies of K
(r)
a1,...,ar in G of size
|H| ≤ δka1···arna1+...+ar−1 . Then, there exists a copy (A1, . . . , Ar) /∈ H of K
(r)
a1,...,ar in G such that
H ∪ {(A1, . . . , Ar)} is good.
Proof. Let F denote the collection of saturated sets, i.e.
F = {(S1, . . . , Sr) : ∅ 6= S1, . . . , Sr ⊂ V (G) and dH(S1, . . . , Sr) = ⌊D
(|S1|,...,|Sr|)(δ, k, n)⌋}.
A simple double-counting argument shows that there are at most
a1 · · · ar · |H|
⌊D(1,...,1)(δ, k, n)⌋
≪ e(G)
saturated edges of G, since |H| ≤ δka1···arna1+...+ar−1. Thus by choosing a non-empty subhyper-
graph of G if necessary (and weakening the bound on e(G) slightly), we may assume that
({v1}, . . . , {vr}) /∈ F for every {v1, . . . , vr} ∈ E(G). (3.1)
For S1, . . . , Sr ⊂ V (G) and i ∈ [r], define Xi(S1, . . . , Sr) to be the set consisting of all vertices
v ∈ V (G) \ (S1 ∪ . . . ∪ Sr) so that (S
′
1, . . . , S
′
i−1, S
′
i ∪ {v}, S
′
i+1, . . . , S
′
r) ∈ F for some non-empty
S′1 ⊂ S1, . . . , S
′
r ⊂ Sr.
Claim 5. Provided that |Si| ≤ ai for each i ∈ [r], we have
|Xi(S1, . . . , Sr)| ≤ Kδk
a1···ai−1n1−1/ai···ar−1 .
Proof. For each tuple (S′1, . . . , S
′
r) with ∅ 6= S
′
i ⊂ Si for every i ∈ [r], set
J (S′1, . . . , S
′
r) = {v ∈ V (G) \ (S1 ∪ . . . ∪ Sr) : (S
′
1, . . . , S
′
i ∪ {v}, . . . , S
′
r) ∈ F}.
By the handshaking lemma and the definition of goodness, we obtain
1
a1 · · · ar
·
∑
v∈J (S′1,...,S
′
r)
dH(S
′
1, . . . , S
′
i ∪ {v}, . . . , S
′
r) ≤ dH(S
′
1, . . . , S
′
r) ≤ D
(|S′1|,...,|S′r|)(δ, k, n),
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as each edge of H is counted at most a1 · · · ar times in the sum. Moreover,∑
v∈J (S′1,...,S
′
r)
dH(S
′
1, . . . , S
′
i ∪ {v}, . . . , S
′
r) ≥
∣∣J (S′1, . . . , S′r)∣∣ · ⌊D(|S′1|,...,|S′i|+1,...,|S′r |)(δ, k, n)⌋,
by the definition of J and F . Hence |J (S′1, . . . , S
′
r)| is bounded from above by
(a1 · · · ar) ·
D(|S
′
1|,...,|S′r|)(δ, k, n)
⌊D(|S
′
1|,...,|S′i|+1,...,|S′r|)(δ, k, n)⌋
≤ (2a1 · · · ar) · δk
a1···ai−1n1−1/ai···ar−1 .
Finally, since the sets J (S′1, . . . , S
′
r) cover Xi(S1, . . . , Sr), we find that
|Xi(S1, . . . , Sr)| ≤
∑∣∣J (S′1, . . . , S′r)∣∣ ≤ a1 · · · ar2|S1|+...+|Sr |+1 · δka1···ai−1n1−1/ai···ar−1 ,
as desired.
We now show that there are at least 2δka1···arna1+···+ar−1 good r-tuples (A1, . . . , Ar) with
|A1| = a1, . . . , |Ar| = ar. From this, the proposition follows immediately, since at least one of
these is not in H.
Claim 6. There are at least ε(r + 1)ka1···arna1+···+ar−1 good r-tuples (A1, . . . , Ar) with |A1| =
a1, . . . , |Ar| = ar.
Proof. Let i ∈ [r + 1], and let vi, vi+1, . . . , vr be r + 1− i vertices of G such that
dG(vi, . . . , vr) ≥ 2
i−r−1 · kni−1−1/a1···ar−1 .
We prove by induction on i that there are at least
ε(i)na1+...+ai−1−(i−1)a1···ai−1 · dG(vi, . . . , vr)
a1···ai−1
good r-tuples (A1, . . . , Ai−1, {vi}, . . . , {vr}) with |A1| = a1, . . . , |Ai−1| = ai−1. Here we set a1 +
. . .+ ai−1 := 0 when i = 1, and dG(vi, . . . , vr) := kn
r−1/a1···ar−1 if i = r+1. It is easy to see that
Claim 6 follows from the case i = r + 1.
The base case i = 1 is an immediate consequence of (3.1). Suppose, then, that the result holds
for some i ∈ [r + 1]. Fix vi+1, . . . , vr ∈ V (G) with
dG(vi+1, . . . , vr) ≥ 2
i−r · kni−1/a1···ar−1 . (3.2)
Let M denote the collection consisting of all i-tuples (A1, . . . , Ai−1, {v}) with v ∈ V (G), |A1| =
a1, . . . , |Ai−1| = ai−1, and such that (A1, . . . , Ai−1, {v}, {vi+1}, . . . , {vr}) is good.
Subclaim 1: |M| ≥ 2−a1···ai−1ε(i) · n1+a1+...+ai−1−ia1···ai−1 · dG(vi+1, . . . , vr)
a1···ai−1 .
Proof of Subclaim 1. Set X = {v ∈ V (G) : dG(v, vi+1, . . . , vr) ≥
1
2n · dG(vi+1, . . . , vr)}. For each
v ∈ X, observe that dG(v, vi+1, . . . , vr) ≥ 2
i−r−1 · ni−1−1/a1···ar−1 , and hence M contains at least
ε(i)na1+...+ai−1−(i−1)a1···ai−1dG(v, vi+1, . . . , vr)
a1···ai−1 i-tuples of the form (A1, . . . , Ai−1, {v}).
Summing over all v ∈ X, and using Jensen’s inequality give
|M| ≥ ε(i)na1+...+ai−1−(i−1)a1···ai−1
∑
v∈X
dG(v, vi+1, . . . , vr)
a1···ai−1
≥ 2−a1···ai−1ε(i) · n1+a1+...+ai−1−ia1···ai−1 · dG(vi+1, . . . , vr)
a1···ai−1 ,
as claimed.
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We now use Subclaim 1 to bound the number of good tuples (A1, . . . , Ai, {vi+1}, . . . , {vr}) with
|A1| = a1, . . . , |Ai| = ai. Set
M(A) = {v ∈ V (G) : (A, {v}) ∈M}
for each (i− 1)-tuple A = (A1, . . . , Ai−1), and consider those (i− 1)-tuples for which |M(A)| ≥
1
2n
−(a1+...+ai−1) |M|. In particular, by Subclaim 1 and (3.2) we only need to focus on (i−1)-tuples
A with
|M(A)| ≥ 2(i−r−1)a1···ai−1−1ε(i) · ka1···ai−1n1−1/ai···ar−1 . (3.3)
Subclaim 2: There are 12aiai! |M(A)|
ai sets Ai ∈
(M(A)
ai
)
so that (A, Ai, {vi+1}, . . . , {vr}) is
good.
Proof of Subclaim 2. For j = 1, . . . , ai, we can pick an arbitrary vertex
uj ∈M(A) \ ({u1, . . . , ui−1} ∪Xi(A, {u1, . . . , uj−1}, {vi}, . . . , {vr})) ,
and let Ai = {u1, . . . , uai}. It follows from the choice of uj that (A, {u1, . . . , uj}, {vi+1}, . . . , {vr})
is good for every j ∈ [ai], and hence the r-tuple (A, Ai, {vi+1}, . . . , {vr}) is good. From Claim 5,
we deduce that the number of choices for each uj is at least
|M(A)| −
(
ai +Kδk
a1···ai−1n1−1/ai···ar−1
) (3.3)
≥ |M(A)| /2.
Thus the total number of choices for Ai is at least
1
2aiai!
|M(A)|ai .
Finally, observe that
∑
A |M(A)| ≥ |M| /2 and that there are at most n
a1+...+ai−1 choices for
A = (A1, . . . , Ai−1). Hence, by Subclaim 2 and convexity, it follows easily that the number of
good r-tuples (A, Ai, {vi+1}, . . . , {vr}) is at least
1
2aiai!
∑
A
|M(A)|ai ≥
na1+...+ai−1
2aiai!
·
|M|ai
(2na1+...+ai−1)ai
≥ ε(i+ 1)na1+...+ai−ia1···ai · dG(vi+1, . . . , vr)
a1···ai ,
as required.
This finishes our proof of Proposition 3.2.
Acknowledgements
This research was motivated by a series of lectures of Rob Morris at the Ramsey DocCourse
programme in Prague 2016. The authors would like to thank him and the organisers of the
course, Jaroslav Nešetřil and Jan Hubička. Furthermore, the authors would like to thank Peter
Allen for his helpful comments on this text.
16
References
[1] N. Alon, L. Rónyai, and T. Szabó. Norm-graphs: variations and applications. J. Combin.
Theory Ser. B, 76(2):280–290, 1999.
[2] J. Balogh, B. Bollobás, and M. Simonovits. The fine structure of octahedron-free graphs. J.
Combin. Theory Ser. B, 101(2):67–84, 2011.
[3] J. Balogh, R. Morris, and W. Samotij. Independent sets in hypergraphs. J. Amer. Math.
Soc., 28(3):669–709, 2015.
[4] J. Balogh, B. Narayanan, and J. Skokan. The number of hypergraphs without linear cycles.
arXiv:1706.01207, to appear in J. Combin. Theory Ser. B.
[5] J. Balogh and W. Samotij. The number of Km,m-free graphs. Combinatorica, 31(2):131–150,
2011.
[6] J. Balogh and W. Samotij. The number of Ks,t-free graphs. J. Lond. Math. Soc. (2),
83(2):368–388, 2011.
[7] C. T. Benson. Minimal regular graphs of girths eight and twelve. Canad. J. Math., 18:1091–
1094, 1966.
[8] J. A. Bondy and M. Simonovits. Cycles or even length in graphs, J. Combin. Theory Ser.
B, 16:97–105, 1974.
[9] D. Conlon. Graphs with few paths of prescribed length between any two vertices.
arXiv:1411.0856, to appear in Bull. Lond. Math. Soc.
[10] P. Erdős. On extremal problems of graphs and generalized graphs. Israel J. Math., 2:183–190,
1964.
[11] P. Erdős, P. Frankl, and V. Rödl. The asymptotic number of graphs not containing a fixed
subgraph and a problem for hypergraphs having no exponent. Graphs Combin., 2(1):113–
121, 12 1986.
[12] P. Erdős and M. Simonovits. Cube-supersaturated graphs and related problems. In Progress
in graph theory (Waterloo, Ont., 1982), pages 203–218. Academic Press, Toronto, ON, 1984.
[13] P. Erdős and A. H. Stone. On the structure of linear graphs. Bull. Amer. Math. Soc.,
52(12):1087–1092, dec 1946.
[14] P. Erdős and M. Simonovits. A limit theorem in graph theory. In Studia Sci. Math. Hung.
Citeseer, 1965.
[15] P. Erdős and M. Simonovits. Supersaturated graphs and hypergraphs. Combinatorica,
3(2):181–192, 1983.
[16] R J. Faudree and M. Simonovits. On a class of degenerate extremal graph problems. Com-
binatorica, 3(1):83–93, 1983.
[17] A. Ferber, G. A. McKinley, and W. Samotij. Supersaturated sparse graphs and hypergraphs.
Int. Math. Res. Not., https://doi.org/10.1093/imrn/rny030
17
[18] T. Jiang and L. Yepremyan. Supersaturation of Even Linear Cycles in Linear Hypergraphs.
arXiv:1707.03091, 2017.
[19] D J. Kleitman and K. J. Winston. On the number of graphs without 4-cycles. Discrete
Math., 41(2):167–172, 1982.
[20] J. Kollár, L. Rónyai, and T. Szabó. Norm-graphs and bipartite Turán numbers. Combina-
torica, 16(3):399–406, 1996.
[21] T. Kövari, V. T. Sós, and P. Turán. On a problem of K. Zarankiewicz. Colloquium Math.,
3:50–57, 1954.
[22] J. Ma, X. Yuan, and M. Zhang. Some extremal results on complete degenerate hypergraphs.
J. Combin. Theory Ser. A, 154:598–609, 2018.
[23] R. Morris and D. Saxton. The number of C2l-free graphs. Adv. Math., 298:534 – 580, 2016.
[24] D. Mubayi and L. Wang. The number of triple systems without even cycles.
arXiv:1701.00269, to appear in Combinatorica.
[25] B. Nagle, V. Rödl, and M. Schacht. Extremal hypergraph problems and the regularity
method. In Topics in discrete mathematics, volume 26 of Algorithms Combin., pages 247–
278. Springer, Berlin, 2006.
[26] D. Saxton and A. Thomason. Hypergraph containers. Invent. Math., 201(3):925–992, 2015.
[27] R. R. Singleton. On minimal graphs of maximum even girth. J. Combin. Theory, 1:306–332,
1966.
[28] R. Wenger. Extremal graphs with no C4’s, C6’s, or C10’s. J. Combin. Theory Ser. B,
52(1):113–116, 1991.
A. Proof of Proposition 1.6
The following proof is very similar to that of comparable statements given in [23, 4]. We will
make use of the hypergraph container method, developed in [3, 26]. For an s-uniform hypergraph
H, we define the maximum j-degree ∆j(H) of H by
∆j(H) = max{dH(σ) : σ ⊂ V (H) and |σ| = j}
and the average degree d(H) of H by d(H) = s |E(H)| / |V (H)|. Furthermore, for τ ∈ (0, 1), the
co-degree function δ(H, τ) of H is given by
δ(H, τ) =
1
d(H)
s∑
j=2
∆j(H)
τ j−1
.
Theorem A.1 (see [3, 26]). For each s ∈ N, there exist positive constants c1 = c1(s) and
c2 = c2(s) such that the following holds for all N ∈ N. For each 0 < ε < c1 and each N -vertex
s-graph H, if τ ∈ (0, c2) is such that δ(H, τ) ≤ ε, then there exists a family C of at most
exp
(
τ log(1/τ)N
ε
)
(A.1)
subsets of V (H) such that:
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(1) for each independent set I ⊂ V (H), there exists some U ∈ C with I ⊂ U ,
(2) e(H[U ]) ≤ εe(H) for each container U ∈ C.
We shall establish Proposition 1.6 through iterated applications of the following consequence
of Theorem A.1.
Proposition A.2. Suppose that an r-graph H is Erdős-Simonovits α-good for m = m(n). Then
there exist positive constants ε and k0 such that the following holds for all n, k ∈ N with k ≥ k0.
Given an r-graph G on [n] with e(G) = k ·m(n), there exists a collection C(G) of at most
exp
(
O(k−α log k ·m(n))
)
subgraphs of G satisfying:
(1) Every H-free subgraph of G is a subgraph of some U ∈ C,
(2) e(U) ≤ (1− ε)e(G) for every U ∈ C.
Proof. Since H is Erdős-Simonovits α-good for m = m(n), there exists a constant C > 0 and a
(non-empty) collection H of copies of H in G such that
dH(σ) ≤
C · |H|
k(1+α)(|σ|−1)e(G)
for every σ ⊂ E(G) with 1 ≤ |σ| ≤ e(H). (A.2)
We will now think of H as a hypergraph whose vertex set is E(G) and whose edges are the copies
of H in H. Set 1/τ = ε2k1+α and observe that, if ε is sufficiently small,
δ(H, τ) =
1
d(H)
e(H)∑
j=2
∆j(H)
τ j−1
(A.2)
≤
1
d(H)
e(H)∑
j=2
ε2(j−1)k(1+α)(j−1) ·
C · |H|
k(1+α)(j−1)e(G)
=
C
e(H)
e(H)∑
j=2
ε2(j−1) ≤ 2Cε2/e(H) ≤ ε.
Using Theorem A.1, we thus obtain a collection C(G) of at most
exp
(
τ log(1/τ)e(G)
ε
)
≤ exp
(
O(k−α log k ·m(n))
)
subsets of V (H) = E(G) such that:
(1’) Every H-free subgraph of G is a subgraph of some U ∈ C(G), and
(2’) e(H[U ]) ≤ εe(H) for all U ∈ C(G).
The only thing that remains to prove is that e(U) ≤ (1 − ε)e(G) for every U ∈ C. Consider an
arbitrary container U ∈ C. From (A.2) we find
|E(H) \ E(H[U ])| ≤ |V (H) \ U | ·
C · e(H)
e(G)
.
On the other hand, it follows from condition (2’) that |E(H) \E(H[U ])| ≥ (1 − ε)e(H). Hence
|V (H) \ U | ≥ (1− ε)e(G)/C ≥ εe(G), as desired.
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We are now ready to prove Proposition 1.6.
Proof of Proposition 1.6. We wish to estimate the number ofH-free subgraphs ofK
(r)
n . We define
a sequence {k(i)}ti=1 of positive reals, and a sequence {Ci}
t
i=1 of families of r-graphs as follows.
Let ε and k0 be positive constants given by Proposition A.2. We set k(1) =
(n
r
)
/m(n) and define
k(i) = (1 − ε)k(i − 1), with k(t) being the first term of this sequence to satisfy k(t) ≤ k0. We
take C0 = {K
(r)
n }, and for 1 ≤ i ≤ t, we obtain Fi from Ci−1 by replacing each r-graph G ∈ Ci−1
for which e(G) ≥ k(i) ·m(n) by the collection C(G) of its subgraphs guaranteed by Proposition
A.2.
Let C = Ct. Clearly, every H-free r-graph on [n] is contained in some G ∈ C. Moreover,
e(G) ≤ k0 ·m(n) for every G ∈ C. Finally, from (A.1) we see that
|F| ≤ exp
(
t∑
i=1
O(1) · k(i)−α log k(i) ·m(n)
)
≤ exp
(
O(1) · k−α0 log k0 ·m(n)
)
.
Therefore, the number of H-free r-graphs on [n] is at most
∑
G∈C
2e(G) ≤ |C| 2k0·m(n) ≤ exp
(
O(1) · k−α0 log k0 ·m(n) + k0 ·m(n)
)
= 2O(m(n)).
Finally, given any δ > 0, the number of H-free r-graphs with n vertices and less than m(n)/k30
edges is bounded from above by
∑
G∈C
m(n)/k30∑
i=1
(
e(G)
i
)
≤ |C| 2m(n)/k0 ≤ exp
(
k
−α/2
0 m(n) +m(n)/k0
)
≤ 2δ·m(n)
if k0 is large enough.
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