Abstract
Introduction
As ATM becomes more commonplace in the work environment and services are made available to provide the transition from legacy LANs to switched networking, a need arises for network servers that can provide these services. While from an installation and operation point of view it is easiest to maintain services of this type on a single server, this approach does not necessarily provide the best solution from a performance and reliability perspective. In order to determine the appropriate number of servers, it is necessary to model the system. Analytic models are a cost-effective method often used to jointly optimize performance and reliability. Joint analysis of these characteristics has become common and is termed performability modeling. In this paper, a model is developed to determine the optimal number of network servers, N , for a switched network application. This is done by fixing the total amount of processing power of all the servers, taking into account the failure rate of the servers, and also considering the characteristics of LAN traffic. This paper is a sequel to modeling a switching network access node as presented in [5] .
Several measures of system effectiveness have been proposed that combine the effects of failure/repair eling, Performability.
'Work done while on leave from IBM Corp., RTP, NC. t Supported in part by an IBM cooperative fellowship award. t Supported in part by the National Science Foundation under grant number EEC-9418765 with system performance [4, 9, lo] . One measure used for this paper is the total loss probability of requests. It is the probability of rejection of an incoming task due either to a system down event or system overloaded event. This measure appears to equally reflect performance and availability of the system. Another measure used which is associated to the latency of a request being serviced is buffer utilization. It is simply the expected queue length divided by the total queue size.
The paper is outlined as follows: Section 2 describes the network configurations to be analyzed. Section 3 provides background on stochastic reward nets. In Section 4 the implementation of the network configurations are given using stochastic reward nets. Section 5 describes the results for loss probability and buffer utilization with pure performance models and Section 6 adds availability to the models by allowing failures and repairs among the LAN Emulation Servers. The conclusion sums up what is learned by this exercise.
Network Description
The specification for LAN Emulation [l] was adopted in March 1995 by the ATM Forum. An access node in the network can be viewed as a LAN Emulation Client (LEC) that requires service from a LAN Emulation Server (LES with a specified probability.
of LECs and LESS. The LECs receive LAN traffic and will deliver it to a host across its ATM link using the techniques described by the LAN Emulation specification. Similarly, packets are received from the ATM link and are forwarded to the appropriate host/LAN.
As a packet enters a LEC, an address search is started and with some probability the search is successful. This probability depends on the size of the cache and the retention technique used and can be estimated or determined by measurements. If the search isn't successful, the LAN Emulation Address Resolution Protocol (LE-ARP) procedure is started. In any case, the packet is forwarded to the ATM interface once the forwarding address is found.
As previously mentioned, the LES function can be performed across some number, N , of network servers. The goal of this paper is to determine the best design topology for the LES function by taking into account packet loss, product failure and queue structure in order to optimize performability.
Stochastic Petri Net
A Petri net [ l l ] is a directed bipartite graph with two disjoint and finite sets of nodes: places and transitions. In a graphical representation, the places are depicted as circles and the transitions by rectangles (bars). A place is an input to a transition if there is a directed edge called an input arc from the place to the transition. Similarly, a place is an output to a transition if there is a directed edge called an output arc from the transition to the place. Tokens, depicted by dots, are associated with places and the movement of these tokens represents the dynamic behavior of the system. The tokens move based upon the firing of transitions. A transition is enabled to fire if each of its input places contains at least one token. Upon firing, one token from each input place is removed and in each of the output places, one token is deposited.
A marking of a Petri net is the distribution of tokens in the set of places. Thus, firing of a transition may result in a new marking. Each marking defines a state of the system. If the number of tokens in the net is bounded, then the number of markings is finite. A marking is said to be reachable from an original marking if there is a sequence of firings starting from the original firing which result in that marking. The reachability set(graph) of a Petri net is the set of markings that are reachable from the initial marking.
A stochastic Petri net (SPN) is a Petri net with an exponentially distributed delay associated with firing of each of its transitions. A SPN can be used to model the temporal behavior of a system along with its functional behavior.
Generalized stochastic Petri nets (GSPNs) are an extension to SPNs and allow transitions to have zero firing delay or exponentially distributed firing delay [8] . GSPNs also include an inhibitor arc to allow a transition to be disabled by being connected to a place with at least as many tokens as the multiplicity of the arc. Both SPNs and GSPNs have been shown to be equivalent to CTMCs.
The specification of a system using GSPN's can be tedious and troublesome. To remedy this, Ciardo et al. [2] introduced several structural extensions to GSPNs. Enabling functions (also known as guards) for transitions, marking dependent arc multiplicities and user defined transition priorities. The resulting net with all these extensions and the capability of assigning a real valued reward rate to any marking is termed as a stochastic reward net (SRN). These enhancements allow a model to keep a simpler representation of the system at the net level [7] .
Model of Network Application
For the seperate and common buffer configurations used in this model, it is assumed that each LES has its own repair facility and is independent of failure and repair of any other component. Also, if an LES should fail, all incoming requests are directed to an active LES. The models for these two configurations are described in the following sections, but first the traffic model is described.
Traffic Model
The input traffic streams are modeled with independent Markov-Modulated Poisson Processes (MMPPs). The MMPP is used in a wide variety of applications due to their ability to capture the bursty nature of network traffic [3] . For the purpose of this paper a two-state MMPP is used. 
Common Queue Model
The SRN used for the common queue model is shown in Figure 2 . The approach used combines the failure and repair behavior of the LESS into one model and is used to determine the total processing capability. Immediate transitions are shown as filled rectangles while timed transitions are shown as unfilled rectangles.
TransitionsTl, T2, T5, and T6 are used to generate the requests to be serviced. The activation of these transitions are controlled by places P 1 , P 2 , P 5 , and P6 and transitions T 3 , T 4 , T 7 , and T8. All of these work together, as described in the previous section, to represent input traffic from two LANs.
Place P7 catches all requests being sent to the servers. If there is adequate buffer space, these requests are forwarded to place P 9 , through transition t7; otherwise, the requests are purged (i.e., the buffer is full), via transition t 8 . Once the requests are buffered in place P9, they are serviced by transition T10.
The addition of transition t 9 , and place P10, with the appropriate arcs joining them, allows the service Figure 2 : Common Queue SPN time of a request to be modified by including Er-, lang stages. This addition causes the service time to approximate a deterministic value, as more stages are added, while maintaining the overall mean service time.
The model shown in Figure 2 is an example of a 6-stage Erlang, if the firing rate of transition T10 is #processors-active * individual-processing-rate * 6 with the individual-processing-rate equal to aggregat e-processing-rate #processors and the aggregate-processing-rate = 3600.
The model for failure and repair is represented by places P20 and P21 with transitions T20 and T21. Place P20 shows the initial number of servers available by the number of tokens it contains; therefore, failures occur at rate #Pa0 * Xfail, where X j a i l is the failure rate of an individual processor. Similarly Place P21 represents the number of servers that have failed and are repaired at #P21 * p r e p a i r , which corresponds to transition T21. The queue failure and repair are represented by transitions T30 and T 3 1 , respectively. Similar to transition t 8 , transition t l l is used to purge requests held in the queue; however, these requests are removed only when all servers have failed. For both t 8 and t l l , guards are used to activate the transitions for the appropriate circumstances.
Separate Queue Model
The approach used for the common queue model to combine all the servers into a single transition cannot be used for the separate queue model, as shown in Figure 3 . Therefore, the numerical results of the separate queue model are more state intensive for the same number of LESS. total amount of buffer, are evenly distributed over all active servers. Therefore, the requests are lost on a per server basis. Figure 3 is an example of 3 servers with each using 1/3 of the total buffer space. When a request enters the system and is buffered into place P 8 , P12, or P16, it is accepted by the firing of transition t8, t12, or t l 6 , respectively. If accepted, the request is queued into the corresponding place P9, P13, or P17 and is serviced by transition T10, T14, or T18. If an individual queue is full, a request is purged by the appropriate transition t30, t31, or t32.
Similar to the case with the common queue, the addition of transitions t 9 , t13, and t17 and places P10, P14 and P18 allow the service time of a request, at each server, to be modified by including Erlangian stages. The model shown in Figure 3 is an example of a 6-stage Erlang, if the firing rate of transitions T10, T14, and T18 is individual-processing-rate * 6 with the individual-processing-rate and the aggregate-processing-rate as previously defined.
Three submodels for the failure and repair of the servers are represented by places P20-P25 and transitions T20-T25. For example, if place P20 contains a token, then the queue, represented by place P10, receives requests and transition 7' 10 processes them. For this case the rate of failure, represented by transition T20 is X j a i r ; therefore, place P21 contains a token if the server has failed with repair rate prepair, represented by transition T21. Since the processors and queues are separated in this model, the failure of the queues is included as part of the server failure and repair submodels.
Also similar to the common queue, if an individual queue has failed, requests are purged from its queue and incoming requests are routed to other servers until the failed server is repaired. This is the purpose of transitions t33 -t35. For the separate queue configuration, it is necessary to add transition t36 to purge all incoming requests when all servers are in a failed state 
Performance-only Model Results
To better understand the effects of failure later, the first runs of the model use performance criteria only. That is, transitions T20, T22 and T24 (where applicable) of the Petri nets shown in Figures 2 and 3 are disabled; therefore, all loss of requests is due to buffer overflow.
Non-Bursty Traffic
The first results are for a common buffer configuration with no burstiness present in the arrival stream. For this case, distributing the processing power over several processors has no effect with the resulting buffer utilization (Butif) being 0.01667 and 0.01435 for k = 1 and k = 6, respectively. The resulting Pf,,, is zero, due to precision. The results for no burstiness and a separate buffer configuration are shown in Table 1 . The parameter sets (Parm Sei) shown vary by changing the individual processing power (pproe), while maintaining a constant aggregate processing power by increasing the number of processors ( # p ) . For this case distributing the processing power does have an effect on the steady-state results.
Pl,,, increases steadily with the number of servers and Butif increasing up to 4/5 servers for E 1 / E 6 , but then decreasing, due to the high loss rate of requests. As expected, based on this criteria the common queue configuration is the better technique.
Bursty Traffic
The results for bursty traffic and a common buffer configuration again has no effect when distributing the processing power over several processors with the resulting being 0.017562 and 0.01501 for k = 1 and k = 6, respectively. The resulting Pro,, is zero.
The results for the separate buffer configuration with burstiness present in the arrival stream is shown in Table 2 . Comparing Table 2 with the Table 1 
Combined Performance and Avail-
By including availability into the model, the trunsitions T20, T22 and T24 (where applicable) of the Petri nets shown in Figures 2 and 3 do fire; therefore, requests are lost due to both buffer overflow and system failure.
The failure rates used for this model for the processors and queues, respectively, are 1 failure per year and 1 failure per 6 years for Tables 3 through 6. The mean time to repair (MTTR) for both processors and queues is 4 hours.
Non-Bursty Traffic
The results, shown in Table 3 , uses a common buffer configuration with no burstiness present in the arrival stream. From these results it is seen that distributing the processing power over several processors now has an effect. For the service time of both cases the best solution for Pf,,, is to use 2 servers, but this causes a slight rise in Butit. This rise is reduced some by going to 3 or more servers. The results with no burstiness and a separate buffer configuration are shown in Table  4 . If the service time is Ek with k = 1, the best solution for P,,,, is to use a single server; however, if the service time becomes more deterministic with k = 6, then the best solution is to use 2 servers assuming a significant rise in is allowable. For this case, the rise in Butif continues to increase by adding more servers. Comparing these results, the best Pl,,, occurs with 2 servers, each with a more deterministic service time. 
Bursty Traffic
For the common buffer configuration with burstiness present, the results of the comparisons are the same, but with just a slightly higher result for Plos8.
These results are shown in Table 5 . Also, for the separate buffer configuration with burstiness present, the results, shown in Table 6 , of the comparisons are the same; however, there is a more drastic difference between the cases for l and 2 servers for the first service time distribution than there was with non-bursty traffic. The opposite effect occurs (i.e., the difference becomes less) when the service time becomes more deterministic. Comparing these results, the best Pl,,, again occurs with 2 servers, each with a more deterministic service time.
Conclusion
In this paper, stochastic reward nets have been used to model the operation of a switched network application. Pure performance models and performance models with availability have been described.
Based on the results, it is seen that including the possibility of server failure does make a difference on Pl,,, . Also, it is shown that having multiple servers for a virtual network can show significant improvement. However, the amount of improvement can depend on the service time distribution and configuration type of the servers. It is also learned that the potential burstiness of traffic has less effect than what one might expect.
