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Abstract: The recursive projection algorithm derived in a previ- 
ous paper is related to several well-known methods of numeri- 
cal analysis such as the conjugate gradient method, Rosen’s 
method and Henrici’s. It is connected with the general interpo- 
lation problem. with extrapolation methods, with orthogonal 
projection on a subspace and with Fourier expansions. Several 
other connections and applications are presented. 
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0. Introduction 
Let E be a vector space over a field K and E* 
its dual. We shall denote by ( . , *) the bilinear 
form of the duality between E and E*. Let y E E, 
x, E E and z, E E*. We set 
Xk 
N = ;z,.y, ;:,-x,, ::: (I,9 Xk) 
A . 
. . . . 
iZk,Y) iz,, x,) ... iq, Xk) 
(ZI. x1) ..’ (Z1’Xk> 1 
D,= : . . . . 3 
i% Xl> . . . ;zl, Xk) 
x, Xk 
(z,,x,) ;:,,x,, :::(Z,,Xk) 
N,., = . . . . . 
&k, x,> (Zk. x,) -.. iZh, Xk) 
The generalized determinants Nk and N,., are the 
elements of E obtained by expansion with respect 
to their first row by using the classical rule for 
* Work performed under the NATO research Grant 027.81 
&., = NA .1/D,. 
We assume that Vk, D, Z 0. 
It has been proved in [7] that the El’s can be 
recursively computed by the following algorithm 
4, =y, 
go., = x, 3 i2 1, 
E,=E,_,- 
(Z/f? E,-1) 
(z,, g,_,.,)g4-1.k7 
k > 0 (principal rule), 
(‘k? gk-t.t) 
gk., = k-l., - czk, gk_,,k) gk-l.k, 
i > k > 0 (auxiliary rules). 
This algorithm has been called the recursive pro- 
jection algorithm, in short the RPA. 
The RPA, as given above, is not a very simple 
algorithm since it involves a principal rule and 
auxiliary rules. It was showed in [7] that the E,‘s 
can also be obtained from a more compact algo- 
rithm. 
Let us write x0 instead of y in Nk in order to 
simplify the notations. We set 
*, X,+1 X t+k 
Nk”’ = 
(‘13 x,> czl. x,+,) ::I (‘19 X;+k) 
. . . . 
izk? x,> izk? x,+,) ... izk. x,+k) 
(ZlT x,+1> ... (z19 Xt+k) 
D;_’ ) = : . . . . 
&k, x,+,) ... izkyx,+k) 
and 
e:” = Ni”/D:“. 
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Obviously, since x0 = y 
D:O’ = D, , jjli@ = N h 
and 
N,“‘= ( -l)kNk,X+,. 
Thus 
e:“’ = E h 
and 
general interpolation problem, (see [8, p. 351). that 
is 
(i,, ,r-E,)=(z,,L’), i=l,.... k 
or 
(z,, E,)=O, i=l,..., k. 
If we set 
P,,=y- E, and (z~. y) = wA, 
then the principale rule of the RPA becomes 
e:“= ( -i)“.g,.,+,D:“)/~:l). 
The e,‘s can be recursively computed by the fol- 
lowing algorithm 
e0 
(I)= x 
I’ i > 0, 
ek (I)= e:‘l, - 
i20, kal. 
This algorithm has been called the compact recur- 
sive projection algorithm, in short the CRPA. As it 
computes essentially the same quantities as the 
RPA, we shall differentiate both algorithms only 
when necessary. Both algorithms require the same 
storage of intermediate quantities and the number 
of arithmetical operations is exactly the same. The 
CRPA is more compact and elegant than the RPA 
and it shall usualy be prefered for practical imple- 
mentation. However, in some applications, the 
g,_ i.k’~ will be more easily related to the mathe- 
matical theory than the ek’?, and it is the reason 
why we shall keep the two notations and algo- 
rithms simultaneously. 
The aim of this paper is to study in details the 
connections of this algorithm with some other 
methods used in various areas of numerical analy- 
sis and to describe some of its applications as well. 
1. The general interpolation problem 
We have 
Y - Ek 
0 Xl . . . xk 
1 (‘l*Y) (‘,.%) ..’ (z,,Xk) 
=-- 
Dk : 
Thus y - E, is the unique element of E solving the 
PA=Pk_,+ 
’ 
k>O 
with P, = 0. 
We thus obtain a recursive algorithm to com- 
pute the generalized interpolation polynomials 
Pk = a,x, + . . . + akxk 
such that 
(z,, Pk) = w,, i= l,..., k 
where the xi’s are arbitrary elements of E such 
that the Gram determinants D, do not vanish. 
This algorithm can be compared with the 
Miihlbach-Neville-Aitken algorithm which, as it 
generalizes the Neville-Aitken scheme, ought to 
compute all the polynomials Pj”) such that 
(z,, Pi”)) = w, for i = n,. . .,n + k [5,6,16,17,18]. 
The RPA only calculates the first diagonal of the 
scheme thus saving storage and computational 
time. 
Let us consider the particular case where E is 
the space of polynomials 8. We set 
x,=xi, i>O 
and we define the z’s by 
Vp(Z9 
(z,,p> = c(x’-‘p(x)), i = 1,2 ,... 
where c is the linear functional on E defined by 
c(x’)=c,, i=O,l,... 
From its determinantal formula it is easy to check 
that 
er’ = x’Pi’)( x), Pi’)(O) = 1 
where Pii) is the polynomial of degree k belonging 
to the family of formal orthogonal polynomials 
with respect to the functional c(‘) defined by 
c(i)(xn) = c(xn+i) = c,+,. 
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Thus the adjacent families of orthogonal poly- 
nomials (Pi’)) can be recursively computed by the 
CRPA. We have 
P,;“(X)=l. ihO. 
Pi”(X) 
=P:“,(x)- dx ‘+h-lfYI(x)) ,p;‘_‘,“(x) 
c( d+l’P;?,‘y x)) 
ia,, khl. 
We have thus recovered a known relation [3, p. 
951 which was obtained from the qd-algorithm. 
The polynomials Pi” are only defined if, for all k 
and i, the Hankel determinants .i’) are different 
from zero. The theory and the algorithms have 
been extended by Draux [9] to the case where this 
condition is not satisfied. 
Since the polynomial pi’)(x) = xkPi’)( x-‘) is 
the denominator of the Pade approximant [i + k - 
l/k] of the series f(x) = c,, + cix + c2x2 + . -. , 
the CRPA provides a recursive algorithm to com- 
pute the Padt table. 
The RPA can also be used for least squares 
approximation as described in (61. 
2. Recursive projection 
Let E be an inner product space whose inner 
product is denoted by (. , .). 
If we make the choice I, = x,, then, from its 
determinantal expression, we immediately see that 
PA is the orthogonal projection of Y on the sub- 
space flk spanned by x,,. . . ,xk [8, p. 1821. The 
RPA, named after this property, provides a recur- 
sive method for the computation of the Pk’s. 
Moreover 
(Y, Ek)=d: 
where d, is the distance from Y to JV~. 
Let us now consider the system of linear equa- 
tions 
Bx=b 
where B is a symmetric positive definite matrix. If 
we set 
Y = B-lb, x, = B’-‘b, z, = B’b, 
then 
(Z,’ x,) = (B’b, B’-‘6) 
= (B’+‘-‘b, b) = c,+,_,, 
(2,. y) = (B’b, B-lb) 
= (B’-‘b, b) = c,_,. 
(PA ), as defined above, is the sequence of vec- 
tors obtained by the conjugate gradient method [3, 
p. 871. It has been shown [3, p. 1861 that the same 
sequence of vectors can also be obtained by the 
so-called topological E-algorithm but that this al- 
gorithm is uneconomical since it does not make 
use of the symmetry of the matrix and needs b, 
Bb . , . . . B2Xc’b. This drawback is no more present 
in the RPA since it only uses b, Bb, . . . , Bh b as the 
conjugate gradient method does. 
If B is a nonsymmetric matrix, then we can set 
z, = ( BT)‘b. 
3. Fourier expansion 
Let us come back to the case where E is an 
inner product space and let us choose z, = x, for 
il, 1. 
We set 
(x,, x,) ... (x1,+) 
xk*= : 
(Xn_,,X,> ... iXk_,.X,) 
x1 . . XA 
p_,D,)“*. k> 1, 
x; = x,/(x,, xy2. 
The XT’S form an orthonormal set that is (x:, XT) 
= a,,. We have 
Xk* = Nk-1.c /(D,_,D,)‘/* 
=D,-,gk-,.~/(Dk-,D~)“2 
=g,_,,,/(x,. g,_,,,)“*, k’ 1 
and 
x: = g,.,/(x, * go., Y2. 
It follows that 
(Y? G>= (Yt g,-1.,)/(x,. &-l,k)“* 
and thus the principal rule of the RPA is 
Ph = Pk_, + (xkvy- pk-l) (y x:)x; 
(Y4h.k) ’ . 
From the determinantal expressions it is easy to 
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see that 4. Rosen’s method 
(x,,y - &,> = (YT L1.k) 
and we finally obtain 
Pk = P,_, + (Y, x:)x:. 
Since PO = 0, it follows that 
k 
By using three relations proved in the preceding 
section the RPA can be written as follows when E 
is an inner product space and I, = x, 
E, =y, go., = x, 3 i > 0. 
Pk = c (VT X:)X,* 
/=I 
(Y, gk-1.k) 
Eh = Ek-l - (gk_,.k, gk-,+)gh-l.h’ 
which is the truncated Fourier expansion of Y[8, p. 
1691. 
k > 0 (principal rule), 
Let us now have a look at the auxiliary rules of 
the RPA. It is easy to check that 
(xk, gk-,.,) = (x,, gk-1.k). 
Thus 
gk,, =gk-I., - 
(X,3 gk-1.k) 
(gk-,.k, gk-l.k)gk-“k’ 
i > k > 0 (auxiliary rules). 
The principal rule of the RPA is identical with the 
projection method (3.18) given by Rosen [ZO. p. 
1911 in which the relation (3.16) has been incorpo- 
rated. Ek is the projection of Y on J%$ . g,_ i., is the 
projection of xi on J+$_ ,. Thus the aim of the 
auxiliary rules in the RPA is to compute recur- 
sively the projection g,_ ,.k of xk on J$_, which is 
identical with the vector uk in Rosen’s paper. 
gk., = gk-,.r - 
But 
(x,, x;> = (x,3 gk-,.k)/(xk, gk-l.k)1’2 
and we obtain 
gk,, = 8k-,.r -(x,7 X:)X,*. 
It follows 
k 
gk., =x, - c (x,~ x,*)X,*’ 
j=l 
kxi 
and 
k-l 
gk_,.k=Xk- c (xktx;)x;. 
/“, 
Since g,_ I.k is a linear combination of Xl,. . . ,Xk 
and is orthogonal to x1,. . . ,xk _, , 
txk, gk-1.k) = (gk-l.k, gk-1.k) 
and we have 
x: = gk-,,k/bk, gk-,.k)1’2 
l/2 
=gk-,.k/(gk-,.kl gk4.k) . 
This shows that the auxiliary rules of the RPA 
perform the Gram-Schmidt orthonormalization of 
the x,‘s. 
It can be noticed that since Eh =y + alxl -t 
..a +a,x,and(x,,g,_,,,)=Ofori=I ,..., k-l, 
then, in Rosen’s method, 
(Y* gk-1.k) = &4 gk-1.k). 
From a classical result [g, p. 172) and from the 
results of the previous section we have 
&=(Y>Y)- 5 (Y,x:)2 
i- 1 
i (Y* g,-l.,)* 
=(Y3Y)- ‘;(;,,g_ 
I 1.1 
), 
and thus 
dk’=&-, -(Yq gk-,.k)2/i(xk, gk-l,kh 
which can be compared with the relation (3.19) of 
Rosen [20, p. 1921. 
The practical implementation of this method 
can be more easily realized via the CRPA 
(0) - e. -Y, e0 ,, (I)= x i> 1, 
(i) 
ek 
i>O. k>l 
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and we get 
Px = Ek = ei”. 
If E = R” the computation of E, by the RPA 
needs the storage of k + 1 vectors with n compo- 
nents and an amount of (3n - i)k(k + 1) arith- 
metical operations. The same is true for the CRPA. 
Let z be an arbitrary vector of Iw”. Then 
0 (- X’) . . . (Zd,) 
(X,,Y) (;l.x,, ... (x,3x,) 
ix& (XL’X’) .-. (x,,x,> 
Thus, by Magnus’ identity [14, p. i17] 
(z, P,>= (bk. C,‘a,) 
where C, = XTX, X being the matrix whose col- 
umns are xi,..., xk and where ak and b, are the 
vectors of Iw” whose components are, respectively, 
(x,, y) and (x,, z) for i = 1,. . .,k. We have 
a, = xry and b, = XTz 
and 
(b,, C,-‘a,) = ( x71, ( XTX)_‘XTy) 
= (z, X( XTX)-‘XTy). 
It follows that 
P, = Hy 
with H = X( XTX)-‘XT which is a classical result. 
See, for example, 11; 13, p. 29, 19, p. 1871. 
Henrici’s method 
In [12, p. 1151 Henrici proposed a method for 
solving systems of nonlinear equations. 
Let F: Iw ’ + R ‘. Henrici’s method for finding a 
fixed point X = F(X) of F consists in generating a 
sequence of vectors (X,) from an arbitrary vector 
X0 as follows 
uo=X,, 
~1 = F(u,), 
X n+1= u. - AU,( A2Uo)-‘ho 
where U, is the square matrix whose columns are 
U ,...., u,+~_‘, where Au,=u,+, -u,, AU,= U, - 
0; and A’U, = U, - 2U, + U,. This method has 
order two if the matrix I - F’(X) is regular [19, p. 
3611. 
The ith row of the matrix AU, is 
(Au,), = ((Auo)r~...~(Auk-l),) 
where (Au,), is the ith component of the vector 
AU,. Thus 
(Au~),(AW,)-‘AU,= [(AU& @%$‘Au,) 
and by Magnus’ identity [7,14] we get 
X rr+l = 
uo Au0 . . . 
(Auo)l (A2uo), . . . 
(Au& iA=& . . . iA=uk-l)p 
(A2u,,), . . . (A’uk-1)’ 
(A2u& . . . (A2u,_,), 
Instead of computing X,,, 1 by Henrici’s for- 
mula it is possible to make use of the RPA or the 
CRPA. We consider the following vectors of Iw2” 
_)I= u” ( i Ul ’ 
i=l ,..., k. 
Let 
"1 
0= 
i 1 u2 E lR2”. 
We define z, by 
(z,, u> = (u2 - Ul),, 
Thus z, is the vector of Iw ” whose components are 
zero except the ith and the (i + k)th which are 
equal to 1. 
Applying the RPA to these vectors will produce 
a vector E, whose first k components are those of 
X ,,+ ‘. The same with the vector ei”’ obtained by 
the CRPA. 
The implementation of Henrici’s method with 
the help of the RPA will need the storage of k + 1 
vectors of W’“. 
The numerical stability of this algorithm has to 
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be compared with that of Henrici’s formula for 
x n+ I’ 
6. The E-algorithm 
The E-algorithm is a general extrapolation algo- 
rithm including most of the sequence transforma- 
tions actually used to accelerate the convergence. 
It has been obtained independently by Brezinski 
[4] and Havie [ll]. See also [15,21,22] for variants 
and developments. 
This algorithm computes recursively the quanti- 
ties 
S” g,(n) . . . &i(n) 
A.% b,(n) . b,(n) 
ASn+k--I kg,(n+k-1) ,.. kg,(n+k-I)1 
b,(n) ... h,(n) 
\Ag,(n+k-1) t.. Ag,(n+k-l)j 
For a fixed value of n, these quantities can be 
recursively computed by the RPA. Let E be the set 
of all sequences. We set 
Y = NJ* 
x,= (g,(n)), i>, 1. 
Let u E E and let n be a fixed index; we set 
(z, U) = U”, 
(z,,v)=A~,,+,_,, ial. 
Then 
(z, Ek) = Ei”‘, (29 Sk.,> = g:::. 
From the principal rule of the RPA we get 
E:“‘- Eiy’, = _ IA&Ad+- Ag,-,b)l 
l‘%(n). . . Adn)l 
k(n)* *. gh)l x lb,(n)..- b,-,(n)1 
where 
la,(n)...a,(n>l 
a,(n) . . . a,(n) 
= . 
a,(n+i-1) . . . a,(n+i-1) 
Comparing with the principal rule of the E-algo- 
rithm we get 
(zk, Ek_,) E:“_:“- EL:‘, 
(Zk? g,-,.A) = g:Ty: - gp,,, 
It must be noticed that the terms (E,),,. . . , 
( Ek)n+k of the sequence ((E,),) are all equal to 
E>“) thus reproducing a property of the E-algo- 
rithm which was useful for deriving the second 
bordering method for its implementation [3, p. 
173 1. However 
(z,, E,_,) z E:Y:“- El:‘, 
and 
The RPA can also be used for least squares ex- 
trapolation as described in [6]. 
An extension of the E-algorithm has been de- 
vised to deal with sequences of vectors [4]. As in 
the scalar case, the sequence (Ej”)) for n fixed can 
be recursively obtained by the RPA. 
Let E be the set of all sequences of vectors of 
Iw’. We set as above 
Y = (s,), 
x, = (g,(n)), i2 1. 
Let u E E, let n be a fixed index and let z be an 
arbitrary vector of lRp. We set 
(z,, u> = (z, Au,,+,_,), i> 1 
where (e, .) is the usual scalar product in Iw’. 
E, E E obtained by the RPA is a sequence of 
vectors of lRp whose n th term (E,),, is identical 
with the vector Ei”) obtained by the vector E-algo- 
rithm in which the arbitrary vector is also z. 
Contrarily with the above mentionned property 
of the scalar case the vectors ( Ek), for i = n,. . . ,n 
+ k are not identical with Ej”). The same is true 
for the topological e-algorithm [3, p. 1821. 
E is now assumed to be a set of real functions 
of a real variable which are sufficiently differentia- 
ble. Let y E E and x, E E for i >, 1. Let t be fixed. 
Let IJ E E. z and z, are defined by 
(z, u> = u(t), 
(z,, u) = u”‘(t), i > 1. 
(I, Ek) is identical with Ek(t) given by the con- 
fluent case of the E-transformation which can be 
implemented by the scalar E-algorithm [4]. Thus 
the RPA gives an alternative method for the con- 
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fluent case. The algorithm is 
J%(t) =Y(t)l 
go.,(t) =x,(t), i >, 1, 
Eik’,(d 
E,(t)=E,_,(t)- .- 
d2.,(4 
gk-l,kW, 
k > 0, 
gk.,W = gk-,.,(4 - 
gL(d 
d%.,(r) 
gk-l.kW3 
i>k>O 
where the upper indexes designate the k th deriva- 
tive with respect to r. It is of course possible to use 
the CRPA in place of the RPA. 
7. Germain-Bonne transformation 
In his thesis [lo, p. 71, Prop. 121 Germain-Bonne 
introduced a vector sequence transformation. The 
members of the transformed sequences (Ti”)) can 
be written as a ratio of two determinants [2, p. 
1981. 
Tk’“‘= 
(*.s,,.A%~) (*L*%-I) 
i*S,+,-, ’ .A%~) (A~,,+~_,.*~s,+~_,) 
For fixed n, the sequence (Tk(“)) can be recur- 
sively computed with the RPA by setting 
Thus 
($ x,) = (A%+,-,, A&,+,) - @%+I-,, A&+,-i] 
= AS,+,-,, A2%+,-i) ( 
and the first p components of the vectors E, will 
be those of T:“). 
8. Variants 
In this section we shall give two variants of the 
CRPA corresponding to a different denominator. 
We set 
e:“= N:‘)/D:‘-l). 
Writing Sylvester’s identity for N:” and dividing 
by D:‘-“Di.‘?, we immediately obtain the algo- 
rithm 
-co = 
ek 
ia0, kal. 
An application of this algorithm is the compu- 
tation of adjacent families of manic orthogonal 
polynomials. 
Let us now set 
11 . . . 1 ) 
and ,:,) = Nk(‘)/C:‘). By Sylvester’s identity we have 
N;“@l, = N,“‘,$“_ N;‘_+,“Di’-” 
Ci”@“, = C~“,~~,“__ C(l+l) (i-1) k-i D, : 
Thus, dividing both sides by C~.“,C~‘-‘,” and mak- 
ing use of 
(zk, N,“‘,) = ( -l)k-lDj’-‘), 
we get 
e0 
-(i) = x 
I) i 3 0, 
-co = 
ek 
(Zk) i?z”,” )$1, - (Zk, P:‘l,)iq_+,” 
(‘k? i$+,“) - (Zk, Pf’,) ’ 
i>O, kal. 
Let us come back to Her&i’s method for solving 
systems of nonlinear equations. It is easy to see, by 
replacing each column of the numerator by its sum 
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with the preceding one, that 
/4l Ul ... UA 1 
(Au,), (Au,), ... 
I: I 
This ratio has exactly the same form as Pa”’ and 
thus X,, , can be recursively computed by the 
preceding algorithm. 
The same is true for the scalar and vector 
E-algorithms and for the Germain-Bonne transfor- 
mation which can all be implemented by this 
algorithm. 
Of course an important practical work about 
the RPA, the CRPA and these last variants re- 
mains to be done. It concerns their comparison 
with other existing algorithms from the point of 
view of storage requirements, number of arithmet- 
ical operations and, not the least, numerical stabil- 
ity. 
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