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William Gladstone, then Chancellor of the Exchequer, was invited to a 
demonstration of Michael Faraday's equipment for generating the latest 
scientific wonder-electricity. Faraday set up the experiment and ran it, 
while Gladstone looked coolly on. When the show had run its course, 
Gladstone stood silent for a moment, and then said to Faraday: "It is very 
interesting, Mr Faraday, but what practical worth has it?" 
"One day, sir, you may tax it," replied Faraday_ 

ABSTRACT 
The requirements of display systems are governed by the manner in which the visual world is 
perceived. An overview of the human visual system, including a discussion of depth cues, is 
presented and this is followed by a review of 3D display techniques, which includes a compre-
hensive discussion of volumetric systems. Volumetric displays in which the display volume is 
swept out by the periodic motion of a 2D screen are termed swept-volume displays; one such 
system, known as the Cathode Ray Sphere (CRS), is discussed in detail. A number of swept-
volume displays, including the CRS, employ a rotating target screen addressed by radiation 
beams from sources which are stationary with respect to the screen motion. Regions of the 
display volume which correspond to the beam impinging on the screen at very acute angles 
are difficult to address accurately and are termed dead zones. The form and position of these 
regions is determined for both planar and helical screen geometries, and the dependence on 
the position of the beam source is shown. One particular configuration, namely a planar 
screen addressed by an equatorial beam source, is examined in detail, and a comprehensive 
investigation of the factors contributing to the dead zone is presented. The extra dimension 
of the display space makes an exhaustive raster-type scan of the display volume difficult to 
achieve on displays in which the voxels are generated sequentially; only the visible voxels 
comprising the image are thus depicted. Two procedures to order the voxels for display on 
swept-volume displays such as the CRS are introduced, and the dependence of their optimum 
performance on the values of certain system parameters is determined. The performance of 
the two methods is compared on the basis of the voxel positioning error in the direction of 
screen motion. Volumetric displays which do not employ a moving component to create the 
volume are termed static volume displays; one means of generating voxels in such a volume 
is to employ a two-step excitation of fluorescence process. The rate equations governing a 
simple model system encapsulating this mechanism are determined and solved numerically 
to indicate the relative timing of the two pumping radiation pulses that maximises the bright-
ness of the resultant voxeL The nonuniformities and anisotropies in certain image quality 
parameters, such as voxel density, which arise in the display volume are discussed for a range 
of volumetric techniques, both swept and static volume. A filtering operation included in 
the graphics pipeline is proposed as a means of ensuring the display volume provides a uni-
form voxel density. A number of images, image sequences and simple application programs, 
created to evaluate the visualisation capabilities of the CRS, are discussed. 
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PREFACE 
'I'm tired and I'm bored 
and I've kinks in my leg 
from sitting, just sitting here day after day. 
It's work! How I hate it! 
I'd much rather play!' 1 
Dr Seuss 1904-1991 
I cannot really recall why, three and a half years ago, I chose to work toward my PhD 
degree with Dr Barry Blundell. Possibly, it was his enthusiasm for publishing. Perhaps it 
was his support for my interest in mathematical aspects of things, and for my naive aim of 
completing my doctoral studies in a very short time. Maybe it was the alternating piles of 
books, electronic components and students in the graphics lab. That 3D thing was kind of 
interesting too. Whatever the reason, it seemed like a good idea at the time. 
In early 1991 I had just finished a very theoretically-biased degree (particle physics and 
the like) in the Physics department at the University of Canterbury. I decided to seek 
my higher educational fortune elsewhere, and investigated postgraduate possibilities in the 
Departments of Mathematics and Electrical and Electronic Engineering. Soon afterward, I 
ventured down the path of volumetric display systems. 
Barry Blundell established the graphics lab, a research laboratory with the aim of invest i-
gating novel forms of graphics displays, in 1989. The major project has been the development 
of a volumetric 3D display system known as the Cathode Ray Sphere (CRS). In early 1991, 
the all-glass, Mark II prototype, spherical display vessel had just been constructed, and as 
yet had not been activated. The initial prototype, constructed from a stainless steel LPG gas 
tank with war-surplus electron guns and three glass windows, was still relatively fresh, and 
at that stage of development only lissajous figures had been depicted in the display vessel. 
My first mental wanderings in the field of volumetric displays were concerned with finding 
a 'one-gun solution'; the CRS, which employs a rapidly rotating planar target screen to sweep 
out the display volume, requires two electron guns due to the difficulty encountered by a 
single beam in writing to the screen when it is end-on, or almost end-on, to the electron gun. 
The one-gun solution would be a screen geometry which enabled a single beam to address the 
screen comfortably at all positions; that is, one with which the beam could address the entire 
display volume. The best geometry I could come up with in this respect was a that of a helix, 
addressed by an electron beam originating from a position along its axis. However, the same 
IHorton hatches the egg (1942), p.l. 
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difficulties faced by a beam in writing to an oblique planar screen are faced when addressing 
the parts of the helical screen close to the rotation axis; the central part of the display volume 
would suffer from image distortion. 
This led to a study of what we called 'dead zones', regions of image distortion caused by 
oblique incidence angles of the beam onto the screen. Some simulations of these in the case of 
the CRS had been carried out by Warren King in 1990 during the course of his Master's work. 
I started extending the quantification of dead zones, looking at the effect on voxel positioning 
accuracy and the relative severity of a number of beam source misalignments, of the finite 
thickness of the target screen, of the deflectionDAC precision, and the effect of the elongation 
of the voxels themselves, in the case of a planar screen with an equatorial beam source. I 
also investigated the effect of moving the beam source below the equator in a planar screen 
system such as the CRS, and simulated the dead zones arising in a helical screen display for 
a variety of beam source positions. 
I also started looking at alternative ways of creating and addressing a display volume. 
The most promising technique for providing volumetric images in a static display volume 
(that is, with no moving screen) seemed to be the stepwise excitation of fluorescence , whereby 
a suitable transparent material is excited to a fluorescent state at the intersection of two 
infrared laser beams. This had been pursued in the early 1970s at Batelle Corporation in the 
USA, but no display system was developed. I investigated the rate equations governing this 
process, as discussed in Chapter 9. 
The problem of ordering the voxels for display on the CRS appealed strongly to me. In 
systems where only a single voxel may be created at a time, it is not generally possible 
to exhaustively scan the entire display volume each refresh; rather only the visible voxels 
comprising the image are addressed. This gives rise to voxel ordering issues. In 1992 I 
began looking at optimising the ordering process whereby the image data is depicted as a 
series of radial slices, an approach that had already been adopted for the CRS. I also began 
thinking about a more elegant way of ordering the voxels for display, in which the tangential 
positioning uncertainty would be the same for all voxels, rather than increasing with their 
distance from the screen's rotation axis. 
In September 1992 my flights offancy became somewhat more literal as I headed to Europe 
for about five months, with a number of research labs and universities to visit. The research 
work I encountered was interesting for the most part, but not particularly relevant to my 
PhD studies. However, I spent the best part of one week in a most wonderful deep bath at 
CNRS Toulouse, recovering from a bout of starvation and pondering approaches to my beloved 
general voxel ordering problem. While perhaps not attaining the "Eureka!" level, I maintain 
that these ideas were crucial in the later investigation of this ordering technique. 
The latter part of my studies have been mainly concerned with the implementation and 
evaluation of the above ideas, and their preparation for publication. The results of the 
dead zone simulations are presented in Chapters 5 and 6; the former details the comparison 
between planar and helical screen swept-volume systems, and demonstrates that not only is 
the helical geometry unsuitable as a one-gun solution, but the use of several beams to address 
the entire display volume accurately is likely to be considerably more difficult than is the case 
with a planar screen. The latter details an exhaustive investigation of the voxel positioning 
inaccuracies and shape distortions in a planar screen system with an equatorial beam source. 
The results of optimising the voxel plotting in the slice-based ordering method are pre-
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sented in Chapter 7. Toward the end of 1993 I finally began a proper investigation of the 
general ordering technique; this I found to be the most interesting part of my work, and it is 
discussed in Chapter 8. A final area to which I have devoted some time and thought has been 
the nature of the. display volume itself, as viewed from the position of a user concerned with 
the characteristics of certain image quality characteristics therein. For example, displays 
employing a rotating screen have an intrinsic nonuniformity in the density of voxels that 
they can depict, as the rotational motion leads to a higher angular voxel density closer to 
the rotation axis. However, a uniform voxel density can be achieved by ensuring data of a 
uniform density, dictated by a worst-case consideration, is passed to the display device. This 
is discussed in Chapter 10. 
A brief outline of the content of each chapter is as follows. Chapter 1 provides a more 
detailed introduction to the dissertation, and outlines those portions that contain my original 
contributions. Chapter 2 sketches a background on the human visual process, including 
a discussion of depth cues. In Chapter 3 an historical discussion of 3D display systems 
is presented. Stereoscopic techniques, autostereoscopic techniques (including holography) 
and volumetric display systems are discussed in turn. Chapter 4 discusses the principle of 
operation of the CRS display system, including mention of the electron beam deflection process 
and abelTations of electron-optical systems, an outline ofthe control system, a discussion of the 
coordinate transformations into beam deflection parameters, an outline of the CRS prototypes 
developed to date, and presentation of a scheme for colour images. In Chapter 5, the dead 
zones arising in planar and helical screen volumetric systems are compared for a variety 
of beam source positions. Chapter 6 evaluates the dead zones in a planar screen system 
with an equatorial beam source for a range of effects, including beam source misalignments, 
precision of deflection DACs, voxel elongation, screen thickness and deflection astigmatism. 
Chapter 7 presents the dot-graphics plotting technique and introduces null voxels. The 
optimum value of the move time when the voxels are ordered into radial slices is determined, 
and the effect ofre-ordering the voxels in each slice so that the beam follows a shorter path is 
investigated. Chapter 8 presents a more general ordering algorithm that retains the angular 
positional information of the voxels. This algorithm is evaluated with various cost functions 
and is compared with the slice-based ordering method. In Chapter 9 the rate equations 
governing a simple three-level quantum system encapsulating the two-step excitation of 
fluorescence process are presented. These are solved numerically to determine the optimum 
relative timing of the two pumping pulses in a volumetric system employing this process. 
Chapter 10 provides a discussion of the intrinsic nonuniformities and isotropies arising in 
various volumetric display techniques due to the means by which the display volume is created 
and addressed. A uniform density filter, to ensure that the detail available in displayed images 
is independent of the position of the image in the display volume, is presented along with 
a graphics pipeline for volumetric systems. In Chapter 11, some images and application 
programs that have been written for the CRS to indicate possible applications are discussed. 
Chapter 12 provides a summary of the dissertation, including conclusions reached in the 
original parts (Chapters 5-11), and discusses some suggestions for future work on the CRS 
and volumetric displays in general. Appendix A discusses the changing nature of ideas of 
depth perception and vision, and the nature of visualisation, in an historical context. This 
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is by way of an adjunct to Chapters 2 and 3, indeed, the progress of visualisation during 
this century is continued in Chapter 3. Appendix B presents some of the Figures from 
Chapter 8 at a larger scale, in order that detail therein may be ascertained more clearly, and 
Appendix C contains copies of three of the author's papers that have appeared in print a the 
time of writing (further details are given below). 
During the course of these studies, the following papers have been prepared (listed in 
approximate order ofpreparation). 
[1] Blundell B. G., Crombie G.J. and Schwarz AJ. 1991 The development of a three-dimensional 
display system: The Cathode Ray Sphere, in Nelcon proceedings 28, (University of Massey, 
Palmerston North, New Zealand, 18-21 August), pp. 7-12. 
[2] Blundell B.G. and Schwarz A.J. 1992 The Cathode Ray Sphere: A volumetric three-
dimensional display system, in Proceedings "Applied Optics and Optoelectronics '92" (lOP, 
Leeds, United Kingdom, 14-17 September), pp. 252-254. 
[3] Schwarz AJ. and Blundell B.G. 1992 Volumetric image presentation on the Cathode 
Ray Sphere, in Proceedings 7th NZ Image Processing workshop, (University of Canterbury, 
Christchurch, New Zealand, 26-28 August), pp. 95-100. 
[4] Blundell B.G., Schwarz AJ. and Horrell D.K 1993 Volumetric three-dimensional display 
systems-their past, present and future, lEE Science and Engineering Education 2(5) 196-200. 
[5] Schwarz AJ. and Blundell B.G. 1993 Considerations regarding voxel brightness in volu-
_metric displays utilising two-step excitation processes, Optical Engineering 32(11) 2818-2823. 
[6] Blundell B.G., Schwarz AJ. and Horrell D.K 1994 The Cathode Ray Sphere: A prototype 
system to display volumetric three-dimensional images, Optical Engineering 33(1) 180-186. 
[7] Blundell B.G., Schwarz A.J. and Horrell D.K 1993 Visualisation of and Interaction with 
spatial information by means of a volumetric three-dimensional graphics peripheral, in ICO-
16 "Optics as a key to high technology," SPIE proceedings 1983, (Budapest convention centre, 
Budapest, Hungary, 9-13 August), pp. 207-208. 
[8] Blundell B.G., Schwarz AJ. and Horrell D.K 1993 The Cathode Ray Sphere: A Prototype 
Volumetric Display system, in proceedings Eurodisplay '93 (Late News papers), (European 
parliament, Strasbourg, France, 31 August-3 September), pp. 593-596. 
[9] Schwarz AJ. and Blundell B.G. 1994 Regions of extreme image distortion in rotating-screen 
volumetric display systems, Computers and Graphics 18(5) (In Press). 
[10] Schwarz AJ. and Blundell B.G. 1994 Considerations for accurate voxel positioning on a 
rotating-screen volumetric display system, lEE Proceedings J: Optoelectronics (In Press). 
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[11] Schwarz A.J. and Blundell E.G. 1994 Optimisation of a dot-graphics plotting technique 
for volumetric graphics displays, submitted to IEEE Computer Graphics and Applications. 
[12] Blundell E.G. and Schwarz A.J. 1994 A graphics hierarchy for the visualisation of 3D 
images by means of a volumetric display system, in proceedings IEEE Tencon '94 "Frontiers 
of computer technology" (Raffies city convention centre, Westin Hotels, Singapore, 22-26 Au-
gust), pp. 1-5. 
Papers [1,2,3,6,8] concern the CRS system in general, and include progress results on the 
areas on which my study concentrated. Papers [3,8] in particular discuss the problem of 
voxel ordering, and paper [6] describes some of the bandwidth considerations involved with 
volumetric displays. Paper [4] is an overview of volumetric display technology, and served 
as the basis for Chapter 3. Paper [5] is essentially equivalent to Chapter 9, and paper [7] 
discusses some areas of applications that we had identified and some of the software written 
to demonstrate feasibility of the system with regard to these applications. Papers [9,10] 
consider the regions of excessive image distortion in swept-volume systems, known as dead 
zones, and provide the basis for Chapters 5 and 6 respectively. Paper [11] is very similar to 
Chapter 7 and presents the same results. Paper [12] discusses some considerations on the 
intrinsically nonuniform nature ofthe display volume and a software hierarchy for volumetric 
systems, in particular the CRS; this has been further expanded upon in Chapter 10. 
Copies of papers [4,5,6], having already appeared in print, are appended to this dissertation 
in Appendix C. 
One of the singular things about this field of research was the fact that few quantitative 
or 'academic' analyses of different aspects of volumetric systems had been previously under-
taken. Previous work on volumetric displays seems to have been concerned primarily with 
the physical realisation of the display devices themselves, and little has been published on 
specific details. We have therefore been exploring virgin territory, and this dissertation (and 
the above publications) details forays in several directions. Briefly, these are analysing dead 
zone regions in swept-volume systems, investigating voxel ordering procedures for swept-
volume systems, extending the theoretical analysis of the two-step excitation of fluorescence 
process, and considering nonuniformities in image characteristics in the display volume for a 
range of volumetric techniques. 
As is the case, I guess, with all research, my doctoral studies have ranged from Sisyphean 
to interesting, and have even been briefly exhilarating. There is a famous dictum that states 
"genius is 1% inspiration and 99% perspiration". I am unfortunately unable to comment on 
the nature of genius, but I can perhaps volunteer that the studies leading to this thesis have 
been approximately 1% inspiration, 49% perspiration and 50% coffee. 

Chapter 1 
INTRODUCTION 
To begin at the beginning: 
It is spring, moonless night in the small town, starless and bible-black. 1 
Dylan Thomas 1914-1953 
1.1 Historical overview of 3D visualisation 
Pictures and images are a powerful means of communicating information, and enabling both 
the overall structure and smaller details of a data set to be understood on a qualitative ba-
sis. In the field of science and technology they can provide an immediate indication of the 
structure of physical systems and mathematical data, and enable insight to be gained into 
abstract processes. For this reason, scientific visualisation has in recent years become an 
important area of research (Earnshaw and Wiseman 1992). The accurate and realistic depic-
tion of objects was an important factor in the scientific revolution that occurred subsequent 
to the Renaissance. The lifelike rendition of machines and devices enabled their principles 
of operation to be easily understood from diagrams and thus facilitated their construction 
and use. The techniques of perspective projection and cutaway drawing were central to this 
technical visualisation, and permitted the 3D structure of objects to be readily inferred from 
such drawings (Edgerton 1991). 
It had long been noted, however, that depth in the three-dimensional (3D) world is per-
ceived more clearly with two eyes than with one. Wheatstone (1838) discovered that one ofthe 
major reasons for this was the brain's use of the disparity between the different perspectives 
seen by each eye due to their physical separation. This discovery opened the era of , 3D' visuali-
sation and display. That is, the use of devices that present to the viewer depth cues other than 
the pictorial information, such as linear perspective and occlusion, that may be supplied by 
images depicted in 2D. The cue of binocular parallax discovered by Wheatstone is frequently 
utilised in this regard. It was originally demonstrated by a device known as a stereoscope, 
which when held in front of the face presents a slightly different view of the image to each 
eye, the disparity between which the brain interprets as depth. This device was improved by 
Brewster (1856) and others, and is a direct ancestor of many current 3D visualisation devices, 
including stereoscopic computer graphics and head-mounted virtual environment systems. 
1 Under Milk Wood (1954), p.l. 
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The application of 3D visualisation to education and science was recognised soon after the 
invention of the stereoscope (Brewster 1856, Helmholtz 1909a). 
During the first half of the twentieth century, a number of ideas were proposed for the pre-
sentation of auto stereoscopic images, that is, images which provide each eye with a different 
view of the displayed image without the need for headgear or viewing glasses to be worn. One 
such technique is to generate physically three-dimensional images within a display volume, 
rather than upon a stationary surface. Systems providing such images are referred to as 
volumetric displays, and are the subject of this dissertation. By generating images in this 
way, a number of the non-pictorial depth cues, including binocular parallax, are automatically 
satisfied. In addition, different perspectives on the displayed images may be obtained in a 
natural manner by moving the head or changing the viewing position. However, certain depth 
cues that are easily presented in 2D representations, for example shading and occlusion, are 
difficult to satisfy in volumetric systems. 
Following the development of the cathode ray tube in the first half of the twentieth century, 
interest in the development of volumetric displays was spurred after the second world war by 
the desire to depict radar data in a more intuitive, 3D fashion. A variety of volumetric display 
techniques were proposed in the 1950s and 1960s; however, the limited computational power 
available at the time made the depiction of any images other than lissajous figures extremely 
difficult. The rapid development over the last twenty years or so of affordable computing 
power has led to a vast range of computer graphics and visualisation methods. The recent 
resurgence of interest in volumetric display systems is one facet ofthis. 
A computer is an essential part of a volumetric display system, as the data for depiction 
on volumetric displays is not acquired directly by a corresponding imaging device as are 
television images by a camera, and must be manipulated into a form suitable for display. 
The data to be depicted on a volumetric system must be converted from its initial form into 
suitable instructions to control the display in such a way as to reproduce the image in the 
display volume. The information required by the display itself depends on the means by which 
the display volume is created and addressed. Volumetric systems may be considered as either 
swept-volume or static-volume displays. In the former case, the display volume is created by 
the rapid periodic motion of a 2D surface. Voxels (3D pixels) are created by addressing a point 
on the screen as it passes through the voxel's location in the display volume. The motion is 
at a sufficiently high frequency that all voxels created in a single revolution are perceived 
simultaneously as a 3D image, and that the image update rate avoids the worst effects of 
flicker. In the case of static-volume displays, no moving screen is employed and the image 
refresh rate is not constrained by screen motion. 
Research into volumetric display systems is still in its infancy; the literature in the field 
has consisted mainly of system overviews and little has been published in the past regarding 
quantitative analyses of system aspects or on considerations of volumetric displays in general. 
Once a specific system has been demonstrated as workable, there are a vast range of ideas 
and aspects to consider in a more detailed fashion, particularly since volumetric systems 
have associated properties and problems that are not simple generalisations of those of 2D 
displays. 
This dissertation concerns several aspects of volumetric display systems. Some of these 
have direct relevance to a swept-volume volumetric display system known as the Cathode 
Ray Sphere (CRS). The development of a 3D display system requires a knowledge of the 
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properties and constraints of depth perception arising due to the means by which depth is 
perceived. Following a brief introduction in Chapter 2 to depth perception and the visual 
system, Chapter 3 presents an overview of 3D display techniques, and Chapter 4 discusses 
the CRS system in detail. The original work contained within this dissertation concerns the 
quantitative investigation and evaluation of several aspects of volumetric systems, and is 
presented in Chapters 5-11. 
1.2 Outline of original work 
Determination of regions of image distortion due to beam incidence angle 
Swept-volume displays in which a rotating target screen is addressed by beams from station-
ary sources suffer from regions of image distortion in the display volume where the beam 
impinges onto the screen at very acute angles. The size and shape of such regions, known as 
dead zones, depend upon the screen geometry and its position relative to the beam source. In 
Chapter 5, the form of the dead zones for planar and helical screen systems are determined 
for a variety of beam source positions. In Chapter 6 one particular configuration-a planar 
screen with an equatorial beam source-is examined in more detail, and the severity of the 
resulting dead zones, due to a range of misalignments and inaccuracies, is presented. Each of 
these chapters represents original work by the author-no systematic studies of this problem 
have previously been published, to the author's knowledge. Articles on each of Chapters 5 
and 6 have been accepted for publication and are currently in press (see Preface). 
Ordering of voxels for display 
In swept-volume systems in which a moving target screen is addressed by a deflectable 
radiation beam, only one voxel (per beam source concurrently addressing the display volume) 
can be generated at a time. Consequently, it is very difficult to address a high-resolution 
3D array of voxel locations each revolution (for example, in a raster-type. fashion). This is 
primarily due to the extra dimension of the display space. Displays ofthis type typically adopt 
a dot-graphics plotting technique instead, that is, where only the visible voxels comprising the 
image are addressed each time the image is refreshed. This is analogous to the vector-plotting 
method employed on 2D graphics terminals in the 1970s. Because voxels can be generated 
only when the screen passes through the desired location, the voxels must be ordered for 
output to the display in synchronisation with the screen's motion. The time taken for the 
beam to be deflected to the voxellocation must also be taken into account, as the screen will 
move a certain distance in this time. 
In Chapter 7 a new variant of the dot-graphics method, devised by the author, is described. 
In this method, the voxel data may be passed to the display at a constant rate, independent 
of the required deflection between any two voxeJs. This is achieved by adopting a fixed value 
of the beam deflection time, or move time. To enable this to be shorter than the worst-case, 
full-scale deflection time of the beam, and to avoid voxels being plotted out of position if this 
is the case, null ('stepping-stone') voxels are introduced. These are voxels with an intensity 
Jevel of zero, 'plotted' before any voxel requiring more than one unit of deflection as provided 
by the move time. 
4 Chapter 1 Introduction 
Two algorithms to determine the plotting order of the voxels in swept-volume, beam-
addressed displays are described. In Chapter 7 the 3D voxel distribution is approximated 
by a sequence of 2D slices, each of which corresponds to a narrow region of the display 
volume, and is plotted while the screen passes through the respective region. This algorithm 
is optimised with respect to the move time; the optimum value of the move time and its 
dependence on the relative values of the beam's full-scale deflection time and the activation 
time required per voxel are determined. Since angular position within each sector is not 
considered, the voxels are re-ordered by a Travelling Salesman heuristic algorithm based 
on the deflection cost required between each pair of points, to shorten the total deflection 
cost and therefore the total time required to plot the points. This enables more voxels to be 
depicted. This chapter consists of original work by the author, and an article on which it is 
based is currently under review for publication (see Preface). Without re-ordering the data 
in each slice, this algorithm has a low computational overhead, but positional information of 
the voxels in the direction of screen motion is lost after the image data has been decomposed 
into slices. In the case of a rotating screen, there is thus an angular uncertainty in voxel 
position, the magnitude depending upon the number of slices into which the display volume 
is subdivided, Further, the tangential component of the maximum voxel positioning error 
depends upon the distance of the voxel from the rotation axis. 
A more advanced voxel ordering algorithm was devised by the author and is presented in 
Chapter 8. This method employs the same dot-graphics method as above, namely a fixed time 
for each voxel and the capacity for null voxels, but retains the angular information. Whereas 
the above method provided an angular uncertainty in voxel position, and hence a tangential 
uncertainty increasing with distance from the rotation axis, the advanced technique ascribes 
the same maximum tangential error to each voxel. Both the tangential positioning accuracy 
and the deflection time required are considered in the algorithm. The algorithm was also 
implemented in the matlab environment. This algorithm is evaluated with respect to the 
number of voxels plotted and the average tangential positioning error, and the dependence 
on the full-scale deflection and voxel activation times are also determined. Further, the 
performance is compared to that of the slice-based approach of Chapter 7. However, this 
algorithm incurs a significantly higher computation cost, which will affect its implementation. 
This chapter also consists of original work by the author. To the best of the author's knowledge, 
there has been no published work on voxel ordering techniques for swept-volume display 
systems. (Fuchs et al. (1982) mention a dot-graphics plotting method for a varifocal mirror 
technique reflecting a CRT screen on which one point is illuminated at a time.) 
Voxel brightness in a static volume display 
One of the most promising methods for the generation of volumetric images in a static display 
volume is via a stepwise excitation of fluorescence process; two pulses of infrared laser light 
create, in a suitable material, a fluorescent voxel at their intersection. It is thus of interest to 
determine the relative timing of the two pulses that maximises the resultant fluorescence. An 
approximate analysis, under the assumption that the beams were of nonsaturating intensity 
and that the intermediate state lifetime was much longer than the pulse duration, was 
discussed by Lewis et al. (1971) and Verber (1977). In Chapter 9, this analysis is extended 
to include saturating beam intensities and a range of intermediate state lifetimes. This 
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work is original by the author, and is closely based upon a published article (Schwarz and 
Blundell 1993). 
Uniformity of the display volume characteristics 
The maximum number ofvoxels that can be depicted each image refresh, known as the voxel 
capacity, does not provide a complete description of the performance of a volumetric system. 
The density of voxels that can be supported by the display volume is a parameter of equal 
importance. Moreover, the voxel density of which a display volume is capable of providing 
may depend on position in the display volume, and may have a different value in different 
component directions. These nonuniformities and anisotropies are also present in the voxel 
size and voxel positioning accuracy, and arise as a consequence of the means by which the 
display volume is created and addressed. That is, the system does not intrinsically behave 
as a 3D uniform display space, in the manner in which a 2D display provides uniform image 
quality. In Chapter 10, these considerations are discussed in depth. Further, a means by 
which a uniform voxel density may be provided is presented. To the best of the author's 
knowledge, no previous publications have addressed the issue ofvoxel density in volumetric 
systems and the nonuniformities and anisotropies in this and other parameters. Chapter 10 
thus represents original work by the author; some of the considerations contained therein, 
especially those pertaining to the CRB and the uniform density filter proposed, have been 
published in a conference article (Blundell and Schwarz 1994). 

Chapter 2 
AN INTRODUCTION TO THE HUMAN VISUAL 
PROCESS 
It is now time to make a plaine and open shew of the most precious iewell of the eye, that 
rich diamond, that beautifull christall, which is of more worth than all the pearles of the 
East. 1 
Andre du Laurens 1558-1609 
The process of vision is our dominant sensory system, as may be attested by placing it in 
conflict with other senses (Schiffman 1990). A large amount of information may therefore be 
conveyed through this channel by visual displays, and the visualisation of real objects and 
abstract data by such means is an effective way of gaining understanding and insight into the 
information portrayed. Volumetric displays generate physically three-dimensional images, 
rather than a projection of three dimensions onto a stationary two dimensional surface as 
is the case with conventional displays. Because of this qualitative difference in the display 
output, a sound knowledge of the visual system is desirable. This involves both a knowledge 
of the visual system's response to local spatial and temporal variations, and an understanding 
of the means by which the three-dimensionality of the world is perceived. 
To this end, an outline of the visual system, including the eye itself and the nature of 
the subsequent neural processing in the brain is presented (Section 2.1). This will provide 
a physiological basis on which the more heuristic explanations of perception (such as depth 
cues) may be superimposed, providing an understanding of the processes as well as the 
performance of visual perception. The psychophysical response characteristics of the eye and 
visual system to luminance, contrast, and spatial and temporal variations are outlined in 
Section 2.2. Following a discussion of the standard depth cues in Section 2.3, the perception 
oflocation, motion and recognition is presented. This organisation is inspired by the biological 
nature of the visual system, but is presented on a psychological, rather than neuroanatomical, 
leveL 
(1599, p.32), English translation of Discourse de la conservation de la veue by Andre du Laurens (also 
known by the latinised name, Andreas Laurentius). 
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Figure 2.1 Horizontal cross-section of a human eye. This corresponds to a view from above of the right eye of 
a person facing to the left. 
2.1 The eye and the visual system 
2.Ll The eye as an optical system 
Light entering the eye (illustrated in Figure 2.1) is refracted by both the cornea and the lens to 
a focus on the retina. About two thirds of the focusing power is provided by the cornea, while 
the remaining third, and fine focus adjustment, is provided by the lens, the curvature of which 
is controlled by a ring of ciliary muscles (Wade and Swanston 1991). This process, known as 
accommodation, ensures that the object at which attention is directed is focused sharply on 
the retina. The curvature is increased for nearby objects (corresponding to a relaxing of the 
ciliary muscles) and decreased for distant objects (by a contraction of the ciliary muscles), The 
light rays entering the eye from objects beyond approximately six metres from the observer 
are essentially parallel, so that the lens curvature is the same for all objects further than this 
distance (Wade and Swanston 1991). 
The pupil provides an aperture for the eye, and changes size in response to external 
light levels by means of contraction and dilation of the iris (although other factors, such as 
the emotional state of the individual, can affect pupil size also), The pupil size varies from 
1.5 mm to over 9 mm in diameter (Schiffman 1990, p.204). Moreover, the pupil restricts the 
incident light to the central part of the lens around its optical axis, so as to avoid undue 
spherical aberration in the resultant image. 
An inverted image of the scene is formed on the retina, a thin layer of highly specialised 
neural tissue lining the inside of the eyeball. The light energy incident upon the receptors 
in the eye is chemically modified into nerve impulses which are pre-processed in the retina, 
before being transmitted to the visual cortex at the back of the brain where they are analysed 
further. 
Eighty percent of the solar energy reaching the earth's surface arrives in the form of 
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Figure 2.2 Visible region of the electromagnetic spectrum (after Wade and Swanston (1991, p.42)), 
electromagnetic radiation with separation between 300 nm and 1100 nm. The visual systems 
of virtually all animals thus respond to light in this region of the spectrum. The human eye 
is sensitive to wavelengths in the approximate range 400nm to 750nm (Figure 2.2) although 
the visible spectrum is actually wider with high light intensities. The equivalent frequency 
range is 0.4 X 1015 Hz to 0.75 X 1015 Hz. In addition to the atmosphere being most transparent 
to radiation of visible wavelengths, the absorption and scattering of light as it enters water 
is weakest in this region of the spectrum-infrared light penetrates about one metre and 
ultraviolet light only several millimetres. Thus, the visible wavelengths correspond to those 
available in greatest strength to life-forms evolving in water. 
The outer eye absorbs wavelengths below approximately 400 nm-the cornea and con-
junctiva absorb radiation below approximately 295 nm, and the lens absorbs in the range 
295-380nm (Boff and Lincoln 1988, pA). This greatly reduces the effect of the highly ener-
getic ultraviolet radiation on the retina. The transmission spectrum of the ocular media is 
illustrated in Figure 2.3. Light quanta of wavelengths greater than about 750nm does not 
contain sufficient energy to produce a chemical response in the retinal photoreceptors. 
Image quality and depth of focus 
Light from points closer to the eye than the fixated distance will converge behind the retina, 
and those further will come to a focus in front of the retina. In each case, blur circles rather 
than point foci are imaged on the retina. The depth of focus is the amount of deviation in the 
focal position of the light from the retina that can be tolerated without markedly affecting 
the performance of the visual system. The depth of field is the corresponding range in object 
space. This will depend upon the distance B from the eye-typically, the depth of field is 
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Figure 2.3 The amouut of light transmitted by the ocular media, as a function ofwaveleugth (after Hoff and 
Lincoln (1988, p.36». 
approximately 8/25. In display systems a typical value of 8 is 1-2 metres, yielding a depth of 
field of 4-8 cm. It is important to note, however, that the focus defect depends strongly upon 
the aperture (pupil) size-the smaller the pupil, the larger the depth of field. 
2.L2 The retina 
The retinal architecture consists of roughly three layers of cells. At the back of the retina 
lie the photoreceptor cells, which absorb light from the retinal image and convert it into 
electrochemical signals. These signals are processed by two subsequent layers, the outputs 
of which form the optic nerve and carry the information to the brain (Figure 2.4). Note 
that the light must pass through these layers (and small veins and arteries) to reach the 
photoreceptors; fortunately, they are virtually transparent and so little image degradation is 
incurred. The outermost choroid layer of the retina, behind the photoreceptors, contains a 
dark pigment (melanin) to eliminate stray reflections inside the eye which would reduce the 
clarity ofthe image (HubeI1988). 
The photoreceptors 
The human eye contains two types of photoreceptors, known as rods and cones because of 
their shapes, which differ in their response to luminance and colour, and are found in different 
concentrations across the retina. Each eye contains approximately 120 million rods and about 
7 million cones. The rods are more sensitive to light than are cones and respond only to low 
levels of illumination, becoming saturated in daylight. They are therefore responsible for 
vision in dim light conditions. The cones operate at higher light levels and enable fine detail 
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Figure 2.4 Schematic illustration of the retinal architecture. The foveal cones are connected on a one-to-one 
basis with the ganglion cells, while the responses of rods in the periphery are pooled, reducing the ac:uity but 
increasing the sensitivity to low light levels. 
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and colour to be seen. They are primarily concentrated in a small rod-free area less than 
a millimetre in diameter and covering only'" 1"-2° of arc, known as the fovea, lying on the 
visual axis ofthe eye (Schiffman 1990, HubeI1988). The centre of the scene being viewed, and 
generally the object of attention, is thus projected onto the fovea, where the visual acuity is 
greatest. Also, nerves and blood vessels skirt the fovea. The approximate lateral distribution 
of rods and cones over the retina is illustrated in Figure 2.5. 
The cones themselves occur in one of three varieties, each containing different light-
sensitive pigments and thus exhibiting different light-absorption profiles. Each absorbs light 
over the entire visible spectrum, but is maximally sensitive to a different region. One type 
of cone is most responsive to short (blue/green) wavelengths, another to the middle (green) 
regime, and the third to still longer (yellow/red) wavelengths. Moreover, the peak sensitivities 
of the three types of cone are different-that of the blue receptor being substantially lower than 
those of the green and red (Figure 2.6) (Foleyet al. 1994, p.404). The biochemistry governing 
the response of the photoreceptors to light is discussed by Schnapf and Baylor (1987). 
Retinal neuron architecture 
The signals from the rods and cones are transmitted via an intermediate layer to the ganglion 
cells on the surface of the retina. These layers perform some preliminary processing of the 
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Figure 2.5 Lateral distribution of rods and cones across the retina (see also Schiffman (1990, p. 208) and Wade 
and Swanston (1991, p. 63)). The vertical units are number of receptors per 0.01 mm2 of retina, and the domain 
is the visual angle either side of the fovea. 
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Figure 2.6 The human retina contains three types of cones, each of which has a different spectral response, as 
illustrated here. The B curve denotes the cone most sensitive to light in the blue region of the visible spectrum, 
with the G and R curves indicating the greater sensitivity of the eye to light in the green and red regions of the 
spectrum. 
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Figure 2.7 Illustration of the blind spot. Close the left eye and fixate the right eye on the cross. Slowly move 
the page back and forth between 12 to 38 em from the eye until the spot disappears. The spot is then falling on 
the blind spot. 
retinal image, before the resulting information is transmitted to the brain along the optic 
nerve. The optic nerve consists of the axons (output fibres) of the ganglion cells. Since the 
ganglion layer is on the front surface of the retina, the nerves must pass through the retina 
to leave the eye. The point at which the optic nerve leaves the eye contains no photoreceptors 
and is therefore termed the blind spot. Figure 2.7 contains a simple experiment to illustrate 
its effect. The blind spot lies about 17° to the nasal side of the fovea (see Figure 2.5), and is 
also where veins and arteries leave and enter the eye. 
The intermediate layer contains three types of nerve cells (neurons)-bipolar cells, hor-
izontal cells, and amacrine cells. The bipolar cells provide direct connections between the 
receptors and the ganglion cens, as illustrated in Figure 2.4. In the fovea, each bipolar cell 
receives a single input signal (from a cone) and provides a single output to a ganglion cell, 
providing the highest possible visual acuity. Away from the fovea, this one-to-one relationship 
is replaced by a pooling of receptor information-the input to a single ganglion cell may be 
due to several receptors, as the horizontal and amacrine cells connect the receptor-bipolar-
ganglion hierarchy horizontally, providing indirect routes between the receptor and ganglion 
layers. Visual acuity is therefore weaker in the visual periphery (Figure 2.8). In this way, the 
information from approximately 130 million receptors is reduced to about 1 million ganglion 
output signals transmitted down the optic nerve (HubeI1988). 
The retina responds to differences in illumination 
The process by which the receptor signals are combined is not a simple additive operation. 
The connections between the layers may be excitatory or inhibitory, a feature which enables 
edge detection to be performed by the retina. More details on these processes and details of 
the retinal architecture may be found in Masland (1986) and Hubel (1988). 
The visual system does not respond to diffuse or even illumination-rather, it is sensitive 
to local intensity changes in the visual field, that is, to relative differences in luminosity over 
space or time. This edge-sensitivity bestows enormous flexibility to the visual system and 
enables objects to be recognised under a large range of illumination conditions (Hubel 1988, 
Werblin 1973). This is accomplished via the neural mechanism of lateral inhibition, which 
responds only to local differences in the stimulus. 
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Figure 2.8 Illustration of the function ofthe intermediate layers in the retina (after Schiffman (1990, p. 209». 
The cones in the fovea are connected on a one-to-one basis with the ganglion cells and hence the optic nerve. 
The information from each receptor is retained and so a high visual acuity results. In peripheral areas ofthe 
retina, the signals from a number of receptors (usually rods) are summed to yield a single signal. Visual acuity 
is therefore less than in the fovea, but there is an improved response to low light levels. 
2.L3 Eye movements 
Most eye movements take the form of rapid jumps in the direction of gaze (up to 8000 per 
second) known as saccades. During these motions the retinal stimulation alters so rapidly 
that the visual system does not respond. Large saccades, with a typical size of approximately 
120 _150 , occur as ballistic pursuit movements to explore the visual field or to maintain gaze on 
an object of interest. They occur on average several times a second (Schiffman 1990, p.240). 
However, the eyes are never completely at rest. Even when fixated on a single point, 
there are continual microsaccades ("" 5minutes of arc) occurring in the eyes, as well as a 
constant high-frequency tremor. These small oscillations serve to ensure the retinae are 
continually refreshed-preventing saturation of the retinal cells and ensuring the dominant 
motion sensitive cells in the visual cortex are stimulated. The importance of this feature 
may be demonstrated experimentally by artificially stablising the retinal image-after a few 
seconds, the entire visual scene becomes blank (Wade and Swanston 1991). 
In addition, continuous pursuit eye movements allow the stabilisation of a moving target 
on the retinre. These movements have an upper speed limit of 30· per second. 
No blur is perceived during saccades, and the visual field is perceived as continuous. 
This is because the brain generates an inhibitory signal to accompany the saccade motion 
which suppresses the sensitivity of the visual system. A similar mechanism ensures we do 
not perceive a darkening of the visual scene during each eyeblink (which occurs every few 
seconds) (Schiffman 1990). 
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Figure 2.9 Schematic horizontal cross-section through the brain, showing the major components of the visual 
system (after Wade and Swanston (1991, p. 70». The signals from the left and right halves of the visual field 
from each retina are combined via a cross-over in the optic nerve at the optic chiasma. The right half of the 
visual field (denoted by dotted lines in this illustration) is thenceforth processed in the right Lateral Geniculate 
Nucleus, and in the visual cortex in the right hemisphere. 
2.L4 The visual system in the brain 
The visual pathways from the eyes to the visual cortex are illustrated in Figure 2.9. Nerve 
fibres from the nasal halves of each retina cross over at the optic chiasma to the opposite 
hemisphere, while those on the temporal halves continue to the same side, thereby mapping 
the left half of the visual field to the left hemisphere, and vice versa (HubeI1988, p.61). 
The lateral geniculate nuclei 
After passing through the optical chiasma, the visual signals encounter further processing 
at the lateral geniculate nuclei (LGN) , two neural regions which lie in each hemisphere 
approximately midway between the eyes and the back of the brain (Figure 2.9). The cells in the 
LGN behave as another layer of ganglion cells-providing the same operations (orientation-
independent edge detection) and further reducing the amount of information. 
The visual cortex 
The major part of the visual system lies in the visual cortex at the back of the brain. Whereas 
the LGN contain approximately 1.5 million cells, the visual cortex contains 200 million. In 
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the first stage of processing in the visual cortex, most cells respond like those in the LGN. 
Subsequent to this, however, the information is interpreted in a qualitatively different fashion. 
The second stage of the visual cortex provides orientation and motion recognition. Whereas 
preceding cell layers possessed circularly symmetric receptive fields, the cells in this layer 
have a strong response to lines (intensity boundaries) within approximately 10·-20· of some 
preferred orientation. In many of these cells (known as complex cells to distinguish them 
from the simple cells that respond to orientation only), the motion of these boundary lines 
perpendicular to themselves evokes a strong response. Sometimes, motion in one direction 
is sensed, whereas the diametrically opposite direction produces no response at all. All 
orientation directions are equally represented-vertical and horizontal lines are no better 
perceived than others (Hubel 1988). The strength of the cells' responses also depends on the 
length of the line. Thus far the difference between the signals from the two eyes has been 
maintained. 
The next layer contains binocular cells that respond most strongly when there is a slight 
difference in the retinal locations discerned in the previous layer. Subsequent layers spe-
cialise in detecting colour, movement, and even complex pattern recognition (Wade and 
Swanston 1991). 
Only a local analysis ofthe visual field is provided in the visual cortex; the global perception 
and recognition of objects takes place further along the path ofvisual perception. Most cortex 
cells respond better to motion than to stationary objects. This enables moving objects to be 
perceived effectively, and may work in conjunction with the microsaccades of the eyes to keep 
complex cells firing in response to stationary objects (HubeI1988). While adjacent regions on 
the retina project to adjacent regions in the visual cortex, the majority of cortex cells represent 
information from the fovea. The part of the eye with the greatest sensitivity has the greatest 
cortical projection (cf. the arm and hand, where the arm has the greater surface area, but the 
fingers are more sensitive and convey more information to the brain, and so have a greater 
cortical projection). 
Stereopsis 
Depth is related to point of fixation. Another object, whose images fall on corresponding 
points (equidistant and on the same side from the points in the images of the fixation point), 
is perceived as being the same distance away as the fixated object. When the images are 
outwardly displaced relative to corresponding points, the object is seen nearer than the fixated 
point; conversely, when the displacement is inward, the object is seen as further away. 
This only holds as long as the horizontal disparity is less than about two degrees, and the 
vertical disparity less than a few minutes of arc. Otherwise, the images cannot be fused and 
double vision is perceived. Physiologically, stereopsis is perceived by means of specialised 
disparity-tuned cells in the visual cortex, some of which respond only when the object is at the 
same distance as the fixation point, some when it is further away. and some when it is closer. 
A finer response to distance is provided by cells which respond to a given non-zero disparity. 
These cells are also sensitive to orientation and motion as are other cortex cells in this area 
ofthe brain (HubeI1988). 
The processing of the visual images at the various stages of the visual system is sum-
marised in Figure 2.10. 
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Summary of image processing in the visual system 
Retina: 
LGN: 
Visual cortex: 
1 
Other areas of brain: 
Edge detection (orientation invariant) 
130 million receptor signals converge to 1 million signals 
Edge detection (orientation invariant) 
Amount of information further reduced 
Edge detection (orientation invariant) 
Recognition of edge orientation and motion 
Stereopsis 
Colour 
Global scene interpretation 
Depth cues based on experience and memory 
Figure 2.10 Indication of the processing of the original retinal image carried out by the various stages in the 
visual pathway. 
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Given time to acclimatise, the eye can respond comfortably to over twelve orders of mag-
nitude in luminance2 (Figures 2.11 and 2.12), whereas at anyone time it can detect a range 
of approximately two orders of magnitude. The least amount of radiant energy necessary to 
produce a visual sensation (in the periphery of a dark -adapted retina at the optimal radiation 
wavelength) was determined by Hecht et al. (1941) to be between 5 and 14 photons (equiva-
lent to 10-6 millilamberts). Under optimum conditions a single photon may activate a single 
rod, but in general this is not the case and light is perceived as continuous (Schiffman 1990, 
p.233). 
The rods are more sensitive to low light levels than are the cones, and so are responsible 
for night vision. Vision utilising rods alone is known as scotopic vision, and since rods are 
not sensitive to colour, objects in dim lighting conditions are seen as grey. Higher light 
levels result in the activation of cones and photopic vision, by means of which colours may 
be perceived. Interestingly, the wavelengths of maximal sensitivity are different for the 
two types of photo receptors (Figure 2. 13(a». Rods respond to low light levels but have a long 
response time (approximately 0.3 seconds to signal photon absorption), whereas cones require 
more light, but respond about four times faster. 
In the central region of the retina, the likelihood of detection of a light stimulus is increased 
2 Luminance is the amount of light reflected off a surface (cf. illuminance, which is the amount of light reaching 
the surface from the source). 
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Scale of luminance 
(millilamberts) 
10 10 
Sun's surface at noon 109 Damaging 
108 
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103 (colour vision) 
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Comfortable reading 10 
----------------- ------------ ----------------
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----------------- ------------
10-1 
White paper in moonlight 10-2 
10-3 
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White paper in starlight 10-4 (colourless vision) 
10-5 
Absolute threshold 10-6 
Figure 2.11 Luminance values for typical visual stimuli (Schiffman 1990, p. 201). 
Luminance -6 4 -2 0 2 4 6 8 
(log cd.m -2) I I 
Pupil diameter 7.1 6.6 5.5 4.0 2.4 2.0 2.0 2.0 
(mm) I I I I 
Retinal illuminace 4.4 -2.5 -.62 1.1 2.6 4.5 6.5 8.5 
(logtd) I I I I 
Luminance of Starlight Moonlight Indoor lighting Sunlight 
white paper in 
Visual function Scotopic Mesopic Photopic I I 
\ Best 
I 
Absolute Cone Rod saturation ) Damage 
threshold threshold begins acuity possible 
No colour vision Good colour vision 
Poor acuity Best acuity 
Figure 2.12 The dynamic range ofthe human visual system, after Hood and Finkelstein (1986). 
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equivalently by either increasing the intensity (1) or the area (A) of the stimulus, This may 
be expressed by Ricco's law: AI constant, indicating a spatial summation of the quanta 
detected (Schiffman 1990, Ricco 1877). In the peripheral regions of the retina, however, the 
threshold depends upon intensity alone. That is to say, outside a certain stimulus region, 
the threshold intensity is independent of the area of the test (Hood and Finkelstein 1986), 
indicating a large pooling area in the retinal processing (see §2.1.2). 
While the photoreceptors in the retina have the above-described physical responses to the 
incident light, the visual system as a whole does not respond merely to the presence, intensity 
or absence of light but to patterns on the retina. The visual cortex is most sensitive to sharply 
defined contours and oriented edges, as discussed in §2.1.2. 
The Michelson contrast 0 is defined as 
0= LI-L2 , 
Ll +L2 
(2.1) 
where Ll and L2 are the luminosities of two parts of the image (Ll 2: L2 ). For example, they 
may represent the luminosity of the image and background, respectively, or the maximum and 
minimum luminosities in a grating pattern. The contrast ratio OR is defined by Sherr (1979) 
to be 
(2.2) 
The relative contrast required to discern a spot against a uniform background is illustrated 
in Figure 2.14(a). Over a wide range ofluminances (,..., l-1000mL) in the photopic regime, 
the discernible change in luminance contrast also increases with the luminance. The change 
ilL divided by the value of the background luminance L with which it is compared A.LI Lis 
essentially constant at about 0.02. This relationship is known as Weber's law. (A more general 
version of Weber's law, stating that the magnitude ofthe smallest detectable difference in some 
stimulus is proportional to the value of that stimulus. This approximation is examined in the 
context of the mathematical theory of psychophysics by Falmagne (1986).) Many factors of the 
eye and the stimulus affect the Weber fraction A.LI L. Under ideal conditions a 10/0-3% change 
in luminance is detectable, but reliable identification requires contrast ratios (Eq. (2.2)) of at 
least 8-10 (Sherr 1979). For lower ambient luminances (scotopic vision) the required contrast 
increases dramatically with decreasing luminance. While this relation serves to indicate the 
dependence of required contrast of a display on the background luminance, it is of limited use 
in understanding or quantifying the response of the visual system to more realistic stimuli, 
such as patterns, which lead to spatial phenomena such as lateral inhibition on the retina. 
The acuity of the visual system also increases with luminosity, as illustrated by Figure 2.14(b). 
Detection of intensity variations 
The human eye can only distinguish approximately 60 different intensity (grey) levels in 
complex scenes (Raft'1993), This is an important parameter in display systems. 
2.2.2 Spatial resolution 
The field of view of the eyes extends approximately 2080 horizontally and 120" vertically 
(Figure 2.15), The region visible to both eyes, and hence that part of the visual field in which 
binocular parallax occurs, extends 120· horizontally. 
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Figure 2.18 (a) Wavelength dependence of the sensitivities of the rods and cones. Note that the .rods are 
more sensitive to light than are the cones, and that the peak sensitivity of photopic (cone) vision occurs at 
a slightly longer wavelength than that of scotopic vision. (After Wade and SwanSton (1991, p. 65). See also 
Schiffman (1990, p. 231).) (b) The eye's response to a sinusoidal variation in intensity over a range of frequencies 
and contrasts. The abscissa denotes the spatial frequency of the pattern, and the ordinate the sensitivity with 
which the eye can detect the intensity variation. These correspond to Fourier components of an image. (After 
Schifftnan (1990, p. 281), see also Wade and Swanston (1991, p. 58),) 
The acuity of the eye is in fact a broad term encompassing a number of acuities involving 
tasks such as detection, localisation, resolution and recognition. Dynamic acuity refers to the 
ability to detect and locate moving targets (Schiffman 1990, p.234). The maximum resolving 
power (acuity) of the eye, provided by the foveal region, is approximately l' (one minute of 
arc). This represents the worst of the various acuity tasks mentioned above. For display 
system considerations, it is better to consider a more conservative acuity figure of 2-3', to 
ensure reliable discrimination of the image elements. The acuity depends upon the position 
of the stimulus on the retina. The acuity is at its maximum in the fovea, and decreases 
sharply towards the periphery (Figure 2.16). 
The physical resolution depends on the viewing distance-the more distant an object, the 
smaller the visible angle it subtends. Consider an object of size x at a distance s from the eye. 
The visual angle 'P subtended by the object is given by 
tan ~ = ;8 => 'P = 2 arctan (;J 
For angles 'P :s 10°, the formula 
tan'P 
x 
s 
(2.3) 
(2.4) 
is applicable (Schiffman 1990, p.236), and for still smaller angles the standard prescription 
tan 'P ~ 'P gives 'P = x/so 
Spatial resolution of the eye depends on both the frequency of the luminance variation and 
the contrast between the maximum and minimum values. The visual system is more sensitive 
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Figure 2.14 (a) Illustration of the luminosity contrast (Weber fraction, ALIL) required for visibility as a 
function of average luminosity L. The Weber's law regime (ALI L R:1 constant) is between about log L 0 and 
log L ::::: 3. (After Figure 1.12 in Sherr (1979, p.25).) (b) Visual acuity increases with average luminosity. (After 
Figure 1.11 in Sherr (1979, p.24).) 
Figure 2.15 The extent of the visual field of the eyes is about 2080 horizontally and 1200 vertically. These 
values define the range within which light is imaged on some part of the retina; whether or not anything is seen 
depends upon processes that oC(.'Ilr after the absorption of light energy by the retina (Wade and Swanston 1991, 
p. 45). The shaded region denotes that in which binocular vision occurs, and is about 120° in range. 
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Figure 2.16 Visual acuity at different retinal positions, obtained from a grating target, expressed as fractions 
offoveal acuity. (After Schiffman (1990, p. 238).) 
to some spatial frequencies than others, as represented by the contrast sensitivity {unction, 
graphed in Figure 2. 13(b). Frequencies of about 1-5 cycles per degree of visual angle are most 
easily discerned by the eye-that is, the least contrast is required to see spatial variations in 
this frequency range. Frequencies higher and lower than this require larger contrast in order 
to be perceived (Wade and Swanston 1991, Schiffman 1990). 
The high frequency cut-off of the contrast sensitivity function is due to limitations on the 
imaging capability of the outer eye (due to diffraction, for example) (Sherr 1979). A point 
source oflight, is imaged as a gaussian intensity distribution with a series of coloured fringes 
(due to chromatic aberration). For pupil widths $ 2.5 mm, the imaging performance of the eye 
is diffraction limited, whereas for pupil diameters ;:; 5 mm, the blurring is due to aberrations 
(predominantly spherical aberration) in the lens. The point-spread (blurring) function of the 
eye is approximately 2' in width (Boff and Lincoln 1988), This is in fact very close to the ideal 
performance of an optical system with the dimensions of the eye (Wade and Swanston 1991). 
The lower frequency cut-off is due to the signal processing later in the visual system. 
An important parameter for display systems is the minimum discernible image element 
size, Vmin• This depends upon the acuity of the eye and the viewing distance, by the relation 
(Sherr 1979) 
211"sO" 
Vmin = 360 x 60 ' (2.5) 
where s is the viewing distance and 0" is the angular resolution of the eye (in minutes of arc). 
For example, with s = 1 m and 0" = 2', Vmin = 0.58 mm, approximately half a millimetre. 
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2.2.3 Temporal response characteristics 
Temporal characteristics of the eye, such as the perception of flicker and the persistence of 
vision, are important for display system applications. 
The minimum velocity of an object detectable by the eye is 0.30 per second for an object 
against a uniform background, or 0.03" per second for the object against a patterned back-
ground. These thresholds were determined by Aubert in the middle of the nineteenth century 
(Wade and Swanston 1991). 
For light flashes of limited duration T, Bloch's law, namely TI = constant, holds for 
T:$ lOOms (Bloch 1885, Hood and Finkelstein 1986). That is, a less intense light acting for 
a relatively long time may produce the same effect as a stronger light acting for a shorter 
time. Beyond T = 100 ms the threshold intensity becomes constant and independent of the 
stimulus duration. 
The minimum image repetition (refresh) rate required to avoid the perception of flicker 
is known as the critical fusion frequency (CFF). The value of the CFF increases with the 
logarithm of the image luminance. This is expressed by the empirical relationship given by 
the Ferry-Porter law: 
CFF a log La•e + b , (2.6) 
where a 12.5 in the case of photopic (cone) vision or a = 1.5 for scotopic (rod) vision, 
b = 37, and La•e is the average luminance of the image. While the Ferry-Porter law provides 
an excellent idea of the dependence of the CFF on varying levels of image luminance, the 
numerical values may be out by as much as a factor of two, so in this respect Eq. (2.6) is 
suitable as a first approximation only. It is possible to define a Temporal Contrast Sensitivity 
Function (TCSF), which describes the sensitivity of the visual system to temporal frequencies 
such as flicker (Figure 2.17). In addition to some variation between individuals, this curve 
depends upon the spatial and temporal profiles and the luminosity of the stimulus (Boff and 
Lincoln 1988). Sherr (1979) suggests that displays should provide a luminance of at least 
28 cdlm2 to ensure optimum recognition. A TCSF curve corresponding to a bar pattern at a 
mean luminance level of approximately 40 cdlm2 is illustrated in Figure 2.17. The curve is 
defined by experimental data, but mathematical models encapsulating the temporal response 
of the eye produce the same curves. The temporal sensitivity of the eye acts as a low-pass 
filter; a theoretical model based on a multistage linear filter is described by Watson (1986). 
In general, the eye is most sensitive to frequencies in the range 5-20 Hz. The larger the 
variation in contrast, the more sensitive the eye is to the change. For example, with display 
systems, if the eye can detect a 3% change in luminance, then the phosphor decay time to 
97% of its peak luminance will determine the required CFF. 
It is important to note also that the performance of the visual system can be affected 
by adaptation to certain light levels, and fatiguing by certain spatial frequencies or types 
of motion. This can lead to unexpected perceptions for several seconds after the change of 
stimulus. 
The rods (and therefore the peripheral vision) are in fact slower in reacting to temporal 
stimuli than are the cones. However, a strong reflex couples the detection of motion in the 
peripheral vision to the direction of attention to the disturbance. Evolutionally speaking, this 
is possibly the major function of peripheral vision-to widen the range over which interesting 
or potentially threatening changes in the environment may be sensed. 
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Figure 2.17 Temporal contrast frequency function for a bar pattern stimulus (at 3 cycles per degree) at a 
mean luminance of 41.7 cdlm2 (after Boff and Lincoln (1988, p.174)). The flicker fusion frequency is defined as 
the frequency at which the curve passes through unity on the ordinate. At this level of brightness, and with 
this stimulus pattern the CFF is approximately 40 Hz. As the brightness decreases, the CFF decreases. For 
example, with a mean brightness of 4.17 cdlm2, the CFF is approximately 26 Hz. 
The neural effect of stimulation may outlast the physical duration of the stimulation, and 
successive events may be interpreted as happening simultaneously. The time limit for such 
temporal integration to occur is approximately 100 ms. 
2.3 Depth cues 
Human perception of three dimensions is a complex process and is. achieved by the subcon-
scious interpretation of various types of information. Elements of the visual perception of 
our environment are known as visual depth cues (Schiffman 1990, Wickens 1990), and are 
examined individnally in this section. In considering 3D display systems, these cues are of 
great importance. Many 3D displays simulate the effect that various depth cues have on the 
retinal images, and present these to the viewer, in order that the 3D nature of the image is 
more apparent (see Chapter 3). 
It is important to note that these cues do not act in isolation-visual input is continually 
augmented by tactile and auditory sensations, and the knowledge and experience of viewers 
(in particular by motion through the 3D environment) formed over their lifetimes, is crucial 
in the interpretation of the world. This provides a 'calibration' of the visual input and is 
an important source of absolute depth information. (Most of the depth cues by themselves 
indicate only relative distance (Ittelson 1960, Kaufman 1974).) 
The various depth cues may be grouped in a number of different ways (Ittelson 1960). 
2.4 Retinal image cues 
( Depth cues J 
Retinal image cues: ~ Occlusion 
~ Perspective (linear, detail) 
~ Aerial perspective 
~ Shading 
~ Height in the visual field 
~ Relative brightness 
~ Binocular parallax 
~ Motion parallax 
Kinesthetic cues: ~ Accomodation 
~ Convergence 
Static monocular cues 
Figure 2.18 Summary of depth cues. 
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Here, they are divided into retinal image cues and kiruesthetic cues. The former describe 
information inferred from the 2D projection onto the retinre of the 3D scene, and the latter 
from muscular movements in the visual system. The cues are summarised in Figure 2.18, 
and discussed in greater detail in the following two sections. 
2.4 Retinal image cues 
Three-dimensional space around us is, visually speaking, mostly empty. The majority of 
the volume of a given environment is likely to comprise of air, and within this transparent 
medium a variety of objects may be located. However, the projection of this 3D scene onto 
the retinre (or any 2D surface) will at every point on the surface contain information about 
the nearest opaque object in the line of the projection. The retinal image cues may be further 
subdivided into static monocular cues, which are those present in pictorial art, and parallax 
cues. 
2.4.1 Static monocular cues 
• Occlusion or Interposition - Opaque objects closer to the viewer will obscure those further 
away in the line of sight. This provides a very powerful cue to relative depth. If one object 
is partially occluded by another, the fully exposed object is perceived as nearer (Figure 2.19). 
Although an effective static cue, interposition per se provides only relative depth information, 
namely, whether one object is closer or more distant than another . 
• Perspective - Distances and sizes in the visual field decrease linearly with physical 
distance from the viewer. This may be illustrated by the convergence of parallel lines to 
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Figure 2.19 Illustration of interposition. The square at the top right is seen as being in front of the other, 
since the other square is partially occluded. 
Figure 2,20 Illustration of linear perspective. Straight lines not lying in a plane perpendicular to the line 
of sight appear to converge. Objects of the same size, for example the trees, the fence posts and the railway 
sleepers in this illustration, appear smaller as they become more distant. 
a vanishing point on the horizon (Figure 2.20), When lines or contours are involved, this 
process is known as linear perspective. Another consequence is the gradient of detail and 
texture, which become finer with increasing distance from the viewer. Just as the size of 
isolated objects and their separations diminishes with distance, so does the distance between 
texture elements on the surfaces of objects (Gibson 1950). This effect is known as detail 
perspective. Of course, beyond a certain distance the detail will not be discerned due to the 
finite resolution capability of the eye-an ancient Chinese catechism encapsulates this as 
"Distant men have no eyes; distant trees have no branches" (Bloomer 1976). Perspective 
arises from the geometrical fact that the visual angle presented to the eye by an object (or any 
two separated points) decreases with its distance from the observer (assuming its orientation 
and size remain constant). This is known as Euclid's Law and is illustrated in Figure 2.21. 
A further consequence of Euclid's law is the fact that the size of objects serves to indicate 
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Figure 2.21 Euclid's law: An object of a given size subtends a smaller solid angle as its distance from the 
observer increases (illustrated here in 2D only). 
their distance. The relative sizes of two similar or identical objects indicates their relative 
depth; the smaller of two similar objects is perceived as being further away from the observer. 
However, a perception of absolute depth requires the cooperation of other depth cues or the 
recognition of the object on the part of the observer-if the size of the object is known, then 
an idea of its distance may be gauged, based on experience. 
• Aerial perspective - This arises not due to geometrical considerations such as Euclid's 
law, but due to the atmosphere, including water vapour and dust particles, between the viewer 
and the object. As the distance to an object increases, itis seen less clearly, its colouration dulls 
and it becomes bluish in appearance (as may be noticed when looking at distant mountain 
ranges, for example). This is due to the same mechanism that produces the blue colour ofthe 
sky-the size of the particles is such that light in the blue region ofthe spectrum is scattered 
more strongly than light oflonger separation (Rayleigh, Baron (Strutt, J. W.) 1871). This cue 
is often used in pictorial art (see Appendix A) but does not have a strong effect in everyday 
life. Nevertheless, large structures such as buildings appear closer when viewed on a clear 
day than when viewed on a hazy one (Schiffman 1990). 
• Height in the visual field Objects appearing higher in the retinal image are generally 
interpreted as being further away, as the vertical positioning of objects in the visual field 
generally increases toward a horizon line (at eye level) as their distances approach that of 
the horizon. Conversely, objects above the eye level (clouds, for example) appear to become 
further away as they descend towards the horizon. 
• Relative brightness or Proximity-luminance covariance - Closer objects appear brighter, 
as the amount of reflected or emitted light received by a viewer is inversely proportional to 
the distance of the object. 
• Shadows and shading - The shadows and shading of objects provide information about 
. their shapes and relative spatial positions, and about the topography of the surfaces on which 
the shadows fall. Shading provides a powerful means of discerning the surface details of 
individual objects. Since light propagates in straight lines, the shading gradients on the 
surface of an object enables the topography of its surface to be predicted by the brain; a 
gradual change in the darkness of a surface serves to indicate a curved surface, whereas an 
abrupt change signals the presence of a sharp edge. In the absence of any information to the 
contrary, the brain assumes the light source producing the shadows to lie above the object 
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Figure 2.22 This pattern is generally seen as an array of concave dimples, due t o the brain assuming a light 
source from above the scene. If the figure is viewed upside-down, however, the same assumption leads to the 
pattern appearing convex. 
(in the visual field). Thus, the pattern in Figure 2.22 is interpreted as a collection of concave 
dimples, but if the page is turned upside down they will appear convex. This is because we 
are accustomed to the light source being above the visual scene, such as the sun or internal 
lighting (Ramachandran 1988a, Ramachandran 1988b). In conventional computer graphics, 
this cue is heavily exploited in rendering techniques such as ray-tracing (Foley et at. 1990, 
Hill 1990). The presence of shadows cast by one object onto another also assists in locating 
the relative positions of objects. 
Absolute depth and the importance of context 
Occlusion, linear perspective, relative brightness, aerial perspective and height in the visual 
field all provide information on the relative depths of objects in the visual field. Notions 
of absolute distance are achieved by means of the viewer's experience, by information from 
the parallax and kinresthetic cues (see §2.4.3, below), and by interactions between cues. 
The viewer's experience allows the recognition of familiar objects and a prior knowledge 
of their size and usual environment. Visual context aids recognition-objects are not just 
recognised in isolation, but the brain builds up associations between objects and certain 
environments. Temporary confusion or a misinterpretation of the visual scene may result, 
and more concentration may be required if an object is presented in an unfamiliar context 
(Schiffman 1990, p.352ff). The depth information from the parallax and kinresthetic depth 
cues must also be correlated by experience with the muscular variation of the particular cue. 
Identification of familiar forms of known size such as people and houses in a 2D scene 
such as a painting enables the depth to be established by gauging their known sizes against 
the apparent size in the image-the depth of field may be calibrated. It is more difficult to 
obtain an accurate idea of the depth in the field of objects exhibiting a greater degree of scale 
invariance however, such as rocks and hills. This is because the sizes of these objects does 
not depend solely on their distance, but may vary considerably in the very objects themselves. 
Paintings often depict people, trees, buildings, etc to accurately establish distance in the 
picture. Aerial perspective may also be used to overcome this problem. 
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Other psychological depth effects 
The static monocular cues are often referred to as psychological depth cues (as opposed to 
physiological depth cues). The interplay between these cues can lead to some interesting 
effects. 
The known size of a familiar object enables its distance to be estimated, at the risk of 
being mislead by exceptions when other distance cues are absent. Conversely, an estimate 
of the distance of an object can influence its perceived size. A striking example of this effect 
is the fact that the moon appears significantly larger when it is close to the horizon than it 
does toward its zenith, despite the fact that the size of the angular projection of the moon 
is the same in both positions. This is known as the moon illusion, and prompted some of 
the first investigations into depth perception in antiquity (see Appendix A). The moon as it 
appears to the viewer is of indeterminate size, and is too far away for most depth cues to have 
any effect. The most popular explanation of this phenomenon is that the moon appears to 
be further away when it is near the horizon, and is thus interpreted by the brain as being 
larger. This may be due to the yellowish colouring (aerial perspective) of the horizon moon, 
or the presence of intermediate detail along the line of sight (Schiffman 1990, p.381ff). This 
apparent distance hypothesis is supported further by Brewster (1856, p.201ff), who states 
that when two circles of the same size are presented in a stereoscope in such a way as one 
appears further away than the other (by binocular parallax-see following subsection), the 
farther circle appears largest. 
2.4.2 Parallax cues 
• Binocular parallax or stereopsis The physical separation (rv 6 cm) of the eyes results in 
each receiving a slightly different image of the scene, corresponding to a slightly different 
viewpoint. The brain interprets disparity between the two retinal images as relative depth 
variations within the scene being viewed. This fusion of the two retinal images into an 
impression of depth or solidity is known as stereopsis. Beyond rv 10 metres the disparity 
between the left and right eye images becomes insignificant and this cue is ineffective . 
• Motion parallax or Temporal parallax - The change in viewpoint of a scene provided by 
movement of the observer or of objects within the scene provides a continuous parallax effect. 
In utilising binocular and temporal parallax, the brain compares more than one retinal 
projection and uses the differences to obtain a powerful sensation of depth. In binocular 
parallax, the retinal projections are those of the two eyes, each of which views the scene 
from a slightly different aspect. The different disparities of different parts of the visual scene 
indicates the depth of that portion of the image; the larger the difference, the closer that part 
of the scene to the viewer. With motion parallax, the brain is presented with a continuous 
series of projections of the scene, each slightly different in aspect from the previous due to 
motion on the part of either the observer or objects in the scene. As the observer moves 
relative to objects in the visual field, the objects appear to move at different velocities. In 
general, closer objects move faster than farther ones, but the speed and direction of motion 
depends upon the location of the viewer's fixation point (Figure 2.23). Objects closer than the 
fixation point seem to move in the same direction as the observer, and those further away in 
the opposite sense. The apparent speed decreases with proximity to the fixation point. 
According to experiments conducted in which motion parallax was the only cue available 
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Figure 2.23 The effect of motion parallax. If the observer is moving to the left while fixating on the point F, 
the parts of the scene at closer distances move to the right, while those further away than the point of fixation 
move to the left. This apparent motion is indicated by the arrows, the length of which indicates the magnitude 
of the motion-the apparent velocity increases with distance from the fixation point. (After Schiffman (1990, 
p.352).) 
with which to judge distance, this effect only yields a perception of distance when there is a 
gradient of motion parallax (Gibson et al. 1959, Kaufman 1974). That is to say, two isolated 
points at different distances from the observer would not be perceived as being at different 
depths due to motion parallax alone. Two arrays of points perpendicular to the line-of-sight 
give the same result-it is only when one of the arrays is tilted that depth is perceived. Motion 
parallax is not sufficient to provide a sensation of depth, some motion perspective is required. 
Binocular parallax provides a strong perception of relative distance; the visual system 
can detect depth differences corresponding to a retinal disparity as small as 1 Jim. This is 
substantially smaller than the diameter of the majority of photo receptors. This cue has often 
been utilised to enhance the reality of displayed information, from "3D" movies to scientific 
visualisation (see Chapter 3). These methods utilising binocular parallax are based on the 
principle of the stereoscope, first described by Wheatstone (1838). That is, if each eye is 
artificially presented with a slightly different aspect of a scene or object (corresponding to 
that which would be seen from each eye when naturally observing the object) a powerful 
depth effect is obtained-the brain interprets the slight differences in the two-dimensional 
images as depth; the object appears solid and no longer constrained to a plane. 
2.4.3 Kinresthetic depth cues 
In addition to neural processing of the retinal images, depth may be sensed by muscular 
variations in the eyes. These occur so as to ensure that the retinal images coincide and are 
in focus . 
• Binocular convergence - When looking at nearby objects, each eye must physically rotate 
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inwards to ensure the binocular images on each retina are aligned. The signal applied to the 
eye muscles to align the images may be interpreted as an indication of depth. It is possible 
that convergence can yield absolute depth information, as the interocular separation is fixed 
(Kaufman 1974). However, the calibration by which the brain 'knows' the separation of the 
eyes is built up by experience, in constant feedback with the other visual and extra-visual 
senses . 
• Accommodation - When attention is shifted between objects of different distances from 
the eye, the curvature of the eye's lens changes to ensure the new depth plane is imaged 
sharply on the retina. (This is in contrast to cameras, and the eyes of certain animals 
such as fish, where the distance from the lens and the retina is changed instead (Wade and 
Swanston 1991).) However, accommodation is likely to furnish accurate depth information 
only within approximately metres of the eye (Schiffman 1990). Similarly, convergence is only 
useful for nearby depth discrimination, as the eyes are essentially parallel when looking at 
more distant objects. 
A change in lens shape is not the only effect of accommodation-the size of the pupil also 
alters. In much the same way as the iris of a camera, the pupil size controls the depth offield 
of the eye (see §2.1.1). The smaller the pupil, the greater the range of sharp vision around the 
fixation point. Thus in bright light, when the pupil is small, the lens curvature does not need 
to be as precisely controlled as in dim light to achieve sharp vision (Kaufman 1974). In fact, 
when the eye adjusts for near vision there is a reflexive contraction of the pupil coinciding 
with the accommodation of the lens and convergence of the eyes-the lens accommodation 
and pupillary constriction involve the same neural pathways. 
The most likely source of depth information arising from the process of accommodation 
is the blur circles due to the spherical and chromatic aberrations of the lens, which occur 
even when the lens is optimally accommodated. Spherical aberration is reduced, however, 
by a reduction in pupil size, which restricts the light to entering the eye close to the optical 
axis of the lens. It is actually the blur circles that trigger the accommodation and pupillary 
contraction, but only once attention has been turned to that object. Thus, accommodation 
involves the voluntary act of attention and the involuntary reaction of the visual system to 
put the object of interest in sharp focus. The information present in the blur circles arises 
from the chromatic aberrations of the lens. Since light of different wavelengths has different 
focal lengths, the blur circle of an out offocus object will have a blue fringe and a red centre if 
this object is closer than that in focus (and vice versa in the opposite case). This could indicate 
whether one object is closer or farther than another, but cannot provide a magnitude of the 
depth difference, as the size of the blur circles is affected by pupil size. Astigmatism, whereby 
the lens has different focal lengths in two perpendicular planes through its optical axis, may 
also provide relative depth information in a similar way (Kaufman 1974). 
Accommodation and convergence may be considered kinlEsthetic cues, since the informa-
tion utilised for visual space perception comes from muscular movement rather than retinal 
stimulation. Other auditory and haptic cues which interrelate with the visual cues also fall 
into this category. The depth information obtained from accommodation is generally very 
weak (Bloomer 1976) in comparison with most other depth cues. 
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Figure 2.24 Illustration of equivalent configurations with respect to perspective. It is ambiguous whether 
this retinal image represents a trapezoid perpendicular to the line of sight, or an oblique rectangle. 
2.4.4 Equivalent configurations and display systems 
An important caveat when considering display systems is that, for each depth cue, there are 
many (in most cases, infinitely many) possible situations that give rise to the same retinal 
image (termed 'equivalent configurations' by Ittelson (1960». This ambiguity is illustrated 
in the case of perspective in Figure 2.24, and may also occur with cues such as binocular 
parallax. In reality, the simultaneous action of many depth cues removes this redundancy, as 
the equivalent configurations are not the same for each cue. Motion parallax and object recog-
nition, for example, are especially useful for this purpose. However, display systems often 
provide only a subset of depth cues, increasing the chances of an image being misinterpreted 
by the viewer. In particular, a low capability for resolution and detail renders pluralities of 
the sort discussed in Figure 2.24 more likely. 
Also, assumptions as to the size and shape of an object can affect the interpretation of its 
location and orientation. This has been borne out in many experiments, in which a larger-
than-usual version of a familiar object (for example a playing card) appears closer than is 
actually the case. Of course, the experimental conditions must ensure that there is no other 
means of determining the objects' distances. In particular, they must be sufficiently far away 
that the kinresthetic cues have no effect (Kaufman 1974). 
In addition to augmenting the perception of depth and characteristics of objects in the 
visual field, assumptions on the part of the observer can in some cases determine what is 
seen. This may be illustrated by Sinsteden's windmill: " ... a wind-mill [was] projected against 
the bright evening sky; so that only half of the side was silhouetted as a uniformly dark object 
on a bright background, merely its outline being visible .... the wings of the mill seemed to go 
round first in one direction and then in the other. Looking at it in this fashion, he was unable 
to tell whether the front side, where the wings were, or the back side of the mill was towards 
him; or whether he was looking obliquely at the wings from in front or from behind .... merely 
by changing his idea of the image, he could reverse the apparent motion of the wings .... the 
change could always be induced by imagining one's self to be on the other side of the mill. The 
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Figure 2.25 Two ambiguous retinal images. Each can be interpreted as being in two different spatial orien-
tations. 'l'he figure on the left is known as a Necker cube (Necker 1832). 
moment the visual impression accords perfectly with this idea, the idea assumes the role of a 
visual perceptual image" (Helmholtz 1909a, p. 285). 
A well known category of sketches exhibit the same phenomena (Figure 2.25). However, 
these illusions rely upon most depth cues being absent. This is rarely the case in the real 
world, but is relevant for display considerations, as 3D displays often present only a subset 
of the visual depth cues to the viewer. 
By knowing the amount of head or eye movement occurring (through knowledge of the 
signals applied to the muscles) in tracking an object held stationary on the retina, the brain 
can calculate the geocentric motion of an object. That is, the motion of an object with respect 
to the environment, as opposed to motion relative to the observer. However, sometimes 
there is a small error in this process, the brain under-compensates for the eye movement 
and the perceived motion of the retinal image does not quite cancel the eye movement. For 
slowly moving objects, the velocity tends to be underestimated, and the background appears 
to move in the opposite direction. This is known as the Aubert-Fleischl effect (Wade and 
Swanston 1991, p.155fl). 
Incorrect assignment of perceived distances in an ambiguous figure (i.e. with little detail, 
such as a wire-frame object) can lead to distortions in observed motion. If the distances of 
a wire frame object are inverted, so the mind is holding the interpretation where the phys-
ically nearest side is seen as being further away and vice versa, subsequent movement of 
the observer's viewpoint will result in perceived motion of the object in a manner not corre-
sponding to the observer's motion. Similarly, if this inversion and motion is performed with a 
folded piece of paper, distortion of the paper's surface is perceived (Wade and Swanston 1991, 
p.158fl). This effect indicates that more than merely the retinal image is involved in this 
processing. 
Recreation of perspective in a 2D scene assumes a given viewing distance. Viewing from 
any other distance alters the perspective relationships and may lead to the image appearing 
distorted. While the relative distances of objects remain unchanged, the perception of their 
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absolute distances may alter. This is important for 2D displays relying upon the simulation 
of monocular cues to provide depth information to the viewer. 
The binocular depth cues themselves are also calibrated on the basis of experience. The 
distances gauged by convergence and binocular disparity depend upon the interocular separa-
tion, which averages at 65 mm but differs from individual to individual, and changes through 
growth. A correct perception of the distances corresponding to certain angles of convergence 
or amount of disparity between the retinal images must be adapted through interaction with 
and exploration of the 3D environment. 
2.5 Summary 
The eye is sensitive to light of wavelengths between approximately 400nm and 750nm, 
and to over twelve orders of magnitude in luminosity. This performance is provided by the 
mechanism oflateral inhibition (HubeI1988, Werblin 1973), by which the retina responds to 
differences in luminosity, rather than to absolute magnitudes. (Although the visual system 
does require several minutes to acclimatise to sudden differences in ambient illumination 
conditions.) This orientation-independent edge detection reduces the signals from the rv 
125 million photoreceptors to approximately 1 million signals transmitted by the optic nerve 
to the visual cortex at the back of the brain where, after some similar processing, direction 
and orientation sensitivity, colour and stereopsis are detected. 
Colour is detected in the retina by three types of cones, each of which has a different 
sensitivity spectrum. The three spectra peak in approximately the red, green and blue regions 
of the visible spectrum, and have different peak. sensitivities. The eye is most sensitive to light 
in the green region ofthe spectrum, followed by that in the red, then the blue wavelengths. 
Over the usual luminosity range of daytime colour vision (rv 1 ---+ 103 millilamberts) the 
contrast sensitivity of the eye is proportional to the ambient luminosity, a relationship known 
as Weber's law. The spatial acuity of the eye is also greatest in the photopic regime (lumi-
nosities ;:: 1 millilamberts). 
If two visual stimuli are viewed within,...., 0.1 s they will be processed simultaneously by the 
visual system. This time scale is also that of stroboscopic motion. That is, successive frames 
of an animated image must be presented at a frequency of at least 10 Hz for the illusion 
of motion to be maintained. However, at this frequency the images have noticeable flicker. 
Refresh frequencies of 15-20 Hz provide substantially less flicker, and the images may be 
viewed comfortably. However, some slight flickering is still noticeable-refresh frequencies 
at about 60 Hz or above are required to remove all noticeable flicker, and even at these 
frequencies subliminal flicker may persist. 
The three-dimensional nature of the world is ascertained visually by the subconscious 
interpretation of a variety of types of information gleaned from the retinal images or the 
muscular state of the eyes. Such depth cues ordinarily provide a degree of redundancy to 
depth perception, and a sustained misinterpretation of the visual field is unlikely. However, 
display systems often only satisfy a subset of the depth cues, so it is important to avoid 
providing conflicting information to different cues. Also, the satisfaction of only a subset of 
the depth cues increases the chance of ambiguities in the displayed images. The recognition 
offamiliar objects and their usual context plays a major role in vision and the perception of 
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position in the 3D visual scene. 
Excellent references for the neurobiological structure of the visual system are Hubel (1988), 
as well as Masland (1986), Schnapf and Baylor (1987), Livingstone (1988). The biological 
underpinnings are also mentioned by Wade and Swanston (1991) and, to a lesser extent, 
Schiffman (1990) which were the main references for the psychological presentation. Useful 
from the viewpoint of display design are Peli (1993), Rogowitz (1983) and Infante (1993). 

Chapter 3 
3D DISPLAY SYSTEMS 
Even the most complex stereometric dra.wings, representing models of crystals, which are 
scarcely intelligible without a stereoscope, can be made perfectly clear and will look like 
figures in space. 1 
Hermann von Helmholtz 1821-1894 
The depiction of experimental data and abstract information in a pictorial fashion can en-
able significant insight to be gained into the process or situation under consideration. The 
continuing increase in computing power available over the past fifty years has given rise 
to a large amount of research on various aspects of visualisation. One facet of this is the 
development of display systems that emphasise different aspects of the perceptual process, 
in order to heighten the impact of certain types of information. Of particular relevance to the 
work in this dissertation are display systems that satisfy depth cues (see §2.3) other than the 
monocular cues presented by conventional displays such as graphics workstations. Display 
systems that are designed to improve the appearance of depth, and clarify spatial relation-
ships between different parts of the image, are often referred to as 3D display systems. This 
chapter outlines a variety of display techniques of this type. The term 'display system,' loosely 
defined, refers to the physical image generation technique and the associated electronics and 
software. 
3.1 Visualisation 
Visualisation as a graphical or pictorial representation of the essential elements of a real 
object or situation, or of an abstract mathematical concept, is as old as civilisation itself. The 
earliest written languages were pictographic in nature, that is, the characters were based 
on abstractions of physical situations (Hooker 1990). More directly, sketches have long been 
used to help visualise abstract concepts. In the second century AD, Ptolemy produced the 
first mathematically-based cartographic technique for accurately depicting the spherical sur-
face of the earth on a two-dimensional plane. During the dark ages in Europe, the pictorial 
representation of even the most simple everyday 3D objects was performed in such a way that 
appears childlike to us today (see Figure A.4), However, the development of mathematical 
perspective in the Renaissance and the associated Zeitgeist, namely the accurate depiction 
IHelmholtz (1909a, p.302) 
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of the physical world, had a significant impact on scientific and technical drawing (Edger-
ton 1991). The Renaissance painting techniques of perspective and chiaroscuro are strongly 
echoed in modern computer graphics, with ray-tracing and rendering methods providing ex-
cellent verisimilitude in scale and shading of data and objects. The plan/elevation projective 
geometry discovered by Monge in the eighteenth century is still commonplace in engineering 
and architectural applications. The next major advance in visualisation was the discovery of 
stereopsis and the development of the stereoscope (Wheatstone 1838, Brewster 1856). In ad-
dition to allowing scientific drawings to be presented in such a way as to appear in relief, the 
stereoscope enabled the realism of photographic images to be enhanced by enabling binocular 
cues to be satisfied in addition to the retinal image cues presented by single photographs. 
(Workable photographic processes were developed at about the same time as the discovery of 
stereopsis, c.1839.) This device gained widespread popularity in the Victorian era and was 
the precursor of to day's stereoscopic and virtual reality systems. More detail on this historical 
development is given in Appendix A. 
The automatic graphical depiction of electrical signals became possible with the invention 
of the oscillograph by Blondel (1891). This first embodiment of a device which is still utilised in 
most laboratories today utilised a small vibrating mirror mounted on a pair of conductors in a 
magnetic field, the strength of which depended upon the electrical signal being measured. The 
mirror thus reflected a varying image onto a film or other recording device (Abrahamson 1987). 
The most significant recent advance in visualisation has been the advent of interactive 
computer graphics. Computer-aided scientific visualisation enables an enormous amount of 
information to be manipulated, often in real time, so as to gain insight into the process or 
situation of interest. The term 'scientific visualisation' (or simply 'visualisation') has in fact 
become synonymous with the use of computers and state-of-the-art graphics. 
Computer graphics is generally regarded as originating in the early 1960s with the work 
of Sutherland (1963). While the field rapidly became popular in engineering and research 
environments, economical systems suitable for wider usage did not become available until the 
1970s, when the cost of computing power and graphics equipment had decreased sufficiently. 
The computer contains a structured description of the image, which enables the data to be 
easily manipulated, analysed and altered, and a visual representation of this dynamic change 
to be obtained. This, along with the provision of more than two dimensions in the visualisation 
system, are probably the most useful aspects of computer-aided visualisation (Freeman 1986). 
When faced with data that is inherently 3D (or higher-dimensional) in nature, it is often 
desirable to view the information in such a way that its 3D structure becomes apparent. 
Since the development of the stereoscope in 1838 (see §2.4.2), there has been a lot of research 
dedicated to the development of 3D displays to enhance the presentation of such information, 
that is, displays that present to the viewer additional cues, such as binocular parallax, which 
are not available in standard 2D representations. Such reproduction of spatial data can aid 
tremendously in the process of visualisation and is useful in a wide variety of applications, 
such as molecular modelling, air traffic control, computer aided design, medicine, education 
. and entertainment. The depth cues that are absent from each display technique will also 
limit the applications to areas for which the missing cues are not important. 
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3.2 Methods of displaying 3D information 
A display system able to provide the observer with the sensation of depth can greatly enhance 
the impact and interpretation of three-dimensional (3D) information. Rendering techniques 
used upon conventional computer terminals utilise the retinal image depth cues such as 
occlusion, perspective, shadowing, and possibly motion parallax as well (Fuchs et al. 1989, 
Coatrieux et al. 1990). The added realism gained by simulating the binocular parallax depth 
cue of the human visual system has spurred much research into displays capable of replicating 
the slightly different views seen by each eye (Hodges 1992, Merritt and Fisher 1990). Research 
is also being carried out (Okoshi 1976, Okoshi 1980) on display types which permit a modified 
binocular view to be seen as the observer's head is moved. Examples of such systems include 
computer-generated holography (Tricoles 1987, Benton et al. 1993, Onural et al. 1994) and 
parallax barrier techniques (Akiyama et al. 1991). The majority of these autostereoscopic 
systems operate only over a limited viewing angle. 
3.2.1 Display systems and depth cues 
.Any display system that attempts to present spatial information to viewers creates images 
that satisfy a certain subset of the depth cues discussed in Section 2.3. While cues such as 
binocular parallax and occlusion are often considered to be dominant in the perception of relief, 
to convey a convincing illusion of a real object a display system should satisfy as many cues 
as possible. In particular, it is important to avoid prolonged conflict between different depth 
cues, that is, situations where two cues provide the brain with a different depth estimate of an 
object, as this can lead to fatigue (Hart and Dalton 1990). Such a situation is in fact present in 
some stereoscopic techniques (discussed in Section 3.4 below), where the information provided 
by binocular disparity is inconsistent with that provided by accommodation. If the display 
system is not of a sufficiently high resolution the plane in which the image is generated may 
be perceived subliminally (via the pixellation, or texture) or perhaps by reflections from the 
display surface. The accommodation and convergence information may be in conflict with 
that from the retinal image cues. Full-aperture holography and volumetric displays present 
a consistent range of depth cues to the viewer and so do not suffer from this drawback. 
The relative importance of the various depth cues depends upon the application niche 
for which the display device is designed. Contrariwise, the subset of depth cues able to be 
presented to the viewer determines the range of applications for which the display is most 
suited. Study of the surface characteristics of objects requires a display to be capable of 
generating opaque voxels, to provide a natural shading and enhance the relief ofthe surface; 
the opacity ensures that only the surface closest to the viewer is seen. Alternatively, some 
volumetric medical data is ideally observed in such a way as the entire data set is visible, 
rather than just the surface (for example, a tumour in situ). 
2D displays may utilise animation and computer-graphic interaction, but present only the 
monocular (retinal image) depth cues. Technical drawings and other abstract representations 
of data also in most cases utilise a 2D surface, and hence can satisfy only the retinal image 
depth cues. However, since these images are often skeletal line drawings (from CAD packages, 
for example) monocular cues such as shading are not applicable. Thus, representations such 
as plan and elevation or the capability to alter the viewpoint are often used to enable the user 
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Figure 8.1 General classification of 3D displays in terms of whether binocular parallax: (stereoscopic) or both 
bin.ocular and motion parallax: (autostereoscopic) are satisfied. 
to mentally reconstruct the 3D structure. 
Other 3D display techniques satisfy some or all of the remaining depth cues, namely 
convergence, binocular parallax, accommodation and motion parallax. Of these, binocular and 
motion parallax are most frequently employed to amplify the sensation of depth within the 
image. Ideally, all the retinal image cues would also be satisfied; however, this is not always 
the case. If a display device cannot present certain depth cues to the viewer, its application 
tends to be restricted to areas in which the absent cues are not a major disadvantage. In this 
way, 3D wire-frame CAD drawings may be more usefully depicted on a volumetric display than 
on a conventional 2D terminal. The volumetric device satisfies all the non retinal image cues 
and does not provide shading or full occlusion; however, these absent cues are not required in 
the depiction of such images. Conversely, the detailed visualisation of surfaces is more easily 
perceived when rendered for display on a 2D terminal than on a volumetric device. 
3.3 Monocular displays 
Realistic 2D renditions of 3D objects entered the scientific community following the develop-
ment of mathematical prescriptions enabling objects and scenes to be accurately recreated 
according to the rules of linear perspective. The work of Viator and Diirer in the fifteenth 
and sixteenth century was particularly influential in this regard (Ivins 1973). (More details 
on these developments may be found in Appendix A.) Coupled with the invention of printing 
(c.1430), scientific studies could include realistic sketches of objects ranging from abstract 
mathematical concepts and technical drawings to biological specimens, Even when a per-
spective reconstruction was not required or chosen, the philosophy of portraying objects as 
seen by the eye was extremely influential, and marked a significant step forward not only for 
scientific visualisation, but for science in general (Edgerton 1991). 
The invention of photography c.1839 further facilitated the recording of items such as 
biological specimens, and visualisation as a means of gaining insight into abstract data was 
still served by sketches, plan/elevation diagrams, or stereoscopic pictures (see §3.4). The 
next major advance was the development of the cathode ray tube (CRT) in the early 1900s. 
Plucker (1858) and Hittorf(1869) discovered evidence for the existence of'cathode-rays' using 
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tubes in which an electron beam was generated by a high-voltage discharge in a gas (usually 
air) at a pressure of about 0.05 Torr (Martin 1986). Crookes (1879) demonstrated that these 
'rays' were in fact negatively charged particles that could be deflected by an electromagnetic 
field, and the first CRT for use as an oscillograph was invented by Braun (1897). This also 
consisted ofa gas discharge tube containing a cold cathode, requiring a high voltage (::: 10kV) 
applied to an accelerating anode to maintain a discharge. Having passed through the anode 
the beam's spread was limited by an aperture plate before the electrons impinged upon a flu-
orescent screen. External coils were initially applied for electromagnetic deflection, but later 
models incorporated additional electrodes within the tube for electrostatic deflection (Mar-
tin 1986). Wehnelt (1904) invented the triode gun, with a negative control grid-this is the 
same basic design as is used today (see Chapter 4). Between 1904 and 1940 the foundations 
of electron optics were formulated by Busch (1926, 1927), Knoll and Ruska (1932), Davisson 
and Calbick (1932), Briiche and Scherzer (1934), and von Ardenne (1935, 1939, 1940). The 
cathode ray oscillograph enabled electrical signals (or any motion able to be transduced into 
an electrical signal) and radar data to be depicted in real time. The development of computers 
from the 1940s onward provided further impetus for display systems. In the 1960s it was 
realised that interaction with computers would be more efficient if the printed output was 
augmented with devices able to display both text and graphics. 
Initially, CRT graphics were primarily generated through the use of vectors, that is, the 
beam was directed from one visible point on the screen to the next in an irregular manner-
the path followed by the beam depended upon the image being drawn. By this method lines 
could be drawn extremely easily. This introduced a precedent of high resolution graphics 
performance, and it was not until the mid-1980s that raster-scanned CRTs could match this 
performance. The subsequent refinement of raster-scanned CRTs, the provision of colour, and 
the development of the associated hardware (including dedicated processing chips) has fur-
ther increased graphics visualisation capabilities. A very useful means for increasing realism 
(in the photographic sense) of monocular computer images is through the use of ray-tracing, 
in which the position and characteristics of a light source (or several sources) are assumed 
and the luminance and colour properties reflected in the direction of a chosen viewpoint are 
calculated. This involves one of several heuristic shading models, arising from physical con-
siderations of the illumination and reflection process, computational expedience, and from 
empirical feedback on the apparent 'realism' of the resultant images (Foley et ai. 1994). In 
essence, the more realistic the image, the more computation time required. Often, an accept-
ably high-quality image cannot be rendered in real time on PCs or workstations. Monocular 
displays are very useful for the presentation of surface details of objects. Further, the abil-
ity to view the data in 'cut-away' form, for example, allows an appreciation of the internal 
structure of the displayed object. 
3.4 Stereoscopic displays 
The depth cue of binocular parallax, whereby the slightly different views of a scene obtained 
by each eye are combined in the brain to give an impression of relief (see §2.4.2), provides a 
powerful depth effect. There have been many attempts to incorporate binocular information 
into visualisation equipment. In stereoscopic displays, each eye is artificially presented with 
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Figure 3.2 Principle of the Wheatstone (reflecting) stereoscope. 
a slightly different view of an object or scene, to provide a strong sensation of depth in the 
depicted image. 
This effect was not noted until the nineteenth century; although it had long been realised 
that each eye sees a different view of the visual field, philosophers were more concerned 
with explaining why we do not see double and assumed that the only depth cue arising from 
two eyes was that of convergence (see Appendix A and Wade (1987». Wheatstone (1838) first 
. described the phenomenon of stereopsis and its demonstration by means of a device he termed 
the stereoscope, which artificially presents each eye with its correct perspective of a scene 
or object. The object is then seen in relief and no longer appears contained in a 2D plane. 
There was a certain amount of controversy during the nineteenth century regarding the true 
inventor of the stereoscope (Wade 1983, Wade 1987). Brewster in particular maintained not 
only that Wheatstone did not originate the device, but that the effect of relief was due to 
convergence alone (Brewster 1856), Brewster attempted to attribute the invention of the 
stereoscope to Elliot in 1834, whereas Wheatstone drew attention to the discussion of his 
findings in the book by Mayo (1833). The relevant excerpts are quoted in Wade (1983, p.149, 
p.173). 
The stereoscope rapidly became extremely P?pular, and several different implementations 
were produced (Brewster 1856). With these devices, physically separate right and left eye 
views were presented to the eyes via a device comprising mirrors or lenses and a barrier 
separating the visual fields of the eyes. The principles of the Wheatstone and Brewster 
stereoscopes are illustrated in Figures 3.2 and 3.3. From the outset, the educational and sci-
entific applications of stereoscopic visualisation equipment were emphasised (Brewster 1856, 
Helmholtz 1909a). 
Other stereoscopic techniques do not require the stereopair to be physically separated, 
and so the viewer needs only to wear special glasses. This engenders significant freedom 
of head motion and enables the image to be viewed in a more natural manner. The effect, 
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Figure S.S Principle of the Brewster (refracting, or ocular) stereoscope. 
as far as the viewer is concerned, is the same. One such method, known as the analglyph 
and originating with the work of Rollman in 1853 (Southall 1962, p.356), requires glasses 
containing a different coloured piece of glass or plastic in each eyepiece (red and blue, for 
example). If a stereopair of images are overlaid in red and blue, each eye will then only see 
the image of the opposite colour. This process has been applied to cinematography at various 
times since the beginning of the twentieth century (Dudley 1951), and is still used today for 
an economical 3D effect in scientific visualisation and entertainment. One problem with this 
technique is the provision of natural colour to the stereoscopic images. Colour may be retained 
to a certain degree by ensuring the coloured filters on the eyepieces are wide-band, and admit 
a range of colours rather than a narrow range of wavelengths. Thus, one ofthe images would 
contain the low-frequency (yellow, orange, red) colour components, and the other the higher 
frequency (blue, green) colours. When viewed through corresponding filters the colours are 
blended with the fusion of the two images, and a reasonable colour reproduction is obtained 
(Dudley 1951). 
Another method is to compose the eyepieces of the viewer's goggles from pieces of per-
pendicularly polarised glass or plastic. An image stereopair is displayed in which the light 
of one of the pair is is perpendicularly polarised with respect to the other. According to 
Dudley (1951), this process was first proposed by Anderton in 1890, although difficulties in 
obtaining the necessary materials delayed practical implementation for nearly half a century. 
In the context of modern scientific visualisation, consecutive frames on a computer monitor 
may form stereopairs and be polarised alternately. In this instance the stereopair are tem-
porally separated but, since visual information received within '" lOOms is processed at the 
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same time (see Chapter 2), the consecutive left/right eye images are, in effect, concurrent. 
Difficulties with this technique may arise from the means by which the emitted light is po-
larised, such as via an LCD panel in front of the screen, the polarisation of which is reversed 
in synchronisation with the sequential image frames comprising stereo pairs. Update restric-
tions on the liquid crystal have in the past resulted in a low overall image update rate, giving 
rise to flicker. 
A limitation of stereoscopic displays is that motion parallax is not provided; moving one's 
head from side to side does not necessarily produce a different viewpoint of the scene pre-
sented. Over-reliance on binocular parallax should be avoided, as approximately 5% of the 
population may be stereoblind2 , and make use of the remaining depth cues for their spatial 
information (Richards 1970). While it is possible to incorporate motion parallax in stereo-
scopic displays, it places a far greater load on associated software responsible for performing 
the computations for each image frame, and the system is further complicated by requiring 
positional feedback of the viewer's head position. Immersive display systems of this type, 
based upon head-mounted displays, are often known as 'virtual reality' or virtual environ-
ment systems. These demand a large amount of processing to compute two new views (one for 
each eye) of the virtual scene, to accurately reflect the user's 'movement' through the virtual 
space. Usually, either scene complexity (measured in thousands of polygons rendered per 
update) or the image update rate is compromised (Adam 1993). However, this immersion 
into an artificial environment, and the ability to couple kinresthetic feedback from sensor 
equipment such as gloves into the user's interaction are major advantages of such virtual 
environment technology. 
3.5 Autostereoscopic displays 
Display devices that are able to provide the correct stereoscopic perspective to each of the 
viewer's eyes, usually over a range of viewing positions, without the need for special glasses or 
headgear are by definition autostereoscopic. Volumetric displays, which generate a physically 
3D display volume, fall into this category and are discussed in depth in the next section. In 
this subsection, two other broad classes of autostereoscopic display techniques are outlined. 
3.5.1 Lenticular screens and parallax barrier techniques 
The parallax stereogram, illustrated in Figure 3.4, was originally devised by F.E. Ives in 
1903 (Okoshi 1976). A sheet containing fine vertical slits is placed in front of a specially 
prepared picture containing alternate left and right eye views of an image. The slits control 
the direction of the light emitted from the picture so that each eye sees a different perspective 
of the image, as would be the case with the actual object. However, this original method 
allowed little freedom in viewing position. In 1918, Kanolt improved the system in this 
regard by increasing the ratio of the image strip width 8 to the slit width p from about 1/2 to 
1110 (Figure 3.5). 
A difficulty with this technique was the creation of the picture sheets with the alternate-
view strips. Various ingenious schemes to achieve this, utilising one or more cameras, were 
20fthe 150 MIT students comprising the study sample of Richards (1970), 4% were unable to use disparity, and 
10% did so only with great difficulty (Yeh 1993). 
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Figure 8.4 Parallax barrier technique for presenting binocular images. The viewer's head position needed to 
be quite constant, or the left and right eye images would swap and the relief of the figure would be inverted. 
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Figure 8.5 The parallax panoramagram, in which the slit to strip width ratio s/W is decreased from about 
lI2 to lila. This gave more freedom oflateral movement to the viewer. 
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Figure 8.6 Illustration of the technique of integral photography (after Okoshi (1976, p.22». 
devised by H.E. Ives (the son of F.E. Ives, above) in the late 1920s (Ives 1928, Ives 1929, 
Ives 1930b, Ives 1930a, Okoshi 1976). However, several major drawbacks to the parallax 
barrier method resulted in the technique losingfavonr by the end of the 1950s. The darkening 
of the images due to the presence ofthe barrier increases as the slit-to-strip ratio decreases, 
and hence as motion parallax range increases. Moreover, the slits must be sufficiently narrow 
that they are not observable. But this then leads to unacceptable spreading of the image light 
due to diffraction. According to Okoshi (1976, p.20), the pitch of the slit p must satisfy the 
relation 
viewing distance 
p < 3500 (3.1) 
By way of example, ifthe viewing distance is 0.5 m then p < 0.14 mm, and with s/p 1/10 the 
slit width s is obtained as rv 14 j.tm. This is only about 20 times greater than the wavelength 
of red light; however, the ratio value 1/10 represents a worst case in this respect within the 
range identified above. The effect of diffraction may be alleviated by increasing the ratio s/p, 
at the expense ofa decreased number of viewing positions. 
The technique of integral photography, invented by Lippmann (1908), is a method of 
recording a spatial image upon a single photographic plate. The process utilises a large array 
of tiny convex lenses, known as a fly's eye lens sheet. An object in the focal plane of this 
sheet will be imaged by each lens from a slightly different viewpoint. A photographic plate 
behind the sheet records a large number of small images of the object, each viewed from a 
different direction. By developing and re-illuminating the photograph, and viewing through 
the fly's eye sheet, a 3D image of the object, satisfying binocular and motion parallax (both 
horizontally and vertically) is observed (Figure 3.6), However, the resulting image will be 
pseudoscopic, that is, reversed in depth. This difficulty may be overcome by taking a second 
integral photograph of the first image (Ives 1931), although this may result in resolution 
being degraded (Okoshi 1976). The first experiments with this technique were performed 
3.5 Autostereoscopic displays 
Left eye image ~ 
Right eye image -..If 
Figure 8.'1 Principle oflenticular sheet imaging. 
47 
~R 
~L 
by Sokolov in 1911, using an array of pinholes to approximate the lenslets (Valyus 1966, 
Okoshi 1976); lens sheets of sufficient quality were not available until after the second world 
war. 
Interest in a simplified version of the technique, dating back to the work of F.E. Ives and 
H.E. Ives, underwent a resurgence in the USA in the 1960s (Burckhardt 1968). The 2D array 
of lenslets is replaced by a linear array of cylindrical lenses, known as a lenticular sheet 
(Figure 3.7), and the parallax is obtained in the horizontal direction only. 
Lenticular sheet based displays are still an active area of research. A back-lit LCD panel 
behind the lenticular sheet allows the presentation of images that are autostereoscopic for a 
range of viewing positions (Isono et al. 1993, Sheat et al. 1993). In particular, the availability 
of the requisite computing and electronics enables the correct autostereoscopic image to be 
presented without the need for any extra step as required in the case of still photography 
lenticular sheets. Okoshi (1976) discusses the optimisation of the system parameters, such 
as lens pitch, for lenticular sheet displays (see also Okoshi (1980) and references therein), 
3.5.2 Computer-generated holography 
The method of holography was originally proposed by Gabor (1948) to overcome resolution 
limitations in electron microscopy. The potential application of Gabor's holographic technique 
to 3D imaging was heralded by the work of Leith (Leith and Upatnieks 1962, Leith and Up-
atnieks 1963, Leith and Upatnieks 1964), which pioneered the two beam method of hologram 
formation. This required a stable optical bench, on which the coherent light of a laser source 
was split into two beams, one of which was scanned across an object and subsequently in-
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terfered with the other beam to produce an interference pattern, characteristic of the object, 
which could be captured on film. When re-illuminated by laser light ofthe same wavelength, 
the interference pattern diffracts the light in an identical fashion to the object, so that a 3D 
image of the object becomes visible and appears suspended in the air between the observer 
and the holographic plate. The image obeys both binocular and motion parallax-each eye 
sees a different aspect of the object over a range of head positions both horizontally and 
vertically. Moreover, the cue of accommodation is present-the eye must change its focus 
depending upon the depth of the area of attention in the hologram. An important advance of 
this technique was the development of white light holograms, which are visible in incoherent 
white light (Caulfield 1979, p.450). 
If holography is to be satisfactorily used as an interactive graphics display technique, it 
must overcome some certain difficulties. The 3D image data presented on the holographic 
screen must be refreshed ;:: 20 times per second to sufficiently reduce image flicker, and be 
updated;:: 10 times per second to enable the user to interact intuitively with the displayed 
information. However, each frame requires a large amount of information to generate the 
interference pattern; each point in the hologram is calculated using the sum of the partial 
waves from all points in the object. For the computation of holographic images to be practical 
on a near real-time basis, the information required must be substantially reduced. A number 
of simplifications and efficiencies are adopted to this end. In particular, vertical parallax is 
often dispensed with, and a finite resolution of angular Views adopted (Benton et al. 1993). 
An interactive computer-generated hologram graphics display system requires the follow-
ing: 
• A means of calculating the interference pattern of the 3D data to be displayed, and 
• A means of physically replicating this pattern so that it may be viewed by the user. 
Both of these should ideally be able to be performed in :s 1/20 s for real-time graphics. The 
calculations, however, could be pre-computed for large data sets. In the following, each of 
these two requirements is considered in turn. 
The calculation of computer-generated holograms 
Physically generated holograms of real objects have a very fine fringe pattern ('" 1000 fringes 
per millimetre (Lucente 1993». If this resolution were to be replicated in, for example, a 
10 cm x 10 cm hologram, 1OlO points would be required. Further, the calculation of each point 
in the hologram plane involves a contribution from each point in the object data set (Hart and 
Dalton 1990). 
The large amount of information that must be processed is one of the main difficulties in 
employing computer-generated holography as a display technique. It was quickly realised in 
the late 1960s that for computationally generated holograms to be feasible as video displays 
the transmitted bandwidth needed to be substantially reduced (Leith et al. 1965). This 
reduction in information also reduces the total computation time required for each hologram 
frame. Fortunately, it is possible to eliminate much of the information present in laser 
holograms by taking account of the visual system of the user. The eye, being offinite aperture, 
cannot appreciate the resolution presented in a conventional hologram (and, for graphics 
displays, the underlying data may not support it anyway (Benton 1991», and so the parallax 
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may be sampled more coarsely. Further, vertical parallax is often dispensed with altogether-
this however introduces distortions into the image when it is not viewed at the correct distance 
(Halle et al. 1991). 
Display hardware for computer-generated holograms 
One holographic video display which has been developed (Benton et al. 1993) utilises an 
acousto-optical spatial light modulator to modulate a coherent light input, which at any in-
stant in time forms a partial horizontal strip of the hologram. This is rapidly raster-scanned 
over the image window (St. Hilaire et al. 1992, Benton et al. 1993), This technique is in fact 
similar to the Scophony television scanning system proposed in the 1930s (Robinson 1939, 
Sieger 1939), and reconsidered in the context of coherent light by Karpel et al. (1966). (Hard-
copy hologram output is also being developed (Bains 1993b)). 
An alternative means of physically generating hologram image frames is to reproduce the 
calculated interference pattern in an acousto-optical crystal by an appropriate configuration 
of travelling surface acoustic waves. The transient surface wave pattern is generated by a 
number of electrodes attached to the crystal (Onural et al. 1992, Onural et al. 1994). 
Hoshino and Sato (1991) proposed an interesting technique, whereby the end of an array 
of optical fibres forms the display plane. The relative phase and intensity of each point 
(that is, each fibre) in a hologram of the object to be displayed is calculated and the coherent 
light transmitted by each fibre is modulated accordingly. The combination of the spherical 
wavefronts emerging from each point in the display surface is the same as that which would 
be produced by the hologram interference pattern. 
3.6 Volumetric display systems 
Volumetric displays are those able to create images within a physically three dimensional 
display volume. This is in contrast to other displays, such as the conventional workstation 
graphics terminal and the stereoscope, which cast their image data upon a stationary two 
dimensional planar surface. Since volumetric images physically occupy a 3D space, they 
automatically appear to an observer to be three-dimensional in nature, and special viewing 
glasses are not required to achieve the 3D effect. A further advantage offered by many 
volumetric systems is their ability to provide an all round view of the display volume, enabling 
images to be viewed concurrently by a number of observers from practically any orientation. 
Although many attempts have been made over the course of the last 60 years to develop 
a successful volumetric system (Blundell et al. 1993c), the results have generally been dis-
appointing. This lack of success is due primarily to two factors, Firstly, a lack of input 
images and data. The CRT, a 2D display system, was rapidly developed toward television 
applications as the capture of images via a TV camera provided the necessary 2D input 
(Zworykin et al. 1958). Most of the applications foreseen for volumetric displays, however, 
involve computer-generated data sets, or experimental data arising from scanning or sensing 
techniques that have only recently (over the last two decades or so) become commonplace. 
These often require intermediate computer treatment to transform them into a form suit-
able for visualisation. The main applications for volumetric displays before the 1970s were 
considered to be the display of radar data and possibly satellite orbits. The second factor 
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affecting the utility of volumetric systems proposed in the past was the lack of sufficiently 
rapid electronics to control the presentation of images on the displays. 
There are a range of techniques presently under development to create a display volume 
and to generate visible voxels3 therein (Blundell et al. 1993c, Clifton and Wefer 1993). These 
may be classified, at the coarsest level, either by the parallelism with which the display volume 
is addressed or by the physical means with which the display volume is created (Figure 3.8), 
The former division is less absolute, but is closely related to the important image quality 
parameter of voxel bandwidth. The second classification divides volumetric displays into 
swept-volume and static volume systems, each of which is now considered in turn. 
3.6.1 Swept volume displays 
Swept volume displays utilise the rapid mechanical motion, either translational or rotational, 
of a two-dimensional screen to repeatedly sweep through the display volume. Voxels must 
therefore be addressed when the screen passes through their location in the volume. The 
display volume of such systems is generally created by one of the following techniques. 
• A rotating target screen, usually planar or helical, addressed by electron beams (in 
which case the screen is phosphor coated) or laser beams. 
• The translational motion of a mirror, reflecting a sequence of depth planes, each corre-
sponding to its position in the display volume. 
• The rotational or translational motion of a 2D matrix of LEDs. 
SA voxelis a 3D pixel, or volume element. 
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A rotational screen motion is easier to maintain mechanically, but translational motion can 
reduce the severity of the intrinsic nonuniformities in the display volume (see Chapter 10). 
The screen speed is sufficiently rapid (?: 15 Hz) that the temporal persistence of the visual 
system (see Chapter 2) ensures that all the voxels in the volume are perceived simultaneously, 
and that the screen itself is not perceived by the observer. The maximum image update 
rate is governed by the screen speed; in some swept-volume systems, in which part of the 
screen sweeps through each point in the display volume twice per revolution, the maximum 
animation rate is twice the screen frequency. 
Past ideas for swept-volume displays 
Although swept display volume systems appear to have first been discussed in the 1920's, 
the first attempts at implementation did not occur until the 1940's. Two novel displays from 
this period are illustrated in Figures 3.9 and 3.10. The first of these employs a vibrating 
cathode ray tube (CRT), where the images output to the screen are synchronised, within each 
oscillation cycle, to the position of the tube. Unfortunately, the high mass of the tube would 
make it difficult (and dangerous) to obtain the desirable rapid deceleration and acceleration 
at either end of its oscillation. A more practical attempt to implement a swept volume 
display was proposed by Parker and Wallis (1948) for the visualisation of aircraft radar data 
(Figure 3.10). In this display, the output from two CRT's is cast upon a rotating target screen. 
As with the previous example, synchronisation between screen position and CRT image is 
essential. 
Two of the swept-volume techniques that were investigated in the 1960s are the direct 
ancestors of two of the major volumetric techniques under development today; Coddington 
and Schipper (1962) discussed a system in which a planar electroluminescent panel swept 
through the display volume. The panel served as an active 2D array of addressable voxels, any 
number of which could be activated at any point in the screen's motion. Current embodiments 
of this concept utilise arrays ofLEDs to form the screen. Ketchpel (1963) discussed a swept-
volume system utilising the rapid rotation of a phosphor-coated target screen. Enclosed in 
a spherical glass display vessel, the display volume could be addressed by electron beams. 
Current passive-screen approaches, utilising electron or laser beams, obey essentially the 
same principles as this device. 
Hirsch (1961) described a system in which a planar phosphor-coated screen and two elec-
tron beams, fixed in position relative to the screen, rotated to provide the display volume. 
Goldberg (1962) also discussed a system in which an electron gun co-rotated with the screen. 
As with many other systems designed around this period, the primary application of this 
display was for the 3D visualisation of radar data; the electron beam addressed the screen on 
one side of the axis, and the other side comprised a reference grid. A map was designed to be 
projected from above the display volume onto the opaque base (Figure 3.11). These systems 
are antecedents of several displays currently under development, in which the beam source 
co-rotates with the target screen. 
Unfortunately, the absence of the necessary computer systems for data computation and 
control of the displays generally made it impossible to produce operational systems at this 
time. In this regard, the advent of low cost computer systems in the 1970's improved the 
feasibility of volumetric displays. 
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Figure 3.9 A CRT is mechanically moved in a reciprocating motion in synchronisation with a sequence of2D 
images on the screen which correspond to a range of depth planes. 
Current swept-volume display research 
The Cathode Ray sphere (CRS) is essentially a reincarnation of the technique of Ketch-
pel (1963). A rectangular phosphor-coated planar target screen rotates at;:; 15 Hz and sweeps 
out a cylindrical display volume within an evacuated spherical glass display vessel, as illus-
trated in Figure 4.1. One or more electron guns are arranged around the display volume and 
the deflection and gating of their beams is synchronised to the rotation of the screen. Brief 
bursts of the beams causes excitation of the phosphor and hence when suitably controlled 
lead to the production of voxels separated in the 3D space of the display volume. The all 
glass construction of the vacuum vessel ensures that very little restriction is placed upon the 
viewing angle (Blundell et al. 1994b). This system is discussed in detail in Chapter 4. 
The main alternative to a planar screen geometry is for the screen to take the form 
of a helix. This has been employed in laser-addressed swept-volume displays (Williams and 
Garcia 1988, Clifton and Wefer 1993, Soltan et al. 1992). A helical screen may be addressed by 
one or more radiation sources placed in line with the axis of rotation. With this configuration 
a circular raster scan is possible. However, the surface gradient of the helix increases toward 
the rotation axis, creating a region of high image distortion. This effect is discussed further 
in Chapter 5, and by Schwarz and Blundell (1994c) for the case of a helix extending one side 
of the rotation axis only at any given height. Soltan et al. (1994) utilised a helical screen 
extending the full width of the display volume, permitting each voxel to be updated twice per 
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Figure 3.10 Information displayed on two CRTs is reflected by a rapidly moving mirror so that the data 
appears three-dimensional within the volume swept out by the mirror (after Parker and Wallis (1948)). 
revolution. In this way, an image update frequency of 20 Hz is provided with a 10 Hz rotation 
rate. 
An alternative to the use of electron beams and a phosphor-coated screen is to employ 
laser beams to address a rotating translucent target screen (Brinkmann 1983, Williams and 
Garcia 1988, Clifton and Wefer 1993, Soltan et al. 1992). Whilst laser beams cannot in 
general be deflected as rapidly as electron beams, the provision of multiple voxel colours may 
be achieved more readily than in electron beam systems by utilising the appropriate frequency 
lasers to address the display volume (Soltan et al. 1994). Further, while it is advantageous 
to employ a soft vacuum to remove any low frequency noise due to the screen rotation, a 
hard vacuum such as that required for electron beams to propagate is unnecessary. The soft 
vacuum requirement has been overcome by Soltan et al. (1994) by attaching the outer edge of 
the helical target screen to a cylindrical sleeve. The trapped air then rotates with the screen, 
greatly reducing the noise. 
Rather than utilising a screen rotating with respect to fixed beam sources, a number 
of proposed systems co-rotate the beam source with the target screen. Recent techniques 
utilising this approach (Bains 1993a, Solomon 1993) typically employ a axially mounted laser 
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Figure 8.11 The screen, base and electron gun rotate together at 30Hz. The range and elevation lines are 
scribed into the glass, and illuminated by means of a red fluorescent lamp (not shown) (after Goldberg (1962». 
source, which is deflected by a mirror rotating with the screen (Figure 3.12). The screen is 
thus always addressed perpendicular to the beam axis, eliminating the regions of extreme 
distortion arising with stationary beam source systems (see Chapters 5 and 6). A system 
described by Shimada (1993) utilises a similar optical path to reflect a sequence of entire 
image slices from a CRT display in place of the laser source (Figure 3.14). 
The vibrating CRT system of Parker and Wallis (1948) has been superseded by the linearly 
moving mirror system (Yamanaka et al. 1988). In this display, the output from a CRT is cast 
upon a vibrating mirror angled at 45° to the CRT face (Figure 3.13), and the inertia of the 
moving components is minimised to enable linear velocities to be achieved throughout most 
of the screen's movement range. However, the most prolific display technique of this type 
employed to date uses a varifocal mirror to reflect a series of CRT images (Traub 1967, 
Rawson 1968, Rawson 1969, Harris et al. 1986). The mirror is constructed from a flexible 
membrane attached to the front of a conventional loudspeaker. The focal length of the mirror 
varies as a low frequency signal is applied to the loudspeaker, thus enabling a large virtual 
image depth to be achieved by a small amplitude of vibration. This type of display is not 
truly volumetric, but shares common properties with the reciprocating mirror systems. Also, 
this type of system was commercially available during the 1970s and 1980s, chiefly as a 
visualisation aid to medical imaging (Udupa 1983, Harris et al. 1986, Nelson et al. 1988). A 
drawback of this technique is the need to correct, either in software or hardware, for image 
distortions caused by the non-planar mirror surface. 
A 2D CRT tube may be used to project, in synchronisation with the motion of a reflective 
projection screen, a series of slices comprising the volumetric image. This enables a large 
number of points to be displayed in each image refresh, and avoids the need to control a 
radiation beam. However, the image on the CRT must fall on the screen at aU positions 
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Figure 8.12 If the beam source is co-rotated with the target screen, as depicted here, then the screen is always 
at the most favourable to the optical axis ofthe beam source. The dead zones discussed in Chapters 5 and 6 do 
not therefore arise. 
through the display volume. This is easily achieved in the case of a varifocal mirror, as 
the physical vibration amplitude is small and the CRT screen position may be constant. 
Yamanaka et al. (1988) utilise a mirror moving at 45° to the CRT face, and display the image 
slice in that portion of the screen currently reflected to the viewer by the mirror (Figure 3.13), 
Shimada (1993) utilises a sequence of mirrors to affect a co-moving projection onto a rotating 
planar screen (Figure 3.14). In the case of a helical screen, a static CRT tube can project 
image slices from an axial position above the display volume (Williams and Donohoo 1991). 
An anamorphic lens co-rotated with the screen can be employed to ensure that all positions 
on the screen are in focus. 
Another means of reflecting a sequence of image slices at various depths to a viewer is to 
use a stack of electronically switchable mirrors (Figure 3.15). In this system, the mirrors may 
be in transparent or reflecting mode, so by electronically switching the modes of the layers in 
sequence, the 2D slices comprising the volumetric image may be sequentially reflected to the 
viewer (Meacham 1986), 
Rather than utilising a passive target screen, in some swept-volume systems the screen it-
self is composed of a 2D array of active image elements, such as light-emitting diodes (LEDs), 
following the ideas of Coddington and Schipper (1962) and Jannson et al. (1979). While 
removing the need for a beam deflection subsystem and greatly improving the facility for par-
allel voxel activation, these systems are as yet capable of only low resolutions (Solomon 1993, 
Kameyama and Ohtomi 1993). Both rotational (Solomon 1993) and translational (Kameyama 
and Ohtomi 1993) screen motions are under investigation. In the case of translational motion 
it is convenient to approximate as closely as possible a linear screen motion in the display vol-
ume to facilitate the provision of uniformity in image brightness and voxel density (Yamanaka 
et al. 1988). 
Another idea that has been proposed is the rapid rotation of a convex lens to refract light 
from a source matrix (for example, a CRT or LED array) into a volume location depending 
upon the lens angle (Fajans 1992, Williams and Donohoo 1991). 
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Figure 8.18 A sequence of depth planes displayed on the CRT is re1iected to the viewer(s) by the reciprocating 
nllrror at an angle of 45° (after Yamanaka et al. (1988», 
3.6.2 Static volume displays 
While swept volume systems are closer to commercial realisation than those of the static type, 
it is desirable from a reliability standpoint to remove the moving component provided by the 
screen. Such systems are expected to be more robust, and the fact that the image refresh 
frequency is no longer dictated by a moving screen will allow subliminal image flicker (and 
therefore eye strain) to be more easily reduced. The physical process by which the voxels are 
generated will however place its own constraints upon image quality and refresh frequency. 
Methods developed for the generation of visible voxels within a static, transparent display 
volume are typically one of the following types. 
• A suitable material in which fluorescent voxels may be generated at the intersection of 
two invisible (IR) laser beams . 
• A 3D transparent matrix of individually addressable voxellocations. 
Stepwise excitation of fluorescence 
The two step excitation offluorescence process may be illustrated by the energy state diagram 
in Figure 3.16. The electronic transitions occur between three discrete energy states, denoted 
II}, 12} and 13} (in order of increasing energy). The system may be excited to state 13} by 
the sequential application of radiation resonant with the transitions 11) -+ 12) and 12} -+ 13} 
respectively. Visible light is produced by the subsequent fluorescent decay from 13} back to the 
ground state II}. For display system applications, the two pumping radiation sources should 
be nonvisible (usually infrared) and the fluorescence should occur at a suitable frequency 
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Figure 8.14 'l'he image data for each of a sequence of radial slices is displayed on a fixed CRT at an angle 
corresponding to that of the rotating screen. As in Figure 3.12, the co·rotating mirror sequence ensures that 
the slice is always projected onto the screen from a perpendicular position (after Shimada (1993)). 
in the visible region of the spectrum. To date it has proved difficult to identify a medium 
exhibiting the required upconversion properties with adequate voxel brightness (quantum 
efficiency) and decay lifetime characteristics (Verber 1977). 
The stepwise upconversion phenomenon was originally discovered by Fuchtbauer (1920) 
in mercury vapour. In the early 1960s this property was investigated for possible application 
to volumetric displays (Zito 1963, Zito and Schraeder 1963, Fajans 1964). The large number 
of well-defined energy states in rare-earth ions makes them particularly suitable for this 
application, and Lewis et al. (1971) proposed a display system based upon erbium ions (Er3+) 
doped into a calcium fluoride crystal (see also Brown and Waters (1969), Lewis et al. (1974)). 
However, in this embodiment the display volume is, by nature ofits crystalline construction, 
very limited in extent and so current work centres on doping rare-earth ions into glass. 
Recent research in two-step resonant up conversion has employed Pr3+ doped ZBLAN glass 
using pumping laser beams with wavelengths of 1064 nm and 840 nm (Downing et al. 1994). 
Experimental studies on the two-step excitation of fluorescence process have been carried 
out with chlorine and bromine vapour (Briggs and Norrish 1963) and iodine monochloride 
vapour (Barnes et al. 1974). There is no record of any images other than isolated voxels 
being generated with these techniques. However, developments in materials science and 
computing technology over the past two decades have lead to renewed attention to this area 
(Soltan et al. 1992). The two step excitation offluorescence is considered further in Chapter 9. 
Display devices based upon this process may utilise two deflectable laser beams controlled 
so as to intersect at the voxellocation (Figure 3. 17(a)). However, an alternative technique is to 
employ two perpendicular arrays of small laser diodes. This greatly increases the parallelism 
of the display (that is, enables a number of voxels to be generated simultaneously), but 
reliability problems may occur due to the large number of beam sources employed. One 
possible implementation is illustrated in Figure 3.17(b); a 2D array provides the x and y 
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Figure 8.15 A stack of electronically switch able mirrors enables slices of data from a range of depths to be 
sequentially presented to observers, so that a volumetric image is perceived (after Meacham (1986». 
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Figure 3.16 The two-step excitation offtuorescence process. 
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location, with a 1D array offan lasers fixing the z position. To ensure the display volume can 
be addressed to a sufficiently high resolution, each of the beam sources may be required to be 
deflectable over a small range. 
The stepwise excitation process may occur in more complicated energy state relationships, 
enabling ultraviolet instead of, or as well as, infrared radiation to pump the fluorescent 
transition. Up conversion to visible light may also occur via nonlinear, or simultaneous two-
photon absorption, processes across a single energy gap, with a virtual intermediate electronic 
state. This has been recently investigated in connection with 3D optical computer memories 
(Hunter et ai. 1990, Parthenopoulos and Rentzepis 1990). 
A related concept was proposed by Howell (1952), in which fluorescence was to be excited 
at the intersection of two electron beams in a chamber of low pressure nitrogen gas. Each 
beam by itself does not impart sufficient energy to produce visible fluorescence. A related 
idea utilises a cloud of phosphor particles as the fluorescent medium (Rowe 1977). 
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Figure 3.17 Two deflectable beams (a) may be replaced by perpendicular arrays of laser diodes (b). For 
example, fan lasers could address the required plane in one dimension, and a perpendicular 2D array of lasers 
could provide the location in this plane. In practice, it is unlikely that lasers could be procured small enough to 
yield a sufficiently high degree of addressability of the display volume, unless each laser was responsible for a 
small region of the volume, as opposed to a single point. 
3D voxel arrays 
The main alternative to radiation upconversion processes such as the stepwise excitation of 
fluorescence is to compose the display volume of a static 3D array ofvoxel elements. Systems 
employing arrays of small light bulbs with interconnecting wires, or utilising a gas discharge 
between adjacent rows and columns have been proposed (Fryklund 1956, Balasubramonian 
et al. 1981). However, the resolution, addressability and transparency of such display volumes 
tended to be below the standard required of a feasible display device. 
A system currently under development may overcome these limitations to a large extent by 
employing a 3D array ofvoxel elements, namely nuggets ofUV cured optical resin doped with 
an organic dye (MacFarlane 1994). The display volume is fabricated by stacking vertically a 
number of2D voxel arrays, formed by mating the voxel elements to transparent planar glass 
micro sheets. By filling the gaps with a refractive index matching solution, the display volume 
is completely transparent when no voxels are addressed. Each voxel element is pigtailed to 
an optical fibre, via which it may be pumped into visible fluorescence by ultraviolet light. The 
colour of the fluorescence depends upon the organic dye employed. This system may permit 
parallelism to be maximised-all voxels being activated simultaneously. 
Generation of opaque voxels 
All the above techniques, both swept and static volume, generate translucent voxels. The 
ability to generate opaque voxels would greatly facilitate surface representation and thus 
increase the range of applications of volumetric systems. This would probably involve a 
photo chromic or thermo chromic change in the reflection spectrum of the material at the 
intersection of two beams as in the stepwise excitation process (Adamson 1971, Lewis and 
Adelman 1971), or in the individually addressed voxel elements in a 3D static array display. 
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3.6.3 Summary of volumetric display system terminology 
The various means by which a display volume can be created and voxels can be generated 
will often be referred to in this dissertation. The terminology by which these systems will be 
referred is summarised here. 
Swept-volume displays 
A swept-volume display may be classified according to the type of screen motion, the geometry 
of the screen, and the means by which voxels are generated on the screen. 
Screen motion: • Rotational: screen rotates about an axis, usually symmetrically; 
• Translational screen moves back and forth in a reciprocating 
motion. 
Screen geometry: • Planar; 
• Helical: may be a single sided helix, that is, extending only one 
side of the central axis at any given height, or double sided. 
Voxel addressing: • Passive: the screen is not physically discretised into a finite number 
ofvoxellocations, but a voxel may be generated anywhere on it when 
addressed by a beam of electrons or laser light. Only one voxel (per 
beam) may be generated concurrently; 
• Active: the screen consists of a 2D array of individually addressed 
voxel elements, such as LEDs, any number of which may be ad-
dressed concurrently. 
While in theory any combination of these parameters is possible, certain combinations 
have not been, and are unlikely to be, employed. An example of such is an active helical 
screen undergoing translational motion. Figure 3.18 illustrates those combinations that have 
been employed. 
Static volume displays 
There has been less variation in the methods employed for static volume displays. These are 
usually one of the following types . 
• A material in which voxels may be generated at the intersection of two or more radiation 
sources. A common mechanism in such systems is the stepwise excitation offluorescence; 
• A 3D array of individually addressed voxel locations, any number of which may be 
addressed at each volume refresh. 
3.6.4 Data rates for volumetric displays 
One of the most serious problems with volumetric display systems is their high data rate 
demands. It is beneficial to compare the required data rates of such systems to those of 
conventional computer workstation displays. 
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Figure 3.18 Combinations of screen motion, screen geometry and voxel addressing method for swept-volume 
displays. Th.e ticks denote combinations that have been employed in systems to date, and the crosses denote 
those that have not. 
A system capable of raster-scanning N points per refresh on a square 2D display screen 
with sides oflength f results in a resolution along each axis of N(1/2)/f. If this same hardware 
is used instead to scan a 3D cube with sides of length L (at the same refresh rate) then 
the resolution along each axis is N(1/3)/L, so that the 3D/2D resolution ratio is f/LN(1/6). 
Considering a typical computer workstation with a value of N 106 and a square screen with 
sides oflength f 250mm obtains a resolution ratio of25/L, so that if the 3D display volume 
has edges of length L = f = 250mm then adjacent voxels are 2.5mm apart, as compared 
with 0.25mm in the 2D display-the resolution being lower by a factor of ten (= N(1/6». A 
resolution ratio of unity may be maintained only by reducing the length of the sides of the 
cube to 25 mm. 
3.6.5 Volumetric system components 
Limitations of volumetric systems 
The size of the display volume is limited by a number of factors. In particular, the resolution 
of the display should be independent of the display volume size. That is, the voxel size 
should not increase, nor the addressability of the display volume decrease, if the display 
volume is increased. (Of course, there may be a niche for displays with larger voxels and 
lower resolution, but in general it is desirable to be able to enlarge the display volume whilst 
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Figure 3.19 The geometry determining angular scan range if the display volume is assumed cubic 
maintaining the performance of other image characteristics.) A larger version of the same 
image, at the same physical resolution, requires more voxels. Thus, a larger display requires a 
larger voxel bandwidth to maintain performance in this respect. However, even maintaining 
the same voxel bandwidth with an increased display volume may prove difficult in some 
systems. Consider a display volume addressed by a single beam source. If, as depicted in 
Figure 3.19 the beam source is at a distance D from the nearest face of the display volume of 
volume V (assumed cubic for simplicity), the angular range required of the beam deflection is 
Ll8 2 arctan (~~3) . (3.2) 
Thus, if D remains constant while the volume increases, the scanning range increases via an 
arctangent relationship, as graphed in Figure 3.20. 
A larger scan range generally results in a decreased deflection speed, and therefore a lower 
voxel bandwidth. To avoid this, the entire system (that is, including D) must be scaled up. 
Also, if a given object requires more points in its depiction, then fewer objects may be depicted 
in the display volume. 
The precision required of the beam deflection is that which enables the face furthest from 
the beam source to be addressed to the accuracy desired of the display volume. If p is the 
number ofvoxellocations per unit volume, the total number of resolvable voxellocations is 
N pV. (3.3) 
Now, the precision required in each of the vertical and horizontal deflections is the number of 
points along each axis of the display volume (N I / 3 ) upon the angle subtended by the furthest 
side ofthe display volume. This angle is given by 
( 
VI/3 ) 
Ll8' = 2 arctan 2(D + VI/S) , (3.4) 
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Figure 8.20 Fun scale deflection scan range (in degrees) as a function of the display volume size (for constant 
beam source distance). 
so that the angle 80 to which the beam deflection must be addressable is 
N l / 3 l/3V1/ 3 
60 = -- = --"'----;--------;:-~0' 2 arctan (2(D~:173)) (3.5) 
These considerations apply to displays addressed by a stationary beam source-either 
with a swept volume (such as the eRS) or a static volume (for example, a display based upon 
the two-step excitation of fluorescence). 
It is important to note the effect ofincreasing the size of the display volume on volumetric 
displays in which the display volume is addressed by a limited number of beam sources. If the 
dimensions of the display are scaled up uniformly (for example, doubling the edge length of 
the display volume while doubling the beam source distance D) the voxel bandwidth remains 
constant. However, if the size of the voxels doesnlt change then the depiction ofa given object, 
if also increased in size, requires more voxels. A commensurate advantage is that more detail 
can be depicted. Thus, advantages of increasing the display size are that a greater spatial 
range is available to depict objects of a given size (independent of display size) and that more 
detail may be presented by increasing the size of a displayed object. The disadvantage is that 
when depicting objects without much detail at an increased size a larger number ofvoxels are 
required, effectively lowering the voxel bandwidth. 
Different size constraints apply to volumetric displays that consist an array of individually-
addressed voxel elements, either a 2D array to sweep out the display volume, or a 3D array 
that forms the display volume itself. A rotating or translating array of LEDs has a voxel 
density in the plane of the array that is dependent upon the size of each LED and how 
densely they are positioned. A larger array size with the same voxel density is possible, until 
the number of voxels on the array is sufficiently large that difficulties are encountered in 
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addressing them. 
The voxel capacity of a display consisting of a 3D array of individual voxel locations 
depends upon the number of such elements physically comprising the display volume. In 
practice, this is restricted by the need for each voxel to be connected through one face of the 
display volume to the pumping radiation. The cross-sectional area a of the connections to 
each voxel thus restricts the display volume to 
(3.6) 
where V is the volume of the display and p is the number ofvoxellocations per unit volume. 
The voxel capacity is thus given by N = pV, so that 
(3.7) 
These results assume a point source for each voxel-in practice, the finite size of the voxel 
elements will further restrict the maximum display size and the voxel capacity. 
3.7 Summary 
Based upon the means by which we perceive depth, reviewed in Chapter 2, there have been 
many approaches to the problem of presenting to viewers a greater sense of depth than that 
provided by standard 2D pictorial representations. This facility is very useful in certain 
applications, in the field of scientific visualisation, for example. One method of heightening 
the depth portrayed is to provide each of a viewer's eyes with a slightly different perspective 
on the image, often by means of glasses or headgear. This satisfies the depth cue of binocular 
parallax, or stereopsis, and such displays are known as stereoscopic. 
The realism may be further enhanced when movement of the viewer's head results in a 
changing view of the image. This may be achieved with stereoscopic techniques by tracking 
the viewer's head position, whereas other display methods provide both binocular and mo-
tion parallax without the need for special glasses to be worn. Such displays are known as 
auto stereoscopic. One class of autostereoscopic systems achieve the 3D effect by depicting 
the images within a physically 3D display volume, so that many depth cues are automatically 
satisfied. These systems are known as volumetric displays. The display volume may be cre-
ated by the rapid motion of a 2D surface, or consist of a 3D gas or solid within which isolated 
voxels may be generated. 
Chapter 4 
THE CATHODE RAY SPHERE SYSTEM 
The purpose of computing is insight, not numbers, 
Richard Hamming 1915-
The Cathode Ray Sphere (CRS) is a volumetric display system which enables 3D images to 
be depicted within a spherical glass vessel (KetchpeI1963, Blundell and King 1991, Blundell 
and Schwarz 1992, Blundell et al. 1993b, Blundell et al. 1993a, Blundell et al. 1994b). The all 
glass construction of this system permits images to be viewed from practically any orienta-
tion. Furthermore, the images may be viewed naturally without requiring observers to wear 
perception aids such as filtered glasses, 
The majority of the work presented in this dissertation is concerned with the CRS system, 
although in many cases it is also applicable to other swept-volume displays. In this chapter, 
the CRS display system is discussed in some detail, so as to provide a necessary background for 
subsequent chapters. The operating principles of the eRS, including the requisite electron 
beam and vacuum technology, are outlined in §4.1-4.4. The basic data transformations 
involved in accurately generating volumetric images in the CRS display volume are presented 
in §4.5. For completeness, the hardware controlling the interface between the software and 
the display vessel is outlined in §4.6, although the author's work is primarily theoretical and 
the hardware construction and design details are not part ofthe original work detailed in this 
dissertation. Following an outline of the various CRS prototypes constructed to date (§4.7), 
some considerations by the author on a four-colour CRS unit are discussed (§4.8), and current 
developments on the CRS system are indicated (§4.9). 
4.1 Principle of operation 
A display volume is created by the rapid rotation of a phosphor-coated rectangular glass screen 
within an evacuated glass sphere, providing, in effect, a cylindrical volume of addressable 
phosphor (Figure 4.1). Three-dimensional images may be generated within this volume by 
controlling the gating and deflection of an electron beam so that each voxel is generated as the 
screen passes through its location in the volume (Blundell and Schwarz 1992). A sufficiently 
rapid screen rotation rate (;:;: 15 Hz) removes much of the image flicker (see §2.2) and ensures 
that the observers' persistence of vision integrates the light from all the voxels in each refresh 
so that a physically three-dimensional image is perceived. In view of the rapid motion of the 
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Figure 4.1 Principle of operation of the eRS. The planar screen rotates rapidly around the vertical axis, 
creating a cylindrical display volume. Voxel B is being generated by an electron beam pulse from the electron 
gun. VexelA was generated earlier in the rotation. 
electron beam, the phosphor must have a high conversion efficiency so as to ensure adequate 
image brightness, and a short persistence time to avoid the formation of visible trails due to 
the screen rotation. In the monochrome prototypes constructed to date, green P31 phosphor 
has proved most suitable, although the less efficient P5 offers improvements in the decay time 
(TEPAC 1987) and provides advantages in terms of bonding (von Ardenne 1939). 
In the case of animated image sequences, a modified image may be output for each revo-
lution of the screen. The screen rotation frequency therefore determines the maximum rate 
at which a sequence ofimages may be displayed. 
While only one electron beam is normally required to excite the phosphor for the generation 
ofvoxels (Martin 1986), difficulties arise in addressing the screen accurately when it lies at.an 
acute angle to the electron gun's optical axis. The voxels themselves also become elongated, 
giving rise to regions of image degradation known as dead zones (Figure 4.2). This may be 
overcome by the use of multiple guns, arranged in such a manner so as to ensure that at 
least one gun is able to write to the screen at any time and that their respective dead zones 
do not overlap (Figure 4.3), The nature and severity of the various effects which exacerbate 
image distortion at such angles are discussed more fully in Chapters 5 and 6. An interesting 
alternative to the use of multiple guns is to co-rotate the beam source with the screen, as 
discussed in §3.6.1. 
4.2 Electron guns 
Electron beams provide a rapidly-deflectable directed energy source for the generation of 
voxels on the CRS target screen. An electron beam is generated, focused and directed by 
means of an electron gun (Martin 1986, Moss 1968). Following a brief outline of the relevant 
background physics governing the interaction of electrons with electromagnetic fields (§4.2.1), 
the operation of the electron gun and means of beam control is discussed (§4.2.2-§4.2.8). 
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Figure 4.2 Horizontal cross-section of a typical dead zone on the CRS. The various effects giving rise to such 
regions are discussed in Chapter 6. 
Plan view of 
display volume 
gun 1 
Figure 4.8 The Mark II CRS prototype features two electron guns positioned 1200 apart on the equator of the 
spherical display vessel. Each addresses the display volume only when the screen lies outside its respective 
dead zone region. Ail depicted here, the gun indicated by the shading addresses the shaded portion of the 
display volume, and the other gun addresses the other half of the volume. 
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CRS prototypes to date 
Prototype Number of Position of electron guns Vessel construction 
electron guns 
Mark I Three Equatorially mounted Stainless steel, three 
windows for viewing 
Mark II Two I Equatorially mounted Glass sphere 
Mark III Three 30· below equator Glass sphere 
Table 4.1 Basic features of the three types of CRS constructed to date. 
4.2.1 Forces on electrons 
Effect of electric and magnetic fields 
The motion of electrons in electrostatic and magnetostatic fields E and B is given by the 
Lorentz force 
d 
F = dt(mv) = -e(E + v X B), (4.1) 
where e 1.602 X 10-19 C is the electronic charge and the relativistic mass m = ,mo, in 
which, is the Lorentz factor and mo = 9.110 X 10-31 kg is the rest mass of the electron. This 
equation is also valid in time-varying fields where E and B are functions of time as well as 
position (Hawkes and Kasper 1989a). 
Acceleration 
The axial velocity V.xial of the electrons in an electron beam accelerated parallel to its optical 
axis is given non-relativistically by equating the kinetic energy gained by the electrons to the 
potential energy provided by the accelerating voltage V, namely 
(4.2) 
(4.3) 
This assumes that the initial electron velocities are zero, a reasonable approximation when 
the distribution of electron velocities is not of interest (Hawkes and Kasper 1989a, p.20). 
For accelerating voltages greater than about 10kV the relativistic mass of the accelerating 
particles increases as the Lorentz factor begins to deviate appreciably from unity. This causes 
the electron velocities to be lower than that predicted by Eq. (4.3), as illustrated in Figure 4.4 
(von Ardenne 1939). The final electron velocity depends only upon the accelerating voltage, 
that is, the acceleration is independent of the distance over which the potential change occurs. 
Electron lenses-focusing 
A focusing action is provided by a lens comprising three cylindrical electrodes as illustrated 
in Figure 4.5(a). The outer two electrodes are maintained at a voltage Vi, while the central 
electrode has a voltage V2 =F Vi. The equipotentials are therefore curved, forming either a 
divergent or convergent lens. No overall acceleration is provided, as the initial and final 
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Figure 4.4 The non.relativistic approximation to the velocity of an accelerated electron (dashed line) is valid 
for accelerating voltages lower than'" 10 kV. The actual relativistic velocity is graphed as the solid line. 
potentials are the same. This type of lens is known as an einzel or unipotential lens, and its 
action is analagous to that of a light-optical lens sequence. The focusing in an electron gun is 
achieved by this method (see §4.2.5), The light optical analogues to einzellenses with Vi! > Vi 
and V2 < Vi are indicated in Figure 4.5. In each case, the overall effect, for any electrode 
geometry, is a converging action (Klemperer and Barnett 1971). 
A second type of lens consists of two electrodes, and may accelerate or decelerate the 
electrons, depending upon the relative values ofthe two potentials. For example, as illustrated 
in Figure 4.5(b), if Vi! > Vi an acceleration is provided. An overall converging effect also 
results, becoming greater with the distance between the electrodes. This effect is important 
in post-deflection acceleration in CRTs (see §4.2.7). This type oflens is known as an immersion 
lens. Accelerating lenses always converge the electron beam overall. As the electrons enter 
the lens field, they are subject to a force with the radial component toward the optical axis 
(Figure 4.5). As they leave the lens field, the radial component acts away from the optical 
axis but, having a greater velocity due to the acceleration, the electrons are subject to this 
force for a shorter period of time and so the converging action on entering the lens dominates. 
Hawkes and Kasper (1989b, ch.35) discuss electron lenses in more detail. 
4.2.2 Electrode layout and voltages in the electron gun 
The electrode layout of a typical electron gun is illustrated in Figure 4.6. The electrons are 
generated at the cathode, and accelerated by a positive potential at the anode. The beam is 
focused by a lens formed by the anode and the focus electrode, then deflected so as to impinge 
upon the target at the desired location. Each of these subcomponents of the electron gun are 
discussed in turn in §§4.2.3-4.2.8. 
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Figure 4.5 (a) Cross-section of a three electrode lens, rotationally symmetric about the optical axis with 
the equipotentials indicated schematically by the dotted lines. The voltage Vl oftbe outer electrodes is often 
determined by other considerations, snch as the acceleration voltage in electron guns. The single 'free' potential 
l'2 therefore determines the focal properties of the lens. As illustrated here, V2 > Vl. the equipotentials 
indicated by dotted lines. (b) Cross-section of a two-electrode lens with V2 > Vh resulting in the electrons 
being accelerated as well as being converged by the lens. The four arrows with the equipotentials indicate the 
direction of force on the electrons. Since the electrons have a higher velocity leaving than they do entering the 
lens, the divergent force has less effect and the overall effect is one of convergence. 
The CRS currently uses guns oftype 3k5U or CE406S. Typical operating voltages for the 
CRS are depicted in Figure 4.6; the potentials on all electrodes other than the anode are below 
zero, in order that the deflection amplifiers operate in a range where the minimum deflection 
voltage is 0 V. This range is typically 0-700 V on the CRS, so that the anode potential is 350 V 
and the cathode is at '" -4kV. 
This is in contrast to a standard television configuration (Martin 1986, Sherr 1979), where 
the cathode is generally maintained at approximately 0 V and the deflection system is mag-
netic. Further, in most CRTs the screen itself is maintained at the anode potential (or above, 
for post-deflection acceleration (discussed below)); this is difficult to achieve on the CRS, due 
to the screen rotation. However, coating the inside surface of the spherical display vessel in 
a conducting material and maintaining this at the anode potential may be possible (see §4.9). 
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Figure 4.6 Schematic illustration (cross-section) of an electron gun of the type used in the CRS (after Mar-
tin (1986, Figs.l,4)). 
Figure 4.7 Oxide-coatedcathode (after Martin (1986, Fig.11)). 
4.2.3 Electron generation at the cathode 
Electrons are generated by heating a cathode maintained at a certain potential relative to 
the mean (anode) voltage of the electron gun. The guns used in the CRS have oxide-coated 
cathodes. These typically consist of a nickel substrate with a coating of barium or strontium 
oxide (Martin 1986). A good compromise between emissivity and lifetime is obtained when 
the cathode is operated at a temperature of approximately 1100 K (Marlin 1986). An oxide-
coated cathode is illustrated in Figure 4.7. Tungsten cathodes are also available, but these 
have higher manufacturing costs, and operate at a higher temperature, typically"" 1300 K 
The beam current is limited by both space-charge and temperature. The maximum cur-
rent density which can be drawn from the cathode is restricted by space-charge considerations 
in accordance with the Langmuir-Child law (Marlin 1986, Child 1911, Compton and Lang-
muir 1930, Langmuir and Compton 1931, Hawkes and Kasper 1989b). For a planar cathode 
surface, the space-charge limited current density Jsc is given by 
_ 4co~e V3/ 2 
Jsc - --12 ' mo J 
(4.4) 
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=> Jso (4.5) 
where V is the accelerating (anode) potential in volts, L is the cathode to anode distance in 
metres, and eO = 8.854 x 10-12 F.m-I is the pennittivity offree space. 
The maximum emission current at a given temperature T is given by the Dushman-
Richardson law (Martin 1986, Hawkes and Kasper 1989b): 
41Tmo e k2T2 (_ e¢> ) 
ha B exp kBT ' (4.6) 
= (1.2 x 106)r2 exp ( -11600~) (4.7) 
where kB 1.381 x 10-23 J.K-I is Boltzmann's constant, h 6.626 x 10-34 J.s is Planck's 
constant, T is the temperature of the cathode in degrees Kelvin, and ¢> is the work function of 
the emitting surface at T in electron-volts. (The original work in this area (Richardson 1903, 
Richardson 1914, Dushman 1930) is discussed by Appleton (1942, ch.3).) In practice, the 
maximum temperature-limited current obtainable will be slightly lower than that given by 
Eq. (4.7), namely J JT(l- r), where r is a reflection coefficient depending upon the cathode 
construction. 
Typical parameter values for the guns used on the CRS are L 0.002m, V = 4000 V, 
T = 1000K and ¢> rv 1, leading to values of Jso rv 105 A.m-2 and JT '" 107 A.m-2 • Thus, in 
practice, the electron beam current density is limited by space charge effects. 
4.2.4 Beam blanking 
The intensity of the displayed voxels may be varied either by altering the time for which the 
beam remains at each voxel location, or by changing the beam current for each voxel. By 
adopting the latter approach, the voxel data may be read from memory at a constant rate (see 
Chapter 7). 
The beam current is controlled by the voltage on the grid electrode, which is positioned 
next to the cathode in the electron gun (Figure 4.6). In order that electrons are not lost to 
the grid, its potential V; must be no greater than that of the cathode. Further, a positive grid 
voltage will result in excessive cathode loading and cause damage to the cathode surface, as 
electrons are drawn from the cathode across the small gap to the grid. The beam current 
is maximised when V; = V,.thode, and decreases as V; is decreased. A graph of the emission 
current I against V; is depicted in Figure 4.8. The current approaches zero asymptotically as 
V; ---+ -00, but there will be a point VgO at which the value is effectively zero. That is, the beam 
current is no longer sufficient to excite visible phosphorescence on the screen. 
With the dot-graphics plotting procedure employed on the CRS (see Chapter 7), the beam 
must at certain times be extinguished (for example, when moving from one location to the 
next, or when addressing 'null voxels,' which have an intensity level of zero. These are 
introduced in detail in §7.1). However, the beam current at which no phosphorescence is 
observed when the beam is being swept across the screen is likely to be higher than that 
required to ensure that null voxels are not visible. When the beam is moving across the 
screen, its rapid motion (rv 10-5 m.s-I ) is such that the time during which the beam impinges 
at any point it passes is sufficiently short ('" 10-8 s in a 1 mm2 region on the screen) that 
little phosphorescence results. For most phosphors, the rise time follows the same law as the 
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Figura 4.8 Modulation characteristic of a triode emission system (after Klemperer and Barnett (1971, 
Fig.9.11)). The shape of the curve is due to the Maxwellian distribution of electron velocities emitted from 
the cathode. 
decay time, so that if the drop-off in fluorescence after excitation is governed by the function 
Ld<=y LoJ(t), the rise time law is Lm. = Lo(l - J(t)) (Martin 1986). If the phosphor is 
governed by an exponential decay, J(t) exp( -t/r), the value of r may be deduced from the 
time for the phosphor to decay to 10% of its peak brightness after excitation. This figure is 
a standard phosphor performance parameter, and for P31 is equal to 118 j.lS (TEPAC 1987), 
yielding r = 51j.ls. Since t/r ~ 10-8/10-4 <t: 1, Lr/so ~ 0 and the luminescence generated 
by the rapidly moving beam is therefore negligible. When the beam remains at a particular 
point for a sufficient time to produce phosphorescence, a lower beam current, and therefore a 
lower grid voltage than is the case for the moving beam, is required. 
A grid voltage 95 V below the cathode potential is sufficient in the case of the 3k5U electron 
guns to visually extinguish the effect of the beam on the phosphor. A range of intensity levels 
('grey scales') is provided within the range 0--95 V by a DAC governing the grid voltage. The 
number of distinct intensity levels required is discussed in §4.8. 
4.2.5 Beam focusing 
Anodes Al and A2 (see Figure 4.6) are maintained at the same voltage VI. while the focusing 
anode has a slightly lower voltage so as to form an electron lens (see §4.2.1). The ratio 
V;/V2 determines the strength of the lens, and thus the focal length of the beam. To minimise 
spherical aberration due to the focusing lens, and deflection defocusingl, the beam diameter 
must be kept as small as possible. To this end, small apertures are incorporated in anodes 
1 Aberrations are discussed later in this section. 
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Figure 4.9 Electrostatic deflection by parallel plates (after Martin (1986, Fig.20)). 
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Figure 4.10 Flared or curved deflection plates are often used in electrostatic deflection systems. 
Ai and A2 to maintain a small beam diameter. However, this arrangement reduces the 
throughput of electrons and thus limits the beam current to 1-10% of the cathode emission 
current. Since the cathode current is generally limited to approximately 1 rnA, the beam 
current reaching the screen will rarely be greater than 50 pA, limiting the spot brightness 
attainable (Martin 1986). 
4.2.6 Beam deflection 
CRT-based devices use either electrostatic or electromagnetic deflection to direct the beam as 
it exits from the electron gun. Electrostatic deflection is achieved by a potential difference 
between two metal plates, giving rise to a uniform field essentially perpendicular to the 
optical axis. This method can give rise to a rapid beam deflection and a high bandwidth. The 
fast response of electrostatic deflection systems is suitable for random-scan devices such as 
oscilloscopes and the CRS. Electromagnetic deflection provides large deflection angles at high 
beam currents, with less deflection defocusing than electrostatic methods. It is, however, 
better suited to raster-scan devices such as television sets or computer monitors, where the 
system essentially operates at a single frequency and the slower rise and settling time of the 
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Deflection plate geometry Deflecting power as percentage of 
theoretical optimum 
plane, parallel 41% 
plane, tilted 75% 
flared 93% 
curved (parabolic) 100% 
Table 4.2 The dependence of the deflecting power of an electrostatic deflection system on the geometry of the 
plates. (After Klemperer and Barnett (1971, p.397); original reference von Borries (1941». These figures were 
calculated for a 1000 e V beam and a plate length of 60 mID. As the plate length is decreased, the difference 
in deflecting power between the different geometries becomes smaller. The electron guns used on the CRS 
currently have flared plates approximately 20 mID long. 
yoke are no disadvantage (Martin 1986). 
An electrostatic deflection unit usually consists of two metal plates positioned symmet-
rically either side of the optical axis. Deflection voltages V ± Vn are applied to the plates, 
where V is the anode (accelerating) voltage. Consider the simple case where the deflection 
plates are parallel (Figure 4.9), so that the deflection field is ED = Void, where d is the plate 
separation. The deflection field will impart to an electron a velocity VD perpendicular to the 
plates. Eg. (4.1), with E (0,0, ED)T and v = (0,0, VD)T, leads to 
-eEDllt 
rno 
(4.8) 
The time Ilt during which the field acts on the electron depends upon its velocity Variol along 
the optical axis, which in tum depends upon the acceleration voltage V. Using Eq. (4.3) and 
the relation Ilt II Vaxiol, the relation 
_e1/ 2 EDl 
(2rnoV)l/2 (4.9) 
is obtained. The deflection angle a is given by a = arctan ( vDlvaxiol) which, with the relation 
ED = Void and Egs. (4.9) and (4.3), leads to 
lVo 
tan a = 2d V . (4.10) 
Attempts to increase deflection by increasing l or decreasing d run the risk of the beam 
striking the plates. For this reason, and to reduce the severity of edge effects, flared or curved 
deflection plates are usually employed (Figure 4.10). As illustrated in Table 4.2, this greatly 
increases the deflection power of the plates. 
4.2.7 Post-deflection acceleration 
There is a trade-off in electron beam systems between deflection sensitivity and trace (orvoxel) 
brightness, which is determined by the beam current density. A higher beam acceleration 
provides a higher beam current and improves the brightness of the display. However, as may 
be seen from Eg. (4.10), the deflection provided by a given field decreases as the acceleration 
voltage increases. This is because electrons of a higher velocity are affected by the deflection 
fields for a shorter period of time. 
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Figure 4.11 Two PDA methods for increasing the deflection sensitivity of the beam. (a) An accelerating two-
electro de lens, with the first electrode at the anode potential, which is maintained lower than is the case without 
PDA to increase deflection sensitivity, and the second electrode, including the metallic coating on the back of 
the screen, at a high potential to increase display brightness. However, the lens has a slight converging effect 
on the beam path and cross-section. (b) An accelerating lens is created between a conductive mesh, maintained 
at the anode potential, and a coating on the sides and end of the tube. This lens has a slight diverging effect on 
the beam. 
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A technique which allows this restriction to be circumvented somewhat, and often im-
plemented in CRTs, is Post-Deflection Acceleration (PDA). The electron gun anode supplies 
only a small acceleration to the beam~ so that a high deflection sensitivity may be achieved. 
Most of the beam acceleration is provided after the beam has been deflected. Two common 
implementations ofPDA are illustrated in Figure 4.11. 
One method consists of a large accelerating two-electrode lens (Figure 4. l1(a». A cylindri-
cal electrode immediately following the deflection region has the same potential as the anode. 
A potential gradient is established by applying a higher voltage to a conductive (usuallyalu-
minium) coating on the screen at the end of the tube. A disadvantage of this technique is 
a reduction in deflection sensitivity due to the converging effect of the lens on the electrons; 
however, this decrease is smaller than the increase obtained by deflecting the beam at low 
speed, so an overall improvement in deflection sensitivity is obtained. In order to reduce 
the converging effect of the PDA lens, a spiral resistive coating is often applied to the tube 
between the two voltages (Martin 1986). This provides a linear increase in the voltage on the 
sides ofthe tube between the two electrodes. This extra constraint on the boundary conditions 
ensures a more linear (that is, less converging) potential gradient than is the case without it. 
The converging action of the lens also acts on the beam itself, increasing the spot brightness. 
A second method utilises a potential increase between a dome-shaped mesh positioned 
over the end of the electron gun and a coating on the screen and the inside of the tube 
(Figure 4. l1(b». This technique not only provides acceleration to the beam, but also supplies 
a further deflection amplification (Martin 1986). The mesh is maintained at the anode voltage, 
and the tube coating voltage may be as much as ten times higher-a greater acceleration than 
is possible with the technique discussed above. However, the divergent field in this case also 
increases the spot size, and 20-40% of the beam current is lost as the beam passes through 
the mesh. 
PDA has not as yet been implemented on the CRS. The first method would result in a 
divergent field at the end of the gun cones, and the angle of the screen would further distort 
beam trajectories if the screen was maintained at a high potential relative to the cone. A 
method closer to the second technique may be possible, utilising a domed mesh at anode 
potential, and coating the entire spherical vessel in a transparent conductor maintained at 
a higher voltage (see §4.9). At present the lack of PDA provides a limitation on the voxel 
bandwidth, due to the time that the beam is required to remain at each voxellocation in order 
that the images are sufficiently bright (see §4.5.2). 
4.2.8 Aberrations 
Ideal focusing and deflection properties of electron optical systems correspond to a paraxial 
or first-order solution to the geometrical imaging equations (Hawkes and Kasper 1989a). The 
ray equations, describing the electron trajectories, are valid for rays that remain close to the 
optical axis, and maintain a gentle slope. In practice, the imaging properties of the system 
deviate from the ideal case, and aberrations of the system must be taken into account. The 
largest effect is due to the third order aberrations, which may be derived by retaining higher 
order terms in the series expansion of the field about the axial potential 
Much research has been undertaken, since the nascent days of electron optics in the 1930s, 
in the study of third and higher order aberrations (Hawkes and Kasper 1989a). The recent 
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Figure 4.12 Aberration effects in electron optical systems. (a) Spherical aberration; (b) Coma; (c) Astigmatism; 
(d) Field curvature. 
advent of powerful computer packages for the accurate numerical computation of potentials 
throughout an electron optical system has enabled accurate ray-tracing and facilitated system 
design. In particular, if the system is not accurately modeled by one of the simple and 
mathematically tractable cases, or requires correction of higher order aberrations, then such 
a package is essential. However, a brief discussion of the major aberrations is useful to provide 
an understanding of the nature and effect of the major deviations from first-order behaviour. 
In addition to these geometric aberrations, there are also degrading effects due to the 
spread in energy in the beam (chromatic aberrations) and to the electric charge within the 
beam (field-effect aberrations). 
An electron gun involves an electrostatic round lens (circularly symmetric about the op-
tical axis) to focus the beam, and two perpendicular electrostatic deflectors. The geometric 
aberrations, where each electron trajectory is treated as a ray and electron charge and velocity 
are ignored, are as follows . 
• Spherical aberration. The beam consists of a bundle of rays about the optical axis, and 
those rays furthest from the optical axis are converged more strongly, and recross the 
optical axis before reaching the ideal imaging plane (Figure 4.12(a»). As a result, the 
image spot is blurred. This effect may be reduced by limiting the beam's radius via an 
aperture-the radius of the resulting spot is proportional to the cube of the aperture 
radius. 
• Coma. So named because a point source is imaged as comet-shaped. This occurs when 
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Figure 4.13 Distortion of the beam direction. A regular square is distorted outward, (a), or inward, (b), 
depending upon the sign of the aberration coefficient. 
the object is off-centre, and rays of larger radii from the centre of the beam are imaged 
further from the optical axis than are rays from the centre of the beam (Figure 4. 12(b ». 
• Astigmatism. This occurs when the focal length in one plane through the optical axis 
is different than that in another. In round lenses, this corresponds to a deviation from 
rotational symmetry (Figure 4.12(c». 
• Field curvature. Distorts the image of a point to a circle. So named because the object 
would be sharply imaged on a concave, rather than planar, image surface if this was the 
only aberrative effect (Figure 4.12(d». 
• Distortion. Rather than blur the image point, this effect distorts the relative directions 
of the rays (Figure 4.13). 
The total geometric aberration is obtained mathematically by a vector addition of each of the 
component effects from focusing and deflection. 
Chromatic aberrations arise from the fact that the electron beam is not rigorously mo-
noenergetic. The thermionic cathode emission process and small fluctuations in the voltage 
supply give rise to a small energy spread, typically a few electronvolts, in the beam (Hawkes 
and Kasper 1989a). Electrons with a higher velocity will be less affected by the focusing and 
deflection fields, and there will thus be a spread in the electron trajectories, giving rise to a 
blurring ofthe image point. 
A serious effect in electrostatic deflection systems is deflection defocusing. This occurs 
due to the axial velocities of electrons across the beam altering in response to the additional 
deflection potentials (due to conservation of energy considerations). Assuming the beam 
enters the deflection region symmetrically about the optical axis, the axial velocities of the 
electrons on the + Vn side of the deflection region will increase upon entering the deflection 
field to V+ = )1 + rYD/ dV VlUioh where ri is the distance ofthe electron parallel to the deflecting 
field from the optical axis. and electrons on the -Yo side of the deflection region will be slowed 
to a velocity v_ = )1 - ri Vn/dV VlUiol. The electrons with a faster axial velocity will be deflected 
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less strongly, leading to deflection defocusing (Moss 1968). For parallel plates the diameter 
W of the beam at focus is increased by a factor 
(4.11) 
where W. is the radius of the beam entering the deflection region, and L is the distance from 
the centre of the deflection to the screen. The effect is proportional to the beam width and 
to the square of the deflection angle. For the CRS, L is a function of screen angle and voxel 
position, and the effect on voxel size is illustrated in §6.6.2. 
4.3 Vacuum technology 
In order that an electron beam may propagate a sufficient distance to be useful in display 
devices, the vessel must be evacuated to a pressure where the average density of air molecules 
in the display vessel is sufficiently low that the mean free path of the electrons is greater than 
the diameter of the vacuum vessel. 
Pressure 
The number of gas molecules per unit volume is given by 
P 
n(P) = 9.656 x 1018 _ cm-3 , 
T (4.12) 
where P is measured in 1brr2 and T is the ambient temperature in degrees Kelvin (K). 
For example, if a vessel at temperature 300 K is evacuated to a pressure of 10-6 Torr 
8 x 10-9 N.m2), there remain approximately 3 x 1010 molecules per cubic centimetre in the 
volume. At one atmosphere, there are approximately 2 x 1019 molecules per cubic centimetre. 
Mean free path 
The mean free path '- of a particle through a gas is given by 
cm, (4.13) 
where T is the ambient temperature in degrees Kelvin (K), P is the pressure of the gas in 
Torr and {j is the diameter of the gas molecules in centimetres (Roth 1990). For air at 27°C 
the formula 
5 X 10-3 
'-= P cm (4.14) 
may be used (Roth 1990). To obtain a mean free path of 10m = 103 cm requires that the 
display vessel be evacuated to a pressure 5 x 10-6 Torr (= 4 x 1O-8 N.m2). An indication of 
the mean free path for a range of pressures is given in Table 4.3. 
21 'Ibrr 1 mmHg = 1.333 x 1()2 N.m -2 1.333 x 102 Pa (Roth 1990). One atmosphere is 760 Torr, or 10° N.m2 • 
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I Pressure (Torr) I £ (cm) 
(1 atm) 760 7 x 10-6 
500 10-5 
50 10-4 
5 10-8 
5 X 10-3 1 
5 X 10-4 10 
5 X 10-5 100 (= 1m) 
5 x 10-7 10,000 (= 100m) 
Table 4.3 Indication of the mean free path ~ in air at ambient temperature for a range of pressures, based on 
Eq.4.14. 
Vacuum techniques for the CRS display vessels 
The Mark I and Mark II CRS display prototypes are continuously pumped to maintain the 
vacuum. The evacuation is achieved by means of a two-stage process. Initially, a rotary pump 
evacuates the vessel to a pressure of "" 10-3 Torr, whence a diffusion pump, as illustrated 
in Figure 4.14, continues the evacuation to a pressure"" 10-6 Torr. A single stage diffusion 
pump operates by evaporating a suitable pump fluid, such as 'santovac' synthetic oil, from 
the bottom of the pump chamber. The vapour rises and is ejected at a high velocity in a 
downward direction against the edge of the chamber, which is cooled to recondense the fluid 
and prevent backdiffusion of gas and oil molecules. Gas molecules entering the jet from the 
inlet receive downward momentum from the vapour jet and are carried to the part of the 
pump below the jet, where they are removed by a rotary pump (Guthrie and Wakerling 1949, 
Rosebury 1993). The inlet has a series of baffles to ensure that the the gas molecules can 
enter the chamber, but gas molecules that have upward momentum imparted by the jet, or 
stray vapour molecules, are prevented from leaving the pump chamber. Diffusion pumps are 
often multi-stage (for example, a two-stage system is illustrated in Figure 4.14). The top jet 
typically has a large admittance area, giving a high pumping speed. Lower stages have a 
smaller area, resulting in a lower pumping speed across this threshold, but increasing the 
pressure differential across the the threshold at which the jet is stable against back-diffusion 
of the gas molecules (Roth 1990). 
Another type of vacuum pump which has recently become available is the turbo-molecular 
pump (Delchar 1993). These systems are capable of achieving the vacuum required by the 
CRS vessels in several minutes, and eliminate the need for cooling to prevent backstreaming 
as is the case with a diffusion pump. Moreover, the same pump setup can be applied from 
atmospheric pressure (although the efficiency is increased at lower pressures). 
4.4 Phosphor characteristics 
The kinetic energy of the high-velocity electrons is converted into electromagnetic radiation 
(usually, and most usefully for display purposes, visible light) by a phosphorescent material 
applied to the screen. A phosphor is a crystal compound, usually based on Zinc Sulphide, 
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Figure 4.14 Operating principle of a two-stage diffusion vacuum pump. The oil is heated, evaporates and 
moves upward until it meets the baffles and is directed downward and outward, toward the edge of the 
cylindrical vessel, where air molecules from the inlet diffuse into the jet. TIle downward motion of the heavy 
oil molecules induces, by collisions, a downward motion of the air molecules also, which are removed from the 
system by the pump connected to the diffusion chamber. The sides of the pump are water-cooled, inducing the 
oil vapour to recondense and fall down the inside of the pump to rejoin the pool at the bottom. 
that exhibits a band gap "" 2-5 e V in its energy configuration (corresponding to the energy 
of a visible photon), so that when sufficient energy is applied to the material, electrons are 
excited into energy states above the gap (Ozawa 1990). (In general, the energy may be 
from photons of a higher energy than the emitted radiation, such as UV light, from electric 
fields, or from high-velocity electrons.) Some of the excited electrons return immediately 
across the gap to their ground state via a radiative transition, emitting photons in the visible 
region of the spectrum due to the energy difference across the gap. This process is known as 
fluorescence, and typically exhibits decay lifetimes,..., 10-8 s. Other electrons become trapped 
in metastable states above the energy gap, and so remain in the excited state for a longer 
period of time before returning radiatively to their ground states. This process is known as 
phosphorescence, and the typical lifetime may be anywhere from'" 10-6 s to several days. 
For display applications in which the image must be updated several times a second, a very 
short overall radiative lifetime is desired. The spectrum of the emitted radiation depends 
upon the phosphor composition (including the nature and concentration of the dopants) and 
preparation, and occurs at longer wavelengths than the absorption spectrum (the phosphor is 
thus transparent to its own radiation (Sherr 1979». It is usually bell-shaped, and ~ 100nm 
in width (Martin 1986). It is also possible to obtain narrow-band emitting phosphors, based 
on rare-earth doped crystals (Martin 1986). 
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Conversion efficiencies 
The kinetic energy imparted to the screen at each voxel by the beam is 
(4.15) 
where Ib is the beam current (Amps), is the time the beam remains at each voxel (s) and V 
is the acceleration voltage (the distribution electron energy due to the small variations in the 
initial velocities have been ignored). The beam power is thus 
(4.16) 
The response of a phosphor depends upon a number of factors, including the size of the 
individual phosphor particles, the process by which the phosphor is bound to the screen, the 
thickness of the phosphor layer, and the conditions in which it was chemically formed (von 
Ardenne 1939). However, manufacturers specifY measured parameters such as the colour 
and persistence (indicated by the decay time to 10 % of peak fluorescence) under specified 
conditions, such as beam current (TEPAC 1987). 
The radiant efficiency of a phosphor is defined as 
1m radiant flux (lumens) g--- . 
- W; - input power (Watts) , (4.17) 
its value varies from a few ImIW up to 70lmIW for very efficient green phosphors (Mar-
tin 1986). 
The total luminous efficiency of a phosphor depends upon its emission spectrum with 
respect to the photopic response characteristic of the eye (Figure 2. 13(a»; a red phosphor may 
have a higher radiant efficiency than one fluorescing in the green region of the spectrum, 
but the green phosphor is likely to have a higher luminous efficiency due to the increased 
sensitivity ofthe eye at these wavelengths (Sherr 1979). These considerations are important 
in §4.8. 
Choice of phosphor 
The phosphor employed on the CRS target screen must exhibit a high radiant efficiency and a 
short decay time. The former serves to reduce the excitation time required to produce a voxel 
of adequate brightness, and thus to increase the voxel bandwidth of the display (see §4.5.2). 
A rapid decay is essential to minimise the visible effects of trails in the display volume behind 
the voxels, due to the motion of the screen. For example, green P-31 phosphor is the usual 
choice on the monochrome CRS prototypes, and decays to 10% of its maximum brightness in 
118 JLs (TEPAC 1987). At a rotation frequency of 20 Hz, the edge of the screen (worst ease) 
travels ~ 0.2 rom in this time. However, in dark ambient conditions trails may still be seen 
due to the tail of the decay curve. This one effect that worsens as the display volume is 
enlarged. As the screen radius increases, the tangential distance travelled by the screen in 
this time also increases. 
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4.5 Data considerations 
4.5.1 Coordinate transformations 
Information to be displayed on a volumetric system is conveniently described in terms of 3D 
rectangular coordinates 
(4.18) 
or {X, y, z}. In order that a collection of such points (either experimental data or computer-
generated image primitives) be reproduced in the display volume of the eRS, the points are 
transformed into cylindrical polar coordinates and then converted into deflection coordinates 
ofthe beam. 
The transformations into cylindrical polar coordinates 
{u,O} = {U1 ,U2 ,O}, (4.19) 
where u is the vector denoting position in the plane of the screen (U1 = r ,U2 z), 
U F(ill) , o G(ill) , (4.20) 
are given by 
X2 . I 2 2 (-Xl) U1 IX21 V Xl + X2 , U2 X3, 0 = arctan x;- (4.21) 
The orientation of the ill coordinate system is illustrated in Figure 4. 15(a). 
To a first approximation, the horizontal and vertical deflections may be assumed to be 
independent. While the beam is deflected through a certain angle, a deflection coordinate 
system may be fixed by choosing a reference position along the optical axis. Thus, deflection 
coordinates {a} may be considered to lie in a static reference plane (SRP) which lies perpen-
dicular to the electron gun and passes through the centre of the rotation axis of the screen. 
The transformation into deflection coordinates is thus equivalent to a perspective projection 
onto the SRP. The vector a {at; i = 1,2} H(u, 0) on the SRP at which the beam must be 
aimed to intersect the screen at the correct location are given by the transformations 
D1 U1 cos P cos 0 
D1 cos P + U1 sin 0 ' 
D2U2 cos P - D2U1 sin p sin 0 
D2 + U1 cos psinO + U2 sinp , 
(4.22) 
(4.23) 
where D1 and Ih are the distances along the optical axis of the gun from the a1 and a2 
deflection plates to the centre of the screen rotation axis, and p is the angle of the optical axis 
below the equator (Figure 4. 15(b». 
In the case where the guns are equatorial (p 0) the equations reduce to the form (Blundell 
et ai. 1994b) 
DIU1 cos 0 (4.24) at 
Dl + U1 sinO' 
Ihu2 (4.25) a2 
D2+u1sinO' 
(These are in fact identical in form to the perspective transformations commonly used in 
computer graphics (Hill 1990).) 
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Figure 4.15 (a) Orientation of xyz coordinate system relative to gun position. (b) Side view of CRS indicating 
the angle p. 
In fact, the horizontal and vertical beam deflection angles are not independent, but the 
error in voxel positioning by employing the above transformations is small. However, the 
process of automatically registering the deflections of the beams (see §4.9) will require the 
exact transformations. 
4.5.2 Voxel bandwidth and voxel capacity 
The voxel bandwidth B of the system is defined as being the maximum number of voxels 
which may be output to the display volume per second, and this, given the screen rotation 
frequency I, determines the maximum number ofvoxels that may be generated in the display 
volume each image refresh-the voxel capacity. (However, this parameter in itself provides 
neither a complete nor accurate description of the capabilities of the display. This matter is 
discussed further in Chapter 10.) 
The voxel bandwidth is limited by the time T required to plot each voxel. This is composed 
of the time Tv for which the beam must remain at each voxellocation in order that the voxels 
be sufficiently bright, and the time Tm for the beam to move from one voxel location to the 
next, that is 
(4.26) 
If the image is updated once per revolution, the voxel bandwidth is simply 
1 B= , (4.27) 
leading to a voxel capacity 
(4.28) 
where I is the rotation frequency of the screen, and hence the maximum update frequency of 
the images, With typical values of I = 20 Hz and T = 1 j.lS, the voxel capacity is obtained as 
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N ~ 50,000. Ifmore than one beam addresses the screen at the same time, the voxel capacity 
is given by the generalised formula 
N= BN ... = Nb., (4.29) 
where NbB is the number of beam sources concurrently addressing the display volume. 
The activation time depends upon the accelerating voltage and current density of the 
beam. With an accelerating voltage of""' 3kV, a value of Tv ~ 800ns is sufficient to obtain vox-
els visible under indirect lighting conditions. However, attempts to reduce Tv by increasing 
the accelerating voltage demand increased amplifier output voltage to maintain the deflection 
range. Means by which post-deflection acceleration techniques my be adopted for the CRS are 
therefore under investigation (see §4.2.7 and §4.9). The move time is determined by the re-
sponse of the horizontal and vertical deflection amplifiers. Those employed at present provide 
an output voltage of,..., 350V (required to enable the entire display volume to be addressed) 
at a square-wave frequency up to fa ""' 3 MHz. This results in a full-scale deflection time of 
~ 0.3 J.ls. The move time may be fixed, enabling a regular blanking signal to be employed, and 
yielding a constant value ofT. This technique is presented in detail in Chapter 7. Moreover, 
the plotting is often optimised by a move time smaller than the full-scale deflection time (see 
Chapters 7 and 8); the voxel bandwidth is in practice ultimately limited by the activation 
time, which in turn is limited by the phosphor efficiency and the beam current. 
While serving to illustrate the data rate problems in displaying an extra dimension of 
information, the above analysis fails to take into account several factors. Rather than ad-
dressing all available points at each refresh, the use of a dot-graphics technique (Fuchs 
et ai. 1982, Schwarz and Blundell 1994e) enables a limited number of points to be distributed 
over a range of locations of a resolution higher than that which is currently possible on the 
CRS with a raster-type scan. For example, if the cylindrical CRS display volume may be 
addressed to an accuracy of""' 0.5 mm in each dimension, then the display volume may be 
considered as containing,....., 1.3 X 106 voxellocations, of which approximately 50,000 may be 
addressed in any image frame3 (ifT 1 J.ls). Furthermore, in a volumetric display system all 
points comprising an image need not necessarily be displayed. For example, objects with a 
continuous closed smface need only be represented as such; the interior points need not be 
illuminated. 
Doubling the voxel capacity and screen thickness considerations 
Eqs. (4.27) and (4.28) assume the display volume is addressable for the entirety of each 
revolution. The CRS prototypes constructed to date (see 4.7) have typically used a screen 
that is phosphor-coated on one side only as, if both faces are coated, a voxel generated by 
phosphorescence on one face of the screen incurs significant blurring due to the light being 
scattered by the phosphor on the other. Thus, for half the duration of each screen revolution 
the phosphor-coated side of the screen does not face either of the electron guns, and voxels 
cannot be generated. (However, the entire display volume is addressable, as the screen 
sweeps through it twice per revolution.) In this case, Eqs. (4.27) and (4.28) are halved in 
value. However, if the top and bottom halves of the screen are phosphor-coated on opposite 
number ofvoxels which can be displayed actually depends upon their distribution-the density ofvoxels 
supported by the display volume is an important independent parameter. This is discussed at length in Chapter 10. 
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Figure 4.16 Control system for Mark II CRS, enabling real time animation of displayed images (after Blundell 
et al. (1994a)) . 
sides, then the full voxel capacity is available. In this case, it is of great importance to 
minimise the screen thickness, so as to prevent the voxels in the two halves of the display 
volume being noticeably offset from each other. Accurate colour mixing W1der the scheme 
presented in 4.8 is also greatly facilitated if the screen thickness is negligibly small. Even if 
only one side of the screen is coated, the thickness of the screen may lead to inaccuracies in 
voxel positioning (see Chapter 6). 
4.6 Control hardware 
The control system developed for the Cathode Ray Sphere is based upon a 50 MHz 486 personal 
computer (PC) which performs the coordinate transformations on the component voxels, as 
discussed in §4.5.1. The deflection and intensity data is then passed to a memory card attached 
to the computer bus from which it is clocked out into the display volume. In order to permit 
image animation and user interaction two banks of memory are employed, one of which can 
be updated by the computer whilst the other is output to the display. 
Figure 4.16 provides an overview of the present control system (BIW1dell et at. 1994a) 
which is based upon a custom built control card attached directly to the backplane of the PC. 
This card employs two banks of memory arranged so as to allow one to be updated by the 
computer while the contents ofthe other are being output to the display, thus permitting real 
time animation. Each memory bank consists of four 628128 static RAM chips (arranged as 
128k x 32 bits). 
Once the data is clocked out of memory, it is converted into analogue form and is applied 
to DC coupled deflection plate amplifiers. These were originally based upon MOSFET devices 
and produce a differential output of 700 volts (Theofanous and Tsitomeneas 1987). This 
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Figw'e 4.17 Mark I CRS prototype. 
voltage produces adequate beam deflection given the current display parameters (including a 
beam acceleration voltage of 3 k V). The selection of a 10 bit DAC for the vertical a2 deflection 
and a 12 bit DAC for the horizontal al deflection ensures that voxels are positioned to an 
acceptable accuracy in the region of the display volume addressed by each gun (Schwarz and 
Blundell 1994a). 
4.7 CRS prototypes 
4.7.1 Mark I 
The initial CRS prototype (Blundell and King 1991) consists of a stainless steel display 
vessel with three equatorially mounted electron guns, 1200 apart (Figw'e 4.17). Three glass 
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Figure 4.18 Mark II eRS prototype. 
windows between the gun ports enable the images to be viewed. The screen rotation is 
provided by a motor drive, the torque of which is applied to the screen shaft via magnetic 
coupling through the display vessel. The motor drive is mounted approximately half a metre 
above the display vessel, to ensure the magnetic flux: driving the shaft rotation did not interfere 
with the electron trajectories (it has subsequently been realised that it is unnecessary for the 
separation to be so large). The display vessel is evacuated to a pressure of", 10-6 Torr, and 
continuously pumped so that modifications and adjustments to the screen and electron guns 
may be performed on the system. 
4.7.2 Mark II 
The display vessel of the Mark II prototypes is a glass sphere, with conical glass gun ports 
90 
I I 
I I 
C 5 
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Figure 4.19 On the Mark I1-b prototype, no centre shaft is employed and the screen rotation is applied to 
a clamp on the top edge. The screen consists physically of two panes of glass joined by the clamps along the 
rotation axis. 
(Figure 4.18). This ensures that very little restriction is placed upon the viewing angle. Only 
two electron guns are utilised, and are positioned 1200 apart on the equator of the sphere. 
The vertical axis of rotation is in the plane of the screen, which is coated on one side with a 
phosphorescent material. 
The Mark II-a display vessel (Blundell et at. 1994b) is ~ 300 mm in diameter and con-
tains a 2 mm thick glass screen with sides of length 160 mm. The screen is coated on one 
side with P31 phosphor, which provides a high conversion efficiency and short-persistence 
(TEPAC 1987). The screen rotation is driven using a surplus x-ray tube motor. As with the 
Mark I prototype, constant pumping ensures that a high vacuum (~ 10-6 Torr) is maintained, 
and allows modifications to be performed on system subcomponents. 
A Mark II-b system utilises a slightly smaller sphere (~ 250 mm diameter) and is designed 
to be transportable, though still continuously pumped. Further, the central shaft supporting 
the screen in the Mark I and II-a prototypes has been removed. Instead, the top and bottom 
of the screen are supported by small metal clamps, via one of which rotational motion is 
applied (Figure 4.19). Also, the screen is thinner, ~ 1 mm, for reasons discussed in §4.5.2. 
Other improvements include the use of rare earth magnets to achieve the screen rotation. 
The display volume to display vessel ratio has also been increased. 
4.7.3 Mark III 
The Mark III prototype (Blundell et at. 1993a) will employ three electron guns positioned 
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Figure 4.20 Mark III CRS prototype . 
below the equator of display vessel, which will remain a glass sphere (Figure 4.20). This 
positioning is intended to ensure that the gun ports will be less obtrusive to viewers than the 
equatorial gun ports employed in the Mark II prototypes. Once evacuated, this display will 
be sealed offfrom the evacuation pumps and will therefore be easily transportable. 
4.8 Colour and intensity levels 
4.8.1 A four-colour CRS unit 
Standard CRT devices, such as computer monitors or television tubes, provide colour by 
utilising a shadow mask positioned behind the screen. The mask typically consists of an 
array of round holes, or a series of vertical slits. The screen is coated in a regular pattern 
of red, green and blue phosphor corresponding to the shadow mask, and three electron guns 
are positioned so that each can address, through the holes, only either red, green or blue 
phosphor. For example, if the shadow mask consists of vertical lines, the phosphor dots form 
adjacent vertical lines of each colour. A full colour palette is provided by the appropriate 
mixing of these three primary colours (Hutson 1971). 
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Figure 4.21 Example of placement of different coloured phosphors on eRS screen. The circle denotes a plan 
view of the display volume. 
Such a technique is not feasible on the CRS as the screen is not stationary, and in general 
not perpendicular to the optical axis of the electron gun. However, an alternative method, 
utilising the screen motion, is described in this section. 
If the screen is considered divided into two halves vertically (as in Figure 4.19) then each 
half sweeps through the entire display volume during the course of each revolution. Thus by 
coating each face of the screen with a different coloured phosphor on each side, voxels offour 
different colours (for example, red, green, blue and white) may be positioned anywhere in the 
display volume (Figure 4.21) (Ketchpel 1963). However, to avoid dead zones, three electron 
guns are required (Blundell et al. 1993a). A scheme illustrating which beam addresses which 
screen region to produce each colour at any screen position is presented in Figure 4.22. 
This four-colour technique requires transparent phosphor deposition, otherwise a voxel 
generated by phosphorescence on one face ofthe screen incurs significant blurring due to the 
light being scattered by the phosphor on the other. If transparent deposition is not possible 
only one side can be coated, enabling two-colour images to be displayed. 
A colour screen was trialed on the CRS. The entirety of each face was coated in phosphor, 
one in blue and one in green. Despite the blurring incurred by the non-transparent coatings, 
the provision of colour added significantly to the visual impact of the images depicted. 
It is also possible that colour mixing, by superimposing two voxels at the same position 
in the display volume, will make a full-colour palette possible. However, this requires a high 
degree of accuracy in voxel placement to ensure that two separate voxels are not perceived 
(see §2.2.2). Voxel positioning accuracy in the plane of the screen may be compromised by a 
number of inaccuracies and system component misalignments, but the worst effects are due to 
acute screen angles (Chapter 6). Tangential positioning accuracy is determined by the voxel 
plotting order (Chapter 8). Another important consideration is that of screen thickness. This 
may affect the accuracy in the plane of the screen if it is not accounted for in the deflection 
coordinate transformations (see §6.4), and also contribute to the tangential error. 
4.8.2 Intensity levels 
On a monochrome system, n, voxel intensity levels may be created by providing nB = n, 
gradations in the electron beam current. To ensure linearity, the nonlinear response of the 
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3 
Top view of display volume, indicating screen motion 
2 
Colour assignment on screen 
1 
region addressed by each beam 
screen position 
i beam I beam 2 beam 3 
_30· ~ 30· A/C4 A/CI 
D/C3 D/C2 
30° ~ 90° B ICl B/C4 
E/C2 E/C3 
90° ~ 150· C/C3 C/C4 F/C2 F/Cl 
150° ~ 210· A/C2 A/C3 
D/Cl D/C4 
210· ~ 270· B/C3 B/C2 
E/C4 E/Cl 
2700 ~ 330· C/Cl C/C2 
F/C4 F/C3 
Figure 4.22 A means of displaying voxels of four different colours. The screen is divided vertically in half on 
each face, forming four regions that sweep through the display volume each screen revolution. Each region may 
be coated with a phosphor emitting a different colour, for example red, green, blue and white. The colours are 
denoted CI, C2, C3 and C4 here for generality. The table indicates which beam is addressing which phosphor 
region as the screen revolves. 
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phosphor and the human eye should also be taken into account. 
With a colour system, as described above, the apparent brightness of the voxels should 
be independent of their colour. However, the efficiency with which the different phosphors 
convert the beam energy into visible light will in general differ. Further, the sensitivity of the 
eye depends on the colour of the impingent light. 
If the four regions of the screen (two on each face) are denoted 1, 2, 3 and 4, the radiant 
efficiencies of the phosphor in each may be denoted C-y ,'Y 1,2,3,4 (see §4.4), and the 
transmission efficiencies of the eye to each colour To ,Ii 1,2,3,4. Each of these sets of 
quantities are normalised to the maximum of the set, 
ClIIJll( 1, (4.30) 
Conversion factor products may be defined as 
(4.31) 
In view of Eq. (4.30), these obey the inequality 
(4.32) 
The beam current required to produce a voxel of maximum intensity for each colour will 
thus vary. The maximum beam current will produce a voxel of maximum intensity of the 
colour with the lowest overall conversion efficiency (Knw;,). The other colours will require a 
lower current to produce a voxel of the same apparent brightness, and the colour with the 
highest overall conversion efficiency (Kmu) will require the lowest beam current to produce a 
maximally bright voxel. Since each colour must exhibit nI intensity levels, the beam current 
must exhibit enough intensity gradations to provide nr intensity levels to the brightest phos-
phor. These are spread over a fraction Kmm/ KmllX of the total range in beam current-the total 
number of intensity gradations required of the electron beam is therefore 
(4.33) 
Example: Red, Green, Blue and White phosphors 
The results of the above theory may be illustrated by considering a screen containing blue, 
red, green and white phosphors in its four regions: 
1 White, 2 = Green, 3 Red, 4 = Blue. (4.34) 
The relative phosphor conversion efficiencies depend upon the phosphors in use. A represen-
tative example, however, is (Hutson 1971) 
Cl = 1.00, C2 = 0.36 l lOa = 0.26, C4 = 0.38. (4.35) 
The human eye is most sensitive to broad spectrum white light, and its sensitivity to narrower 
band emissions is greatest in the green region of the spectrum: 
Tl 1.00, T2 = 0.80, Ta 0.50, T4 = 0.42 . (4.36) 
The overall conversion products are then 
Kl 1.00, K2 = 0.29, Ka 0.13, K4 = 0.16 . (4.37) 
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Clearly, l=max and 3=nrin. Thus, 
(4.38) 
The maximum number of intensity levels the human eye can reliably detect is 26 = 64. 
Setting nI 64, then, obtains 
64 
nB 0.13 = 492.3 . (4.39) 
Thus, a 9-bit precision in beam intensity (0 ~ 511) is required to ensure the 6-bit intensity 
gradations are reproduced equivalently by each colour. 
(Note that although C,max == 1 and Tomax == 1, it does not necessarily follow that = 1, as 
'Ymax is not necessarily the same as 6max.) In practice, the intensity performance of the electron 
guns must also be accounted for, to avoid intensity discontinuities in the display volume. 
4.9 Current developments 
One of the major remaining research issues is that of automatic gun registration, namely, 
the alignment of the data depicted by different electron guns. To ensure that undesirable 
discontinuities in the displayed images are eliminated, a high accuracy in voxel positioning 
is therefore required, but mechanical alignment ofthe guns is undesirable-in a commercial 
version of the CRS, this would be a time-consuming and costly exercise. Thus, a system 
enabling automatic alignment between guns to be performed by the controlling computer is 
therefore under development. This is discussed further in § 12.2. 
In order to increase the voxel bandwidth of the CRS, the activation and full-scale deflection 
times of the beam must be further reduced. The provision ofPDA (discussed in §4.2.7) could 
decrease both these parameters. By accelerating the electrons to higher impact velocities, 
the beam current is increased, enabling a shorter activation time to be utilised. Also, by 
deflecting the electrons at a lower axial velocity, a reduced deflection voltage is required to 
provide a full-scale deflection, enabling the construction of deflection amplifiers providing a 
higher frequency output. 
The provision of a three ( or four) colour display requires the transparent deposition of the 
coloured phosphors. The extent to which colour mixing is possible, to produce a full-colour 
display, remains to be determined. Since the voxels are not generally positioned at exactly 
their correct angular location, the separation between the colour components of a voxel must 
be sufficiently small that the eye integrates them to produce the sensation of the desired 
colour. 
4 .. 10 Summary 
The Cathode Ray Sphere (CRS) is a swept-volume volumetric display system. The rapid rota-
tion of a phosphor-coated target screen within a transparent display vessel enables physically 
three-dimensional images to be generated in the volume swept out by the screen. This is 
achieved by addressing the screen with an electron beam, the gating and deflection of which 
is synchronised to the screen's rotation. In practice, more than one electron beam is required 
to avoid undesirable image distortion caused by the beam writing to the screen at excessively 
acute angles. A monochrome CRS display requires at least two electron guns, whereas at least 
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three must be utilised in a four-colour versiono Beam deflection is provided via electrostatic 
deflection. as the screen is not addressed in a regular raster-type scan and the DC component 
of the deflection signal is not zero. Rather, a vector, or 'dot-graphics' technique is employed, 
whereby only the visible voxels comprising the image are written to the display volume (see 
Chapter 7). The display vessel is evacuated to a pressure of,..., 10-6 Torr so that the electron 
beam can propagate. 
Chapter 5 
COMPARISON OF DEAD ZONES BETWEEN 
PLANAR AND HELICAL SCREEN VOLUMETRIC 
SYSTEMS 
I am, Sir, a Brother of the Angle. 1 
Izaak Walton 1593-1683 
Any display system should ideally provide uniform image fidelity throughout the display 
space. However, in a rotating screen system the incidence angle of the beam onto the target 
screen varies with the angle of the screen to the optical axis of the beam source. The more 
acute the beam's incidence onto the screen, the greater the elongation of individual voxels and, 
in general, the greater the inaccuracy in the positioning of each voxel. Regions ofthe display 
volume where these effects are larger than some criterion are referred to as dead zones. These 
regions indicate those parts of the display volume in which beam source misalignments and 
voxel elongation are most detrimental to image quality. 
One means of overcoming this problem is to employ more than one beam source, positioned 
so that each addresses the screen only when it lies outside its respective dead zone. This 
enables an upper limit to be placed on the voxel positioning and elongation errors. The 
number and position of beam sources required to ensure that this criterion is not exceeded 
may be gauged from the location and shape of the dead zones. To this end, the dead zones 
based on the beam incidence angle are presented for both planar and helical screen systems. 
The use of a non-planar screen also leads to some configurations in which parts of the display 
volume are unaddressable because another part of the screen intercedes between the desired 
location and the beam source. These regions, termed shadowing dead zones, are also discussed 
in the case of a helical screen. 
A thorough, quantitative determination of the dead zones arising in the case of a planar 
screen addressed by an equatorial beam source is presented in Chapter 6. In this chapter, 
the dead zones are indicated by beam incidence angle-this provides a good approximation to 
the dead zone regions arising from most misalignments. The dependence of the dead zone in 
a planar screen system on moving the beam source below the equator of the display volume is 
ascertained, and with the helical screen, the effect of moving the beam source to an off-axial 
position is investigated. It is assumed that the beam sources are perfectly aligned; that is, 
l"The Compleat Angler" (1653) pt.1 ch.1. 
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Figure 5.1 Illustration ofthe angle i at which the beam impinges upon the screen, and its relationship to the 
unit vectors s and b. If the incident beam has diameter W, the voxel will have an elongated length V, which 
clearly increases as i increases. 
screen 
there are no misalignments in the position or orientation of the beam source(s). The dead 
zones arising due to misalignments of the beam source are considered in Chapter 6. 
Although angles are considered to be in radians for calculation purposes, they will often 
be quoted as degrees in the text to provide a more intuitive notion of their magnitude. 
5.1 Calculation of dead zones 
The beam incidence angle i is given by the angle between the surface of the screen and the 
beam (Figure 5.1). In terms of the inward unit normal S of the screen and the unit vector bin 
the direction of the beam, 
i = arccos (b . B) . (5.1) 
The beam incidence angle may thus be represented by the dot-product b . S. In general, as the 
beam incidence becomes more oblique (i increases) the value of b. s will decrease. Although 
this, and hence the effect ofpositional misalignments orvoxel elongation, varies continuously 
throughout the display volume, the dead zone may be defined as that region within which b. s 
is less than a threshold value, 1/g, 
A 1 
b'B < . g (5.2) 
The variable g parameterises the threshold incidence angle which indicates the boundary of 
the dead zone. In terms of voxel elongation, Eq. (5.2) means that for an incident beam of 
circular cross-section, the voxel will be elongated by a factor of g; its elliptical shape in the 
plane of the screen is quantified by the eccentricity 
g 
(5.3) e= -'---
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Figure 5.2 Plan view of coordinate systeIn used in this paper. The screen rotates about the z-axis, anti· 
clockwise as viewed in the -z direction. The angle p, parameterising the rotation, is measured froIn the 
iV-axis. 
x=-R z x=R 
z =2H--
------- ------
z H--
x 
Figure 5.3 Dimensions and parameters of the display volume-a cylinder of height 2H and diameter 2R. The 
angle '11 is measured between the z-axis and the optical axis of the beam source, which intersects the rotation 
axis at z = H. 
THE U8RARY 
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1 beam source 
Figure 6.4 A typical dead zone cross-section, where the beam source is vertically down the page from this 
figure. The extents of the dead zones are indicated by the angle a, this being the greatest angle subtended by 
the dead zone, measured away from the vertical plane through the optical axis. It is measured in the horizontal 
cross-section at whichever height the dead zone reaches its maximum extent (typically the top or hottom of the 
display volume). 
The results presented in this chapter were calculated with an (arbitrary) value of 9 4. 
Higher values of 9 (corresponding to greater acceptable image distortion) result in dead zones 
of smaller size but similar in location and form. 
The coordinates of the beam source are denoted2• (x., Y., z.)T, and the coordinates of a 
point in the display volume (xp , YP' zp)T. The coordinate system is defined in Figure 5.2; the 
screen, of height 2H and diameter 2R, rotates about the z-axis and is parameterised by the 
angle {3. The euclidean distance between the beam source and the target point is 
(5.4) 
and the unit vector b in the direction of the beam is 
(5.5) 
Since the display volume has cylindrical symmetry about the rotation axis we can, without 
loss of generality, consider the beam source to lie in the x.z. plane (y. == 0). Its position is 
indicated by its distance D from the centre of the display volume, and its angle TJ from the 
2The components of the cartesian coordinate vector x are in this chapter denoted (x, Y I z) for clarity 
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Figure 5.5 Dead zone in planar-screen system due to equatorial beam source. 
vertical (Figure 5.3). That is, 
x. = D sin 7J J Y. = 0 J Z. = H - D cos 7J . (5.6) 
An axial beam source, often used in helical screen systems, corresponds to 7J = 0, whereas an 
equatorial beam source, as used in early CRS prototypes, corresponds to 7J = 90· . 
In the case of a planar screen, the cartesian coordinates of a point of radius Tp and height 
Zp on the screen at angle (3 are 
(5.7) 
where - R < Tp < Rand 0 < Zp < 2H. Here 2R is the width of the screen and 2H is the height. 
In the case of a helical screen, the angle of a horizontal cross-section through the screen 
surface increases with Zp, so that the screen surface variables X p and YP must each include a 
term dependant upon height: 
(5.8) 
Here 2H is the pitch of the helix, so that 0 < Zp < 2H, and for a single sided helix 0 < Tp < R. 
5.2 Planar-screen system 
The simplest screen geometry is a planar rectangular target screen rotated about a vertical 
axis, as is the case with the CRS. The Mark I and II prototypes addressed the screen from 
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Figure 5.6 Horizontal cross sections of the dead zone in Figure 5.5. 
equatorial beam sources perpendicular to the axis of rotation (7] = 90°) (Blundell et al. 1994b). 
The dead zones due to beam source misalignments, finite deflection signal resolution, the 
effect of screen thickness and voxel elongation are presented in Chapter 6. It is however 
desirable to move the beam sources below the equator to reduce physical viewing restrictions 
and provide a totally unrestricted view of the display volume over the top hemisphere of the 
display as is provided in the Mark III CRS prototype. In the following, we ascertain the effect 
of moving the beam sources below the equator. 
The unit normal vector to the surface of the screen is 
oS = (- sin jJ, cos jJ, o{ , (5.9) 
and b expressed in cylindrical polar coordinates becomes 
b = ! h cos jJ - D sin 7], rp sin jJ, Zp - H + D cos 7]) , (5.10) 
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Figure 5.7 Dead zone in planar-screen system with beam source below the equator (in this example, 'f) = 30°). 
The extent of the dead zone is greatest at the top ofthe display volume. 
where B takes the form 
B = Jrp2 + D sin 1] (D sin 1] - 2rp cos,B) + (zp~' H + D cos 1])2' 
Thus, b . s obtains as 
b . 8 = D sin ,B sin 1] 
Jrp2 + zp2 + D2 + D(2zp cos 1] - 2rp sin 1] cos,B - 2H cos 1]) + 2H( If - z ) 
(5.11) 
(5.12) 
The dead zones for planar screen systems are reflection-symmetric about the vertical x.z. 
plane through the optical axis of the beam source. In horizontal cross-section, the dead zone is 
characteristically fan-shaped and is quantified by the horizontal angle of greatest extent from 
the vertical plane through the optical axis ofthe beam source, as illustrated in Figure 5.4. The 
dead zone for an equatolial beam source is illustrated in Figures 5.5 and 5.6. The extent ofthe 
dead zone becomes larger with increasing vertical distance between the cross-section and the 
beam source. Hence, as the beam source is lowered below the equator (i.e. as 1] is decreased) 
the dead zone becomes larger at the top of the display volume (Figures 5.7 and 5.8), and for 
values of 1] such that D cos 1] > H the dead zone increases throughout the display volume. 
At some value of 1] (~ 19° for 9 = 4) the dead zone fills the uppermost portion of the display 
volume, and as 1] is decreased further the remainder of the display volume becomes filled. 
Dead zones in planar-screen volumetric displays may be avoided by the use of multiple 
beam sources positioned around the display (Blundell and King 1991, Blundell et al. 1993a, 
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Figure 6.8 Horizontal cross sections of the dead zone in Figure 5.7. 
BlW1dell et al. 1994b). Each beam only addresses the screen when it lies outside a region en-
compassing the dead zone (see Figures 4.3 and 5.9). The extent of the dead zone is minimised 
by positioning the beam sources equatorially (7] = 90°). However, this can restrict the viewing 
positions of observers. 
It is then of interest, given g and D, how far below the equator the beam sources can be 
moved so that the dead zone still lies within that part of the display volume not addressed 
by the beam. For example, with a three beam system as illustrated in Figure 5.9, the worst 
angular extent of the dead zone from the vertical plane through the optical axis of the beam 
must be less than 30°. With g = 4 and D = 3R the worst angular extent of the gradient dead 
zone from the x.z. plane increases from 20° at 7] = 90° to 30° at 7] = 48°. Thus, W1der these 
criteria the beam sources may be moved up to 42° below the equator of the display volume. 
Tighter restrictions on the threshold gradient will reduce the amount by which the beam 
source may be lowered. 
5.3 Helical·screen system 105 
Beam SOlITce ~ 1 
3 
, 
\ 
\ 1 , 
, 
, 
\ , 
\ , 
I 
I 1 I 
I 
I 
I 
I 
I 
I 
/ 2 
Plan view of 
display volume 
Figure 5.9 Plan view of a three beam source configuration for a planar screen system where the three sources 
are equally spaced around the display volume, 120· apart. Each beam source may address the screen anywhere 
except when it lies within the region whose number corresponds to that of the beam source. For example, 
beam 1 may address the screen while it passes through regions 2 and 3. 
5.3 Helical-screen system 
Many of the volumetric displays currently under development utilise a helical target screen 
to sweep out the display volume (Clifton and Wefer 1993). This usually take the form of a 
single-sided helix addressed from below by an axial beam SOlITce (Williams and Garcia 1988, 
Williams and Donohoo 1991). In the following subsections, the equation ofthe vector normal 
to the surface of a helical screen is derived, and this is combined with the vector in the 
direction of the beam to provide an expression for the dot product b . oS (Eq. (5.2)). 
5.3.1 Normal vector to surface of helix 
Consider initially the unit vector normal to the surface of the helix in cylindrical polar coor-
dinates, 
(5.13) 
where the components in the angular, radial and vertical directions are 
Sr = 0, (5.14) 
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Figure 5.10 Dead zone in helical-screen system with axial beam source. 
These may be converted into cartesians via Sa; = -StP sin(,8 + ¢J) and Sy = StP cos(,8 + ¢J) (see 
Figure 5.2), so that 8 may be expressed as 
(5.15) 
where the cartesian components are 
-H cos(,8 + ¢J) 
Sy = , 
VH2 + 1I'2r2 
(5.16) 
5.3.2 Dead zones 
Using Eqs. (5.15) and (5.16), and Eqs. (5.5) and (5.8), the dot product of Eq. (5.2) takes the 
form 
"" 1I'rp (zp - H + D cos 7]) - 2H D sin 7] sin (,8 + 'If;;) 
b'8 = , BJH2 + 1I'2r; 
where B is 
B = J r; + D sin 7] ( D sin 7] - 2rp cos (,8 + 7;)) + (Zp - H + D cos 7]) 2 • 
For an axial beam source 7] = 0, so that Eq. (5.17) becomes 
b. 81"";01 = 1I'Tp(Zp - H + D) 
sourc. B J H2 + 11'2 r; 
with B simplifying to 
(5.17) 
(5.18) 
(5.19) 
(5.20) 
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Figure 6.11 Horizontal cross sections of the dead zone in Figure 5.10. 
When the beam source is axial the screen gradient to the incoming beam increases towards 
the centre of the display volume. This represents a decrease in b ·s, as may be deduced from 
Eq. (5.19). The dead zone in this case thus takes the form of a cylinder about the rotation 
axis (Figures 5.10 and 5.11). As the beam source is moved off-axis ('" increased) the rotational 
symmetry is broken and the dead zone decreases on one side of the display volume but 
increases on the other (Figure 5.12 and 5.13). 
More seriously, off-axis beam sources give rise to shadowing dead zones. These are regions 
of the display volume unable to be addressed because another part of the screen intercedes 
between the beam source and the target part of the screen. Thus, an off-axial beam source 
in a single-sided helical screen turning through 3600 is faced with significant gradient and 
shadowing dead zones (Figure 5.12 and 5.13). These two types of dead zone predominate 
on opposite sides of the display volume, although the effect of shadowing is in general more 
severe. The smallest dead zone is encountered with '" = O. Thus, while it is theoretically 
108 Chapter 5 Comparison of dead zones between planar and helical scree" volumetric systems 
FigU1'e 5.12 Gradient and shadowing dead zones in helical-screen system with off-axial (?J = 30°) beam source . 
The darker, almost cylindrical dead zone towards the centre right (as seen here) of the display volume is due to 
excessive screen gradient, whereas the lighter shaded dead zone towards the top left is due to shadowing. 
possible to employ several beam sources to ensure the entire display volume is addressable 
without lmdue distortion, the implementation is more difficult and would require more beam 
sources than in a planar-screen system. This would be likely to inteIfere significantly with 
the viewing freedom of the display volume. 
5.4 Discussion and conclusions 
For a planar screen the dead zones are fan-shaped in cross-section and symmetric about a 
vertical plane through the optical axis of the beam source. The angular extent of the dead 
zone from this plane increases with vertical distance from the beam source. Thus, as the beam 
source is lowered beneath the equator of the display volume, the dead zone extent increases 
at the top of the display volume, and throughout the entire volume when z. < 0 (that is, when 
"1 < arccos(H / D)). In the three-beam configuration illustrated in Figure 5.9 the maximum 
acceptable dead zone extent from the vertical axis plane is 30°. With g = 4, this condition is 
satisfied for "1 > 48°, enabling the beam sources to be positioned up to 42° below the equator. 
Tighter restrictions on the threshold gradient will reduce the amount by which the beam 
sources may be lowered. 
For a helical screen with an axial beam source ("1 = 0) the dead zone takes the form of 
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Figure 5.18 Horizontal cross sections ofthe dead zone in Figure 5.12. 
a cylinder about the rotation axis. When "1 > 0 the rotational symmetry is broken and the 
gradient and shadowing dead zones predominate on opposite sides of the display volume. 
While it is possible to employ several beam sources to ensure the entire display volume is 
addressable without undue distortion, the implementation is more difficult than in a planar 
screen system, and is further complicated by the presence of shadowing dead zones for off 
axis beam sources. 
Another method for avoiding the dead zones on a planar screen system is to co-rotate the 
beam source with the screen, so that the screen is always perpendicular to the vertical plane 
through the beam source, or to compose the screen itself of active imaging elements such 
as LEDs (see §3.6.1). Both of these techniques circumvent the problem of beam registration 
(§4.9). 
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5.5 Summary 
• Misalignments or finite accuracy of a deflectable beam source are exacerbated by the 
incidence angle of the beam onto the screen. Those parts of the display volume in which 
the magnitude~ of the resulting error exceeds a certain criterion are known as dead zones. 
• Most passive-screen volumetric systems utilise either a planar or a helical screen. The 
position and shape ofthe dead zones for these two screen geometries may be compared 
by considering the dead zones due to voxel elongation. These are due primarily to the 
incidence angle of the beam onto the target screen. 
• In a planar-screen system, the dead zones are fan-shaped in horizontal cross-section 
and reflection-symmetric about the screen position along the optical axis. 
• The need to address the dead zones in a planar screen system may be avoided by 
employing one or more extra beam sources around the display volume, each addressing 
the screen only when it lies outside the dead zone of the respective beam source (see 
§4.1). 
• If the target screen is non-planar, shadowing dead zones typically result. These arise 
when the beam path to the part of the screen to be addressed is blocked by another part 
of the screen. These arise in helical screen systems except when the beam source is 
axial. 
• In helical screen systems with an axial beam source, the dead zone is a cylinder around 
the screen rotation axis. As the beam source moves off-axis, the shape of the dead zone 
becomes asymmetric. 
• It is difficult to avoid the dead zones in a helical screen system by employing several 
beam sources around the display volume. 
Chapter 6 
DEAD ZONES IN THE MARK II CATHODE RAY 
SPHERE PROTOTYPE 
There was a line, There was a formula; 
Sharp as a knife, Facts cut a hole in us. 1 
David Byrne 1952-
A problem arising with swept-volume displays addressed by a stationary beam source is the 
difficulty of the beam in accurately addressing parts of the display volume corresponding 
to the screen lying at highly acute angles to the beam. Although the effect of this varies 
continuously throughout the display volume, regions within which voxels cannot be positioned 
to some specified accuracy by a single beam source, or where image distortion is unacceptably 
large, are termed dead zones. One way in which this difficulty may be overcome is to use 
several beam sources positioned around the display volume and synchronised to the screen's 
rotation so that each addresses the screen only when it lies outside the gun's respective dead 
zone. The CRS utilises this approach, and the Mark II prototype features two electron guns 
spaced 1200 apart on the equator of the spherical display vessel (see Chapter 4). 
In Chapter 5 the dead zones calculated from the beam incidence angle were determined 
for both helical and planar screen systems with a variety of beam source positions. In this 
chapter the dead zones are examined in detail for the Mark II CRS configuration, that is, 
a stationary equatorial beam source addressing a planar screen rotating about a vertical 
axis. The effects which may give rise to these dead zones are misalignments of the beam 
source, the thickness of the target screen, and the finite precision of the deflection signal. In 
addition, we also consider the distortions in voxel shape due to the beam width and incidence 
angle. The severity of the dead zones is ascertained by the results of a simulation of a range 
of beam source misalignments and the effect of certain factors neglected in the coordinate 
transformations used to determine the beam direction. 
6.1 The optical system and coordinate transformations 
The optical system involved in this analysis is illustrated in Figure 6.1, and corresponds to 
that of each electron gun on the CRS Mark II prototype. The screen, whose diameter and 
height are denoted 2R and 2H respectively, rotates about a vertical axis in its plane, and thus 
lCrosseyed and Painless, Talking Heads, "Remain in Light" LP 1980. 
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optical axis 
beam deflection points 
~ rotation axis of screen 
Figure 6.1 Optical system. which forms the basis of the analysis in this paper. The Static Reference Plane 
(SRP) passes through the rotation axis perpendicular to the page. The beam is assumed to be deflected 
instantaneously at the deflection points, which in the case of an electron gun are taken to be at the centre of 
the deflection plates. 
sweeps out a cylindrical display volume. This is addressed by a beam whose optical axis is 
horizontal and perpendicular to the axis of rotation. It is convenient to consider the deflection 
coordinates as lying in a Static Reference Plane (SRP) perpendicular to the optical axis and 
containing the screen rotation axis. 
In order that spatial information of the form {:c, y, z} be reproduced in the display volume, 
the points are initially converted into cylindrical polar coordinates and then into the required 
deflection coordinates. As discussed in §4.5, the cylindrical polar coordinates (Eq. (4.21)) are 
conveniently expressed in terms of a vector u (Ul, u2)T denoting position in the plane of the 
screen at an angle f3 to the SRP, that is2 
Ul = I~I vI:c2 + '!/' , U2 z, f3 arctan ( -y:c) , (6.1) 
The point a = (al, a2f on the SRP through which the beam must pass in order to intersect 
the screen at the ideal location (u, f3) is given by the transformations 
a = H(u,f3) = (6.2) 
where Dl and D2 are the distances from the horizontal and vertical beam deflection points to 
the SRP, expressed as multiples of R for generality, and 
c == cos f3, s == sin f3, t tan f3 . (6.3) 
2These coordinate transformations are the same as those presented in §4.5.1, except that the com.ponents of the 
cartesian position vector x are denoted (x,y, z) and the angular voxelcoordinate (J is replaced by the screen angle p. 
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Figure 6.2 (a) Orientation of myz coordinate system relative to gun position. (b) Coordinate systems for u and a. 
(The third abbreviation is used in Section 6.3.2.) The inverse transformations take the form 
The relative positioning of the coordinate systems is illustrated in Figure 6.2. The origins 
of both the rectangular cartesian systems {Ui} (screen coordinates) and {ail (coordinates on 
SRP) coincide at the intersection of the optical and rotation axes, and f3 = 0 when the screen 
lies in the SRP and increases anticlockwise when viewed from above. 
6.2 Method for calculating the dead zones 
Eqs. (6.2) and (6.4) are calculated for an ideal screen location (u, f3). In practice, however, 
deviations in the optical system from that assumed (Figure 6.1), may cause the voxel to be 
plotted at an erroneous position u on the target screen. The voxel positioning error is defined 
to be 
ou Jour +OU~ 
where ou = (OUI, 8U2)T = lu - ul = (Iih - uII, IU2 - u21)T . 
(6.5) 
(6.6) 
Positional dead zones are defined to be all locations (u, f3) where the positioning error OU 
exceeds a criterion value 8u~. A more extreme degradation of image quality is indicated by 
differential dead zones. These may be thought of as being where the relative positioning error 
of adjacent voxellocations, denoted OOU, exceeds 8u~ and correspond to a shearing effect on 
the images; 
(6.7) 
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Figure 6.3 Illustration of the concept of a differential dead zone. The perpendicular outlines represent a 
portion of the screen, and the hIck dots represent two (adjacent) sampled voxellocations on the surface of the 
screen. The bold arrow indicates the magnitude of the difference between the vertical components of the voxel 
positioning error for the two locations. In certain cases it is possible to determine an analytic expression for 
the differential dead zones, which may then be used to determine the rate of change ofthe error at each sample 
point. In other cases the positional errors of adjacent sample points must he numerically compared, as in this 
diagrru:n. to estimate the rate of change of the positional error. The difference in each of the horizontal and 
vertical components of the positional error is calculated for both vertically and radially adjacent sample points. 
Here 88ui (i = 1,2) is the change in the error 8Ui with respect to position in the radial 
or vertical direction on the screen. The concept of differential dead zones is illustrated in 
Figure 6.3. 
The effects which may give rise to these dead zones are misalignments ofthe beam source, 
the thickness of the target screen, and the finite precision of the deflection signal. In addition, 
we also consider the distortions in voxel shape due to the beam width and incidence angle. 
The extents of the dead zones are clearly dependent upon the choice of the error criterion 
8ue• To ensure generality of the results, the translational misalignments are expressed as 
multiples of 8u" and the rotational misalignments as multiples of arctan ( 8ud R). 
The severity of the dead zones is quantified by a parameter C\', defined to be the maximum 
angular extent of the dead zone, measured from the vertical plane through the optical axis 
(Figure 6.4). Moreover, a benchmark value of C\' 30· will be useful. This is motivated by 
the fact that the eRS prototype systems to date employ electron guns positioned so that the 
screen is addressed by any gun only when lying at angles greater than 30· from its optical 
axis, Ensuring C\' < 30· for positional dead zones thus ensures the entire display volume is 
being addressed to an accuracy of Bu t • 
In the following sections, an analytic expression is, where possible, derived for the voxel 
positioning error components 8Ui. The display volume is then sampled at discrete locations 
to determine the value ofthe error components (and hence, via Eq. (6.5), 8u) at each sampled 
point. Those locations for which 8u > Bu t define the dead zone, and the angle C\' is then 
calculated empirically by the algorithm. Differential dead zones are calculated in the same 
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Figure 6.4 A typical dead zone cross-section. The extents of the dead zones are indicated by the angle a, 
this being the greatest angle subtended by the dead zone, measured away from the vertical plane through 
the optical axis. It is measured in the horizontal cross-section at whichever height the dead zone reaches its 
maximum extent (typically the top or bottom of the display volume). 
fashion-where possible via an analytic expression describing the rate of change of the mag-
nitudes of the error components. However, in some cases the differential dead zone must be 
determined by numerically comparing the errors of adjacent sample locations, as the analytic 
definitions of OUi are not differentiable. 
6.3 Dead zones due to misalignments of the beam source 
The position or orientation of the beam source may be slightly different from that assumed 
in calculating the deflection coordinates of the voxels (Eq. (6.2». The positional dead zones 
due to misalignments of the beam source may be determined by noting that the radial and 
vertical components of the voxel positioning error 011, can be expressed as 
aUI aUI 
aXl
OXl + aX20X2 ) (6.8) 
8U2 aU2 
= aXl OX} + 8X20X2 ) (6.9) 
where Xi denotes the variable contributing the error. Differential dead zones correspond to 
changes in these components with respect to the radial and vertical coordinates, and so the 
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components of the differential error (denoting image shear in the plane of the screen), denoted 
88UI and OOU2, are given by 
OOUI = ~ (aul ) oXI + ~ (auI ) OXI 
aUI aXI aU2 aXl 
(6.10) 
+ a~l (g;:) oX2 + a~2 (g;:) OX2 . (6.11) 
The partial derivatives with respect to the error variables Xi are determined from the coor-
dinate transformations in each case, as follows, as the physical beam source misalignments 
are evaluated in turn. These are grouped into rotations (§6.3.1) and translations (§6.3.2) of 
the beam source. The dead zones arising in each case are discussed in §6.3.3. 
6.3.1 Rotations 
Misalignments due to a rotation of the beam source, either about its optical axis or in a 
horizontal or vertical plane, may be considered by examining the resulting errors in the SRP 
vectora. Each rotation gives rise to errors oal and oa2 on the SRP, so that thevoxelpositioning 
errors are expressed by Eqs. (6.8) and (6.9) with Xi ai, and the coefficients are given by 
differentiation ofthe inverse transformations in Eq. (6.4). This leads to the expressions 
(DI + UIS? >: 
D 2 ual, Ie 
(6.12) 
u2s(DI + UIS)2 >: D2 + UIS c 
.... 2 ual + Ua2 . 
LlJc(D2 + UIS) D2 (6.13) 
For the differential dead zones, Eqs. (6.10) and (6.11) with Xi ai lead to 
2s(DI + UIS) c 
2 Ual, 
Dlc 
(6.14) 
( 
S(Dl + UlS? + U2s2(2DID2 + 2D2UlS + DIUlS + uis2 - DD) oal 
Dic(D2 + UIS) Dic(D2 + UIS)2 
S 
+ D2 oa2 ' (6.15) 
The dependence of oa upon the rotation angle depends upon the type of rotation. A 
clockwise rotation on of the beam source about its optical axis results in the erroneous SRP 
vector 
a R(on)a, (6.16) 
where R( on) is a standard rotation matrix (Foley et al. 1990) of the form 
R(Sn) ( 
cos(on) - sin(on) ) 
sin(on) cos(on) . (6.17) 
If the beam source is rotated about a horizontal or vertical axis, its optical axis is no longer 
directed at the centre of the SRP (Figure 6.5). If the angles of rotation in the horizontal 
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Figure 6.5 When the beam source is rotated about an axis perpendicular to the optical axis, either horizontally 
or vertically, the SRP no longer coincides with that assumed in the deflection transformations. The angles WI 
and Xl increase positively in the anticlockwise direction when viewed from above (i.e. in the negative a2 
direction), and W2 and X2 are measured positive in the anticlockwise direction when viewed from along the 
ideal SRP in the negative al direction. (In this illustration Xi < 0.) 
and vertical directions are denoted WI and W2 respectively (each occurring about the relevant 
deflection point for simplicity of analysis), the erroneous beam deflection vector on the ideal 
SRP is given by 
(6.18) 
where Xi:= arctan(a;/Dd, i = 1,2. 
Eqs. (6.16) and (6.18) enable the SRP error 6a = Iii - al to be computed in each case. 
Eqs. (6.12)-(6.15) then give the positional and differential voxel errors. 
6.3.2 Translations 
The effect of a longitudinal shift of the beam source along the optical axis or of errors in the 
deflection distances used in the transformations may also be ascertained by Eqs. (6.12)-(6.15). 
The erroneous SRP vector due to errors 6Di in the deflection distances is given by 
(6.19) 
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screen ~ SRP 
(a) (b) 
Figure 6.6 (a) With a horizontal translation of the beam source, D1 becomes Dl + tl t, and the effective value 
of a1 in the reference frame of the shifted beam source is found from the ideal al by similar triangles, and tl cis 
added to the result. (In the vertical case, t2 is simply added to a2') (b) Illustration of how the dead zone arises 
due to limited horizontal deflection precision. To hit the screen at the desired location the beam would follow 
the dashed line. However, the deflection is rounded to the nearest available increment, and the voxelis plotted 
(full line) out ofposition. The discrete locations on the target screen depict sampling at spacings 2Su~. 
and Eqs. (6.12)-(6.15) apply with D; replaced by Di + 8D;. A longitudinal shift of the entire 
beam deflection system corresponds to liDI = 8D2 = liD. 
If the beam source is shifted perpendicular to the optical axis, however, the coordinate 
transformations themselves must be modified to account for the new position of the beam 
source (Figure 6.6(a)). If the beam source is shifted a distance h horizontally and t2 vertically, 
the modified inverse transformations become 
The voxel positioning errors are then given by Eqs. (6.8) and (6.9) with Xi 
coefficients are determined by differentiating Eq. (6.20), namely 
(Dic2 + Dlult + uriS) + (DISC + uIt2 - u1s2)h 
Dl(DI + hs)) 
0, 
(6.20) 
ti and the 
(6.21) 
(6.22) 
6.4 Dead zone due to screen thickness 
OU2 
Ot2 = 1. 
The derivatives required for the differential dead zones are 
o OU! 
OUl at! 
2Ulst + Dit + ht2 - tIs2 
Dl(DlC + hs) 
119 
(6.23) 
(6.24) 
(6.25) 
o OU2 
OUl oh 
(U2 - t2)(Dlh~ + D2stl - Dltts~ + D1D2 C)S - DlS?(U2 - t2)(h + Dl~ 26) 
«h + DIC)UlS + DItlc2 + ~sh - Dlhsc2 + DI~C)2 . 
o OU2 
OU2 otl 
(Dl~ + UlS) (6.27) 
with all others equal to zero. The dead zones arising from these equations are discussed in 
the following subsection. 
6.3.3 Resulting dead zones 
Most of the dead zones resulting from the above effects have a distinctive fan-shaped cross-
section (Figure 6.4). The cross-sections typically reach their greatest extent at the top and 
bottom of the display volume, although in some cases (l' is independent of the vertical position 
of the horizontal plane in which it is measured. 
The exceptions to this morphology are the positional dead zones due to longitudinal shifts 
in the deflection positions and vertical rotations of the beam source. The former are initially 
crescent shaped at the rear top and bottom of the display volume. For larger values of liDl, 
they become rings around the top and bottom of the display volume. The positional dead zone 
due to errors in the vertical deflection distance suddenly fills the entire display volume at a 
threshold value of liD2 • The cross-section of the positional dead zone due to a vertical rotation 
of the beam source is in the form of a segment across the rear of the display volume, being at 
its worst extent at the top and bottom. 
Figure 6.7 shows the variation of (l' for positional and rotational dead zones with respect to 
the normalised rotational and translational error parameters. These were calculated for the 
case Dl SR. Figure 6.8 illustrates the dependence of the dead zones' extent on the distance 
from the beam source to the centre of the display volume-the value of the error parameter 
at which (l'reaches 30" is shown for values of Dl ranging from 2R to 5R. 
Under this criterion, the approximation of sequential deflections by a common deflection 
distance D = (Dl + D2) /2 leads to acceptably small positional dead zones only if II Dl ~ I ~ 
oD ::; 28uo (Figure 6.7). For example, the horizontal and vertical deflection plates on the 
electrostatic electron guns used on current CRS prototypes are separated by about 20 mm, so 
that 0 D ~ 10 mm, so that unless oU o ~ 5 mm, the positional dead zones will be larger than 
(l' = 30". 
6.4 Dead zone due to screen thickness 
The transformations in Eq. (6.2) implicitly assume that the screen face addressed by the beam 
passes through the axis of rotation. While it is possible to arrange this if only one side of the 
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Figure 6.7 Dependence of O! upon the various error parameters for positional and differential dead zones, 
with D ~ SR. (a) Rotational misalignments; the solid line indicates e = 00, the dashed line e = Wl, and the 
dottedline e =!V2. (b) Translational misalignments; The dashed line refers to oD ~(ODI + oD2 ), the dotted 
line to oDI> and the dot-dashed line to OD2' The steeper solid line in each graph refers to X := tl (beam source 
translation), and the other to X = f."" (screen thickness). 
screen is addressed, with a double· sided screen of thickness ts"", symmetric about the rotation 
axis, the screen faces to be addressed will be offset by a distance doer t."../2. Following the 
geometry outlined in Figure 6.9, the subsequent voxel positioning error 61£ is 
where 
d6er uzd .... 
( )
T 
61£= I tan AI 'D~lsinAI ' 
A arctan (Di + u1S) - f3 , 
Uie 
(6.28) 
(6.29) 
D~ Jui + D~ +2UiDzs . (6.30) 
The differential error 881£ was determined in this case by numerically comparing the values 
of adjacent positioning errors. 
The positional and differential dead zones due to screen thickness are also fan· shaped 
in cross·section, and the dependence of a ont.cr is graphed in Figure 6.7 with the beam 
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Figure 6.S Effect on the dead zone size of the distance from the beam source to the centre of the display 
volume. (a) Those governed by a rotational parameter (solid line = 50, dashed line = WI. dotted line ~), 
and (b) those governed by a translational parameter (solid line = tl andt.", (in each case the lower solid line 
represents tl), dashed line = D, dotted line = Dl. dot-dashed line D 2). 
misalignment effects. The extent of the dead zones is the same throughout the display 
volume, an indication that the horizontal error component dominates. A slight decrease in 
dead zone severity occurs with increasing beam source distance. 
These results are applicable only for small values of 8u e• Otherwise, if the screen thickness 
is greater than a few millimetres, then the leading edge of the screen will create dead zones 
due to it shadowing portions of the display volume from the beam source. Moreover, a small 
cylindrical dead zone of radius d""" will exist at the centre of the display volume. This region 
is always occupied by the screen itself and is thus unable to be addressed. 
6.5 Dead zones due to finite resolution of deflection 
signals 
The accuracy of the deflection signals applied to the beam is governed by the precision of 
the digital-to-analogue converters (DACs) through which the signals pass en route from the 
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Figure 6.9 Gtlometry determining the voxel positioning error components OU! and OW}. due to the screen 
thickness t..". 2d ..... 
computer to the beam deflection apparatus. If the horizontal and vertical deflection signal 
DACs have r-bit and s-bit precision respectively, then the SRP can be considered discretised 
into DH = 21' by Dv = 28 locations. The desired deflection vector a will thereby be rounded 
to the nearest deflection increment, denoted a (Fig. 6.6(b)), 
The maximum extent of the horizontal SRP coordinate al occurs at an angle Pm, which is 
found from (8aI/8p) 0 with Ul = -R, which leads to Pm = arcsin (-RIDl)' Using Eq. (6.2) 
we obtain 
DIRcosPm 
DI R2/Dl' 
The separation in the SRP of adjacent horizontal deflection increments is therefore 
(6.31) 
(6.32) 
The maximum vertical extent of a2 is achieved when P = 900 and the edge of the screen is at 
its closest approach to the electron gun. With U2 = H and Ul = - R, Eq. (6.2) yields 
D2H 
D2- R ' 
The separation of adjacent vertical deflection increments is therefore 
Dv(D2 - R) . 
(6.33) 
(6.34) 
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Figure 6.10 Extent of dead zones due to finite signal precision, at Dl = SR, as a function of normalised 
signal precision. Given the voxel error criterion au., there are R/ au. sampled voxellocations across the screen 
horizontally, corresponding to the voxel error being half the separation of adjacent voxels. A location is within 
th.e dead zone if, due to the DH horizontal deflection increments available, the voxel corresponding to that 
location is plotted closer to a neighbouring voxelloeation. The solid line represents the positional dead zone, 
and the dashed line the differential dead zone. 
To illustrate these quantities, consider the parameter values R ::::: H = 80 mm, Dl ::::: 200 mm 
and Dz = 220mm. These result in (3m ::::: 18.66°, leading to al(max) ::::: 84.44mm and 
az(max) = 117.65mm. 
The discrete SRP coordinates may be denoted 
a (n Llal, q Llaz)T , 
DH 
where n=0,±1,±2""'±T and q 0,±1, ... , 
(6.35) 
(6.36) 
The deflection discretisation error on the SRP is given by fia = 10, - al. The magnitude of 
the voxel positioning error, fiu, is obtained from Eqs. (6.4) and (6.5), and the differential dead 
zones are determined by numerically comparing the errors at adjacent sample locations. 
Both the positional and differential dead zones in this case are fan shaped in cross-section 
and, furthermore, are similar in size for a given signal precision. As illustrated in Figure 6.10, 
the precision of the horizontal deflection signal has a strong effect on the resulting dead zones. 
The deflection precision DH is given as a multiple of LH = Rj fiu,. which may be thought of 
as the number of horizontal voxel locations evenly spread across the screen at a separation 
of twice the error criterion. For voxel resolution of 2 voxels/mm, fiu, 0.25 and a lO-bit 
precision is sufficient to ensure a < 30°. The size of the dead zone decreases with increasing 
beam source distance. 
Whereas the dead zone due to the horizontal error component may be made arbitrarily 
small by sufficiently increasing DH, that due to the vertical component may be eliminated 
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entirely by ensuring that the vertical resolution is sufficient to address the rear of the display 
volume to the desired accuracy. For example, with the typical CRS parameter values given 
above, a vertical deflection precision Dv exceeding approximately 2.1 Lv will eliminate the 
vertical contribution. Thus, if SUe 0.25 mm, a precision Dv = 210 is sufficient. 
6.6 Dead zones due to voxel elongation 
6.6.1 Effect of focusing and angle of beam incidence 
In Chapter 5, the effect of the angle of beam incidence on the screen was investigated, and it 
was assumed that the beam was well focused at the point at which it hit the screen. Here, 
the dead zones for an equatorial beam source with and without such dynamic focusing are 
compared. That is, the effect of the beam width as well as the screen angle is investigated. 
If the beam addressing the display volume has a fixed focal length, F, then most of the 
volumetric locations addressed will be created by an unfocused cross-section ofthe beam and 
suffer a subsequent increase in size. Further, the oblique incidence angle of the beam onto 
the screen results in voxel elongation. It is assumed here that the beam is focused on the 
centre of the display volume, that is, Fis the distance from the beam source to the SRP. In 
a first-order approximation, the focal length is assumed to remain equal to F independent of 
beam deflection. In the CRS system, the beam current is sufficiently low that space charge 
effects need not be explicitly considered (Hawkes and Kasper 1989b). 
The distance B from the beam source to the screen location ('U, fJ) is derived in Chapter 5 
and is given by Eq. (5.11): 
(5.11) 
where the deflection distance is given by a single variable D for simplicity. The beam width 
W at a distance B along the beam path is (Figure 6.11) 
w w:IB FI 
• F 
(6.37) 
where W. is the beam width at the source. The elongated voxellength along its semi-major 
axis is then determined by the incident angle i of the beam onto the screen (Figure 5.1): 
W W 
V=-.= " 
cos z • s 
(6.38) 
The cross-sectional area of the voxel on the screen is given by A = 11" W 2 j4 cos i. The third 
dimension of the voxels is less easily determined, and depends upon the screen thickness and 
the decay time of the voxel phosphorescence. 
The dead zone in this case is fan-shaped in cross-section and reaches its maximum extent 
at the top and bottom ofthe display volume, although the variation in ex with height is small. 
The size of the dead zone may ultimately be reduced by dynamically focusing the beam, so 
that its width is always minimised when it hits the screen (Figure 6.12), 
6.6.2 Deflection astigmatism 
As discussed in §4.2.8, the space charge of the finite width electron beam leads to a difference 
in deflection potential across the beam. The beam cross-section is therefore perturbed by the 
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Figure 6.n The electron beam is focused on the SRp, so that the beam's focal length is F. At a distance b 
from the beam source, the width of the beam is W. In the case of the CRS, the width W, refers to the width of 
the electron beam as it emerges from the final electron gun anode. 
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Figure 6.12 (a) Cross-section ofvoxel elongation dead zone for D 3R and W. 4 SUe. (b) Dead zone with 
the same parameters as in (a), but with dynamic focusing ensuring W = W./l0 at all screen locations. (c) 
Effect of gun distance on voxel elongation dead zones, where the initial beam diameter W. = 4Su.. The solid 
line represents the voxel elongation dead zone with the beam focused on the SRP. The dashed line depicts the 
extent ofthe voxel elongation dead zone with dynamic focusing, and the dotted line represents the extent of the 
voxel area dead zone, where the dead zone is defined by A ~ (5Ue)2. 
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Figure 6.13 Dead zone due to deflection astigmatism at D = 3R, with iiu, = Ws/4. 
deflection process, the beam diameter W is increased in each of the horizontal and vertical 
directions by a factor 
4W. ( ) 2 0i = ----z:x- £ + Bi tan ai , i = 1,2, (6.39) 
where £ is the length of the deflection plates, Bi = Bi (u, (3) is the distance from the centre of 
the deflection to the screen, and 
( 
lUI cos (31 ) 
al = arctan I' (31 ' DI + Ulsm (6.40) 
( IU21 ) a2 = arctan D I . (31 2 + UI sIn (6.41) 
(6.42) 
The elongation of the voxel due to both the beam astigmatism and screen angle is given by 
Eq. (6.38), 
The dead zone due to beam spreading by deflection astigmatism is fan-shaped along the 
optical axis, and increases in severity toward the top and bottom of the display volume (Fig-
ure 6.13). The screen angle thus has a greater effect on the voxel shape than the astigmatism. 
As illustrated in Figure 6.14, the dead zone severity decreases as the beam source is moved 
further from the display volume. 
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Figure 6.14 The severity of the deflection astigmatism dead zone decreases with increasing beam source distance. 
6.7 Discussion 
6.7.1 Effect of distance from beam source to display volume 
In general, the further the beam source from the display volume, the weaker the effect of any 
misalignments on voxel precision; that is, the smaller the dead zones (Figures 6.8 and 6.12), 
The exceptions to this are the positional dead zones due to the rotations WI and W2, the extents 
of which increase with the distance of the beam source. Increasing the beam source distance 
is also advantageous from a hardware perspective, as it decreases the angular deflection 
required of the beam, and so in turn the magnitude of the deflection voltage. This allows 
more points to be displayed. 
However, in practice it is desirable to place the beam source as close as possible to the 
display volume to reduce the size of the entire display apparatus. A typical beam source 
distance on CRS prototypes is D ~ SR. 
6.7.2 Constraints upon display system parameters 
In the CRS prototypes the dead zones are circumvented by the use of several beam sources, 
each addressing a portion of the display volume and avoiding regions of excessive image 
distortion; these lie predominantly along the optical axis where the screen is most oblique to 
the electron gun. For example, a current prototype utilises two electron guns, set 120· apart 
on the equator of the spherical vacuum vessel (Blundell et al. 1994b). 
The inaccuracies due to the faces of the screen addressed being offset from the rotation 
axis may be ameliorated by either the use of modified transformation equations incorporating 
the screen thickness, or by the use of a very thin screen. 
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6.8 Conclusions 
In any optical system with a stationary beam source forming the basis of a swept-volume 
volumetric display; certain screen angles and the effect of misalignments and errors will give 
rise to dead zones in the display volume. These will be most severe in regions corresponding 
to the screen lying at highly oblique angles to the beam source. In the planar-screen case, 
the characteristic morphology of the dead zones is fan-shaped in horizontal cross-section, 
often more severe at the top and bottom of the display volume. The dead zones need not 
be addressed if several beam sources, positioned around the display volume, are employed. 
Planar and helical screen dead zones are compared in Chapter 5. 
Parameterising the dead zones by their largest angular extent from the vertical plane 
through the optical axis, the magnitude of the errors required for the dead zones to become 
unacceptably large is comparable to the error criterion in the case of positional dead zones, 
but may be tens or even hundreds of times larger for differential dead zones. The dead zones 
due to the discretisation of the deflection coordinates arising from the DACs in the controlling 
electronics may be made acceptably small by ensuring a sufficiently high precision of the 
signal. Voxel elongation dead zones may be reduced by dynamically focusing the beam, so 
that its cross-section is always small when it hits the screen. The elongation is then due only 
to the screen angle. 
While it is therefore crucial to keep the misalignments as small as possible, it is inevitable 
that some inaccuracies and errors will remain in the system. In practice, many of the mis-
alignments considered in this paper will occur simultaneously. The shape and extent of the 
resultant dead zones depend on the relative signs of the individual inaccuracy parameters. 
The dead zones will lose their symmetry about the vertical plane through the optical axis, as 
in some regions the effects on the voxel positioning error will tend to cancel each other, and 
in others they will reinforce. The worst case extent may be closely estimated by the sum of 
the a values for each contributing effect. This seriously reduces the tolerance of the system 
to misalignments. Furthermore, when more than one beam source is addressing the display 
volume it is necessary to ensure the parts of the images plotted by each beam are correctly 
aligned. Otherwise, the small misalignments in each beam source may lead to sharp, and 
clearly visible, discontinuities in the displayed images. A beam alignment scheme is therefore 
being developed (see §4.9). It is anticipated that this will detect irregularities in each beam 
source, and correct for these in software. 
6.9 Summary 
• For a planar-screen system addressed by a stationary equatorially mounted beam source, 
the dead zones due to beam source misalignments, finite deflection precision, screen 
thickness, voxel elongation and deflection defocusing are typically fan-shaped in cross-
section, as indicated in Chapter 5. 
• Positional dead zones are those regions of the display volume in which the error in voxel 
position exceeds the error criterion. Differential dead zones are those regions in which 
the relative positioning error of adjacent voxels exceeds the error criterion. 
• The severity of the dead zones is parameterised by a, which represents the maximum 
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angular extent (in a horizontal plane) of the dead zone from a vertical plane through the 
optical axis . 
., For generality, the translational misalignments are expressed in terms of SUe. and the 
rotational misalignments in terms of arctan ( SUe/ R), where SUe is the error criterion and 
Ris the radius of the display volume. By way of example, the typical values SUe 0.5 mm 
and R SOmm, yielding arctan(SudR) ~ 0.36°, may be used. 
• For translational misalignments in the beam source (that is, those with dimensions of 
length) the positional dead zones have (l' < 30° for misalignments of magnitudes from 
'" 0.5Sue = 0.25mm (for horizontal translations) to '" 2Su£ = Imm (for longitudinal 
translations). 
• Differential dead zones for translational misalignments exceed (l' = 30° for misalign-
ments of magnitudes from'" 40Su£ 20mm (for horizontal and longitudinal transla-
tions) to '" 350Su" = 175 mm (for screen thickness), This last value will not be reached 
in practice. 
• Positional dead zones due to rotational misalignments of the beam source exceed a 30° 
for rotations of", 0.1 arctan(Sue/R) 0.036° (for rotations in the horizontal plane) to 
'" 0.35 arctan ( SU e/ R) 0.13° (for rotations about the optical axis). 
• Differential dead zones due to rotational misalignments of the beam source exceed 
a 30· for rotations of", 15 arctan( Sud R) 5.4° (for rotations in the horizontal plane) 
to '" 70 arctan ( SUe/ R) = 25° (for rotations in the vertical plane). 
• This analysis considered each misalignment independently. Ifmore than one is present, 
some parts of the dead zones will tend to negate each other, while others will reinforce. 
The worst case angular extent a will be the sum of the individual (l' values for each 
misalignment. 
• The dead zone due to the finite beam deflection precision is reduced by increasing 
the precision of the DACs driving the beam deflection amplifiers. The provision of 29 
deflection increments ensures that a < 30° at D ~ 3R. 
• In general, the size of the dead zone for a given value of the error parameter decreases 
as the beam source is moved further from the display volume. The exception to this is 
the positional dead zone due to a rotation ofthe beam source about the optical axis. 

Chapter 7 
VOXEL ORDERING PROCEDURES FOR 
PASSIVE-SCREEN VOLUMETRIC DISPLAYS. 
1: DATA CONSIDERED AS A SEQUENCE OF 2D 
SLICES 
Had I been present at the Creation, I would have given some useful hints for the better 
ordering of the universe. 1 
Alfonso 'the Wise' 2 1221-1284 
A systematic (raster-type) scan of a large display volume (;:: 1000 cm3 ) to a high resolution (;:: 1 
voxeVmm) is difficult to achieve in volumetric systems employing sequential voxel addressing, 
such as passive screen displays in which voxels are created by deflectable radiation beams. 
This is due to the extra dimension of the display space, and the large beam scanning speeds 
required to achieve this performance at an acceptably high refresh rate (see §3.6.4). This is 
particularly the case in swept-volume systems, where the projection of the screen onto the 
deflection coordinates varies with screen position-in the eRS the projection is in general an 
irregular quadrilateral. The beam scanning frequency would thus vary, reducing the overall 
speed at which the beam may be scanned. For this reason a dot-graphics technique has been 
adopted for use on the eRS, in which only the visible voxels comprising the image are plotted. 
The display volume has a very high resolution of possible voxel locations, but only a small 
fraction of these may be addressed at each refresh. This technique is similar to the random 
or vector scanning techniques used on CRT graphics terminals in the 1970s (Sherr 1979). No 
continuous lines are permitted in the dot-graphics procedure, as the writing to the 3D display 
space is constrained by the instantaneous screen position. In the eRS for example, only 
lines lying in a radial plane could be drawn by a continuous beam motion; in the interests 
of uniform image quality and simplicity of the scanning technique this special case is not 
accommodated. 
Ideally, each voxel would be plotted as the screen passes through the correct location in 
the display volume. However, in dense regions of an image, containing many voxels over a 
small range in screen position, the screen movement in the time required to deflect the beam 
from one voxel to the next could result in voxels being plotted out of position. Effective image 
iOn studying the Ptolemaic system (attributed). 
2King of Castile from 1252. 
132 Chapter 7 voxel ordering procedures for passive-screen volumetric displays. 1: Data considered as a sequence of2D slices 
generation therefore requires a method of re-ordering the voxels to account for both beam 
deflection time and voxel positioning accuracy in the direction of screen motion. This problem 
is essentially an ordering exercise in three dimensions, with a potentially high associated 
computation time. 
A simple means of accounting for angular discrepancies in voxel positioning due to the 
screen motion is to plot the image data as a series of consecutive slices. This provides a 
computationally inexpensive ordering of the voxels based only on the direction of screen 
motion. In the case of the CRS the slices correspond to radial sectors of the display volume; 
all angular information of the voxels within each slice is lost, but it is known that each voxel 
will lie within a certain small angle of its ideal location. (In general, although the data in 
each slice is 2D, the mapping of this plane into the display volume may not be planar, for 
example a helical screen gives rise to helical slices.) Due to the rotational motion of the 
screen, the worst tangential inaccuracy arises at the periphery of the display volume. For 
example, the display volume of the CRS currently has a radius of 80 mm, and each screen 
revolution is subdivided into 512 slices, leading to an angular uncertainty of 0.7" , and a worst 
case tangential positioning error of ~ 1 mm. 
In § 7.1 the dot-graphics plotting technique, allowing the voxel data to be read from memory 
at a constant rate despite the random-scan nature of the writing method, is introduced. By 
assuming the data to be in the form of consecutive slices, the constrained 3D optimisation 
problem is reduced to a 2D one; we investigate and seek to optimise the efficiency with which 
the voxels within each slice are plotted. Moreover, we consider the effect of changing the 
plotting order of the voxels within each slice to shorten the total beam path and thus the total 
time required to plot the voxels. In this way, the total number of visible voxels able to be 
displayed in the volume may be increased. 
The display is henceforth assumed to employ a rotating planar screen as in the case 
of the CRS. However, the ordering procedure is applicable to any beam-addressed swept-
volume display; only the transformations into deflection coordinates (not explicitly used in 
this chapter) and the shape of the slices differ. 
7.1 The dot-graphics plotting procedure 
7.Ll The components of the voxel plotting time 
The number of voxels able to be displayed in each image refresh, and hence in each slice, 
depends upon the time required to plot each voxel and the revolution speed of the screen. 
The total time per voxel T consists ofthe moue time Tm and the voxel activation time Tv. The 
move time is the time taken for the beam to move from one voxel location to the next, and 
the activation time is the time duration for which the beam must remain at each location in 
order that the voxels are sufficiently bright. For an electron beam system such as the CRS, 
Tv is determined by the beam energy and the characteristics of the phosphor, and for laser 
systems by the temporal profile of the beam modulation device. The overall time required to 
create each voxel may thus be expressed as 
T=Tm+Tv. (7.1) 
The time required to move the beam between consecutive voxels depends on the orientation 
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(a) 
(b) 
Figure 7.1 (a) Illustration of beam blanking signal. The variation in signal strength during the voxelactivation 
time gives rise to different voxel intensities. (b) Beam blanking signal where the second and third voxels are 
replaced by null voxels, where the beam intensity is zero. Schematic illustration of the regular blanking signal 
applied to the beam source, showing the move time Tm , the activation time Tv, and the grey-level 9 governing the 
beam intensity. A gl'ey-]evel 9 = 0 corresponds to a null voxel The signal applied to the deflection apparatus is 
inverse to this; the beam is deflected by a constant voltage change dV / dt during the move time, and the beam 
is stationary during the activation time, 
and location of the image in the display volume, on the order in which the component voxels 
are to be plotted and upon the angle of the screen relative to the optical axis of the beam 
source, 
7.L2 Regular deflection and blanking signals 
If the voxel move and activation times are fixed in value, the image data can be read out of 
memory at a constant clock rate, and regular waveforms may be applied to the beam blanking 
and deflection apparatus. Voxel intensity may be varied by altering the beam current for each 
voxel activation time (Fig. 7 .1(a)). To accommodate the worst case of two consecutive voxels 
being at opposite extremities of the deflection range, the data clocking rate is restricted by 
the time Tr"d required for a full scale deflection of the beam. However, since most voxels will 
be separated by significantly smaller deflections, it is desirable to read the data from the 
memory at a faster rate. If Tm < Tfl;d, it is possible that the beam would not have sufficient 
time in which to move to a desired location, and the resulting voxel would be plotted out 
of position. To avoid this, we utilise null voxels, at which the beam intensity remains zero 
(Fig. 7.l(b)). By inserting a sufficient number of null voxels before each visible voxel, it is 
assured of appearing at the correct location. 
These may be thought of as 'stepping stones,' which ensure the beam is deflected to the 
desired location before plotting each visible voxel (Figure 7.2), A sufficient number of null 
voxels are inserted into the output voxellist before each visible point. 
A further advantage of this technique is that the required memory per voxel is reduced, as 
only a small integer value indicating the number of null voxels required to reach a particular 
location need be stored, rather than a more exact value of the move time, either as a real 
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(a) 
(b) 
• = visible voxel 
o = null ('stepping stone') 
voxel 
Figure 7.2 Illustration of the dependence of the number of null voxels on the move time. For a given 
arrangement of voxels in a sector, such as the three points depicted here as black circles, a higher value of 11 
Garger number of jumps required to traverse the display volume) means a shorter move time, and therefore 
more null voxels (white circles) required. The move time in (b) is twice as long as that in (a). 
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Figure 7.3 Dependence of V. on 11 forvarlous cases of Tfud/Tv. In these cases Tv was the same for each of the 
curves, hence they converge to the same tangent as v -+ 00. The values of Tfsd/Tv used to generate these curves 
were 1/20 and 20. 
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Figure 7.4 (a) Beam path through 100 randomly generated points, and (b) typical null voxelcurves for random 
data sets of n = 50,100, 150 and 200. The regular spacing indicates that O! is proportional to n. 
number or a much larger integer. 
To ensure that the results are independent of display size and plotting characteristics, we 
consider 1:' to be a fraction 1jv of the full scale deflection time ofthe beam, and deal explicitly 
with v rather than That is, 
Tfsd 
V 
(7.2) 
and v may be thought of as the number ofvoxel times T required to move the beam from one 
extremity of the deflection range to the other. The time-per-voxel T is then given by 
T (7.3) 
Clearly, the higher the value of v the smaller the move time and thus, for a given set of 
points, the more null voxels are required (Figure 7.2). The consequent decrease in T enables 
a greater total number ofvoxels to be plotted in each slice. 
7.L3 Beam deflection cost 
The deflection coordinates of the beam are denoted (aI, a2). The size and shape of the projection 
of the target screen onto the deflection coordinates depends upon the geometry of the screen, 
the beam source position, and the instantaneous orientation of the screen relative to the 
beam source. The transformation equations for the CR9 (planar screen system) prototypes 
are discussed in Chapter 4. 
The distance (cost) Ckl in deflection coordinates between two points denoted k and I is 
the largest of the number of deflection increments required along each of the two orthogonal 
deflections. This may be expressed by the discrete Chebyschev metric (Melamed et ai. 1990) 
where Sa 
(7.4) 
(7.5) 
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Figure 7.5 Behaviour of voxel fraction curves for various values of Tfsd/1'v. note that the range of v here is 
0-15 compared with 0-50 in Figure 7.3. This is to highlight the behaviour of the curves about their minima 
(vopt), denoted by circles. In each of the first three graphs, the lower curve is that for random data of 50 points, 
and the higher curve that with 200 points. In the fourth plot they are all graphed together. 
Here r.l denotes the ceiling operation (round to next highest integer) and Ll is the distance in 
deflection space through which the beam can move in Tm , that is 
2A (7.6) 
v 
where A is the largest of the maximum values of al and a2, so that 2A denotes the maximum 
deflection range required. 
7.2 Optimisation of the move time for data within slices 
We wish to determine the optimum value of v, which yields an optimum value of the move 
time. A smaller value of the move time generally results in more null Yoxels, whereas a larger 
move time results in fewer null Yoxels but a higher proportion of deflection times between 
voxels which are shorter than the move time. 
If the number of visible voxels to be plotted in a slice under consideration is denoted n, we 
define the voxel fraction F to be 
F (7.7) 
where n •• is the number of null ('stepping stone') voxels required in the course of plotting the 
n voxels, and 
1 1 
V. ::::: -f S-T == -f S----,--~--,- (7.8) 
where f is the rotation frequency ofthe target screen, is the maximum number ofvoxels that 
may be plotted in each of the S slices into which each screen revolution is divided (Figure 7.3). 
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The number of null voxels n •• depends upon the positions of the voxels in the slice under 
consideration, upon the order in which they are to be plotted, and upon the value of v. 
Intuitively. increasing v means that the time T per voxel decreases and so a larger total 
number of voxels V. will be available in each slice, but at the same time more null voxels 
will be required to maintain image fidelity. Conversely, decreasing v will decrease V. but also 
reduce the number of null voxels required. Additionally, as the move time is increased there 
will be more beam path segments for which the ideal deflection time required is less than Tm. 
so that the beam spends a longer duration than is necessary at some points before plotting 
them. The optimisation is thus a trade-off between these two effects-a high value of v to 
increase V. and to minimise unproductive beam waiting time, versus a low value to decrease 
n ... 
Plotting performance is optimised at that value of v (denoted vopt) for which F is minimised. 
Moreover, if F > 1 then not all of the data is able to be plotted in the respective slice. The 
remaining voxels may be moved into the next sector, or simply culled. Thus minimising F not 
only results in an efficient plotting, but in turn ensures that as many visible voxels as possible 
may be included within each slice. From Vopt it is also possible to derive an approximate value 
of the visible voxel capability of the display. This should be distinguished from the voxel 
bandwidth B = liT, which includes both visible and null voxels. 
7 .. 3 Unordered data 
7.3.1 Behaviour of voxel fraction curves 
The essential features of the voxel fraction curve (F plotted against v) may be illustrated 
by considering slices consisting ofvoxels randomly distributed in deflection space (such as is 
illustrated in Figure 7.4(a), by way of example). 
The nature ofthe voxel fraction curve is illustrated in Figure 7.5. When Tfsd ~ Tv, thevoxel 
capacity V. of each slice is essentially constant for all v (see Figure 7.3) and so the behaviour 
of the voxel fraction curves is dominated by the dependence of n •• on v. As may be seen 
from Figure 7.4(b), this dependence is linear. Thus, in this case the voxel fraction curves are 
monotonically increasing with v and so are minimised at Vopt Rl L As Tfad is increased relative 
to Tv, the V. curve appearing in the denominator of F exhibits a greater dependence on v (see 
Figure 7.3) and the value of Vopt increases. When Tf!;d ~ Tv, the optimum value of v is higher 
still and the minimum is broad, indicating a reduced sensitivity of the plotting performance 
to v. 
While vopt may be determined empirically by exhaustively calculating F over a range of v 
for a number of image data sets, it may be seen from Figure 7.4(b) that n.., varies linearly with 
n as well as with v. Thus, writing 
n.. knv, (7.9) 
allows Eq. (7.7) to be treated analytically. The minimum of F occurs at 
.rr;::; 
Vopt = vm' (7.10) 
The optimum value of v thus depends on the ratio of the full-scale deflection time to the voxel 
activation time. 
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Tfild 
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TJi3d 
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(ps) 
EMPIRICAL RESULTS ANALYTICAL RESULTS 
0.1 
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0.5 
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1.5 
2.0 
Random data 
Tv (Il-s) 
0.1 0.5 1.0 
2 1 1 
3 2 2 
4 2 2 
5 2 2 
5 3 2 
(a) 
Image data 
Tv (Il-s) 
0.1 0.5 1.0 
6 3 3 
11 6 5 
15 7 6 
18 8 7 
20 9 7 
1.5 2.0 
1 1 
1 1 
2 2 
2 2 
~ 
1.5 2.0 
3 3 
5 4 
5 5 
6 6 
7 6 
Random data 
II 0.1 0.5 fV1(~SI1.5 [ 2.0 I 
0.1 2 1 1 1 1 
rz;"d 0.5 4 2 1 1 1 
~--~---+--~----+---~--~ (ps) 1.0 6 3 2 1 1 
~--~---+--~----+---~--~ 1.5 7 3 
2.0 8 4 
(b) 
Image data 
0.1 1 0.5 11.0 11.5 1 2.0 
0.1 5 2 1 1 1 
Tfsd 0.5 10 5 3 2 
(ps) 1.0 14 
1.5 17 
2.0 20 
(c) (d) 
Clustered random data Clustered random data 
IrI0-.l-I~0-.5~1~~-~~~SI~I-.5~1-2-.0~1 1~==r=~[1=0.=I~I=0.5~1=:~=s~ll=.5~~ 
0.1 6 3 3 2 2 4 2 1 1 
0.5 12 6 5 4 4 9 4 
1.0 15 8 6 5 5 
1.5 17 10 8 6 6 
2.0 18 11 8 7 6 
(e) (f) 
Figure 7.6 (a) Empirically determined optimum values of 11 for various values of fa and Tv with 20 unordered 
random data sets, with n ranging between 50 and 200. (b) Optimum values of v, determined analytically from 
Eq. (7.10) with k 0.32, for various values ofTfsd and Tv. (c) Optimum values of v for various values of Tfsd 
and Tv with unordered image data. Cd) Calculated optimum values of v for various values of Tfsd and Tv with 
k = 0.049, a figure derived from the 12 example slices of image data. (e) Optimum values of 11 for various values 
of Tfud and Tv with unordered clustered random data, generated with p 4. (f) Calculated optimum values of v 
with Ii :::: 0.068, a figure based on the 40 slices of data generated using the cluster algorithm. 
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n=93 
n=48 n =50 
Figure'1.7 Four representative examples of unordered beam paths in image data slices. The images from 
which they come are, clockwise from top left, a piston and crankshaft, a globe oftha earth with satellite orbits, 
the lorenz attractor, and a molecule generated from x-ray crystallography data. 
The constant k is independent of both display size and of the beam plotting and deflection 
parameters. A simple means of calculating k is to take the value of n .. at v = 50 for a number 
of data sets at various values of n, so that 
n(v=50) 
k = 50n . (7.11) 
Eighty slices of random data (twenty for each of n 50,100,150 and 200) yielded a value of 
k = 0.32. By way of illustration, Figure 7.6(a-b) tabulates results calculated for a range ofTfsd 
and Tv, both empirically and by the analytic formula of Eq. (7.10). The largest discrepancies 
between the two tables occurs for Tfsd ~ Tv, when the minimum about Vapt in the voxel fraction 
curves is at its shallowest, and plotting performance is least sensitive to small variations 
around Vapt. 
Effect of screen angle 
The reduced horizontal extent of the projection of the screen into the deflection coordinate 
system of the beam in planar screen systems (such as the CRS) is ignored so that the results 
are generally applicable. That is, all the random data sets were generated over the entire 
deflection range. On the CRS, this corresponds to all the data sets being on slices perpendic-
ular to the beam's optical axis. If the screen rotation is taken into account, a slightly reduced 
value of k = 0.30 is obtained. This results from the fact that, in general, fewer null voxels 
are required in oblique slices, in which the screen occupies less than the maximum deflection 
range. 
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Figure 7.8 (a) With real image data, the essentially linear increase of no. with v is preserved. Solid line 
corresponds to the attractor, the dashed line to the satellite, the dot-dashed line to the molecule, and the dotted 
line to the piston slices. (b) F vs. v curves for the above 4 slice examples. The central 3 curves in each case 
correspond to TfmJ/Tv ratios of 2, 1 and 0.5 for Tv fixed at 1 MS. They thus converge to a single tangent because 
the contribution of Tfsd becomes insignificant as v becomes large (see Eq. (7.8». The solid line corresponds to a 
ratio of 0.5, the dashed line to 1, and the dotted line to 2. The data in the curves denoted '0' and '+' corresponds 
to more extreme values of the ratio, namely 20 and 1120 respectively. 
7.B Unordered data 
choose the number n of points to be generated in the slice 
choose a random integer P S (Nip) to be the the number of cluster seeds 
for m = 1 to P do 
choose locations of a cluster seed randomly (in the deflection coordinate system) 
end 
while < n points generated do 
choose one of the cluster seeds at random, denote p 
choose a random number n of consecutive points to be clustered about p 
for .e 1 to n do 
choose location ofvoxels in deflection space, normally distributed 
about the p-th cluster seed with standard deviation (J = 
end 
end 
141 
Figure 7.9 Algorithm used to generate n points of clustered random data. The parameter p (appearing in the 
constraint P ::; (NIp)) determines the extent ofthe clustering - higher values of p lead to less clustering and 
a more even distribution of points. A value of p = 4 yielded good agreement with the image data considered 
here. 
7.3.2 Behaviour with real image data 
To ascertain the extent to which the above behaviour is obeyed by real image data, twelve rep-
resentative slices of images which have been displayed upon the CRS were considered. These 
were chosen to represent a varied selection offoreseen applications, and include wire-frame 
images, experimental data such as medical scans, mathematical functions and molecular vi-
sualisation data, The number ofvoxels in each slice ranged from 36 to 244, with most slices 
having between 50 and 100 voxels. 
A slice from each of the following images is shown in Figure 7.7. The piston and crankshaft 
image was generated via the AutoCAD drawing package, and the globe of the earth comes 
from an application program used to visualise the orbits of satellites. The molecule is a visu-
alisation of the unit cell of a chemical compounds, using positional data determined by x-ray 
crystallography (Keen 1993), and the Lorenz attractor was generated by the algorithm de-
scribed by Schuster (1989). The null voxel curves for these images are shown in Figure 7,S(a). 
This figure indicates that the proportionality of the gradient of the null voxel curves to n is far 
weaker than is the case with random dat~ sets. The slopes of the null voxel curves depend far 
more strongly upon the nature of the image data, rather than upon a single parameter such 
as n. This is a consequence of the data in slices through the images portrayed on volumetric 
systems tending to be clustered and the overall extent, voxel distribution and plotting order 
depends strongly upon the image slice under consideration. This is in contrast to randomly 
generated data, where there is little variation in the spread of the n voxels across deflection 
space. The values of k and Vopt vary much more widely about their average values than is the 
3Calcium copper tetra (trichloroacetate) tetra aqua 
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initial subtour consists of point i only 
find point k such that Cik is minimal and form subtour i-k-i 
do 
choose next point k arbitrarily {Selection step} 
:find the arc (i, j) in the subtour which minimises Cik + Ckj Cij, 
and insert k between i and j. {Insertion step} 
until all points are connected in a closed path. 
Figure 7.10 Arbitrary insertion TSP heuristic (Golden et al. 1980). The first point and each successive 
arbitrary point is taken to be the next on the voxellist. The subtour is the ordered list of points built up to form 
the final tour. 
case with random data. 
The average empirical values of Vopt for the twelve slices for various values ofTfad and Tv are 
tabulated in Figure 7.6(c). The analytical approach, using Eq. (7.11) to retain the simplicity 
of the approach in Section 7.3.1, yields an average value of 
k = 0.049, (7.12) 
which leads to the results presented in Figure 7.6(d). 
7.3.3 Clustered random data 
The values of Vopt and the null voxel curves indicate that the random data sets, while illustrat-
ing the properties of the voxel fraction curves, are unable to predict an accurate value of Vopt 
suitable for use with real images on a volumetric display. The algorithm given in Figure 7.9 
was therefore employed to generate clustered random data, providing a more realistic model 
of image data and a more accurate prediction of Vopt. A single parameter p dictates the extent 
of the clustering; higher values of p lead to more evenly spread voxels, and lower values to 
more extreme clustering. A value of p = 4 was found to produce data whose results accurately 
modelled those obtained from the real data considered here. Values of Vopt determined by both 
empirical and analytic methods are tabulated in Figure 7.6(e-f). 
7.4 Re-ordering of the data 
7.4.1 The Travelling Salesman Problem 
Figures 7.4(a) and 7.7 suggest that the beam does not follow the most efficient path possible 
in plotting the data within each 2D slice. In particular, many of the long beam path segments 
are unnecessary and incur a large number of null voxels. Thus, we examine here the effect of 
ordering the data so that the plotting is carried out in a more time-efficient manner. Since the 
total length of the path is to be shortened, the number of null voxels required will be reduced, 
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Figure 7.11 The effect of re-ordering on random data, with TlIid == 2 #8 and Tv 1 #8. (a) null voxel curves 
for a random data set before (dashed line) and after ordering. (b) Voxel fraction curves for random data, before 
and after ordering. The voxel fraction at the optimum value of v (in each case) is reduced from tv 0.9 to NO.6 
by the re-ordering procedure. 
enabling more visible voxels to be plotted. Ideally, we seek the shortest path connecting all the 
points-an exercise known as the Travelling Salesman Problem (TSP) (Lawler et al. 1985), 
The 'distance' between points in the TSP is more generally referred to as the cost, a 
definition that encompasses a greater range of considerations than merely distance. In some 
instances the cost function is simply the euclidean distance between the points, whereas 
other problems may utilise a look-up table of empirically determined costs (for example, road 
distances), or a manhattan metric where the cost between points is the sum of the 'x' and 'y' 
components of their separation. For the dot-graphics plotting procedure under consideration 
here, the cost function is the Chebyschev metric given in Eq. (7.4), namely the maximum of 
the 'x' and 'y' components ofthe separation in deflection coordinates. 
In practice, an exact solution to the TSP is infeasible for n ~ 15, as the time complexity for 
an exhaustive search of all possible permutations of point order is O( n!) (Lawler et al. 1985). 
In fact, the TSP belongs to a class of computational problems that are NP-hard, where the 
NP stands for 'nonpolynomial'. That is, it is believed that no algorithm for an exact solution 
to the TSP exists whose time complexity is bounded by a polynomial in n (Johnson and 
Papadimitriou 1985). 
Thus, heuristic algorithms with more reasonable time complexities (typically O( n2 )) are 
often used to generate near-optimal solutions. In the arbitrary insertion heuristic, outlined 
in Figure 7 .10, the path is built up as each point is examined once (Golden and Stewart 1985). 
In the worst case, the resulting path through n points will be 2ln n + 0.16 times greater than 
the minimum (Golden et al. 1980). However, in practice this heuristic has been shown to 
obtain results within 5% of the optimum under a Euclidean metric_ The arbitrary insertion 
heuristic is used here to re-order the voxel plotting order within sectors, in order to ascertain 
the effect of ordering on the plotting characteristics. 
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EMPIRICAL RESULTS ANALYTICAL RESULTS 
Random data 
II Ty (jjs) 
0.1 I 1.0 I 2.0 
Tfsd 0.1 4 4 Tied 0.1 4 1 1 
(jjs) 1.0 10 5 5 (jjs) 1.0 11 4 4 
2.0 13 7 5 2.0 16 5 4 
(a) (b) 
Image data 
II 
Ty (jjs) 
0.1 11.0 1 2.0 
Tfsd 0.1 9 
(jjs) 1.0 25 
2.0 31 
(c) (d) 
Clustered random data Clustered random data 
II 
ly (jjs) 
0.1 11.0 1 2.0 
-
l~d 0.1 9 4 Tfsd 0.1 6 2 1 
(jjs) 1.0 21 9 (jjs) 1.0 20 6 5 
2.0 28 12 2.0 29 9 6 
• 
(e) (f) 
Figure 7.12 (a) Empirically determined optimum values of v for various values of Tied and Tv with 20 random 
data sets, with n ranging between 50 and 200, ordered by the arbitraI'Y insertion TSP heuristic. In particular, 
note the increase in these values of Vopt in comparison with those in Figure 7.6. (b) Optimum values of v, 
determined analytically from Eq. (7.10), with k = 0.08. (c) Optimum values of v for the twelve slices of image 
data ordered by the arbitrary insertion TSP heuristic. (d) Analytically predicted values of Vopt, with k 0.021. 
(e) Optimum values of v for the forty slices of clustered random data ordered by the arbitr!U'Y insertion TSP 
heuristic. (0 Analytically predicted values of Vopt, with k = 0.024. 
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Figure 7.13 Null voxels before (dotted line) and after ordering by the arbitrary insertion TSP heuristic. The 
slices are from real images correspond to those illustrated in Fig. 7.7. 
7.4.2 Effect of ordering on voxel fraction curves 
The effect of ordering the beam plotting path in each sHce is to reduce the number of null 
voxels required to plot the image voxels. This reduction in the slope of the null voxel curve 
results in an increase in the value of Vopt, as evidenced by the values for random data tabulated 
in Figure 7. 12(a-b), and a significant broadening of the minimum. The plotting performance 
with ordered data is thus less sensitive to v about Vopt. Further, the minimum value of F is 
lower than that for unordered data, reflecting the fact that with fewer null voxels needing to 
be accommodated in the sector, a greater number of visible voxels may be plotted. 
7.4.3 Results for real and clustered random data 
Re-ordering voxels has a similar effect on the voxel fraction curves for real image data. 
However, the reduction in null voxels, and hence the improvement in plotting performance, 
depends upon the nature ofthe image data (Figures 7.13 and 7.14). The sectors in which the 
voxels are semi-ordered to begin with (the piston, for example) and which contain relatively 
few long beam segments are affected least; the number of null voxels after ordering is, in 
these examples, '" 0.5 of that required before ordering. In contrast, the Lorenz attractor 
slice contains many more long segments, and so its plotting efficiency benefits more from the 
ordering process. 
The average values of Vopt for the twelve image slices determined from an empirical order-
ing, and those obtained by the prediction method ofEq. (7.10), are given in Figure 7.12(c-d), 
using a value of 
k = 0.021, (7.13) 
obtained from the null voxel curves. 
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Figure 7.14 Voxel fraction curves before (dotted line) and after ordering, in the case where Tmd = 2 J1,S and 
Tv 1 J1,S. The data in each plot corresponds to the slice illustrated in Fig. 7.7. The ordering is most effective 
with the slice of the Lorenz attractor, which is the most disordered originally amongst these four examples. 
'I'he difference in F at Vopt is small, indicating that, at least for image data of this type, the ordering procedure 
does not greatly improve the voxel fraction. However, the curves are different for different values of Tmd/Tv. 
The reduction in the number of null voxels required (Figure 7.13) leads to a broadening 
of the minima in the voxel fraction curves (Figure 7.14), This leads to small discrepancies 
between the numerical values of Vop\ obtained via the empirical and analytical approaches 
(Figure 7.12(a-f)). 
7.5 Estimation of the visible voxel bandwidth 
If the move time is not fixed, and dependent upon the separation between consecutive voxels, 
then the voxel capacity (see §4.5.2) must be estimated, based upon an average value of the 
move time. The adoption of a fixed move time, as in the dot-graphics technique expounded 
in this chapter, enables an exact figure to be quoted for the voxel capacity of the system. 
However, a certain fraction of this will be occupied by null voxels, and so a value for the 
'visible voxel capacity' must be estimated. 
This can be achieved by adapting Eq. (7.9), namely 
n BB = kvn . (7.9) 
The variables n and n •• , referring to the number of vi sible and null voxels respectively within 
a slice, are generalised to NviJ'I and N .. , being the number of visible and null voxels in the entire 
image volume. The value of k has been determined empirically (Figure 7.17), and v is chosen 
to be its optimum value, Vopt, depending upon the ratio of the activation time to the full scale 
deflection time. Thus Eq. (7.9) becomes 
(7.14) 
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Unordered data (k 0.049) 
Tv (fts) 
0.1 1.0 2.0 
416,667 45,455 23,810 
0.1 334,672 43,331 22,697 
0.80 0.95 0.95 
291,667 41,667 21A29 
Tfsd 1.0 172,993 33,467 18,682 
(fts) 0.59 0.80 0.87 
250,000 37,500 20,833 i 
2.0 126,262 28,980 . 16,7341 
0.51 0.77 L 0.80 
Figure 7.15 Indication of the voxel capacity N and the visible voxel capacity Nvis, calculated via Eq. (7.16) 
with f 20 Hz. The inaccuracy as v approaches unity of the heuristic approach introduced in §7.3.1 and used 
in §7.5 is demonstrated by the figures for T1Sd 0.1 p.S, Tv = lor 2 its, forwhlch Vnpt == 1. Clearly, with Vopt = 1, 
no null voxels are used and Nvis should be equal to N. Nevertheless, other combinations of Tfsd and Tv, with 
v > 1, indicate the dependence of the visible voxelfraction upon the ratio of the full-scale deflection time to the 
activation time. 
The maximum number ofvoxels per image update, N, is comprised of visible and null voxels, 
Nvi.+N •• = N. (7.15) 
Combining Eqs. (7.14) and (7.15), the visible voxel capacity Nvie is thus given by 
N (7.16) 
The voxel capacity, visible voxel capacity and the visible voxel fraction are illustrated in 
Figures 7.15 and 7.16 for a range of values of the voxel activation and full-scale deflection 
times, for unordered and ordered data respectively. As Vnpt ~ 1, fewer null voxels are required 
and so Nvi./N ~ 1. Eq. (7.16), however, predicts Nm/N ~ 1/(1 + k); the extra term arises 
from the fact that no constant term was included in Eq. (7.9) for reasons of simplicity. For 
larger values of v, this approximation is more accurate, and as larger values of Vopt give rise 
to more null voxels, the visible voxel fraction Nvi./ N decreases. 
7.6 Discussion and conclusions 
At present, beam-addressed swept-volume display systems suffer from scanning difficulties 
similar to those faced by high-performance graphics terminals in the 1970s. That is, the 
beam deflection and voxel activation times are not sufficiently short in duration that a high-
resolution raster scan of the 3D display space is feasible. Since the beam's writing to the 
display volume is constrained by the instantaneous screen position, a dot-graphics random 
scan technique may be adopted, where the image is decomposed into component points, or 
voxels. By adopting a constant period for the beam current signal (and allowing for null 
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Re-ordered data (k 0.021) 
Tv (J-ls) 
0.1 1.0 2.0 
437,500 47,619 24,390 *-N 
0.1 381,430 45,700 23,407 
0.68 0.87 0.90 
343,750 43,750 22,727 
1.0 235,123 38,143 20,568 
(J-ls) 0.68 0.87 0.90 
303,922 41,667 21,875 
2.0 184,083 34,435 19,072 
0.61 0.83 0.87 
Figure 7.16 Indication of the voxel capacity N and the visible voxel capacity NviB, calculated via Eq. (7.16) 
with j = 20Hz. 
State of image data within slices k 
Unordered 0.049 
Re-ordered by TSP heuristic 0.021 
Figure 7.17 Values of the constant k (see Eq. 7.11) as determined from the image data considered in this 
chapter. That for the re-ordered data is less than half the value of that for the 'raw' data. This results a larger 
optimum value of v, and hence a smaller beam move time. 
voxels), a faster overall plotting rate is achieved, and the memory required to store the 
voxel information is reduced. The optimisation of this method is simplified considerably by 
approximating the continuous distribution of voxels by a sequence of slices. In the case of 
rotational screen motion, such as the CRS, these slices represent data from sectors through 
the display volume. This achieves a coarse ordering of the voxels according to screen motion, 
and hence time, reducing the optimisation task to a 2D problem. 
The optimum performance of this technique, yielding the maximum ratio of visible to null 
voxels, was determined as a function of the display plotting parameters via both an empirical 
and an analytical approach. The results are summarised in Figure 7.6. The plotting order 
of the voxels within each (2D) slice may be altered so as to reduce the number of null voxels 
required. The subsequent improvement in plotting performance is small for the image data 
considered here (Figure 7.14), although it is expected that in real applications a number of 
objects, including cursors, icons, text and/or axes of scale or reference grids as well as the 
primary image ofinterest will simultaneously occupy the display volume. This will introduce a 
greater number oflong beam segments into the unordered data of slices passing through more 
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than one of these objects. However, in view of the unfavourable computational complexity of 
TSP heuristics (O(n2)) a more approximate ordering algorithm, requiring less computation 
time yet removing most of the large spurious beam segments, is desirable. 
7.7 Summary 
• Adopting a fixed move time Tm Tfsd/V enables the image data to be clocked out of 
memory at a constant rate and allows the use of beam blanking signals of a regular 
period. However, null voxels must be inserted in the plotting list for consecutive voxels 
separated by a move time > 
• The optimum value of v is more strongly dependent upon Tfsd/Tv than upon details of 
image composition. 
• Data generated randomly in the beam deflection coordinates does not accurately model 
real image data, which tends to be more clustered. 
• A heuristic analytic treatment yields a good agreement with an empirical determination 
of Vopt. Values of k derived in this chapter may be used to determine Vopt in a passive-
screen swept-volume system employing the dot-graphics technique and slice-based voxel 
ordering. 
• Re-ordering the voxel plotting order within slices to make the beam path more efficient 
and reduce the number of null voxels required may be achieved by applying heuristic 
TSP algorithms. However, the efficiency gains are not sufficiently large to make the 
adoption of such a method worth the computation time involved. A more approximate 
re-ordering algorithm, removing most of the unnecessary long beam segments yet able 
to be penormed rapidly, is likely to be more useful. 
• The case of a vector-graphics plotting method, that it, with no restriction on Tin, is 
equivalent to the analysis in this chapter when Tt.d ~ Tv. 
• The dot-graphics method fixes the voxel time T, and thus enables the voxel capacity 
of the display volume to be quantified as N = l/(fT). However, a fraction of these 
(depending upon the composition and location of the image) will be null voxels, so the 
visible voxel capacity must still be estimated. Based on the results in this chapter, the 
visible voxel capacity Nvig is indicated for a range of values of Tt.d/TV in Figures 7.15 
and 7.16. 

Chapter 8 
VOXEL ORDERING PROCEDURES FOR 
PASSIVE-SCREEN VOLUMETRIC DISPLAYS. 
2: RETAINING ANGULAR INFORMATION 
A theory has only the alternative of being right or wrong. A model has a third possibility: 
it may be right, but irrelevant. 1 
Manfred Eigen 1927-
The voxel ordering method discussed in the Chapter 7, whereby the 3D distribution ofvoxels 
is approximated by a series of radial slices, has, with no re-ordering of the voxels within 
each slice, a relatively low computational overhead. However, subsequent to the division of 
the image data into the slices corresponding to sectors of the display volume, the tangential 
voxel positioning accuracy is decoupled from beam deflection considerations. Its magnitude is 
limited by the sector size-for example, with the typical CRS parameter values of 512 sectors 
and R = 80 mm, the worst-case error is R:l 1 mm. The slice-based voxel ordering technique 
thus gives rise to an angular positional uncertainty that increases with the radius of the voxel 
from the rotation axis, and reaches a maximum at the display volume periphery. 
This chapter presents a voxel ordering algorithm whereby each voxel is accorded the same 
maximum tangential error, and tangential positioning accuracy is considered explicitly in 
concurrence with beam deflection cost. 
Ideally. the plotting order of the voxels would be shuffled until the beam path minimising 
the total tangential error is found. However, the computation involved in such a procedure 
would be prohibitive-existing algorithms of this type for obtaining the optimum order of 
points in a 2D plane (for example, solving the Travelling Salesman Problem (TSP» are very 
time-intensive (Lawler et al. 1985), This approach would be further complicated under the 
dot-graphics procedure by the possibility of a number of null voxels being inserted between 
any two visible voxels. 
The method described in this chapter attempts to plot each voxel within a tangential 
distance c of its ideal angular location. Each voxel is thus treated equally in this respect, but 
the angular range within each voxel's plotting window is inversely proportional to its distance 
from the rotation axis. If a voxel is unable to be generated within this tangential distance, 
it is culled. Under the slice-based ordering method described in Chapter 7, voxels are culled 
IMehra (1973, p.61S). 
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arbitrarily if there is insufficient time to plot all the voxels in a given slice whilst the screen 
passes through the corresponding sector in the display volume. In short, a voxel is generated 
only if its location accurately represents its corresponding point in the image. 
The computation time of the ordering algorithm introduced in this chapter is reduced by 
dividing the display volume into a sequence of sectors, and considering only the voxels within 
each sector before those in the next. These sectors are typically larger than those employed 
in Chapter 7, and so only voxels close to the rotation axis have their maximum tangential 
error truncated due to this sectoring process. 
The discussion in this chapter assumes a rotating planar screen. However, the procedure 
is also applicable to any beam-scanned swept-volume display configuration (for example, a 
rotating helical screen). 
8.1 The ordering algorithm 
The algorithm is designed to plot each voxel at its ideal angle in the case of angularly sparse 
data, but in parts of images where the data is dense to seek a path through the voxels that 
takes into account both the deflection time and the tangential discrepancy of the point in 
order to minimise both the number ofvoxels culled and the average tangential error. 
The terms 'sparse' and 'dense' are not precise, but may be indicated as follows. Angularly 
sparse data is that where, on average, the angular separation ofvoxels is greater than 6{3, the 
angle through which the screen moves in the time T required to move and plot each voxel. 
Dense data, conversely, is that where the average angular separation of voxels is smaller 
than 6{3. This clearly depends upon the angular range under consideration; for example, an 
image may have a high density of points over a certain range of angle, and possess no points 
in the remainder of the display volume. A convenient angular range over which to consider 
the sparsity of the data is that of each sector in the display volume, denoted AO. Thus, 
n. Sparse data =:> flO ~ 6{3 , (8.1) 
n. Dense data =:> flB ~ 6{3 ) (8.2) 
where n. is the number of voxels in the sector. 
S.Ll Tangential positional discrepancy 
The tangential discrepancy of a voxel j with ideal angular coordinate OJ and radial coordinate2 
1'j, when plotted at screen angle {3, is expressed mathematically as 
(8.3) 
By this definition, d becomes positive when the screen angle has passed through the ideal 
voxel angle. 
S.L2 Selection windows 
Each voxel is considered only when its tangential distance from its ideal location lies within a 
certain range of va lues, or window. This provides an upper limit to the tangential positioning 
2The radial coordinate 'ILl is denoted r throughout this chapter. 
8.1 The ordering algorithm 
for 8 = 1 to S do 
13 = lowest voxel angle in sector (~ (8 - 1) liB) 
calculate number n. ofvoxels in each sector, denote this set ofvoxels L. 
while 13 < 8 liB n n. > 0 do 
nw =0 
for Ie = 1 to n. do 
calculate dk 
if 0 s: dk s: E do 
add Ie-th voxel to Lw 
nw=nw+l 
end 
end 
ifnw>1do 
M large number 
for Ie = 1 to nw do 
calculate dk 
if dk > E do 
cull voxel Ie from L. and Lw 
nw = nw 1, n. n. - 1 
end 
determine C for k-fu voxel 
ifC<Mdo 
M=C 
end 
end 
add voxel for which C is minimised to plotlist Lp> and remove from L. and 
n. n. 1, nw = nw - 1 
advance 13 by cil8f3 
else 
add voxel to plotlist Lp , and remove from L. and Lw 
n. = n. 1, nw nw - 1 
advance 13 to angle of next voxel (13 ---> 13 + L(B f3)/6f3j) 
end 
end 
end 
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Figure 8.1 Pseudocode representation of general ordering algorithm. A:s. voxels are chosen for plotting, they 
are removed from the set of voxels currently under consideration, Lw, and also from the set of remaining voxels 
in the sector, L. (of which Lw is a subset), and added to the plotlist 4. The variables nw, n. and np are the 
populations of each. The variable S is the number of sectors into which the display volume has been divided. 
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Figure 8.2 Consider the three points 1,2,3 depicted here in a plan view of the display volume. The attached 
lines indicate the plotting window (width E mm) of each. Point 2 may be generated anywhere within its plotting 
window, which lies entirely within the sector (demarked by the dashed line). However, the plotting windows of 
points 1 and 3 are truncated by the division of the display volume into sectors by the ordering procedure. The 
window of point 1 is truncated for any angular position within the sector, as the distance of the point from the 
rotation axis is not sufficiently large that the tangential width of the sector exceeds Emm. The plotting window 
of point 3 is truncated in this example by the angular position of the point with respect to the sector boundary. 
error. The window has the range 
(8.4) 
for some value of the maximum tangential positioning error f. The value of f needs to be 
small in order to reduce the upper bound on the error and to reduce computation time, yet 
sufficiently large to preclude excessive voxel culling (which occurs if the voxel is not plotted 
whilst the screen lies within the window defined in Eq. (8.4)). The calculations in this chapter 
were executed with a value of f = 0.2 mm, chosen because this is the ANSI standard value for 
acceptable pixel inaccuracy in conventional2D terminals (Williams and Donohoo 1991). 
In the case of sparse data, Eqs. (8.3) and (8.4) ensure that, in general, each voxel is plotted 
at d ~ 0 as the screen enters its plotting window. If the positions of the angle variables in 
Eq. (8.3) were reversed, or if the plotting window had the range -f ::; d ::; f, sparse data would 
be plotted at Idl ~ E. 
8.1.3 The algorithm 
At each screen increment, the algorithm determines which unplotted voxels have a tangential 
discrepancy d E [0, E]. When only one voxel is in consideration, it is appended to the plotting 
list and the screen angle f3 is advanced to the lowest angular value of the remaining unplotted 
voxels. With sparse data, the voxels are thus plotted in sequence according to angle, very 
close to their correct locations. 
Ifmore than one voxel is under consideration at once, however, the voxel to be plotted next 
is determined by calculating a cost associated with each, and the voxel with the lowest cost 
is appended to to the plotting list. (In TSP parlance, this is known as 'greedy' selection.) The 
8.1 The ordering algorithm 
for s 1 to S do 
while (J < s flO n n. > 0 do 
for k 1 to n. do 
determine whether k-th voxel is in plotting window 
end 
if nw > 1 do 
for k 1 to nw do 
determine cost associated with k-th voxel, and whether voxel remains 
within plotting window 
end 
add voxel of minimum cost to plotlist and advance (J by the number of 
screen increments required 
else 
add voxel to plotlist 
advance (J to angle of next voxel 
end 
end 
end 
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Figure 8.3 Reduced pseudocode representation of general ordering algorithm (Figure 8.1), emphasising the 
loops that determine the computational complexity. 
screen angle is then advanced by ejjo(J, where eij is the number ofvoxel times T required to 
deflect the beam to the desired location and plot the chosen voxel (the number of null voxels 
required being elj - 1) and 
(8.5) 
is the angle through which the screen moves in time T. 
At the next iteration, the algorithm again determines which unplotted voxels are within E 
of the screen position. Those under consideration, but not plotted, at the previous iteration 
remain in contention until the screen moves beyond their selection window (d > E). At this 
point, if they remain unplotted, they are simply culled from the image. The ordering algorithm 
is outlined in Figure 8.1. No reshuffiing of the list (as in tour improvement procedures in 
standard TSP problems (Golden et al. 1980» is subsequently performed. 
The search for which voxels to consider each time the screen is advanced is a time-
consuming part of the algorithm's operation. To this end, the screen's rotation is divided 
into S search blocks, or sectors, of a certain angular range, so that the data is evaluated 
sector by sector. In determining which selection windows intersect the screen position, only 
those voxels within the current sector are considered. While this technique greatly reduces 
the unnecessary computation of voxels significantly distant from the screen position, it also 
affects to truncate the selection windows of voxels in certain parts of the sector (Figure 8.2). 
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Voxels close to the rotation axis are affected regardless of their angular position in the sector. 
The radius of the display volume within which this arises is given by 
E 
r trnnc = AO ' (8.6) 
where AO is the angular range (in radians) of each sector. For example, the results in this 
chapter were generated with AO = 2° = 0.035 radians and E 0.2mm, leading to a truncation 
radius of rtrnne = 5.73mm. Voxels at radii greater than rtrune may also have their plotting 
windows truncated by the finite angular extent of the sector (see Figure 8.2). 
8.L4 Cost functions 
Four cost functions were trialed in the algorithm. These are as follows. 
es:) C" Id·1 (8.7) ....!L+_J . 
'J V E 
ei~) E Idjl (8.8) + IJ v E 
el~) E-Idjl (8.9) IJ E 
el~) 
IJ R 
(8.10) 
Cost eW represents the sum of the tangential positioning error and the beam deflection cost 
in reaching the voxel, and has a one-to-one correspondence with the euclidean combination 
of the two, ejj = J(dj/E)2 + (cii/V)2. Cost ew is similar to eW, but the gradient tangential 
contribution with increasing screen angle is reversed in sign. Costs eW and ejj) explicitly 
take into account the deflection cost as well as the positional error of the voxel. Cost eg) 
considers only the tangential error of the voxel, and cost efi) considers only the radius of the 
points. This arises from the observation that, since dj Irj 1(,8 - OJ), voxels at larger radii will 
move through their plotting window more rapidly and so are plotted first. However, dense 
data lying on both sides of the axis is likely to result in inefficient plotting as the beam swings 
between opposite sides of the display volume, ignoring voxels in the middle. All terms in the 
cost functions (8.7)-(8.10) are normalised to occupy the range [0, 1]. 
8.LS Computational complexity 
The computation required in the ordering algorithm centres around the two loops within the 
while condition (see Figure 8.3), The first loop searches through the remaining unplotted 
voxels in the sector to determine for which voxels the current screen position intersects the 
selection window. The second loop compares the cost function for each voxel in the window 
and determines which is to be plotted next by greedy selection. For each sector, the algorithm 
executes each loop until either all the voxels within the sector have been considered, or the 
screen angle has reached the end of the sector. 
Let n. denote the number of voxels remaining unplotted in a sector; this is the length of 
the first loop. The length of the second loop is given by the number of voxels found to be 
within the plotting window, denoted nw' Note that nw :5 n •. 
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Tfsd 0.1 - - ( i) 
(p,s) 0.5 - (ii) -
1.0 ( iii) - -
Figure 8.4 Legend for the three combinations of the time parameters Tv and 1f.d used in this chapter. 
If the data is sparse, in general n", = 1, so that the computational complexity is due largely 
to the first loop only. With dense data, however, n", ~ 1 and both loops contribute significantly 
to the computation time. 
Complexity of first loop 
If there are n. voxels in the sector under consideration, then the first loop has a length of n. 
on the first iteration, then (assuming no voxels are culled in the second loop) n. - 1 on the 
second, followed by n. - 2, and so on. The computational complexity is thus 
The display volume is divided for the purposes of this ordering procedure into S sectors, 
and the total number ofvoxel in the display volume is denoted N. Assuming an even voxel 
distribution throughout the display volume, 
N 
n.= S' (8.11) 
where N is the total number of voxels in the image frame, and S is the number of sectors. 
The computational complexity is thus 
Computational complexity of first loop 0 (~:) . (8.12) 
Complexity of second loop 
The length of the second loop depends upon the number n. of voxels in the current sector 
whose plotting windows intersect the current screen position. The computational complexity 
is 
If an even voxel distribution is assumed then, to a first approximation, the number ofvoxels 
under consideration is constant. (In actual fact, as the screen advances through the sector, 
nw slowly decreases.) The magnitude of nw depends upon the number of voxels in the display 
volume and upon the extent t of the plotting windows; 
Computational complexity of second loop = 0 (tN) . (8.13) 
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head data N = 4609 , 
Cost function Time parameters (see Figure 8.4) 
(i) ( ii) (iii) 
Vopt = 3 Vopt::= 14 Vopt 47 
ef? = Cij/V dj/e f",,\1 0.8060 fcull ::= 0.7071 feuJl 0.0469 
d = 0.0470 d = 0.0377 d = 0.0208 
Vopt = 2 Vopt 6 Vopt = 27 
e)~) 
tJ Cij/V - (e dj)/E fcull = 0.7587 feull 0.6778 fcull = 0.0445 
d = 0.1499 d 0.1488 d=0.0836 
Vopt 2 Vopt = 3 Vopt 10 
e~~) = (e 
tJ dj)/E f"'11 0.7594 fcull 0.6995 fcull = 0.3984 
d = 0.1502 d 0.1503 d=0.1508 
Vopt = 2 Vopt 4 Vopt = 17 
e~~) 
iJ R-lril fcull = 0.7661 frnll = 0.7045 f",,\1 0.2879 
d 0.1207 d = 0.1140 d 0.0696 
Vopt 3 Vopt 6 Vopt = 15 
slice-based ordering fcull = 0.8121 (0.8548) f ... \1 0.7290 (0.7837) fmll = 0.2265 (0.3723) 
d = 0.1235 d 0.1155 d = 0.1078 
Figure 8.6 Performance of the ordering algorithm for each cost function and of the slice-based technique of 
Chapter 7 (with no re-ordering of the data within each slice). The data set is 4609 points occupying an angular 
range in the display volume of 5" , obtained from a CT scan of a human head. In the slice-based ordering results, 
the first number given in each case as Jmll refers to the number ofvoxels actually plotted, and the second refers 
to those plotted within € of their ideal locations, as do the values ofthe cull fraction for the four cost functions. 
Complexity of algorithm 
The computational complexity of the algorithm, under the assumption of evenly spread data, 
is 
(8.14) 
In the case of sparse data, nw typically equals unity, so the computational complexity becomes, 
using Eq. (8.12), 
O(Sn;) = 0 (~;) . (8.15) 
With evenly spread dense data, using both Eqs. (8.12) and (8.13), the complexity is 
O(S(n; + nw» = 0 (~2 + EN) (8.16) 
o (~2) , (8.17) 
as the 0(.) notation refers to the highest power of N only. However, N is much larger in 
Eq. (8.17) than in Eq. (8.15). 
In practice, the angular distribution of the N voxels will not be even. In this case, the 
computation time will be constrained by the regions of highest density. 
I 
I 
8.2 Evaluation of plotting performance 159 
hipip data, N = 5352 
Cost function Time parameters (see Figure 8.4) 
(i) ( ii) ( iii) 
Vopl = 4 I vopt = 8 Vopt = 32 
Cf~) eij /v - dj/t f.un = 0.8281 • f.un = 0.7302 f.un = 0.1431 
'J 
d= 0.0262 d= 0.0252 d = 0.0259 
Vopl = 3 Vopt = 9 Vapt = 34 
Cf~) 
'J Cij/V (£ - dj )/13 f.un 0.8180 f.un = 0.7093 /.ulI = 0 
d = 0.1896 d = 0.1882 d= 0.0584 
Vopt = 2 vapt 3 Vapl 9 
cW = (f - dj)/E f.un = 0.8208 f.un 0.7599 ! f.un 0.4895 
d = 0.1897 d 0.1891 i d 0.1918 
Vap\ 1 Vapt 3 
'Vopi 11 
Cf~) = R /rjl f.un = 0.8272 f.un = 0.7982 • /.ulI = 0.5084 
'J 
d = 0.1013 d 0.1001 d 0.0785 
Vopt = 3 vapt 6 vapt = 15 
slice-based ordering f.un = 0.8207 (0.8948) f.un = 0.7687 (0.8554) f.un = 0.4494 (0.6214) 
d = 0.1779 d = 0.1850 d= 0.1625 
Figure 8.6 Comparative ordering performance of the four cost functions and the slice-based ordering method, 
as in Figure 8.5. The data set in this case is obtained from an electron density calculation for an iron protein 
'bipip'. In the slice-based ordering results, the first number given in each case as ieull refers to the number of 
voxels actually plotted, and the second refers to those plotted within c oftheir ideal locations, as do the values 
of the cull fraction for the four cost functions. 
8.2 Evaluation of plotting performance 
8.2.1 Quality parameters 
As in the case where the voxels are plotted as consecutive slices (Chapter 7), the optimum 
value of v must be determined. However, whereas in that case the plotting performance was 
indicated by a single parameter (the voxel fraction), here a number of parameters come into 
consideration as indicators of the optimality of the plotting order: 
• The average and worst-case tangential discrepancies d and Idlmax incurred. 
• The quantity 8f3I: eij, which is equivalent to the voxelfraction (see §7.2), and represents 
the efficiency of the total beam path (apart from delays) in plotting the N voxels. 
• The number ofvoxels culled. 
The value of v that minimises each of these quantities is typically slightly different. 
However, the number of voxels plotted is of greatest importance, given that the tangential 
error is already constrained to be ~ t. Thus, Vopt is defined to be that for which the number of 
voxels culled is minimised: 
Vopt V I (number ofvoxels culled = min) . (8.18) 
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Figure 8.'1 Frequency histogram oftangential voxel error d for dense data ordered for output to the eRS by 
the ordering algorithm with S = 180 and cost functions 0(1) (top) and 0(2) (bottom). The data sets are sectors 
of angular range 5·, for (a) head data, and (b) hipip data. 
The values of d and 8f3 I:: Cij typically vary slowly with v, so the performance in terms of these 
parameters at Vopt is not greatly suboptimal. 
8.3 Results 
A major advantage of this algorithm is its flexibility in dealing effectively with both sparse and 
dense data. With sparse data, each voxel should be plotted at essentially their correct angular 
location (that is, d ~ 0). When angularly dense data is encountered, the voxel selection is 
based on the relative values of the cost function; in the case of CD) and CW, both the beam 
path and the tangential discrepancy is taken into account when determining the plotting 
order. Performance with dense and sparse data sets is considered in turn and compared with 
the slice-based approach of Chapter 7. 
The cull fraction f.un is defined as the ratio of the number of voxels culled to the total 
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Figure 8.8 Frequency histogram of tangential voxel error d for dense data ordered for output to the CRS by 
the ordering algorithm with S = 180 and cost functions 0(3) (top) and 0(4) (bottom). The data sets are sectors 
of angular range 5°, for (a) head data, and (b) hipip data. 
number ofvoxels, that is, 
f, - number ofvoxels culled enll- N . (8.19) 
8.3.1 Dense data 
The algorithm was applied to two dense data sets. One was obtained from a volumetric Com-
puted Tomography scan of a human head, and the other from a highest-occupied molecular 
orbital electron density calculation for a high potential iron protein 3 (abbreviated 'hipip'). The 
original data for each of these images was obtained from the ftp site omi cron. cs . unc. edu 
(152.2.128.159) at the University of North Carolina. This data was reduced and an angular 
range of 5° in each case is used for the computations in this subsection, with a value of l:::.() = 2° 
(that is, S = 180). 
3[Fe4S4(SCHa)4]1-, a four-iron, eight-sulphur cluster found in many natural proteins. 
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Figure 8.9 Frequency histogram of tangential voxel error d for dense data ordered for output to the CRS by 
the slice-based algorithm described in Chapter 7. No re-ordering of the data within each slice has been applied. 
The data sets are sectors of angular range 5° , for (a) head data, and (b) hipip data. 
Dependance of optimum value of v on the time parameters. 
As was the case in Chapter 7, the value of Vopt depends most strongly upon the ratio Tfsd/Tv• 
A similar trend is also observed, namely that the value of Vopt increases as the ratio becomes 
larger. This is clear from Figures 8.5 and 8.6. In each case the minimum value of tip L eij 
(not shown) occurs at a similar value of v as does the minimum cull fraction. 
The value of the cull fraction also depends on TfSd/Tv, and increases as the ratio decreases. 
That is, fewest voxels are culled when Tfsd ~ Tv. This is because, in this case, a large value of 
v leads to a value of T lower than that achieved when Tfsd ~ Tv, even though Vopt ;:::I 1 in that 
case. By way of illustration, consider Figure 8.5; with Tfod 1ps, Tv = O.lps and Vopt 27 the 
voxel time is T 1/27 + 0.1 0.137 ps, whereas with Tr.d = O.lps, = 1ps and Vopt = 2 the 
voxel time T is obtained as T = 0.1/2 + 1 = 1.05 ps. 
The relative perlormance of the four cost functions also depends on Tfsd/Tv. When the 
full-scale deflection time is much shorter than the voxel activation time (represented by the 
time parameter combination (i) in Figures 8.5-8.9), the cull fraction is typically similar with 
all four cost functions and the slice-based technique (see Figures 8.5 and 8.6). If the full-scale 
deflection time is much longer than the activation time, however (represented by (iii), cost 
functions cgl and ct? perlorm significantly better than do CW and CW, with frull -4 0 in the 
former case, but remaining at values of frull ;:::I 0.3-0.5 with the latter in these examples. Cost 
Cijl provides the lowest cull fraction, but cost function CW provides the lowest value of J. The 
distribution of the tangential error d is shown by the histograms in Figures 8.7-8.9 4• 
Distribution of the tangential error and comparison with the slices approach 
An indication of the tangential voxel positioning accuracy afforded by each technique is 
provided by the histograms in Figures 8.7-8.9. The data in Figures 8.7 and 8.8 was obtained 
by ordering the image data with the algorithm presented in Figure 8.3, with each of the 
four cost functions. In each case, the value of v employed was the optimum indicated in 
4The tangential error distributions are presented here at a reduced scale so as to facilitate comparison. They 
appear at a larger scale in Appendix B. 
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, 
globe data, N = 1743 
Cost function Time parameters (see Figure 8.4) 
(i) (ii) (iii) 
vapt = 3 Vapt 11 vapt = 40 
Ci<jl = Cij/V - dj/c f.uu 0 f.uu = 0 f.ull = 0 
d = 0.0084 d 0.0063 d = 0.0024 
vopt = 3 Vopt 8 Vopt = 30 
C~) = Cij/V (f - dj )/c f.uu 0 f.uu = 0 f.uu = 0 
d 0.0084 d = 0.0059 d = 0.0021 
Vapt 2 Vopt = 3 Vap, = 9 
C!~) = (c 
'J dj)/f froll = 0 f.uu = 0 f.uu = 0 
d 0.0081 d= 0.0059 d = 0.0020 
V""t 1 Vapt = 3 V""t = 14 
Cij) = R -I1'jl f.uu = 0 f.uu 0 f.uu = 0 
d = 0.0083 J = 0.0059 d 0.0019 
Vapt = 3 VOP' = 6 Vopt::::: 15 
slice-based ordering f.uu = 0.1474 (0.6277) f.ull = 0.1474(0.6328) f.ull = 0.1474 (0.6426) 
d = 0.2861 d = 0.2896 d = 0.2974 
Figure S.lO Performance of the ordering algorithm for each cost function and of the slice-based technique 
of Chapter 7 (with no re-ordering of the data within each slice). The data set is 1743 points obtained from a 
volumetric image of the globe of the earth. In the slice-based ordering results, the first number given in each 
case as J.uu refers to the number of voxels actually plotted., and the second refers to those plotted within £ of 
their ideal locations, as do the values of the cull fraction for the four cost functions. 
Figures 8.5 and 8.6. Figure 8.9 illustrates the distribution of d for the image data ordered by 
the slice-based technique described in Chapter 7, with v values obtained from Figure 7.6(c). 
It is apparent from these figures that, for the dense data sets analysed here, cost function 
CW provides the most accurate tangential voxel positioning with the ordering algorithm 
presented in Figure 8.3. This is achieved at the expense of a slightly higher cull fraction than 
that obtained with ctj) (see Figures 8.7 and 8.8). However, cost function cW generates the 
image voxels at d ~ C unless Tr'd ~ Tv. Cost cg) achieves d ~ 0 for all values of Tt,.d/Tv. The 
results due to the slice-based approach are favourable in that the number of voxels plotted 
at a given value of d increases as d decreases, but significantly fewer voxels are plotted at 
d :::; C than with the method introduced in §8.1.3. This is indicated by the bracketed cull 
fraction in Figures 8.7 and 8.8 (the unbracketed value indicating that actually plotted, with 
d constrained only by the size of the sector pertaining to each slice). Cost functions Cg> and 
CW produce voxels concentrated at d ~ f for Tmd ~ Tv wher.eas CW results in an even spread 
of dvalues for each Tmd/Tv• 
8.3.2 Sparse data 
When the angular density of the data points comprising the image is sparse, the four cost 
functions exhibit a far lower variation in their performance. The cull fraction is typically zero 
i 
i 
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piston data, N = 2148 
Cost function Time parameters (see Figure 8.4) 
(i) (ii) ( iii) 
Vopt = 3 Vopt = 11 Vopt = 40 
Cf~) 
i) cij/v-dj/f fcull 0.0428 fcull = 0.0001 fcun 0 
d 0.0200 d = 0.0162 d= 0.0035 
Vopt = 3 Vopt 8 Vopt 30 
CW = Cij/V (0 - dj)/f fcull = 0.0065 f.un = 0 fcull = 0 
d = 0.0264 d = 0.0157 d =0.0034 
Vopt = 2 Vopt 3 Vopt = 9 
C~~) 
ZJ (0 - dj)/f feull 0.0084 fcull = 0 fcull = 0 
d 0.0264 d 0.0186 d = 0.0049 
Vopt = 1 Vopt 3 Vopt 14 
Cf~) = R 
'J Irjl fcull = 0.0288 fcull = 0.0001 fcull = 0 
d= 0.0251 d = 0.0183 d=0.0041 
Vopt 3 Vopt 6 Vopt 15 
slice-based ordering fcull 0.4213 (0.9702) fcull 0.4083 (0.9702) fcull = 0.3329 (0.9702) 
d 0.2704 J. 0.2906 J. 0.3325 
Figure 8.11 Performance of the ordering algorithm for each cost function and of the slice-based technique of 
Chapter 7 (with no re-ordering of the data within each slice). The data set is 2148 points obtained from a 3D 
CAD image of a piston and crankshaft. In the slice-based ordering results, the first number given in each case 
as fcull refers to the number ofvoxels actually plotted, and the second refers to those plotted within I': of their 
ideal locations, as do the values of the cull fraction for the four cost functions. 
over a range of values of v; the values of this variable used to obtain the results presented 
in Figures 8.10 and 8.11 are the average of the two values obtained for the dense data sets. 
The average value of the tangential error d is generally very low, as there is seldom more 
than a single voxel in consideration by the algorithm at any value of f3. Figures 8.12 and 8.13 
illustrate this. The width of the bars is one "fiftieth of the range of the data, so narrow bars 
indicate a small range in d. It is also of interest to note that the performance of the algorithm 
for each time parameter, in the sense of minimising d, increases with Tfsd/Ty • 
The slice-based ordering approach performs more poorly with sparse data, with significant 
fractions of the total number of voxels being plotted at d > E and with values of J. frequently 
exceeding E (Figure 8.14). 
8.4 Discussion and conclusions 
The slice-based voxel ordering technique presented in Chapter 7 quantises the value of the 
angular position of the points in display volume coordinates, and then orders the voxel output 
according to these angles. All the voxels in a thin sector of the display volume are considered 
to lie in a slice at a given discrete angle, and are plotted while the screen passes through the 
respective sector. However the quantisation of the angle removes any angular information 
within each sector. The worst-case tangential error in voxel positioning occurs at the periphery 
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Figure 8.12 Frequency histogram of tangential voxel error d for sparse data ordered for output to the CRS by 
the ordering algorithm with S = 180 and cost functions C(!) (top) and C(2) (bottom). The data sets are sectors 
of angular range r,o, for (a) head data, and (b) hipip data. 
of the display volume and is determined by the number of slices into which the display volume 
is divided. 
In this chapter, a more involved ordering algorithm was proposed, which attempts to 
generate each voxel within a tangential distance t of its ideal angular location. The algorithm 
searches the unplotted data to determine which points are within ( of the current screen 
position, and then calculates a cost function for each point in consideration. The point with 
the lowest cost is then appended to the plotting list. Four different cost functions were trialed; 
the lowest cull fraction and average tangential error over a range of values ofthe ratio Tr'd/Tv 
were achieved by the cost function cjj> = Gij /v + dj/ t, where Gij is the beam deflection cost, 
that is, the number of voxel times T required to deflect the beam from voxel i to voxel j. 
To reduce the computation time of the algorithm, the display volume is again divided into 
sectors. In searching the unplotted data to determine which points are within E of the CWTent 
screen position, only those unplotted voxels in the current sector are considered. 
In the case of dense data, it was found that the average tangential error achieved with 
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Figure 8.13 Frequency hlstogram of tangential voxel error d for sparse data ordered for output to the eRS by 
the ordering algorithm with S = 180 and cost functions e(3) (top) and e(4) (bottom). The data sets are sectors 
of angular range 5°, for (a) head data, and (b) hlpip data. 
the slice-based ordering technique was typically similar in magnitude to that obtained with 
cost functions cg), Cij) and Ci'j) , with C;'j' performing significantly better for all values of 
'Frsd/Tv. The cull fraction with costs Cn) and CiT is significantly lower for 'Fr.d » Tv; otherwise 
the values are similar for all four cost functions and the slice-based approach. In the case of 
sparse data, all four cost functions perform significantly better than the slice-based ordering 
method in both the cull fraction and the average tangential error. 
The ordering algorithm' introduced in this chapter, if implemented with cost function 
Cn) = Cij/V + dj/f, performs well with both dense and sparse data sets. In particular, with 
sparse data the performance is significantly better than that achieved with the slice-based 
approach. Typical values of the time parameters on the CRS currently are Tv = 1 J-LS and 
'Frsd = 0.2 J-LS; the results indicated by (i) are therefore indicative of the performance of the 
various ordering methods if applied to the CRS. The main disadvantage of the algorithm 
discussed in this chapter is the computation time required. Even with a small sector size, the 
amount of computation involved is inherently much larger than the slice-based approach. 
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Figure 8.14 Frequency histogram of tangential voxel error d for sparse data ordered for output to the CRS by 
the slice-based algorithm described in Chapter 7. No re-ordering of the data within each slice has been applied. 
The data sets are (a) globe data, occupying the entire display volume and (b) piston data, occupying an angular 
range of ~ 45" . 
805 Summary 
• The slice-based ordering algorithm discussed in Chapter 7 does not utilise the angular 
positional information of each point within the sectors into which it divides the display 
volume. The tangential voxel positioning uncertainty thus increases with the radial 
distance of the points from the rotation axis. The ordering algorithm detailed in this 
chapter treats all points as having the same tangential positioning uncertainty. 
• Each point is thus assigned a plotting window 0 :::; d ~ t, where d is the tangential 
positioning error and E the maximum value permissible. In these calculations, it had 
the value O.2mm. The algorithm ascertains which points' plotting windows intersect 
the current screen location, and the next point to be plotted is chosen to be that which 
minimises an associated cost function. 
• The algorithm performs best, with both sparse and dense data, when the cost function 
elj = CijlV + Idjllt is employed; this is essentially the euclidean combination of the 
deflection cost and the tangential positioning error. 
• The algorithm outperforms the sHce-based technique in terms of both the number of 
voxels culled and the average tangential positioning error. 
• The main disadvantage to this procedure is the computation time required. The com-
plexity of the algorithm is O(N2), where N is the number of points in the display volume, 
assumed to be evenly spread. If the data is not evenly spread, the computation time is 
determined mainly by the areas of densest data. 

Chapter 9 
OPTIMISATION OF VOXEL BRIGHTNESS IN 
STATIC-VOLUME DISPLAYS UTILISING THE 
STEPWISE EXCITATION OF FLUORESCENCE 
... But 0 how fallen! how changed 
From him, who in the happy realms oflight 
Clothed with transcendent brightness didst outshine 
Myriads though bright. 1 
John Milton 1608-1674 
The utilisation of a moving screen in a volumetric system is undesirable from the standpoint of 
long-term reliability. As discussed in §3.6, two methods of achieving a static volume display 
are to employ a static 3D array of individually addressed voxels, or to utilise a stepwise 
excitation of fluorescence at the intersection of two invisible laser beams. In this chapter the 
stepwise excitation of fluorescence process is discussed and the rate equations describing the 
excitation state of a three-level quantum system modelling the process are described. The 
relative timing of the beam pulses resonant with each transition that maximises the voxel 
brightness is determined. 
9 .. 1 The stepwise excitation of fluorescence process 
The phenomenon of stepwise excitation of fluorescence has been known since the 1920's, 
when it was first observed in mercury vapour (Fuchtbauer 1920, Wood 1924). The process 
occurs in the presence of radiation of two distinct frequencies, each of which is resonant 
with an electronic transition. One excites a quantum system from an initial (usually the 
ground) energy state to an intermediate excited state, whereupon the other then excites 
the system to a higher state. The system then radiates visibly back to the initial state 
(Fig. 9.1(a)). Experimental studies on the two-step excitation of fluorescence process have 
been carried o~t with rare earth erbium (Er3+) ions doped into a transparent CaF2 crystal 
(Lewis et al. 1971), chlorine and bromine vapour (Briggs and Norrish 1963), and iodine 
mono chloride vapour (Barnes et al. 1974). However, the mathematical analysis of the process 
has generally been limited to either the steady-state Ctime-independent) case corresponding 
l"Paradise Lost" (1667) bk.11.84 . 
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Figure 9.1 (a) Illustration of the two-step excitation of fluorescence process. Pulses 1 and 2, resonant with 
the 11) -+ 12) and 12) -+ 13) transitions respectively, sequentially excite the material to the fluorescent state 13) 
at their intersection. (h) Permitted transitions in the model. The parameters bl and b2 are the products ofthe 
pulse intensity and absorption cross-section divided by the photon energy for each of the pumped transitions. 
The lifetimes 1"2 and 11l govern the spontaneous decay of levels 12) and 13). Stimulated emission is accounted 
for in the rate equations (9.3-9.5) via bl and b2. 
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to the beams being continually impingent upon the fluorescent centres under consideration 
(Zito and Schraeder 1963, Zito 1963), or an approximate solution under the assumptions that 
both pump beams do not saturate their respective transitions, and that the lifetime of the 
intermediate state is much greater than the pulse duration (Verber 1977). In a display device, 
however, the beams will be pulsed rapidly to enable the real-time display of complex images, 
and so a more complete analysis of the response of the system to the two-pulse sequence is of 
interest. 
In the following a simple three-level quantum system encapsulating the two-step excitation 
process is considered, and a system of three coupled rate equations governing the populations 
of the levels in response to the applied radiation is presented. This is solved numerically by 
a forward Euler method (Zwillinger 1989), This permits the determination of the relative 
timing of the two pulses that maximises the fluorescence output (voxel brightness). 
902 The two-step excitation model and rate equations 
The analysis is based upon the simple model illustrated in Figure 9.1(b). It allows for both 
absorption and stimulated emission due to the pumping radiation of each pulse, and for 
radiative and non-radiative decay from each excited state. In this last respect, we include 
in the equations just a single relaxation transition from each of states 12) and 13), each 
being governed by a characteristic decay lifetime which is the average of all decays, thermal 
and spontaneous, to the ground state. This simplifies the resulting rate equations, and is 
permissible since the nature of the 12} ~ 11) transition does not affect the population of 13), 
and hence the fluorescent output, for a single pulse combination. For state 13}, the radiative 
decays from 13) ~ 11) which give rise to the fluorescence may be counted by considering the 
relevant fraction of all decays from 13). 
Furthermore, this model may also describe materials which may be excited to a fluorescent 
state via an infrared and an ultraviolet transition, where the visible fluorescence is to a fourth 
state, after which the material rapidly decays to the ground state 11). The decay paths via 
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Figure 9.2 Ghost voxels may arise when the time between pulse sequenees is not long enough to allow most 
of the population N2 of the intermediate state (along the path of pulse 1) to decay. Ifpulse 2 of the following 
sequence intersects the path of the previous pulse 1, some of the remaining N2 centres will be pumped into 13) 
and ghost fluorescence results. 
this fourth state would simply be included in the model by a modification ofthe average decay 
lifetimes 12 and 1ll. 
For a given material, the fluorescence output F is proportional to the total number of 
fluorescent centres excited to 13}; 
F='f}Sa, (9.1) 
where 'f} expresses the fraction of decays from 13) to 11) that are fluorescent, and Sa denotes 
the total number of centres pumped to 13) over the pumping process. If E~ft) is the energy of 
each fluorescent photon, then 
£ E(ft)F 
'¥ 
is the total energy radiated due to each pulse sequence. 
The three-level rate equations governing the model are 
dNI 1 1 
dt -N2 + -Na + PI(t) b1 [N2 - NI] , 12 1"a 
dN2 1 at :::: - 'T'2 N2 - Pl(t) b1 [N2 - NI] + P2(t) b2 [Na - N2] , 
dNa 
at 
1 
--Na P2(t) b2 [Na - N2] , 1"a 
(9.2) 
(9.3) 
(9.4) 
(9.5) 
where Ni denotes the population of energy state Ii), and the total N = 2:::;=1 N; is conserved 
throughout. The dimensionless coefficients b 01 (a 1 or 2) are of the form (J' 01 ,01+1 lOi/ E~ 01 >, in 
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which (7'12 and (7'2a are the resonance absorption coefficients of each transition, h and 12 are 
the intensities of each pulse, and EV) and E~2) are the photon energies of the radiation. 
The functions Pa(t) enable the model to incorporate the time-dependence of the pumping 
radiation. When the duration of the pulses is much greater than the rise time of the pulse 
intensity, the pumping radiation may be represented by a rectangular time-dependence of the 
form 
PaCt) {1, ta - f < t < ta + f , (9.6) 
0, otherwise, 
in which each pulse is assumed to have the same time duration T. Shorter pulses, however, 
are more accurately represented by a gaussian time-dependence of the form 
where the constant in the exponential ensures the pulses have a half-width oftime T. 
Eqs. (9.3-9.5) may be expressed more concisely as a matrix equation 
dN 
dt A(t)N(t) , 
where N(t) = (Nl(t) ,N2(t) , Na(tW. The time-dependent coefficient matrix is 
( 
-ml 
A(t) = n:; 
in which the abbreviations 
have been introduced. 
The normalised relative timing Ll is defined as 
A=~ 
Ll._ T ' 
(9.7) 
(9.8) 
(9.9) 
(9.10) 
(9.11) 
and the value which maximises the number of centres excited to 13) is denoted Llm • Clearly, 
for rectangular pulses, 
o ::; Llm ::; 1 . (9.12) 
In the limit of nonsaturating pulse intensities, where each excitation may be considered 
as a perturbation of the state below (N RJ N1(t) ~ N2 (t) ~ Na(t), and assuming 12 ~ T, an 
approximate analysis obtains Llm 1 (Yerber 1977). 
9.3 Numerical solution of the rate equations 
We are interested in the transient behaviour of the system due to an isolated two-pulse 
sequence. In particular, we seek the total number of centres excited to 13) by the pumping 
process, which is given by 
T 
Sa = L: [b2P2U) (N2(j) - Na(j))] (9.13) 
j=1 
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Rectangular pulses 
72fT Pulse 1 nonsat. Pulse 1 nonsat. Pulse 1 sat. Pulse 1 sat. 
I Pulse 2 nonsat. Pulse 2 sat. Pulse 2 nonsat. Pulse 2 sat. 
~m S3(mnx)/N ~m S3(mJU)/N ~m S3(mJ£J{)/N ~m S3(11lJU)/N 
10-2 0.01 0.01 x 10-4 0.01 0.2 x 10-3 0.01 0.7 x 10-3 0.01 0.13 
10-1 0.07 0.09 x 10-4 0.01 1.4 x 10-3 0.04 3.2 x 10-3 0.02 0.42 
1 0.49 0.5 x 10-4 0.11 4.7 x 10-3 0.11 4.7 x 10-3 0.03 0.55 
10 0.91 0.9 x 10-4 0.69 6.3 x 10-3 0.19 . 4.9 x 10-3 0.03 0.58 
102 0.99 0.98 x 10-4 0.95 6.8 x 10-3 0.26 i 4.9 x 10-3 0.03 0.58 
Table 9.1 Calculated values for optimum relative timing t.m and the maximum Sa/N (denoted 
S3(mruc)/N) for various values of the ratio 72/T with rectangular pulses. Four cases, correspond-
ing to combinations of saturation and non saturation intensity (numerically bT = 10 and 10-2 
respectively) in each pulse are displayed. 
In order that the results remain valid for a variety of fluorescent centre concentrations, the 
results are expressed in terms of (S3/N). Given the parameters Nand 7/ of a material, the 
fluorescent output may then be obtained directly from Eq. (9.1). The pulse strengths are given 
as values of the product baT, which represents the average number of photons absorbed from 
each pulse by each fluorescent centre. 
The response of the 3-level system to the radiation pulses may be illustrated effectively 
by consideration of its behaviour when each pulse is in turn non saturating and saturating 
(Tables 9.1 and 9.2). Thus the relative timing of the two pulses which maximises the resultant 
voxel brightness, and the dependence of both the fluorescence output and the timing upon 
the parameters of the material (intermediate and fluorescent state lifetimes) and the pulses 
(duration, intensity and time-dependence) may be determined. 
9.3.1 Rectangular pulses 
The optimum relative pulse timing ~m was found to correlate strongly with the ratio 72/T, 
as may be seen from the results tabulated in Table 9.1 and depicted graphically in Figure 9.3. 
When the intermediate state lifetime is much shorter than the pulse duration (72 < T), the 
population of energy state 12) decays in a time significantly shorter than T after pulse 1 has 
ceased. Thus, with rectangular pulses, the fluorescence output is maximised when ~m = O. 
The pulses are therefore best applied simultaneously. 
In the other extreme, where the characteristic decay lifetime of the intermediate state is 
much greater than the pulse duration, the optimum timing varies according to the intensity 
of the pumping radiation. If both pulses are non saturating, the population of state 12) decays 
very slowly after the end of pulse 1, and thus to ensure the duration of pulse 2 coincides with 
the greatest number of centres in state 12), it is best initiated at the end of pulse 1 (~m 1). 
If pulse 2 alone is saturating, the values of ~m for 72 ~ T are comparable to this last case, 
but are suppressed when T2 is similar in magnitude to T. 
When pulse 1 alone is saturating, the values of ~m are suppressed markedly, even for 
72 ~ T. Due to the strong pumping of the /1) -+ 12) transition, a population equilibrium 
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Figure 9.3 The optimum relative timing ~m of two rectangular pulses, for various values of 1'2/'1'. 
---- both pulses nonsaturating, 
= pulse 1 nonsaturating, pulse 2 saturating, 
........ = pulse 1 saturating, pulse 2 nonsaturating, 
. - . - . = both pulses saturating. 
2.5 
between states 11) and 12} is achieved rapidly after the initiation of the first pulse. If both 
pulses 1 and 2 saturate their respective transitions, an almost total overlap of the pulses is 
required for optimum brightness, irrespective of 72/T. Whilst both pulses are simultaneously 
impingent upon the 3-level system, the populations reach a three-way equilibrium at values 
of N./N = 1/3. After pulse 1 has ceased, however, the saturation pumping of centres from 12} 
to 13) depletes 12) and hence the probability of subsequent excitations is reduced. 
The effect of the lifetime 'l1l of the fluorescent state is almost negligible compared with that 
of 72; the only noticeable effect being a slight reduction in the optimum timing when pulse 2 
is saturating and 73 < T. 
3 
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Gaussian pulses 
! T2/T Pulse 1 nonsat. Pulse 1 nonsat. Pulse 1 sat. Pulse 1 sat. 
Pulse 2 nonsat. Pulse 2 sat. Pulse 2 nonsat. Pulse 2 sat. 
~m S3(mox)/N ~m S3(max)/N ~m S3(mu)/N Llm S3(mu)/N ! 
10-2 0.01 7.5 x 10-7 -0.63 8.6 x 10-5 0.01 6.4 x 10-4 -0.65 0.07 
10-1 0.10 7.4 x 10-6 -0.52 7.9 x 10-4 0.06 2.9 x 10-3 -0.64 0.24 
1 0.56 4.8 x 10-5 -0.12 3.3 x 10-3 0.23 4.8 x 10-3 -0.56 0.32 
10 1.22 9.5 x 10-5 0.33 4.9 x 10-3 0.49 5.2 x 10-3 -0.32 0.33 
102 1.75 1.1 x 10-4 0.7 5.2 x 10-3 0.70 5.3 x 10-3 0.09 0.34 
Table 9.2 Calculated values for optimum relative timing .6.m and the maximum SslN (denoted 
SS(max)/ N) for various values of the ratio T'2 IT with gaussian pulses. Four cases, corresponding to 
combinations of saturation and nonsaturation intensity (numerically bT = 10 and 10-2 respec-
tively) in each pulse are displayed. 
9.3.2 Gaussian pulses 
When the time-dependence of the pumping radiation takes the form of gaussian pulses, as 
is the case when the rise time of the laser intensity is no longer negligible in comparison 
with the pulse duration, the optimum pumping scheme undergoes a distinct change due to 
the presence of radiation outside the pulse half-width T (see Table 9.2 and Figure 9.4). In 
particular, the condition given in Eq. (9.12) no longer applies, and values of ~m outside the 
range 0 -+ 1 occur. 
If neither pulse is saturating, the optimum relative timing ~m tends to zero for 1"2 ~ T 
but increases beyond unity for 1"2> T, as the gaussian tail of pulse 1 is still pumping centres 
to 12) faster than they can decay. The optimum relative timing occurs when the rate at which 
centres decay from 12} -+ 11}, governed by 1"2. overtakes the rate at which the tail of pulse 1 
excites the 11} -+ 12) transition. 
When pulse 1 alone is saturating, ~m is again zero for 1"2 ~ T, and increases as 12/T 
increases, but the values of ~m are less than is the case if neither pulse is saturating. Ifpulse 2 
is saturating and pulse 1 is nonsaturating, the optimum relative pulse timing is negative for 
12 < T, as the overlapping of the most intense part of pulse 2 with the exponentially increasing 
intensity of pulse 1 allows more centres to be pumped into 13) than is the case with a greater 
overlap in intensity, where a longer duration of population equilibrium and stimulated de-
excitation to 12) is encountered. With greater 1"2, however, ~m moves into the positive range, 
and approaches unity for T2/T 103 • 
When both pulses are saturating, ~m approaches the same limit as in the previous case 
(~ -0.65) for 12 ~ T, but increases more slowly with 12/T than is the case where pulse 1 is 
nonsaturating, and ~m reaches ~ 0.25 for 12 /T = 103 • 
9.4 Application to volumetric displays 
The results presented above may now be applied to study the performance of voxels in a 3D 
display system based on the two-step excitation principle. A suitable threshold brightness 
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Figure 9.4 The optimum relative timing ~m of two gaussian pulses, for various values of 'T2/T. The optimum 
values are no longer restricted to the regime 0 < ~m < 1 as is the case with rectangular pulses (Figure 9.3). 
for a useful display is 10-7 W. mm-3 (Lewis et al. 1971), which is comparable to that of a 
cathode-ray tube picture element. 
The radiated fluorescent energy [; of a voxel may be obtained, using the results in §9.3, 
from Eq. (9.2) once the fluorescent centre concentration of the material is known. In order 
that the brightness may be evaluated, it is also necessary to include a factor taking into 
account the timescale over which the visible light is emitted. The duration of the fluorescence 
may be indicated by the factor t li , defined as being 
{ 
T, if7"3<T, 
t ""' -Ii""' 107"3, if 1"3 > T . 
(9.14) 
The condition that the voxel brightness be greater than the threshold 10-7 W. mm-3 may 
therefore be expressed as 
B 
[; 
P>.. - > 10-7 W. mm-3.8-1 , tli - (9.15) 
where [; E~IJ.)1JS3 from Eqs. (9.1) and (9.2), and p>.. indicates the normalised relative response 
of the human eye to light of different wavelengths, which peaks at ..\ 560 nm. 
3 
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Eq. (9.15) may be used with the values of S3(rwu)/N presented in Tables 9.1 and 9.2 to 
determine the performance of the system. By way of example, consider mercury vapour 
at room temperature, represented by the parameters N rv 1010 mm -s, 'i2 = 3.5 X 10-4 s, 
'is 3.7 X 10-9 sand 11 = 0.5 (Zito 1963, Verber 197n The fluorescent radiation has a 
wavelength .A = 550nm, giving E~f!) = 3.6 X 10-19 J and p). 0.98. If the pumping radiation 
is gaussian in profile, has pulse length T = 10-6 s, and does not saturate the excitation 
transitions, then a brightness value of B = 1.94 X 1O-7 W. mm-3.s-1 is obtained, satisfying 
the condition in Eq. (9.15). However, it should be noted that the exact parameter values for 
mercury vapour depend somewhat upon the amount of quenching gases (e.g. N2) present in 
the display vessel (Zito 1963). 
Since the fluorescent output has a maximum which occurs when the transitions are satu-
rated, a lower limit on the concentration of fluorescent centres capable of producing voxels of 
adequate brightness may be obtained. With the parameters as above, the minimum concen-
tration is N rv 106 • This may be reduced by one or two orders of magnitude if 11l is longer and 
11 = 1, but nevertheless makes it difficult to use electron beams to pump a two-step process 
in a gaseous display volume. The pressure of the gas is still sufficiently high that the mean 
free path of electrons is too small to allow electron beams to operate effectively, and unless 
suitable precautions are taken the gas may cause degradation of an oxide coated cathode (von 
Ardenne 1939). 
However, these results still assume that the fluorescent centre is isolated. In reality, 
since the display volume contains N such centres, pulse 1 will be attenuated by the resonant 
11} -+ 12} transition in the material between the pulse source and the desired voxellocation, 
and so voxels further from the source of pulse 1 will be dimmer than those closer. In a doped 
solid, the concentration of the fluorescent centres may be increased further from the side of 
the display medium from which pulse 1 enters to compensate for this resonant attenuation 
(Lewis et al. 1971, Verber 1977). The concentration required at a distance L into the medium 
is given by 
N(L) = L(j12 . (9.16) 
Another consideration :in a display device utilising this process is the avoidance of ghost 
voxels and the subsequent effects on the data rate. Such ghost voxels may arise if the 
delay between the pulse combinations is not significantly greater than 7'2, where a residual 
population in state 12) along the path from the source of pulse 1 through a previous voxel may 
be pumped into 13} by pulse 2 of the following pulse sequence (Figure 9.2). 
It is therefore desirable to be able to use a material with a relatively short intermediate 
state lifetime, to minimise this constraint on the data rate of the display. If this is not possible, 
a sophisticated ordering procedure in the controlling software would be required to avoid this 
effect, by ensuring only voxels whose pulse 2 path does not intersect the paths of voxels 
previously illuminated by pulse 1 along which N2 is still appreciable. A further option is to 
utilise a suitable three-step excitation process, requiring three pumping lasers, but avoiding 
the production of ghost voxels. 
Two conditions on the behaviour of the system when used in a volumetric display are that 
the images should be as bright as possible so that they may be viewed easily in natural light 
conditions, and that the period between pump pulses should be longer than the lifetime of 
the intermediate state to avoid 'ghost' voxels (see Figure 9.2). However, it is desirable to 
178 Chapter 9 Optimisation of uoxel brightTUJ88 in static-volume displays utilising the stepwise excitation offluorescence 
minimise the necessary delay between pulses so that the voxel bandwidth (the number of 
voxels able to be refreshed per second) may be maximised. Furthermore, the use of shorter 
pulses will also increase the voxel bandwidth. A rectangular approximation for the time-
dependence of the radiation pulses is accurate when the intensity rise time of the laser in 
use is negligible compared to the duration of the pulses. If this is not the case, a gaussian 
envelope is more appropriate, and we thus examine the response of the three-level system 
to both rectangular and gaussian pulses for a range of intermediate state lifetimes. Also, 
we examine its behaviour when either or both of the pulses are of a saturating intensity, as 
stronger pumping yields increased voxel brightness. 
9.5 Discussion 
The process of stepwise excitation of fluorescence provides a means by which isolated voxels 
may be generated within a transparent display volume. Encouraging recent results, namely 
the generation of computer-generated volumetric images on a swept-volume display (Blundell 
and Schwarz 1992, Blundell et al. 1995c), suggest that a static (that is, with no moving screen) 
volumetric display based on this process is perhaps feasible. Commonly available computers 
and electronic components possess the processing speeds required, although stronger limits 
may be placed upon the voxel bandwidth of the system by the laser deflection. 
In order that the results cover a wide range of pulse lengths, the response of the system 
to both rectangular pulses, a good approximation when the pulse duration is much longer 
than the rise time of the pulse intensity, and gaussian pulses was investigated for both 
nonsaturating and saturating pulse intensities. The relative timing of the two pulses of 
pumping radiation that serves to maximise the fluorescence output, and hence the voxel 
brightness, was found to depend predominantly upon the ratio 72/T of the intermediate state 
decay lifetime to the pulse duration, as illustrated in Figures 9.S and 9.4 and tabulated in 
Tables 9.1 and 9.2. 
Whilst a knowledge of the decay lifetime of the intermediate state will allow the results 
presented here to indicate the optimum relative pulse timing, further considerations must 
be taken into account when the performance of a display based upon the stepwise excitation 
process is being evaluated. In order that the voxel bandwidth be as high as possible, whilst 
avoiding the occurrence of ghost voxels, it is desirable that the intermediate state lifetime 
be at most comparable to the pulse duration. Also, difficulties arise due to the resonant 
attenuation of pulse 1, which, unless compensated for, leads to a lowering ofvoxel brightness 
farther from the source of pulse 1. 
A colour display based upon this process is possible by utilising a mixture of suitable gases 
(or dopants in a solid), each being pumped by light of different wavelengths, and each emitting 
a primary colour. However, this possibility is limited acutely by the major stumbling block for 
all displays based on stepwise excitation. That is, the difficulty in finding a material which 
exhibits the desired characteristics (Verber 1977), namely a sufficiently high fluorescence 
output at a suitable wavelength and an appropriate intermediate state lifetime. 
A similar process, based on two-photon absorption (across a single energy gap) rather than 
a stepwise excitation via an intermediate state, is under investigation as a means of optically 
storing information within a SD volume for high-performance computing (Hunter et al. 1990, 
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Parthenopoulos and Rentzepis 1990). The results obtained here in the 1';! -+ 0 limit apply to 
this situation. 
9.6 Summary 
• One method by which voxels may be generated within a static 3D display volume is the 
stepwise excitation of fluorescence, or stepwise upconvel'sion of light. A simple three-
level quantum system encapsulates this perl'ormance, and was modelled in this chapter. 
In this embodiment, two infrared radiation pulses of different frequencies combine to 
excite the system, via an intermediate energy state, to a visible fluorescent state. 
• The system of rate equations governing this mechanism was solved numerically for a 
range of values of the intermediate state spontaneous decay lifetime and of the pulse 
strengths. The optimum relative timing of the pulses was found to depend upon both 
the ratio of the intermediate state lifetime to the pulse duration and the pulse strengths. 
• When the pulses do not saturate the transitions, and if the intermediate state lifetime 
is much shorter than the pulse duration, fluorescence is maximised by applying the 
pulses simultaneously; if the intermediate state lifetime is much larger than the pulse 
duration, the fluorescence is maximised by applying the second pulse at the end of the 
first. 
• When both pulses are of such intensity as to saturate the transitions, maximum flu-
orescence is obtained by applying both pulses simultaneously, and the lifetime of the 
intermediate state has less effect than in the nonsaturating case. This is because stim-
ulated emission dominates the depopulation of the excited levels while the pulses are 
being applied. 
• More detail on the optimum pulse timing in these cases, and when only one of the pulses 
is of saturating intensity, may be found in Figures 9.3 and 9.4. 

Chapter 10 
NONUNIFORMITIES IN CERTAIN IMAGE QUALITY 
CHARACTERISTICS OF VOLUMETRIC DISPLAYS 
The age demanded an image 
Of its accelerated grimace, 
Something for the modern stage, 
Not, at any rate, an Attic grace; 1 
Ezra Pound 1885-1972 
A volumetric display system permits images to be created within a physically 3D display 
volume. Whatever mechanism is selected for the creation of such a volume, it is vital that the 
characteristics of this display space are clearly defined and understood. 
In the case of a conventional2D graphics display, such as a raster-scanned CRT or an LCD 
display, the pixel locations form a 2D array, the entirety of which is addressed each refresh. 
The characteristics of the display space, such as the pixel size and the number of pixels per 
unit area, are the same in all parts of the screen. Thus, an object drawn at any position on the 
screen appears identical when depicted at any other location. For a variety of reasons which 
are outlined in this chapter, such uniformity is in general not, unfortunately, an intrinsic 
property of volumetric systems. 
This work represents an introductory examination of certain aspects of image quality in 
volumetric displays. This area has been discussed by Williams and Donohoo (1991), who 
discussed human factors and psychophysical concerns with respect to laser-based swept-
volume displays. These included the effects of the light creating the voxels being coherent 
and occupying a narrow bandwidth. Considerations on contrast, image translucence, stability 
against jitter, voxel capacity and flicker were also mentioned, and the need to generalise and 
extend metrics existing for 2D displays 2 to volumetric images was discussed. Clifton and 
Wefer (1993) compared several rotating screen displays with respect to display volume size, 
voxel size, refresh frequency, colour capability and voxel capacity. 
In this chapter, ways in which the display volume characteristics may differ from an 
ideal, uniform display space (analogous to 2D graphics displays) are examined for a range of 
volumetric display methods. The detail with which an object (comprising a number ofvoxels 
with prescribed relative spatial positions) may be depicted in a display volume will be subject 
1 Hugh Sewyn Moberly, E.P. Ork pour l'election rk son sepulchre (1920), pt.l. 
2Specifically the American National Standard for Human Factors Engineering of Visual Display Thrminal Work-
stations (ANSI-HFS·I00) (Williams and Donohoo 1991). 
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SWEPT ~VOLUME SYSTEMS: 
Screen motion: Rotational or Translational 
Screen geometry: Planar or Helical 
Means of voxel addressing: Passive (beam addressed) or Active (voxel array) 
STATIC VOLUME SYSTEMS; 
3D active voxel array or stepwise upconversion 
Figure 10.1 A summary of the terminology associate d with the various types of volumetric display (discussed 
more fully in Chapter 3). Systems using a CRT or other 2D display to project successive slices of volumetric 
data onto a moving screen have the same nonlinearity characteristics as moving 2D array systems, where the 
resolution on the surface of the screen is governed by the that of the CRT. 
to limitations imposed by each display technique. Nonuniformities in voxel size, positioning 
accuracy and density are discussed, based on considerations of the method by which the 
display volume is created and addressed. One means by which a uniform voxel density may 
be provided, namely by incorporating an averaging filter in the display software hierarchy, is 
proposed, and some parameters ofthis operation, specific to the CRS, are outlined. 
The different techniques that have been developed to provide a volumetric display system 
are discussed in §3.6, and the terminology used to describe them is introduced in §3.6.3 and 
summarised in Figure 10.1. 
10.1 Image quality characteristics 
lO.Ll 2D displays 
The image quality of conventional 2D displays may be indicated by a number of parameters. 
These include resolution and addressability. Resolution is equivalent to pixel size, that is, 
the ability to resolve fine detail (Infante 1993), or the image size of an ideal point source 
(Berbaum et al. 1993). Addressability measures the accuracy with which points may be 
addressed (positioned) on the screen. In the case of CRTs, the addressability is often expressed 
as the smallest possible beam increment (Infante 1993). Raster~scanned CRTs or flat panel 
displays address every point in their 2D pixel array each complete refresh. Ideally, adjacent 
scan lines or pixels would merge, and the ratio of resolution to address ability would be unity 
(Infante 1993). 
There is much work toward establishing a single metric to gauge the 'quality' of 2D 
displays. This often centres around the modulation transfer function (MTF), which describes 
the ability of the display to reproduce sine wave intensity variations as a function of spatial 
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frequency. It may be formally defined as the Fourier transform of the pixel intensity profile 
(Infante 1993). 
10.L2 Volumetric displays 
Currently, most volumetric displays do not, at every refresh, address each of a 3D array 
of voxel locations. An image quality metric such as the MTF is thus not appropriate, and 
consideration of a set of performance characteristics is required. In generalising 2D image pa-
rameters to three dimensions for volumetric displays, the resolution achievable by the display 
is given by the voxel size, and addressability is equivalent to voxel positioning accuracy; 
resolution 
addressability 
+-+ voxel size, 
+-+ voxel positioning accuracy. 
These parameters may be decomposed into their components in three mutually perpendicular 
directions. For example, a 3D cartesian coordinate system represents an ideal generalisation 
of the 2D cartesian space exhibited by conventional displays. However, in many volumetric 
systems the spatial components of these parameters have different magnitudes, the values 
of which often vary with position in the display volume. In this respect, the term isotropy 
can be used to indicate that each component of the parameter has the same value, and 
uniformity indicates that the values in each direction are independent of position in the 
display volume. The cartesian components may not always be the most natural in which 
to discuss the parameter. In particular, rotating-screen systems may be discussed in terms 
of tangential, radial and vertical components. If the parameter is isotropic, and assuming 
spherical voxels, the components will be equal, independent of the coordinate system. 
Another consequence of addressing every voxellocation each refresh is that the density of 
points that the display is capable of depicting is determined by the display dimensions and 
the addressability. For example, a 2D display depicting 2048x2048 pixels on a screen of size 
30 x 30cm provides a pixel density of6.S3 pixels per mm, or 46.60 pixels per mm2 • In most 
volumetric displays, however, the voxel density is an important image quality parameter, 
independent of voxel size and positioning accuracy. Defined as the number of voxels per unit 
volume which the display is capable of depicting, the voxel density suffers in many volumetric 
systems from both nonuniformities and anisotropies throughout the display volume. 
In the following three sections, voxel density, voxel size and voxel positioning accuracy are 
examined in turn. 
10.2 Voxel density 
In swept-volume systems, the major nonlinearities in voxel density arise due to the nature of 
the screen motion. The magnitude of the voxel density in each direction is dependent upon 
the technique used to address the voxels. Static volume systems generally provide a more 
uniform voxel density. 
10.2.1 Swept-volume systems 
In display volumes created by the motion of a 2D screen, the voxel density that the display is 
capable of supporting is anisotropic; the limitation on the number ofvoxels that can be plotted 
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in a given length along the surface of the screen is generally different to that in the direction 
of screen motion. In systems utilising a moving array ofvoxel elements, the achievable voxel 
density in the plane of the screen is limited by the density of the voxel elements. If the system 
comprises a passive screen onto which successive slices of data from a CRT are projected, the 
voxel density on the screen surface is limited by that of the CRT. A passive screen addressed 
by a deflectable beam has a voxel density in the plane of the screen limited physically by the 
beam deflection accuracy (see §10A) and the angle between the screen and the optical axis of 
the beam source. For any swept-volume display, the achievable voxel density in the direction 
of screen motion depends upon the screen speed, the time required for each voxel, and the 
number of voxels that can be addressed simultaneously. 
Rotational and translational screen motion are discussed in turn below. 
Rotational screen motion 
If the screen motion is rotational, then the achievable voxel density is nonuniform in addition 
to being anisotropic. This is due to the fact that the tangential speed of a screen position 
increases with its distance from the rotation axis. Thus, a greater tangential voxel density is 
possible toward the centre of the display volume. 
In the time nT required to plot n voxels, the tangential displacement of the screen is 
n 8fJ = 2trrnfT, where r is the radius from the rotation axis, f is the rotation frequency of 
the screen and T is the time required to plot each voxel. As illustrated in Figure 10.2, the 
minimum physical size of an object requiring n screen increments tip is larger at positions 
further from the axis of screen rotation. By way of example, circle A in this figure represents 
a plan view of a solid object comprising a uniform angular density ofvoxels. That is, this is 
as close to the rotation axis that this. object may be plotted without some of its voxels being 
culled 3. If the object were to be translated toward the periphery of the display volume, and 
the points plotted in the same order, the object would be tangentially distorted, as shown by 
shape B. 'Th preserve its shape, the object must be scaled up (as indicated in the figure by the 
dashed line). 
This nonuniformity is due to the rotational nature of the screen motion, specifically, to the 
increase in tangential screen velocity with distance from the rotation axis. It therefore occurs 
in both active and passive screen systems, and in the latter case is independent of whether 
the beam source is stationary or co-moving with the screen. The situation illustrated in 
Figure 10.2 is also valid in the case of helical screen displays, but since in this case the screen 
is not a vertical plane, parts of an object at different axial but similar radial and angular 
locations in the display volume will not generally be under consideration concurrently. Thus, 
for a given object, the number ofvoxels at any given screen angle is likely to be lower than is 
the case for planar-screen systems. 
In passive-screen systems, the voxel density on the surface of the screen is limited phys-
ically by the deflection precision of the beam and by the screen angle. If the beam source is 
stationary with respect to the screen motion, nonuniformities in voxel density in the radial 
and vertical directions arise due to the angle between the screen and the incident beam. In 
3 As outlined in Chapter 8, voxels are culled in angularly dense regions of an image if they cannot be plotted within 
a certain tangential distance c of their ideal angular locations. Under the slice based ordering scheme presented in 
Chapter 7, voxels are culled from a slice if there are more voxels in the slice than can be plotted during the time 
taken by the screen to pass through the corresponding sector. 
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Figure 10.2 The minimum physical size of an object requiring n screen increments 6{3 is larger at positions 
further from the axis of screen rotation. 
the regions of the display volume where the beam impinges upon the screen at a very small 
angle (such regions are known as dead zones, see Chapters 5 and 6), a large portion of the 
screen corresponds to a small range in deflection coordinates, and it becomes difficult to gen-
erate a large number of distinct voxels in that portion of the display volume. (A more serious 
effect of these regions is that small errors or uncertainties in the beam direction give rise to 
large errors in the plane of the screen, as discussed in §§1O.3 and 10.4.) This effect is due 
entirely to the screen angle relative to the beam source position, and as such may be avoided 
in planar-screen systems by co-rotating the beam source with the screen. 
In the case of active-screen systems, the voxel density in the plane of the screen is limited 
by the spacing of the voxel elements in the panel. 
Translational screen motion 
The voxel density in the direction of screen motion is also nonuniform in the case of a recipro-
cating screen if the translational speed of the screen through the display volume is nonlinear, 
that is, slower nearer the limits of its range as it accelerates and decelerates. The maximum 
value of the voxel density component in the direction of motion is greater in regions where 
the screen motion is slower. 
If the display volume is restricted to a region in which the screen speed is constant (Fig-
ure 10.3), then the voxel density is uniform throughout the display volume. Otherwise, a 
nonuniformity in voxel density results (Kameyama and Ohtomi 1993). However, the achiev-
able voxel density will in general be anisotropic, due to the component in the direction of 
screen motion being different to that in the plane of the screen. 
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Figure 10.3 Schematic illustration of translational motion of the screen in a translational swept-volume 
display. The lines representing the screen's position are separated by equal time increments, indicating the 
deceleration and acceleration necessary at the extremities of the screen's motion. Nonuniformities in plotting 
performance are most easily avoided by limiting the display volume to a region in which the screen's motion 
may be made linear with time. 
In providing a large region oflinear motion, however, the rapid accelerations required at 
each end of the screen motion may provide mechanical complexities (Yamanaka et al. 1988). 
10.2.2 Static volume systems 
Nonuniformities in the achievable voxel density are generally less pronounced in static vol-
ume displays. Systems comprising a 3D array of active voxel elements can be constructed 
so as to exhibit no intrinsic nonuniformities or anisotropies in the voxel density. The magni-
tude of the voxel density depends upon the size and separation of the voxel elements. Any 
non uniformities present in a display employing a stepwise upconversion technique are small, 
and arise due to the nature of the pumping beams, namely the beam width and the deflection 
precision. These factors are discussed more fully in the following section. 
10.3 Voxel size 
The size of the individual voxels is an important image quality characteristic in volumetric 
displays, as sub millimetre voxels are not as yet commonplace. (Clifton and Wefer (1993) 
discuss a range of rotating-screen systems and quote voxel diameters of"" 1-3 mm. The CRS 
typically generates voxels ;S 1 mm in diameter.) Moreover, a regularity in voxel shape is also 
important to accurately represent an ideal image point. This is especially the case for large 
voxels, for which variations in the shape are more visible. 
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In systems utilising deflectable beam sources, such as passive screen or stepwise excitation 
based displays, the voxel size is determined by the beam width and by the incidence angle 
onto the target screen or between the pump beams. 
10.3.1 Swept-volume systems 
In passive-screen swept-volume systems, the primary determinant of voxel size is the beam 
diameter when it impinges upon the target screen. The voxel activation time is usually 
sufficiently short that the component in the direction of screen motion is negligible. To see 
this, the angular range moved in the course of plotting a voxel over a duration Tv is 6f3 = 21l' fTv, 
where f is the screen rotation frequency. The tangential component of the voxel size is thus 
dV<1Xel = T6f3 = 21l'rfTv• Using the typical values f = 20Hz and r = 100mm, and demanding 
that dvaxel ::; 1 mm, the maximum activation time is obtained as Tv ;S 10-4 s. A larger display, 
with r = 1000 mm = 1 m, gives rise to a maximum voxel activation time,...., 10-0 s = 10 /lS. 
Dwell times shorter than this are currently achieved both in the CRS and in laser-based 
systems (Soltan et ai. 1994). 
In systems utilising the motion of a 2D array of voxel elements, the size of the voxel 
elements themselves determines the voxel size. 
Rotational screen motion 
Whereas the magnitude of and variations in voxel density are affected primarily by the nature 
of the screen motion, the voxel size is affected, in the case of passive screen systems, by the 
relative motion of the screen with respect to the beam source. Ifthe system utilises a rotating 
passive screen and a stationary beam source, then the voxels become elongated when the 
beam impinges upon the screen at acute angles. (This leads to voxel elongation dead zones, 
as discussed in Chapter 5 and §6.6.) In planar screen systems, the use of multiple beam 
sources avoids the need to address the screen while it passes through the dead zone region 
(see Chapter 4), and the voxel elongation in the regions actually addressed by each beam 
source is acceptably small. It is considered that the former variation may be further reduced 
by dynamically focusing the beam. If the beam source is co-moving with a planar rotating 
screen (Hirsch 1961, Bains 1993a), then variations in the voxel size due to the beam incidence 
angle will be greatly reduced. As shown in Chapter 5, in helical screen systems addressed 
by an axial beam source the region of greatest image distortion occurs around the axis of 
rotation. 
In systems utilising the motion of a 2D array of voxel elements, the tangential component 
ofthe voxel size depends upon the duration for which it is activated and its distance from the 
rotation axis. As discussed above, however, this dimension will be small unless the voxel is 
activated for;:: 10/-Ls. The remaining two components ofvoxel size are fixed by the dimensions 
of the voxel elements. Solomon (1993) discusses a rotating-array system in which the voxel 
diameter in the plane of the screen could be altered between 0.28 mm and 2 mm by employing 
a variable aperture mask. 
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Translational screen motion 
Translational motion systems generally exhibit a higher degree of linearity in their display 
volume characteristics, due to the fact that the screen aspect does not change. In passive-
screen systems, the resolution in the plane of the screen is independent of its position in 
the display volume. For example, in the system described by Yamanaka et ai. (1988) the 
screen is always the same distance from the CRT on which the image slices are displayed (see 
Figure 3.13). As with the case of a rotating screen, the voxel dimension in the direction of 
screen motion is typically sufficiently small that any variation due to a changing screen speed 
is unnoticeable. 
In active-screen systems, the voxel size in the direction of screen motion depends upon the 
duration for which the voxels are activated. As above, this dimension will typically be less 
than 1 mm, unless the activation time longer than ,..., 10 ""s. 
10.3.2 Static volume systems 
In displays utilising a 3D array of voxel elements, the voxel size and shape are determined by 
the dimensions of the elements in the display matrix. These are typically uniform throughout 
the display volume. 
In the case of displays employing the stepwise excitation of fluorescence, the size of the 
voxels is determined by the beam cross-sections at the voxellocation, and by the angle between 
the beams at their intersection. This may also distort the shape of the voxels (Figure 10.4). 
A smaller voxel size would also reduce the visible effect of any voxel shape distortion due to 
acute beam intersection angles. If two perpendicular arrays of very small laser diodes (for 
example) are used instead of two deflectable beam sources (see Figure 3.17), shape distortion 
will be substantially reduced as the intersection angle of the beams will be less acute. The 
voxel size also depends upon the accuracy of the beam alignment. If the beams overlap only 
partially, then the resultant voxel will be smaller in size and less bright than desired. 
10 .. 4 Voxel positioning accuracy 
Any volumetric display using one or more deflectable beams will incur nonuniformities in voxel 
positioning accuracy due to the finite precision of the beam deflection, which will introduce an 
uncertainty in the beam's direction. The voxel positioning error perpendicular to the beam's 
path is thus proportional to the distance from the beam source. Any misalignments in the 
beam source also contribute to this inaccuracy (see Chapter 6). Swept-volume displays also 
incur a positioning error in the direction of screen motion, due to the uncertainty in the 
instantaneous screen position. 
Swept-volume and static-volume displays are considered in turn below. 
10.4.1 Swept-volume systems 
Rotational screen motion 
As was the case with voxel size, the voxel positioning accuracy in passive screen systems 
is affected primarily by the relative motion of the screen with respect to the beam source. 
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Figure 10.4 The angle between the pumping beams in the two-step excitation of fluorescence process will 
dictate the shape of the voxel. This will be especially noticeable if the voxels are larger than"" 1 mm. 
If the system utilises a rotating screen and a stationary beam source, then the screen angle 
exacerbates the error on the surface of the screen at acute angles. The effects of such positional 
errors are included in the analysis of dead zones in Chapter 6. This effect may be avoided by 
co-rotating the beam source with the screen (Hirsch 1961, Bains 1993a). 
The component of the voxel positioning accuracy in the direction of screen motion is 
determined by the precision with which the voxel generation is synchronised to the screen 
rotation. In the CRS system, the screen position is only detected when it passes through a 
certain orientation once per revolution. This may be achieved by attaching a small mirror to 
the shaft with which the rotational motion is applied to the screen. A laser beam and detector 
are positioned so that once per revolution the laser beam is reflected by the mirror to the 
detector. The time between successive detections provides an estimate of the screen speed, 
from which the screen position over the course of the following revolution is extrapolated. 
While some error may occur due to variations in the screen speed over the course of a single 
revolution, this is in practice negligible, and in any case during each rotation, the angular 
positioning error due to the inaccuracy in the detection of the screen position is likely to be 
common to all voxels. A more serious degradation of image quality arises from the limited 
accuracy of the screen position detection. Uncertainties in the screen position, and hence the 
screen speed, may give rise to significant relative errors between successive revolutions and 
lead to undesirable image jitter. 
A system employing an active 2D array of voxel elements will exhibit a maximum voxel 
positioning error in the plane of the screen equal to half the inter-voxel separation. The avail-
able voxel locations will be discretised in the radial and vertical directions. The positioning 
error in the direction of screen motion will depend upon the screen speed and the duration 
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time required for each voxel, and will typically be different to that in the plane of the screen. 
The voxel positioning accuracy is thus nonuniform and anisotropic in this case. 
Translational screen motion 
A reciprocating passive screen maintains essentially the same aspect to the beam source or 
projection tube. Thus, assuming that the beam does not impinge from an excessively acute 
angle to the screen orientation, the screen angle effects that arise in the case of a rotating 
screen with a stationary beam source (typified by the dead zones discussed in Chapter 6) 
do not arise. The voxel positioning accuracy in the plane of the screen is thus essentially 
uniform through the display volume, and is determined by the beam deflection precision or 
by the addressability of the projecting CRT. 
If the screen comprises a 2D array ofvoxel elements, the maximum voxel positioning error 
in the plane of the screen will, as with a rotating screen, be equal to half the inter-voxel 
separation. The positioning error in the direction of screen motion depends upon the screen 
speed and the duration time required for each voxel, and also upon the timing accuracy of 
the controlling electronics. The component in this direction is typically different to that in 
the plane of the screen, and so the voxel positioning accuracy is in general anisotropic. For 
example, Kameyama and Ohtomi (1993) discuss a reciprocating LED panel display in which 
the spacing between adjacent voxellocations is f'V 2 mm in the plane of the screen, and 1 mm 
in the direction of screen motion. 
If the screen speed varies through the display volume, then nonuniformities occur in the 
addressability in the direction of screen motion. In regions where the screen is moving more 
rapidly the addressabiHty is reduced, that is, the positional uncertainty in the direction of 
screen motion increases. 
10.4.2 Static volume systems 
In 3D voxel array systems, the accuracy with which voxels may be positioned is typically 
uniform throughout the display volume, and governed by the spacing between voxel elements. 
If the inter-voxel separation is zero, then limitations on image fidelity are determined by voxel 
size instead. 
In static volume systems utilising a stepwise up conversion process, inaccuracies in voxel 
positioning may arise due to limitations in the deflection precision of the pump beams. If 
two deflectable beams are employed, the inaccuracy in voxel placement is greatest in the part 
of the display volume furthest from the beam sources, as the angular uncertainty becomes 
greater with distance from the source. 
10.5 A proposal for the provision of uniform voxel density 
As discussed in §§10.2-10.4, many volumetric display techniques exhibit intrinsic nonunifor-
mities in the characteristics of the display volume. One means of ensuring that the display 
volume acts in a linear fashion with respect to voxel density (that is, as a 3D cartesian space) 
and that depicted images appear identical, regardless of position in the display volume, is to 
apply a filter to the data to be displayed. This ensures that the data passed to the display has 
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Figure 10.5 An indication of the type of no nlineari ties exhibited for several display types. 
a uniform voxel density no greater than that which the system can reproduce anywhere in 
the display volume. Any translation, rotation, or scale change applied to image must be ac-
curately reproduced in the display volume. The physical means by which the display volume 
is generated must be invisible to the user and to the high level interfacing software, In the 
case of rotating screen displays, for example, the high voxel density in the direction of screen 
motion that is possible toward the rotation axis will not in fact be achieved. 
The averaging filter (or sampling operation) within the graphics pipeline (shown in Fig-
ure 10.6 and described in §10.5.1 below) reduces the number and locations ofvoxels to those 
which may be reliably reproduced within the display volume (Blundell and Schwarz 1994). 
This would ideally perform a weighted averaging of all the voxel information within a small 
cubic volume surrounding each voxellocation in the filter (typically extending halfway to its 
nearest neighbour in each direction). This algorithm may be generalised to also provide 3D 
antialiasing (Hill 1990). 
The voxel density of the data passed to the display is limited by the minimum which is able 
to be reproduced within the display volume. Although this will reduce apparent performance, 
it will ensure that the display volume acts in a uniform manner, The averaging process would 
be performed before the device-dependent operations; the performance of any volumetric 
display can then be accurately quantified in terms ofvoxellocations per unit volume. 
10.5.1 The graphics pipeline 
Images to be displayed can include data from a wide range of sources. These include existing 
3D design packages, and experimental scanning or sensing data. It is likely that the image to 
be displayed would also include icons and other additional information. Each object or data 
set, which may not be meaningfully related to each other, is described initially in terms of 
individually relevant or convenient 'modelling coordinates', These data are then mapped into 
a single cartesian image space, this representing the 'world coordinate' system of the display. 
The next stage in standard pipelines designed for 3D visualisation on a 2D terminal would 
normally be to specify the viewing position and direction, and then to perform a projection 
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Figure 10.6 A possible graphics pipeline for volumetric display systems. The device-dependent operations 
shown are those for the Cathode Ray Sphere (eRS). 
transformation on the data to obtain the perspective view from the chosen direction. In the 
case of volumetric displays, the objects comprising the image remain in three dimensions, 
but are at this stage clipped to the display volume and decomposed into component voxels 
(Figure 10.6), Some of the information may be already in point form, but other objects may 
be in the form of parameterised primitives such as lines (see §11.3). 
Following this decomposition the filtering procedure may be applied whereby the image 
space, which has thus far had no global restrictions on its voxel density, is mapped onto a 
discrete 3D coordinate system, chosen to be of such aresolution that canbe directly reproduced 
in the display volume. This operation is not an essential step in the display pipeline, but it 
allows meaningful and uniform properties of the resolution, addressability and voxel density 
to be specified, and prevents arbitrary and nonuniform voxel culling further along the data 
pipeline. Furthermore, it ensures that the specific mechanism by which the display volume is 
created and the voxels addressed is transparent to the user and that technical characteristics 
of the display mechanism are not directly relevant. 
The final stage in the graphics pipeline is specific to the particular volumetric display 
volume in use, the eRS for example. In this case the voxel position data must be ordered to 
some extent for display, converted into deflection coordinates of the beam, and split between 
the two beam sources. 
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10.6 Implementation of the filter in the CRS 
10.6.1 Lattice spacing 
On a passive rotating screen system such as the CRS, the display volume resolution is pri-
marily limited by the tangential component. The time period defining the tangential distance 
at the screen periphery, and therefore the lattice spacing, depends upon the time duration T 
required to plot each voxel, the screen rotation frequency, and the number ofvoxel increments 
separating adjacent voxellocations in order that both can be addressed in the same image 
frame. Consider m screen increments, each of a duration T. In the time mT the screen at 
radius R moves a tangential distance 
d = mR{jf3, (10.1) 
where {j f3 = 21l'IT is the angle of each screen increment. If d is taken as the spacing between 
adjacent points in the euclidean lattice, the number of points in a square of edge length 2R 
is 1/(m2({jf3)2). A horizontal cross-section of the display volume of diameter 2R, however, 
is circular and only occupies a fraction 1l' /4 of this area. Thus, the number of points in a 
horizontal cross-section of the CRS display volume is 1l'/(4m2({jf3)2). The number of such 
cross-sections in a height 2H, separated by the same spacing d, is 2H/mR{jf3. The total 
number of points in the display volume is then 
1l'H (10.2) 
The choice of m must reflect a reasonable 'worst-case' number of voxel times T between 
adjacent voxels at the display volume periphery (where the tangential distance moved in a 
time T is largest). This ensures that any configuration ofvoxels in the filter lattice may be 
reproduced within the display volume. 
In the case of the CRS, such a worst case is difficult to define, as the number ofvoxels drawn 
between plotting adjacent points at the periphery of the display volume is determined by the 
ordering procedure and by the data distribution in each case. In the following paragraphs, 
two cases are considered. The first employs the time required for the beam to be deflected 
to and from the opposite side of the display volume to determine m, and hence the lattice 
spacing, while the second adopts as the value of the lattice spacing the maximum tangential 
positioning error €, defined in Chapter 8. 
If a voxel is plotted at the periphery of the display volume, let the beam be deflected to 
the opposite side of the volume and return. This requires 2v voxel increments, where v is the 
ratio of the full-scale deflection time of the beam to the move time for each voxel increment, 
as defined in Chapter 7. With m 2v, and making explicit the dependence ofT Tv + TfBd/V 
on v, the lattice spacing is given by 
(10.3) 
and the number oflocations in the display volume is obtained as 
1l'H (10.4) 
(10.5) 
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Figure 10.7 Lattice spacing as a function of v, based on Eq, (10.3), with Ty l/is, TIi;d 0.1 /is (solid line), 
Tv = 0.55/is, TfBd = 0.55/is (dotted line) and Tv = 0,1 /is, TfBd l/is (dashed line). The circles indicate the 
optimum value of v in each case, as determined in Chapter 7. 
In general, the larger the value of Tv compared with the value ofTfBd , the smaller the value of v 
that optimises the voxel ordering algorithm (see Chapter 8). This is illustrated in Figure 10.7; 
a typical lattice spacing on the CRS is, to a first approximation, independent of the ratio TfBd/Tv, 
and with the time parameters of Figure 10.7, dl • wee ~ 0.05 mm. 
Larger values of the time parameters Tv and TfBd• however, could result in a lattice spacing 
larger than the maximum positional error E. (If the voxels are plotted as a series of S radial 
slices as described in Chapter 7, then E 211" R/ S. The typical values R = 80 mm and S = 512 
lead to a value of Em .. = 0,98 mm. Under the ordering procedure described in Chapter 8, 
however, c is fixed in value, independent of the distance of the voxel from the screen rotation 
axis. A typical value is E 0.2 mm). It is generally desirable to maintain dlattiee :::; E, otherwise 
the resolution will not be sufficiently high to exceed the visual capability to resolve adjacent 
points. 
Alternatively, the tangential error bound E could be taken as determining the point spacing 
in the filtering lattice. In this case, 
(10.6) 
Under the ordering algorithm expounded in Chapter 8, E represents the maximum tangential 
error in voxel positioning; if the this component of a voxel's error exceeds E, it is culled. 
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Figure 10.8 Horizontal cross-section indicating the cartesian lattice (with m = 2) onto which the image data 
is mapped, and the display volume with the finite screen increments of angle 8{3. The coarseness of both the 
angular and lattice resolution have been exaggerated. 
10.6.2 Considerations due to voxel size and positioning accuracy 
The previous subsection discussed the lattice spacing of the uniform cartesian filter based on 
voxel density considerations alone. However, the voxel size and positioning accuracy should 
also be taken into account. For instance, if each voxel is rv 1 mm in size, then passing data 
to the display at a density of 10 voxels per millimetre in each dimension is wasteful ofvoxel 
bandwidth. Similarly, if there is an uncertainty of ±3 mm in each direction in the position 
of each voxel, then passing a voxel density of 1 voxel per millimetre is likely to compromise 
clarity of detail in the images. 
Thus, if either the voxel size or the voxel positioning uncertainty are larger than the 
lattice spacing as determined by voxel density and the considerations of §10.6.1, then the 
lattice spacing should be enlarged to avoid an effective loss ofvoxel bandwidth due to plotting 
visually indistinguishable voxels. That is, 
filter spacing = max { component of uniform voxel density , 
i x (component ofvoxel size) , 
*" x (component of voxel positioning uncertainty) } . 
The factors 11cI and l/c2 have been included to allow for a partial overlap of adjacent voxels. 
which are often approximately spherical in shape (see Figure 10.9). If the system generated 
cubic voxels, the ideal value of these fractions would be unity. 
Ideally, the resolution to addressability ratio is unity, that is, the positional uncertainty of 
each voxel, in each direction, would be approximately the same value as the voxel dimensions. 
The voxel density would be either equal to or greater than that indicated by the voxel size, 
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no overlap between adjacent voxels partial overlap 
Figure 10.9 If the volumetric display generates spherical voxels, a partial overlap of adjacent voxels ensures 
that lines appear continuous to the viewer. 
Display volume specifications 
Voxel capacity 
Uniform voxel density 
Voxel positioning accuracy (addressability) 
Voxel size (resolution) 
Size of display volume 
Image refresh rate 
Colour capability 
Figure 10.10 Characteristics of a volumetric system display volume to provide a meaningful comparison with 
the performance of other displays. Other image quality issues, and system performance capabilities (such as 
animation and interaction capabilities) are also important. 
in order that the lattice spacing allows zero separation of adjacent voxels, or some overlap to 
improve image quality (Figure 10.9). 
10.7 Image quality parameters for volumetric displays 
A reasonable description of the performance of a volumetric display may be provided by 
an indication of the magnitude of the characteristics summarised in Figure 10.10 and any 
variations to which they are subject, as discussed in §§10.2-10.4. 
The voxel capacity of a volumetric system indicates the number of voxels that can be 
depicted in the display volume each image refresh. However, as discussed in this chapter, 
there are restrictions on the density at which the voxels may be depicted. Moreover, this 
density is often nonuniform and anisotropic through the display volume. By incorporating 
a filtering operation in the associated software, all data to be displayed can be mapped by 
an averaging operation to a 3D cartesian grid of voxellocations, the density of which may 
be supported anywhere within the display volume. The specification of the density of the 
grid, for example 1000 voxels per cm3 , or 10 voxels per cm (with the understanding that of the 
density in each dimension is equal), indicates the uniform voxel density that can be supported 
by the display. 
The voxel positioning accuracy is also an important image quality measure. It is reasonable 
to assume that a display system can address a pixel orvoxellocation to within half the spacing 
between adjacent locations. That is, the display should be able to generate a voxel closer to 
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its intended location than to a neighbouring position. The spacing of the voxellocations as 
defined by the uniform density filter then defines the ideal addressability. If the system cannot 
guarantee this precision, the density of the filter should perhaps be decreased to correspond 
to an addressability that can be provided by the display. 
The voxel size indicates the resolution possible with the display. A complete description, 
however, requires a knowledge of the address ability and the voxel density also; a small voxel 
size with a coarser positioning accuracy could lead to a sparsity in the displayed images if 
the addressability defines the density of the filtering operation. For example, the points 
comprising lines would appear clearly discrete. Ideally, the Yoxel size is equal to the inverse 
of the Yoxel positioning accuracy, or to the inverse of the voxel density. This means that 
inter-voxel spacing can be eliminated when drawing lines or surfaces. For instance, if the 
voxel density and addressability permit two voxel per millimetre (in each cartesian direction), 
the ideal voxel size is ,...., 0.5 mm. 
The size of the display volume may be an important consideration in some applications. 
A larger display volume enables the images to be viewed at a larger distance without loss of 
depth resolution, and can thus facilitate group interaction with the data. However, larger 
images with an unchanged voxel size consume a greater fraction of the voxel capacity, and so 
in general smaller or simpler objects must be depicted. 
The image refresh rate governs the severity of image flicker. While an update rate of 
'" 10-15 Hz is sufficient for the persistence of vision to fuse the successive frames and enables 
the viewer to see a continual image, flicker is still perceivable at refresh frequencies up to at 
least 30 Hz (see §2.2). To eliminate subliminal flicker, modern workstation CRTs operate at a 
refresh rate of", 70 Hz. Most volumetric displays currently provide a refresh rate of 15-30 Hz. 
While the flicker at these frequencies is not distracting, it may become uncomfortable with 
prolonged viewing. 
10.8 Conclusions 
It is desirable for any display system to exhibit uniform image characteristics throughout its 
display space, so as to ensure that any displayed object appears the same, independent of its 
location. This enables the achievable point density and resolution to be meaningfully related 
to image quality. 
There are, in general, nonuniformities, anisotropies and limits in the voxel density, voxel 
size and voxel positioning accuracy which a volumetric display can provide. In swept-volume 
display systems, the nature of the screen motion provides the most severe effect on the uni-
formity of the voxel density. In particular, rotational motion results in an increasing angular 
voxel density toward the centre of the display volume. The voxel density on the surface 
of the screen is dependent upon the voxel generation method-beam-addressed systems are 
generally capable of a high addressability on this surface, whereas in moving-array displays 
the density in the plane of the screen depends upon the position of the voxel elements. In 
the case of voxel size and voxel positioning accuracy, the motion of the screen with respect to 
the beam source is most important. If the beam source is stationary and the screen rotates, 
then nonuniformities will arise due to the varying angle between the screen and the beam. 
Static volume systems generally provide more uniformity and isotropy to their image quality 
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characteristics. 
The use of a uniform density averaging filter may ensure a uniform and isotropic voxel 
density (per unit volume) is reliably reproduced in the display volume. The density of this 
filter is governed by the means by which the display volume is created and addressed. In 
general, it will be determined by a worst-case value of the voxel density in order that the 
density of points provided by the averaging filter can be supported anywhere in the display 
volume. This ensures that images appear the same independent of their location in the 
display volume. If the voxel size or the inverse of the voxel positioning accuracy are much 
larger than the voxel density, then the density of the filtering lattice could be reduced, in 
order to avoid redundant voxel generation. 
The size ofthe display volume governs the ideal range in viewing distance, and hence, to 
a certain extent, the applications to which the system is best suited. One disadvantage of 
large display volumes is that if the size of the individual voxels is no larger than in a smaller 
display, then the number of voxels required to generate larger objects is higher than in the 
case of a smaller display volume. Since the voxel bandwidth in beam-addressed systems is 
independent of the size of the display volume, this means that the display is, in general, 
limited to smaller or simpler images. 
The number ofvoxels a rotating-screen display is capable of displaying each refresh does 
not in itself provide a complete description of the display's performance. This situation is in 
contrast to the case of a standard monochrome monitor, for example, in which the performance 
may be indicated by the number of pixels in a screen of a certain area. 
Chapter 11 
AN EVALUATION OF THE CRS AS A 3D 
VISUALISATION DEVICE 
Those images that yet 
Fresh images beget, 
That dolphin-torn, that gong-tormented sea. 1 
William Butler Yeats 1865-1939 
Volumetric display sYstems provide a physically 3D image that automatically satisfies depth 
cues such as binocular and motion parallax, accommodation and convergence. However, other 
powerful depth cues, in particular occlusion and shading, are more difficult to depict. It is thus 
necessary to determine the areas of application for which the CRS, and volumetric displays 
in general, are best suited. These will also be affected by other system characteristics such as 
the size of the display volume, the colour capability, the voxel bandwidth, the uniform voxel 
density that can be supported (see Chapter 10) and the means of interaction available. In 
this chapter, the advantages and disadvantages of volumetric displays for the depiction of 
3D data are discussed, and some of the application areas that have been investigated by the 
author in order to evaluate the visualisation capabilities of the CRS are described. The issue 
ofinteraction with volumetric displays is also addressed. 
11.1 Visualisation of 3D data on volumetric displays 
The discussion of depth perception in Chapter 2 illustrates that a large number of depth cues 
("'" 10) are employed by the brain in ascertaining depth and spatial relationships. At present, 
no display type satisfies all depth cues consistently; each presents a certain subset of cues 
to the viewer. The application areas best suited to each 3D display method are determined 
primarily by the depth cues that they are able to satisfy. 
For example, ray-tracing and rendering techniques for providing '3D' graphics on conven-
tional graphics terminals are powerful tools for the visualisation of surface detail, due to their 
ability to provide occlusion and to simulate shading to a high degree of accuracy. Realism may 
be enhanced by the use of motion parallax, that is, changing the perspective on the scene with 
time. This may be pre-determined or, via head tracking methods, in response to motion of 
the viewer's head (Gigante 1993). Volumetric displays generate physically 3D images, which 
l"Byzantium" (1933). 
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thus satisfy binocular parallax, motion parallax in all directions in response to the viewer's 
head movements, and the physiological cues of accommodation and convergence (these are 
defined in §2.3). At present, however, most volumetric systems generate only translucent 
voxels, which can make it difficult to generate multiple surfaces. Surface generation is also 
hampered by limitations in voxel bandwidth (in passive-screen systems such as the CRS) or 
in voxel density and resolution (in voxel array systems), Volumetric displays are therefore 
best suited to applications where the spatial relationships between various subcomponents 
of the image or data set are of interest. 
Many volumetric display systems offer an unrestricted, all-round view of the displayed 
images 2. An advantage of this is that fewer limitations are placed upon the viewing position 
and on the number of viewers that can simultaneously view the image. However by allowing 
an all-round view it becomes impossible to use various depth cues such as linear perspective 
to accentuate depth within an image. For example, depicting two similar objects as different 
sizes on a 2D terminal results in the smaller one appearing further away (see Chapter 2). 
Volumetric display systems must faithfully reproduce the actual spatial information, so that 
images appear realistic from all viewing positions. Perspective effects arise naturally as a 
consequence of the spatial distribution of the image, rather than due to artificial resizing of 
portions ofthe data. 
The voxel capacity is the number of voxels that can be generated each display volume 
refresh. In general, this figure indicates the complexity of images that the display is capable 
of drawing. However, as discussed in Chapter 10, this parameter has little meaning without 
an indication of the uniform voxel density that can be depicted on the display. This may be 
determined by an averaging filter in the graphics hierarchy controlling the data for display, 
and will in addition be based upon the voxel size and positioning accuracy (see § 10.6). 
The optimum viewing distance from the display is determined primarily by the size of 
the display volume. If the viewer is too distant, depth within the image will not be perceived 
clearly. For the current CRS prototypes, with a display volume 16 cm in diameter, the optimum 
viewing distance is about 1-2 m. A large display volume is desirable for applications in which 
group situations occur frequently. However, as discussed in §10.7, the depiction of objects 
larger in size consumes more of the available voxel capacity. The ideal voxel size for large 
display volumes (a': 0.1 mB) is perhaps slightly larger than that for small volumes, such as 
the CRS, in which a useful voxel size would be ....., 0.5mm. High-resolution details become 
less visible as the viewing distance increases (see Chapter 2); larger displays can thus afford 
larger voxels. 
The provision of several colours heightens the impact of displayed images, and enhances 
the ability of the display to emphasise and differentiate certain parts of the displayed data. 
The image update frequencies on volumetric systems are currently in the 15-30 Hz range 
(Blundell et al. 1993a, Clifton and Wefer 1993). While this is sufficient for the brain to fuse 
successive frames into a continual image, flicker is still noticeable at refresh frequencies up to 
at least 30Hz (and in general increasing with image brightness, see Chapter 2). Workstation 
CRTs employ refresh frequencies in the region of 70 Hz to reduce the effects of subliminal 
flicker on eye fatigue with prolonged use. At present, therefore, volumetric systems are not 
suited for prolonged viewing. 
2In this chapter, this will be assumed to be the case unless otherwise stated. 
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The application range is determined by the nature of the data and includes aspects from a 
wide range of fields. For example, in the field of medical imaging there are situations when it 
is desirable to view the location of a tumour or organ in situ. A volumetric display can depict 
in 3D the data featuring both the object of interest as well as the surrounding details (perhaps 
at a lower brightness level so as to indicate the environment without hindering perception of 
the object of interest). Wire frame images outlining the spatial structure of an object are also 
ideal for depiction upon volumetric displays. Other potential application areas are indicated 
by examples discussed in §l1.S. 
11.2 Interaction with volumetric displays 
Direct interaction with images depicted on volumetric displays is affected by two properties; 
• The all-round view of the display volume. There is no preferred viewing position, and 
the orientation of the interaction device with respect to the image cannot be assumed . 
• The physical presence of the display volume and vessel limits the immediacy of the 
interaction-the user's hand cannot be placed directly on the image as is possible with, 
for example, head-mounted virtual environment systems and computer-generated holog-
raphy. 
A simple means of interaction with the CRS has been provided by means of a cursor 
drawn in the display volume, the motion and position of which is controlled in 3D by a 
joystick or spaceball. Since any orientation and location around the display vessel is possible, 
a natural interaction by means of a joystick requires that position and orientation sensors be 
incorporated into the device. In this way, the motion of the cursor can be made to correspond 
with the direction intended by the user, irrespective of the viewer's position relative to the 
display vessel Position sensors have not as yet been employed in interaction with the CRS. 
A greater range of data manipulations would be permitted through the use of glove input 
(Sturman and Zeltzer 1994). An animated hand icon in the display volume could mimic the 
finger manipulations of the user with a data glove. Even with the commensurate location and 
orientation sensors in the glove, the interaction is unlikely to be as immediate as in immersive 
systems where the data may be manipulated directly by the user's hand. Kameyama and 
Ohtomi (1993) recently described a scheme whereby a virtual image of the actual volumetric 
image is reflected to coincide with a deformable pad in user accessible space. Feedback from 
the pad device enables some restricted deformation of the images to be performed directly by 
hand. This method restricts the viewing position of the user, however, and the extent of the 
deformation and interaction possible is limited by the versatility of the pad. 
Whichever type of device is used, group interaction with images depicted on volumetric 
systems may be enhanced by providing several such devices to interface concurrently with the 
display: Coupled with the all-round view of the images that is provided by most volumetric 
techniques, such parallel interaction promises a natural and intuitive means by which people 
may interact both within the group and with the 3D data. 
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Read data from crystallography file 
~ 
Convert positional data in unit cell 
to cartesian coordinates 
1 
Assign a bond between any two atoms 
for which the seperation between them 
is less than the sum of their bonding radii 
! 
Generate a sphere at the location of each 
atom, the size of which depends upon its 
atomic number, and a line joining all 
bonded pairs of atoms 
~ 
Viewer may add or delete extra bonds 
Figure ILl Outline of molecular visualisation program. 
lL3 Example applications 
A set of high-level graphics primitives has been designed for the eRS (Blundell et al. 1994a). 
The fundamental primitives are line segments, spheres, points and arcs, from which a library 
of simple shapes may be constructed. For example, a circle is an arc continued through 360· , 
and a cube is constructed from twelve line segments in the appropriate relative positions. 
Objects containing curved surfaces, such as spheres or cylinders, are more difficult to depict, as 
a wire-frame representation may be inadequate to furnish an accurate or easily recognizable 
image. Two different sphere primitives have been designed; one is defined in terms of three 
mutually perpendicular great circles, and the other in terms of points spread over the surface 
of the sphere. 
Each fundamental primitive, and hence each composite shape, is supplied with a set of 
essential parameters by which it is completely described. Transformations ofthe image may 
then be applied as transformations of the defining parameters (Hill 1990) rather than of each 
component point following the decomposition of the image into its composite voxels. This 
serves to speed up interaction with the displayed data. Other application-specific primitives 
may be in turn constructed from objects in the library and the fundamental primitives. 
lLS.l Molecular visualisation 
The suitability of volumetric display systems for the depiction of the spatial arrangement 
of complex molecular structures has been demonstrated by an application program written 
by the author and illustrated schematically in Figure 11.1. Data files generated by x-ray 
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crystallography studies provide the SOlITce of input. These specify the types of atom present 
in a unit cell, and their locations in unit cell coordinates. These must be transformed into 
cartesian coordinates in order that the displayed structlITe accurately represents the spatial 
structure of the compound. 
A common method of assigning bonds based on data of this type is to associate a bonding 
radius with each type of atom (Gillespie 1972). The program utilises a database of bonding 
radii. A bond is assigned between any two atoms whose bonding spheres, defined by these 
radii, overlap. The spatial structlITe of the compound is then displayed in ball-and-stick 
fashion. That is, each atom is represented by a sphere, the size of which depends upon its 
atomic number, and the interatomic bonds are depicted as lines connecting the respective 
spheres (Figtrre 11.2). 
This heuristic technique of designating bonds occasionally generates spurious bonds, and 
sometimes misses bonds known to be present. For this reason, the user can interact with 
the displayed image in order to correct erroneous results. By means of a joystick, the user 
controls the position of a cursor (see §11.2). A bond may be toggled on or off by a keypress 
while the ClITsor is at the location of each of the two atoms concerned. A slow rotation of the 
molecule also assists in the appreciation of its structlITe. One compound the unit cell of which 
that has been displayed using this program is calcium copper tetra (trichloroacetate) tetra 
aqua (Keen 1993). 
This program was also used to evaluate the impact of providing images of more than one 
cololIT, when the two-cololITed screen described in §4.8 was employed in the CRS. This screen 
was coated on opposite faces with green and blue phosphors. The molecules were depicted 
with blue spheres representing the atoms and green lines representing the bonds. However, 
the opaque phosphor coatings led to a blurring of the images, due to light generated on one 
face being scattered by the phosphor coating on the other. The provision of multi-cololITed 
images by this technique will ultimately require transparent phosphor deposition (see §4.8). 
lL3.2 Computer-aided design, robotics and complex limb motion 
Computer-aided design 
One of the principal applications of volumetric displays is anticipated to be in the field of 
computer-aided design. To this end, a conversion module has been written to allow the 
depiction upon the CRS of images stored in DXF format, for example those generated within 
the AutoCAD design program. A piston, crankshaft and connecting rod have been created 
and displayed upon the CRS, and have been animated by computing the individual motion of 
the three components (Figtrre 11.3). 
Robotic arm motion in 3D 
A robotic arm has been modelled upon the CRS and each of its fOlIT joints together with 
the gripper mechanism .may be moved independently via a joystick and computer keyboard. 
The software has been designed so as to enable an operator to pick-up, position and release 
randomly placed wire-frame cubes. To enhance realism, simple collision detection tests are 
carried out by the software (Blundell et al. 1994a). 
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Figure lL2 The spatial structure of a glucose molecule depicted on the CRS. 
Figure lL3 A piston and crankshaft depicted on the CRS. 
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Figure lL4 A running stick-figure depicted on the CRS. 
Animal limb motion 
The complex limb motion of insects is often inherently 3D and difficult to depict accurately 
on conventional graphics terminals. For example, arachnid legs often have as many as ten 
independent joints which do not usually move in a 2D plane. The limb and body motion of 
humans in celtain circumstances may also be of interest. A simple animated stick-figure 
serves to illustrate the capabilities of providing such information the eRS (Figure 11.4). The 
stick-figure may be toggled between 'walk', 'run', or 'single-step' modes, the latter enabling 
the user to step through the stages comprising its motion at leisure. The major difficulty in 
displaying insect motion lies in obtaining the data describing the relative position of each 
joint at various stages during its motion. 
lL3.3 SateHite motion 
An appreciation of the position and motion of satellites (Davidoff 1990) may be enhanced by 
their depiction upon volumetric displays. A program which allows the orbits of a number of 
satellites to be tracked on any time scale around a globe of the earth has been developed for 
the eRS. The earth is depicted as an outline ofthe continents on the surface of a sphere. The 
area of the earth's surface visible to a satellite at any point is indicated by a circle on the 
surface of the globe co-moving (and in general altering in size) with the satellite's elliptical 
motion. The shape of this area in general alters in shape on 2D representations. When the 
image is depicted on the eRS the eccentricity of elliptical orbits is clearly apparent from the 
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Figure 1L5 The Lorenz attractor depicted on the eRS. 
changing size of the circle with the altitude of the satellite. The changing velocity of the 
satellites is clear and their motion can be perceived without the distraction afforded by a 
nonlinear 2D projection. 
11.3.4 Air traffic control and aircraft motion 
Air-traffic control situations inherently feattrre a 3D distribution of aircraft in the vicinity 
of an airport. An intuitive appreciation of the relative spatial locations of the craft may be 
gained from the depiction of the data on a volumetric system, to augment the existing display 
method comprising one 2D display for range and another for elevation. Further information, 
such as velocity and priority, may be indicated in a pictorial fashion (for example, by attaching 
arrows to each aircraft's icon) on the volumetric system. Soltan et al. (1994) describe the real-
time display of air traffic data on a laser-based volumetric system (see §3.6.1). Over eighty 
airplanes in the San Diego aerospace were displayed graphically (in green) and additional 
flight information for each airplane was depicted in red. 
Software enabling a number of wire-frame aircraft to be controlled by the operator and 
hence 'flown' within the display volume has also been developed for the CRS. The control of 
these planes is highly intuitive and and the spatial separation easily discerned. 
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lL8.5 Education 
The nature of inherently 3D objects and concepts from a range of areas may be communicated 
more easily using a volumetric display. For example, crystal lattices, electronic wavefunctions 
and abstract mathematical objects have been depicted upon the CRS. 
The spatial structure of crystal lattices can often be difficult to visualise based on 2D 
illustrations (Alfonso and Finn 1968, p.232ff). A number of crystal lattice types, such as the 
body-centred cubic form, and the structure of water molecules in ice have been displayed on 
the CRS. 
Orbital wavefunctions of electrons have also been depicted. Single-electron wavefunctions 
in a spherically symmetric central potential distribution describe the probability amplitude 
of the electron's position around an atomic nucleus (a proton, for example, in the case of a 
hydrogen atom). As the value of the angular momentum quantum number increases, the 
spatial form of the angular wavefunction becomes more complex (see, for example, Alfonso 
and Finn (1968, p.124)) and difficult to depict on 2D media. The electronic distribution in 
polyatomic molecules is also difficult to depict in 2D (see Alfonso and Finn (1968, pp.203-211)), 
and would be more easily interpreted when displayed by a volumetric system. 
One area of mathematics that gives rise to a great variety of 3D data sets is deterministic 
chaos. This field has particularly benefited from the increased computing power that became 
readily available in the 1970s (see §3.1), enabling numerical integration to be carried out for 
many thousands of iterations. It has also intensively utilised graphics devices, particularly 
from the 1980s onward. In one of the seminal papers on deterministic chaos, Lorenz (1963) 
described a set of differential equations pertaining to hydrodynamic flow in the context of 
atmospheric science. The numerical solution to these equations obtains the Lorenz attractor, 
which remains one of the most easily recognizable 3D mathematical objects. This was depicted 
upon the CRS. 
The Lorenz model arises from a simplification of the hydrodynamical equations governing 
finite-amplitude convection, for example the Rayleigh-Benard convection experiment (Schus-
ter 1989), and represents one of the simplest examples of deterministic nonperiodic flow 
(Lorenz 1963). This experiment involves a fluid layer which is heated from below in a grav-
itational field; the heated fluid at the bottom tends to rise, and the colder liquid at the top 
tends to fall, but these motions are opposed by viscous forces. For small temperature differ-
ences a uniform upward heat conduction is observed, but this state becomes unstable at a 
critical value of the Rayleigh number (which is proportional to the temperature difference) 
and convection rolls develop, If the applied heatJs increased further, a transition to chaotic 
motion occurs at a second critical value of the Rayleigh number. The Lorenz model is given 
by the equations 
x -(leX - Y), 
Y 
Z 
-XZ+CIX-Y, 
XY C2Z. 
(11.1) 
The variable X is proportional to the intensity ofthe convective motion, while Y is proportional 
to the temperature difference between the ascending and descending current. Similar signs 
of X and Y denote that warm fluid is rising and cold fluid is descending. The variable Z 
is proportional to the distortion of the vertical temperature profile from linearity, a positive 
value indicating that the strongest gradients occur near the boundaries (Lorenz 1963). The 
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dot denotes a derivative with respect to a normalised time parameter. The parameters CT, 
Cl and C2 depend upon properties of the fluid under investigation and upon the dimensions 
of the experimental setup. (An outline of the derivation of the Lorenz model from the fluid 
dynamical equations governing the Rayleigh-Benard convection experiment is provided by 
Schuster (1989, Appendix A, pp.223-225).) The behaviour ofthis system of equations may be 
explored by iterating Eq. (11.1). After several thousand steps, the form of the Lorenz attractor 
in XY Z phase space, illustrated in Figure 11.5, becomes apparent. 
lL3.6 The inclusion of text 
An alphanumeric character set has been designed for display upon the CRS, permitting text 
to be added to the graphics. The orientation and size of the characters may be set by the user. 
However, due to its inherent two-dimensional nature, the optimum use of text would seem 
to be in the form of concise information such as labels, variables and variable values. These 
may be slowly rotated so that they can be read from any position around the display. 
11.4 Discussion and conclusions 
It is unlikely that, in the foreseeable future, anyone display technique will dominate the 
field of 3D visualisation. There are a variety of display types commercially available or under 
development, each of which satisfies a subset of the depth cues used by the visual system and 
brain to ascertain spatial structure and detail. 
Volumetric displays automatically satisfy binocular and motion parallax, accommodation, 
and convergence by depicting image data within a physically 3D display volume. This en-
ables a number of observers to view and potentially to interact concurrently with displayed 
data. However, most volumetric systems are currently limited in either voxel bandwidth or 
resolution, and are capable of generating only translucent voxels. The application areas to 
which volumetric displays are best suited, therefore, are those in which an appreciation of 
the spatial structure of the displayed data is required. 
A number of programs and images have been developed for the CRS as a means of in-
vestigating the suitability of such systems in a range of application areas. The potential for 
volumetric displays in the field of visualisation was confirmed by this investigation. Ongoing 
work involves a more thorough development of application software in areas such as these. 
This should be on-site, where possible, and fully interactive, enabling the display to be used 
in practice as a visualisation tool. 
These applications were tested on the Mark II prototype with only a single electron gun 
generating the images, which were thus positioned to one side of the centre of the display 
volume to avoid addressing the dead zone region. The ability to use one or more electron guns 
well allow images to be depicted throughout the display volume. 
It is desirable to provide an intuitive means of interaction with images depicted on volu-
metric displays. There is currently much research devoted to this in the context of computer-
generated holography (Sturman 1992), and virtual environment systems (Papper and Gi-
gante 1993, Vaananen and Bohm 1993). Volumetric displays generally offer an all-round 
view of the display volume, so that there is no preferred viewing position around the display 
volume. Interaction with displayed data by means of a joystick has been demonstrated, and 
11.4 Discussion and conclusions 209 
can remain intuitive for any viewing position by incorporating position and orientation sen-
sors in the device, so that the controlling software is continually aware of the desired cursor 
motion in response to the user's direction. 

Chapter 12 
CONCLUSIONS AND SUGGESTIONS FOR 
FURTHER RESEARCH 
Friends applaud, the comedyis over. 
Ludwig van Beethoven 1 1770-1827 
Summary 
The work presented in this dissertation concerns volumetric 3D displays, that is, systems in 
which the images are created within a physically three-dimensional display volume, rather 
than upon a stationary surface. One particular volumetric system, known as the Cathode 
Ray Sphere CCRS), is described in Chapter 4. This has provided inspiration and application 
for much of the work in this dissertation. 
During the course of developing a volumetric system, many aspects of the display re-
quire formulation and systematic investigation. Several such areas are approached in this 
dissertation. 
A number of volumetric display techniques, including the CRS, utilise a passive target 
screen addressed by deflectable electron or laser beams emitted from stationary sources. 
Problems are encountered when the angle between the beam and the screen becomes very 
acute-small misalignments in the beam source position or inaccuracies in the beam's direc-
tion can give rise to significant voxel positioning errors and lead to image distortion. Moreover, 
the voxels themselves become elongated. Regions of the display volume in which the magni-
tudes of these effects are larger than some tolerance value are termed dead zones, and are 
discussed at length in Chapters 5 and 6. In Chapter 5, the dead zones due to voxel elongation 
are compared for rotating-screen displays employing planar and helical screens. In Chapter 6 
one particular configuration, namely a planar screen addressed by an equatorial beam source, 
is examined in detail, and the dead zone contributions for a range of misalignments and ap-
proximations are elucidated. This configuration coincides with that now used in current CRS 
prototypes. 
Displays in which a passive target screen is addressed by deflectable beams can generate 
only a single voxel (per beam source) at a time, that is, the voxels are sequentially addressed. 
The extra dimension of the display space typically precludes a systematic raster-type scan 
of the display volume in such systems. Rather, only the visible voxels comprising the image 
1 Last words. 
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are addressed. In the standard dot-graphics technique, the beam is deflected as required to 
address the location where the voxel is generated, that is, the deflection time depends upon 
the relative positions of the voxels. In §7.1 a new variation on this method is introduced; the 
beam's move time and the voxel activation time are both fixed in value, yielding a constant 
total voxel time and enabling the voxel data to be clocked out of RAM at a constant frequency. 
The intensity level of the voxels is controlled in the CRS by the beam current. Null voxels, 
with an intensity level of zero, are introduced as a means of ensuring that visible voxels are 
generated in their correct locations when the deflection time required is greater than the 
move time adopted. 
The data points comprising the image must be ordered so that they are output to the 
display in correct synchronisation with the screen motion. In rotating-screen displays the 
dominant ordering is therefore with respect to the angular location of the voxels. Ideally, the 
data set would be ordered according to angle and each voxel plotted at its correct location. 
However, the finite time required to create each voxel often precludes this. One means of 
ordering the data for display is to consider the display volume as a series of narrow sectors, 
and treat the data in each sector as a 2D slice. Each slice is then plotted in turn as the screen 
rotates. In Chapter 7, the value of the move time that optimises the plotting efficiency was 
determined, and the possibility of re-ordering the voxels within each slice so as to shorten 
the total beam path was examined. The maximum angular uncertainty in this voxel ordering 
technique is determined by the size of the sectors, and the maximum tangential positioning 
error increases with the distance of the point from the screen rotation axis. Voxels may be 
culled from the image arbitrarily if the screen leaves the sector before all the voxels have been 
plotted. 
In Chapter 8 a more sophisticated ordering algorithm, devised by the author, was de-
scribed, with the object of generating each voxel within a tangential distance f of its ideal 
angular location. That is, the maximum tangential positioning error is the same for all vox-
els. This is in contrast to the slice-based ordering method, in which the tangential positioning 
uncertainty increases with the distance of the voxel from the rotation axis. The algorithm 
retains the angular information of the voxels within each sector and searches the unplotted 
data in the current sector to determine which points are within f of the screen position. The 
point with the lowest value of a particular cost function is then appended to the plotting 
list. Four different cost functions were trialed and their performance was compared with the 
slice-based ordering technique on the basis of the number of voxels culled and the average 
tangential positioning error. 
Whilst swept-volume display systems are currently the subject of much research, a static 
volume display, with no moving screen, is desirable from the standpoints of reliability, flicker 
and overall elegance. One means by which volumetric images may be created in a static 
volume is to utilise a stepwise upconversion process to create a visible voxel at the intersection 
of two infrared laser beams. The display volume comprises a transparent material with a 
suitable electronic energy configuration. In a display system based on this process, the beams 
will be rapidly deflected and gated in order to generate a sufficiently high number of voxels 
and enable meaningful images to be generated. In Chapter 9, the optimum relative pump 
timing of the two intersecting laser pulses was determined by considering a simple three-
level quantum system encapsulating the stepwise excitation process. This analysis extends 
a previous treatment (Verber 1977) which considered only nonsaturating pulses. 
12.1 Conclusions of original work 213 
It is desirable for any display system to exhibit uniform image characteristics throughout 
its display space, so as to ensure that the appearance of any displayed object is independent 
of its location. This enables the achievable voxel density and resolution to be meaningfully 
related to image quality. Chapter lO examined these considerations for volumetric displays 
and proposed an averaging filter as a means of providing a uniform voxel density. Chap-
ter 11 discussed some of the possible applications foreseen for volumetric systems, based on 
a number of images and animation sequences that have been depicted on the CRS. 
In the following section, the main conclusions arising from the original portions of this 
work, specifically Chapters 5-10, are summarised. Subsequent to this, a discussion is pro-
vided of some possible areas of research arising from this work, and the future of volumetric 
displays. 
12.1 Conclusions of original work 
The comparison in Chapter 5 of the dead zones arising in helical and planar-screen displays 
emphasizes some significant differences between the display volumes generated by these two 
screen geometries. In systems employing a rotating planar target screen, the dead zones 
centre around the screen position end-on to the beam source. They are typically fan-shaped 
in horizontal cross-section (assuming a vertical rotation axis), and increase in extent with 
the vertical distance of the cross-section plane from the beam source, The image distortion 
occurring in the dead zone may therefore be avoided by employing two or more beam sources, 
positioned such that when the screen passes through the dead zone of one beam source another 
beam can address the screen without incurring any significant inaccuracies and subsequent 
image distortion. If the rotating target screen has a helical geometry, the dead zones may 
not be as easily avoided by this approach. The display volume is typically addressed from 
a stationary beam source positioned in line with the rotation axis of the screen, in which 
case the dead zone is cylindrical, symmetric about the axis. If the beam source is moved 
off-axis, the symmetry is broken and the dead zone predominates on one side of the display 
volume. A further consequence of a non-axial beam source is the appearance of shadowing 
dead zones, which occur with non-planar screens where parts ofthe display volume are unable 
to be addressed due to other parts of the screen intersecting the beam path to the. desired 
point. These typically occur on the opposite side of the display volume from those due to beam 
incidence angle, and so make it difficult for the dead zone to be avoided by employing several 
beam sources. 
Two methods of ordering the voxels for display were evaluated in Chapters 7 and 8, and 
the value of the move time Tm that optimises plotting efficiency was determined for a range of 
time parameter values. In the slice-based ordering technique, the optimum value of v (where 
Tm == Tfsd/V) is found in §7.3 to depend most strongly on the ratio of the full-scale deflection time 
Troo to the activation time Tv. Larger values ofthis ratio yield larger values of Vopt. It was also 
found that a simple analytical approximation predicts values of Vapt that agree closely with 
the empirically determined values. Data sets in which the voxels were randomly generated 
but clustered were shown to closely model the performance of the algorithm with real image 
data. 
The possibility of re-ordering the data within each slice so that the beam follows a shorter 
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path in plotting the points was examined in §7.4. Intuitively, a shorter beam path results 
in fewer null voxels, thus allowing time in each sector for more visible voxels and increasing 
the overall visible voxel bandwidth. However, the image data studied showed only a small 
improvement in this regard after the data had been re-ordered by the arbitrary insertion 
Travelling Salesman heuristic; the voxels in the slices of image data were not maximally 
disordered. The computation time required by Travelling Salesman Problem (TSP) ordering 
procedures thus makes their use unfavourable in this respect. The adoption of a fixed time 
per voxel enables the voxel bandwidth of the system to be calculated exactly. However, the 
visible voxel bandwidth will typically be lower than this figure due to the presence of null 
voxels. It was shown in §7.5 how the visible voxel bandwidth depends upon the ratio of the 
full-scale deflection and activation times. 
It was found in §8.3 that the second ordering algorithm, with a cost function comprising a 
linear combination of the beam deflection cost and the tangential positioning error, provided a 
low value of both the cull fraction and the average tangential error for a range of values of the 
ratio Tr.d/Tv, and in the case of both dense and sparse data sets. The relative performance of 
the slice-based method with respect to these parameters was worst in the case of sparse data. 
However, the computational requirements of this general ordering algorithm are significantly 
greater than those of the slice-based technique. 
In static-volume displays employing a stepwise excitation process, the optimum relative 
timing of the two pulses that maximises the fluorescent output, and hence the voxel intensity, 
was found to depend predominantly on the ratio of the intermediate energy state lifetime to 
the pulse duration. (It was assumed that each pulse was of the same duration.) If the temporal 
profile of the pumping radiation may be approximated as rectangular, and the intermediate 
state lifetime is much shorter than the pulse duration, voxel brightness is maximised by a 
complete temporal overlap of the pumping beams (§9.3.1). In the case where the lifetime 
of the intermediate state is much longer than the pulse duration then maximum brightness 
is obtained by the second pulse commencing as the first pulse ends, if the first pulse is 
of a non saturating intensity, or by an almost complete overlap if the first pulse is of such 
an intensity that the transition is saturated. When the pulse profile is less sharp at the 
extremities, then the optimum relative timing is not as tightly defined by the pulse duration 
(§9.3.2). 
Chapter 10 illustrates the way in which many volumetric display techniques give rise 
to intrinsic nonuniformities and anisotropies in the achievable voxel density, voxel size and 
voxel positioning accuracy through the display volume. In swept-volume display systems, 
the nature of the screen motion provides the most severe effect on the uniformity of the voxel 
density. In particular, rotational motion results in an increasing angular voxel density toward 
the centre of the display volume. The voxel density on the surface of the screen is dependent 
upon the voxel generation method-beam-addressed systems are generally capable of a high 
address ability on this surface, whereas in moving-array displays the density in the plane of 
the screen depends upon the spacing of the voxel elements. In the case of voxel size and 
voxel positioning accuracy, the motion of the screen with respect to the beam source is most 
important in passive screen systems. If the beam source is stationary with respect to a 
rotating screen, then nonuniformities will arise due to the varying angle between the screen 
and the beam. (Dead zones are a consequence of this same effect.) Static volume systems 
generally provide more uniformity and isotropy in their image quality characteristics. 
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A uniform 3D averaging filter was proposed in §10.6 as a means to ensure a uniform and 
isotropic voxel density is reliably reproduced in the display volume. The density of voxels 
provided by this filter is governed by the means by which the display volume is created and 
addressed. It will be of such a density that can be supported anywhere in the display volume. 
This ensures that the appearance of images is independent of their location. 
12.2 Suggestions for future research 
12.2.1 The Cathode Ray Sphere 
Beam registration 
The use of several beam sources to avoid writing to the screen while it lies within the dead zone 
(in planar-screen systems) incurs the problem of registering the beams with respect to each 
other. There should be no visible discontinuity in the image where the screen enters the region 
of the display volume addressed by a different beam source. Such effects are likely to arise 
due to errors in the positioning of each gun. On the CRS, it is believed possible to correct for 
the differences in the beam direction by altering in software the parameters of the deflection 
coordinates. This requires the use of the full coordinate transformations (Welford 1994, 
Taylor 1994), rather than the first-order approximation presented in §4.5.1, which served 
adequately for the considerations in the remainder of this dissertation. By attaching a thin 
wire around the edge of the screen, an identifiable signal may be detected when the electron 
beam crosses the wire. By correlating the deflection parameters with the physical location 
addressed (indicated by the signal from the wire), the deflection transformations applied to 
each electron beam should enable voxels to be accurately depicted in the display volume, and 
that the boundary between the parts of the display volume addressed by each gun will be 
invisible. Differences in intensity between the two parts of the display volume may also be 
encountered. There should be provision to modifY the electron gun heater voltages, or the 
intensity scales, in order to correct for this. 
A wire around the screen will no longer be needed if the screen itself incorporates a 
conductive layer; the edge of the screen could then be detected at a given angle and the beam 
registration parameters derived therefrom. An alternative to the sharp boundary between 
the regions addressed by each beam may be to merge the regions more gradually. This may 
further reduce the visible effects of the boundary. 
Implementation of ordering algorithms 
Two voxel ordering algorithms were discussed in this dissertation, and their performance was 
detailed in Chapters 7 and 8. The implementation of these algorithms in the CRS system 
needs to be considered. A drawback with the second ordering algorithm, and with the re-
ordering ofvoxels within slices in the first ordering method, is the computation time required. 
'Th erisure that images can still be computed in real time, these algorithms will need to be 
implemented in an environment which allows their rapid execution. One possibility to be 
pursued is the use of parallel processing methods (for example a transputer card) since the 
algorithms are amenable to parallel implementation. In each ordering technique, each sector 
can be processed independently. 
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Figure 12.1 Consider the distribution of points in the slice depicted in (a). The dashed line represents the 
screen projection onto the deflection coordinates, the range of which is covered by the region partitioned into 
cells of width Al andheight A2' By considering the occupied cells as points at their centres (b), and solving for 
the shortest path between these points, and plotting the image points in each cell before moving to the next cell, 
extraneous long beam segments are removed. The dotted line in (b) represents a possible cell plotting order for 
the data illustrated here. 
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The slice~based ordering technique has a low computation time compared with the second 
ordering technique. Re-ordering the data within each slice reduces the time required to 
plot the visible voxels therein, but adds to the computation time. The Travelling Salesman 
Problem (TSP) heuristic employed for this purpose in §7,4 has a computational complexity 
O( n2 ), low in comparison with other algorithms designed to solve the TSP. The increase in the 
visible voxel bandwidth was small with the images studied (§7.5), and did not seem to justifY 
the extra computation time involved. However, in many applications it is likely that several 
objects, including cursors, icons, text and/or axes of scale or reference grids as well as the 
primary image ofinterest will simultaneously occupy the display volume. This will introduce 
a greater number of long beam segments into the unordered data of slices passing through 
more than one of these objects. A computationally inexpensive means of removing the longest 
unnecessary segments of the beam path, providing a significant reduction in the number of 
null voxels required with less excessive computational overhead than the TSP approach will 
reduce the required processing to implement the voxel ordering. 
One possible method to achieve this is as follows. The deflection coordinates of the points 
in each slice are sorted into rectangles of dimensions .6.1 == 2al(max)/v by.6.2 == 2a2(max)/v 
(Figure 12.1(a)). The points within each cell are not re-ordered (as the beam segment between 
any two points in the cell incurs a deflection cost of unity). Those cells containing one or more 
points are then ordered by a TSP approach, based on the euclidean distances between the 
centres of each rectangle (Figure 12.1(b)). By this method, all the points in one rectangle are 
plotted before the beam moves to the next. Since the total number of cells is small, and the 
positions fixed, the shortest path for all possible cell occupancies may be stored in a look-up 
table. The computational cost of a TSP algorithm is therefore not incurred, and the time 
complexity of the method is instead that of the sorting routine used to re-order the voxels 
according to the occupied cell distribution. By writing the data to dedicated sections of RAM, 
the computation time may be further reduced. 
Another approach that can be investigated is the use of techniques based on other compu-
tational mechanisms such as neural networks or genetic algorithms, to order the voxels for 
display. 
Improved voxel bandwidth 
In beam-addressed volumetric displays, the primary limitation on the voxel bandwidth is the 
time required to generate each voxel. In the CRS, the voxel time is at present dictated mainly 
by the activation time required (~ 1 JLs for good visibility in daylight). This may be reduced 
by increasing the acceleration voltage applied to the electrons, which thus impinge upon the 
screen with increased kinetic energy, and require less time to generate a sufficient amount 
of phosphorescence. However, an increased electron velocity through the beam deflection 
region results in a decreased sensitivity of the beam to the deflection fields. Thus, deflection 
fields with a higher gain would be required. An alternative solution, applied in television and 
oscilloscope tubes, is that of post-deflection acceleration (PDA). In this scheme, the electron 
beam is deflected while at low velocity, but is accelerated subsequently to impinge upon the 
screen with a high kinetic energy. As discussed in §4.2. 7, the application of PDA in the CRS 
is more difficult than in conventional CRTs due to the rotating screen. 
In the case of the CRS system, the high-voltage, DC-coupled deflection amplifiers cur-
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rently employed will ultimately limit the plotting performance of the display. A higher beam 
acceleration voltage is needed to produce brighter voxels, and this in turn necessitates higher 
deflection voltages. The dot-graphics technique, however, does not result in a constant fre-
quency deflection signal, and furthermore the activation time is at present (as a result of the 
low acceleration voltage employed ( ...... 3kV)) significantly greater than the time required for 
the beam to sweep over the voxel. This requires that the amplifiers are DC-coupled in order to 
maintain the beam's position while plotting each voxel. Work toward a means of addressing 
the display volume in such a way as to improve both image brightness and voxel bandwidth 
is continuing. One alternative scan technique involves deflecting the beam to a mirror image 
point (which is not actually generated) for each visible voxel depicted. That is, for a given 
visible point, vertical and horizontal deflections equal in magnitude but opposite in sign are 
applied to the beam to result in a zero DC component of the deflection signal. This would 
enable magnetic field deflection to be used. This can provide more rapid beam deflection, but 
requires a zero DC component of the signal. Another possible approach is to combine a rapid 
magnetic scan with a lower frequency electric field offset. 
The simplest method of increasing the voxel bandwidth of the system is to employ a larger 
number of electron guns, so that several address the screen concurrently. 
Establishment of software and hardware platforms 
As indicated above in the discussion on the implementation of the ordering algorithms, soft-
ware and hardware platforms for the CRS control system need to be evaluated. Several parts 
of the graphics pipeline, discussed in Chapter 10 will need to be optimised with respect to 
speed and probably implemented at a low software, or firmware, level to ensure that they 
operate at sufficient speed to enable real time interaction with displayed images. In par-
ticular, the averaging filter, the voxel ordering procedure, and the generalised coordinate 
transformations required for the beam registration procedure will be time-critical. 
Further prototype development 
Further display device development that will be required for pre-commercial prototypes in-
clude the provision of colour via screens with the transparent phosphor assignment discussed 
in Chapter 4, the provision of a non-reflective coating on the sphere surface, and the imple-
mentation of sub-equatorial guns, as on the Mark III prototype (see Chapter 4). It will also 
be advantageous to have sealed-off prototypes, avoiding the need for a vacuum system to be 
present with the display. 
Application development 
The production of a number of CRS prototypes, preferably sealed-off from vacuum pumps, 
would facilitate more in-depth application development, to continue the promising results 
discussed in Chapter 11. In potential application areas such as medical imaging, CAD, the 
visualisation of particle trajectories at collision events, education, molecular visualisation, 
and so forth, the development of application-specific software will enable the usefulness of 
the CRS, and volumetric systems in general, to be rigorously evaluated. Where possible, it 
would be desirable for units to be housed on-site at facilities involved in the application area. 
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The incorporation of a natural means of interaction with volumetric systems should also be 
pursued. A spacebaU or other hand-held 3D interaction device, with sensors to determine its 
orientation, should be investigated. It is possible also that different applications will have 
different interaction needs. 
12.2.2 The future of volumetric displays 
The future for volumetric displays seems promising. The computational and electronic sys-
tems that permit 3D graphics data to be depicted in a volumetric system are commonly avail-
able, and several display systems, including the CRS, have demonstrated significant potential 
as visualisation devices. The freedom of viewing position and the ability to view the images 
without special headgear may be advantageous in certain environments and applications. 
Several volumetric displays, including the CRS, are sufficiently developed that serious 
application development can proceed. This would ideally involve on-site collaboration with 
interested parties, to adapt existing software and evaluate the visualisation capabilities of 
these systems in various situations. 
Research toward the development of static volume displays is also continuing. A promising 
method in this regard is a display based on the two-step excitation of fluorescence. This may 
take place in a suitable gas, or in a transparent solid, such as glass, doped with rare earth 
ions which are spectroscopically well-suited to this process. However, the size of solid based 
displays may be limited by weight considerations. 
An intuitive means ofinteraction with images displayed on volumetric systems needs also 
to be developed. As discussed in 311.2, the unconstrained viewing angle of most volumetric 
displays necessitates that the orientation of any spaceball or joystick type interaction device 
must be known in order for the response in the display volume to be intuitive and for the 
system to be attractive to use. Research is required in this direction, and also toward the 
possibility of a pointer-type device that would allow interaction to be even more realistic. 

Appendix A 
HISTORICAL DEVELOPMENT OF VISUALISATION 
METHODS AND THEORIES OF VISION AND 
DEPTH PERCEPTION 
There are three branches of perspective; the first deals with the reasons of the (apparent) 
diminution of objects as they recede from the eye, and is known as Perspective of Diminution; 
the second contains the way in which colours vary as they recede from the eye; the third and 
last explains how objects should appear less distinct in proportion as they are more remote. 
And the names are as follows: Linear Perspective, the perspective of colour, the perspective 
of disappearance. 1 
Leonardo da Vinci 1452-1519 
In any field of science, it is important to appreciate the historical context ofits development. As 
well as engendering respect for the subject, a knowledge of past errors or misconceptions can 
assist in avoiding similar mistakes in the present. Further, and perhaps most importantly, 
an awareness of the effect on scientific development of societal preconceptions, limitations 
of supporting knowledge or technology, and adherence to past conventions is imperative in 
scientific research, as it clarifies the ideas with respect to their contemporary environment. 
In the field of volumetric displays, for example, many excellent ideas were in the past unable 
to be realised due to the unavailability of required supplementary technology. Some historical 
perspectives on such displays are included in Chapter 3. This appendix indicates how the 
means by which the representation, or visualisation, of abstract concepts and real objects has 
developed over the course of history. Furthermore, as an adjunct to Chapter 2, the historical 
evolution of the understanding of the visual process and the means by which we perceive the 
three-dimensional world is outlined. 
A.I Representations of the abstract and theories of vision 
in antiquity 
ALl Geometrical visualisation 
During classical times, the visualisation of abstract or mathematical concepts was strongly 
influenced by the Greeks' proficiency with geometry. Mathematical ideas, and abstract ap-
lRichter (1953, pp.118-119) 
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proximations to physical situations were represented as geometrical diagrams or sketches. 
Higher dimensional problems could also be tackled in this way, despite the difficulty in de-
picting three dimensions on a 2D surface. A combination of a sketch containing essential in-
formation' about the problem, such as critical dimensions, and a nimble imagination enabled 
some impressive feats to be achieved. By way of illustration, consider Archimedes' 2 proof, by 
geometry alone, that the volume contained within two perpendicular cylinders whose height 
and diameter are equal to the length of a side of a cube within which they lie is two-thirds 
of that contained within the cube. The optics of Euclid a, discussed later in this section, is 
another excellent example of the way in which the geometrical thinking of the time influenced 
the visualisation, and hence the formulation, of science, Moreover, Aristotle's 4 philosophy, 
while considered by many today to be non-mathematical, was criticised in his day, and for 
centuries thereafter, as being too mathematical. His work contains no formulre, it is true, as 
the Greeks did not have access to algebra, which was not to arrive in Europe from Arabia 
until the ninth century. However, his use of geometrical reasoning as a means of argument 
was often impressive. Several good Hlustrations of this may be found in his De Crelo; 5 a good 
example is his proof of the finite size of the universe. 
AL2 Theories of vision 
In the ancient Greek world, the study of vision proceeded along three broad lines, concerned 
respectively with the physical process of vision, the physiology of the eye, and with a geomet-
rical explanation of the perception of space (Lindberg 1976). 
The process of vision according to the atomist tradition, which included such philosophers 
as Leucippus,6 Democritus,7 Epicurus 8 and Lucretius,9 took place by objects continually 
emitting thin, filmy images exactly copying the solid bodies from which they originate. The 
direct impact of these images on the eye gives rise to the sensation of vision, which is thus 
explained in terms of physical contact. Democritus and Epicurus adhered to a corpuscular 
theory of these images, which were composed of particles given offby the object and retaining 
their relative spatial positions. While this intromissive mechanism allowed Epicurus, for 
example, to eschew intellectual intangibles such as the action-at-a-distance implicit in many 
rival theories (Lindberg 1978), some atomists did invoke an active medium; Democritus is 
attributed with the opinion that the visual image consists of consolidated air between the 
object and the observer. 
According to Lindberg (1976), the idea of vision occurring via objects inducing qualitative 
changes in a transparent medium is the basis of the Platonic, Aristotelian and Stoic theories 
of vision-that is, continuum, or 'field', theories. 
Plato 10 held that a 'visual fire' emanates from the eye and coalesces with daylight to 
2 Archimedes ( c.285 BC-c.211 BC), Greek mathematician and inventor. 
8Euclid (c.300 BC), Greek mathematician. 
4 Aristotle (384--322 BC), Greek philosopher. 
5English translation ("On the Heavens") pp.447-511 in Barnes (1984, voU), 
IlLeucippus (fl. 5th century BC), Greek philosopher. 
7Democritus (c,460-370 BC), Greek philosopher. 
8Epicurus (341-270 BC), Greek philosopher. 
9Lucretius (c. 94-- c. 50 BC), Greek philosopher. 
lOPlato (c,427-347 BC), Greek philosopher. 
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form a medium through which the visual characteristics of the objects were transmitted to 
the viewer. These characteristics, or 'motions,' emanating from the observed objects, were 
considered by Plato to be particles of various sizes, giving rise to the sensations of different 
colours (Lindberg 1976). 
Aristotle rejected earlier theories of light and vision. The idea of emanations from observed 
bodies was repudiated on the grounds that it too would be a body of some kind, 11 and that of 
ocular beams from the observer's eye on the grounds that it is unreasonable to suppose that 
the ray of vision reaches as far as very distant objects, such as the stars. 12 He did however 
maintain the need for a physical intermediary between the object and observer; vision does not 
take place due to some abstract relationship between the viewer and the object, independent 
of their relative spatial positions. 13 According to Aristotle, the transparent medium (such as 
water or air) is 'activated' by the presence of a luminous body (such as fire, or the sun), and 
further affected by the colour of bodies in contact with it, and this change is communicated 
to the observer. Whereas Plato's theory emphasised the creation of a new optical medium, 
Aristotle's prescribed a new state of an existing medium (Lindberg 1976). 
The Stoic theory invokes an optical agent known as the pneuma, which flows from the soul 
to the eye and excites the air adjacent to the eye, transforming it into an extension of the optic 
nerve. This theory was adopted and elaborated upon by Galen, 14 who rejected intromission 
by considering the absurdity of an image of a large object, such as a mountain, having to 
shrink drastically to enter the pupil, and that such an image must reach a multitude of 
observers simultaneously (Lindberg 1976). Thus, the observer must send forth this sensory 
power to perceive. The pneuma emerging from the eye alters the air itself into a kind of 
visual nerve with the power to sense visible objects. As with Aristotle, the presence of light 
was also necessary-to transform the air such that vision may take place. Galen also made 
significant anatomical studies of the eye, and was the first to introduce physiological detail 
into the theory of vision, holding that the crystalline lens is the organ of sight in the eye. 
The debate of extramission (involving ocular beams or rays emitted from the eye) versus 
intromission (rays or other information entering the eye) would not be settled for another 
1900 years, with many subsequent theories involving a combination of the two mechanisms. 
Aristotle also noted the pinhole image effect, by noticing the multiplicity of similar images 
of a solar eclipse formed by the small holes between the leaves of a tree. He subsequently 
reproduced this effect with sieves, wicker baskets, and so forth, but could not explain why 
the image formation was independent of the hole shape. This became known as Aristotle's 
Problem. The Chinese were also aware of the pinhole image effect, from at least the time of 
Mo Ti and Chuang Chou in the fifth century Be. These philosophers deduced from shadow 
formation that light travels in straight lines, and realised that pinhole images were created 
only by those rays passing through the opening (Hammond 1981). 
241Sb 14-16. English translation ("On the soul") pp.641-692 in Barnes (1984, vol.l). 'l'he argument 
referred to here appears on page 666. 
12InDe Sensu 2 43Sft 25-29. English translation ("On sense and sensibilia") pp.693-713 in Barnes (1984, vol.l); 
the argument referred to here appears on page 696. 
13Ibid, page 70S. 
14Galen (c.129-200 AD), Greek physician from Pergamon in Asia Minor, who practised in Rome and wrote much 
on his theory of medicine, for example De usu partium corporis hum ani (On the use of the parts of the human body). 
His philosophy strongly influenced occidental medicine until the nineteenth century. 
224 Appendix A Hisrorical development of visualisation methods and theories of vision and depth perception 
A.L8 Euclid's mathematical representation of vision and the art of 
scenography 
One of the most important contributions to ancient optics was that of Euclid 15 who, in his 
Optics of c.300 Be (Burton 1945), laid the foundations of geometrical optics. He followed Plato 
in accepting an extramission mechanism for vision but, rather than invoke beams of particles, 
postulated a discrete number of visual rays originating in the eye and spreading out through 
a visual cone (the discrete distribution of rays accounting for the :finite spatial resolution 
of the eye). However, Euclid's visual rays were primarily a mathematical construct, and 
their extramissive nature is irrelevant to his rigorous geometrical reasoning (Lindberg 1971). 
Euclid's cone of vision and related line diagrams enabled him to deduce a number of laws 
concerning vision, and have served as a crucial mathematical model in geometrical optics 
ever since, In addition to recognising the existence of the horopter, Euclid noted the effect 
of motion parallax, and deduced several effects of visual perspective, including height in the 
visual field, aerial perspective and linear perspective (including a proof of the fact that the 
decrease in apparent size of an object is not linearly proportional to its distance from the 
observer). 
While an explicit system of perspective reproduction in two dimensions does not seem to 
have been developed, the requisite knowledge was available, and a solid logical understanding 
ofthe effects was possessed: "when we gaze from one end down the whole length of a colonnade 
... it contracts by slow degrees in a narrowing cone the draws roof to floor and left to right until 
it unites them in the imperceptible apex of the cone." 16 Certainly the mathematics required 
for a precise method was not lacking. Such a system, however, was not formulated until the 
Renaissance, following the resurfacing in Europe of classical texts. A major application of 
pictorial depth cues was scenography, the painting of backdrops for theatrical productions: 
"scenography ... which shows how objects at various distances and of various lengths may be 
represented in drawings so that they will not appear out of position or distorted in shape." 17 
The fact that each eye sees a different view of nearby objects was clearly recognised by 
classical scholars (Wade 1987). However, this observation prompted a multitude of theories 
on the singleness of vision, and binocular disparity as a depth cue was not recognised until 
the nineteenth century. 
A.L4 Ptolemy's theories of vision and cartographic methods 
One of the greatest Hellenic scientists was Ptolemy 18 who, in addition to his outstanding 
work in astronomy and cartography undertook investigations into vision and optics. Like 
Euclid, Ptolemy believed that vision takes place by means of a cone of visual rays emanating 
from the eye, which produces sensations in the viewer upon striking coloured objects. Despite 
this, he considered the presence of light to be a necessary condition for vision. However, he 
considered the visual cone to be continuous, rather than composed of discrete rays. Ptolemy 
demonstrated empirically Euclid's assumption that vision is propagated in a straight line, 
determined the size of the visual field, considered perceptual aspects of vision and visual 
15Euclid (fl. c.300 BC), Greek mathematician. 
16Lucretius, quoted in Kemp (1978, p. 165). 
17Proclus Diadochus (cA10 AD-c,485 AD), quoted in Kemp (1978, p. 156) 
18Ptolemy, latin name Claudius Ptolemaeus (c. 100-- c.170 AD), Egyptian astronomer and mathematician. 
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illusions, and incorporated physiological elements. He also discussed the assimilation of 
binocular to monocular vision in geometric proofs, and determined the relationship between 
the images seen by the right and left eyes (Toomer 1970). 
Ptolemy is also the first person from whom we have a written description of single-point 
linear perspective, which he presented in connection with cartography-specifically, the prob-
lem of mapping a spherical earth onto two dimensions. In his Almagest, he provided three 
different methods, the third of which is a projective transformation of the (partial) surface 
of the spherical earth onto a 2D plane based on a single viewpoint (Edgerton 1975, chap,8), 
Unfortunately, he provided no accompanying diagram and this passage was subsequently 
misunderstood by many translators (Edgerton 1991). 
One of the most enduring optical puzzles in the history of perception is known as the moon 
illusion-why does the moon appear larger near the horizon than high in the sky? Ptolemy 
considered this problem, and having demonstrated that its projected image was in fact the 
same size in both positions, postulated that an object seen through filled space, such as the 
terrain between the observer and the horizon, is perceived as being further away. Hence, 
since its retinal image is the same size as the zenith moon, it is interpreted as being larger 
(Schiffman 1990). 
Ao2 Islamic optics during the dark ages in Christendom 
During the years 400-1100 AD, science in Western Europe all but ground to a halt, and much 
of the classical knowledge was lost. Fortunately, copies survived in the Arab world, once 
part of the empire of Alexander the Great. A rise in Arabic culture following Mohammed's 
founding ofIslamin the 7th century begot a great movement of translation of Hellenistic works 
in the 8th and 9th centuries, and several important contributions to science. Philosophers 
such as al-Kindi 19 studied the works of Euclid, Ptolemyet al. and continued the debate on 
extramission versus intromission, the basis of the clarity of vision at the centre of the visual 
field, etc. 
Al-Kindi, undoubtedly the first great philosopher of the Islamic world, was a leader in the 
endeavour to communicate Greek philosophy to Islam (Lindberg 1971). He followed Ptolemy 
in ascribing vision as being due to the emission from the eye of a continuous body of visual 
rays, and argued that the increased acuity in the centre of the visual field is not due to the fact 
that this corresponds to the shortest ray from the object, as was supposed by some classical 
philosophers (Figure A. 1). Rather, every point on the surface of the cornea emits rays over 
a 180· range, so that the maximum number of visible rays is emitted along the line of sight. 
In the process of this argument, al-Kindi is the first to explicitly state that luminous rays 
issue in all directions from each point on the surface of visible bodies (Lindberg 1971). AI-
Kindi's contemporary Ibn Ishaq 20 adopted the Galenic theory of vision and disseminated it 
in his Thn treatises on the eye and Book of questions on the eye. Aristotle's intromission theory 
found support in the tenth century by philosophers such as al-Razi 21 and al-Farahi 22, in the 
""--1"'.W'" (d. c.870), Persian philosopher. Among the few ofhls writings that survive today is De Aspectibus ("On 
Optics"). 
20Hunayn Ibn Ishaq (809-873), Persian physician. 
21 ar_Razi (c.865-923/932), Persian alchemist, philosopher, and physician. 
22al-Farabi (c.878-c.950), Islamic philosopher. 
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Figure A.I Many classical philosophers thought the increased visual acuity in the centre ofthe visual field 
was due to the fact that, in regarding an object, the ray to the centre of the object (AD in this figure) is the 
shortest, and the length of the rays increases toward the edges of the object (ray AB for example). Al-Kindi 
pointed out that a point at E is not more sharply seen than that at D, despite the fact that the ray AE is shorter 
than AD. Therefore it is not the length of the ray that determines visual clarity (Lindberg 1971). 
eleventh century by Avicenna, 23 and in the twelfth century by AvelToes 24. 
Perhaps the most significant acmevements in Arabic science in the middle ages were due to 
Alhazen 25 in the eleventh century. He successfully synthesised the pmlosopmcal approaches 
of the likes of Aristotle and al-lGndi with the mathematical rigour of Euclid and Ptolemy and 
also made detailed examinations of the physiology of the eye and the various parts. This new 
approach to vision, combining physical, mathematical and physiological sciences, was to form 
the basis of subsequent optical research in the West. Alhazen evoked Occam's razor to show 
that extramitted rays were superfluous to a theory of vision-physical contact between the 
object and the observer may be explained through intromitted rays alone (Lindberg 1967). 
Alhazen performed experiments with pinhole camera devices (which became known in the 
seventeenth century as "camera obscuratl). He also tried to show, for the first time, how a 
representation of the visible object is produced in the eye, by considering the paths of light 
rays proceeding from points on the object's surface. This necessitated regarding the eye as an 
optical system, an important step in the progress of vision. 
However, it was not yet known that the eye's cornea and lens focuses the incident light 
into a sharp image on the retina at the back of the eye. 'lb explain why every point in the 
eye did not receive light from each point in the visual field (which would result in extreme 
confusion), Alhazen postulated that only the ray entering perpendicular to the surface of 
the eye affects the optic nerve, the others being weakened by refraction (Figure A.2). The 
visual field is thus reproduced in the eye, and a one-to-one relationship between them is 
maintained (Lindberg 1978). While this mechanism is not particularly convincing, it enabled 
Euclid's visual cone to be utilised, yielding the first intromissionist theory to account for 
the perception of shape and perspective. Further, Alhazen realised that a theory of the 
23 Avicenna (980--1037), Persian physician and philosopher. Also known as Ibn Sina. 
24Averroes (1126-1198), Islamic religious philosopher. Also known as Ibn Rushd. 
25Alhazen (full name abu 'ali al-hasan ibn al-haytham) (965-1039), Persian physicist. Also known as Ibn al-
Haitham. 
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Figure A.2 The geometry of sight according to Alhazen (Lindberg 1976, p.82). 
psychology of visual perception was fundamental-how do we perceive objects in 3D space 
from the impressions gained by the eye? He concluded that the perception of all visible 
properties (except light and colour) involves acts of inference by the brain on the basis of the 
images seen. He postulated eight requirements for vision: separation between the object and 
the eye, light, magnitude of the visible object, transparency of the medium, density of the 
visible object, time, and the health of the eye. 
Alhazen formulated the first comprehensive and systematic alternative to Greek optical 
theories 26-modern optical thought issues, by direct descent, from the work of Alhazen and 
his immediate followers (Lindberg 1967). 
A.3 Reawakening of science in the West (1100-1500) 
The twelfth century saw a growing emphasis in North-Western Europe on the discovery of 
natural laws. There were no new theories of vision per se-PlatoniclGalenic views remained 
popular-but the progress made in the Arab world over the past four hundred years began 
to be assimilated into Western optics. Both William of Conches 27 and Adelard of Bath 28 
translated some of the Islamic texts recovered from the Moors and discussed them in their 
writings. 
26Alhazen's principal work on optics is Kitab al-manazir, translated into Latin as De aspectihus or Perspectiva. 
27William of Conches (in Normandy) (c.108O-c. 1150). 
28 Adelard of Bath (ft. 1116-1142). 
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However, Robert Grosseteste 29 is usually acknowledged as the most important transitional 
figure representing the initial stages of the process of assimilating Greek and Islamic optics. 
He had access to some ofthe works of Euclid, Aristotle, al-Kindi and Avicenna, but not Ptolemy 
or Alhazen. Grosseteste nevertheless maintained an essentially Platonic framework for the 
visual process. Grosseteste's work was continued by Albert the Great, 80 who was familiar 
with a wider range of sources than Grosseteste, including the full range of Aristotelian works. 
Albert defended Aristotle's theory of vision, but had to deny competing theories in the process. 
Religious metaphors helped to justify the study of optics, and established a new momentum 
in the study of light and vision in the West. Significant prestige was accorded to the science 
of optics, as the translation of the works of Euclid, Ptolemy etc. in the early twelfth century 
showed that the rectilinear propagation of light enabled its mathematical representation as 
straight lines. This geometrical 'perfection' inspired an analogy between optics and religious 
enlightenment-the laws of Euclidean geometry were held to be commensurate with spiritual 
faith (Edgerton 1991). This idea in fact dates back to Saint Augustine, who likened the mind 
to the eye and considered all knowledge to be vision; the soul 'sees' God. 
Probably the most influential contributions to optics over the subsequent three centuries 
were provided by Roger Bacon,81 John Pecham 32 and Witelo 33 in the thirteenth century. 
Bacon had access to virtually all Greek and Arabic optical works of import, including those 
of Ptolemy and Alhazen. Bacon followed Alhazen in particular very closely, and thereby es-
tablished the Arab scientist's work in Europe. Bacon saw his contribution as synthesising 
the various competing theories: "I have determined not to imitate one author; rather, I have 
selected the most excellent opinions from each."34 (Opus 'Thrtium). He followed Alhazen's 
intromissive geometry and agreed that vision occurs via an impression on the eye, but main-
tained the necessity of visual rays to "ennoble" those given off'from objects and complete the 
process of vision; the visual power is not only a recipient but also an agent. 35 
John Pecham, while relying on a wide variety of sources 36, followed Alhazen and Bacon, 
and attempted to present these theories in a didactic manner. Witelo continued the dissem-
ination of Alhazen's work, but unlike Bacon and Pecham he did not invoke visual rays, and 
thus remained truer to Alhazen. The work of Witelo and Pecham became widely known in 
subsequent years, and as optics became incorporated in the university curriculum their texts 
became standard references. 37 By 1338 Pecham's Perspectiva communis, Alhazen's De As-
pectibus and Bacon's Perspectiva were in the library of the Sorbonne. For example, Pecham's 
Perspectiva communis served as an elementary textbook on optics, was the basis of regular 
lectures at the University of Vienna for at least 60 years from 1390, and was required for 
the degree of Master of Arts at Prague in 1390. It was also used at Leipzig in the fifteenth 
century. A vigorous optical tradition was formed at the University of Cracow in the Meenth 
century, where the text of Pecham, as well as those of Witelo, Bacon and Alhazen, were in 
29Robert Grosseteste (c. 1168-1253) 
aDAlbert the Great, also known as Albertus Magnus or Albert ofBollstiidt (c. 1200-1280), German scholar. 
31Roger Bacon (c. 1214- c.1292), English scholar and Franciscan monle 
32John Pecham (c.1230-1292), English scholar. 
33Witelo (c. 123O-c.1275), Polish scholar. 
34quote d in Lindberg (1976, footnote 40, p.254). 
35ibid. p.117. 
36ibid. p.117 
37Lindberg (1976, pp.120-121). 
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Figure A.S Roger Bacon's depiction of the spherical earth as two hemispheres linked by an incongruous bar 
(after Edgerton (1991, p.31)). 
use. By 1431 Witelo's and Alhazen's texts were part of the curriculum at Oxford, In 1472 
Witelo's Perspectiva was studied at Cambridge. The Perspectiva communis was lectured on 
at the University ofWiirzburg as late as 1594-95. Bacon, Pecham and Witelo all mentioned 
the camera obscura as a means of observing solar eclipses. 38 
Little of substance was added to the knowledge of vision in the fourteenth and fifteenth 
centuries, as the focus of science shifted to more didactic and philosophical concerns and the 
Aristotelian tradition came to dominate. 
Difficulties were still found in accurate and meaningful depiction of 3D objects. For 
example, consider Roger Bacon's drawing of the spherical earth in Figure A.3. The eastern 
and western hemispheres are shown as flat circles and joined by an incongruous bar marking 
'the beginning of India and the end of Spain' (Edgerton 1991, pp.30-31). 
A.4 Perspective representation in the Renaissance 
(1300-1520) 
For thousands of years pictorial artists have used cues such as size, interposition, shadowing, 
position in the field and perspective to convey depth within their images. Many of these have 
been found to be present in cave paintings, for example, and the earliest unequivocal use of 
perspective is to be found in stone carvings from the Italian city of Pompeii, destroyed by the 
Vesuvius eruption in 79 AD. The astrolabe, dating from the time of Ptolemy (second century 
AD) makes use of nonillusionistic stereometric projection. The practitioners of scenography 
in the classical world undoubtedly made use of pictorial depth cues also (see §A.l), but art 
moved away from 3D naturalism during Roman times, and pictorial backgrounds tended to 
become 'washed out' and featureless, and the accurate rendition of depth disappeared from 
European art (EdgertonI991a). During the dark ages in Western Europe, figures tended to be 
sized according to religious rank rather than geometrical considerations, In other instances, 
where rank was not a factor, the incorrect application of cues such as perspective and relative 
size often hampered the impression of realism gained from a painting designed to convey a 
natural scene. 
38Hammond (1981). 
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Figure A.4 Examples of early medialval diagrams depicting cylinders (Edgerton 1991, p.27). 
Concomitant with the increasing interest in the natural world and its description by phys-
ical laws from the twelfth century more consideration began to be given to the provision of 
realism in paintings. There was also a revival in sculpture at this time, with the Gothic archi-
tectural style (exemplified by cathedrals such as that at Chartres) incorporating sculpture as 
detailed and fantastic decoration. Roger Bacon's urging to see the world of God more clearly 
by conscientious application of optics was familiar in Franciscan and Papal circles, and his 
De Sensu was being studied at the university of Padua by 1300. 
Frescoes in the Basilica de San Francesco at Assisi mark a significant step forward in the 
representation of perspective. The Basilica commission was to convey the impression that 
viewers were actually witnessing the events of San Francesco's life. This goal of'photographic' 
realism arose from the same Zeitgeist as Bacon's philosophy, and produced in the Basilica 
the first consistent convergent perspective system in medireval art (although the perspective 
was not globally consistent over all the frescoes), While it is unknown whether this was his 
work, subsequent paintings by Giotto, 39 such as his "Lives of the Virgin and Jesus" 40 utilise 
the same perspective scheme, and must have seemed amazing at the time for their realism 
(Edgerton 1991). 
Lorenzo Ghiberti 41 and Fra Lippo Lippi 42 were also familiar with the works of Bacon and 
Pecham. Ghiberti, a sculptor, published an artist's version ofPerspectiva, and Lippi's painting 
of the Annunciation is strongly influenced by Bacon's theories, in addition to expo siting 
Giottoesque perspective. Pictures painted in perspective enabled human beings to see the 
world as God had conceived it at the moment of creation. However, prior to the fifteenth 
century the use of these cues was not mathematically faithful to how the scene would appear 
to a one-eyed observer. 
The growth of the humanist movement from the time of Petrarch 43 in the fourteenth 
39Giotto di Bondone (c.1277-1337), Italian painter. 
4°In the Arena chapel in Padua, 1305-1306. 
41Lorenzo Ghiberti (1378-1455), Italian sculptor. 
42Fra Filippo Lippi (c.1406-1469), Florentine painter. 
43Petrarch (1304-1374), Italian poet. 
A4 Perspective representation in the Renaissance (1300-1520) 231 
century entailed a renewed enthusiasm for classical Latin writings (lithe humanities"). This 
led to the resurfacing of a number of Roman and Greek scientific works, in particular those of 
Ptolemy. His cartographic methods may have been influential in the search for an accurate 
perspective method. 
A scheme for accurate, mathematically-based perspective was devised by Brunelleschi 44 
in c.1415. Brunelleschi's use of linear perspective consisted of paintings with a small hole in 
the centre, through which one viewed the painting by means of a mirror held at arms length. 
The early perspectivists realised that the mathematical construction they used assumed a 
specific viewpoint. This schema enabled artists of his generation, such as Masaceio 45 and 
Donatello, 46 to produce frescoes and reliefs of astonishing realism. Masaccio. the first painter 
to use mathematical perspective, was also the first to depict a scene with the light originating 
from a single source, 47 and made intelligent use of atmospheric perspective. The influence of 
Brunelleschi's perspective technique was spread further by Alberti 48 in his 1435 work Della 
Pittura (liOn Painting") in which the rules for obtaining a correct perspective representation 
on a two-dimensional surface were clearly and diagrammatically elucidated (Ivins 1973). He 
described the technique of marking a grid on a window between the artist and the scene to be 
represented, facilitating the depiction of the scene on a similarly marked canvas. Subsequent 
artists and perspective theorists, such as Ucello,49 Piero della Francesca,50 Leonardo da 
Vinci,51 Viator 52 and Diirer 53 , were strongly influenced by Alberti's treatise, the principles of 
which remain basic to the science of projective perspective. Leonardo and others reduced Al-
berti's perspective scheme to a form practical for artists, known as the construzione legittima, 
and Viator's variant is now known as "three-point perspective". A consequence of Alberti's 
construction, of which he was aware, is the fact that any perspective representation is an 
accurate rendition of the scene only when viewed from a specific distance (Ivins 1973, pp. 15-
16). (Further to the cause of realism, the light and shadow painting style ("chiaroscuro") was 
recovered from classical painting.) 
In addition to providing the foundation for the rediscovery of linear perspective in the Re-
naissance, Giotto's painting also impacted on engineering drawings. Technical illustrations 
had previously been naive and childlike, often requiring an associated explanation, and peo-
ple struggled to depict 3D shapes (see Figure A.4). The drawings of Fonatana, 54 Mamano 55, 
Taccola 56 and Martini 57 were for the first time consistent in their perspective representa-
tion. Taccola was strongly influenced by Brunelleschi, and applied perspective to engineering 
drawings. (He also used cutaway and transparent views to show the internal workings of 
44Filippo Brunelleschi (1377-1446), Florentine architect and engineer. 
45Masaccio, real name 'Thmmaso di Giovanni di Simone Guidi, (1401-1428), Italian painter. 
46Donatello (c. 1386-1466), Florentine sculptor. 
47In the Madonna and Child with St. Anne 1424. 
4SLeon Battista Alberti (1404-1472), Italian humanist, architect, and principal initiator of Renaissance art theory. 
49Paulo Ucello (1397-1475), Florentine painter. 
50Piero della Francesca (1420-1492), Florentine painter. 
151Leonardo da Vinci (1452-1519), Italian painter, draftsman, sculptor, architect and engineer. 
52Viator, real name Jean Pelerin (c. 1470-1524), French perspective theorist and architectural designer. 
53A1brecht DUrer (1471-1528), German painter and printmaker. 
Ii4Giovanni Fontana of Venice (0.1395- c.1455), Italian engineer. 
55Mamano di Jacabo (1381-c.1453), Italian engineer. 
56Taccola, real name Mariano di Jacopo (1381- c.1453), Italian engineer. 
57 Francesco di Giorgio Martini (1439-1501), Italian painter, architect and engineer. 
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Figure A5 Illustration of effect of linear perspective, after Leonardo. The more distant an object from the 
viewer, the smaller the solid angle it subtends, that is, the smaller the retinal image of the object. This is also 
a well-known visual illusion as the lines further from the eye appear smaller than those closer. 
machines (Edgerton 1991).) Martini was also influenced by Brunelleschi, as well as by Al-
berti, and in turn Leonardo's anatomical and engineering drawings owe much to the work of 
Martini. Scientific and technical books began incorporating such perspective techniques after 
c.1520. This was a major advance in technical visualisation; "[The] geometrization of uniform 
space was a conceptual condition fundamental to the rise of modern science." (Edgerton 1991, 
p.23). 
A.5 Towards the retinal image (1500-1630) 
Leonardo also contemplated the physical and biological nature of vision. Surprisingly, for such 
a skilled anatomist, his views on ocular anatomy and function were primitive by the standards 
of his contemporaries (Lindberg 1976, ch.8). He did make an important contribution to ocular 
function by studying the variable diameter of the pupil and noting its dependence on the 
intensity of the incident light. However, he believed incorrectly that the perceived size of 
an object was directly related to the pupil size-the larger the pupil, the larger the object 
appears. 
Leonardo considered as absurd the possibility that an inverted image be encountered by the 
optic nerve, and thus devised a number of anatomical schemes to circumvent this. According 
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Figure A.S The passage of light rays through the eye according to Leonardo (after Lindberg (1976, Fig.26 
p.167), fromJ.,eonardo's On the eye). The lens was assumed spherical and centrally positioned in the eye so as 
to re-invert the image to the 'correct' orientation. 
to Lindberg (1976) the most fully developed of these is that illustrated in Figure A.S, where 
the crystalline humour is spherical and centrally positioned in the eye. 
The Galenic view that the part of the eye responsible for vision was the optic nerve was 
challenged in the middle ages by the theory that the "crystalline humour" (that is, the lens) 
was the seat of vision. For this reason, it was often placed erroneously in the centre of the eye 
in anatomical diagrams, and was believed to be spherical in shape. An important advance 
was signaled by Colombo, who noted that the lens is toward the front of the eye and flattened, 
particularly on the front surface 58. 
Felix Platter 59 held the view that the retina, as an extension of the optic nerve, is the 
principal organ of vision. While this was not an original concept, in the light of recent 
progress in ocular anatomy Platter's idea of the eye is distinctly modern (Lindberg 1976, 
ch.8). However, he did not address the problem of geometrical optics or image formation. 
The first adequate geometrical theory (in the West) of image formation in the camera 
obscura was provided by Maurolico 60 in Photismi de lumine et umbra, thus solving Aristotle's 
problem (see §A.l). This is despite the fact that the camera obscura had been known since 
the arrival of Alhazen's work in Europe. Maurolico was also the first to provide a theoretical 
analysis of nons ph erica I lenses, specifically the double convex and double concave lenses used 
in spectacles to correct for near- and far-sightedness. He realised the crystalline humour in 
the eye was such a biconvex lens, and repudiated the thesis of Bacon and Pecham that only 
perpendicularly incident rays affected the visual sense. However, Maurolico did not apply the 
58Matteo Realdo Colombo (1516-1559), Italian anatomist, in De re anatomica libriXV. 
59FeIix Platter (1536-1614), Swiss physician. 
6oFrancisco Maurolico (1494-1575), Sicilian scholar and mathematician. 
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camera obscura model to the visual process. 
This important analogy was made by Porta. 61 Unfortunately, he did not take the idea 
any further, and adhered to the view that the crystalline humour is the organ responsible 
for vision, by the projection of external objects onto it like a window. This is despite Porta's 
familiarity with the camera obscura and the the imaging advantage gained by placing a lens 
at the opening (previously noted by scholars such as Cardano 62 and Benedetti (3). 
Johannes Kepler's 64 serious interest in optics began in 1600 when he became Tycho 
Brahe's 65 assistant at the court of Rudolf II in Prague. Kepler realised that the aperture 
of the eye must introduce similar errors into vision as do optical instruments, such as the 
camera obscura. Rejecting earlier explanations of Witelo and Pecham, he solved Aristotle's 
problem independently of Mauriloco by a simple experiment based upon the rectilinearity of 
light (Lindberg 1976, p.1S7). He further refuted the thesis propounded by Witelo that only 
rays perpendicularly incident on the eye produce a visual sensation, and noted that subse-
quent progress in ocular anatomy undermined perspectivist views on the shape of the lens, 
and that it is connected directly to the retina and hence to the optic nerve. 
The only previous works to have dealt with lenses in any depth, by Maurolico and Porta, 
were unavailable to Kepler, and so he was forced to reconstruct a theory of the focusing 
properties of lenses himself. Most medireval treatises contained only elementary analyses 
of the burning sphere, a spherical lens by which light was observed to be concentrated. His 
investigations were sufficient to demonstrate all the essential properties of the focusing of 
light through biconvex (including spherical) lenses-even to the point of noticing the effect 
of spherical aberration. Based on this, and his knowledge of the structure of the eye gained 
from the works of Platter and others, Kepler placed an aperture in front of a spherical lens, 
and a sheet of paper behind to demonstrate the image-forming properties of this system. He 
concluded that an inverted image is formed on the retina of the eye in a similar fashion-from 
each point in the visual field, all the rays that enter the pupil of the eye are refracted to 
converge at a corresponding point on the retina. (However, the refraction in the eye occurs 
in the cornea and other humours as well as the lens.) A one-to-one correspondence between 
the visual field and the optical stimulus is thus maintained. As predicted by Porta, the eye 
acts like a camera obscura, a finding consistent with Platter's teaching of the sensitivity of 
the retina. 
However, Kepler was most perturbed by the resulting inversion of the retinal image, and 
expended much time and effort to finding a means by which this could be avoided. In the end, 
he could do no more than state that the geometrical laws leave little choice in the matter, and 
did not speculate on further, non-optical, visual processing (Lindberg 1976). 
61GioVamll Battista Della Porta (1535-1615), Neapolitan scientist, playwright and mathematician. Books 3-7 
of De refractione optices parte libri nouem (1593), his major work on optics, are devoted to the visual process. His 
popular book Magicre Naturalis (1558, 2nd edn. 1589) did much to increase public awareness of the camera obscura. 
62Girolamo Cardano (1501-1576), Milanese physician, mathematician, and astrologer. 
69 Giovanni Battista Benedetti (1530-1590), Venecian physicist and mathematician. 
64Johannes Kepler (1571-1630), German scientist and mathematician. 
65Tycho Brahe (1546-1601), Danish astronomer. 
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A.6 The scientific age and the discovery of stereopsis 
As the modern scientific method, involving the systematic use of mathematics and empir-
ical justification, began to take shape following Copernicus' 66 De revolutionibus orbium 
coelestium 67, theories of visual perception became intertwined with general psychological 
and philosophical investigations of perception. 
A.6.1 1600-1830 
Descartes 68 considered the 'mind' to be dimensionless ('unextended') and residing in the small 
pineal gland in the centre of the brain; this is where images are formed in response to visual 
(and other sensory) stimuli The optic nerves connect the retinaa to the pineal gland and 
consists of taut filaments that move in response to the incident light pattern (he considered 
light to be particles) on their ends in the retinaa (Pastore 1971). In his Discourse on metlwd. 
Optics, geometry and metrology (1637) Descartes noted that a given object is usually perceived 
as being constant in size, regardless of the size of the retinal image due to perspective and 
distance. He concluded that the mind's knowledge of and familiarity with the object enabled 
a correct assignment of size. This is a central property of the way in which we perceive 
space (Sedgwick 1986). Descartes affirmed accommodation and convergence as crucial depth 
cues. However, he considered that the mind had innate knowledge of the interocular distance 
and the convergence angles corresponding to distances; the visual system was a 'natural 
geometer.' 
Malebranche 69 also emphasised binocular vision (that is, convergence) as a depth cue 
for nearby objects. With monocular vision, one side and base angle of the distance triangle 
are missing, and so the "soul cannot make use of her natural geometry for judging the 
distance" of the object (Pastore 1971, p.4 7). He also discussed size-distance constancy, and 
postulated this as an explanation for the moon illusion. While following Descartes closely, 
Malebrache's theory did however allow for the influence of experience in the modification of 
percepts (Pastore 1971). 
The predominantly nativist doctrine of Descartes and Malebranche was opposed by Locke 70 
in his philosophical work An essay concerning human understanding (1609). He considered 
that the mind, originally 'blank', obtains its ideas through experience alone, via stimulation 
of the external senses and internal faculties of the mind such as memory and judgement 
(Pastore 1971). 
An enduring philosophical puzzle was posed around this time by Molyneux 71 in a letter 
to Locke. Consider a person blind since birth, who has learnt to recognise, say, a sphere and 
a cube by the sense oftouch. Now, were this person to suddenly regain the capacity of sight, 
would they, by sight alone, recognise the sphere and the cube? This has become known as 
Molyneux'S Question-more details may be found in Pastore (1971) and Morgan (1977). 
66Nicolaus Copernicus (1473-1543), Polish mathematician and astronomer. 
67 On the reuolutions of the celestial spheres. 
68Rene Descartes (1596-1650), French mathematician, scientist and philosopher. 
69Nicolas Malebranche (1638-1715), French theologian and philosopher. 
70John Locke (1632-1704), English philosopher. 
71 Samuel Molyneux (1689-1728), British astronomer and politician. 
236 AppendixA Historical deuelopm€nt ofuisualisation methods and theories ofuision and depth perception 
~_."""/_.L. ___ , 
. ; ... » jo " 
Figure A. 7 Charles Joseph Minard's map charts the size of Napoleon's army (indicated by the width of the 
line) as it marched in Russia and retreated from Moscow in 1812. (Figure from Earnshaw and Wiseman (1992, 
p.8).) 
The nativist ideas of perception were also opposed by Berkeley, 72 in his Essay towards a 
new theory of vision (1709), which has been oft lauded as one of the outstanding psychological 
works ever written (Pastore 1971). In it, Berkeley developed an empiricist theory of visual 
perception; the conception of distance by the depth cues was built up through experience 
and interaction with the world via all the senses (especially touch), allowing distances to be 
associated with particular muscle sensations arising in the eyes to keep the object in focus 
and the retinal images matched (Sedgwick 1986, Pastore 1971). This doctrine became known 
as Berkeleyan Theory, was widely accepted and dominated the field of visual perception until 
the end of the nineteenth century. 
A6.2 Visualisation 
An excellent example of visualisation is Charles Joseph Minard's representation of the ad-
vance and retreat of Napoleon's army in Russia in 1812. The chart skillfully combines the 
geographical path with an easily perceived indication of the troop numbers represented by 
the width of the path (Figure A. 7). 
Le Pere Cherub in d'Orleans invented a binocular telescope in 1671 and a binocular micro-
scope in 1677. Wheatstone (1853) argued that the resulting images would however have been 
pseudoscopic rather than stereoscopic (that is, the depth relations perceived are opposite to 
those in the scene observed) (Wade 1987). 
Robert Smith also described a binocular telescope; "It is a common observation that objects 
seen with both eyes appear more vivid and strong than to a single eye" 73 
72George Berkeley (1685-1753), Anglo-Irish philosopher and scientist. 
73pp .387 in R Smith 1738 A Compleat System of Opticks in Four Books (Cambridge University Press); quoted in 
Wade (1987, p.799). 
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AG.S 1830-1900 
The stimulus for the discovery of the remaining depth cues (and the continuing intellectu-
alisation of those previously discovered) over the past 150 years or so came as a result of 
physicists' growing concern with the nature of observation. Cues such as motion parallax and 
stereopsis were elucidated by physicists such as Helmholtz and Wheatstone. 
The fact that each eye sees a slightly different view of the visual field had been known for 
centuries-certainly many of the ancients, including Aristotle, Euclid and Galen, as well as 
philosophers such as Porta 74 and d'Aguillon, 75 commented on this fact (Wade 1987). However, 
visual theorists concentrated on explaining the resulting singleness of vision, rather than 
relating the different views to stereopsis. The importance of binocular vision in coordinating 
many common actions, such as threading a needle, was described by Malebranche, Rohault 76 
and Boyle 77. As quoted in Wade (1987), Molyneux: concluded his Treatise of Dioptricks with 
an "Experiment that Demonstrates we see with both Eyes at once: and 'tis, that which 
is commonly known and practised in all Tennis-Courts, that the best Player in the World 
Hoddwinking one Eye shall be beaten by the greatest Bungler that ever handled a Racket; 
unless he be used to the Trick, and then by Custom get a Habit of using one Eye only. II 78 
It was not until the 1830s, when the impression of depth gained by the binocular combi-
nation of the two viewpoints was described by Wheatstone (1838) 79, that binocular disparity, 
independent of convergence, was recognised as a depth cue. Wheatstone was the first to 
realise that the disparity between the two retinal images provides a cue to distance. The 
first account of this was in Mayo (1833), but a more complete description of the theory and a 
device, known as the stereoscope, illustrating his discovery is provided by Wheatstone (1838). 
The stereoscope artificially presents a different view to each eye of a viewer who, on this 
basis, perceives depth within the image. Wheatstone also constructed a stereoscope device 
that allowed convergence to be varied independently of disparity-increasing convergence 
resulted in a perceived closening ofthe depicted object. 
This effect was not noted until the nineteenth century; although it had long been realised 
that each eye sees a different view of the visual field, philosophers were more concerned with 
explaining why we do not see double and assumed the only depth cue arising from two eyes 
was that of convergence (see Appendix and Wade (1987». Wheatstone (1838) first described 
the phenomenon of stereopsis and its demonstration by means of a device he termed the 
stereoscope, which artificially presents each eye with its correct perspective of a scene or 
object. The object is then seen in relief and no longer appears contained in a 2D plane. 
There was a certain amount of controversy during the nineteenth century regarding the true 
inventor of the stereoscope (Wade 1983, Wade 1987). Brewster in particular maintained not 
only that Wheatstone did not originate the device, but that the effect of relief was due to 
convergence alone (Brewster 1856). Brewster attempted to attribute the invention of the 
stereoscope to Elliot in 1834, whereas Wheatstone drew attention to the discussion of his 
14m De refractione, 1593. 
75Francois d'Agui1lon (1566-1617), Belgian scholar, in OptiscorumLibri VI, 1613. 
76Jacques Rohault (1620-1675), French Natural Philosopher. 
77Robert Boyle (1627-1691), Anglo-Irish chemist and natural philosopher. 
7Bpp.293-294 in W Molyneux (1692) Dioptrica Nova. A Treatise of Dioptricks in two Parts ('lboke, London). Cited 
in Wade (1987, p.789). 
79Charles Wheatstone (1802-1875), English physicist. 
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findings in the book by Mayo (1833). The relevant excerpts are quoted in Wade (1983, p.149, 
p.173). 
The stereoscope rapidly became extremely popular, and several different implementations 
were produced (Brewster 1856). With these devices, physically separate right and left eye 
views were presented to the eyes via a device comprising mirrors or lenses and a barrier 
separating the visual fields of the eyes. The principles of the Wheatstone and Brewster 
stereoscopes are illustrated in Figures 3.2 and 3.3. From the outset, the educational and sci-
entific applications of stereoscopic visualisation equipment were emphasised (Brewster 1856, 
Helmholtz 1909a). 
After Wheatstone, vision research over the following hundred years concentrated heavily 
on binocular vision. Subsequently, greater attention has returned to monocular cues and 
underlying perceptual issues. It is interesting to note that Brewster, 80 whose name is also 
closely associated with the stereoscope, spent the latter portion of his life engaged in a pro-
tracted public dispute with Wheatstone. Despite inventing a practical refracting version of 
the stereoscope, Brewster considered that Wheatstone had discovered nothing new, that the 
phenomenon described by him had been known for centuries, and that the depth effect was 
due to convergence alone. In these respects, it is now clear that Brewster was erroneous 
(Wade 1983, Wade 1987). 
Helmholtz 81 became a major figure in physiological optics, and established the English 
empirical tradition of Berkeley, John Stuart Mill 82 and Wheatstone on the continent. He 
considered that nativist theories (popular at the time on the continent), which suggested that 
the human perceptual apparatus was inbuilt, utilised unnecessary and ad hoc assumptions 
and hypotheses. Helmholtz also propounded the theory, following Young, that perception of 
colour is due to three different types of photoreceptor cell ("nervous fibres") in the retina, each 
of which has a different sensitivity to various parts ofthe visible spectrum. One is maximally 
sensitive to the red-orange region, one to the green-blue region, and one to the blue-violet 
region. Light of a given wavelength thus stimulates each type of photoreceptor to a degree 
depending upon the sensitivity of the receptor to that particular wavelength. The combined 
response gives rise to the range of colours we perceive (see Dember (1964, pp.70-75) and 
Helmholtz (1909b». This theory has been supported by anatomical evidence and has been 
essentially unopposed since. The book by Dember (1964) discusses and presents extracts from 
a wide range of work on visual perception during the nineteenth century. 
A,6.4 Visualisation 
An excellent example of cartographic visualisation is the representation of data by John 
Snow pertaining to the cholera outbreak in London in 1853-54. By plotting on a map the 
locations ofthe homes in which five hundred people had died in the first ten days of September 
1854, this simple visualisation of a complex data set drew Snow's attention to the previously 
unsuspected link between water supply and the disease (Figure A.8). All victims had drunk 
from the Broad Street pump, in the middle of the cluster of the plotted houses. It was later 
established that this pump was being polluted by a leaking cesspool. 
80Sir David Brewster (1781-1868), Scottish physicist. 
BIHermannLudwig Ferdinand von Helmholtz (1821-1894), Ckrman physicist and physiologist. 
82John Stuart Mill (1806-1873), English philosopher. 
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Figure A.S Dr John Snow produced this map indicating the dwellings of the victims of a cholera outbreak 
in London in 1854 and the locations of the nearby water pumps. This cartographic visualisation drew his 
attention to a hitherto unsuspected link between the water supply and the disease. (Figure from Earnshaw 
and Wiseman (1992, p.9).) 
Maps (for example, weather maps and geographical maps) contain a very high density of 
information, and are an excellent archetype of visualisation and the presentation of informa-
tion in an informative and meaningful way (Earnshaw and Wiseman 1992). The ability of 
current computer systems to animate weather maps (by way of example) further increases 
the information they can convey. 
The development of photography in the mid-nineteenth century enabled a static image of 
visual scenes and objects to be captured for inspection. A practical and rapid negative-positive 
monochrome photographic technique was developed by William Talbot 83 c.1839, following 
much experimentation in the early decades of the nineteenth century by investigators such 
8SWilliam Henry Fox Talbot (1800-1877), English scientist. 
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as Davy 84, Niepce 85 and Daguerre 86 (Potoniee 1936, Pollack 1969, Gernsheim 1982). Tech-
niques improved rapidly, and photography found widespread use, from a means of recording 
the appearance of scientific information (tiThe photographic plate is the true retina of the 
scientist" 87) to personal portraits and memorabilia. Photography was also used extensively 
in conjunction with the stereoscope, to further enhance the sense of realism gained by the 
viewer (Pollack 1969, ch.ll). The motion picture, developed c.1900, enabled animated scenes 
to be captured. 
A.7 The twentieth century 
The major advance in visualisation in the twentieth century has been the application of tech-
nology to the problem. This has entailed such developments as the oscillograph, enabling 
electronic signals to be converted into visual waveforms, display devices such as the cathode 
ray tube (CRT) and the electronic computer, which has enabled data to be stored and manip-
ulated, and which has given rise to the ability to interact with the information. The use of 
powerful computers and sophisticated graphic displays to visualise data has become known 
in the latter part of this century as scientific visualisation, and is a field to which a large 
amount of research is currently being devoted. Some of these developments are discussed in 
greater depth in Chapter 3. 
A.8 Overview 
The isolation of societies in the ancient world led to much knowledge being lost when civilisa-
tions fell-some of the knowledge obtained in ancient Babylon passed into classical Greece, 
but much was also lost. A sound understanding of many basic mechanical principles must 
have existed in the rich civilisations of Egypt and Sumeria, for example-the architectural 
feats alone imply that. However, our knowledge of these details is sparse and indirect. 
Similarly, only a small fraction of ancient Greek knowledge survived into medireval Europe. 
Scientists and philosophers often worked effectively in isolation, and therefore spent much 
of their time engaged in translations and studies of earlier works, which often contained the 
bulk of human knowledge in that area. In this way, for example, Hipparchus based his work 
on Arabic astronomy, and Ptolemy built on Hipparchus' findings. Similarly, Bacon and Witelo 
in the thirteenth century were influenced heavily by the eleventh century work of Alhazen, 
whilst attempting to reconcile other traditional ideas of vision. It was not until the invention 
ofthe Gutenburg Press c.1450, enabling books to be easily mass-produced for the first time, 
that the necessity of the valuable procedure of translation waned and a European scientific 
community could form. 
As Greek society was subsumed by that of Rome in the last two centuries Be, the philo-
sophical and technological tendencies of the Greeks, which had taken them to the verge of 
a 'scientific revolution' of the kind that occurred almost two thousand years later, were re-
placed by a more practical Roman civilisation that, despite some engineering feats such as 
84Humphrey Davy (1778-1829), English chemist. 
85Joseph Nicephol'e Niepce (1765-1833), French dillettente inventor. 
86Louis..Jacques-Mande Daguerre (1787-1851), French inventor. 
87 attributed to an astronomer named Janssen by Londe (1896, p.546). 
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paved roads and aqueducts, was more interested in ars than scientia (Edgerton 1991), that 
is, in civil rather than scientific concerns. Following the adoption of Christianity c.325AD, 
most learning in Roman Europe was directed toward religious ends, The political decay of 
the Roman empire from about the fourth century created a void in scientific advancement in 
Europe; these "dark ages" were dominated by the church and scientific advancement north 
of the Mediterranean came to a standstill. Pre-christian Greek manuscripts were regarded 
as heathen and potentially hereticaL Only a handful of Greek works, such as those of Plato 
and Aristotle (available via Roman translations) along with several influential Roman works 
survived the Roman Empire. The main sources available in these times were Pliny's 88 Natu-
ral history, Chalcidius' 89 translation of Plato's Timl£us, and the works of Saint Augustine of 
Hippo. 90 
The major scientific advances during the dark ages in Europe occurred following the 
foundation of Islam by Mohammed c.630AD. During the subsequent resurgence in Arabic 
culture and science to the south and east of the Mediterranean, some important optical 
studies, crowned by the work of Alhazen, were performed. 
The twelfth century saw somewhat of a rebirth ofleaming in Europe, as the few surviving 
classical works resurfaced and, fueled by an influx of Islamic science, the study of optics 
became central to this resurgence. The mechanisms of visual perception were regarded as 
synonymous with visions of God; achieved with light, a remnant of the moment of Creation, 
its properties provided a rich analogy to spiritual enlightenment (Edgerton 1991). 
The Renaissance culture and the humanist movement in Italy in the fifteenth century, 
based upon the influence of newly discovered and recently-arrived ancient works, including 
those of Ptolemy, were the preconditions for the achievement of a mathematically based 
scheme for rendering an image in the correct perspective (as viewed from some particular 
viewpoint). The Zeitgeist of attaining realism in the arts also resulted in very accurate 
anatomical drawings by Leonardo, and the development of chiaroscuro, the painting technique 
of using light and shadow to give the impression of relief and solidity. 
These attitudes in tum affected the world of science, and gave rise to the 'scientific rev-
olution' in Europe, entailing a systematic approach to science and extolling mathematical 
consistency and empirical justification, which comprise the modem scientific method. This 
period may be considered to have begun with the work of Copernicus in the mid-sixteenth 
century, and is perhaps exemplified in the work of Newton (Newton 1962, Newton 1952). 
The nineteenth century was a rich one for science, and investigations led to the discovery 
of the stereopsis and of a workable photographic technique. In the twentieth century, the de-
velopment of electronic devices and computing machines (following Babbage's concepts which 
were explored mechanically rather than electronically in the nineteenth century) enabled 
data and images to be stored, manipulated and interacted with. Scientific visualisation is 
now a thriving area of research. 
88Gaius Plinius Secundus, better known as Pliny the Elder (23/24-79 AD), Roman scholar. 
89Chalcidius (fl. 4th century AD), Roman person. 
90Saint Angustine of Hippo (354-430 AD), Roman philosopher. Also known by the Latin name Aurelius 
Augustiniu6. 

Appendix B 
DiSTRIBUTIONS OF THE TANGENTIAL 
POSITIONING ERROR FOR VARIOUS VOXEL 
ORDERING METHODS 
O! thou hast damnable iteration, and art, indeed, able to corrupt a saint. 1 
William Shakespeare 1564-1616 
The distribution of the tangential error arising from the slice-based voxel ordering algo-
rithm presented in Chapter 7 is compared in Chapter 8 to that arising from the ordering 
algorithm introduced therein for several cost functions. In order that a comparison between 
the distributions is readily apparent, the graphs were presented in Chapter 8 in a scaled-down 
form. This however, reduced the clarity of some of the textual information also present on the 
graphs. For this reason, they are presented here at full size. 
lHenry IV, Part 1, Lii. 
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Figure B.1 [Figure 8.7(a)] Frequency histogram of tangential voxel error d fur dense data ordered for output 
to the eRS by the ordering algorithm. with S = 180 and cost functions 0(1) (top) and 0(2) (bottom). The data 
sets are sectors of angular range 5° , for head data. 
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Figure B.2 [Figure 8.7(b)] Frequency histogram of tangential voxel eITor d for dense data ordered for output 
to the CRS by the ordering algorithm with S = 180 and cost functions G(l) (top) and G(2) (bottom). The data 
sets are sectors of angular range 5", for hipip data. 
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Figure B.4 [Figure 8.8(b)] Frequency histogram of tangential voxel error d for dense data ordered for output 
to the CRS by the ordering algorithm with S = 180 and cost functions 0(3) (top) and 0(4) (bottom), The data 
sets are sectors of angular range 5" , for hipip data, 
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Figure B.G [Figure 8.9] Frequency histogram of tangential voxel error d for dense data ordered for output to 
the CRS by the slice-based algorithm described in Chapter 7. No re-orderingofthe data within each slice has 
been applied. The data sets are sectors of angular range 5° , for (a) head data, and (b) bipip data. 
( i) 
( ii) 
CW = Cij/V + dj/f 
globe data, N= 17 43 1::L: : :17~~~ott.d: i 
o 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
d 
! ::~ I L : : _~_ :17~ p~ ~ott.d: 1 
o 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
d 
(iii) 1'::~~ ,~: , -1.----: --'----'--,17~P~~O~__'____'d: 1 
o 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
d 
cij' C,j/v + (I: - dj)/I: 
globe data, N=1743 
(i) 1::L _: : ,17~~.~ott'd: I 
o 0.Q1 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
d 
(ii) 
0.02 0.03 0.04 0.05 0.06 0.07 0.08 
d 
(iii) 
0.03 0.04 0.05 0.06 0.07 0.08 
d 
(a) 
249 
Figure B.G [Figure 8.12(a)] Frequency histogram of tangential voxel error d for sparse data ordered for output 
to the CRS by the ordering algorithm with S = 180 and cost functions 0(1) (top) and 0(2) (bottom). The data 
sets are sectors of angular range 5°, for (a) head data, and (b) hipip data. 
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Figure B!l [Figure 8. 12(b) 1 Frequency histogram of tangential voxel error d for sparse data ordered for output 
to the eRS by the ordering algorithm with S = 180 and cost functions 0(1) (top) and 0(2) (bottom). The data 
sets are sectors of angular range 5°, for (a) head data, and (b) hipip data. 
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Figure B.S [Figure 8.13(a)] Frequency histogram of tangential voxel error d for sparse data ordered for output 
to the CRS by the ordering algorithm with S = 180 and cost functions 0(8) (top) and 0(4) (bottom). The data 
sets are sectors of angular range 5° , for (a) head data, and (b) hipip data. 
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Figure B.9 [Figure 8.1S(b)] Frequency histogram of tangential yoxel error d for sparse data ordered for output 
to the CRS by the ordering algorithm with S 180 and cost functions 0(3) (top) and 0(4) (bottom), The data 
sets are sectors of angular range 5°, for (a) head data, and (b) hipip data. 
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Figure B.IO [Figure 8.14] Frequencyhlstogram of tangential voxel error d for sparse data ordered for outpnt 
to the CRS by the slice-based algorithm described in Chapter 7. No re-ordering of the data within each slice 
has been applied. The data sets are (a) globe data, occupying the entire display volume and (b) piston data, 
occupying an angular range of i":i 45° . 
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Appendix C 
COPIES OF PUBLISHED ARTICLES 
Literature is the art of writing something that will be read twice; journalism what will be 
read once. 1 
Cyril Connolly 1903-1974 
This appendix contains photocopies of three of the author's journal articles (Blundell 
et al. 1993c, Schwarz and Blundell 1993, Blundell et al. 1994b) that had appeared in print at 
the time of writing. Details on further publications based on this dissertation may be found 
in the Preface. 
lEnemies of Promise (1938), ch.3 . 

Volumetric three-
dimensional display systems: 
their past present and future 
by B. G. Blundell, A. J. Schwarz and 
D. K. Horrell 
are those in which images are generated within a display volume, rather 
than upon a stationary Since the images are physically three-dimensional, most visual depth cues are 
automatically satiified, without the need for observers to or headgear. Moreover, an all-round 
view if the images is usually possible. Many ideas Jar volumetric displays hove been proposed 
60 years or so, and some 'iF these are discussed in this article. Potential applications Jar such dISplays are 
widespread and include fields from scientific and medkal research to engineering desis!n and ed11£ation. 
Introduction 
'.0 isplay devices with the ability to di,play 
three-dimensional information in a 
reilistic and manner have long been 
the of invc>tigation. The true 
duction of data can aid tremendouslv in 
useful in a wide . 
applications, such as molecular modelling, air 
control, computer-aided design, medicine and enter-
tainment. The field of education can ai,o benefit 
greatly from the widespread utilisation of 3D display 
·information, known 
device which is to 
of depth must be 
one or more of these cues. The 
able to enhance the realism of 
phot<>g"apruc unages by reproducing a depth sensation 
was pioneered in the 1830s by Charles 
Wheatstone, who mccessfully developed the stereo-
This device gained widespread popularity Ul 
er.a and was the precursor of today's 
stereoscopic cUlema and 
The technique is based upon 
to each eye of a 
of the same scene. From 
the brain is able to gauge the depth of objects by 
This imp ortant 
illax, or 
display teCJUl1ques, 
of depth cues. This 
examine'S some of the work which has been 
undertaken in attempts to develop IlOlumerm displays. 
These are systems with which images be dr.awn 
within a three-dimensional di'l'lay volume, contr.lSt 
to others, such as the conventional workstation 
gr.aphics temrinal and the stereoscope, which cast their 
image datt upon a stttionary t\'Iio-dimensional planar 
surface, Since volumetric images physically occupy a 
3D space, they automatically appear to an observer to 
be three-dimensional in nature. viewing 
are not required to achieve 3D effect, so 
volumetric are therefore definition 
autostereoscopic. further advantage 
some volumetric is their ability to 
an all-round view linage, and we occasionally 
refer to these as being unrestricred volumetric 
systems. These displays enable inlages to be vle\ved 
concurrently by a number of observers from practically 
orientation. 
many attempts have been made over the 
last 60 years to develop a successful 
volumetric system, the results have generally been 
disappointing. This lack of success is due to a number 
of fuctors, which we disCU5s the course of this 
article. '" this is best done by to a typical 
display, we will on occasion refer to our own 
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aircraft radar data 
rlle output from two is cast 
a rotating target screen. '" with 
example, synchronisation 
screen position and CRT 
is essential. 
sin1iJar and inge-nious 
volumetric techniques were 
during the course of the and 
1960s. Unfortunately, the absence of the 
necessary for data 
computation of the displays 
generally made it impossible to produce 
oper.ational systems at that time. 
However, the advent of low-cost 
slgT'lal to CRT 
"ns in the 1970s improved 
volume displays. 
system has been 
superceded by the linearly moving 
mirror system'. In this display, the output 
from a CRT is cast upon a vibrating 
Fig. 1 3D display created by vibrating a cathode ray tube in synchronisation 
with an image sequence 
mirror, and the inertia of the moving 
components i" nrinimised enabling 
almost linear velocities to be achieved. 
in developing a system known as the 
Ray Sphere,,4. 
However, the most prolific technique of this 
type employed to date uses a mirror7" to 
Volumetric display systems 
To produce volumetric images, 
a di!.l'lay volume of some type , 
may be dr.awn. The various method, by 
reflect a series of CRT inlages. The mirror is 
constructed from a flexible membrane attached to the 
front of a conventional loudspeaker. The focal 
of the mirror V1lTies as low frequency signals are 
to the loudspeaker, thus enabling a large virtual 
achieved be loosely grouped into one of two 
depth to be achieved by a small amplitude of vibr.ation 
This type of display is not truly volumetric, but is 
whether the display 
Swept display volume systems 
In the Case of swept volume displays, the 
volume is created by the mechanical 
either vibrational or rotational. of a 
of motion of rlle screen 
and the period of movement is, in general, 
higher than the flicker limon frequency of 
approximately 15 Hz. 
Although display volume 
to have discussed in the 
first attempts at did not 
occur until the 19405. novel from 
this period arc illustrated in Fi2S. 1 The 
first of these (Fig. 1) 
r.ay tube (CRT), where 
screen are synchronised, within each oscillation 
cycle. to theposition of the rube. Unfortunately, 
the high mass of the tube would make it difficult 
(and dangerous) to obtain the desirable 
deceler.ation and acceleration at either end 
travel. A more practicable attempt to linplement 
cathode roy tube 
elevation/range raste~ 
lens system IiiI 
~H 
bearing/range 
Fig. 2 Information displayed on two cathode ray tubes is reflected 
by a rapidly rotating mirror so that the data appears three-
dimensional within the voJume swept out by the mirror (after 
Reference 5) 
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moin e'ntrance' to chamber and 
high-vacuum inlet of the diffUSIon pump 
Fig. 3 The Cathode Ray Sphere. The phosphor-coated screen 
rotates within the evacuated sphere and is addressed directly by 
electron beams (two on the prototype illustrated here) 
included here as it shares common nrooerties with 
other swevt volume systems. The 
found particular application in 
authors of this article are presendy involved in 
developing a volumetric display system which may be 
thought of as an offihoot of the S)"tern proposed by 
Parker and Vhilis which was outlined above. A 
phosphor-coated planar screen rotates at approximately 
15 Hz and sweeps out a cylindrical display volume 
within an evacuated spherical gIass display vessel, as 
illustrated in Fig. 3. Electron gun(s) are arranged 
around the di'play volume and the deflection and 
!,rating of their beams is synchronised to the rotation of 
the screen. Briefbursts of the beams cause excitation of 
to the production of voxels (three-dimensional 
separated in 3D space. The all-gIass const:n1ction 
vuuum vessel ensures that very little restriction is 
placed upon the 
The use of more one gun is intended to 
overcome difficulties encountered when the plane of 
the screen lies almost in line with the optical axis of a 
single electron gun. At such times the voxels would 
become elongated and difficult to position accurately, 
giving rise to of image degradation known as 
dead zones. gun~ are thc'Tc-fore arranged in such 
a manner as to ensure that at least one gun is able to 
write to the screen time and that their respective 
An interesting alternative to 
the use of multiple guns proposed in Reference 9. 
where the beam de6ection is attached to, and 
4). This ensures the 
create mechanical 
Several investigators lO are 
which use helical screens. rotate 
their central axis, as illustrated in Fig. 5, and 
may be addressed by one Or more radiation sources 
placed in line with the axis of rotation. This 
cion enables a cin:ular ruter scan to be 
however the surface of the heli" 
is likely to create a ck,ad zone to the rotation 
axis. 
Static volume displays 
Systems which are able to create a display volume 
without the need to employ mechanical motion are 
classified as static volume displays. Such ,)'Stems are 
expected to be more reliable, and the fact that the 
image refresh frequency is no longer dictated 
mn allow subliminal 
eye strain) to be 
process by which the voxels are generated 
vever, place its own constraints upon image 
and refresh 
of this type have been 
to date employ either a gaseous 
volume. One promi<cing 
teclmique, illustrated in Fig. 6, is the two-step 
excitation of fluorescence ll . This occurs within a 
three discrete levels-I 1), 
so that the 
motor--~~~_I 
screen 
Fig. 4 Difficulties in addressing the screen when end-on 
to a radiation source are overcome in this arrangement by 
rotating the lase, beam deflection apparatus with the 
screen (amr Reference 9) 
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defle'ctable 
beam source 
voxcls which may be second. This is 
governed by the voxel time (the time 
required for the voxels to attain adequate brightness) 
and the positioning time of the radiation soun:es. 
The excitation time is similar for most display 
tedmiques, but the movement tiUle af the beam may 
Electron beams, far may be 
at extremely high speeds low 
hardware costs, whereas ]aser beams are as yet unable 
to match this performance. The Cathode Ray 
Sphere, for example, currendy has a voxel baudwidth 
of approximately 3 X 10· voxels per second, so that, 
with a screen rotation frequency of 15 Hz, up to 
ZOO 000 voxels may be drawn at each !:L1Iesh. The 
advantage of systems using laser beams over 
beam S)"terns is that an evacuated di'play 
vessel is not required. 
• All the display> discussed in this 
translucent voxels. In many areas of application 
satisfactory, and sometimes desirable. In ill 
imaging, for example, objects such as tumours and 
internal organs may be viewed in situ. However, in 
other applications voxel translucency may lead to 
cluttering and make spatial relationships 
to perceive. In the ideal case it should be 
possible to compose images of both tr.rnslucent and 
opaque voxels. 
• For certain applications it is desi:r:ilile to an 
unrestricted view of an image so that may be 
viewed fium any position around the display vesseL 
However by allowing this type of viewing it 
becomes impossible to use various cues, such 
Fig. 5 A helical screen provides an interesting alternative 
to the planar-screen approach 
as linear perspective, to accentuate within an 
image. For example, consider a scene composed of 
two trees, One of which is close to the observer and 
the other some distance.way. The distant tree would 
appear to be small in comparison to the other due to 
the effect of linear perspective. Conventional 
radiation sources. VaxeJs are then 
subsequent fluorescent from 
ground state 11). Ta date has 
identity a medium e:<hibiting the required three-level 
properties with adequate voxel brightness 12_ 
types could accommodate this effect by reproducing 
the image seen by the eyes (a 2D projection of the 
3D scene), that is with the distant tree depicted as 
being smaller in size. Howe"er, unrestricted 
Investigations bve been carried aut 
vapour and iodine monochloride 
transparent crystalline 
which case the display is, 
of its crystalline const:n1ction, very 
in extent. 
Implementation considerations 
implement a volumetric display 
ical process for the h'CI1eratlon 
within a di'play volume must 
identified. The selection of a specific process 
involves a number of performance 
characteristics, some of which we now 
discuss. 
• The rate at which voxels may be drawn 
limits the voxel bandwidth, which is 
defined as the maximum number of 
~~-13> 
visible ~ light 
12> 
11> 
Fig. 6 Schematic illustration of the process of two-step excitation of 
fluorescence. At the intersection of two infra-red laser beams. the 
material is sequentially excited, via the intermediate state 12), to a 
fluorescent energy level 13), thus creating a visible voxel by radiative 
decay back to the ground state j 1) 
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volumetric display systems must faithfully reproduce 
the actual spatial information so that images appear 
realistic from all viewin" positions. In the 
must be 
visualisation is aided by the 
use of various CO]O;IrS. Although 
techniques may provide partial 0, true colour. 
of complication entailed differs with each 
Once the it is 
necessary to a control system to 
image co-otdinate in a suitable form 
to svnchronise the output of this data to the 
ove, the years, many volumetric 
have been proposed, it is only in relatively 
that the computer svstems have 
available. The awauecrure 
all volumetric displays is similar. That 
authors for the Cathode Ray Sphere is 
a 486 personal computer, which performs image co-
transformations from a cartesian co-ordinate 
system to a form suitable for mapping into the 
display. Data is then passed to a memory card from 
which it is docked Out into the displav volume. To 
memory are employed. one 
updated by the computer whilst the other is output to 
the display. 
The future 
or under de',el,opl:nent, 
.lLJ-display type dominate as has 
conventional cathode ray tube. In 
a number of volumetric display devices are 
to become available over the 
course of this decade, and will particular impact 
in applications in which an unrestricted, 
autostereoscopic view is desirable. 
The major problems which have been encountered 
with volumetric display in1plementation, such as the 
need fur mechanical motion and translucency, 
to be overcome. Systems generate a 
through the use of a gaseous media will 
the need for a moving screen. Furthermore. 
it may be possible to generate opaque voxels via a 
photochromic process occurring 
two beams. analogous. to the two-step excitation 
technique mentioned above. The rliffercnce in this case 
is that in the excited state the material reflects ambient 
visible light rather than acting as a light source, The 
may decay naturally 
at each refresh by some external nonvisible 
The introduction of volumetric ",;]I also act 
as a stimulus for a of tools. For 
some type pointer device enabling 
within the display volume to be indicated in 
a natur:al manner would be desirable. This is of 
particular importance in the case of volumetric systems 
where the viewing direction is unrestricted, as 
conventional joysticks or make use of the 
operator's orientation to the image to 
intuitive cursor control. Other problems 
solved include the optimum manner in wh: 
other features which are common to all modern 
. workstations, such as menus and pop-ups, may be best 
presented upon unn.:stricted volumetric displays. 
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Abstract. By the examination of a simple three-level quantum system, 
the time-dependent rate-equation analysis of the two-step excitation of 
fluorescence is extended to include the effects of the intermediate state 
lifetime and 01 saturation pumping on the total number of fluorescent 
centers excited to the target state. Further, the results relevant to the 
implementation of such a process to a volumetric 3·0 display device are 
emphasized, and the performance of a display medium is indicated with 
respect to brightness and data rate. Restrictions placed on the two·slep 
system by the lact Ihat they are no longer assumed to be pumped in 
isolation are discussed. 
Subject two-step excftation processes; three·dimensional displays; volu-
metric 
Opnea! Engineering 32(11), 2818-2823 (November 1993). 
Introduction 
have long been studied as a 
information in a more realistic 
volumetric systems. in which the im-
phenomenon of stepwise excitation of fluorescence 
has been known the 1920s, when it was first observed 
in mercury vapor. The process occurs in the of 
radiation of two distinct frequencies. each of is res-
onant with an electronic transition. One excites n quantum 
system from an initial (usually the ground) energy state to 
an intennediate excited state. whereupon the 
cites the system to a hi2her state. The 
11,1992. revised rn:mU~Cl'ipl received Ylnrr;p20. 1993; 
1,1993. 
Ino.tromr:n{;ltion Ertginr!l!rs. (109!h32~6J93;S6.0L!. 
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chlorine and bromine va-
and iodine monochloride vapor. IO However, the math-
ematical analysis of the process has generally been limited 
to either the steady·state (time-independent) case correspond-
ing to the beams being continually impingent on the fluo-
rescent centers under consideration.'·l3 
solution under the assumptions that both 
saturate their respective transitions and 
the intennediate state is much greater than the 
encapsulating the 
The system of three 
populations of the levels 
is solved numerically by a 
the beams 
of 
permits the detennination of the relative 
pulses that maximizes the fluorescence output 
ness). 
Two conditions on the behavior of the 
in a volumetric display are that the images 
as possible so that they may be viewed easily in natural 
conditions. and that the period between pump pulses st 
be longer than the lifetime of the intemlediate state to avoid 
(' voxels (see Fig. 2). However. it is desirable to min-
the necessary delay between pulses so that the voxel 
bandwidth (the number of voxels able to be refreshed per 
second) may be maximized: thus, the response of systems 
with intermediate state lifetimes shorter than those assumed 
in the approximate analysis mentioned earlier is also of in-
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(aJ 
(bl 
Fig. 1 (aJ Illustration of the process at 
rescence. Purses 1 and 2, resonant with 
transHlons, respectively, sequentially 
rescent state i3) at their intersection. 
model. The parameters b1 and lh are 
and ab~ 
for at the 
the spontaneous 
accounted for in the 
12) 
'VV'v> 
11) 
terest. Furthermore. the use of shorterpulses will also increase 
the voxel bandwidth. A rectangular approximation for the 
time dependence of the radiation pulses is accurate when the 
intensity rise time of the laser in use is negligible compared 
to the duration of the pulses. If this is not the case. a Gaussian 
envelope is more appropriate. and we thus examine the re-
sponse of the three-level system to both rectangular and Gaus-
sian pulses for a range of intermediate state lifetimes. Also. 
we examine its behavior when either or both of the 
are of a saturating intensity, as stronger pumping 
creased yox.l brightness. 
2 Two-Step Excitation Model 
Our 
Fig. I (b). It allows for both absCIption 
sian due to the pumping radiation of each 
radiative and nonradiative decav from each 
this last respect. we include in' the 
relaxation transition each from states 12) and 
governed 
of all 
undesirable in a 
For state 13), the radiative 
to the fluorescence may be counted by considering 
evant fraction of all decays from 
Furthennore. this model may describe materials that 
may be excited to a fluorescent state via an IR and a UV 
transition. where the visible fluorescence is to a fourth state 
after which the material rapidly decays to the ground state 
II). The decay paths via this fourth state would simply be 
Pump 1 Pump 2 
1)-12) 
included in the model by a modification of the average decay 
lifetimes and 73, 
For a material. the fluorescence output F is 
portional to the total number of fluorescent centers 
to 13): 
F=TjSJ 
be expressed as 
1 
'·-;,NJ+PI(I) b , (No -N,) 
dN, 1 
(I) 
to II) that 
of centers 
(2) 
sequence. 
the model may 
(3) 
d("= --;,N1-PI(t) hi (N2-N,!+P2(t) be (NJ -N2) • (4) 
1 • 
dt --;,NJ - p,(t) be (N, - N,) (5) 
state Ii). and the 
dimensionless 
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if fa - (Ti2) < t < t~ + (Ti2) (6) 
otherwise, 
n which each pulse is assumed to have the same time duration 
r. Shorter pulses. however, are more accurately represented 
)y a Gaussian time dependence of the form 
pu(r)~exp[ -4 In2(~)J ' (7) 
where the constant in the exponential ensures the pulses have 
a halfwidth of time T. 
We also define the normalized relative timing Ci as 
to 
(8) 
the value that maximizes the number of centers excited 
is denoted Cim. Clearly, for rectangular pulses. 
O::;Cim::;1 
(9) 
3 Results 
We are interested in the transient behavior of the system due 
to an isolated two-pulse sequence. In particular, we seek the 
,_. by the pumping process. 
which is given by 
s ~ 3 - N3(j)]} . 
(10) 
For the results to remain valid for a variety of fluorescent 
center concentrations. the results are expressed in terms of 
(S liN). Given the parameters Nand 11 of a material. the 
fluorescent output then be obtained directly from Eq. 
(I). The pulse are given as values of the product 
""T. which represents the average number of photons ab-
sorbed from each each fluorescent center. 
The the system to.J.ffe rar'iation 
pulses may illustrated effectively by consideration of its 
behavior when each is in turn non saturating and sat· 
urati02 (Tables I Thus. the relative timin2 ofthe two 
pulses" that maximizes the resultant voxel bright;';ss. and the 
dependence of both the fluorescence output and the timing 
on the parameters of the materiai ';ntprm~niate and fiuores-
Puls.c 1 nomllU. plilic 1 nOPBat. PIIl5e 1 Jln.t. [I Pulae 1 pt. 
Pulse '2 llQnsn.t. PUHle '2 Silt. Pulge 2: nonsai.' pulae 2 tat, 
~'" S:ll ...... j/N Am S'J(""'l/N A", S'J(m •• )/N ~ S:;(", ... )IN 
10-1 ~I [1.01 0,01 x 10~ ; (I.In 0.2 x 10-3 0,01 0.7 x lO~ 0.01 0,13 
lQ_t ~~ 0.01 0.09 x 10-4 1; 0.01 1.4 x 10-3 '0.04 3.2 x 10-3 0.02 0.42 
U,49 a.s x 1O-~ 0.11 4.7 x 10-:1 l 0.11 4.7 x 10- 3 I 0.03 0,55 
10' Iii 0.9,1 0.98 x ,,-' 0.95 6.8 x 1O~ II 0.26 4.9 xli)" O.l1' 0.58 10 :; 0.91 1 0;9 x lO-~ 0.69 6.3 x 10-3 0,19 4,9 x 10-J 0.03 0.58 
Table 2 Calculated values lor optimum relative timing :; .. and the 
maximum SsIN [denoted S3lm~,1NJ lor vartOU$ values 01 the 
7zfT with Gaussian pulses. Four cases corresponding to 
tions of saturation and nonsaturation intertc;:iru {nllmerical 
and 10-', respectively) in each pulse are 
cent state lifetimes) and the pulses (duration. intensity, and 
time dependence) may be determined. 
3.1 Rectangular Pulses 
timing Ci
m 
wa5 found to correlate 
as seen from the results tabulated 
graphically in Fig. 3. When the in-
termediate state is much shorter than the pulse du-
ration (72«1), the population of energy state 12) decays in 
a time significantly shorter than T after pulse I has ceased. 
Thus. with rectangular pulses., the fluorescence output is max-
imized when Ci
m 
= O. The pulses are therefore best applied 
simultaneously. 
In the other extreme. where the characteristic decay life-
time of the intermediate state is much !!reater tban th'; pulse 
of the pumping 
the population of state 
of pulse I; thus. to ensure the 
with the number of centers in state 
initiated at end of I (Cim = I). If 
saturating. the values Cim for 
this last case, but are suppressed 
nitude to T. 
When alone.is >",WalllJ);. 
even for Due to the strong 
transition. a population equilibrium 
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~. 
R«tanguiM pulS();9 
O.l 
.()., 
".':-2 -.-;1.0', -""""--0.5 0,5 2.' 
iogwtl'"t/T'J 
and 12) is achieved after the ini-
mise. If both pulses 1 and saturate their 
transitions. an almost total overlap of the 
for optimum brightness. irrespective ",IT. 
pulses are simultaneously impingent On the three-
n, the populations reach a three-way equilibrium 
at values of N;lN= 1/3. After pulse I has ceased. however. 
the saturation pumping of centers from 12) to 13) depletes 12) 
and, hence. the probability of subsequent excitations is re-
duced. 
The effect of the lifetime 73 of the tluorescent state is 
almost negligible compared to that of 70: the only noticeable 
effect is a slight reduction in the optimum timing when pulse 
2 is saturating and 7 3<T. 
3.2 Gaussian Pulses 
der'en(len'2c of the 
as is 
saturating. ~m is again zero for 
increases as "oiT increases, but the values of Ci", 
are less than is the case if neither pulse is saturating. If pulse 
2 is and I is nonsaturating, the optimum 
negative for 7, < T. because the over-
lapping the most intense part of pulse 2 with the expo· 
nentially increasing intensity of pulse I allows more centers 
""' 
to 
3). 
15 
Q.5 
G1I.u!sian PUIM! 
IugdJ{"1J1'j 
to be pumped into 13) than is the case with a greater overlap 
in intensity, where a longer duration of population equilib-
rium and stimulated de-excitation to 12) is encountered. With 
greater however. Cion moves into the positive range and 
ap]lro'lcfi.es unity for 7,IT= 103 
both pulses are saturating, Cion approaches the same 
limit as in the previous case ('" - 0.65) for 7,« 1: but in-
creases more slowly with 7,IT than is the case where 
1 is nonsaturating. and Ci", reaches "'0.25 for 7iT= 
4 Application to Volumetric 3-D Displays 
For the brightness to be evaluated, it is also necessary to 
into account the timescale over which 
the visible light is The duration of the fluorescence 
may be indicated by the factor 'fl' defined as 
if ","'T . 
if "J>T . 
(11) 
The condition that the be greater than the 
threshold 10- 7 W be expressed as 
B == p/':" 10- 7 W mm-Js- 1 • 
Ifl 
(12) 
where 
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Equation ( 12) may be used with the values of S3(m~/N 
presented in Tables 1 and 2 to detennine the perfonnance of 
the system. By way of example. we consider mercury vapor 
at room temperature. represented')"· by the parameters N 
- 10'0 mm- 3• 7,=3.5x 10-· s. ,,=3.7x 10- 9 s. and 
T] = 0.5. The fluore scent radiation has' a wavelength A = 550 
nm. giving E';" = 3.6 X 10-'9 J andp, =0.98. If the pumping 
radiation is Gaussian in profi Ie. has a pulse length of 
T= 1O - 6s. and does nOt saturate the excitation transitions. 
then we obtain a brightness value of B= 1.94 X 1O- 7w 
mm -; s -'. satisfyi ng the condition in Eq. (12). However. 
note that the exact parameter values for mercury vapor depend 
somewhat on the amoum of quenching gases (e.g .. N~) present 
in the display vessel." 
Since the fluorescent outpUt has a ma.\imum that OCcurs 
when the transitions are saturated. a lower limit on the con-
centration of fluore scent centers capable of producing voxels 
of adequate brightness may be obtained. With the previous 
parameter values. the minimum concentration is N ...... \ 06 
mm -J This may be reduced by one or tWO o rders o f mag-
nitude if ' .' is longer and T] = I. but nevertheless ma/;.es it 
difficult 10 use electron beams to pump a two-step process 
in a gaseous display volume. The pressure of the gas is still 
suffic iently high that the mean free path of electrons is toO 
small to allow electron beams 10 operate effec ti vely, and 
unless suitable precautions are taken the gas may cause deg-
radati on of an oxide-coated cathode.'6 
However. these resul ts still assume that the fluorescent 
center is isolated. In reali ty. since the display volume contains 
N such centers. pulse I will be allenuated by the resonant 
11)-.12) transition in the material between the pulse source 
and the desired voxel location. and so voxels further from 
the source of pulse I will be dimmer than those closer. In a 
doped solid. the concentration of the fluore scent centers may 
be increased further from the s ide of the display medium 
from which pul se I enters to compensate for this resonant 
allenuation .8.,. The concentration required at a distance L 
inw the medium is given by 
N(L)= Lrr" (13) 
Another consideration in a display device Ulilizing this 
process is the avoidance of ghost voxe ls and the subsequent 
effects on the data rate . Such ghost voxels may arise if the 
delay between the pulse combinations is not significantly 
greater than ',. where a residual population in swte 12) along 
the path from the source of pulse I through a pre vious voxel 
may be pumped into 13) by pulse 2 of the following pulse 
sequence (Fig. 2). 
It is therefore desirable to be able to use a material with 
a re/ati vel\' short intermediate state lifetime 10 minimize thi s 
constraint'on (he data rate olthe display. If this is not possible. 
a sophisticaled ordering pro~edure in the controlling software 
wOllld be required to avoid this effect. by ensuring only voxels 
whose pulse 2 does not intersect the paths of pulse I of voxels 
previously illuminated along which N, is still appreciable. A 
further op[ion is to wilize a suitable three-step excitation 
process. which requires three pumping lasers but avoids the 
production of ghost voxd s. 
5 Discussion 
The process of s tepwise excitation of flu orescence provides 
J means by which isolated voxe ls may be generated within 
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a transparent display volume. Recent results. namely the gen-
eration of computer-generated volumetric images on a swept-
volume display.]'· suggest that a static (that is. with no mov-
ing screen) volumetric display based on this process is per-
haps feas ible. Commonly available computers and electronic 
components possess the processing speeds required. although 
stronger limits may be placed on the voxel bandwidth of the 
system by the laser deflection. 
[n anticipation of another major impetus in this area. a 
simple three-level quantum system exhibiting the two-step 
excitation of fluorescence was swdied via a numerical so-
lution of the time-dependent rate equations governing the 
transitions. Fo r the results to cover a wide range of pul se 
lengths. the response of the system to both rectangular pulses. 
a good approximation when the pulse duration is much longer 
than the rise time of the pulse intensity. and Gaussian pulses 
was in',estigated for both nonsalUrating and saturating pulse 
intensities. The rela ti ve timing of the two pulses of pumping 
radiation [hat serves to maximize the fluorescence output. 
and hence the voxel brightness. was found to depend pre-
dominantly on the ratio 7,tT of the intermediate state decay 
lifetime 10 the pulse duration. as illustrated in Figs. 3 and 4 
and tabulated in Tables I and 2. 
While a knowledge of the decay lifetime of the inter-
mediate state will allow the results presented here to indicate 
the optimum relati ve pulse timing. further considerations 
must be ta/;.en into account when the performance of a display 
based on the stepwise excitation process is being evaluated. 
For the voxe l bandwidth to be as high as poss ible. while 
avoiding the occurrence of ghost voxels. it is desirable thaI 
the intermediate state lifet ime be. at most. comparable to the 
pulse duration. Also. difficulties arise due to the resonant 
attenuation of pulse I. which. unless compensated for. leads 
to a lowering of voxel brightness farther from the source of 
pulse I. 
A color display based on this process is possible by uti-
lizing a mi.,ture of suitable gases (or dopants in a solid). each 
being pumped by light of different wavelengths. and each 
emitt ing a primary color. However. this possibility is limited 
acutely by the major stumbling block for all displays based 
on stepwise excitation. that is. the difficulty in find ing a ma-
terial that exh ibits the desired characteristics.'· namely. a 
sufficientl y high fluorescence output at a suitable wavelength 
and an appropriate intennediate sta te lifetime. 
Finally. we note that a si milar process. based on twO-
photon absorption (across a single energy gap) rather than a 
stepwise exc itation via an intermediate !'itate. is under inves-
tigation as a means of optically storing infonnation within a 
3-D volume for high-performance computing.'7. ,. 
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Abstract. Details are given on a novel type of display system based on 
traditional technology and capable of displaying truly three·dimensional 
computer.generated images that can be viewed concurrently from prac-
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Introduction 
A display system able to provide the observer with the sen· 
sation of depth can greatly enhance the impact and interpre-
tation of three·dimensional (3-D) information. Rendering 
techniques used on conventional computer terminals utilize 
monocular depth cues
' 
such as occlusion. perspective. shad· 
owing. and possibly motion.,·3 and the added realism gained 
by simulating the binocular parallax depth cue of the human 
visual system has spurred much research into displays ca· 
pable of replicating the slightly different views seen in real 
life by each eye.,·5 Research is also being carried out
6
.
7 
on 
interactive display types that permit a modified view to be 
seen as the observer's head is moved. Examples of such 
systems include computer.generated holograms and parallax 
barrier techniques.· The majority of these systems operate 
only over a limited viewing angle. 
Also under investigation are various types of vol umetric 
3-D displays in which the displayed images occupy three 
physical dimensions: the information being cast within a vol· 
ume rather than upon a stationary surface. Most depth effects. 
in panicular binocular and head·motion parallax. are there· 
fore satisfied automatically. without the need for special 
glasses to be worn. The images are thus placed within the 
physical world of the observer. in comparison to vinual real· 
ity systems where the observer is placed within the vinual 
environment of the nonphysical image space. A popular 
P::apcr 09092 received Scpo 9. \992: ~c\"l:-o:d m:l(1u..criPI received .'\pri! S. 1993: 
accepted for public:1tion Apnl 9, 1993. 
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method for generating volumetric images has been the use 
of varifocal and vibrating mirror systems.
'
O-
13 
which have 
found panicular application in the field of medical imaging. ' 
The cathode ray sphere (CRS) (patent pending) is a mono-
chrome volumetric display system ultimately capable of dis· 
playing 3.D images that can be viewed directly from prac-
tically any orientation.
'
'-16 This paper concerns work carried 
out on a second prototype system. illustrated in Fig. I. in 
which the only viewing angle restriction is that imposed by 
obstructions caused by the display apparatus. The CRS is 
expected to find application in many areas. panicularl y in 
view of the low·cost technology used in its construction. 
Computer.aided design figures. molecules. robotic arms. 
medical scans. sonar. radar. and meterological data. in shon 
most data inherentl y 3·D in nature. can be displayed with 
great clarity on such a syslem ,17 However. the translucent 
nature of the images in most types of volumetric display may 
limit the use of such systems in applications where the surface 
propenies of complex objects are of interest. 
Each of the many 3-D display techniques proposed and 
developed have associated wi th them a range of advantages 
and limitations. each being best suited to panicular appli· 
cations. It would therefore appear to be unlikely that in the 
near future any panicular system will gain complete domi· 
nance in the field. 
'"The! varifoc:ll mirror displlys ~e net strictly volumetric in the scns~ th:lt 
the ch~nging foc~1 length ot thc vibrating rcfh::ctive mcmbrJ.ne gives ris!.! to 
J. virtual image tidd depth tar gre.:J.ler th.ln the physic.l\ :J.mpJiwde of the 
membr.mc esci\1:nion. 
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Fig. 1 Photograph (al. plan view Ib). and side elevation (c) of the 
cathode ray sphere display vessel. 
2 Principle of Operation 
The operating principles of the CRS are essentially the same 
as those outlined in the discussion of the first prototype.'5 In 
the current version. only two electron guns (type 3K5U with 
oxide coated cathodes and electrostatic deflection) are po-
sitioned 120 deg apan on the equator of a glass sphere and 
fire electron beams at a rotating rectangular glass screen. The 
venical axis of rotation is in the plane of the screen. which 
is coated on one side with a phosphorescem material. As the 
screen rotates. it sweeps out what is. in effect. a cylindrical 
volume of addressable phosphor. The gating and deflection 
of the electron beams are synchronized to the rotation of the 
screen and brief bursts of the beam fired at it will cause 
excitation of the phosphor. and hence. when suitably con-
trolled. will lead to the production of voxels separated in 3-D 
space. (A voxel is a volume element. or pixel in three di-
mensions.) The all·glass sphericalconslrUction of the vaCuum 
vessel ensures that very little restriction is placed on the 
viewi.ng angle. 
The screen rotates at a frequency Jof approximately 15 Hz 
and images are refreshed during each rotation. This frequency 
is sufficient to ensure that illuminated voxels are just free 
from flicker when viewed by the eye. The screen is coated 
with P31 phosphor. which provides a high conversion effi-
cienc), and shon persistence. tS A rapid decay in phospho. 
rescence is essential to avoid "trails" caused by the screen 
moving a discernible distance while still emitting light of 
visible intensity. The screen has sides of length 160 mm and 
is driven using a surplus x-ray tube motor. As with the initial 
prototype. constant pumping ensures that a high vacuum 
(-7 x 10 - 5 N m - ') is maintained. and allows modifications 
to be easily made. 
The two electron guns on the present prototype are nec-
essary to overcome difficulties in writing accurately to the 
screen when its plane lies almost in line with the optical axis 
of the guns. These portions of the display volume are known 
as dead zones. '9 The finite accuracy of the beam deflection 
leads to dead zones because of the beam's inability to address 
all screen locations at extremely oblique screen angles. and 
to ponions of the display volume to which the beam cannot 
write with sufficient accuracy [Fig. 2(a)]. However. a more 
serious effect is that caused by voxel elongation. where the 
electron beam hits the sc reen at such an acute angle that the 
resultant voxel is unacceptably long [Fig. 2(b)]. 
The dead zone problem has been overcome in this proto-
type by the use of two electron guns. arranged in such a way 
as to permit each to write to the screen when it is lying within 
a defined region (Fig. 3). The positioning of the guns ensures 
that their respecti ve dead zones do not coincide. 
3 Data Considerations 
3.1 Data Transformations for the CRS 
In formation to be displayed on a volumetric display is con-
veniemly described initially in tenns of 3-D rectangular co· 
ondinates Ix. y. zl. So that a collection of such points (either 
experimental data or computer-generated ima.ge primiti ves ) 
are reproduced in the display volume of the CRS. the points 
are transformed into cylindrical polar coordinates: discretized 
into the permitted radial. venical. and angular locations: and 
then projectedomo an imaginary static reference plane (SRP). 
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Fig. 2 (a) Top view of computer-simulated dead zone (independent 
of (he vertical coordinate) in which vQxels cannot be positioned to 
sufficient radial accuracy. The dead zone in which vQxels cannat be 
positioned 10 sufficient vertical accuracy is eliminated altogether in 
the current control configuration by the lO-bit precision of the vertical 
deflection (see Sec. 4). (b) Voxel elongation dead zone in the hori-
zontal plane through the optical axis of the electrOn gun. 
which lies perpendicular to the e lectron gun and passes 
through the rotation axis of the screen. The reference plane 
is incorporated so that the beam is directed at a constant 
reference coordinate system. 
The CRS currently displays only the visible voxels via a 
dot-graphics technique (cf. Ref. II). in which only the spec-
ified image points are addressed. as opposed to a raster 
method in which all possible locations are scanned. The adop-
tion of this method is due primarily to the limitations on the 
voxcl bandwidth (see Sec. 3.2) and the irregular scan pattern 
demanded by the implementation of a raster technique on 
such a system. 
The transformation into cylindrical polar coordinates (r. 
: .9) is given by 
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Fig. 3 Portions of the display volume (viewed from above) ad-
dressed by each gun in the two-gun prototype. The gun denoted by 
the shaded block writes to the screen when it lies within the shaded 
portion, and that represented by the white block when the screen is 
in the white area. 
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Fig. 4 Orientation of xyz coordinate system relative to gun position. 
y , , 'I' (-x) r=--(x-+v-) - e=arctan-\yl . Y (1) 
The orientation of the xyz coordinate system is illustrated in 
Fig. 4. These positions are then discretized and soned into a 
set of sequential 2-D slices with coordinates (i-.z) at each 
angular screen location e. where the use of a circumflex 
denotes the discretized coordinate. The points (X. Y) on the 
static reference plane at which the beam must be aimed 10 
intersect the screen at the correct location are given by the 
transformations (identical to the perspective transformations 
commonly used in computer graphics'o). illustrated in Fig. 5. 
Dr cose 
X=----
D + r sine 
(2) 
Di. 
y=----
D + r sine 
(3) 
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Fig. 5 Details of the geometry of the transformations to the static 
reference plane (SRP) from the coordinates (r,z) of a point on the 
screen at angle e to the SRP. The SRP coordinates (X, Y) are equiv-
alent to the deflection coordinates of the beam. The resulting trans-
formations are given in Eqs. (2) and (3). 
where D is the distance from the electron gun deflection plates 
to the rotation axis of the screen . 
The use of two guns on the current CRS prototype to 
overcome the dead ZOne problem requires that for points 
falling within half the display volume. the projection trans-
formations be carried Out with respect to the other electron 
gun and its associated stat ic re ference plane (see Fig. 3). 
The angular motion of the screen is approximated by N, 
di screte positions (sectors) per revolution. and images are 
thus displayed as a series of radial slices. each drawn while 
the screen lies within the appropriate seclOr. The number of 
sectors Ns in the present system has been set to a convenient 
value of 256. 
3_2 Voxel Bandwidth 
The voxel bandwidth B of the system is defined as being the 
maximum number of voxels that can be output to the display 
volume per second. and thus. given the screen rotation fre-
quency f. determines the maximum number of voxels in the 
display volume and provides an approximate indication of 
the general complexity of images the system is capable of 
displaying. 
The voxel bandwidth is limited by the time T required to 
plot each voxe\. This is composed of the dwell time Tv of 
the beam and the time T m for the beam to move from one 
voxel location to the next. The move time is determined by 
the response of the horizontal and vertical deflecti on ampli-
fi ers. The dwell time Tv depends on the accelerating voltage 
and current of the beam. With an accelerating voltage of 
-3 kV . a value of Tv=350 ns is sufficient to obtain visible 
voxels in a dimly lit room. However. attempts to reduce Tv 
by increasing the accelerating voltage demand increased am-
plifier ourput vol tage. The amplifiers employed at present 
provide an output \'ol tage of 400 V at a frequenc y up to fa 
-I MHz. 
Because the deflection coordinates are clocked out of 
random-access memory (RAM) at a constant rate. a fixed 
value of Tm must be specified. However. the beam de flection 
required to move from one voxel location to the next is not 
known a priori because of the dot graphics plott ing technique 
being used. We adopt a fixed value of Tm in which Ihe beam 
is able to trave rse a fraction 1/1' of the maximum SRP extent. 
This allows voxels within this distance (in both the horizontal 
and the venical directions) to be plotted consecutively. but 
requires that voxels funher separated have a null voxe l (that 
is. with the beam-blanking signal off) insened for e\'ery extra 
clock increment T needed for the beam to reach the new 
location. In general. sectors that require a large number of 
such null voxels wi ll have a correspondingly low number of 
visible voxels and so. with suitable ordering. the number of 
voxels avai lable in the seclOr will not be e;ceeded. 
The move time is thus given by T", = .. /(J;,v ). The voxel 
bandwidth limited by T= Tv+ Tm is then B = liT. leading to 
a static voxel limi t of 
B I 
N · =--=--
l,mH 2f 2 f T' (4) 
The factor of 2 arises from the screen being phosphor-coated 
on one side only. t and so for haif of each rotation. the screen 
is unaddressable and the control hardwarc idle. However. the 
full display volume remains accessible because the sc reen 
extends both sides of the rotation axis and so sweeps out the 
entire display volume in half a revol ution. With current values 
of f= IS Hz and Tv=350 ns. and taking 1' =50. we obtain 
N);"" = 80.000. The number of voxels per sector is thus given 
by V, = N';m" IN,. 
Null voxe ls are also used to fill sectors containing less 
than V .. voxels (including the position-bridging null voxels 
di scussed previously). so that the voxels belonging to the 
next sector are not clocked out of memory and displayed 
prematurely. 
3_3 Data Rates for Volumetric 3-0 Displays 
One of the most serious problems that has frustroted the 
successful development of volumetric di splay systems con-
t A ~!J,~S :)crct:.n coat~d on bmh sidc~ was lri;J.k:d on tblo! CRS. but gave 
undcsirabk blurring of th~ voxds when vilo!wed from the opposite side 01 
thl! $cret:n, A. wire mesh screen:": is presently under development as a possib le 
mcJ.llS of overcoming thi:) problem. and transparent pho~phor coatin£~ arc 
bt!ing inve£tiptlo!d. 
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cems their high~data~ratedemands. It is beneficial to compare 
the required data rates of such systems to those of conven~ 
tional computer workstation displays. 
A system capable of raster scanning N points per refresh 
on a square 2~D display screen with sides of length [ results 
in a resolution along each axis of N"I"Il. If this same hard~ 
ware is used instead to scan a 3~D cube with sides of length 
L (at the same refresh rate). then the resolution along e;ch 
axis is ,v"I" IL. so that the 3~DI2~D resolution r;tio is 
IILNlVr:,). Considering a typical computer workstation with 
a value of N = 106 and a square screen with sides of length 
[=250 mm obtains a resolution ratio of 251L. if the 3~D 
display volume has edges of length L = [= 250 mm. then 
adjacent voxels are 2.5 mm apan. as compared to 0.25 mm 
in the 2.0 display-the resolution being lower by a factor 
of 10 (=N'V''). Altematively.a resolution ratio of unity may 
be achieved by reducing the sides of the cube by this factor 
to 25 rom. 
Although serving to illustrate the data rate problems in 
displaying an extra dimension of information. the preceding 
analysis fails to take into account several factors. Rather than 
addressing all available points at each refresh. the use of a 
dot graphics technique') enables a limited number of points 
to be distributed over a range of locations of higher resolution 
than data bandwidth restrictions permit with a raster scan. 
For example. in the current CRS prototype. the screen has 
256 X 256 avai lable locations in each of 256 sectors. so that 
the -80.000 voxels can be distributed among nearly I 7 mil~ 
lion locations. Furthermore. in a volumetric display system. 
all points comprising an image need nO( necessarily be dis-
played. For example. objects with acontinuous closed surface 
need only be represented as such: the interior points need not 
be illuminated. 
Volumetric displays have a low presentation efficiency 
compared to conventional workstation graphic displays. be~ 
cause the position of the observer(s) is unknown and so the 
entire 3-D image must be presented. whereas with conven-
tional 3~D workstation graphics the observer can select the 
object orientation and only that portion of the object visible 
from that orientation is displayed. However. the presentation 
"".~ po;"\on~ 
.. no< 
efficiency is higher than other 3~D displays such as holo· 
grams. which must contain the information pertaining to the 
3~D nature of an object for eac h of a range of available 
viewing angles .? 
4 Display Hardware 
The initial performance of the prototype display has been 
evaluated by linking it to the simple control system illustrated 
in Fig. 6. The transformations of the canes ian voxel coor-
dinates ontO the static reference plane coordinate system and 
their subsequent ordering is carried out on a Pc. They are 
then downloaded via two parallel ports into memory blocks 
situated on the main control board. This memory is parti~ 
tioned into three blocks. each corresponding respectivel y [0 
the X coordinates. the Y coordinates. and the beam~blanking 
information. Within each sector. voxels may be wri tten [0 
256 X 256 locations. however both the X and Y coordinates 
are stored to 12- and \O~bit precision. respecti vely. The extra 
precision is included to provide a simple yet effecti ve method 
of minimizing the size of the dead zone created by the var-
ialion (with 0) of the screen cross section . Blanking data is 
stored within memory with 2-bir precision corresponding to 
three plotting options: discrete voxels. continuou s lines 
within sectors. and null voxels. Grav levels are not available 
at present. but may be incorporated by pro viding a digital-
to-analog converter in the blanking circuit and enlarging: the 
blanking memory block. 
A common clock and counter is used to cvcle throu2h the 
address space of the three memory banks. The clock system 
is synchronized to the position of the screen using an optical 
sensor fitted to the display. which is used in conjunction with 
a phase~locked loop. Coordinate values are converted into 
analogue form before being applied to the inputs of dc cou-
pled amplifiers. the outputs from which are connected directly 
to the electron gun deflection plates. These amplifiers use 
diffused metaJ~oxide semiconductor power field effect tran· 
sistors (FETs) in a push~pull configuration." The blanking 
signal passes through an MP6N 137 optoisolator before being 
applied to the e lectron gun control grid. which is at a negative 
potential of -3.5 kV . 
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Fig. 6 Slack diagram of present prototype control system. 
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Fig. 1 Photographs of two simple images displayed on the CRS: 
(a) a section of a piston and (b) an illustration of the magnetic field 
lines caused by a current in a horizontal ring. 
5 Results 
Initiall y the display was tested by drawing within the display 
volume a number of lissajous figures generated by the direct 
application of analogue signal s to the deftection plates. For 
C!xample. a s ine and cosine variation to produce a circle pro-
duces a cylinder on the CRS because of the motion of the 
Screen. Further. a number of simple computer-generated 
forms have been displayed on the cathode ray sphere. In Fig. 
7. photographs of a section of a piston and an illustration of 
a simple magnetic field suspended in the display volume are 
gi\·en. The piston contains 2 }.1·8 voxels and is constructed 
u.s in!! 126 line segments with 84 vertices. and the magnetic 
field-image contains 2434 voxels. -
6 Discussion 
The results obmined (0 date are encouraging-a varierv of 
simple computer-generated shapes ha ve bee~ suspended in 
the CRS di splay volume. An interacti ve package to be i m~ 
plemented soon will allow objects comprised of geometric 
image primitives. such as lines and circles (and thence pol y-
lines and spheres). to be easily composed for display. A great 
variety of objects from complex molecules to robotic arms 
may be generated from such primitives. Any experimental 
volumetric data. such as thresholded computer tomography 
(CT) scans or aircraft positions. can also be displayed by 
simply applying the transformation algorithms of Sec. 3. I to 
the data. 
The problem of voxel elongation at oblique screen angles 
is spurring investigations into improved focusing methods 
and alternative display configurations. 16 
Three~dimensional displays allow the powerful depth per-
ception abilities of the human brain to be fully utilized in the 
visualization of volumetric objects and data. In teaching. re~ 
search. industry. and indeed any instance demanding the 
interpretation of 3~D spatial relationships. an autostereo~ 
scopic graphics peripheral would. we feel. strongly augment 
existing user interfaces. Because of the continuing perfor-
mance improvements in the associated hardware fields. a 
volumetric display such as the CRS is becoming feasible for 
such a de vice and may in some applications overcome lim-
itations of other 3~D display techniques (such as restricted 
viewing angle or the simulation of a limited number of depth 
cues). This type of display will. however. impose its own 
limitations. such as the limited depth of field within the di s~ 
play volume and the translucent nature of the images . 
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