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Abstract
Texture synthesis is a core process in Computer Graphics and design. It is used
extensively in a wide range of applications, including computer games, virtual environ-
ments, manufacturing, and rendering. This thesis investigates a novel approach to tex-
ture synthesis in order to significantly improve speed, memory requirements, and qual-
ity. An analysis of texture properties is created, to enable the gathering a representative
dataset, and a qualitative evaluation of texture synthesis algorithms.
A new algorithm to make non-repeating texture synthesis on-the-fly possible is
developed, tested, and evaluated. This parallel patch-based method allows repeatable
sampling without cache, without creating visually noticeable repetitions, as confirmed
by a perceptive objective study on quality.
In order to quantify the quality of existing algorithms and to facilitate further
development in the field, desired texture properties are classified and analysed, and a
minimal set of textures is created according to these properties to allow subjective eval-
uation of texture synthesis algorithms. This dataset is then used in a user study which
evaluates the quality of texture synthesis algorithms. For the first time in the field of tex-
ture synthesis, statistically significant findings quantify the quality of selected repeatable
algorithms, and make it possible to evaluate new improved methods.
Finally, In an effort to make these findings applicable in the British tile manufac-
turing industry, the developed texture synthesis technology ismade available to Johnson
Tiles.
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Chapter 1
Introduction
Example-based texture synthesis is a key component of computer graphics, design, and
computer vision. It is used extensively in a wide range of applications, including com-
puter games, inpainting, virtual environments, manufacturing, rendering, and editing.
In computer graphics, creating textures from a small example is a valuable tool to
replicate visually pleasing patterns in new forms. For example, texturesmay be rendered
into new environments, onto virtual objects, or over sections of an image to be hidden.
In design, themanual task of creating large canvases from small examples can be greatly
improved by using algorithmic texture synthesis methods. In other fields, such as com-
puter vision, texture synthesis algorithms are used to create training images for large
scale classifiers when real data is too sparse or difficult to gather [Yang et al., 2015, Hafe-
mann et al., 2014, Sonka et al., 2014, Pietikäinen, 2000].
In the tile manufacturing industry, natural texture samples are collected, pho-
tographed, and manually combined to create canvases for profiling and printing onto
ceramic tiles. This process is very labour-intensive, and requires an expert several days
to create satisfactory results (figure 1.1).
1.1 Current State of Texture Synthesis
Texture synthesis algorithms are typically devised to increase perceived texture quality,
rendering speed, scalability, and to lower memory requirements. In order to fulfil real-
1
(a) exemplar photograph (b) manually patched texture
Figure 1.1: Marble Texture for Tile Manufacturing
time rendering needs, parallel texture synthesis methods have been devised. However,
none of these allow repeatable online synthesis without visually noticeable artefacts,
making them impractical for some advanced applications, such as ray-tracing. Further-
more, the quality of non-parallel texture synthesis algorithms is deeply dependent onpa-
rameters, and suchmethods donotworkwell for arbitrary textures. Figure 1.2 shows a vi-
sual comparison of the best available texture synthesis algorithms. Note that all of these
contain visible flaws, not present in the input (a). For example, methods (b) and (c) pro-
duce outputs by combining patches of the exemplar, and produce visible seams within
texels, such as the cut through the green smartie in the topmiddle of figure 1.2(b). Meth-
ods (d) and (e) optimise quality per-pixel, and consequently produce smearing artefacts,
deforming the elements of the input texture, such as the red smartie in the centre of fig-
ure 1.2(d). Because all published results rely on self-assessed quality measures on small
samples of textures, it is crucial that a structured way of evaluating texture synthesis al-
gorithm quality across textures is created to aid further development, and to enable the
quality of existing methods to be objectively assessed.
1.2 Research Question
In order to advance the research in example-based texture synthesis, a key question has
to be answered:
How can the quality in offline and online parallel texture synthesis algorithms be
rigorously improved?
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(a) exemplar
(b) Resynthesizer
[Cornet and Rouquier,
2011]
(c) Image Quilting
[Efros and Freeman,
2001]
(d) Self-Tuning
[Kaspar et al., 2015]
(e) LazyFluids
[Jamriška et al., 2015]
Figure 1.2: The smarties texture synthesized with state-of-the-art methods shows visible
flaws
In the context of thiswork, quality refers to the perceived similarity to the original
texture exemplar by users. Users are chosen to be application-specific, as those who will
judge the texture in a given application.
1.3 Method Overview
After a detailed review of the current methods and a thorough analysis of their applica-
bility, a new algorithm was devised. This algorithm uses a preprocessed set of patches
and a version of categorical Perlin noise [Perlin, 1985]. A key property of the newly pre-
sented algorithm is that the quality of textures synthesised in the parallel online stage
depends only on the quality of the offline preprocessing. Therefore, the texture created
online can be of the same quality as that of any offline algorithm. The evaluation of
quality for offline texture synthesis algorithms is then considered.
While automated “perceived satisfaction” metrics have been devised, none of
them capture the broad properties of natural textures sufficiently well for practical ap-
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plications. In previous work, which created synthesis algorithms to find global optima
for Texture Energy [Kwatra et al., 2005] or Texture Energy with a Markov Random Field
[Jamriska et al., 2012], the quality of outputs is insufficient for certain textures. This
demonstrates that these metrics do not capture texture properties sufficiently well for
automatic quality evaluation.
As no accepted metrics for automated evaluation of texture quality exist, texture
synthesis algorithms need to be evaluated manually by users. For this purpose, dozens
of texture datasets have been published and made available, each with a specific focus,
for example Brodatz Textures [Brodatz, 1966], VisTex Textures [Graczyk, 1995], Col-
ored Brodatz [Abdelmounaime andDong-Chen, 2013], or the PSUNear-Regular Texture
Database [Lee and Liu, 2005]. By synthesising textures with various algorithms on these
datasets, one may subjectively gain insight into how well a given method handles each
of the texture properties. However, these datasets contain thousands of textures in total,
and do not necessarily contain textures which aggregate all known texture properties. In
this thesis, these properties are agglomerated, and aminimal set of 12 textures is selected
which covers all of these. These properties are either ordinal or binary, and the selected
textures cover each ordinal property in the low-mid-high range, and the true and false
cases of each binary property.
By synthesising these textures, a given algorithm can be evaluated visually. This
can give meaningful insight into the quality performance of the algorithm across all tex-
ture properties. Furthermore, the textures are selected in such a way that a reference
output is available. To make the manual comparison to other methods possible, out-
puts for six existing algorithms are also made available. These six algorithms and this
reference output are compared in an anonymous user study, to create statistically signif-
icant orderings of perceived quality. By comparing outputs with a reference image, the
results of this study objectively answer the question of absolute quality of the selected
algorithms. This finding allows the use the best performing algorithms in conjunction
with the parallel online sampling method from this work, making it possible to synthe-
sise textures of high quality in a fast, online fashion.
Furthermore, the study reveals textures and texture properties for which current
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algorithms do not perform sufficiently well, thus ushering further advancement in the
field of example-based texture synthesis.
1.4 Thesis Overview
This thesis is composed of nine chapters, which logically follow the topic of texture syn-
thesis from problem analysis to a structured evaluation of the solution. The contents of
chapters 5, 7, and 8 have been published in peer-reviewed journals [Kolar et al., 2015, Ko-
lar et al., 2017].
Chapter 2 provides a context for the goals and justifications of this work, explain-
ing the applications of texture synthesis and outlining practical problems. Chapter 3
provides a detailed literature review of texture synthesis methods, datasets, quality per-
ception, and related topics. This is followed by Chapter 4, which discusses the Research
Methodology underpinning this work. This chapter explains the ultimate aim, and in-
troduces a methodical storyline which the rest of the work then follows.
Chapter 5 presents the algorithm developed for fast online high quality texture
synthesis. Here, state-of-the-art methods to achieve high quality, speed, and repeata-
bility are analysed and compared, and a new method is developed so that it combines
their strengths and benefits. The work of this chapter has been published in The Visual
Computer [Kolar et al., 2015]. The following chapter, Chapter 6, presents a user study
performed to justify the quality preserving aspect of the new algorithm.
After presenting the new algorithm, the thesis turns to the topic of subjective
quality assessment. An extensive list of texture properties is compiled from existing
work, to create a classification system across all textures. Binary and ordinal texture
properties are concretised, and used to create a minimal set of textures which are repre-
sentative of all potential textures. Chapter 7 explains the properties of textures used in
texture synthesis, and shows which textures were selected to evaluate texture synthesis
algorithms.
Then, in Chapter 8, a user study is prepared to analyse desirable and undesir-
able properties of texture synthesis algorithms, and the results are analysed to link the
research back to the goals set out in the Research Methodology. Preferences across tex-
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tures and algorithms are analysed for participants of the user study, to facilitate further
development of texture synthesis algorithms. Chapters 7 and 8 have been published
jointly at Eurographics [Kolar et al., 2017], the most prestigious conference on computer
graphics in Europe.
Finally, the research in the thesis is concluded in Chapter 9, which includes a
discussion listing emerging challenges. Various applications improving the ceramic tile
manufacturing process are discussed throughout the text.
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Chapter 2
Context
This work was funded by a CASE studentship with Johnson Tiles. This chapter describes
the context within which texture synthesis is used as part of the Tile Manufacturing pro-
cess.
2.1 Texture Synthesis for Tile Manufacturing
In the ceramic industry, texture synthesis is used to create tiles that are visually similar
to an example of a natural material, but crucially minimise repetitions in the texture
that may be immediately obvious on a wall of tiles. The current industrial practice is
labour intensive. A texture “canvas” (typically 2m×2m) is produced from an exemplar,
or a series of exemplars, often by hand. A section of this canvas is then selected on the
fly, and the chosen texture reproduced on a ceramic tile through an inkjet production
process. The limited size of the canvas means that in runs of many thousands of tiles,
some undesirable repetition will inevitably occur. The entire process is illustrated in
Figure 2.1 using the example of a marble texture.
2.2 Profiling in Tile Manufacturing
It is crucial that the colour palette of the finished tile closely matches the desired design,
but this is a challenging problem. The tile printing process requires an RGB1 palette to
1Red, Green, and Blue
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(a) scanned marble slabs (b) combined “canvas”
(c) generated tiles
Figure 2.1: Marble texture detail during various stages of production
8
be converted to CMYK2, the design to be printed using industrial ink-jet printers of vary-
ing intensity for each channel, the tiles are glazed, and are then fired in kilns of varying
temperature. As well as the size and shape of the tile itself, each of these factors affects
colours in complex ways. The process of predicting how colours will be affected, and
applying the inverse transformation to the desired template is called Profiling, and is a
labour intensive manual process. As this printing set-up is a very labour intensive pro-
cess, it could greatly benefit from automation.
2.3 Perceived Satisfaction
Rather than simply focusing on repeatability and accuracy measures, which are well
defined [Wyszecki and Stiles, 1982], it is important that the produced tiles are visually
pleasing. Repeatability quantifies similarity between two different outputs, and accu-
racy quantifies the similarity between the actual output and the desired output. Various
metrics have been suggested to best account for human perception, to best model dif-
ferences in colours [McLaren, 1976, Larson, 1998, Joblove and Greenberg, 1978], to un-
derstand which features are visually more important [Law and Siu, 1999, Banerjee et al.,
2009], or a combination of both [DiCarlo andWandell, 2000].
Pixels in a digital image can be defined in a panoply of ways, typically a com-
bination of colour and brightness. Measuring differences in colours in a methodical
way requires an understanding of how colours are perceived. In order to account for
human perception, several metrics have been developed to be “perceptually uniform”
(CIELUV [Robertson, 1977]), CIELAB [McLaren, 1976], logLUV [Larson, 1998]). In a per-
ceptually uniform colour space, an equal distance in the colour space corresponds to
equal differences in perceived colour (Figure 2.2). However, extending pixel metrics to
texture comparison is not trivial. No consensus has yet been reached as to the quality of
a synthetic texture, and for a given natural example, this is a key aspect of what needs to
be done.
2Cyan, Magenta, Yellow, and Black
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Figure 2.2: The CIE 1976 Uniform Chromaticity Scale (u′,v ′) chromaticity diagram.
2.4 Objectives
The desired qualities of Texture Synthesis algorithms are speed, quality, repeatability,
high resolution, and it is important to find an appropriate tradeoff of these to suit the
application at hand. Live embedded applications, such as inpainting on a mobile plat-
form [Criminisi et al., 2004], must focus on reduced computational requirements, and
may do so at the expense of resolution, given the small display size. Texture synthesis
for tile manufacturing requires high quality, a fixed resolution given by the ceramic tile
inkjet printer, and are allowed a computationally intensive pre-processing step. Such
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tradeoffs drive decisions in the algorithm selection process for a given application, and
every application has a need for quality, albeit to different degrees.
Since quality is a subjective measure, evaluation needs to be done with a care-
fully selected dataset. Current datasets will be compared, and one will be created which
consolidates their shortcomings. In order to bridge the gap between subjective user sat-
isfaction and repeatable objective metrics, a user study will be conducted to compare
correlations between computed and perceived quality.
The goal of this work is to create an objectively pleasing Texture Synthesis algo-
rithm suitable for the tile manufacturing process.
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Chapter 3
RelatedWork
This chapter provides an overview of the field of Texture Synthesis, with a focus on topics
most relevant for this work. Because this thesis covers a wide range of subjects, from
Parallel Texture Synthesis to Perceived Quality, so are the topics within this chapter very
broad.
This chapter is organised as follows: Section 3.1 provides an overview of Texture
Synthesis methods and applications. Section 3.2 discusses colours and colour manage-
ment, called Profiling. Section 3.3 discusses the specifics relating to Texture Synthesis in
the Ceramic TileManufacturing industry. The following section 3.4 is Perceived Satisfac-
tion. Here, Colour Spaces, Visual Metrics, and Texture Energy Integration are discussed
in the context of Texture Synthesis for Tile Manufacturing, and beyond. The following
three sections offer overviews of the topics of the three following chapters: Parallel Tex-
ture Synthesis in section 3.5, Texture Datasets in section 3.6, and Texture Synthesis Qual-
ity in section 3.7.
Finally, the Related Work chapter ends in a Summary in section 3.8.
3.1 Texture Synthesis
In numerous computer graphics and computer design applications, texturing is a non-
trivial key process. The process can be divided into three parts:
1. texture acquisition,
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2. texture mapping, and,
3. texture rendering, which includes a variety of issues such as access, sampling, and
filtering.
Textures can be created manually, using a variety of methods, such as manual drawing
or photography, but example-based texture synthesis remains one of the most powerful
methods as it works on a large variety of textures, is easy to use - the user only needs
to supply an exemplar - and can provide high output quality. Manual texture acquisi-
tion becomes a problematic alternative for textures which cover a concrete three dimen-
sional model, or when non-repeating textures are required on a large scale. The result of
synthesis algorithms is an arbitrarily large output texture that is visually similar to the ex-
emplar and does not contain any unnatural artefacts, repetition, or verbatim copying. In
addition to making the process of texture creation easier, in many settings the example-
based texture synthesis algorithms also provide benefits to other parts of the rendering
pipeline. Distortion free textures are automatically generated over complex geometries,
and on-the-fly generation of texture content strongly reduces storage requirements. [Wei
et al., 2009] gives a thorough enumeration of historic methods, discussed briefly below.
Offline Exemplar-based texture synthesis falls into one of three classes: pixel-
based methods, patch-based methods, and texture-optimisation methods.
Sequential pixel-based methods [Efros and Leung, 1999] are the oldest in the
field of exemplar based texture synthesis. Given a random initialization, a pixel is copied
from the example texture into the output such that the input-space neighbourhoodmatches
the output-space neighbourhood as best as possible.
Sequential patch-based methods [Efros and Freeman, 2001] work in the same
way, but copy an entire patch from the input to the output, while optimising the shape
and location such that their neighbourhoods are similar. A popular method to find the
optimal cut is Graph Cut [Kwatra et al., 2003].
Iterative optimisation methods do not pass through the output space sequen-
tially, but instead attempt to find the least successfully synthesised region, and improve
it by filling it with pixels or a patch from the input texture.
In order to approach the issue of speed and inherent sequentiality in creating
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the output texture, several efforts have been made [Wei and Levoy, 2002, Lefebvre and
Hoppe, 2005]. While allowing the synthesis of a subset of the output space, these algo-
rithms are not suitable for simultaneous synthesis of disjoint regions, because the space
between themneeds to be synthesised as well. This issue is dealt with by [Wei and Levoy,
2002] by creating a multi-scale map, and relying only on the smaller level for synthesis.
This information is kept in cache, because pixels synthesised later are dependent on the
ones that have been synthesised already.
An approach to fast texture synthesis given a complex preprocessing step is tile-
based runtime synthesis, which is done in anumber of differentways: Ammann tiles [Grun-
baum and Shephard, 1986], Wang tiles [Cohen et al., 2003], stochastic tiles [Wei, 2004],
and s-tiles [Xue et al., 2007]. However, these all rely on a regular (in practice rectangular)
grid. These approaches make the output pixel retrieval a constant-time operation for
output textures of arbitrary size. However, verbatim copying is likely to produce unde-
sirable visible artefacts, especially in an application such as ceramic tile-printing.
3.2 Profiling
In colour management, a profile describes the colour information regarding the input
and output devices. This is done using a colour space, in which amapping describes the
transformations to colours that each device creates. To varying degrees, the changes can
be described by linear mappings in the colour space. Certain printing processes may
require more complex mappings, but any repeatable change in colour can be quantified
by using appropriate colour spaces.
An industry standard is the ICC Profile [Specification, 2004], which produces a
“profile connection space” (in either CIELAB or CIEXYZ spaces), by creating a table of
transformations for many colours, and interpolating for the rest. Colour spaces are ex-
plored inmore depth in section 3.4.1. Given a standard input, any device can be profiled
using another device to exactly measure its output. These profiles are often supplied
with the device, or can be created using an instrument such as a spectrometer.
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(a) scanned marble (b) printed tile (c) fired tile
Figure 3.1: Marble texture detail during various stages of production
3.3 Ceramic Tile Industry
Although tile production has increasingly been subject to the introduction of automated
technology, with high speed lines now approaching production rates in the order of 200
tiles/min, the texture synthesis and profiling, each a repeatable task which could be au-
tomated for consistent quality, which is considered fundamental to the maintenance
of market share, has often remained essentially a manual operation. Boukouvalas et
al.[Boukouvalas et al., 1995] reported a customer complaint rate as high as 70-80% in re-
lation to certain aspects of product quality, and hence there is a clear window allowing
for the increased application of automated methods. The streamlining of repetitive ad-
justing and labour-intensive synthesis from an exemplar offers a number of significant
commercial and social advantages and reduced labour costs. Among these advantages
are the elimination of human error and/or subjective judgement, improved operational
efficiency, and the creation of timely statistical product data, improved safety, and bet-
ter working conditions via a reduced workload. These important considerations are re-
garded as fundamental in order to secure a mechanism for competitive improvements
within the world tile manufacturing market.
In practice, methods for decorated ceramic tile manufacture require the under-
lying unfired tile, an ink-jet printer, and a kiln. First, a design is printed onto an unfired
tile with a specialised inkjet printer [Baldi et al., 2007]. Tiles then pass through a kiln
with a set colour gradient, slowly being heated as they proceed on the conveyor, up to a
maximum temperature, and then slowly cooling as they exit. Figure 3.1 shows how these
steps affect the printed image on an example marble texture printed on a tile. The del-
icate heating process ensures that tiles are solid, and the smooth cooling ensures they
do not crack. It is important to note that a larger tile will require a different firing con-
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figuration from a smaller one, requiring adjustment of kiln settings and conveyor speed
[Nicoletti et al., 2002, Sánchez et al., 2010, Mckee, 1996]. Finally, tiles are inspected and
compared to the desired pattern, to detect variations and potential defects [Poirier et al.,
2013]. This information then serves to adjust variables in the complex manufacturing
process, a manual task requiring much expertise.
In order to optimise printing costs, image colours in printed ceramic tile designs
are represented using the subtractive CMYK model. The advantage is lower cost over
red, green, and blue colours, although manual tuning of colours is typically performed
to adjust the variability and reduce cost for certain desired printed colours. Note the
difference in colours between the desired scan and the printed ceramic tile in figure 3.1,
caused by such a mapping.
3.4 Perceived Satisfaction
This section describes colour spaces, human-inspired visual metrics, and how Texture
Energy can be integrated with Markov Chain Monte Carlo methods.
3.4.1 Colour spaces
A colour space is amulti-dimensional representation of colour, dividing colour into con-
tinuous components which are treated as axes. The simplest colour spaces are one-
dimensional grayscale, or three-dimensional RGB (Red, Green, and Blue).
The range of luminance human vision can handle is quite large [Fairchild, 2013].
While the luminance of starlight is around 0.001 cd/m2, that of a sunlit scene is around
100,000 cd/m2, which is hundred millions times higher. The luminance of the sun itself
is approximately 1,000,000,000 cd/m2. The human eye can accommodate a dynamic
range of approximately 10,000:1 in a single view and is capable of distinguishing about
10,000 colours at a given brightness. By comparison, typical computer monitors have a
luminance range less than 100:1 and cover about half of the visible colour gamut. De-
spite this difference, most digital image formats are geared to the capabilities of con-
ventional displays, rather than the characteristics of human vision. LogLUV [Larson,
1998]) is a compact encoding suitable for the transfer, manipulation, and storage of high
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dynamic range colour images. This format is a replacement for conventional RGB im-
ages, and encodes colour pixels as log luminance values andCIE [McLaren, 1976, Pointer,
1981] (u’,v’) chromaticity coordinates.
LogLUV TIFF’s design solves two specific problems: storing high dynamic image
data and doing sowithin a reasonable amount of space [Larson, 1998]. Traditional image
formats generally store pixel data in RGB-space occupying 24 bits, with 8 bits for each
colour component. This limits the representable colours to a subset of all visible and
distinguishable colours, introducing quantization and clamping artefacts clearly visible
to human observers. Using a triplet of floats to represent RGBwould be a viable solution,
but it would quadruple the size of the file (occupying 32 bits for each colour-component,
as opposed to 8 bits).
Instead of usingRGB, logLUVuses the logarithmof the luminance and theCIELUV
(u’, v’) chromaticity coordinates in order to provide a perceptually uniform colour space.
LogLUV allocates 8 bits for each of the u’ and v’ coordinates, which allows for the en-
coding of the full visible gamut with imperceptible step sizes. In order to provide the
required high dynamic range with imperceptible luminance steps, logLUV uses 16 bits
to encode a fixed-point base2-logarithm of the luminance, which allows an EV range
of nearly 128 stops. The space occupied by one pixel is thus 32 bits (L16 + U8 + V8),
marginally bigger than a standard 8 bit RGB-image [Larson, 1998].
There are actually three variants of this logarithmic encoding [Thompson et al.,
2011]. The first pairs a 10-bit log luminance value together with a 14-bit CIE (u’, v’)
lookup to squeeze everything into a standard-length 24-bit pixel. This demonstrates
that following a perceptual model allows making much better use of the same number
of bits. In this case, the full visible gamut was extended and 4.8 orders of magnitude of
luminance is achieved in just imperceptible steps. The second variation uses 16 bits for
a pure luminance encoding, allowing negative values and covering a dynamic range of
38 orders of magnitude in 0.3% steps, which are comfortably below the perceptible level.
The third variation uses the same 16 bits for signed luminance, then adds 8 bits each for
CIE u’ and v’ coordinates to encompass all the visible colours in 32 bits/pixel.
Typically computer graphics effects, including alphamasking, operate in an opti-
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cal intensity environment as opposed to a visually uniform one. Uniform colour spaces
are designed with the aim that equal distances in the space correspond to colour dif-
ferences of equal perceptual magnitude. From this perspective, uniform colour spaces
are of potential interest because they should reflect visual representations of colour that
are matched to properties of the colour environment. For example, the relative scal-
ing along different axes should reflect the gamut of colour signals along these axes. The
spaces might, therefore, provide clues about the structure of the environment that the
visual system is calibrated for [McDermott andWebster, 2012].
Another commonly used colour representation is CMYK (Cyan, Magenta, Yellow,
Black). It is a subtractive colourmodel typically used for specialised printing equipment,
such as industrial ceramic tile printers.
3.4.2 Visual metrics
The purpose of visually uniform colour spaces is that the similarity between two colours
becomes trivial to compute, and is thus important in many applications of computer
graphics, especially Textures and Compression [Sheikh and Bovik, 2006, Sheikh et al.,
2006]. The difference at the pixel level is simply the Euclidean distance in the chosen
visually uniform space. This defines the distance between two pixels, and there are var-
ious ways of extending it to images. For instance, in Root-Mean-Squared-Error (RMSE)
the difference between two realisations of an image is simply the sum of differences over
pixels. Peak-Signal-to-Noise-Ratio (PSNR) calculates the ratio between the maximum
possible true value and the amount of noise over the image, and is typically defined over
the logarithmic decibel scale. By calculating the mean squared error (MSE) over two
representations of the same scene, PSNR is defined by Equation 3.1.
PSNR = 20∗ log10(max(pixel value))−10∗ log10(MSE) (3.1)
Structural Similarity (SSIM) [Wang et al., 2004] is an extension of PSNR designed
to be consistent with human eye perception, which has shown to be excellent for assess-
ing the quality of a rendered or compressed image. However, these visual metrics were
first developed to quantify the difference between two realisations of the same image.
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They can therefore only be applied to exactly overlapping images, where identical pixels
are expected to match, and are not appropriate for textures.
Figure 3.2: Block diagram of The Visible Difference Predictor [Myszkowski, 1998]
Visible Difference Predictor [Myszkowski, 1998] is an example with wider appli-
cations, and here, the assumption for the necessity of an overlapping section is made to
a smaller degree. This is done by allowing wider variability in the overlapping section.
The implementation and reasoning behind the selection of functions are not trivial. For
an example, see Figure 3.2 for the block diagram for VDP[Myszkowski, 1998]. However, it
provides amethod which can be used for images with differences beyond the pixel level.
For images with slight differences, such as those caused by printing, video frame syn-
chronisations, or lens distortions, the overlap issue is typically solved by first undoing
the distortions, and then applying a predictor which expects overlap, such as the Visible
Difference Predictor. This creates additional challenges for distorted images, but in the
context of quality metrics, different images cannot be applied altogether.
In the literature, texture synthesis results are typically compared visually, by syn-
thesising textures from the same input using different methods and presenting the dif-
ferent outputs to an expert. Although this allows the assessment of a wide variety of
potential errors or artefacts, it requires human input, and thus cannot be run as part of
an automated, or objective, algorithm.
Some objective metrics for measuring the quality of synthesised texture with re-
spect to a given input sample are presented in [Ismert et al., 2003] and [Kwatra et al.,
2005]. In [Ismert et al., 2003], the values of the Jacobian matrix of the imaging trans-
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form are interpreted as sample distances within the environment, practically serving as
a metric of difference between input and output textures.
In the paper by Ismert et al. [Ismert et al., 2003], a solution to the problem of poor
texture quality due to uneven sampling is presented by using a detail synthesis approach.
A physical, sampling-based measure of the quality of a texture is introduced. This pro-
cess injects statistically correct high frequency information into areas with poor detail,
preserving any detail present. It introduces two important contributions to image-based
texturing:
• A physical, sampling-basedmetric using the Jacobianmatrix of the imaging trans-
form for evaluating texture quality
• Amethod that relates themulti-resolution pyramids used bymany current texture
synthesis techniques to the Jacobian-based metric, allowing synthesis driven by a
physically-based, quantitative measure of texture quality
Thismethod extends existing texture synthesis algorithms to generate onlymiss-
ing detail using the metric, which is relevant for Detail Synthesis (but not Texture Syn-
thesis). Texture Energy, a Markov Random Field-based metric, is introduced by Kwatra
et al. [Kwatra et al., 2005] in the context of texture synthesis, andwill be further explained
here because it can be extended for our use.
3.4.3 Texture Energy Integration
Texture Energy (figure 3.3, equation 3.2), is a powerful method of quantifying the qual-
ity of a synthesised texture with respect to the original, but is very computationally de-
manding to calculate. The energy of neighbourhood xp centred around pixel p is given
by its distance to the closest input neighbourhood zp . When two neighbourhoods xp
and xq overlap, then anymismatch between zp and zq will lead to accumulation of error
in the overlapping region. In essence, for every square patch of the output texture, find
the most similar patch in the input texture, and calculate their difference. Then, sum
this difference over all patches in the output, to create a single number. The lower the
number, the more similar the output texture is to the input texture. By first defining the
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operation of patch similarity as the sumof similarities of corresponding pixels, the entire
Texture Energy function is defined as follows:
Figure 3.3: Schematic demonstrating the Texture Energy metric
In the equation below, Texture Energy (ǫ1) is computed on input image Z and
output image X , where |X |x and |X |y denote the dimensions of image X along x and
y dimensions, Xx+l ,y+m denotes the pixel of image X at coordinates (x + l , y +m), δ is
the pixel difference in a perceptually uniform colour space, and s is the scale parameter
which defines the texel size.
ǫ1(Xoutput ,Zinput )=
l=|X |x−s,m=|X |y−s∑
l=1,m=1
min
a=1..|Z |x−s,b=1..|Z |y−s
x=s,y=s∑
x=1,y=1
δ(Xx+l ,y+m ,Za+l ,b+m)
(3.2)
Hence, assuming δ can be computed in constant time, the computational com-
plexity of exactly calculating Texture Energy ǫ1 for a given input-output image pair is
O((|X |x − s)∗ (|X |y − s)∗ (|Z |x − s)∗ (|Z |y − s)∗ s
2), or simplyO(n4s2).
3.5 Parallel Texture Synthesis
Sequential exemplar-based texture synthesis falls into one of three classes [Wei et al.,
2009]: pixel-based methods, patch-based methods, and texture-optimisation methods.
Parallel texture synthesis canbedivided into an additional three: dependency-treemeth-
ods, constant-time tiling methods, and non-constant-time tiling methods.
Sequential pixel-based methods [Efros and Leung, 1999] consider each output
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pixel in sequence, while sequential patch-based methods [Efros and Freeman, 2001]
replicate entire patches, optimising seams using an algorithm such as GraphCut [Kwatra
et al., 2003]. Instead of performing the process once, patches can be placed iteratively
over the output until desired quality is achieved [Wei and Levoy, 2002, Kwatra et al., 2005].
However, sequential algorithms are not suitable for simultaneous synthesis of disjoint
regions, because the space between them needs to be synthesised as well.
Where the entire texture cannot be held in memory but needs to be generated
on-the-fly, parallel texture synthesis methods can be used. The naïve approach to re-
duce rendering time is to create a repeating tile from an input exemplar, such that the
edges fit [Wei and Levoy, 2000]. This causes visibly noticeable “tiling” effects. Tile-based
runtime synthesis relies on offline-preparation contents of a texturemap, which are then
placed on a rendered surface. Such placement schemes can be done in a number of dif-
ferent ways using a rectangular grid: Ammann tiles [Grunbaum and Shephard, 1986],
Wang tiles [Cohen et al., 2003], stochastic tiles [Wei, 2004], s-tiles [Xue et al., 2007], and
coloured corners [Lagae and Dutré, 2006]. Triangular [Neyret and Cani, 1999] grids have
also been used. These approaches make the output pixel retrieval a constant-time op-
eration for output textures of arbitrary size. However, they create visible repeated edges
and grid patterns when zoomed out, as shown in Figure 3.4.
Figure 3.4: Comparison with Wang tiles using 2 different borders (16 tiles) [Cohen et al.,
2003] (left), [Vanhoey et al., 2013] (middle) and our results (right). Sampled linearly. Top
exemplar is 268×230, bottom 512×512
In turn, this visible aberration is addressed by non-rectangular region copying,
such as megatexture [Obert et al., 2012], virtual texturing [Ephanov and Coleman, 2006,
Taibo et al., 2009], and patch-based methods [Praun et al., 2000]. However, these meth-
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ods rely on cached information, which can cause temporal artefacts when a scene is
re-rendered in a different order. To allow a different part of the scene to be rendered else-
where, in the next video frame, or to be able to revisit a texture in a virtual environment,
it is desirable to guarantee that a texture rendered again from the same compact seedwill
be identical to one rendered previously. This quality is referred to as “repeatability”. (Not
to be confused with “repetition”, which is generally undesirable in synthesised textures)
Figure 3.5: Patch map of [Vanhoey et al., 2013]
Parallel non-constant-time patch replacement methods [Vanhoey et al., 2013,
Gilet et al., 2012, Praun et al., 2000] perform a non-constant overhead operation while
rendering, to address grid artefacts. Thesemethods place patches of precomputed shape
on the texture at run-time, according to a run-time computation, but require a fixed
patch map whose boundaries cannot be overlaid with a patch. For example, in the of-
fline step of [Vanhoey et al., 2013], a fixed repeating patch map is created, along with
various interchangeable patches which fit the patch map boundaries (Figure 3.5). The
texture can then be sampled independently online with a pseudo-random number gen-
erator at each repeating patch map. However, none of these resolves the local adjacency
constraint for patches overlapping repeatable tile boundaries.
Methods which use a statistical shapemodel for the texture [Gilet et al., 2012] are
able to outperform rendering speeds and quality of exemplar-based parallel synthesis,
at the expense of relying on additional user input to model the texture. As this is no
longer automated example-based texture synthesis, such methods are not included in
Figure 3.6, and are not considered here.
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Methods allowing repeatabilityMethods which work without cache
Methods with no visible repetition
[Cohen et al., 2003]
[Ephanov and Coleman, 2006]
[Obert et al., 2012]
[Vanhoey et al., 2013]
[Lefebvre and Hoppe, 2005]
[Wei and Levoy, 2002]
[Lagae and Dutré, 2006]
[Xue et al., 2007]
[Praun et al., 2000]
[Lasram and Lefebvre, 2012]
Figure 3.6: Venn diagram of the trade-offs between current example-based parallel tex-
ture synthesis algorithms
3.6 Texture Datasets
Several texture datasets have been previously created to demonstrate and evaluate tex-
ture synthesis with: Brodatz Textures [Brodatz, 1966], VisTex Textures [Graczyk, 1995],
DeBonet Textures [De Bonet, 1997], Colored Brodatz [Abdelmounaime andDong-Chen,
2013], the PSU Near-Regular Texture Database [Lee and Liu, 2005], Simoncelli Textures
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[Portilla and Simoncelli, 2000], andmany others. See [Hossain and Serikawa, 2013] for a
complete survey of Texture Databases. None of these covers the full range of published
texture properties [Lous, 1990, Fellner and Helmberg, 1993, Kobbelt et al., 1997, Lafor-
tune et al., 1997, Buhmann et al., 1998, Foley et al., 1993] which various methods claim
to handle, and none of them attempts to represent all texture properties.
Texture synthesis is an inherently subjective problem. In order to clarify the
meaning of texture synthesis, various schemes have been devised to classify textures by
properties, so that appropriate synthesis algorithms may be created. Such schemes are
the continuous texture spectrum from regular to stochastic [Lin et al., 2004b], and the
a-score and g-score of [Liu et al., 2004].
3.7 Texture Synthesis Quality
Texture Synthesis algorithms are typically compared on a small sample chosen by the
authors, possibly resulting in inconsistent evaluations of new methods and misjudging
of method properties.
Unlike general images, textures must satisfy stationarity and locality. The first
criterion requires any two patches to be visually similar, and the second criterion re-
quires that pixels are only related to a small set of neighbouring pixels. As these criteria
are satisfied to different degrees (a randomnoise image satisfies themperfectly), somust
texture synthesis algorithms be able to handle textures with limited locality, stationarity,
and various other properties.
Many texture synthesis algorithms have been devised over the past 30 years [Wei
et al., 2009], with a focus on various aspects: quality, speed, parallelism, use for anima-
tion, manufacturing quality, and others. In this work, we only focus on online rendering
speed, and the quality of the synthesised texture. Despite attempts to quantify synthe-
sised texture quality (texture energy metric [Kwatra et al., 2003], image statistics [Balas,
2006]), texture quality remains a subjective notion. However, no previous user study has
been performed to assess texture synthesis algorithms.
There have also been comparative studies, but only through individual subjective
evaluation with example textures on which the algorithms don’t fail [Lin et al., 2004a].
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3.7.1 Selected Texture Synthesis Algorithms
In order to provide a comparison across texture synthesis methods, six methods were
chosen. The selected algorithmsbelong to one of three categories: state-of-the-artmeth-
ods with a focus on quality [Kaspar et al., 2015, Jamriška et al., 2015, Li andWand, 2016],
well-knownhistoricmethods [Efros and Freeman, 2001, Ashikhmin, 2001], andmethods
whose code is public, and known to perform well beyond the research community [Cor-
net and Rouquier, 2011, Ashikhmin, 2001].
Texture Synthesis by image quilting [Efros and Freeman, 2001] places square sub-
samples of the exemplar onto the output texture, optimally choosing transitions by find-
ing the nearest matches according to the overlap. Each overlapping region is then op-
timally cut with a minimum cost path. See figure 3.7 for a visual explanation of this
process.
Figure 3.7: Image Quilting: Square blocks from the input texture are patched together to
synthesise a new texture sample. The figure is taken from [Efros and Freeman, 2001]
AshikhminNatural Texture Synthesis [Ashikhmin, 2001] is based onWei andLevoy
Texture Synthesis [Wei and Levoy, 2000], where pixels are added individually row-by-row
by finding the bestmatching candidate according to surrounding pixel similarity, as seen
in figure 3.8. Each pixel in the current L-shaped neighbourhood generates a “shifted”
candidate pixel according to its original position in the input texture. The best pixel is
chosen among these candidates. Ashikhmin improves this search by focusing on several
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candidates, thus encouraging verbatim copying instead of blurring.
Figure 3.8: Candidate pixels for the Ashikhmin algorithm. Figure taken from [Ashikhmin,
2001]
Resynthesizer [Cornet andRouquier, 2011,Harrison, 2001] is an open-source tex-
ture synthesis plugin. In this algorithm, pixel values are chosen one at a time in random
order. When choosing the value of a pixel, the n nearest pixels that already have values
are located, and the input image is searched for a goodmatch to the pattern these pixels
form. Once a good match is found, the appropriate pixel value is copied from the input
texture to the output. To increase quality, some earlier chosen pixel values are updated
after later pixel values have been chosen.
Self Tuning Texture Optimization [Kaspar et al., 2015] is a general-purpose and
fully automatic self-tuning non-parametric texture synthesis method. Various parame-
ters and weights are tuned by focusing on three aspects of texture synthesis: irregular
large scale structures are faithfully reproduced through the use of automatically gener-
ated and weighted guidance channels, repetition and smoothing of texture patches is
avoided by new spatial uniformity constraints, and a smart initialization strategy is used
in order to improve the synthesis of regular and near-regular textures [Liu et al., 2004],
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(a) Exemplars (b) Offset Kernel Map (c) Extracted Lattice
Figure 3.9: Self Tuning Texture Optimization Lattice Extraction Step demonstration on a
repeating texture (top row), and a tileable image (bottom row). Figure taken from [Kaspar
et al., 2015]
without affecting textures that do not exhibit regularities. Figure 3.9 shows the automatic
lattice extraction step used in this method for modelling of regular and near-regular tex-
tures.
LazyFluids Appearance Transfer [Jamriška et al., 2015] extends Graphcut Tex-
tures [Kwatra et al., 2003] which minimizes Texture Energy
E(Z ,X )=
∑
p∈X
min
q∈Z
||xp − zq ||
2 (3.3)
where Z is the source texture, and X is the output. However, this is known to create an
output image which matches only a portion of the input, for example blurred parts, and
quality is highly dependent on selected parameters. LazyFluids resolves these issues by
using a nearest-neighbour field to assure uniform source patch usage.
CNNMRF [Li andWand, 2016] is based on Neural Style [Gatys et al., 2015], which
uses statistics of higher levels of a pre-trained Convolutional Neural Network, and it-
eratively adjusts a random noise image to match the statistics of a texture exemplar.
However, CNNMRF also fits a Markov Random Field over neuron activations, in order
to better match the texture properties.
Note that Self Tuning [Kaspar et al., 2015] and CNNMRF [Li and Wand, 2016]
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require hours to compute results for large textures, while the other algorithms run in
seconds or minutes. The source code for all selected algorithms is available online, with
the exception of LazyFluids.
3.8 Summary
In order to research the topic of texture synthesis, a wide array of topics need to be cov-
ered. These include the physical manufacturing process, to colour space analysis and
image visual metrics, up to texture synthesis. In this chapter, topics such as Texture En-
ergy and Exemplar-based Texture Synthesis were treated in extensive detail, as they will
be crucial building blocks for the research explained in further in this thesis.
This chapter has covered the basic topics of general Example-based Texture Syn-
thesis, and questions of Colour and Quality Analysis. Building on these, this chapter
discussed the relevance of these topics for Ceramic TileManufacturing, and provided an
overview of existing practices in industry.
Finally, a literature review of each of the topics of the three following chapters
has been presented: Parallel Texture Synthesis, Texture Datasets, and Texture Synthesis
Quality.
The clearest challenge emerging from the literature review is a lack of quantified
claims regarding quality. Furthermore, there is a growing divide between themethods of
high quality and the real-time rendering methods. High quality methods take hours per
texture, and real-time rendering methods produce results of visibly lower quality. The
need for a quality metric has been tackled by the introduction of Texture Energy and
Texture Energy over a nearest-neighbour field, which quantify quality of a given gen-
erated output for an input. However, as outputs which optimise these metrics contain
visual flaws, these objective evaluation methods fail to capture texture quality. This em-
phasises the need for a subjective user-centred quality metric. The evaluation of quality
must be a process with the user in the loop.
These challenges underpin the work done in the remainder of this thesis.
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Chapter 4
ResearchMethodology
4.1 Introduction
In order to systematically approach the complex research question of this work, it is cru-
cial to consider appropriate research methodology. This is to be considered in view of
the research question posed earlier:
How can the quality in offline and online parallel texture synthesis algorithms be
rigorously improved?
The ultimate aim posed for the research to be completed here is the creation of a
comprehensive approach for the analysis of quality of texture synthesis algorithms, and
the development of a method which improves the state-of-the-art with respect to this
approach.
4.2 Justification
As the previous chapter has shown, current published work lacks the rigour of a well-
definedquality analysis test over presented results, which is necessary to objectively sup-
port the selection of any given algorithm in practice. Existing publications lack a holistic
view, comparing publishedmethods according to particular properties being tested, and
typically with a proposed algorithm that performs well over these. In order to approach
the problem outlined in the chapter 2, handle the emerging challenges of the previous
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chapter, and answer the research question, thework preformed throughout this research
is planned in the following steps.
4.3 Objectives
1. Review existing approaches and identify their benefits and weaknesses, so that
these may be improved upon. Study the problem of colour analysis for various
applications related to tile manufacture, with a special focus on textures, percep-
tion, and reproducibility. This will ensure that the work performed here is novel,
repeatable, and beneficial in a wide array of use cases.
2. Create an algorithm capable of reproducing high quality textures in real time, ir-
respectively of the complexity of the underlying preprocessing step. Such an algo-
rithmwill enable the use of varying high-quality textures in industrial applications
of the tile manufacturing design process.
3. Prepare a dataset of textureswhich are representative of real use cases across known
fields where texture synthesis is relevant; this should also be small enough tomake
experiments with participants practical in varied settings relevant for each appli-
cation. Justify the selection of textures in the representative subset with thorough
analysis of known texture properties. This will allow the results to be practically
used in future work, and in the tile manufacturing industry.
4. Perform a comprehensive perceptive experiment comparing the highest quality
texture synthesis algorithms available. This requires the acquisition of state-of-
the-art algorithms through contactwith the original authors, or through re-implementation
and optimisation of the involved parameters. Finally, the qualitative user study is
to be rigorously prepared, tested, executed, and its results analysed with appropri-
ate statistical tests. This step will enable the selection of the highest quality syn-
thesis method for use in conjunction with the algorithm of step 2, so that poten-
tial applications benefit from high speed in conjunction with the highest currently
achievable quality.
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Texture Synthesis
Algorithms
Colour Analysis
1 - Literature Review
Chapter 3
Texture Synthesis
Algorithms
2 - Fast Online Texture Synthesis
Chapters 5 and 6
Colour Analysis
3 - Dataset
Chapter 7
Texture Synthesis
Algorithms
Colour Analysis
4 - User Study
Chapter 8
Fast Online High Quality Synthesis
Figure 4.1: Research Plan
4.4 Methods Used
See Figure 4.1 for an illustration of the research process outline as undertaken in this
work. The steps outlined above are directed toward achieving the aim of creating a novel
fast high quality texture synthesis algorithm in a rigorously verifiedmanner. These steps
correspond to the chapters dividing the work of the doctorate.
Step 1, where existing approaches a reviewed, is performed in chapter 3 - Related
Work. Step 2, where a texture synthesis algorithm is prepared, corresponds to chapter 5
- Repeatable Texture Sampling with Interchangeable Patches, and the claims regarding
quality preservation are verified in chapter 6 - Repeatable Texture Sampling Evaluation
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Study. Step 3 requires the preparation of a representative dataset, which is performed in
chapter 7 - Synthesis Evaluation Dataset. Finally, step 4, which contains a comprehen-
sive experiment to judge the relative and absolute quality of existing approaches, is in
chapter 8 - A Subjective Evaluation of Texture Synthesis Methods.
As the results of both threads are brought together, a process is proposed to use a
computationally intensive high-quality pre-processing step together with the fast online
texture synthesis method. This process allows a general approach for high-speed syn-
thesis, where the globally optimal pre-processing algorithm is selected. Furthermore, it
enables application-specific solutions to be devised by taking into account additional
knowledge regarding quality and memory requirements.
A crucial part of the validation of this work is the user study, which will be under-
taken according to formal methods of experimental design. Informal experimental de-
signs may include questionnaires, semi-structured interviews, and subjective observa-
tions. Significantly informative formal experimental designs are available, such as rank-
ing, which compares all instances against all other instances.
In fact, the experimental process can be formulated as a Completely Randomised
Design (C.R. Design) [Salkind, 2010], where each participant is asked to compare ev-
ery method to every method across every free variable. Similar studies have been per-
formed to compareHighDynamic Range compressionmethods [Mukherjee et al., 2016],
perceived video quality [Seshadrinathan et al., 2010], or the emotional experience in
games [Mandryk et al., 2006]. Such a process will enable a more statistically meaningful
analysis of the findings. The specifics of this process will be handled in thorough detail
in chapter 7, where the experimental setup will be clearly defined.
Furthermore, a crucial question regarding the experiment is the selection of par-
ticipants. These should come from broad backgrounds, and perform the experiment
across a wide range of lighting conditions, on varied display devices, all while main-
taining consistence among their ratings of the textures. If statistical significance and
agreement can be shown to hold even in such broadly varying settings, the results of the
qualitative user study will be widely applicable to many users, customers, and applica-
tions.
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4.5 Conclusion
The research methodology planned for this project, as explained in this chapter, assures
a standard of quality and the successful completion of the final goal set by this research.
In order to fully justify the relevance of all work performed as part of this doctorate, a
clear plan has been drawn, and it will be logically performed in the following chapters.
Therefore, the work will not only be applicable for the specific needs of the industrial
partner Johnson Tiles, but its novelty and benefit will usher progress for the wider scien-
tific community.
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Chapter 5
Repeatable Texture Sampling with
Interchangeable Patches
5.1 Introduction
Methods allowing repeatabilityMethods which work without cache
Methods with no visible repetition
Our method
Figure 5.1: Venn diagram describing properties of the published method
Crucial points on which current Texture Synthesis methods compete are per-
ceived texture quality, rendering speed, scale considerations, andmemory requirements.
In order to allow rendering with ray-tracing, and to render textures in real time,
current methods need to run in parallel and on a GPU, without hindering the perceived
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quality.
As shown in Figure 5.1, ourmethod addresses themain requirements for example-
based parallel texture synthesis algorithms. This chapter introduces a method which
allows parallel texture synthesis with patches of arbitrary shape, without the necessity
of a fixed repeating patch boundary. In previous work [Vanhoey et al., 2013], selec-
tion of interchangeable patches at runtime was also possible, but required a repeating
fixed patch boundary. As discussed later, the method presented here has similar pre-
processing complexity, memory consumption, and rendering speed, but allows a wider
class of interchange types with higher variability, resulting in a higher quality texture.
Our method allows the sampling of any pixel in the output texture with a deter-
ministic algorithm, without requiring any information from the pixels that have already
been synthesised. Therefore, adjacent pixels can be synthesised in parallel in separate
threads, which do not communicate.
Large textures are rendered by randomly selecting subsets of prepared patches in
a parallel and repeatable manner. These precomputed patches are stored efficiently, al-
lowing seamless integration in GPU, and the texture is rendered independently for each
pixel on-the-fly, allowing repeatable parallel access to an infinite, non-periodic texture,
appropriate for ray tracing applications.
The chapter is structured as follows: Section 5.2 defines the objective that this
work set out to accomplish, and section 5.3 offers a justification of this objective. Sec-
tion 5.4 outlines the high-level concept behind themethod, and section 5.5 goes through
how these points are implemented. Method outputs, their comparison to other work,
and other results are presented in section 5.6, and future work and the conclusion are in
section 5.8.
A visual comparison of methods which precompute tiles and select placement
during rendering is shown for: Wang tiles (Figure 5.2), fixed map patches of [Vanhoey
et al., 2013] (Figure 5.3), andpatcheswithoutmapboundaries presentedhere (Figure 5.4).
In each figure, the precomputed set of patches or shapes is on the left, with colours cor-
responding to places of interchangeability.
This chapter describes how interchangeable patches can be applied online to
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repeating tiles without a fixed patchmap, and without posing constraints on boundaries
and adjacencies. A discussion of the benefits of this approach is in the results section.
Figure 5.2: Precomputed Wang tiles a to f are represented on the left, and a synthesised
image is on the right
Figure 5.3: Method of [Vanhoey et al., 2013]. Patchmap on the left, synthesised image on
the right
Figure 5.4: Our method. The precomputed tile and interchangeable patches are on the
left, and a synthesised image is on the right
5.2 Objective
The presented algorithmwas developed with the objectives of improved speed and high
synthesis quality. While offering this enhancement over the state-of-art, our method
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(a) Texture with a non-repeating patch map
(1024x682). See section 5.6 for a discussion of
the properties of such textures.
(b) Texture where patch bound-
aries are crossed by other patches.
(512x512)
Figure 5.5: Irregular textures
maintains the benefits of parallel non-constant-time tiling: texture quality depends only
on the quality of a pre-processing step and available GPU space. Memory and load on
a GPU are addressed to show that even complex textures can fit into limited GPUmem-
ory, and the non-constant runtime overhead is only a light logic operation. Quantitative
results, such as speed and memory requirements, are to be assessed through measure-
ments. Furthermore, in order to justify claims regarding the preservation of quality, a
user study regarding the perceived quality is additionaly performed in Chapter 6.
5.3 Justification
The benefit of a high speed and high quality texture synthesis algorithm is wider acces-
sibility of quality textures in real-time applications. By creating such an algorithm, high
quality online texture synthesis will become available to applications in rendering, video
games, and high-resolution ceramic tile design.
Previous available algorithms do not satisfy the wide array of use cases where
preprocessing time complexity is not a crucial factor. For such applications, texture syn-
thesis must be performed in high quality, quickly with low computational overhead, and
online in a repeatable fashion to minimise disk usage. These factors are crucial for the
rendering of ceramic tile designs during production, which justifies the development of
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such a method.
Furthermore, texture synthesis on the fly has been a complex, important prob-
lem in the wider texture synthesis community. By bridging the gap between high quality
and high speed methods, this work enables the development of further new techniques
and applications.
5.4 Patch-based Texture Synthesis without Spatial Dependency
The algorithm described in this work is divided into two steps: preprocessing and ren-
dering, see Figure 5.6.
Synthesise
Repeat-
able
Tile (By
[Wei and
Levoy,
2000])
Initial
Texture
Synthesise
Patches
onto Re-
peatable
Tile
Repeatable Tile
Create
Biclique
Patches
Preprocessing
Coordinates
Lies on
the Tile
or on a
Patch?
Get Tile
Pixel
Get Patch
Pixel
On-The-Fly
tile
patch
Figure 5.6: Flowchart overview of our method
The method starts with a simple repeatable tile created from the exemplar tex-
ture. Next, interchangeable patches of varying size are precomputed on the repeatable
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tile. These can reach over the repeatable tile boundary, so they are created such that they
form two sets, which mutually do not overlap. During rendering, this non-overlapping
criterion permits parallel rendering, while guaranteeing local adjacency because “active"
patches cannot overlap.
The tile is made larger than the largest visual repeating element of the texture
in the exemplar. For example, in the left image of figure 5.13, this corresponds to the
number of pixels spanned by one apple. By using interchangeable patches of various
sizes (from a few pixels to a large portion of the tile), the synthesised texture will contain
elements on multiple scales.
The patches are saved, and at runtime are chosen in each tile in a random, re-
peatable process, without any cached information. A binary map of the patch allows
constant-time retrieval of pixel values.
Preprocessing guarantees that patches of adjacent tiles do not overlap, and the
online selection guarantees that patches chosen within each specific tile are selected so
that they do not overlap. Due to these constraints, every sampled pixel is copied from
one of two regions: the repeatable tile, or a selected patch of this tile or the neighbouring
tile. At runtime, pixel lookup is performed based on a simple logical operation which
makes this decision, and the selected pixel is retrieved from the input texture.
5.5 Algorithm Implementation
The algorithm is composed of an offline preprocessing step which creates the texture
map representation, and an online on-the-fly algorithm called for each requested pixel
coordinate (see Figure 5.6). The texture map consists of a repeatable tile, and patches
divided into two sets with offset vectors on their specific tile (but not locations in the
final output texture). (See Figure 5.4)
5.5.1 Preprocessing
From an input texture, we create
• a repeatable tile
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• difference vectors for each patch, denoting its location in the base texture, and in
the repeatable tile
• a 2D binary array containing the shape of each interchangeable patch
• a binary matrix for each of two sets of patches with the information whether any
given pair overlaps
(a) repeatable tile
(300 × 300px)
(b) a large patch
(91 × 112px)
(c) a small patch
(15 × 19px)
Figure 5.7: Sample repeatable tile and patches for a given texture
First, using Image Quilting [Efros and Freeman, 2001], we synthesise the “repeat-
able tile" from the exemplar (Figure 5.7).
The input texture is used as the patch source. If this input texture does not fit into
GPU memory, it may be desirable to render a smaller base texture from which patches
will be copied, by [Wei and Levoy, 2000]. Patches are not stored explicitly, but are indexed
from this base texture using the difference vector. Therefore, each pixel of a patch takes
1 bit of memory, instead of a minimum 3 bytes for a naïve RGB pixel representation.
Next, we generate candidate patches by associating random pixel locations be-
tween the repeatable tile and the base texture, and by executing GridCut [Jamriska et al.,
2012] to find the optimal cut. Patches of various sizes are generated byweighting the cuts
by a Gaussian bell curve of varying width. The cut is allowed to overflow over borders of
the repeatable tile, but not the source tile.
As in previouswork, the cut cost is Euclideandistance inCIELab colour space [Zhang
andWandell, 1996] of pixels in the original texture (“base"), and the repeatable tile (“tile").
For each potential patch, we find the maximum pixel cut cost along the boundary, and
choose a predefined number of patches (P = 100 to 1000) with smallest maximum cut
cost. This removes poorly matched patches.
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The following step, involving a rhombus and pseudo-biclique, ensures that when
patches are selected in adjacent tiles, they will not interact by potentially overlapping.
The output space is divided into tiles A and B, and there are two sets of precom-
puted interchangeable patches, one for each. The same repeatable tile is used for A and
B, to make the texture map compact, but the patch sets differ, to allow greater variabil-
ity. These patches can lie on the boundary between A and B, but must be entirely within
the rhombus around the region they lie in (Figure 5.8). It is important that patches do
not overlap in the output texture, because the region simultaneously covered bymultiple
patches is not guaranteed to fit. The patches which lie over the tile boundaries ensure
that there is no straight repeating boundary in the output texture, and the bounding
rhombus assures independence between patches “active" in adjacent tiles.
Figure 5.8: The output space alignment. The black rhombus represents the boundary
that patches in A cannot overlap
The patches are divided into a pseudo-biclique such that all patches in set A
never overlap with any patch in set B (Figure 5.9). Using the P patches of varying size
(Figure 5.7), a graph is constructed where each patch is a node and each edge is a “does-
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not-overlap" relationship (Figure 5.9). This division is done heuristically, using algo-
rithm 1. Note: if edges are made to represent an “overlaps" relationship instead, this
pseudo-biclique becomes the union of two disjoint graphs.
A
B
Figure 5.9: A pseudo-biclique. Every edge between patches represents a “does not over-
lap" relationship, and edges between patches in either group are allowed. On the right,
corresponding patch positions are shown.
The selected patches are then saved in a binary array, along with the following
variables: width, height, top left corner location in the base texture, and top left corner
location in the repeatable tile. Square subsets of the matrix of overlaps are saved as well,
one for the overlaps among patches in A and a second for B.
5.5.2 On-the-fly Sampling
Given a single (x, y) coordinate, determine which tile it lies in (tx , ty ) by rounding to the
nearest tile, and its location in the tile (px ,py ) by modulo. It is then determined whether
the desired pixel is on an A tile or a B tile, by whether tx + ty is odd or even.
For each tile type, there is a set of precomputed patches PA and PB . For each
patch ρ in each set, there is a pseudo-random function r (a,b) which lies in the binary
domain. For example, our implementation uses the following function:
rρ(a,b)=mod((αρ+a+ cos(b))
2
+ (βρ+b+ sin(a))
2,1)< η (5.1)
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input : square binary matrix M, where true at (a,b) represents that patches a
and b do not overlap
output: subset of patches, divided into a pseudo-biclique
lists A and B are initialized with the row and column indexes of a random true
point in M
while sum of lengths of A and B < P do
a := index of randomly selected row of M, such that all intersections with
elements in B are true
if a is not empty then
add a to A
end
b := index of randomly selected column of M, such that all intersections with
elements in A are true
if b is not empty then
add b to B
end
end
Algorithm 1: pseudo-biclique graph division algorithm
where αρ and βρ are initialization parameters of the function, specific for each patch ρ.
This binary Perlin noise function was chosen because it can be executed efficiently on a
CPU and GPU, and it passes the Diehard battery of randomness tests1. The parameter
η ∈ [0,1] varies incidence (in our implementation, we set η = 10/|patches|. Figure 5.10
shows values of this function near the origin with η= 0.5.
Figure 5.10: Values of the pseudorandom binary function
rρ(tx , ty ) is evaluated for each patch in the appropriate set. For “active" patches,
those where rρ(tx , ty ) is true, the precomputed binary overlapmatrix is used to find over-
1❤tt♣✿✴✴st❛t✳❢s✉✳❡❞✉✴⑦❣❡♦✴❞✐❡❤❛r❞✳❤t♠❧
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input : square binary matrix, where true at (a,b) represents that patches a and b
overlap
output: subset of patches, such that there is no overlap
while the matrix contains at least one true do
find first row with most true values;
remove this row, and the same column;
end
Algorithm 2:Deterministic creation of non-overlapping patch subset
laps between them. Algorithm 2, which is deterministic, is then used to eliminate over-
laps. This creates a small non-constant overhead, which is at most linear, but always
terminates in very few iterations. As patches have been divided during offline prepro-
cessing, this operation does not need to consider more than a few potential overlaps,
each requiring one clock cycle.
This creates a subset of patches on this tile, called the “active subset". For each,
the 2D precomputed binary map of the patch is used to find whether (tx , ty ) is inside. If
the point (tx , ty ) is inside the patch, the associated pixel is retrieved from the synthesised
base texture. This operation is a trivial array lookup in the appropriate saved patch, since
patches are not saved as polygons.
If the point is not inside the patch, the nearest edge is found, and the procedure
repeated for the adjacent tile. Note that, thanks to the rhombus-shaped boundary for
patches overlaying the boundary between A and B, a pixel can only be affected by in-
terchangeable patches from the adjacent tile which is nearest (Figure 5.8). If the point
is found to be in one of the non-overlapping patches in the adjacent tile, the associated
pixel is retrieved from the synthesised base texture.
If the point does not lie in a patch chosen in this tile, and does not lie in a patch
chosen in the adjacent tile, we retrieve the pixel from the tile itself.
5.5.3 Complexity
The computational complexity of the live sampling is near-constant, thanks to the struc-
ture in which precomputed information is stored. The process for each pixel is to find
which patches are active, then to find the active subset, and retrieve the pixel. Deciding
which patches are active is a constant time operation, choosing the active patch subset is
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at most quadratic in the number of patches, and retrieving the relevant pixel is also con-
stant. As with other tiling methods, memory consumption is completely independent
on the number of sampled pixels and the size of the output texture.
The computational complexity of the preprocessing step is comparable to se-
quential patch-based texture synthesis methods, but the contribution of this work is the
texture map compression and on-the-fly synthesis. In practice, the preprocessing can
even be done semi-automatically, allowing the user to manually choose patches which
are visually satisfactory. The quality of the synthesised texture can be made arbitrarily
tuned at the scale of patches, and patches can be chosen to have any size. Therefore, by
definition, the runtime algorithm of ourmethod can theoretically synthesise a texture of
the same quality as any offline patch-based algorithm, repeatably, in parallel, and as fast
as other tilingmethods. This only depends on the quality of the preprocessing selection.
Note that our implementation and results are of a fully automated algorithm, to allow a
fair comparison to results published elsewhere.
On the GPU, pixel values are stored in DRAM and cached in texturememory, and
all other variables can be optimized to fit into limited L1 processor shared memory. The
SIMDmodel of theGPU allows eachmultiprocessor to evaluate equation 5.1 formultiple
pixels, and the quadratic selection operation can be performed to the earliest stopping
among pixels sharing a multiprocessor. The pixel coordinates in the repeating tile and
base texture are returned. Since both images can fit into the texture cache, non-local
pixel value retrieval will happen quickly, without reading DRAMmemory.
5.6 Results
Our method produces textures whose quality is not dependent on the runtime compu-
tational complexity, but on the quality of the preprocessing step. Therefore, at equal
memory footprint, our runtime performance is comparable to simple tilingmethods (re-
peating precomputed tiles, as in [Grunbaum and Shephard, 1986], [Cohen et al., 2003],
[Wei, 2004], and [Xue et al., 2007]), but the texture quality is comparable with patch-
based iterative approaches.
In our experiments, precomputing was set to chose the 1000 best patch inter-
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changes found over a 4 hour period, comparing tens of millions patch interchanges at
different scales. For the textures used here, these settings proved satisfactory. Out of
these, 300 patches were used in each tile type, and 400 patches were discarded, as dis-
cussed in Section 5.5.1. These amounts have been selected because of memory con-
straints, because a long search improves the patch quality, andbecause thismanypatches
provide ample variation in the rendered texture. The upper bound on possible distinct
rendered tiles is 300!2, but because there are up to 75% overlaps within each group, this
is reduced by a few orders of magnitude.
The speed of the sampling process itself compares favourably with current ap-
proaches, despite the overhead to be calculated at every pixel. Speeds are reported on a
single core of a 3GHz Xeon with 667 MHz DDR2 RAM. This overhead is tuned by chang-
ing η, which was set to η= 0.1. Since the time required to calculate a single pixel is con-
stant, the algorithm scales linearly in the number of sampled pixels, and is parallelisable
in a straightforward manner with speedup proportional to the number of cores.
Our method has multiple applications: ray tracing, rendering from bundled tex-
ture maps, or creating non-repeating patches, such as for ceramic tile-printing.
For irregular textures, synthesis requires handling complex properties, such as
layering and overlapping, which are not handled automatically by optimal seam selec-
tion algorithms. For these, our method allows manual selection of an appropriate re-
peating tile and patches. Multiple repeating tiles can be synthesised, and the best one is
chosen by an expert. Patches are prepared offline, so they can be shown to an expert user,
who determines if theymake a believable substitution, and selects the best. Synthesis re-
sults in figure 5.11 show how human intervention can improve synthesis quality, while
maintaining the storage and run-time speed advantages of ourmethod. Interestingly, by
allowing patches to assume the locally optimal shape at numerous scales, interchanged
patches often contain visual or semantic features of the example texture.
While [Vanhoey et al., 2013]workswell for regular and stochastic textures, repeat-
ing a fixed patch map across an image cannot capture certain irregular textures. Certain
irregular textures cannot be faithfully replicated by simply repeating patches of a given
shape, no matter what the shape is (Figure 5.5). Our method does not restrict patches
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to replace contents only within precomputed boundaries, instead allowing the bound-
aries themselves to be replaced by other patches, thanks to a patch biclique division.
Section 5.6 contains a deeper discussion of the limitations for certain irregular textures.
The fishing net in figure 5.11a changes orientation, so patches replacing strings
won’t align with the wood texture. However, If patch boundaries lie on strings, the un-
derlying wood texture will not align. In figure 5.11b, if patches are chosen to contain
parts of leaves rather than leaves, faithful reproduction won’t be guaranteed.
Note that all other textures in this chapter have been created without manual
intervention.
5.6.1 Independent Pixel sampling for Ray Tracing
In various applications, a crucial property of texture synthesis algorithms is that the error
produced when sampling distant pixels will not be constructive, but will have the same
properties as randomly selecting pixels. This is referred to as the white noise property,
and is particularly desirable with ray tracing. See results in figure 3.4. We benchmarked
the algorithm’s speed by randomly sampling pixels. Across the different textures we have
tested, the time required to sample one pixel did not significantly vary, because the key
parameters (number of patches, tile size, patch size) were set similarly for all textures.
On the tested platform, the time required to sample one pixel averages 60microseconds,
with little variation. Out of this, 45microseconds are required for pseudo-randombinary
sampling. Testing various random access scenarios for different textures has no effect on
the retrieval time.
Unlike [Wei and Levoy, 2002], the algorithm does not place a spatial dependency
on sampled pixels, so their performance cannot be compared in practice. Any algorithm
which places dependency on sampled pixels would rely on cache, making it slower for
larger output textures, so that sampling the texturemillions of pixels apartwould give our
method an advantage with predictable results. Therefore, such a test was not performed
in practice.
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(a) High-level properties of textures can be
handled by selecting a repeating tile and
patches which satisfy the properties.
(b) Overlapping can be interactively mod-
elled with our technique by manually ap-
propriately selecting patches during pre-
processing.
(c) exemplar size 64 × 64 (d) exemplar size 512 × 512
Figure 5.11: Synthesis results for irregular textures
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(a) 192x192px (b) 185x124px
Figure 5.12: Input textures
5.6.2 Patch sampling
If pixels forming a rectangle are not calculated independently, the pseudo-random bi-
nary sampling and patch selection is performed unnecessarily. As the largest part of
time is spend precomputing which patches are used within a specific tile, performing
sampling for adjacent pixels is significantly sped up when the tile properties are already
known. Here, simply retrieving the information which patch the pixel is in and returning
the appropriate pixel is even faster.
Such an implementation can be beneficial when entire neighbourhoods are re-
quired for further processing, such as in filtering.
Figure 3.4 compares the quality of a texture synthesised with Wang tiles [Cohen
et al., 2003], with our method. Note the diamond shaped artefacts, which our method
inherently avoids.
Figures 5.13, 5.14, and 5.15 show textures rendered from the inputs in Figures
5.7a and 5.12. Output textures from our algorithm display white-noise properties, with-
out using cache (images are linearly transformed without interpolation to vanish at the
horizon, resultswithout offlinemanual tuning). Figure 5.13 demonstrates that ourmethod
doesn’t create constructive repetitions at scales far larger than the input texture, but in-
stead displays properties of white noise necessary for certain applications. Flaws in im-
ages generated by our method are seams, visible when the texel is large, and discontin-
uous objects (Figure 5.14). This problem is inherent to patch-based methods, as can be
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Figure 5.13: Output textures from our algorithm without offline manual tuning
seen in the results of the baseline method (Figure 5.15). Both issues can be mitigated by
manual selection of the tile and patches when precomputing.
If adjacent pixels are rendered naïvely, the speedup is be linear. However, if con-
gruous sections are retrieved simultaneously in each thread, the algorithm can be sped
up further, because the decision process selecting patches need only be executed once.
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Figure 5.14: Output textures from our algorithm (450 × 800px)
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Figure 5.15: Output textures using Image Quilting [Efros and Freeman, 2001]
(450x800px)
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5.7 Evaluation
The proposed method is quantitatively evaluated in two scenarios: repeated pixel sam-
pling, and repeatedpatch samling. The quantitativemeasurements presentedhere demon-
strate high speed and lowmemory footprint. Along with perceived quality, which is eval-
uated in the next chapter, these constitute the goals that this algorithm was set to meet.
Memory consumption is determined by parameters of the preprocessing step,
allowing fine tuning to best balance the tradeoff between quality and use of available
memory. This was determined to be in the range of tens of kilobytes (for simple textures
such as Figure 5.12a), to 1MB (for complex textures such as Figure 5.12b). If the first tex-
ture uses 600 patches of 5x5 to 86x86 (2400 bytes for difference vectors and 47kBof binary
maps) pixels from a texture map of 96x96 (27kB), and a repeatable tile of 96x96 (27kB),
the texture map totals 103kB. Note that memory consumption is a factor of four of the
texture map, which has been approximately true for all included textures. For larger tex-
tures, the total memory footprint will always be determined by these four factors, and
each of them can be tuned for the specific application.
A continuous texture of 512×512 pixels is synthesised in thirty to eighty of mil-
liseconds, while the unoptimised pixel-based approach takes over a second on the eval-
uating PC.
5.8 Conclusion and Future work
We have presented a method with the benefits of current parallel texture synthesis al-
gorithms, allowing texture synthesis in real-time environments from a minimal texture
map. By sampling every pixel independently, parallel processing can be exploited for a
synthesised texture of arbitrary size, while avoiding repetition along lines or rectangles
to avoid visible seams. Ourmethodmakes it possible to perform exemplar-based texture
synthesis of arbitrary size in times comparable with much simpler image retrieval oper-
ations. Our results are of the same quality as sequential patch-based synthesis, while
significantly reducing retrieval time.
The benefits of this method over previous parallel patch-replacement [Vanhoey
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et al., 2013] is two-fold: precomputed patches are not limited to lie on a precomputed
fixedpatchmap, and renderedpatches can lie over the boundaries of other precomputed
patches. This makes the method suitable even to complex irregular textures.
Amajor drawback of themethod is the repetition of corners of the repeatable tile.
Careful selection of patches would allow these corners to be overlapped by patches as
well, and future work could investigate this. Thanks to the read-only access of precom-
puted texture information, our method will make it possible to efficiently utilise GPU
hardware to improve rendering times, which is also future work.
In future work, high-level ideas from this work will make it possible to create
replaceable patches which do not follow any repeating grid. Patch sets are not inher-
ently limited to two groups. The non-overlapping biclique introduced here is not lim-
ited to patches which follow the checkerboard pattern of precomputed interchange lo-
cations 5.8, but can follow a randomWang tile pattern. Thiswill further combine benefits
of the two techniques.
It is clear that with a single underlying tile, repetitions in areas not covered by
patches will be visible. Future work could combine our technique with Wang tiles to
deal with both this issue, and the issue of repeating edges in Wang tiles.
Thanks to the inherent parallelism, many further applications can be explored.
This method offers novel benefits to texture compression, bundling of preprocessed tex-
tures with graphical design packages, virtual environment platforms, video games, ren-
dering engines, and mobile applications.
Thework presented in this chapter has beenpublished inTheVisual Computer [Ko-
lar et al., 2015], awidely acclaimed journal of computer graphicswith Impact Factor 1.62.
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Chapter 6
Repeatable Texture Sampling
Evaluation Study
The fast random patch placement method developed here creates textures of high qual-
ity. In order to quantify the quality similarity between the core synthesis algorithm and
online synthesis, a subjective evaluation has been run and will be described in this sec-
tion.
6.1 Objective
Quantitative measurements regarding computational complexity, speed and memory
footprint are possible through quantitative analysis. However, a user study is required
to justify claims regarding quality. Therefore, 15 participants were asked to complete
an experiment comparing the online synthesised textures with Image Quilting textures.
Since Image Quilting is the method used in the offline preprocessing step, its quality is
an upper bound for the expected quality of textures synthesised online with the method
of this chapter. Furthermore, it performedwell in the comparative quality study of chap-
ter 8, tying for 3rd.
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6.2 Justification
By performing a user study on the perceived quality of textures produced by the algo-
rithm of chapter 5, the algorithm can be verified to produce outputs of equal quality to
the underlying offline algorithm. In conjunction with the a speed increment of several
orders ofmagnitude, this proves the algorithm to be high speed and high quality, as orig-
inaly aimed for.
6.3 Participants
The 15 participants were computer graphics researchers. There were 12 males and 3
females, between the ages of 19 and 53, with a mean of 32 years. All confirmed to have
good vision, with or without glasses (7 and 8 participants, respectively), and none of the
participants were colour blind.
6.4 Materials
The study was performed with the 12 textures of the following chapter. For each ex-
emplar, two methods of synthesis were used: the online method (chapter 5), and the
underlying offline preprocessing method [Efros and Freeman, 2001]. A new texture was
rendered for each participant with a random seed. Each printed page contains three im-
ages of the same texture. On the left, the input example, and on the right one generated
by Image Quilting [Efros and Freeman, 2001], and the other by Repeatable Texture Sam-
pling with Interchangeable Patches (chapter 5). The generated outputs are three times
higher and three times wider than the input. Figure 6.1 shows an example page from the
user study, as presented to participants.
6.5 Design
The experimental methodology chosen for this evaluation must compare two possibili-
ties across randomly selected participants and randomly selected textures. Therefore, a
no-intervention observational binary study is performed.
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Figure 6.1: Sample page from the user experiment. Here, A is the Image Quilting result,
and B is the Repeatable Sampling result.
The experiment is prepared as follows: each participant is given instructions, and
twelve printed pages.
Participants were then asked to identify the output texture of higher quality. Ev-
ery participant evaluates all 12 textures. Each pair is ordered randomly, and each partic-
ipant sees a different render of the same algorithms.
The selected textures are from the texture dataset of chapter 7, so that they form
a representative subset of textures across varying applications.
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6.6 Analysis
This randomised test without interventionwas completed by 15 participants. The results
are ranked, where the selected original receives rank 1, and the other rank 0.
The collectedmeasurements are paired two-sample variables, therefore theWilcoxon
signed rank test is appropriate for analysis. The test is two-tailed, because there exists a
possibility of improvement over the vanilla version. While unlikely, the texture gener-
ated by the underlying algorithmmay be of lower quality due to lower variance, or other
factors.
The Wilcoxon two-tailed signed-rank test is performed on the data, which is ag-
gregated rather than averaged. The resulting Z-value is -0.4708, and a p-value of 0.55675.
The null-hypothesis, that there is no significant difference between the samples, is there-
fore not rejected.
The analysis is also performed on each texture separately, with resulting p-values
between p=0.6752 and p=0.4383, therefore not rejecting the null-hypothesis for every
texture independently.
6.7 Results
The user study did not demonstrate any difference between the quality of the methods.
Therefore, the textures generated by the fast online rendering algorithmwere not distin-
guishable from the textures generated by Image Quilting. In fact, there is no evidence
that either method is of higher quality, demonstrating that speeding up rendering by
several orders of magnitude with the method developed in chapter 5 does not involve
statistically significant loss of quality.
As shown in the analysis, this result is true for the algorithm across all twelve
textures, and for each texture independently as well.
6.8 Conclusion
The user study performed here compared the quality of textures synthesised online with
the algorithmof chapter 5with the underlying offlinemethod. Fifteenparticipants demon-
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stratedwith statistical significance that the perceived quality is not significantly different
with either method, thus proving the hypothesis of high quality, and justifying the use of
this method for high quality, high speed texture synthesis.
These results support the aims set out in the research methodology of chapter,
where high quality is achieved in real-time texture synthesis.
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Chapter 7
Synthesis Evaluation Dataset
7.1 Introduction
This chapter describes the process taken to establish a small representative set of tex-
tures. First, a clear objective, justification, and methodology is outlined regarding the
preparation of the texture dataset in section 7.2, section 7.3, and 7.4. Previous popular
datasets have shortcomings which are listed and addressed here. Then, in section 7.5,
known properties are individually analysed, each of them being applied as a filtering
method to select appropriate texture. The resulting textures are shown in section 7.6,
followed by a listing of each property for each texture in section 7.7. Finally, 7.8 con-
cludes this chapter.
7.2 Objective
The objective of this chapter is the creation of a texture dataset which is representative
of real-world applications. The set of textures devised here must satisfy a range of per-
ceptual and quantitative criteria, so that findings made with these images have clearly
interpretable implications.
Previously published datasets suffer from a number of shortcomings. Most con-
tain toomany textures to enable all participants to judge all textures, few contain textures
from varying domains, and none of the existing datasets contain any justification regard-
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ing texture selection. The objective of this chapter is the creation of a dataset which will
satisfy these criteria, as well as others that may be discovered to bear relevance.
7.3 Justification
A rigorously selected dataset of textures will allowmeaningful analysis of texture synthe-
sis methods. As this analysis will result in the clear knowledge of which texture synthesis
algorithms create results of the highest quality, it will ultimately enable the accomplish-
ment of the aim for this work set out in the Methodology chapter 4. Along with results
directly applicable to this work, such a dataset will be of benefit to future researchers in
the field of texture synthesis, by allowing them to develop and evaluate future methods.
The justification of work done in this chapter is therefore two-fold: enabling
quality analysis for the purposes of the aim set forth in this thesis, and quantifying the
texture properties on which future research must focus.
7.4 Methodology
In order to devise the appropriate dataset, the desired texture properties must be iden-
tified. Then, giving consideration to the desired measurements of the experiment in
the next chapter, specific needs must be identified. This section identifies the concrete
shortcomings of existing texture image datasetswith regard to the objective, so that these
specific needs are clearly identified.
Previous texture datasets have been devisedwith various goals, from the creation
of comprehensive tileable textures for computer games to demonstrations of artistic ren-
derings. However, despite the number and size of available datasets, none of them fulfill
requirements for a minimal set of textures which are representative of known texture
properties. None of these datasets attempt to cover texture properties as listed below in
a structured way.
No existing texture dataset contains exemplars as well as reference textures. By
making this available, new methods of evaluation are possible, namely comparison to a
ground truth.
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Certain datasets contain non-textures as well as textures, making them an in-
teresting tool for understanding the inner workings and limitations of texture synthesis
algorithms. However, non-texture images are not informative when assessing quality.
Numerous datasets lack the variety of properties which is necessary for a robust
evaluation: all textures are at the same scale, or at the same resolution, or produced with
the same camera. This creates a bias toward certain properties, making the results of
algorithm evaluation challenging to extrapolate.
Few datasets contain less than 50 images, making it impractical to evaluate algo-
rithms in publications or experiments. Conversely, this leads to cherry-picking among
textures to demonstrate where a given algorithm performs well, rather than simplifying
the evaluation process. In order to be able to create experiments where each participant
judges all textures, the number of textures should be within the range of 10 to 15, while
covering all known texture properties.
Texture properties are mentionned throughout previous work, but a complete
list has not been compiled to date. The properties compiled here have been gathered
from seminal work which considers texture properties [Lous, 1990, Fellner and Helm-
berg, 1993, Kobbelt et al., 1997, Lafortune et al., 1997, Buhmann et al., 1998, Foley et al.,
1993], and named and unified here.
7.5 Review of Texture Properties
A texture is, by definition, an image which exhibits stationarity and locality [Wei et al.,
2009], but only a random noise image can satisfy these perfectly. Texture synthesis al-
gorithms must be able to handle textures with varying locality, stationarity, and various
other properties.
The properties fall into two classes: ordinal and binary. Texture properties are
measurements of global and local distributions of colour and shape in images, as well
as their technical specifications. Some refer to aggregations of pixels, such as texel size,
and others to individual pixels, such as resolution. Just as texture synthesis algorithms
are expected to synthesise arbitrary textures, the texture properties presented here are
expected to be covered in their full range by textures selected for the dataset.
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Ordinal properties may cover a continuous or discrete range. However, defining
a precise definition of these ranges is ill-defined and beyond the scope of this work. For
example, consider the case of resolution, which has no upper bound, or the case of how
natural a texture is, which is subjective. Therefore, since multiple range definitions can
be created for these texture properties, the following convention is adopted: each ordinal
property is defined by practical extremes, and each texture is labelled in the low-mid-
high range. While these labels are subjective, they provide a practical indication to be
used for texture selection to cover the full range of variability for each property. Through
application of this heuristic, representative textures may be selected.
Similarly, binary properties are defined as true or false for any given texture. The
full list of properties compiled from the literature is described below, and in tables 7.1
and 7.2. Ordinal properties are listed individually in sections 7.5.1 to 7.5.14, followed by
binary properties in section 7.5.15.
7.5.1 Scale
The size of texture elements in relation to the size of the entire example. Textures with a
small repeating element are considered fine-grained (low scale), such as the rough tex-
ture. Conversely, textures where the repeating element is large are considered blown-up
(high scale), such as straw or green marble, where certain texture elements continue
across the entire texture. Figure 7.1 shows examples of Scale across the selected dataset.
(a) low (b) mid (c) high
Figure 7.1: Texture Scale
Furthermore, texturesmay beMulti-Scale, exhibiting texture elements at various
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scales simultaneously. Note that this property is independent of resolution.
7.5.2 Stochasticity
Stochasticity, or randomness, refers to the random variability within a texture. This can
be formulated as follows:
Given information of other pixels in the texture, how predictable is another pixel?
Therefore, even textures which are entirely randomglobally (such as the smarties
texture, where each element is placed randomly) do not exhibit perfect stochasticity, be-
cause nearby pixels are likely to belong to the same texture element. Similarly, textures
where pixels are likely to change locally are not entirely stochastic if the structure is peri-
odic (regular), such as the grid texture. Figure 7.2 shows examples of Stochasticity across
the selected dataset.
(a) low (b) mid (c) high
Figure 7.2: Texture Stochasticity
7.5.3 Stationarity
Stationarity is the property which defines to what degree variance is linked with neigh-
bourhood. A stationary pattern is similar to a local pattern, in that texture elements are
dependent on local pixel neighbourhoods. However, a non-stationary pattern may be
local or non-local, because both local and global underlying patterns can affect pixels to
varying degrees. Figure 7.3 shows examples of Stationarity across the selected dataset.
Note that texture stationarity is independent of texture locality, because a non-
stationary pattern may simultaneously be highly local, such as the flow-guided texture
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(a) low (b) mid (c) high
Figure 7.3: Texture Stationarity
ink of figure 7.3(a).
7.5.4 Locality
Locality refers to the property of textures to depend on a local neighbourhood. Regular
textures, those which fit onto a repeating lattice, exhibit low locality, because pixel values
depend across the entire texture, such as the straw or grid textures. Textures exhibiting
locality are for example the blades and smarties textures, because small neighbourhoods
are locally independent from the rest of the texture. Figure 7.4 shows examples of Local-
ity across the selected dataset.
(a) low (b) mid (c) high
Figure 7.4: Texture Locality
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7.5.5 Flow-guided
This property chiefly refers to the underlying creation process of a texture. If a texture
was generated in a process involving flow, it is said to be flow-guided. For example, the
green marble and orange marble textures both exhibit flow, although the green marble
shows less local phenomena. As seen in this example, this property can be seen to vary-
ing degrees, so the Flow-guided property is ordinal, rather than binary. Figure 7.5 shows
examples of Flow across the selected dataset.
(a) low (b) mid (c) high
Figure 7.5: Textures which are Flow-guided to varying degrees
7.5.6 Shape Regularity
This texture property refers to variation of the shape of texture elements. For example,
the smarties texture has low shape variation of its elements, therefore exhibiting high
regularity. Conversely, high shape variance or lack of shape altogether mean low shape
regularity, such as textures ink or blades. Since this property is not related to the concept
of a loose lattice, it is different from the G-score of section 7.5.11. However, whenever a
loose lattice can be fitted onto a texture, shape regularity corresponds with G-regularity.
Figure 7.6 shows examples of Shape Regularity across the selected dataset.
7.5.7 Colour Regularity
Similarly to shape regularity, colour regularity refers to the variation of the colour across
elements of a texture. This can be attributed to variability between elements, and vari-
ability within a given element. For example, the blades texture of figure 7.6(c) displays
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(a) low (b) mid (c) high
Figure 7.6: Texture Shape Regularity
only two major colours, with little variation (high regularity). On the other hand, the
smarties texture of figure 7.7(a) shows both types of colour variation (low regularity).
Figure 7.7 shows examples of Colour Regularity across the selected dataset.
(a) low (b) mid (c) high
Figure 7.7: Texture Colour Regularity
7.5.8 Natural
This property refers to the degree to which a texture has been produced in a natural pro-
cess. The marble textures show unedited images of stone, thus being entirely natural.
The ink texture has been generated in an entirely artificial way. Others, such as chicago
and smarties are produced in a partly natural process, consisting of both a repeatable
generative process as well as an element of natural randomness. Figure 7.8 shows tex-
tures which are Natural to varying degrees across the selected dataset.
This property, together with the Flow-guided property 7.5.5, can serve as a help-
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(a) low (b) mid (c) high
Figure 7.8: Textures Natural to varying degrees
ful indicator of repeatability of texture synthesis results across natural and synthetic tex-
tures. Because arbitrarily large samples from synthetic textures can be drawn, it is a
potential benefit for texture synthesis algorithm development.
7.5.9 Absolute Texel Size
This property refers to the size in pixels of a repeating texture element. This is included
to shift focus from algorithms which work at a given scale, to evaluate texture synthesis
methods which perform well on textures with repeating elements at any scale. Here,
“absolute” refers to the fact that the total number of pixels is measured, rather than a
relative measure of variation in texel size within the texture.
7.5.10 Texels per Sample
The number of texels per sample refers to the repeating texture elements of sections 7.5.9
and 7.5.1. These three properties are inevitably interlinked, and are listed here for com-
pleteness.
7.5.11 A-score and G-score
As introduced in [Liu et al., 2004], Geometric (G) Regularity and Appearance (A) Regular-
ity of near-regular textures provide a quantitative measure of deviation from a perfectly
regular texture in terms of shape (G-regularity), and colour (A-regularity). See figure 7.9
for examples.
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These differ from Shape Regularity and Colour Regularity defined earlier by re-
quiring a texture to be near-regular. Textures which cannot fit into a loose lattice struc-
ture, such as the smarties texture of figure 7.7(a) are not near-regular, and therefore can-
not have an A-score and G-score.
Figure 7.9: Near-Regular Textures plotted by Geometric (G) and Appearance (A) regular-
ity [Liu et al., 2004]
7.5.12 Scale Variance
Scale Variance refers to the difference in scale between repeating elements in a texture.
For instance, the pebbles texture of figure 7.10(b) contains pebbles of varying size, creat-
ing scale variance. On the other hand, the grid texture is scale invariant, because texture
elements are of constant size. Figure 7.10 shows texture Scale Variance across the se-
lected dataset.
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(a) low (b) mid (c) high
Figure 7.10: Texture Scale Variance
7.5.13 Example Resolution
The pixel size of the example texture. Similarly to Absolute Texel Size 7.5.9, this property
serves to bring focus to textures of various resolutions, and to allow the evaluation of
algorithms which can handle small as well as large example images. Table 7.3 shows
selected texture resolutions.
7.5.14 Rotation
Texture Rotation refers to rotation invariance of repeatable texture elements. If elements
of a texture can be rotated, such as the ink texture, it exhibits high Rotation. Conversely,
if elements of the texture cannot be rotated, such as the grid texture, Rotation is low.
Note that this property does not refer to rotating the entire texture, because this is always
assumed to be possible. Figure 7.11 shows texture Rotation across the selected dataset.
(a) low (b) mid (c) high
Figure 7.11: Texture Rotation
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7.5.15 Binary Properties
In addition to the ordinal properties discussed here, it is important to consider certain
categorical binary properties to quantify textures. The properties listed in table 7.2 are
discussed in depth here, to clarify and justify their definition and selection.
Historic textures were selected because various past publications have already
demonstrated their performance on them in sets of synthesised images available from
the authors. Rather than requiring some textures to be old, the purpose of this property
is to allow a clear link to past work.
The two combinations of colour and shape regularity and irregularity have been
included to match all four categories of near-regular textures according to their A-score
and G-score. This produces the classification of [Liu et al., 2004], where near-regular
textures are divided into four types, all of which are represented here:
0 Regular Geometry, Regular Colour
I Regular Geometry, Irregular Colour
II Irregular Geometry, Regular Colour
III Irregular Geometry, Irregular Colour
Asmentioned in section 7.5.1,Multi-resolution textures contain texture elements
at various scales, such that they interact with each other. For example, the chicago tex-
ture demonstrates this property: the road grid is a lower scale texture than the houses,
but both of these properties satisfy the properties required to be a texture.
Global variance is the property that texture elements differ either by colour or
geometry across the texture in a global, predictable manner. While this is at odds with
the basic requirement for locality, a texture demonstrating this property is included in
the dataset to judge how this affects texture synthesis algorithms.
An additional property of textures is that there may be a combination of over-
lapping textures. Unlike Multi-resolution, this property requires independence of the
combined textures, instead of interaction between a higher-scale repeating texture ele-
ment with a lower-scale one. The texture element may even be on the same scale. The
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Property true false
Historic straw ink
Regular colour, irregular shape pebbles chicago
Irregular colour, regular shape smarties straw
Multi-resolution chicago blades
Global variance green marble rough
Overlapping multiple textures ink grid
Colour blades straw
Table 7.2: Binary properties of selected textures
ink texture demonstrates this property, because there are different independent overlap-
ping generative processes involved.
Finally, textures in both colour and greyscale are included, to facilitate testing
of single-channel texture synthesis algorithms. Single-channel texture synthesis algo-
rithms can be applied on textures with three or more colour channels as well, by simply
converting colours to a single measure, or for certain methods by providing a similarity
metric. However, these results would be skewed by the chosen colour mapping, hence
the benefit of providing two greyscale textures (straw and pebbles).
7.6 Results
Textures were selected such that at least one covers each extreme of any ordinal proper-
ties listed in Table 7.1, and each case of the binary properties 7.2.
Some popular textures which have been widely applied by the community had
to be discarded because the texture was not represented in a 1/3 width and 1/3 height
subimage.
Ten textures were selected, such that all properties of interest are covered, as per
table 7.1 and table 7.2, and two additional textures were included to serve as a sanity
check. These are the checkerboard and noise textures.
As with other datasets, another benefit of these textures are that they are freely
available. However, by selecting only textures for which an input-output reference pair is
available, new types of analysis are possible, such as automated quality analysis in com-
parison to the reference, and the possibility to manually compare synthesised outputs
74
Texture Source Size
blades [Abdelmounaime and Dong-Chen, 2013] 640 × 640
grid [Brodatz, 1966] 640 × 640
pebbles [Brodatz, 1966] 640 × 640
rough [Abdelmounaime and Dong-Chen, 2013] 640 × 640
orange marble own work 1024 × 1340
green marble own work 657 × 876
straw [Brodatz, 1966] 256 × 256
chicago [crew ISS NASA, 2014] 2266 × 2267
ink own work 1281 × 653
smarties [Schwarzkopf, 2012] 3543 × 2362
checkerboard own work 256 × 256
noise own work 1000 × 1000
Table 7.3: Selected textures
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with a ground truth texture. The latter is the subject of the following chapter.
7.7 Properties of Selected Textures
The selected textures were chosen in such a way that they cover the space of properties
in a uniform way, handling as many varied combinations of properties as possible. For
each of the selected textures, the scalar properties are listed in table 7.4, and the binary
properties in table 7.5. An X signifies that the property is undefined for the texture, either
because texel size is considered for amulti-scale texture or because a regular grid cannot
be fitted onto the texture.
As can be seen in these tables, every property contains a balanced uniform cate-
gorical distribution of values. Furthermore, no property value correlations emerge from
this data, demonstrating that the textures are selected in a uniform, unbiased fashion.
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7.8 Conclusion
This chapter has discussed the topics of texture properties and texture datasets. We have
created a minimal set of textures which are representative of desired properties, with
the hope that the performance of any method may be judged over all textures simply by
observing results on these.
A new minimal set of 12 textures has been proposed, such that a wide number
of known ordinal and binary properties are covered with few textures. This contribution
has several benefits: standardising texture synthesis algorithm evaluation, discouraging
selective publication of positive results only, making evaluation for as many properties
as possible simpler than before, and making an interpretation of results across various
properties possible.
Finally, the proposed dataset contains natural textures sufficient for synthesis,
as well as natural reference samples. This will allow absolute evaluation of quality and
insightful analysis into user preference across textures.
The work in this chapter has been published at Eurographics [Kolar et al., 2017],
Europe’s most prestigious conference in computer graphics. All textures are freely avail-
able under various licences at full resolution in the online Additional Material at ❤tt♣s✿
✴✴❣✐t❤✉❜✳❝♦♠✴♠r♠❛rt✐♥✴♦r❞❡r✐♥❣❴st✉❞②.
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Chapter 8
A Subjective Evaluation of Texture
Synthesis Methods
8.1 Introduction
Exemplar-based texture synthesis has numerous applications across computer graphics,
such as inpainting, rendering, and manufacturing. Thirty years of research has resulted
in a wide array of approaches, many of which claimwide applicability across all textures.
However, texture quality is subjective, and independent evaluation of knownmeth-
ods is lacking. There is no structured way of evaluating the quality of texture synthe-
sis algorithms, allowing anyone to claim superiority, making it possible to evaluate on
heavily-tuned results, and stagnating progress. In this chapter, a study is performed us-
ing the texture dataset of the preceding chapter, by rendering each texture with selected
algorithms, and by performing a ranking study. The chapter is structured as follows: sec-
tion 8.2 describes the objective of the study, section 8.3 explains the justification and
benefits of this work, and section 8.4 contains the methods used to prepare, perform,
and analyse the user experiment. Finally, sections 8.5 and 8.7 contain the results and
conclusion, respectively.
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8.2 Objective
The objective of the user study documented in this chapter is a structured qualitative
evaluation of texture synthesis methods. By quantifying the performance of state-of-
the-art algorithms by various participants, across varied textures, and in varied lighting
conditions, the method of the highest quality will be identified.
8.3 Justification
Once the method of the highest quality is identified, it may be incorporated into the fast
online rendering algorithm of chapter 5. As outlined in the overall plan for the thesis,
this will enable the combination of speed and quality necessary for real-time texture
rendering applications, such as ceramic tile design rendering.
The user study is rigorously prepared, performed, and analysed with statistical
tests in order to produce results useful in the selection of the highest quality algorithm,
as outlined in the Research Methodology chapter 4.
The user studymaterials have been prepared by focusing on specific types of tex-
tures, which covers known properties, as described in the previous chapter. To this end,
several texture classification schemes have been proposed, dividing textures by regu-
larity of shape and colour, and other properties. This has served to narrow down the
problem on textures with specific properties.
The benefit of this work is twofold: First, this work is the first to compare texture
synthesis algorithms in a user study on textures selected to represent the wide variability
of all textures. Statistically significant preferences are identified for algorithms, as well
as over textures. Second, we offer this minimal set of textures with which future work
may be subjectively evaluated, to facilitate the development of future texture synthesis
methods.
8.4 Experiment andMethods Used
This section describes the experimental method, including design, choice of algorithms,
materials and procedure.
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8.4.1 Design
The experiment compares six algorithmic methods across twelve textures. The experi-
ment is based around a ranking design based on similar experiments for HDR texture
comparison [Mukherjee et al., 2016]. The ranking procedure can be seen in Figure 8.1
were a reference exemplar, acting as ground truth is presented and asked to be com-
pared with the presented texture stimuli. The participant ranks the stimuli interactively
according to how close to the exemplar they believe the stimuli to be. Ranking gives
the opportunity to participants to be able to view all stimuli an equal number of times,
and be able to view them concurrently within a reasonable amount of time reducing the
fatigue associated to other design choices, such as pairwise comparisons. The texture
variable corresponds to a within-participants independent variable encompassing the
different texture stimuli. Themethod variable is also a within-participants independent
variable referring to the distinct texture synthesis algorithms. Themethod variable also
includes a hidden reference besides the texture synthesis generated textures. The hid-
den reference is added to help identify differences between the reference and texture
synthesis methods and to see how close these are to the ground truth. The experimental
question was explicitly formulated to allowmultiple interpretations, asking participants
to "Sort [...] by how much they look like the original.", "Sort [...] by order of realism.",
and "Order [...] according to how similar to the reference you think they are."
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Figure 8.2: Process of selection of the input exemplar E and the reference output R from
a square sample texture.
8.4.2 Materials
The selection of textures and texture synthesis algorithms for the study has been guided
by various constraints. First, in order to compare synthesis outputs to a ground truth
texture, it was necessary to chose textures large enough to be divided into an input and
output sample. Furthermore, this output sample needed to be larger than the input,
in order to clearly demonstrate algorithmic properties. An output aspect ratio of 2 : 3
was chosen, and because it was desirable to present all textures equally on one row, the
number of outputs was limited to 7 (see user interface in figure 8.1). The textures can be
reordered interactively, and the entire page scales up to maintain correct aspect ratios
between the reference and the synthesized textures.
The input and output images are generated by first taking a texture, and cropping
it to a square. Then, the top-left corner of 1/3 width and 1/3 height is extracted to give
the exemplar. The right band of 2/3 width and full height is used as the ground truth. See
figure 8.2.
The six selected algorithms are:
Image Quilting [Efros and Freeman, 2001]
Ashikhmin Natural Texture Synthesis [Ashikhmin, 2001]
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Resynthesizer [Harrison, 2005]
Self Tuning Texture Optimization [Kaspar et al., 2015]
LazyFluids Appearance Transfer [Jamriška et al., 2015]
CNNMRF [Li andWand, 2016]
These algorithms were selected for various reasons, but always focusing on find-
ing representative algorithms of highest quality. ImageQuilting and Ashikhmin are base-
lines, cited as performing best and often compared against in previous work. Resyn-
thesizer and CNNMRF are widely available and used outside the research community,
and results of impressive quality have been accomplished with them. Self Tuning and
LazyFluids were selected because they are widely acclaimed state-of-the-art methods
with regard to quality. See section 3.7.1 for a discussion of how these algorithms perform
synthesis. All selected algorithms were run with the same default parameters across all
textures, to simulate a non-expert user environment. The work here does not focus on
the expert user, whomay adapt method parameters.
User Interface
Figure 8.1 shows the GUI used for selection. The experiment code runs entirely within a
browser, so that it can be performed online; this enables reaching a wide variety of par-
ticipants with various monitors, resolutions, preferences, and lighting conditions. The
GUI presents the exemplar as a ground truth reference in the top centre and the sixmeth-
ods plus hidden reference right under. The GUI allows the selection and movement of
any of the stimuli corresponding to themethods along the x-axis to be ordered according
to participant preferences.
The background is a neutral grey, and the participant is requested to maximize
the window. All images scale to fill asmuch of the screen as possible, and the aspect ratio
between the input and output are maintained.
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8.4.3 Participants and Procedure
Participation was anonymous. In order to guarantee serious participants in the evalu-
ation of the textures, jurors were selected from Masters students at the Warwick Man-
ufacturing Group of the University of Warwick, graduate students from the Computer
Graphics and Multimedia group of the Brno University of Technology, and interested
domain specialists. Therefore, their performance can be interpreted as indicative, and
the collected data are not noisy.
Screen resolution was recorded, and participants with less than HD 720p were
discarded. Participants who did not change the order of any textures, and those who
did not reach the end of the experiment were discarded. In total, the user study was
performed by 67 participants.
A mass e-mail was sent out to students and staff of two universities to recruit
participants on a voluntary basis. Those who responded were sent a URL corresponding
to the experiment. No personal data was collected. The experiment was run entirely in
browser and results stored on a server.
Furthermore, the experimental design focuses on various use-cases, by not re-
stricting participants in the use of their own monitors in various lighting conditions.
Statistical analysis allows us to quantitatively answer questions regarding juror perfor-
mance, sensitivity, and experiment repeatability. These are discussed individually in the
next sections.
8.5 Results and Analysis
Analysiswas conductedusing the non-parametric Kendall test for Concordance. Kendall’s
test for Concordance (W) provides a statistic between 0 and 1 conforming to the agree-
ment across participants. A W of 1 indicates perfect agreement among participants and
0 means perfect disagreement. W can also be tested for significance and this is also re-
ported in the results. Pairwise comparisons among all the methods for each of the tex-
tures were also conducted, these give an indication of if there are any significant differ-
ences across methods for a given texture, or in the overall.
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Results for each texture, as well as for across all textures using collapsed scores,
are in table 8.1. All orderings are significant to p < 0.01, except orderings within each
group. Kendall’s W coefficient of concordance ranges from 0 (no agreement) to 1 (com-
plete agreement). The groupings in each row demonstrate significant differences. Meth-
ods not grouped together indicate significant differences across those methods for that
particular texture.
8.5.1 Juror Performance
Statistical analysis throught the calculation Kendall’sW shows consistency amongs par-
ticipants. Juror performance is highly consistent across the entire experiment, and across
individual textures as well.
Disagreements can be interpreted in two ways. Either as similar quality among
the textures, or as disagreement among participants. Over 85% of all rankings are signif-
icant. For the smarties texture, for example, there are 19 significant ranking agreements
and 2 non-significant agreements. The fact thatmost rankings are statistically significant
shows that the disagreements do not stem from the jurors, who are not given informa-
tion about the textures, but in the textures themselves.
8.5.2 Experimental Sensitivity
While the results of the ranking study are statistically significant, it is important to con-
sider the uncertainty of the measurements with regard to unknowns and other sources
of uncertainty in the experiment. Much of this is answered by two factors: the variability
among participants, devices, and lighting conditions, and the significance and agree-
ment amont rankings.
However, it remains possible that the results of the study performed here could
be different if the experimentwere performed differently. For example, by selecting older
participants, other rankings may be significant. The results presented here are limited
by the experimental setup chosen here, and while results may be extrapolated to printed
materials or specialised textures, it is important to remember the limitations of the ex-
perimental setup.
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8.5.3 Experiment Repeatability
Along with theW -agreement among jurors, the significance level p of rankings is calcu-
lated in the analysis. A significance level p < 0.01 demonstrates that a portion of partic-
ipants may be discarted, and the results would remain the same. Therefore, repeating
the experiment with different participants may produce different rankings, but not sig-
nificantly so.
The experimental setup is made available online, and thanks to the simplicity of
the experiment, itmay be repeated to verify our results. The experimental setupmay also
be adapted to new data or testing platforms, so this work facilitates the quantification of
similar qualitative questions in different fields.
The results with the checkerboard texture are visually clearest, and also show
the higher Kendall’s coefficient of concordance. However, other textures cause wide dis-
agreement. This is caused by differing views on what constitutes an ideal output.
88
Te
xt
u
re
ra
n
ks
K
en
d
al
l’s
W
sm
ar
ti
es
re
fe
re
n
ce
re
sy
n
th
es
iz
er
q
u
il
ti
n
g
se
lf
tu
n
in
g
L
az
yF
lu
id
s
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
73
7
ch
ec
ke
rb
o
ar
d
re
fe
re
n
ce
se
lf
tu
n
in
g
q
u
il
ti
n
g
re
sy
n
th
es
iz
er
L
az
yF
lu
id
s
C
N
N
M
R
F
A
sh
ik
h
m
in
0.
81
9
b
la
d
es
re
fe
re
n
ce
re
sy
n
th
es
iz
er
L
az
yF
lu
id
s
se
lf
tu
n
in
g
q
u
il
ti
n
g
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
44
gr
id
re
fe
re
n
ce
q
u
il
ti
n
g
se
lf
tu
n
in
g
L
az
yF
lu
id
s
re
sy
n
th
es
iz
er
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
81
1
p
eb
b
le
s
L
az
yF
lu
id
s
re
fe
re
n
ce
se
lf
tu
n
in
g
re
sy
n
th
es
iz
er
q
u
il
ti
n
g
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
46
1
in
k
se
lf
tu
n
in
g
L
az
yF
lu
id
s
re
fe
re
n
ce
re
sy
n
th
es
iz
er
A
sh
ik
h
m
in
q
u
il
ti
n
g
C
N
N
M
R
F
0.
55
8
ro
u
gh
q
u
il
ti
n
g
re
sy
n
th
es
iz
er
se
lf
tu
n
in
g
L
az
yF
lu
id
s
re
fe
re
n
ce
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
44
7
ch
ic
ag
o
re
sy
n
th
es
iz
er
se
lf
tu
n
in
g
q
u
il
ti
n
g
L
az
yF
lu
id
s
re
fe
re
n
ce
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
61
9
n
o
is
e
re
fe
re
n
ce
L
az
yF
lu
id
s
q
u
il
ti
n
g
re
sy
n
th
es
iz
er
se
lf
tu
n
in
g
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
36
1
gr
ee
n
m
ar
b
le
se
lf
tu
n
in
g
L
az
yF
lu
id
s
re
fe
re
n
ce
re
sy
n
th
es
iz
er
q
u
il
ti
n
g
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
51
7
o
ra
n
ge
m
ar
b
le
L
az
yF
lu
id
s
se
lf
tu
n
in
g
re
fe
re
n
ce
re
sy
n
th
es
iz
er
C
N
N
M
R
F
A
sh
ik
h
m
in
q
u
il
ti
n
g
0.
26
6
st
ra
w
se
lf
tu
n
in
g
q
u
il
ti
n
g
re
sy
n
th
es
iz
er
L
az
yF
lu
id
s
re
fe
re
n
ce
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
36
3
A
L
L
re
fe
re
n
ce
se
lf
tu
n
in
g
re
sy
n
th
es
iz
er
L
az
yF
lu
id
s
q
u
il
ti
n
g
A
sh
ik
h
m
in
C
N
N
M
R
F
0.
40
2
Ta
b
le
8.
1:
Su
b
je
ct
iv
e
ra
n
ks
w
it
h
K
en
d
al
lW
,f
o
r
ea
ch
te
xt
u
re
se
p
ar
at
el
y,
an
d
o
ve
r
al
lt
ex
tu
re
s.
R
an
ks
ar
e
fr
o
m
le
ft
to
ri
gh
t
89
(a
)
re
fe
re
n
ce
(b
)
re
sy
n
th
es
iz
er
(c
)
q
u
il
ti
n
g
(d
)
Se
lf
-T
u
n
in
g
(e
)
L
az
yF
lu
id
s
(f
)
A
sh
ik
h
m
in
(g
)
C
N
N
M
R
F
F
ig
u
re
8.
3:
T
h
e
sm
ar
ti
es
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
(a
)
re
fe
re
n
ce
(b
)
se
lf
-t
u
n
in
g
(c
)
q
u
il
ti
n
g
(d
)
re
sy
n
th
es
iz
er
(e
)
L
az
yF
lu
id
s
(f
)
C
N
N
M
R
F
(g
)
A
sh
ik
h
m
in
F
ig
u
re
8.
4:
T
h
e
ch
ec
ke
rb
o
ar
d
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
90
(a
)
re
fe
re
n
ce
(b
)
Se
lf
-T
u
n
in
g
(c
)
q
u
il
ti
n
g
(d
)
re
sy
n
th
es
iz
er
(e
)
L
az
yF
lu
id
s
(f
)
C
N
N
M
R
F
(g
)
A
sh
ik
h
m
in
F
ig
u
re
8.
5:
T
h
e
b
la
d
es
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
(a
)
re
fe
re
n
ce
(b
)
q
u
il
ti
n
g
(c
)
Se
lf
-T
u
n
in
g
(d
)
L
az
yF
lu
id
s
(e
)
re
sy
n
th
es
iz
er
(f
)
A
sh
ik
h
m
in
(g
)
C
N
N
M
R
F
F
ig
u
re
8.
6:
T
h
e
gr
id
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
91
(a
)
L
az
yF
lu
id
s
(b
)
re
fe
re
n
ce
(c
)
Se
lf
-T
u
n
in
g
(d
)
re
sy
n
th
es
iz
er
(e
)
q
u
il
ti
n
g
(f
)
A
sh
ik
h
m
in
(g
)
C
N
N
M
R
F
F
ig
u
re
8.
7:
T
h
e
p
eb
b
le
s
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
(a
)
Se
lf
-T
u
n
in
g
(b
)
L
az
yF
lu
id
s
(c
)
re
fe
re
n
ce
(d
)
re
sy
n
th
es
iz
er
(e
)
A
sh
ik
h
m
in
(f
)
q
u
il
ti
n
g
(g
)
C
N
N
M
R
F
F
ig
u
re
8.
8:
T
h
e
in
k
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
92
(a
)
q
u
il
ti
n
g
(b
)
re
sy
n
th
es
iz
er
(c
)
Se
lf
-T
u
n
in
g
(d
)
L
az
yF
lu
id
s
(e
)
re
fe
re
n
ce
(f
)
A
sh
ik
h
m
in
(g
)
C
N
N
M
R
F
F
ig
u
re
8.
9:
T
h
e
ro
u
gh
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
(a
)
re
sy
n
th
es
iz
er
(b
)
Se
lf
-T
u
n
in
g
(c
)
q
u
il
ti
n
g
(d
)
L
az
yF
lu
id
s
(e
)
re
fe
re
n
ce
(f
)
A
sh
ik
h
m
in
(g
)
C
N
N
M
R
F
F
ig
u
re
8.
10
:
T
h
e
ch
ic
ag
o
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
93
(a
)
re
fe
re
n
ce
(b
)
L
az
yF
lu
id
s
(c
)
q
u
il
ti
n
g
(d
)
re
sy
n
th
es
iz
er
(e
)
Se
lf
-T
u
n
in
g
(f
)
A
sh
ik
h
m
in
(g
)
C
N
N
M
R
F
F
ig
u
re
8.
11
:
T
h
e
n
o
is
e
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
(a
)
Se
lf
-T
u
n
in
g
(b
)
L
az
yF
lu
id
s
(c
)
re
fe
re
n
ce
(d
)
re
sy
n
th
es
iz
er
(e
)
q
u
il
ti
n
g
(f
)
A
sh
ik
h
m
in
(g
)
C
N
N
M
R
F
F
ig
u
re
8.
12
:
T
h
e
gr
ee
n
m
ar
b
le
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
94
(a
)
L
az
yF
lu
id
s
(b
)
Se
lf
-T
u
n
in
g
(c
)
re
fe
re
n
ce
(d
)
re
sy
n
th
es
iz
er
(e
)
C
N
N
M
R
F
(f
)
A
sh
ik
h
m
in
(g
)
q
u
il
ti
n
g
F
ig
u
re
8.
13
:
T
h
e
o
ra
n
ge
m
ar
b
le
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
(a
)
Se
lf
-T
u
n
in
g
(b
)
q
u
il
ti
n
g
(c
)
re
sy
n
th
es
iz
er
(d
)
L
az
yF
lu
id
s
(e
)
re
fe
re
n
ce
(f
)
A
sh
ik
h
m
in
(g
)
C
N
N
M
R
F
F
ig
u
re
8.
14
:
T
h
e
st
ra
w
te
xt
u
re
,o
rd
er
ed
b
y
u
se
r
p
re
fe
re
n
ce
95
(a) reference (b) exemplar (c) self-tuning output
Figure 8.15: A texture for which the reference shows greater variance than the exemplar,
which is not replicated in synthesis
In fact, for several textures participants consistently agree that the reference is
not the best (pebbles, rough, chicago, greenmarble). This is because the reference image
contains greater variance than the example, while synthesized textures closelymatch the
inputs’ visual properties (figure 8.15).
Consistently with assumptions, the noise texture is easy to synthesize correctly,
because four out of sixmethods create results indistinguishable from the reference. There
are seven textures for which somemethods produce results not significantly worse than
the reference (blades, pebbles, ink, noise, green marble, orange marble, straw). The tex-
ture synthesismethods for these texturesmay be broadly considered successful, because
a single algorithm (Self Tuning) is indistinguishable from the reference in these textures.
Out of the remaining five textures (smarties, checkerboard, grid, rough, chicago),
two reference textures are evaluated as significantlyworse than synthesized outputs (rough,
chicago), and in the other three, the reference is significantly better than synthesized tex-
tures.
The chicago texture does not strictly fit the definition of a texture, because patches
are potentially identifiable. Therefore, the selected example is different from the selected
reference, unlike outputs of the four best algorithms.
The synthesis of three textures is not solved by any evaluated method. These are
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Figure 8.16: Blended images of Texture Synthesis methods ordered by user preference
the smarties texture (figure 8.16), checkerboard (figure 8.4), and grid. These share some
common properties: mid-to-high shape regularity, mid-to-low stochasticity, and low lo-
cality. These properties, together with complex shape patterns, form patterns which are
hard to recreate without considering the underlying generative process.
High shape regularity poses challengeswhichnone of the algorithmshandlewell.
Regular texture elements are not replicated perfectly (figure 8.4) in the output, and a
human observer readily identifies even minute flaws, so the relative perceived quality is
significantly worse than the reference.
The results demonstrate that numerous complex properties are well handled by
the top four methods: texel size, example resolution, texels per sample, scale, scale vari-
ance, stochasticity, and shape.
Considering the shared properties of textureswhich are notwell synthesized, and
the fact that reference images contain greater variance than the exemplar, the major fo-
cus of texture synthesis research should be regularity mapping, learning to replicate the
texture’s generative process, and a structured approach to estimate variability to increase
it in the output.
Figure 8.10 shows the full-scale vs the details of the chicago texture, revealing
additional clues regarding method quality. For example, LazyFluids seems best at gen-
erating novel textures of the scale of the exemplar, but does not perform well when gen-
erating a large sample.
8.6 Discussion
The findings of this research enable us to provide a novel process that a user can follow
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Algorithmically
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Are the textures
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tains textures with
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Figure 8.17: Flowchart for application-specific texture synthesis algorithm selection
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for improving their required texture quality. As shown in the flowchart in figure 8.17, this
process can assist the user to select the texture synthesis algorithms best suited for their
specific application. The process is as follows.
For any application requiring Example-based Texture Synthesis, consider first
whether the textures it will be applied to are domain specific, or general. This may re-
quire the consideration of texture properties, and assessment of whether the full range
is covered in the application. For example, an in-game terrain synthesis applicationmay
require only natural and stochastic textures, while an inpainting applicationmay require
processing of general textures. In the general case, the optimal algorithm to use is self-
tuning [Kaspar et al., 2015], as per bottom row of table 8.1.
If the application is deemed to require specific types of textures, their properties
are considered. If one or more textures with the same properties are identified among
the 12 with which the user study was performed, their resulting rankings are to be se-
lected. For instance, if an algorithm to generate wood textures is required, it will corre-
spond to natural textures of colour, with high scale, high stochasticity, and high variance.
As per tables 7.4 and 7.5, the green marble and orange marble textures satisfy the same
properties. As per table 8.1, the best algorithms for these may be selected for this appli-
cation: self-tuning [Jamriška et al., 2015], LazyFluids [Jamriška et al., 2015], or resynthe-
sizer [Harrison, 2005].
If the user study contains no textures with the same properties as the desired
application, an informed selection of the appropriate algorithm will require execution
of a new subjective study. Thanks to the availability of the code for all methods, as well
as the experimental setup for the study, this does not require any re-implementation.
Once the offline texture synthesis algorithm has been selected, the application
may or may not require fast online rendering. If it does, combine the selected algorithm
with Repeatable Texture Sampling with Interchangeable Patches from chapter 5. If not,
process with selected algorithm offline.
This process enables the integration of results published in this work with prac-
tical industrial applications of texture synthesis algorithms.
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8.7 Conclusion
We have qualified existing texture synthesis algorithms by means of a subjective exper-
iment, demonstrating that the problem of example-based texture synthesis is not yet
fully solved. It appears there are types of textures and texture properties where existing
algorithms fail; although certain textures are found to be very well synthesized. Previ-
ously published findings have been thoroughly validated, and new findings regarding
properties of textures which are not well synthesized have beenmade.
The goal of the study, the identification of the highest quality texture synthesis
method, has been achieved. Therefore, the method can now be incorporated into the
fast online texture sampling algorithm of chapter 5. By combining these findings, a fast
and high quality method can now be produced.
Only three of these textures show significant flaws with state-of-the-artmethods,
allowing for compact and straightforward analysis. While it is our hope that by perform-
ing well on these an algorithm should perform well on any new textures, it is likely that
this set will need to be extended once the texture synthesis algorithms perform well on
all of them. The code of our experimental set-up is made available with this publication,
to encourage such future extensions.
A shortcoming of our final analysis is that it assumes equal weight across the se-
lected textures, but in reality this weighting is application-specific. We have attempted to
allow application-specific analysis by showing rankings for each texture, but the overall
ranking will not be representative of all applications.
In future work, it would be beneficial to define appropriate metrics for texture
quality assessment. Furthermore, as the raw experiment data is being made available
with this publication, future analysis can show more complex relationship across par-
ticipants. It would be interesting to quantify properties for clusters of participants, and
infer the specific criteria that affect their preferences. While algorithms exist which will
work well on a single texture of this set, this is not a general solution to the texture syn-
thesis problem.
By identifying properties of textures which have consistently not been synthe-
sized as well as the reference, we hope to help advance research in the field of example-
100
based texture synthesis, so that algorithmmay be devised which handles any texture.
The work in this chapter has been published at Eurographics [Kolar et al., 2017],
Europe’s most prestigious conference in computer graphics.
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Chapter 9
Conclusion and FutureWork
The goal of work performed in the course of this doctorate is the creation of a com-
prehensive approach for the analysis of quality of texture synthesis algorithms, and the
development of a method which improves the state-of-the-art with respect to this ap-
proach. This goal has been accomplished, along with additional findings along the way.
The research presented in this thesis has investigated in detail the quality of of-
fline texture synthesis, and introduced a new method for texture synthesis and made
advances in quality assessment. The following contributions have been made: The par-
allel algorithm of chapter 5, the texture dataset of chapter 7, and the user study of chap-
ter 8. This leads to several conclusions regarding the research question posed in the the
introduction:
First, a new texture synthesis method has been presented with improved quality
for fast, parallel online synthesis. The quality of this algorithmdepends only on a prepro-
cessing step, which can be performed with any method. The new method, presented in
chapter 5 (figure 9.1) achieves the benefits of other parallel texture synthesis algorithms,
namely speed in a real-time environment, and a small memory footprint. Because sam-
pling is independent for each pixel, the method runs in parallel, works for arbitrarily
large textures, and the deterministic nature of the algorithm allows repeatability, which
is necessary for certain applications, such as tile manufacture.
The resulting quality of the new method depends only on the quality of patches
produced in an offline preprocessing step, thusmaking it possible for the other advances
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in texture quality in offline algorithms to be utilised on-the-fly as well. The benefits of
this parallel patch-replacement method over previous parallel patch-replacement [Van-
hoey et al., 2013] are two-fold: precomputed patches are not limited to lie on a pre-
computed fixed patch map, and rendered patches can lie over the boundaries of other
precomputed patches. This makes the method presented in this thesis suitable even for
complex irregular textures, and enhances the flexibility of fitting pre-processed textures.
In conclusion, this demonstrates that online texture synthesis can achieve the quality of
any offline texture synthesis algorithm.
Furthermore, the preservation of quality has been verified through a randomized
user study, where statistically significant results demonstrate that no significant loss of
quality occurs when a high-quality offline algorithm is converted into a fast online ren-
dering algorithm with the use of this method. This new method allows the integration
of a non-real-time high quality texture synthesis method, thus allowing real-time speed
and high quality.
Figure 9.1: The pebbles texture rendered using the algorithm of chapter 5
Secondly, known properties of textures are compiled into a logical classification
in chapter 7. The texture properties assessed here are a structured reorganisation of
previously published lists of properties. Whereas evaluation previously only relied on
a set of textures satisfying the stationarity and locality constraints, no fixed set was used
to compare results with each other. In order to offer guarantees regarding quality over
new textures, this wide array of ordinal and binary texture properties has been compiled.
These properties are used to create a small set of 12 textures which exhibit these proper-
ties. Such an approach allows texture synthesis algorithms to be visually compared with
each other in a standardised way.
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Figure 9.2: Synthesis Results of Self-Tuning Texture Optimization [Kaspar et al., 2015]
over the dataset. Top row contains the examples, and the bottom row the synthesis re-
sults.
Thirdly, in chapter 8 these textures are compared in a user study over six texture
synthesis algorithms, to produce relative rankings and absolute comparisons with a ref-
erence texture. This experiment has controlled over personal preferences, over screen
configurations, and over the individual definition of synthesised texture quality, in order
to produce significant results across multiple applications. Overall, the study showed
that people prefer the quality of the reference over any algorithm, conclusively demon-
strating that none of the available algorithms perform perfectly. Nonetheless, when or-
dering algorithms in relation to each other, Self-Tuning Texture Optimization [Kaspar
et al., 2015] is objectively the best available method (figure 9.2). Such a method is an
appropriate choice for use in future work and integration with parallel online synthesis.
Finally, as set out in the researchmethodology, these findings are to be joined. By
developing a quality-preserving real-time texture synthesis method, and identifying the
highest-quality texture synthesis algorithm, an offline and online high quality texture
synthesis algorithm has been created. This joint method satisfies the original require-
ments set at the beginning.
9.1 Limitations
The parallel texture synthesis algorithm of chapter 5 has limitations regarding the num-
ber of repeated pixels in each patch. It also requires replication of corner pixels, which
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cannot be overlapped.
Further research with the chosen textures of chapter 7 will inevitably lead to al-
gorithms which perform increasingly better on textures with the listed properties. As the
quality over all selected textures becomes indistinguishable from the reference, it will be
necessary to extend the selection of textures, because new properties will be found for
which improved texture synthesis algorithms are yet to produce results of sufficient qual-
ity. For example, irregular textures with non-repeating patch maps and textures where
patch boundaries are crossed by other patches of figure 5.5 may prove challenging can-
didates.
Because all measurements were taken on computer screens, the user study of
chapter 8 does not take into account user’s preferences regarding various environments.
It may be beneficial to perform a similar study with printed textures, with ceramic tiles,
or inside virtual environments. Similarly, certain applicationsmay require specific types
of textures, and additional properties not discussed here, such as embossing. Because
the focus is different, these must be evaluated separately.
The key contributions of the thesis are thus: enhancing the quality of parallel
texture synthesis, creating a dataset for evaluation, performing an objective perceived
quality study, and interlinking the findings.
9.2 Applications and Impact
This work was funded by a CASE studentship with Johnson Tiles. This section describes
the importance of the work undertaken in this thesis for the tile industry. Emerging chal-
lenges are underpinned below, four focusing on further applications in TileManufactur-
ing, and the others on future work in texture synthesis research.
9.2.1 Future Research Questions
The results presented in this thesis clearly show which texture properties fail to be well
synthesised in existing texture synthesis algorithms. In particular, textures which exhibit
mid-to-high shape regularity without a loose lattice, those withmid-to-low stochasticity,
and those with low locality are not synthesised well by any available algorithm. Further-
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more, complex shape patterns and regular texture elementswhich are not replicated per-
fectly create clearly visible flaws. These results contribute to the field of texture synthesis
by reducing the need for subjective evaluation in the development of new algorithms.
The work performed in this thesis has opened new directions for research:
1. Making use of the fact that the quality of online texture synthesis can be as good
as offline texture synthesis.
2. Find new textures and texture properties onwhich relative and absolute algorithm
quality can be evaluated meaningfully.
3. Although one algorithm performs very well, texture synthesis remains an open
problem, because not all results are indistinguishable from the reference.
4. Future work in texture synthesis should focus on shape regularity without a loose
lattice, stochasticity, locality, and regular textures.
9.2.2 Texture Synthesis for Tile Manufacturing
In the ceramic industry, texture synthesis is used to create tiles that are visually similar
to an example of a natural material, but crucially minimise repetitions in the texture that
may be immediately obvious on a wall of tiles. The current industrial practice is labour
intensive.
The results of this work are directly applicable in the Texture Synthesis processes
used in Tile Manufacturing, especially in design and printing.
9.2.3 Perceived Satisfaction on Tiles
The quality of synthesised textures in the user study was assessed in a general sense, and
on computer screens. Although the results are applicable in Tile Manufacturing, there
may be specific factors affecting quality preference for the types of textures used and the
ceramic tiles that they are printed on.
Results of the user study have also shown that multiple methods are indistin-
guishable from the reference on the two marble textures in the dataset, suggesting that
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for this type of texture, the problem of texture synthesis is solved. These results are di-
rectly applicable, given assumptions that quality is perceived similarly on screens and
printed tiles, and that various marble textures behave similarly when synthesised. In or-
der to verify these findings and apply them in tile manufacturing, a similar study should
be performed to assess quality on printed tiles with the types of textures which are typi-
cally printed on ceramic tiles.
9.2.4 Integration of Tile Manufacturing Processes
The desired qualities of Texture Synthesis algorithms are speed, quality, repeatability,
resolution, and it is important to find an appropriate tradeoff of these to suit the appli-
cation at hand. Since for the ceramic tile industry quality is key for a subjectivemeasure,
any evaluation needs to be done with a carefully selected dataset. In order to bridge the
gap between subjective user satisfaction and repeatable objective metrics, analysis of
computed results and answers in the user study will be conducted to compare correla-
tions between computed and perceived quality.
In order to integrate the results of an objectively pleasing Texture Synthesis algo-
rithm into the tile manufacturing process, several steps need to be taken.
• The profiling will need to be automated by taking into account a number of factors
• The RGB texture will need to be represented optimally using CMYK colours, to
minimise printing costs
• The numerous variables involved in the printing process will need to bemeasured
on-the-fly and accounted for during the manufacturing process, in order to pro-
duce an accurate mapping from the CMYK representation to finished tile
• This changing mapping will then be applied to tiles being printed, in order to re-
duce variation between the desired and the finished tile
The texture synthesis method and user study results have already made signifi-
cant contributions to the creation of texture canvasses by Johnson Tiles. Future workwill
integrate the profiling step, colour representation, the printing process, and the quality
assurance measurements.
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9.2.5 Android App
In order to make the texture synthesis algorithm easily usable to Johnson Tiles, a smart-
phone app utilising these findings has been delivered. It allows designers and engineers
working with textures for ceramic tiles to test synthesis with novel textures, wherever
they will see them. By allowing a demonstration of the final synthesised texture at trade-
shows and in the wild, new texture patterns can be found and created.
As well as allowing the capture and use of new textures, a mobile application
demonstrating texture synthesis allows the quick evaluation of the usability of a given
texture. Certain textures cannot be replicated well, and others display necessary prop-
erties to be rendered well, but may prove inappropriate for manufacture because of the
large-scale appearance of the finished product, which is difficult to assess in advance.
The application will allow an expert texture designer to assess this quickly for any new
texture.
Finally, while making work related to texture synthesis easier and more flexible,
the application should be economically useful for Johnson Tiles by allowing them to cap-
ture and assess textures without acquiring physical slabs ofmarble, and dealing with ad-
ditional expenses of international transport and flatbed scanning. Objective metrics of
quality can be extrapolated if any of the evaluated methods are used to create the tex-
tures in the mobile application, therefore assuring user satisfaction and quality in the
synthesised texture.
9.2.6 Parallel Synthesis Preprocessing Quality
The presented parallel texture synthesis method allows textures of arbitrary quality in
theory, but uses image quilting for preprocessing in practice. By using the best available
algorithm for patch and tile preprocessing, the quality of the online rendering will be
vastly improved.
Furthermore, a known limitation of the method is that corner pixels cannot be
overlaid with patches, because of the non-deterministic overlap which would arise. Fur-
thermore, only 50% of each repeating tile may be replaced with patches. By combining
thismethodwith underlyingWang tiles, rather than a single repeating S-tile, these issues
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would be efficiently resolved.
9.2.7 Extending the Texture Dataset
This work covers many texture properties, and meaningful combinations of these prop-
erties. However, new properties may be explored, and new types of textures may be dis-
covered. Properties may include roughness, embossing, and textures whose texture ele-
ments do not lie on a loose lattice, and are therefore non-regular. Furthermore, textures
where patch boundaries are crossed requiremanual intervention to synthesise well, and
this will be interesting to explore in future work.
Furthermore, only three of the selected textures are conclusively synthesisedwith
poor quality. By extending this with an additional set of textures for which most algo-
rithms do not perform well, a more precise understanding of new avenues for improve-
ment may be defined.
9.2.8 Generative Quality Metric
Because results from the user study have demonstrated interportability of quality per-
ception from synthetic to natural textures, it may be possible to develop a quality metric
using a generatively rendered texture. A texture may be algorithmically created, and the
properties of any synthesised texture can be tracked, measured, and compared the its
properties. Given such a process, it may be used to evaluate texture synthesis algorithm
quality.
Future work may use measurable properties of textures, and by creating appro-
priate generative processes, input textures may be automatically generated and syn-
thesised textures may be automatically evaluated. Findings regarding perceived qual-
ity and usability of specific algorithms across various texture properties are applicable
here. Given a new texture which matches existing texture properties for which the ob-
jective user study has been performed, the same results in user satisfaction can be ac-
complished.
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9.2.9 Summary of Emerging Challenges
Future work related to delivering additional facilities to Johnson Tiles, the CASE stu-
dentship sponsor of this PhD, has been discussed. A wide array of engineering and
scientific problems has been opened with this research. Future work includes Texture
Synthesis algorithms in Ceramic Tile Manufacturing, Perceived Satisfaction on Tiles, the
optimisation of the entire manufacturing process, and the development of an Android
App. Additional future work in texture synthesis research includes the improvement of
the preprocessing step of the proposed algorithm, and the design of a generative quality
metric.
9.3 Final Remarks
Example-based Texture Synthesis is a complex problem with numerous applications.
The perceived quality of knownmethods, whichwas hypothesised to be insufficient, was
proven to be significantly and repeatably inferior to a ground truth reference, as shown
in the bottom row of table 8.1. An objective method optimisation scheme was assessed
for quality as well, and a need for a user-in-the-loop subjective evaluation method was
shown to be necessary.
This work has improved the quality of offline and online texture synthesis algo-
rithms in three steps: The creation of a parallel algorithm whose quality is the same as
the quality of an algorithm used for pre-processing, the creation of a dataset of textures
to make quality evaluations possible, and the execution of an anonymous user-study to
draw conclusions on quality. By combining these findings and assessing requirement
trade-offs for various applications, a workflow was proposed to deliver a general tex-
ture synthesis method, as well as application-specific solutions with respect to texture-
specific quality requirements.
These three contributions have fulfilled the objectives set out in the research
methodology well as a multitude of possible Future Work in research and in industry. In
this work, High Quality Texture Synthesis has been improved upon in a rigorous, struc-
tured way. This thesis has contributed to research in the field of texture synthesis, pro-
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viding a firm foundation for future work.
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Ethical Proposal
A Ranking Comparison Based Subjective Evaluation of Example-based Texture Synthe-
sis Methods1
Martin Kolárˇ, Kurt Debattista and Alan Chalmers
WMG, University of Warwick
A.1 Summary
This document describes a proposal for subjective evaluation of leading Texture Synthe-
sis methods via two evaluation techniques viz. ranking and pairwise comparison. The
evaluation involves human participants who are asked to compare and rank on com-
puter displays, the quality of a synthesised canvas, random tiles, and a tiled wall using
one of 7 published methods against a displayed input sample. In the following sections,
Example-based Texture Synthesis methods will be referred to as SMs (Synthesis Meth-
ods). The experiment will involve different natural textures (inputs), and 7 different syn-
thesised textures for each (outputs). The benefit of this experiment will be twofold: to
determine observed quality of Texture Synthesis methods, and to validate a computed
quality metric which seeks to mimic human texture perception.
1edited for formatting
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A.1.1 RelatedWork - Evaluation
Related psychophysical evaluations involving ranking and pairwise comparison have
been conducted to compare several Tone-Mapping operators (TMO) with each other
and/orwith referenceHDR frames using a combination of LDRandHDRdisplays. More-
over, such comprehensive subjective evaluation of SMs, to the best of our knowledge,
has never been conducted to date. This proposal will undertake a comprehensive psy-
chophysical evaluation involving human participants who are tasked to determine the
position on a scale of each SM from best to worst by means of ranking method accord-
ing to their preference. Doing so, will help identify the best SM according to the ranking
criteria, the ranked order of preference for each SM, and finally provide a better under-
standing of the evaluation of SMs; more so if the data between the objective and subjec-
tive evaluation correlate to a large degree. Data will also be used to validate if the results
of our quality metric correspond to human preferences.
A.2 Aims/Objectives
The objectives of these experiments are: 1. Identify the best SM out of the ones pro-
posed to date. 2. Quantify perceived expectations of texture synthesis by comparing
how favourably a second natural texture compares to various algorithms. 3. Find and
quantify the correlation between perceived and computer quality, in order to allow fully
automated tests in the future, and the incorporation into our ownmethod.
A.3 Design/Methodology
We propose to conduct a psychophysical evaluation by ranking, in three different exper-
iments. The experiments are performed identically, but against three different sets of
images: A large canvas, A single tile, and a tiled wall. The second and third experiments
will only be performed with textures desirable for tile manufacture, and will be analysed
separately. The first experiment, however, will be of crucial importance to the broader
Texture Synthesis community, and will be executed with multiple textures. The ranking
test itself will be the same for all three experiments, so they are now described together
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in detail.
A.3.1 Ranking-basedmethodology
Each experiment will be performed for textures in Figure 6 independently. Participants
will be shown the source texture, and all the other textures simultaneously. They will
also have the possibility of clicking on any texture to enlarge it over a larger portion of
the screen, and clicking a shortcut will activate the magnifying glass tool to examine
details. They will then be asked to rearrange the synthesised textures on their screen,
with the mouse, in their perceived order of quality. The preferred order can be analysed
to identify significant statistical differences amongst the SMs. Synthesised textures will
be resized to 1/8th of the monitor, so that all can fit on the screen simultaneously, and
will be displayed in high resolution, to allow the participants to focus on fine details in
the textures.
A.3.2 General Texture Synthesis experiment
In order to assess the method over the wide variety of synthesis methods, it is important
to use a wide variety of textures, including textures on which current algorithms do not
performwell. It is of most benefit to quantify what drawbacks eachmethod has, and this
will be done by assessing the ranking performance of each method over the various tex-
tures. These textures have been selected to account for numerous types of variation: in-
put size, texel size, orientability, patch 4interchangeability, colour, large-scale variance,
and size of repeatable elements. Therefore, textures in Figure 6 have been chosen. Some
are well known in the literature, while others have been specifically chosen to address
potential shortcomings of today’s methods.
This part of the experiment will only have the participants evaluating the large
canvas, in contrast with the experiment in the following subsection.
The experiments will be done only using a single calibrated screen (Samsung
U28D590D 28 inch Ultra HDMI 4K), a computer, and a USB stick to store all data. The
use of a specific screen is important, and to eliminate external stimuli, the experiments
will be performed in a closed dark room. Certain textures will be provided by our partner
114
Johnson Tiles. Chosen textures will be shown for as long as each participant wishes, with
a recommended length of 30 to 90 seconds. It is to be noted that care has been taken
to not include any material which might be objectionable to the participants. A visual
description of some of the chosen textures used for the experiments is given below in
Figure 6. Other textures, chosen from the near-regular, irregular, and near-stochastic
categories of Figure 1 will be selected, because these reflect best where texture synthesis
is important, and may underperform.
A.3.3 Participants
The number of participants is defined by sample size ’s’. Typical sample sizes for com-
parison of images studies in the past have been in the region of 30 to 100 participants,
and we will strive to gather 5 staff, 10 graduate students, and 85 undergraduate students
to perform the study. The ideal sample size should be large enough such that the ranking
distribution is big. The advantage of a large sample size is that while analysing the results
a high degree of agreement can bemeasured through Kendall’s coefficient of consistency
and other non-parametric tests such as Friedman’s test or analysis of variance (ANOVA).
The age criteria for participant eligibility is 18 years and above and all participants should
have normal or corrected to normal vision. In an ideal scenario, the distribution between
males and females should be equal and from a wide ranging demographic distribution.
A.3.4 Recruitment strategy
The participantswill be selected fromeitherUniversity ofWarwick or our industrial part-
ners Johnson Tiles. In case of University of Warwick, the primary recruitment strategy
will be through formal email sent to the research director which is subsequently for-
warded to the rest of the dept. In the case of Johnson Tiles, a formal email will be sent
to the senior project management to be subsequently forwarded to other employees. If
a participant is interested in taking part, he/she will be provided the participant infor-
mation leaflet and the basics of the experiment will be discussed as described. Upon
his/her approval, the participant will be requested to sign the consent form following
which the experiment will start. In no situation will any personal data of the partici-
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pant viz. name, phone number and email address be collected as the data will remain
completely anonymous.
A.3.5 Analysis
Results can be analysed in a number of ways. Ranking data will be analysed directly over
all textures and SMs using ANOVA (or a non-parametric equivalent such as Friedman’s
test; ANOVA is preferred if it is possible as it has more power). Pairwise comparisons will
also be used to identify the differences between each of the SMs; this will be done per
SCN and over all HDRVs. Kendall’s co-efficient of consistency will be used to provide a
value of agreement amongst the participants.
A.4 Ethical Considerations
The experiment will be conducted ensuring all ethical considerations are adhered to in-
cluding the right to withdraw at any moment during the experiment. The results of the
participant who withdraws from the test will not used in any way.
A.4.1 Informed consent
Informed consent will be acquired from each participant before the start of the experi-
ment by means of a thorough briefing including a short training session and a consent
letter in addition to participant information leaflet to each participant in which a de-
scription of the experiment will be provided. The participant will be debriefed after the
completion of the experiment and have the opportunity to ask any further questions.
A.4.2 Participant confidentiality
The experiment has been designed in such a way that the data collection will be com-
pletely anonymous and all forms of bias will be eliminated. The evaluation does not
require any case studies or personal interviews. Therefore, the data collected will consist
of only the ranks of different SMs assigned to the synthesised textures, and the times that
the participants took to make their final decision.
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A.4.3 Data security
Since the experiment does not include any case studies or personal interviews, the data
collectedwill not be sensitive. Additionally, carewill be taken such that the collected data
does not serve any other interests except for further research in this field. The collected
data will be retained till January 2020 in an encrypted optical disc in a locked filing cab-
inet, following which it will be destroyed. The data will only be accessible to authorised
personnel i.e. the student conducting the experiment and the two research supervisors.
A.5 Other considerations
A.5.1 Right of withdrawal
The right to withdrawal has been previously discussed in section A.4. No data is stored if
the participant decides towithdraw from the experimentmidway. In case the participant
decides to opt out of the experiment after the completion of the test, the stored data will
be deleted instantly without further analysis.
A.5.2 Process of sensitive disclosures
Not applicable
A.5.3 Benefits and risks
The psychophysical experiment will be of great benefit to the research field of example-
based Texture Synthesis. As various algorithms perform well on different textures, it is
crucial to identify which ones produce the best results, and validate an automaticmetric
for future use. Therefore, they need to be evaluated on a wide spectrum of potentially
desired textures, as well as a wide range of synthesis algorithms.
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Timeline
This work has been created over the course of 4 years, as follows:
Enrolment
September 2012
Literature Review
December 2012
Fast Texture
Synthesis
July 2014
Ethical Approval
December 2014
Texture Evaluation
Dataset
July 2015
User Study
March 2016
Complete Thesis
Submission
September 2016
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Abstract Rendering textures in real-time environments is
a key task in computer graphics. This paper presents a new
parallel patch-based method which allows repeatable sam-
pling without cache, and does not create visual repetitions.
Interchangeable patches of arbitrary shape are prepared in
a preprocessing step, such that patches may lie over the
boundary of other patches in a repeating tile. This com-
presses the example texture into an infinite texture map
with small memory requirements, suitable for GPU and ray-
tracing applications. The quality of textures rendered with
this method can be tuned in the offline preprocessing step,
and they can then be rendered in times comparable to Wang
tiles. Experimental results demonstrate combined benefits in
speed, memory requirements, and quality of randomisation
when compared to previous methods.
Keywords Texture synthesis · Texture mapping · Parallel
rendering · Ray tracing
1 Introduction
Texture synthesis is a core process in computer graphics and
design. It is used extensively in a wide range of applications,
including computer games, virtual environments, manu-
facturing, and rendering. Crucial points on which current
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methods compete are perceived texture quality, rendering
speed, scale considerations, and memory requirements.
In order to allow rendering with ray tracing, and to render
textures in real time, current methods need to run in paral-
lel and on a GPU, without hindering the perceived quality
(Fig. 1).
As shown in Fig. 2, our method addresses the main
requirements for example-based parallel texture synthesis
algorithms. This paper introduces a method which allows
parallel texture synthesis with patches of arbitrary shape,
without the necessity of a fixed repeating patch boundary.
In previous work [17], selection of interchangeable patches
at runtime was also possible, but required a repeating fixed
patch boundary. As discussed later, the method presented
here has similar preprocessing complexity, memory con-
sumption, and rendering speed, but allows a wider class of
interchange typeswith higher variability, resulting in a higher
quality texture.
Our method allows the sampling of any pixel in the out-
put texture with a deterministic algorithm, without requiring
any information from the pixels that have already been syn-
thesised. Therefore, adjacent pixels can be synthesised in
parallel in separate threads, which do not communicate.
Large textures are rendered by randomly selecting sub-
sets of prepared patches in a parallel and repeatable manner.
These precomputed patches are stored efficiently, allowing
seamless integration in GPU, and the texture is rendered
independently for each pixel on-the-fly, allowing repeatable
parallel access to an infinite, non-periodic texture, appropri-
ate for ray-tracing applications.
The paper is structured as follows: Sect. 2 discusses pre-
vious work, and how our method improves on the state of the
art in parallel texture synthesis. Section 3 outlines the high-
level concept behind the method, and Sect. 4 goes through
how these points are implemented. Method outputs, their
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Fig. 1 Output textures from our algorithm display white noise prop-
erties, without using cache (images are linearly transformed without
interpolation to vanish at the horizon, results without offline manual
tuning)
comparison to other work, and other results are presented
in Sect. 5, and future work and the conclusion are in Sect. 6.
2 Previous work
Sequential exemplar-based texture synthesis falls into one
of three classes [19]: pixel-based methods, patch-based
methods, and texture-optimisation methods. Parallel tex-
ture synthesis can be divided into an additional three:
dependency-tree methods, constant-time tiling methods, and
non-constant-time tiling methods.
Sequential pixel-based methods [3] consider each output
pixel in sequence, while sequential patch-based methods [2]
replicate entire patches, optimising seams using an algorithm
such as Graph Cut [9]. Instead of performing the process
Methods allowing
repeatability
Methods which work
without cache
Methods with no visible repetition
[1] [4]
[14]
[17]
[21]
[12]
[10]
[22]
[15]
[11]
Our method
Fig. 2 Venn diagram of the trade-offs between current example-based
parallel texture synthesis algorithms
once, patches can be placed iteratively over the output until
the desired quality is achieved [8,21]. However, sequential
algorithms are not suitable for simultaneous synthesis of dis-
joint regions, because the space between them needs to be
synthesised as well.
Where the entire texture cannot be held in memory, but
needs to be generated on-the-fly, parallel texture synthesis
methods can be used. The naïve approach to reduce render-
ing time is to create a repeating tile from an input exemplar,
such that the edges fit [20]. This causes visibly notice-
able “tiling” effects. Tile-based runtime synthesis relies on
offline-preparation contents of a texture map, which are then
placed on a rendered surface. Such placement schemes can
be done in a number of different ways using a rectangular
grid: Ammann tiles [6], Wang tiles [1], stochastic tiles [18],
s-tiles [22], and coloured corners [10]. Triangular [13] grids
have also been used. These approaches make the output pixel
retrieval a constant-time operation for output textures of arbi-
trary size. However, they create visible repeated edges and
grid patterns when zoomed out, as shown in Fig. 3.
In turn, this visible aberration is addressed by non-
rectangular region copying, such as megatexture [14], virtual
texturing [4,16], and patch-based methods [15]. However,
these methods rely on cached information, which can cause
temporal artefacts when a scene is re-rendered in a different
order. To allow a different part of the scene to be rendered
elsewhere, in the next video frame, or to be able to revisit
a texture in a virtual environment, it is desirable to guar-
antee that a texture rendered again from the same compact
seed will be identical to one rendered previously. This qual-
ity is referred to as “repeatability”. (Not to be confused with
“repetition”, which is generally undesirable in synthesised
textures.)
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Fig. 3 Comparison with Wang tiles using two different borders (16
tiles) [1] (left), [17] (middle) and our results (right). Sampled linearly.
Top exemplar is 268× 230, bottom 512× 512
Fig. 4 Precomputed Wang tiles a to f are represented on the left, and
a synthesised image is on the right
Parallel non-constant-time patch replacement methods
[5,15,17] perform a non-constant overhead operation while
rendering, to address grid artefacts. These methods place
patches of precomputed shape on the texture at runtime,
according to a runtime computation, but require a fixed patch
map whose boundaries cannot be overlaid with a patch.
For example, in the offline step of [17], a fixed repeating
patch map is created, along with various interchangeable
patches which fit the patch map boundaries (Fig. 5). The
texture can then be sampled independently online with a
pseudo-random number generator at each repeating patch
map.However, none of these resolve the local adjacency con-
straint for patches overlapping repeatable tile boundaries.
Methods which use a statistical shape model for the tex-
ture [5] are able to outperform rendering speeds and quality
of exemplar-based parallel synthesis, at the expense of rely-
ing on additional user input to model the texture. As this is
no longer automated example-based texture synthesis, such
methods are not included in Fig. 2.
A visual comparison of methods which precompute tiles
and select placement during rendering is shown for: Wang
tiles (Fig. 4), fixed map patches of [17] (Fig. 5), and patches
without map boundaries presented here (Fig. 6). In each fig-
ure, the precomputed set of patches or shapes is on the left,
with colours corresponding to places of interchangeability.
This paper describes how interchangeable patches can be
applied online to repeating tiles without a fixed patch map,
Fig. 5 Method of Vanhoey et al. [17]. Precomputed fixed patch map
and patches for content exchange on the left, and a synthesised image
on the right
Fig. 6 Ourmethod. The precomputed tile and interchangeable patches
are on the left, and a synthesised image is on the right
and without posing constraints on boundaries and adjacen-
cies. A discussion of the benefits of this approach is in the
results section.
While offering this enhancement over the state of the art,
our method maintains the benefits of parallel non-constant-
time tiling: texture quality depends only on the quality of a
preprocessing step and available GPU space. Memory and
load on a GPU are addressed to show that even complex tex-
tures can fit into limited GPU memory, and the non-constant
runtime overhead is only a light logic operation.
3 Patch-based texture synthesis without spatial
dependency
The algorithm described in this paper is divided into two
steps: preprocessing and rendering, see Fig. 7.
The method starts with a simple repeatable tile created
from the exemplar texture. Next, interchangeable patches of
varying size are precomputed on the repeatable tile. These
can reach over the repeatable tile boundary, so they are cre-
ated such that they form two sets, which mutually do not
overlap. During rendering, this non-overlapping criterion
permits parallel rendering, while guaranteeing local adja-
cency because “active” patches cannot overlap.
The tile is made larger than the largest visual repeating
element of the texture in the exemplar. For example, in the
left image of Fig. 1, this corresponds to the number of pix-
els spanned by one apple. By using interchangeable patches
of various sizes (from a few pixels to a large portion of the
tile), the synthesised texture will contain elements on multi-
ple scales.
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Synthesise
Repeatable
Tile
(By [20])
Initial
Texture
Synthesise
Patches
onto
Repeatable
Tile
Repeatable Tile
Create
Biclique
Patches
Preprocessing
Coordinates
Lies on
the Tile
or on a
Patch?
Get Tile
Pixel
Get Patch
Pixel
On-The-Fly
tile
patch
Fig. 7 Flowchart overview of our method
The patches are saved, and at runtime are chosen in each
tile in a random, repeatable process, without any cached
information. A binary map of the patch allows constant-time
retrieval of pixel values.
Preprocessing guarantees that patches of adjacent tiles do
not overlap, and the online selection guarantees that patches
chosenwithin each specific tile are selected so that theydonot
overlap. Because of these constraints, every sampled pixel
is copied from one of two regions: the repeatable tile, or a
selected patch of this tile or the neighbouring tile. At runtime,
pixel lookup is performed based on a simple logical operation
which makes this decision, and the selected pixel is retrieved
from the input texture.
4 Algorithm implementation
The algorithm is composed of an offline preprocessing step
which creates the texture map representation, and an online
on-the-fly algorithm called for each requested pixel coordi-
nate (see Fig. 7). The texture map consists of a repeatable
tile, and patches divided into two sets with offset vectors on
their specific tile (but not locations in the final output texture)
(see Fig. 6).
4.1 Preprocessing
From an input texture, we create
– a repeatable tile
– difference vectors for each patch, denoting its location in
the base texture, and in the repeatable tile
– a 2D binary array containing the shape of each inter-
changeable patch
– a binary matrix for each of two sets of patches with the
information whether any given pair overlaps.
First, using Image Quilting [2], we synthesise the “repeat-
able tile” from the exemplar (Fig. 8).
The input texture is used as the patch source. If this input
texture does not fit into GPU memory, it may be desirable
to render a smaller base texture from which patches will be
copied, by [20]. Patches are not stored explicitly, but are
indexed from this base texture using the difference vector.
Therefore, each pixel of a patch takes 1 bit ofmemory, instead
of a minimum 3 bytes for a naïve RGB pixel representation.
Next, we generate candidate patches by associating ran-
dom pixel locations between the repeatable tile and the base
texture, and by executing GridCut [7] to find the optimal
cut. Patches of various sizes are generated by weighting the
cuts by a Gaussian bell curve of varying width. The cut is
allowed to overflow over borders of the repeatable tile, but
not the source tile.
As in previous work, the cut cost is Euclidian distance in
CIELab colour space [23] of pixels in the original texture
(“base”), and the repeatable tile (“tile”). For each poten-
tial patch, we find the maximum pixel cut cost along the
boundary, and choose a predefined number of patches (P =
100–1000) with smallest maximum cut cost. This removes
poorly matched patches.
The following step, involving a rhombus and pseudo-
biclique, ensures that when patches are selected in adjacent
tiles, they will not interact by potentially overlapping.
The output space is divided into tiles A and B, and there
are two sets of precomputed interchangeable patches, one for
each. The same repeatable tile is used forAandB, tomake the
texturemap compact, but the patch sets differ, to allowgreater
variability. These patches can lie on the boundary between
A and B, but must be entirely within the rhombus around the
region they lie in (Fig. 9). It is important that patches do not
overlap in the output texture, because the region simultane-
Fig. 8 Sample repeatable tile and patches for a given texture. aRepeat-
able tile (300× 300 px), b a large patch (91× 112 px), c a small patch
(15× 19 px)
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Fig. 9 The output space alignment. The black rhombus represents the
boundary that patches in A cannot overlap
ously covered by multiple patches is not guaranteed to fit.
The patches which lie over the tile boundaries ensure that
there is no straight repeating boundary in the output texture,
and the bounding rhombus assures independence between
patches “active” in adjacent tiles.
The patches are divided into a pseudo-biclique such that
all patches in set A never overlap with any patch in set B
(Fig. 10). Using the P patches of varying size (Fig. 8), a
graph is constructed where each patch is a node and each
edge is a “does-not-overlap” relationship (Fig. 10). This divi-
sion is done heuristically, using Algorithm 1. Note: if edges
are made to represent an “overlaps” relationship instead,
this pseudo-biclique becomes the union of two disjoint
graphs.
input : square binary matrix M, where true at (a, b)
represents that patches a and b do not
overlap
output: subset of patches, divided into a
pseudo-biclique
lists A and B are initialized with the row and column
indexes of a random true point in M
while sum of lengths of A and B < P do
a := index of randomly selected row of M, such
that all intersections with elements in B are true
if a is not empty then
add a to A
end
b := index of randomly selected column of M, such
that all intersections with elements in A are true
if b is not empty then
add b to B
end
end
Algorithm 1: pseudo-biclique graph division algo-
rithm
The selected patches are then saved in a binary array, along
with the following variables: width, height, top left corner
location in the base texture, and top left corner location in
the repeatable tile. Square subsets of the matrix of overlaps
are saved as well, one for the overlaps among patches in A
and a second for B.
Fig. 10 A pseudo-biclique. Every edge between patches represents
a “does not overlap” relationship, and edges between patches in either
group are allowed.On the right corresponding patch positions are shown
4.2 On-the-fly sampling
Given a single (x, y) coordinate, determine which tile it lies
in (tx , ty) by rounding to the nearest tile, and its location in
the tile (px , py) by modulo. It is then determined whether
the desired pixel is on an A tile or a B tile, by whether tx + ty
is odd or even.
For each tile type, there is a set of precomputed patches
PA and PB . For each patch ρ in each set, there is a
pseudo-random function r(a, b) which lies in the binary
domain. For example, our implementation uses the following
function:
rρ(a, b) = mod((αρ + a + cos(b))
2
+ (βρ + b + sin(a))
2, 1) < η, (1)
where αρ and βρ are initialisation parameters of the function,
specific for each patch ρ. This binary Perlin noise function
was chosen because it can be executed efficiently on a CPU
and GPU, and it passes the Diehard battery of randomness
tests.1 The parameter η ∈ [0, 1] varies incidence (in our
implementation, we set η = 10/|patches|.
input : square binary matrix, where true at (a, b)
represents that patches a and b overlap
output: subset of patches, such that there is no
overlap
while the matrix contains at least one true do
find first row with most true values;
remove this row, and the same column;
end
Algorithm 2: Deterministic creation of non-
overlapping patch subset
rρ(tx , ty) is evaluated for each patch in the appropriate set.
For “active” patches, those where rρ(tx , ty) is true, the pre-
1 http://stat.fsu.edu/~geo/diehard.html.
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computed binary overlap matrix is used to find overlaps
between them. Algorithm 2, which is deterministic, is then
used to eliminate overlaps. This creates a small non-constant
overhead, which is at most linear, but always terminates in
very few iterations. Because patches have been divided dur-
ing offline preprocessing, this operation does not need to
consider more than a few potential overlaps, each requiring
one clock cycle.
This creates a subset of patches on this tile, called the
“active subset”. For each, the 2D precomputed binary map of
the patch is used to find whether (tx , ty) is inside. If the point
(tx , ty) is inside the patch, the associated pixel is retrieved
from the synthesised base texture. This operation is a trivial
array lookup in the appropriate saved patch, since patches
are not saved as polygons.
If the point is not inside the patch, the nearest edge is
found, and the procedure repeated for the adjacent tile. Note
that, thanks to the rhombus-shaped boundary for patches
overlaying the boundary between A and B, a pixel can only
be affected by interchangeable patches from the adjacent tile
which is nearest (Fig. 9). If the point is found to be in one of
the non-overlapping patches in the adjacent tile, the associ-
ated pixel is retrieved from the synthesised base texture.
If the point does not lie in a patch chosen in this tile, and
does not lie in a patch chosen in the adjacent tile, we retrieve
the pixel from the tile itself.
4.3 Complexity, memory, and quality
The computational complexity of the live sampling is near-
constant, thanks to the structure in which precomputed
information is stored. The process for each pixel is to find
which patches are active, then to find the active subset, and
retrieve the pixel. Deciding which patches are active is a
constant-time operation, choosing the active patch subset is
at most quadratic in the number of patches, and retrieving
the relevant pixel is also constant. As with other tiling meth-
ods, memory consumption is completely independent of the
number of sampled pixels and the size of the output texture.
Memory consumption is determined by parameters of the
preprocessing step, allowing fine tuning to best balance the
tradeoff between quality and use of available memory. This
was determined to be in the range of tens of kilobytes (for
simple textures such as Fig. 11a), to 1 MB (for complex
textures such as Fig. 11b). If the first texture uses 600 patches
of 5 × 5 to 86 × 86 (2400 bytes for difference vectors and
47 kB of binary maps) pixels from a texture map of 96× 96
(27 kB), and a repeatable tile of 96× 96 (27 kB), the texture
map totals 103 kB. Note that memory consumption is a factor
of four of the texturemap,which has been approximately true
for all included textures. For larger textures, the totalmemory
footprint will always be determined by these four factors, and
each of them can be tuned for the specific application.
Fig. 11 Input textures. a 192× 192 px, b 185× 124 px
The computational complexity of the preprocessing step
is comparable to sequential patch-based texture synthesis
methods, but the contribution of this work is the texture map
compression and on-the-fly synthesis. In practice, the pre-
processing can even be done semi-automatically, allowing
the user to manually choose patches which are visually sat-
isfactory. The quality of the synthesised texture can be made
arbitrarily tuned at the scale of patches, and patches can be
chosen to have any size. Therefore, by definition, the runtime
algorithm of our method can theoretically synthesise a tex-
ture of the same quality as any offline patch-based algorithm,
repeatably, in parallel, and as fast as other tiling methods.
This only depends on the quality of the preprocessing selec-
tion. Note that our implementation and results are of a fully
automated algorithm, to allow a fair comparison to results
published elsewhere.
On the GPU, pixel values are stored in DRAM and cached
in texture memory, and all other variables can be optimised
to fit into limited L1 processor shared memory. The SIMD
model of the GPU allows each multiprocessor to evaluate
Eq. 1 for multiple pixels, and the quadratic selection opera-
tion can be performed to the earliest stopping among pixels
sharing amultiprocessor. The pixel coordinates in the repeat-
ing tile and base texture are returned. Since both images can
fit into the texture cache, non-local pixel value retrieval will
happen quickly, without reading DRAM memory.
5 Results
Ourmethod produces textureswhose quality is not dependent
on the runtime computational complexity, but on the quality
of the preprocessing step. Therefore, at equal memory foot-
print, our runtime performance is comparable to simple tiling
methods (repeating precomputed tiles, as in [1,6,18,22]), but
the texture quality is comparable with patch-based iterative
approaches.
In our experiments, precomputing was set to chose the
1000 best patch interchanges found over a 4-h period, com-
paring tens of millions patch interchanges at different scales.
For the textures used here, these settings proved satisfactory.
Out of these, 300 patches were used in each tile type, and
400 patches were discarded, as discussed in Sect. 4.1. These
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Fig. 12 Synthesis results for irregular textures. aHigh-level properties
of textures can be handled by selecting a repeating tile andpatcheswhich
satisfy the properties. bOverlapping can be interactively modelled with
our technique by manually appropriately selecting patches during pre-
processing. c Exemplar size 64× 64. d Exemplar size 512× 512
amounts have been selected because of memory constraints,
because a long search improves the patch quality, andbecause
this many patches provide ample variation in the rendered
texture. The upper bound on possible distinct rendered tiles
is 300!2, but because there are up to 75 % overlaps within
each group, this is reduced by a few orders of magnitude.
The speed of the sampling process itself compares
favourably with current approaches, despite the overhead to
be calculated at every pixel. Speeds are reported on a single
core of a 3 GHz Xeon with 667 MHz DDR2 RAM. This
overhead is tuned by changing η, which was set to η = 0.1.
Because the time required to calculate a single pixel is con-
stant, the algorithm scales linearly in the number of sampled
pixels, and is parallelisable in a straightforward manner with
speedup proportional to the number of cores.
Our method has multiple applications: ray tracing, ren-
dering from bundled texture maps, or creating non-repeating
patches, such as for ceramic tile-printing.
For irregular textures, synthesis requires handling com-
plex properties, such as layering and overlapping, which are
not handled automatically by optimal seam selection algo-
rithms. For these, our method allows manual selection of
an appropriate repeating tile and patches. Multiple repeating
tiles can be synthesised, and the best one is chosen by an
expert. Patches are prepared offline, so they can be shown
to an expert user, who determines if they make a believ-
able substitution, and selects the best. Synthesis results in
Fig. 12 show how human intervention can improve synthe-
sis quality, while maintaining the storage and runtime speed
Fig. 13 Irregular textures. a Texture with a non-repeating patch map
(1024 × 682). See Sect. 5 for a discussion of the properties of such
textures. b Texture where patch boundaries are crossed by other patches
(512× 512)
advantages of our method. Interestingly, by allowing patches
to assume locally optimal shape at numerous scales, inter-
changed patches often contain visual or semantic features of
the example texture.
While [17] works well for regular and stochastic tex-
tures, repeating a fixed patch map across an image cannot
capture certain irregular textures. Certain irregular textures
cannot be faithfully replicated by simply repeating patches
of a given shape, no matter what the shape is (Fig. 13). Our
method does not restrict patches to replace contents only
within precomputed boundaries, instead allowing the bound-
aries themselves to be replaced by other patches, thanks to a
patch biclique division. Section 5 contains a deeper discus-
sion of the limitations for certain irregular textures.
The fishing net in Fig. 12a changes orientation, so patches
replacing strings will not align with the wood texture. How-
ever, If patch boundaries lie on strings, the underlying wood
texture will not align. In Fig. 12b, if patches are chosen to
contain parts of leaves rather than leaves, faithful reproduc-
tion will not be guaranteed.
Note that all other textures in this paper have been created
without manual intervention.
5.1 Independent pixel sampling for ray tracing
In various applications, a crucial property of texture synthesis
algorithms is that the error produced when sampling distant
pixels will not be constructive, but will have the same prop-
erties as randomly selecting pixels. This is referred to as the
white noise property, and is particularly desirable with ray
tracing; see results in Fig. 3.Webenchmarked the algorithm’s
speed by randomly sampling pixels. Across the different tex-
tures we have tested, the time required to sample one pixel
did not significantly vary, because the key parameters (num-
ber of patches, tile size, patch size) were set similarly for all
textures. On the tested platform, the time required to sam-
ple 1 pixel averages 60 µs, with little variation. Out of this,
45µs are required for pseudo-random binary sampling. Test-
ing various random access scenarios for different textures has
no effect on the retrieval time.
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Fig. 14 Output textures from our algorithm (450× 800 px)
Fig. 15 Output textures using Image Quilting [2] (450× 800 px)
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Unlike [21], the algorithm does not place a spatial depen-
dency on sampled pixels, so their performance cannot be
compared in practice. Any algorithm which places depen-
dency on sampled pixels would rely on cache, making it
slower for larger output textures, so that sampling the texture
millions of pixels apart would give our method an advan-
tage with predictable results. Therefore, such a test was not
performed in practice.
5.2 Patch sampling
If pixels forming a rectangle are calculated independently,
the pseudo-random binary sampling and patch selection is
performed unnecessarily. As the largest part of time is spend
precomputing which patches are used within a specific tile,
performing sampling for adjacent pixels is significantly sped
up when the tile properties are already known. Here, simply
retrieving the information which patch the pixel is in and
returning the appropriate pixel is even faster. This allows us
to synthesise a continuous texture of 512× 512 pixels in the
order of tens of milliseconds, while our naïve pixel-based
approach takes over a second.
Such an implementation can be beneficial when entire
neighbourhoods are required for further processing, such as
in filtering.
Figure 3 compares the quality of a texture synthesisedwith
Wang tiles [1], with our method. Note the diamond shaped
artefacts, which our method inherently avoids.
Figures 1, 14, and 15 show textures rendered from the
inputs in Figs. 8a and 12. Figure 11 demonstrates that our
method does not create constructive repetitions at scales far
larger than the input texture, but instead displays properties
of white noise necessary for certain applications. Flaws in
images generated by our method are seams, visible when
the texel is large, and discontinuous objects (Fig. 14). This
problem is inherent to patch-based methods, as can be seen
in the results of the baseline method (Fig. 15). Both issues
can be mitigated by manual selection of the tile and patches
when precomputing.
If adjacent pixels are rendered naïvely, the speedup is be
linear. However, if congruous sections are retrieved simulta-
neously in each thread, the algorithm can be sped up further,
because the decision process selecting patches need only be
executed once.
6 Conclusion and future work
We have presented a method with the benefits of current par-
allel texture synthesis algorithms, allowing texture synthesis
in real-time environments from a minimal texture map. By
sampling every pixel independently, parallel processing can
be exploited for a synthesised texture of arbitrary size, while
avoiding repetition along lines or rectangles to avoid visible
seams. Our method makes it possible to perform exemplar-
based texture synthesis of arbitrary size in times comparable
with much simpler image retrieval operations. Our results
are of the same quality as sequential patch-based synthesis,
while significantly reducing retrieval time.
The benefits of this method over previous parallel patch-
replacement [17] is twofold: precomputed patches are not
limited to lie on a precomputed fixed patchmap, and rendered
patches can lie over the boundaries of other precomputed
patches. This makes the method suitable even to complex
irregular textures.
A major drawback of the method is the unavoided rep-
etition of corners of the repeatable tile. Careful selection
of patches would allow these corners to be overlapped by
patches as well, and future work could investigate this.
Thanks to the read-only access of precomputed texture infor-
mation, our method will make it possible to efficiently utilise
GPU hardware to improve rendering times, which is also
future work.
In future work, high-level ideas from this work will make
it possible to create replaceable patches which do not follow
any repeating grid. Patch sets are not inherently limited to two
groups. The non-overlapping biclique introduced here is not
limited to patches which follow the checkerboard pattern of
precomputed interchange locations (Fig. 9), but can follow a
randomWang tile pattern. This will further combine benefits
of the two techniques.
It is clear that with a single underlying tile, repetitions
in areas not covered by patches will be visible. Future work
could combine our technique with Wang tiles to deal with
both these issues, and the issue of repeating edges in Wang
tiles.
Thanks to the inherent parallelism, many further applica-
tions canbe explored.Thismethodwill greatly benefit texture
compression, bundling of preprocessed textures with graph-
ical design packages, virtual environment platforms, video
games, rendering engines, and mobile applications.
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Abstract
This paper presents the results of a user study which quantifies the relative and absolute quality of example-based texture
synthesis algorithms. In order to allow such evaluation, a list of texture properties is compiled, and a minimal representative
set of textures is selected to cover these. Six texture synthesis methods are compared against each other and a reference on a
selection of twelve textures by non-expert participants (N = 67). Results demonstrate certain algorithms successfully solve the
problem of texture synthesis for certain textures, but there are no satisfactory results for other types of texture properties. The
presented textures and results make it possible for future work to be subjectively compared, thus facilitating the development of
future texture synthesis methods.
1. Introduction
Exemplar-based texture synthesis has numerous applications across
computer graphics, such as inpainting, rendering, and manufactur-
ing. Thirty years of research has resulted in a wide array of ap-
proaches. However, texture quality can be subjective, and indepen-
dent evaluation of known methods is lacking. There is currently no
structured way of evaluating the quality of texture synthesis algo-
rithms, making it difficult to gain an understanding of which meth-
ods perform better, and under which circumstances.
In this work, a method for analyzing textures is proposed and
used in a subjective experiment involving six representative tex-
ture synthesis methods and a reference (figure 1). A minimal set of
twelve textures is created for this evaluation. These textures have
been selected by compiling a list of 21 properties, and choosing
textures such that the full range of each property is covered. This
allows the analysis of texture synthesis quality for specific texture
properties.
The benefit of this work is twofold: First, this work is the first
to compare texture synthesis algorithms in a subjective study on
textures selected to represent the wide variability of all textures.
Statistically significant preferences are identified for algorithms, as
well as over individual textures. Second, we offer a minimal set of
textures with which future work may be subjectively compared, to
promote the quality enhancement of future texture synthesis algo-
rithms.
2. Background and Motivation
Texture Synthesis algorithms are typically compared on a small
sample, possibly resulting in inconsistent evaluations of new meth-
ods and the misunderstanding of method properties. This work
identifies textures which cover a wide range of properties, and uses
them to synthesize outputs with six representative algorithms. A
study using these outputs finds statistically significant user prefer-
ences between methods.
Unlike general images, textures must satisfy stationarity and lo-
cality. The first criterion requires any two patches to be visually
similar, and the second criterion requires that any pixel be only
related to a small set of neighboring pixels. As these criteria are
satisfied to different degrees (for example a uniform noise image
satisfies them perfectly), so must texture synthesis algorithms be
able to handle textures with limited locality, stationarity, and other
properties.
Many texture synthesis algorithms have been devised over the
past 30 years [WLKT09], with a focus on various aspects: quality,
speed, parallelism, use for animation, manufacturing quality, and
others. In this paper, we focus on the quality of the synthesized tex-
ture. Despite attempts to quantify synthesized texture quality via
texture energy metrics [KSE∗03] or image statistics [Bal06], tex-
ture quality remains a subjective notion because optimizing these
metrics does not guarantee textures of high visual quality [JFA∗15].
However, no independent comparative user study has been per-
formed to assess texture synthesis algorithms.
Several texture datasets have been previously created to demon-
strate and evaluate texture synthesis: Brodatz Textures [Bro66],
VisTex Textures [Gra95], DeBonet Textures [DB97], Colored Bro-
datz [ADC13], the PSU Near-Regular Texture Database [LL05],
Simoncelli Textures [PS00], and many others. See Hossain and
Serikawa [HS13], and Bianconi and Fernández [BF14] for a
complete survey of Texture Databases. None of these cover the
© 2017 The Author(s)
Computer Graphics Forum © 2017 The Eurographics Association and John
Wiley & Sons Ltd. Published by John Wiley & Sons Ltd.
M. Kolárˇ, & K. Debattista & A. Chalmers / A Subjective Evaluation of Texture Synthesis Methods
(a) reference (b) resynthesizer (c) quilting (d) self-tuning (e) LazyFluids (f) Ashikhmin (g) CNNMRF
Figure 1: The smarties texture synthesized with selected methods, ordered by user preference
full range of published texture properties [Lou90, FH93, KSS97,
LFTG97,BFH∗98, FvDF∗93] which the various methods claim to
handle.
Texture synthesis quality evaluation is an inherently subjective
problem. In order to clarify it, various schemes have focused on a
subset of textures, by classifying textures by properties, so that ap-
propriate synthesis algorithms may be created for specific applica-
tions. Some of the proposed classification schemes are the contin-
uous texture spectrum from regular to stochastic [LHW∗04a], and
the A-score and G-score of Liu, Lin, and Hays [LLH04], promoting
the creation of algorithms specifically for regular and near-regular
textures.
Comparative studies have been performed for tone-mapping
[LCTS05], inverse tone-mapping [BLD∗09], image retargetting
[RGSS10], and single image blind deblurring [LHH∗]. There
have also been comparative studies for texture synthesis, but only
through individual subjective evaluation with example textures on
which the algorithms do not fail [LHW∗04b].
2.1. Selected Texture Synthesis Algorithms
In order to provide a comparison across texture synthesis meth-
ods, six methods were chosen. The selected algorithms belong
to one of three categories: state-of-the-art methods with a focus
on quality [KNL∗15, JFA∗15, LW16], well-known historic meth-
ods [EF01,Ash01], and methods whose code is public and known
to be regarded, outside the research community, as useful and well-
performing [CR11,Ash01]. The method will be referred to by the
name described in brackets after its introduction in the following
sections.
Texture Synthesis by image quilting [EF01] (quilting) places
square subsamples of the exemplar onto the output texture, op-
timally choosing transitions by finding nearest matches accord-
ing to the overlap. Each overlapping region is then optimally cut
with a minimum cost path. Various implementation based on the
original paper are available at http://people.csail.mit.
edu/thouis/efros-freeman/.
Ashikhmin’s Natural Texture Synthesis [Ash01] (Ashikhmin)
is based onWei and Levoy’s Texture Synthesis [WL00], where pix-
els are individually added row-by-row by finding the best matching
candidate according to the surrounding pixel similarity. Ashikhmin
improves this search by focusing on several candidates, thus en-
couraging verbatim copying instead of blurring. An implementa-
tion based on the original paper are available at http://www.
cs.utah.edu/~michael/tscode/.
Resynthesizer [CR11,Har05] is an open-source texture synthe-
sis plugin. In this algorithm, pixel values are chosen one at a time in
a random order. When choosing the value of a pixel, the n nearest
pixels that already have values are located, and the input image is
searched for a good match to the pattern these pixels form. Once
a good match is found, the appropriate pixel value is copied from
the input texture to the output. To increase quality, some earlier
chosen pixel values are re-chosen after later pixel values have been
chosen. The source code and precompiled binary are available at
http://www.logarithmic.net/pfh/resynthesizer.
Self Tuning Texture Optimization [KNL∗15] (self tuning) is
a general-purpose and fully automatic self-tuning non-parametric
texture synthesis method. Various parameters and weights are tuned
by focusing on three aspects of texture synthesis: irregular large
scale structures are faithfully reproduced through the use of au-
tomatically generated and weighted guidance channels, repetition
and smoothing of texture patches is avoided by new spatial uni-
formity constraints, and a smart initialization strategy is used in
order to improve the synthesis of regular and near-regular tex-
tures [LLH04] without affecting textures that do not exhibit reg-
ularities. The Matlab code is available from the authors.
LazyFluids Appearance Transfer [JFA∗15] (LazyFluids) ex-
tends Graphcut Textures [KSE∗03] which minimizes Texture En-
ergy
E(Z,X) = ∑
p∈X
min
q∈Z
||xp− zq||
2 (1)
where Z is the source texture, and X is the output. However, this
is known to create an output image which matches only a portion
of the input, for example, blurred parts, and quality is highly de-
pendent on selected parameters. LazyFluids resolves these issues
by using a nearest-neighbor field to assure uniform source patch
usage.
CNNMRF [LW16] is based on Neural Style [GEB15], which
uses statistics of higher levels of a pre-trained Convolutional Neural
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Network, and iteratively adjusts a random noise image to match
the statistics of a texture exemplar. However, CNNMRF also fits a
Markov Random Field over neuron activations, in order to better
match the texture properties. The implementation code is available
at https://github.com/chuanli11/CNNMRF.
Note that Self Tuning [KNL∗15] and CNNMRF [LW16] require
hours for large textures, while the other algorithms run in seconds
or minutes. Exact times are not reported here because they vary
with implementations, and this work focuses on quality. For the
data used in the experiment, we performed synthesis for all algo-
rithms except LazyFluids. The code for this method is not public,
and synthesis was performed on our request by the authors of the
method.
3. Texture Dataset
This section describes the process taken to establish a small repre-
sentative set of textures. First, the shortcomings of the most popular
datasets and the goals of this dataset are discussed in section 3.1.
Then, texture properties are individually listed and explained in
section 3.2, and section 3.3 lists and shows chosen textures.
3.1. Dataset Goals
Previous texture datasets have been devised with various goals,
from the creation of comprehensive tileable textures for computer
games to demonstrations of artistic renderings. However, despite
the number and size of available datasets, none of them fulfill re-
quirements for a minimal set of textures which are representative of
known texture properties. None of these datasets attempt to cover
texture properties as listed below in a structured way.
Certain datasets contain non-textures as well as textures, making
them an interesting tool for understanding the inner workings and
limitations of texture synthesis algorithms. However, non-texture
images are not informative when assessing quality.
Most datasets contain more than 50 textures. This makes it chal-
lenging to perform a detailed evaluation, as evaluation requires hu-
man observation of the results. It also leads necessarily to manual
selection of representative textures when publishing, thereby mak-
ing it challenging to compare algorithms where authors have cho-
sen different exemplars.
Numerous datasets also lack the variety of properties which is
necessary for a robust evaluation: all textures are at the same scale,
at the same resolution, or produced with the same camera. This
creates a bias toward certain properties, making the results of algo-
rithm evaluation challenging to extrapolate.
Lastly, no existing application-independent texture dataset con-
tains exemplars as well as reference textures. By making this avail-
able, new methods of evaluation are possible, namely comparison
to a ground truth.
3.2. Texture Properties
Textures are expected to exhibit stationarity and local-
ity [WLKT09], but only a random noise image can satisfy
these perfectly. Texture synthesis algorithms must be able to han-
dle textures with varying locality, stationarity, and various other
properties described here, and in tables 1 and 2. Ordinal properties
are listed individually in sections 3.2.1 to 3.2.14, followed by
binary properties in section 3.2.15. The selection combines prop-
erties discussed in other texture synthesis publications. Whenever
possible, a clear definition of how each property is measured is
included, but in some cases it is subjective and relative.
3.2.1. Scale
Scale refers to the size of texture elements in relation to the size
of the entire example. Textures with a small repeating element are
considered fine-grained (low scale), such as the rough texture. Con-
versely, textures where the repeating element is large are consid-
ered blown-up (high scale), such as straw or green marble, where
certain texture elements continue across the entire texture. Further-
more, textures may be Multi-Scale, exhibiting texture elements at
various scales simultaneously. Note that this property is indepen-
dent of resolution.
3.2.2. Stochasticity
Stochasticity, or randomness, refers to the random variability
within a texture. This can be formulated as follows Given infor-
mation of other pixels in the texture, how predictable is another
pixel? Therefore, even textures which are entirely random globally
(such as the smarties texture, where each element is placed ran-
domly) do not exhibit perfect stochasticity, because nearby pixels
are likely to belong to the same texture element. Similarly, textures
where pixels are likely to change locally are not entirely stochastic
if the structure is periodic (regular), such as the grid texture.
3.2.3. Stationarity
Stationarity is the property which defines to what degree variance
is linked with neighborhood. A stationary pattern is similar to a lo-
cal pattern, in that texture elements are dependent on local pixel
neighborhoods. However, a non-stationary pattern may be local or
non-local, because both local and global underlying patterns can
affect pixels to varying degrees. Note that texture stationarity is in-
dependent of texture locality, because a non-stationary pattern may
simultaneously be highly local, such as the flow-guided texture ink.
3.2.4. Locality
Locality refers to the property of textures to depend on a local
neighborhood. Regular textures, those which fit onto a repeating
lattice, exhibit low locality, because pixel values depend on the en-
tire texture, such as the straw or grid textures. Textures exhibiting
locality are for example the blades and smarties textures, because
small neighborhoods are locally independent from the rest of the
texture.
3.2.5. Flow-guided
If a texture was generated in a process involving motion with some
continuity, it is said to be flow-guided. This property can be seen to
varying degrees, so the flow-guided property is ordinal, rather than
binary.
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Property Definition Low Mid High
Scale fine-grained(fine) to blown-up(coarse) rough ink pebbles
Stochasticity entirely deterministic to entirely random grid straw ink
Stationarity different regions are perceived to be similar smarties orange marble chicago
Locality pixel values depend on small neighborhood ink pebbles rough
Flow-guided generative process includes flow pebbles straw green marble
Shape variance shapes do not vary to wide shape variance grid smarties ink
Color variance color does not vary to high color variance blades green marble smarties
Natural natural versus simulated ink chicago orange marble
Absolute Texel size (resolution) number of pixels in a texel rough blades smarties
Texels per sample number of texels in example pebbles chicago blades
A-score appearance regularity chicago straw rough
G-score geometric regularity blades chicago grid
Scale variance variation in scale of elements within texture smarties ink green marble
Rotation texture rotation invariance grid straw blades
Example resolution tiny to huge straw ink smarties
Table 1: Ordinal properties of selected textures. Note that the noise and checkerboard textures are not required for completeness.
Property true false
Historic straw ink
Regular color, irregular shape pebbles chicago
Irregular color, regular shape smarties straw
Multi-scale chicago blades
Global variance green marble rough
Overlapping multiple textures chicago grid
Color blades straw
Table 2: Binary properties of selected textures
Texture Source Size
blades [ADC13] 640 × 640
grid [Bro66] 640 × 640
pebbles [Bro66] 640 × 640
rough [ADC13] 640 × 640
orange marble own work 1024 × 1340
green marble own work 657 × 876
straw [Bro66] 256 × 256
chicago [cre14] 2266 × 2267
ink own work 1281 × 653
smarties [Sch12] 3543 × 2362
checkerboard own work 256 × 256
noise own work 1000 × 1000
Table 3: Selected textures, with images of the exemplar. All textures
are freely available under various licenses at full resolution.
3.2.6. Shape Variance
Variance refers to variation of the shape of texture elements. For
example, the smarties texture has low shape variation of its ele-
ments, therefore exhibiting high regularity. Conversely, low shape
regularity or lack of shape altogether mean high shape variance,
such as textures ink or blades. Because this property is not related
to the concept of a loose lattice, it is different from the G-score of
section 3.2.11. However, whenever a loose lattice can be fitted onto
a texture, shape variance inversely corresponds to G-regularity.
3.2.7. Color Variance
Similarly to shape variance, color variance refers to the variation
of the color across elements of a texture. This can be attributed
to variability between elements, and variability within a given el-
ement. For example, the blades texture displays only two major
colors, with little variation while the smarties texture shows both
types of color variation.
3.2.8. Natural
This property refers to the degree to which a texture has been pro-
duced in a natural process, rather than being the product of a com-
puter simulation. The marble textures show unedited images of
stone, thus being entirely natural. The ink texture has been gener-
ated in an entirely artificial way. Others, such as chicago and smar-
ties are produced in a partly natural process, consisting of both a
repeatable generative process as well as an element of natural ran-
domness. This property, together with the Flow-guided property,
can serve as a helpful indicator of repeatability of texture synthe-
sis results across natural and synthetic textures. Because arbitrarily
large samples from synthetic textures can be drawn, it is a potential
benefit for texture synthesis algorithm development.
3.2.9. Absolute Texel Size
This property refers to the size in pixels of a repeating texture ele-
ment. This is included to shift focus from algorithms which work at
a given scale, and used to evaluate texture synthesis methods which
perform well on textures with repeating elements at any scale.
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3.2.10. Texels per Sample
The number of texels per sample refers to the repeating texture el-
ements of sections 3.2.1 and 3.2.9. These three properties are in-
evitably interlinked, and are listed here for completeness.
3.2.11. A-score and G-score
As introduced by Liu, Lin, and Hays [LLH04], Geometric (G) Reg-
ularity and Appearance (A) Regularity of near-regular textures pro-
vide a quantitative measure of deviation from a perfectly regular
texture in terms of shape, and color. These differ from shape vari-
ance and color variance defined earlier by requiring a texture to be
near-regular. Textures which cannot fit into a loose lattice struc-
ture, such as the smarties texture of figure 1 are not near-regular,
and therefore cannot have an A-score and G-score.
3.2.12. Scale Variance
The difference in scale between repeating elements in a texture.
For instance, the pebbles texture contains pebbles of varying size,
creating scale variance. On the other hand, the grid texture is scale
invariant, because texture elements are of constant size.
3.2.13. Example Resolution
The absolute pixel size of the example texture. Similarly to Abso-
lute Texel Size, this property enables the evaluation of algorithms
which can handle small as well as large example images. Table 3
shows selected texture resolutions.
3.2.14. Rotation
Texture Rotation refers to rotation invariance of repeatable texture
elements. If elements of a texture can be rotated, such as the ink tex-
ture, it exhibits high rotation. Conversely, if elements of the texture
cannot be rotated, such as the grid texture, rotation is low. Note that
this property does not refer to rotating the entire texture, because
this is always assumed to be possible.
3.2.15. Binary Properties
In addition to the ordinal properties discussed here, it is important
to consider certain categorical binary properties to quantify tex-
tures. The properties listed in table 2 are discussed in depth here, to
clarify and justify their definition and selection.
Historic textures were selected because various past publica-
tions have already demonstrated their performance on them in sets
of synthesized images available from the authors. Rather than re-
quiring some textures to be old, the purpose of this property is to
allow a clear link to past work.
The two combinations of color and shape variance and reg-
ularity have been included to match all four categories of near-
regular textures according to their A-score and G-score. This pro-
duces the classification of Liu, Lin, and Hays [LLH04], where near-
regular textures are divided into four types:
0 Regular Geometry, Regular Color
I Regular Geometry, Irregular Color
II Irregular Geometry, Regular Color
III Irregular Geometry, Irregular Color
As mentioned in section 3.2.1,Multi-scale textures contain tex-
ture elements at various scales, such that they interact with each
other. For example, the chicago texture demonstrates this property:
the road grid is a lower scale texture than the houses, but both of
these properties satisfy the properties required to be a texture.
Global variance is the property that texture elements differ ei-
ther by color or geometry across the texture in a global, predictable
manner. While this is at odds with the basic requirement for local-
ity, a texture demonstrating this property is included in the dataset
to judge how this affects texture synthesis algorithms.
An additional property of textures is that there may be a com-
bination of overlapping textures. Unlike Multi-resolution, this
property requires independence of the combined textures, instead
of interaction between a higher-scale repeating texture element
with a lower-scale one. The texture element may even be on the
same scale. The ink texture demonstrates this property, because
there are different independent overlapping generative processes
involved.
Finally, textures in both color and grayscale are included, to
facilitate testing of single-channel texture synthesis algorithms.
Single-channel texture synthesis algorithms can be applied on tex-
tures with three or more color channels as well, by simply convert-
ing colors to a single measure, or for certain methods by providing
a similarity metric. However, these results would be skewed by the
chosen color mapping, hence the benefit of providing two grayscale
textures (straw and pebbles). For work with single-channel meth-
ods, we recommend the method of Smith et al [SLTM08] which
produces accurate and perceptually preferred color to grayscale
conversions according to a prior comparative study [Cˇ08].
3.3. Texture Selection
Textures were selected such that at least one covers the low, mid,
and high values of every ordinal property listed in table 1, and each
case of the binary properties 2. See Table 3 for exemplar images
and sources of these textures.
To allow an example and reference output to be produced from
the selected textures, it is required that a subimage of 1/3 width
and 1/3 height is a sufficient sample of the texture, as per figure 2.
Therefore, some popular textures which have been widely applied
by the community had to be discarded because such a small subim-
age did not contain a representative patch.
4. Experiment
This section describes the experimental method, including design,
materials and algorithm parameter configuration, and the proce-
dure. The interface source code and textures used in the exper-
iment are available at https://github.com/mrmartin/
ordering_study.
4.1. Design
The experiment compares six algorithmic methods across twelve
textures. The experiment is based around a ranking design based
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Figure 2: Process of selection of the input exemplar E and the ref-
erence output R from a square sample texture.
on similar experiments for HDR video compression comparisons
[MDBR∗16]. The ranking procedure can be seen in figure 3 where
a reference exemplar, acting as ground truth is presented. The par-
ticipant ranks the stimuli interactively according to how close to
the exemplar they believe the stimuli to be. Ranking gives partici-
pants the opportunity to be able to view all stimuli an equal number
of times, and be able to view them concurrently within a reason-
able amount of time reducing the fatigue associated to other design
choices such as pairwise comparisons. The texture variable corre-
sponds to a within-participants independent variable encompassing
the different texture stimuli. The method variable is also a within-
participants independent variable referring to the distinct texture
synthesis algorithms. The method variable also includes a hidden
reference besides the texture synthesis generated textures. The hid-
den reference is added to help identify differences between the ref-
erence and texture synthesis methods and to see how close these
are to the ground truth. The experimental question was explicitly
formulated to allow multiple interpretations, asking users to "Sort
[...] by howmuch they look like the original.", "Sort [...] by order of
realism.", and "Order [...] according to how similar to the reference
you think they are."
4.2. Materials
The selection of textures and texture synthesis algorithms for the
study has been guided by various constraints. First, in order to com-
pare synthesis outputs to a ground truth texture, it was necessary to
choose textures large enough to be divided into an input and out-
put sample. Furthermore, this output sample needed to be larger
than the input, in order to clearly demonstrate algorithmic proper-
ties. An output aspect ratio of 2 : 3 was chosen, and because it was
desirable to present all textures equally on one row, the number of
outputs was limited to seven, comprising the six methods and the
hidden reference (see user interface in figure 3).
The input and output images were generated by first taking a
texture, and cropping it to a square. Then, the top-left corner of 1/3
width and 1/3 height is extracted to give the exemplar. The right
band of 2/3 width and full height was used as the ground truth. See
figure 2.
All selected algorithms were run with the same parameters
across all textures, to simulate a non-expert user environment.
Default parameters were set according to the cited publications.
Note that certain algorithms required no tuning at all (self-tuning
and resynthesizer), while for some finding default configurations
was challenging and error-prone. Ashikhmin was executed in three
passes over a 7×7 neighborhood, and Quilting was performed with
a patch size half of the input, and left and top overlaps one third of
the input.
4.2.1. User Interface
Figure 3 shows the GUI used for selection. The experiment was run
entirely inside a browser to provide online availability; this permits
easy of use and the ability to recruit a wide variety of users with
various monitors, resolutions, preferences, and lighting conditions.
The GUI presents the exemplar as a ground truth reference in the
top center and the six methods plus hidden reference underneath.
The GUI allows the selection and movement of any of the stimuli
corresponding to the methods along the x-axis to be ordered ac-
cording to participant preferences.
The background is a neutral gray, and the user is requested to
maximize the window. All images scale to fill as much of the screen
as possible, and the aspect ratio between the input and output are
maintained.
4.3. Participants and Procedure
Participation was anonymous, and available to students at two inter-
national universities, and interested members of the public. Screen
resolution was recorded, and participants with less than HD 720p
were discarded. Participants who did not change the order of any
textures, and those who did not reach the end of the experiment
were discarded. In total, the subjective study was performed by 67
participants.
A mass e-mail was sent out to students and staff of two univer-
sities to recruit participants on a voluntary basis. Those who re-
sponded were sent a URL corresponding to the experiment. No
personal data was collected. The experiment was run entirely in
browser and results stored on a server.
5. Results and Analysis
Analysis was conducted using the non-parametric Kendall test for
Concordance. Kendall’s test for Concordance (W) provides a statis-
tic between 0 and 1 conforming to the agreement across partici-
pants. A W of 1 indicates perfect agreement among participants
and 0 means perfect disagreement. The overall W of this study is
0.402, which is compares well with other subjective ordering stud-
ies in Computer Graphics: 0.12 [LHH∗], 0.095 [RGSS10], 0.282
[BLD∗09]. W is also be tested for significance, and its p-value is
below 10−10 for every texture, due to the high number of partici-
pants [Gwe14].
Pairwise comparisons among all the methods for each of the tex-
tures were also conducted, these give an indication of whether there
are any significant differences across methods for a given texture or
in the overall experiment.
Results for each texture, as well as across all textures using col-
lapsed scores, are shown in table 4. The groupings in each row
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Figure 3: The experiment’s user interface. The textures can be reordered interactively, and the entire page scales up to maintain correct aspect
ratios between the reference and the synthesized textures.
demonstrate non-significant differences. Methods not grouped to-
gether indicate significant differences across those methods for that
particular texture.
Results on the noise and checkerboard textures serve as a sanity
check, verifying assumptions about the experiment. Consistently
with assumptions, the noise texture is easy to synthesize correctly,
because four out of six methods create results statistically indistin-
guishable from the reference. Results with the checkerboard texture
are visually clearest (this can be seen in figure 5), they show a very
high Kendall’s coefficient of concordance.
Other textures cause wide disagreement. This is possibly caused
by differing views on what constitutes an ideal output. For several
textures, participants consistently agree that the reference is not the
best (pebbles, rough, chicago, green marble). We hypothesize that
this is because the reference image contains greater variance than
the example, while synthesized textures closely match the inputs’
visual properties (figure 6).
There are seven textures for which some methods produce re-
sults not significantly worse than the reference (blades, pebbles,
ink, noise, green marble, orange marble, straw). The texture syn-
thesis methods for these textures may be broadly considered suc-
cessful.
Out of the remaining five textures (smarties, checkerboard, grid,
rough, chicago), two reference textures are evaluated as signifi-
cantly worse than synthesized outputs (rough, chicago), and in the
other three, the reference is significantly better than synthesized
textures.
5.1. Analysis of Texture Properties
There are three textures for which synthesis is not fully solved by
any of the evaluated methods. These are the smarties texture (fig-
ure 1), checkerboard (figure 5), and grid. These share some com-
mon properties: low-to-mid shape variance, mid-to-low stochastic-
ity, and low locality. These properties, together with complex shape
patterns, form patterns which are hard to recreate without consid-
ering the underlying generative process.
Low shape variance poses challenges which none of the algo-
rithms handle well. Regular texture elements are not replicated per-
fectly (figure 5) in the output, and a human observer readily iden-
tifies even minute flaws, so the relative perceived quality is signifi-
cantly worse than the reference.
The results demonstrate that numerous complex properties are
well handled by the top four methods: texel size, example reso-
lution, texels per sample, scale, scale variance, stochasticity, and
shape. Furthermore, the orderings of table 4 show constructive dis-
agreement among textures, demonstrating each offers novel infor-
mation. Therefore, they must exhibit uncorrelated properties, vali-
dating the selection of section 3.2.
Considering the shared properties of textures which are not well
synthesized, and the fact that reference images contain greater vari-
ance than the exemplar, the major focus of texture synthesis re-
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Texture ranks Kendall’s W
smarties reference resynthesizer quilting self tuning LazyFluids Ashikhmin CNNMRF 0.737
checkerboard reference self tuning quilting resynthesizer LazyFluids CNNMRF Ashikhmin 0.819
blades reference resynthesizer LazyFluids self tuning quilting Ashikhmin CNNMRF 0.44
grid reference quilting self tuning LazyFluids resynthesizer Ashikhmin CNNMRF 0.811
pebbles LazyFluids reference self tuning resynthesizer quilting Ashikhmin CNNMRF 0.461
ink self tuning LazyFluids reference resynthesizer Ashikhmin quilting CNNMRF 0.558
rough quilting resynthesizer self tuning LazyFluids reference Ashikhmin CNNMRF 0.447
chicago resynthesizer self tuning quilting LazyFluids reference Ashikhmin CNNMRF 0.619
noise reference LazyFluids quilting resynthesizer self tuning Ashikhmin CNNMRF 0.361
green marble self tuning LazyFluids reference resynthesizer quilting Ashikhmin CNNMRF 0.517
orange marble LazyFluids self tuning reference resynthesizer CNNMRF Ashikhmin quilting 0.266
straw self tuning quilting resynthesizer LazyFluids reference Ashikhmin CNNMRF 0.363
ALL reference self tuning resynthesizer LazyFluids quilting Ashikhmin CNNMRF 0.402
Table 4: Subjective ranks with Kendall W, for each texture separately, and over all textures. Ranks are from left to right. All orderings are
significant to p < 0.01, except orderings within each group. Kendall’s W coefficient of concordance ranges from 0 (no agreement) to 1
(complete agreement).
(a) resynthesizer (b) self-tuning (c) quilting (d) LazyFluids (e) reference (f) Ashikhmin (g) CNNMRF
Figure 4: The chicago texture synthesized with selected methods, ordered by user preference. Top row is the full synthesized texture as seen
by participants, and the bottom row is a center crop of size 1/4×1/4 of the full output.
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(a) reference (b) self-tuning (c) quilting (d) resynthesizer (e) LazyFluids (f) CNNMRF (g) Ashikhmin
Figure 5: The checkerboard texture, ordered by user preference
(a) reference (b) input (c) self-tuning
Figure 6: For this texture, the reference shows greater variance than
the exemplar, which is not replicated in synthesis
search should be regularity mapping, learning to replicate the tex-
ture’s generative process, and a structured approach to estimate
variability to increase it in the output.
5.2. Analysis of Algorithm Performance
Overall, the study showed that people prefer the quality of the ref-
erence over any algorithm, conclusively demonstrating that none
of the available algorithms in general produce convincing textures.
Nonetheless, when ordering algorithms in relation to each other,
self tuning is the best available method, and should be used in ap-
plications where quality is key.
Despite its simplicity, resynthesizer is indistinguishable from
the far more computationally intensive self tuning on nine out
of twelve textures, demonstrating that it is a powerful and flexi-
ble method, whose open-source implementation makes it ideal for
portability.
LazyFluids appears best at generating novel textures of the scale
of the exemplar, but does not perform well when generating a large
sample. Figure 4 shows the full-scale vs the details of the chicago
texture, revealing additional clues regarding method quality. Op-
timizing the quality metric of LazyFluids, which is an enhance-
ment of Texture Energy [KSE∗03], yield textures of comparatively
low quality. Therefore, these quality metrics are not appropriate for
quantitative quality evaluation.
Ashikhmin and CNNMRF have not performed as well as the
other methods. Although these methods are known to produce im-
pressive results, this demonstrates that their usefulness is limited
to certain textures, and that they require careful parameter selec-
tion. Despite being the oldest tested method, quilting was con-
sistently preferred over both of these, demonstrating the flexibility
with which it achieves quality.
6. Conclusion
The quality of existing texture synthesis algorithms has been quan-
tified by means of a subjective experiment, demonstrating that the
problem of example-based texture synthesis is not yet fully solved.
It appears there are types of textures and some texture properties
where existing algorithms fail; although certain types of texture
are found to be very well synthesized. The quality of previously
published methods has been validated, and new findings regard-
ing properties of textures which are not well synthesized have been
made.
A set of textures which are representative of the desired proper-
ties have been proposed, with the hope that the performance of any
method may be judged over all textures simply by observing results
on these. Nine of these textures can be considered solved by the
best algorithm, self tuning, and three show significant flaws with
all state-of-the-art methods, allowing for compact and straightfor-
ward analysis of new methods.
A shortcoming of our final analysis is that the collapsed scores
assume equal weight across the selected textures, but in reality
this weighting is application-specific. We have attempted to allow
application-specific analysis by showing rankings for each texture,
but the overall ranking will not be representative of all applications.
A limitation of the current work is that all participants were shown
the same rendering, but independent renderings would have pro-
duced a more representative evaluation of methods.
By identifying properties of textures which have consistently not
been synthesized as well as the reference, we hope to help advance
research in the field of example-based texture synthesis, so that al-
gorithms may be devised which handle any texture. Conclusions
drawn regarding relationships between the texture properties and
algorithm performance are informative, and hint to an area where
additional studies may make statistically significant findings.
In future work, it will be beneficial to take into account user’s
preferences in application-specific environments, by performing
the study with printed textures, ceramic tiles, or inside virtual envi-
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ronments. The evaluation procedure with the proposed dataset re-
quires human interaction, and it would be beneficial if quality as-
sessment could be performed automatically. Finally, chosen prop-
erties and textures may need to be extended, either because future
improvement is likely to solve the 12 proposed textures, or because
certain applications may require texture properties not explored
here, such as embossing or linear features. New textures may be
found by first preparing a large dataset, then finding a representa-
tive subset.
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