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DEFORMATION QUANTIZATION AND THE FEDOSOV STAR-PRODUCT
ON CONSTANT CURVATURE MANIFOLDS OF CODIMENSION ONE
Philip Tillman, PhD
University of Pittsburgh, 2007
In this thesis we construct the Fedosov quantization map on the phase-space of a single
particle in the case of all finite-dimensional constant curvature manifolds embeddable in a
flat space with codimension one. This set of spaces includes the two-sphere and de Sitter
(dS)/anti-de Sitter (AdS) space-times. This quantization map was constructed by deforma-
tion quantization (DQ) techniques using, in particular, the algorithm provided by Fedosov.
The purpose of this thesis was four-fold. One was to verify that this quantization proce-
dure gave the same results as previous exact analyses of dS/AdS outside of DQ, i.e., standard
dS and AdS quantum mechanics. Another was to verify that the formal series used in the
conventional treatment converged by obtaining exact and nonperturbative results for these
spaces. The third purpose was to illustrate the direct connection between the Fedosov al-
gorithm, star-products, and the Hilbert space formulation of quantization. The fourth was
to further develop and understand the technology of the Fedosov algorithm in the case of
cotangent bundles, i.e., phase-space.
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1.0 INTRODUCTION
Quantum theory from its very beginning, Bohr through Schrodinger, Heisenberg, and Dirac
up to the very present has been a complicated, much disputed and argued-over theory.
Though there is no question about its immense importance in physics because of its immense
success in experiments, it remains a somewhat mysterious set of steps. The issues of its
physical meaning and interpretation have remained contentious and are still open. Another
issue is that the appropriate mathematical formulation of the theory, though basically well
established for most physical systems, still has areas not fully developed or understood. It
is the purpose of this thesis to explore one of these areas.
The conventional approach to apply quantum theory to a given physical system is to
take the relevant classical theory and apply certain rules to make it a ’quantum theory’.
Basically one starts with the classical theory in the language of Hamiltonian mechanics
where one has a configuration space (usually the physical space) and the momentum space
put together—this space is known as the phase-space. (Sometimes this is generalized into
what is called a symplectic manifold and even a further generalization called a Poisson
manifold.) The quantization procedure then takes all of the variables of the phase-space,
i.e., the configuration space variables and the momenta, (i.e., the x’s and p’s) and turns
them into operators that act on an (in general) infinite dimensional linear vector space with
quadratic norm, a Hilbert space. Evolution equations, either for the operators (Heisenberg
picture) or for the Hilbert space vectors (Schro¨dinger picture) are then given. This thesis
only deals with quantization of finite-dimensional classical theories, but these rules have been
generalized to infinite-dimensional classical theories—i.e., to field theories.
While there have been many successful physical applications of quantization, there have
been areas of less success: it has unpleasant infinities in calculations, it appears to have many
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ambiguities when the configuration space is not flat, it often hides coordinate invariance,
and it seems to be unsuccessful when applied to general relativity (GR). These, among other
reasons, have led many researchers to look at alternative procedures for taking a classical
theory and turning it into a ’quantum theory’. One such possible approach is deformation
quantization (DQ), which has attracted the attention of many mathematicians who have
been interested in the formal meaning of the term ’quantization’.
It is the purpose of this thesis to investigate one outgrowth of DQ called Fedosov quan-
tization. The Fedosov quantization map σ−1 is a one-to-one map from any C∞ phase-space
function on T ∗M (the phase-space or cotangent bundle associated to any manifold M) to
an operator that acts linearly on some Hilbert space. This one-to-one correspondence of
operators and phase-space functions is an advantage in a quantization procedure because,
for example, canonical quantization is not consistent when applied on the set of all C∞
phase-space functions on T ∗M , it is only consistent on some subset of these functions.
Additionally, Fedosov quantization is an interesting and potentially useful method of
quantization because it may be able to solve, or at least understand better, some of the
difficulties in quantization. For instance, σ−1 is a coordinate-free quantization map which
means that all quantities involved in the construction are tensorial. Also, it works, at
least formally, on the phase-space of finitely many particles on space-time in GR. Fedosov
quantization can be done, in general, on an arbitrary symplectic manifold with its symplectic
form ω and a definite choice of a connection by means of a perturbative expansion.
We would like to point out two major problems with Fedosov quantization. First, there
are ambiguities that make quantization procedures not unique—each one being physically
different from the other. Fedosov quantization is just one example that we chose to work
with because it is a coordinate-free object. In the end, however, physical arguments or
observations should decide or at least narrow the range of the correct quantization maps to
be used. A second major research issue is the convergence of the perturbative expansion
used in the construction of Fedosov quantization map. The main purpose and results of this
present work is to prove, in a variety of cases, that indeed the series that defines σ−1 does
converge.
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This Fedosov quantization map will be applied to the Hamiltonian for geodesic motion of
a single free particle H = p2−m2 on a class of constant curvature manifolds. We regard this
merely as a test to see how the procedure will work, and not the final theory. In the case of
Minkowski space, the map σ−1 applied to H = p2 −m2 gives the well-known Klein-Gordon
equation and, in the general case, it will suffer many of the same problems. One problem is
that some solutions to the Klein-Gordon equation will have negative probability solutions.
Another problem is the absence of an observer independent definition of a particle. See
appendix A for more details.
3
1.1 OUTLINE
This thesis is broken into two main parts: chapters 2 and 3 contain the background informa-
tion needed about Fedosov quantization, and chapters 4 through 6 contain the results (the
proofs and computations of statements within chapter 6 are given in appendices B, C, and
D).
The Fedosov quantization map σ−1 is a direct generalization of the Weyl quantization
map. The Weyl quantization mapW is a one-to-one map from any C∞ phase-space function
on T ∗Rn (the phase-space or cotangent bundle associated to any manifold topologically Rn)
to an operator that acts linearly on some Hilbert space. Fedosov quantization is valid for all
configuration spaces and not just ones that are topologically Rn. Therefore, in chapter 2 we
define and review the Weyl quantization map W , which is valid only on the phase-space of
spaces (or space-times) topologically equivalent to Rn.
The origin of the Fedosov quantization maps comes from a star-product, i.e., associative
yet noncommutative products that map two C∞ phase-space functions to another, denoted
by f ∗ g = h. This is why we review star-products in chapter 2. The Fedosov quantization
map σ−1 came from a particular star-product known as the Fedosov star-product which is
defined by f ∗ g := σ (σ−1 (f)σ−1 (g)) where σ is the inverse of σ−1. We show that the
map σ−1 stands on its own and star-products are never needed to do quantization on any
symplectic manifold. In principle, we could construct the star-product and formulate a
quantum system using only this star-product on phase-space, but we restrict ourselves to a
Hilbert space quantization.
In chapter 3 we explain its definition, properties, and background information as well as
show how to use it to quantize a system described by a Hamiltonian. In section 3.1, we give
basic definitions, conventions, and notations. Next in section 3.3 we present the algorithm
that defines the quantization procedure and the quantization map σ−1.
In section 3.4 we run the quantization procedure on the Hamiltonian for geodesic motion
H = p2−m2 on a class of constant curvature manifolds of a single free particle and show how,
in principle, to get the differential equation associated to a single free particle, the analogue
of a Klein-Gordon equation. As was stated before, we are mainly interested in showing that
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this process, Fedosov quantization, is well-defined and agrees with known results in Frønsdal
C. (1965, 1973, 1975a, 1975b), before attempting to formulate the Dirac equation or go on
to quantum field theory (which we do not do in this thesis). In section 3.5 we run Fedosov
quantization in detail on the simplest of phase-spaces T ∗Rn. There are two equations and a
quantity called the global bundle connection Dˆ that are fundamental to the definition of σ−1
and in section 3.6, we discuss their physical origin and meaning. Finally in section 3.7, we
present a schematic picture of how to extend the procedure to include all smooth functions,
not limited to complex or real analytic functions T ∗M .
In chapter 4, we present original results by running the algorithm and constructing the
Fedosov quantization map σ−1 for the two-sphere S2 in sections 4.1, 4.2, 4.3, and 4.4. In
section 4.1, we define our phase-space connection as well as explain now the constraints
are dealt with which is step 1 of the algorithm. Step 2 of the algorithm is in section 4.2
where we define the Weyl-Heisenberg bundle over the phase-space of the two-sphere. In
section 4.3 we construct our globally defined bundle connection Dˆ as prescribed in step 3
of the algorithm. The globally defined bundle connection Dˆ is constructed exactly by the
choice of a particular ansatz. For step 4 in section 4.4, we construct the quantization map
σ−1 and analyze its image A˜D,Dˆ = σ−1 (C∞A (T ∗S2)). Here we see that A˜D,Dˆ is a constrained
version of the Euclidean group with the angular momentum subgroup SO (3).
In chapter 5 we present original results by deriving some formulas that aid us in the
algorithm. These formulas are specific to phase-spaces of finitely many particles on manifolds.
In section 5.1, we derive the cotangent lift of an arbitrary Levi-Civita connection and in
section 5.2 we use it as well as the symplectic form to define Weyl Heisenberg bundle.
Finally in section 5.3, we derive an ansatz for a solution to the condition in (3.8). We then
show that the resulting condition (5.15) is locally integrable by the Cauchy-Kovalevskaya
theorem.
In chapter 6, we present original results by running the algorithm and constructing the
Fedosov quantization map σ−1 for the all constant curvature manifolds embeddable in a flat
space of codimension one MCp,q . In section 6.1, we review in detail the geometry of these
spaces using the analogy with dS/AdS space-times to guide us.
In sections 6.2, 6.3, 6.4, and 6.5 we implement the algorithm. First in section 6.2, we
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define our phase-space connection and in 6.3 we define the Weyl-Heisenberg bundle over the
phase-space. The globally defined bundle connection Dˆ is constructed in section 6.4 exactly
by means of an ansatz. We then construct the Fedosov quantization map σ−1 in section 6.5
as prescribed by the algorithm in section 3.3.
The section 6.6 is devoted to constructing the map σ−1 for the same manifold with a differ-
ent embedding. This has no effect on the algebra of observables A˜D,Dˆ = σ−1
(
C∞A
(
T ∗MCp,q
))
,
which will be computed as SO (p+ 1, q + 1), except that the Casimir invariant of the algebra
of observables A˜D,Dˆ (in equation (6.31) in section 6.8) is dependent on the change. In basic
terms it will give us flexibility in choosing different representations of SO (p+ 1, q + 1).
In section 6.7 we compute the commutators of σ−1 (xµ) and σ−1 (pµ). Next in sec-
tion 6.8, we reorganize the generators of A˜D,Dˆ, i.e., σ−1 (xµ) and σ−1 (pµ), and find that
A˜D,Dˆ = SO (p+ 1, q + 1). Using the program in 3.4, in sections 6.9 (the dS/AdS case) and
6.10 (a more general case) we find the differential equation on φ (x) = 〈x|φ〉 coming from
σ−1 (H) |φ〉 = 0 where H = p2 −m2 is the Hamiltonian associated to geodesic motion of a
single free particle on MCp,q .
The conclusions are presented in chapter 7.
6
2.0 WEYL QUANTIZATION AND STAR-PRODUCTS
In this chapter we review Weyl quantization and star-products, as well as how they relate to
Fedosov quantization. Weyl quantization is a coordinate-free quantization that is valid only
on phase-spaces with configuration spaces that are topologically Rn. Fedosov quantization is
a direct and natural generalization of Weyl quantization on an arbitrary phase-space T ∗M .
However, in the case when the configuration space is topologically Rn Fedosov quantization
is Weyl quantization. Star-products are reviewed here because a particular star-product,
known as the Fedosov star-product, defined the original Fedosov quantization map by the
isomorphism σ−1, i.e., f ∗F g = σ (σ−1 (f)σ−1 (g)).
A quantization map Q is a map that tries to assign to each phase-space function f an
operator Q (f) (also denoted by fˆ) which acts on an appropriate Hilbert space. Canonical
quantization attempts to do this but fails as was shown by the theorem of Groenewold and
van Howe (see Tillman P. 2006a)—it only is consistent on a subset of C∞ functions on phase-
space C∞ (T ∗M). In contrast, the Weyl quantization map, which we call W , successfully
maps any C∞ phase-space function f to a unique operator W (f), but W works only on the
phase-space of any space which is topologically Rn.
The generalization to the n-dimensional case is straightforward once you know how the
1-dimensional case works so we consider only the 1-dimensional case. Let xˆ and pˆ be Hilbert
space operators that satisfy the commutation relation:
[xˆ, pˆ] = i~ , [xˆ, xˆ] = [pˆ, pˆ] = 0
The map is defined to be:
W (f (x, p)) :=
∫
dξdη e−i(ξxˆ+ηpˆ)f˜ (ξ, η) = fˆ (xˆ, pˆ) (2.1)
7
which was first formulated by Weyl (see Weyl H. 1931).
Shortly afterwards, Wigner E. (1932) wrote the inverse map W−1 :
W−1
(
fˆ (xˆ, pˆ)
)
:= ~
∫
dy 〈x+ ~y/2| fˆ |x− ~y/2〉 e−ipy = f (x, p) (2.2)
See appendix J for properties of these maps.
Groenewold H. (1946) (and later in Moyal J. 1949) investigated the formula
W−1 (W (f)W (g)) and found the result:
W−1 (W (f)W (g)) = f exp
[
i~
2
( ←−
∂
∂xµ
−→
∂
∂pµ
−
←−
∂
∂pµ
−→
∂
∂xµ
)]
g
The operator between f and g defines an associative, noncommutative product of any two
C∞ phase-space functions f and g defined by:
f ∗ g = W−1 (W (f)W (g)) (2.3)
= f exp
[
i~
2
( ←−
∂
∂xµ
−→
∂
∂pµ
−
←−
∂
∂pµ
−→
∂
∂xµ
)]
g
= fg +
i~
2
f
( ←−
∂
∂xµ
−→
∂
∂pµ
−
←−
∂
∂pµ
−→
∂
∂xµ
)
g +
1
2!
(
i~
2
)2
f
( ←−
∂
∂xµ
−→
∂
∂pµ
−
←−
∂
∂pµ
−→
∂
∂xµ
)2
g + · · ·
This product is called the Groenewold-Moyal star-product (for properties of this star-
product see appendix H). It is a coordinate-free object because the Poisson bracket is a
tensor, however this star-product is not unique. Even though it is a coordinate-free object,
the form of it is not left invariant in all coordinates. In some other coordinates Xµ (x, p) and
Pµ (x, p) we could define another, different Groenewold-Moyal star-product:
f ∗˜g = f exp
[
i~
2
( ←−
∂
∂Xµ
−→
∂
∂Pµ
−
←−
∂
∂Pµ
−→
∂
∂Xµ
)]
g
Even when the two coordinates (x, p) and (X,P ) are related by a canonical transformation
(i.e., one that preserves the Poisson bracket) the two stars, in general, ∗ and ∗˜ will be
different.
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For convenience, we write the products:
xµ ∗ xν = xµxν , pµ ∗ pν = pµpν , xµ ∗ pν = xµpν + i~
2
δµν , pν ∗ xµ = xµpν −
i~
2
δµν
Using the above relations, it is easy to compute the familiar commutators:
[xµ, pν ]∗ = i~δ
µ
ν , [x
µ, xν ]∗ = 0 = [pµ, pν ]∗
where the bracket is defined as [f, g]∗ := f ∗ g − g ∗ f .
Using the isomorphism W , quantum mechanics in Rn can be reformulate entirely in
phase-space using star-products without ever mentioning Hilbert spaces (see Hirshfeld A.
and Henselder P. 2002a). There are certain conceptual advantages including that observables
do not change in quantization, i.e., they are the same phase-space functions they were in the
classical theory. Additionally, concepts of coordinate transformations, topology, etc. (see
Tillman P. 2006b) can be extended conceptually more naturally than using operators. It is
much more complicated to obtain these concepts using operator methods, for example see
Connes A. (1992).
Although this thesis is mainly concerned with constructing a quantization map σ−1 on
a class of constant curvature manifolds MCp,q , i.e., the generalization of the map W , there
is a fundamental connection between operator algebras and star-products (see Dito G. and
Sternheimer D. 2002). There are various insights to be had by this connection, however we
are concerned with only one: the Fedosov star-product and its connection to Hilbert space
quantum mechanics.
A general star-product is a pseudodifferential operator, i.e., an operator of the form:
f ∗ g =
∞∑
j
(i~)j Cj (f, g)
for any two phase-space functions f and g, where Cj (·, ·) is some bi-differential operator,
i.e., Cj (f, g) contains derivatives of both f and g in general for each j.
A star-product is a very complicated object because of the infinite order of derivatives.
In fact, it is this ”infinite orderness” which causes many difficulties in working with star-
products and why we need such complex tools in their construction and classification. A
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related problem is that the map σ−1 is written only as a series in ~ so convergence of this
map must be contended with. Another major problem is that given any phase-space there
is no unique star-product, i.e., there are many of them.
The rest of this thesis will be devoted to constructing and describing the Fedosov quan-
tization map σ−1 as it is the hardest and most important part of the construction of the
Fedosov star-product. However, the map σ−1 stands on its own as a procedure for quantiza-
tion on an arbitrary symplectic manifold. It gives a one-to-one map from functions on the
symplectic manifold to linear Hilbert space operators.
In this thesis we will restrict the focus onto phase-spaces of finite dimensional manifolds
and not symplectic manifolds because these spaces are the most relevant for the type of
physics we are interested in. Fedosov has the construction in the form of an algorithm which
we review in section 3.3
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3.0 FEDOSOV QUANTIZATION
This chapter contains a reviews the basic ideas, tools, and properties of Fedosov quantization
as well as the algorithm itself. First in section 3.1, we review notations, basic definitions,
and conventions and in section 3.2 we describe the properties of Fedosov quantization and
background information. In section 3.3, we outline the algorithm including noting places
where we diverge from Fedosov’s original algorithm making it clear what he did and what
we did in this thesis.
Following the algorithm, in section 3.4, we describe the quantization of the geodesic
HamiltonianH assuming the Fedosov quantization map σ−1 has been constructed. If we force
this Hamiltonian to determine a condition on the set of allowed states, i.e., σ−1 (H) |φ〉 = 0,
then we describe how we would in principle—and later in this thesis we will provide examples
of—obtain a differential equation on φ (x) := 〈x|φ〉, similar to a Schro¨dinger equation or a
Klein-Gordon equation.
We give a simple example in section 3.5 by running the program for the phase-space of a
single particle on Rn. This is to better understand this whole process of first constructing the
Fedosov quantization map σ−1 then using it to obtain equations that describe real physical
situations, like σ−1 (H) |φ〉 = 0.
In the definition of σ−1 there are two fundamental conditions appear, equations (3.8) and
(3.12), as well as a quantity called the global bundle connection Dˆ. To justify their presence,
in section 3.6 we explain their physical origin and meaning of two fundamental conditions
appearing in the construction of σ−1, equations (3.8) and (3.12), as well as a quantity called
the global bundle connection Dˆ. We end this chapter in section 3.7 on a technical note
describing how the Fedosov star-product is well-defined on all smooth functions and not just
real/complex analytic ones.
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3.1 NOTATIONS AND BASIC DEFINITIONS
Before we go into the algorithm, we need notations and definitions of some basic terms:
Def. The cotangent space T ∗xM of a manifold M at the point x ∈ M is the vector space
of all possible momenta pµ.
Def. The cotangent bundle or phase-space ofM is T ∗M = ∪x∈MT ∗xM of a manifoldM ,
i.e., it is the union of all cotangent spaces at all points x ∈ M . A point in this space is
represented by (x, p).
Def. The tangent space TxM of a manifold M at the point x ∈ M is the vector space of
all possible linear maps from T ∗M → R an arbitrary element is denoted by the canonical
pairing v (p) = vµpµ ∈ R.
Def. The tangent bundle of M is TM =
⋃
x∈M
TxM of a manifold M , i.e., it is the union
of all tangent spaces at all points x ∈M . A point in this space is represented by (x, v).
Def. The configuration space of any cotangent bundle T ∗M is the manifold M .
Def. Let M ′ be any space then we define C∞ (M ′) to be the set of smooth real-valued
functions from M ′ → R.
Def. Let M ′ be any space then we define C∞C (M
′) to be the set of smooth complex-valued
functions from M ′ → C.
Def. Let M ′ be any space then we define C∞A (M
′) to be the set of analytic complex-valued
functions from M ′ → C.
Def. Let M be a manifold. We say something is coordinate-free when it is made out of
tensors.
Like Maxwell’s equations, the form a coordinate-free object could change from one co-
ordinate system to another. ”Coordinate-free” means that in any well-defined coordinate
system, the coordinate-free object is well-defined as well.
Def. The wedge product ∧ is defined to be the completely antisymmetric tensor product:
α1 ∧ · · · ∧ αn := 1
n!
 α1 ⊗ · · · ⊗ αn + (even permutations in αj)
− (odd permutations in αj)

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Def. The vee product ∨ is defined to be the completely symmetric tensor product:
α1 ∨ · · · ∨ αn := 1
n!
(α1 ⊗ · · · ⊗ αn + (all permutations in αj))
Def. A symplectic manifold (N,ω) is a manifold equipped with a closed two-form ω,
which is non-degenerate (i.e., at all points ωAB has an inverse ω
AB st. ωABωBC = δ
A
C).
This is called the symplectic form ω = ωABdq
A∧dqB. The symplectic form is the inverse
of the Poisson bracket ωAB ∂
∂qA
∧ ∂
∂qB
.
Def. The Hamiltonian vector-field associated to a Hamiltonian H is defined as:
Hˆ := ωAB
∂H
∂qA
∂
∂qB
Def. Let ΘA be some basis of T ∗N . For example, in this thesis we will use the particular
basis ΘA = dqA.
Def. The space of one-forms on a symplectic manifold (N,ω), Λ is defined by the set of
all elements of the form fBdq
B where fB ∈ C∞ (N).
Def. The space of n-forms on a symplectic manifold (N,ω), Λn = Λ ∧ · · · ∧ Λ is defined
by the set of all elements of the form θ1 ∧ · · · ∧ θn where θj ∈ Λ for each j.
Def. A tensor of rank
(
n
k
)
on M is any element of the form:
T µ1···µnν1···νn
∂
∂xµ1
⊗ · · · ⊗ ∂
∂xµn
⊗ dxν1 ⊗ · · · ⊗ dxνn ∈
(
n⊗
i=1
TM
)
⊗
(
k⊗
i=1
T ∗M
)
Def. A tensor of rank
(
n
k
)
on N is any element of the form:
TA1···AnB1···Bn
∂
∂qA1
⊗ · · · ⊗ ∂
∂qAn
⊗ dxB1 ⊗ · · · ⊗ dxBn ∈
(
n⊗
i=1
TN
)
⊗
(
k⊗
i=1
T ∗N
)
It is well-known that all phase-spaces are symplectic manifolds. Consider T ∗Rn, the
phase-space of Rn. Choose the coordinates of the configuration space Rn to be xµ then
there exists canonical momentum associated to these coordinates pµ. In these coordinates
(called Darboux coordinates) of phase-space (x, p) the symplectic form is ω = dpµdx
µ =
dp1dx
1 + · · ·+ dpndxn. The Poisson bracket is then ∂∂xµ ∧ ∂∂pµ .
For this thesis, letM be a space-time. It is a fact for anyM that T ∗M is always equipped
with a nondegenerate closed two-form ω which is the inverse of the Poisson bracket tensor
ωAB ∂
∂qA
∧ ∂
∂qB
.1 This is a straightforward generalization of the above example in Rn because
1The Poisson bracket tensor has two upstairs indices so is a (2, 0) tensor and the symplectic form is a
(0, 2) tensor.
13
we always have canonical momenta associated to each choice of coordinates xµ. Therefore,
every phase-space is a symplectic manifold. The symplectic form in some local coordinates
(x, p) is ω = dpµdx
µ where x is the coordinate on M and p is the canonical momentum
conjugate to x. Also, on every phase-space we can define a phase-space connection D (we
define ours later) which we will need for Fedosov quantization. We define the Fedosov triple
by (T ∗M,ω,D).
For the construction of the Fedosov quantization map σ−1 all we need are a symplectic
manifold (N,ω) equipped with a connection D, i.e., a Fedosov triple (N,ω,D). The con-
struction, as we will see in Section 3.3, is in the form of an algorithm which constructs σ−1
order-by-order in increasing powers of ~. The convergence properties of this series in general
is unknown and may be in general problematic.
Notation 1: We let the upper-case Latin indices A,B,C etc. be numerical phase-space
indices running from 1, . . . , 2n. Raising and lowering upper-case Latin indices will be
done by the symplectic form ωAB:
vA := ωABvB , wA := ωABw
B , ωABωBC = δ
A
C
We must be careful about the order of the indices of ωAB and ωAB when we raise and
lower because ωAB = −ωBA and ωAB = −ωBA, so that ωBAvB = −vA given the above
definition.
Notation 2: We let lower-case Greek indices be numerical configuration space indices run-
ning from 1, . . . , n. Lower-case Latin indices will be reserved for abstract configuration
space indices. Raising and lowering of these indices will be done with some given metric
gab (x).
va := gabv
b , wa := gabwb , gabg
bc = δca
Notation 3: Since writing ∧ and ∨ will become cumbersome we will make the convention
that we will not write them. We trust that it will be obvious when we mean one or the
other. For example, the metric always uses the symmetric tensor product g = gµνdx
µ∨dxν
and the symplectic form always uses the antisymmetric tensor product ω = ωABΘ
A∧ΘB.
However, we simply write them g = gµνdx
µdxν and ω = ωABΘ
AΘB.
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Notation 4: A series of the form:
f (v) = f(1)j1v
j1 + f(2)j1j2v
j1vj2 + · · ·+ f(l)j1···jlvj1 · · · vjl + · · ·
where the Einstein summation convention is implied on each term will be represented
by:
f (v) =
∑
(l)
f(l)j1···jlv
j1 · · · vjl
where the sum over (l) means that we add all of these monomials all with different
coefficients f(l)j1···jl for each l.
3.2 PROPERTIES OF FEDOSOV QUANTIZATION AND BACKGROUND
The Fedosov quantization map, called σ−1, is constructed by an algorithm given in Fedosov
B. (1996). The map σ−1 takes a function f on a general phase-space and associates a unique
linear Hilbert space operator fˆ = σ−1 (f) to it.
The Fedosov star-product of any two phase-space functions is then defined by:
f ∗F g := σ
(
σ−1 (f)σ−1 (g)
)
(3.1)
analogously to the definition of the Groenewold-Moyal star-product (2.3).
With convergence issues aside, the properties of the Fedosov star are (see Fedosov B.
1996, and Tillman P. and Sparling G. 2006a, 2006b):
1. It is a coordinate-free object.
2. It can be constructed on all symplectic manifolds (including all phase-spaces) perturba-
tively in powers of ~.
3. It assumes no symmetries.
4. It gives a precise and well-defined classical limit ~→ 0.
5. It is equivalent to an operator formalism by a Weyl-like quantization map.
6. When the configuration space is topologically Rn then the Fedosov star is the
Groenewold-Moyal star.
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In this thesis we will restrict our focus to phase-spaces of finite dimensional manifolds,
denoted by T ∗M . The reason for this choice is that we are interested in quantization of a
single particle, which is always in a finite dimensional phase-space.
We chose Fedosov quantization because it provides a very natural geometric way of
extending the quantization rules for flat phase-spaces to rules for curved ones. The two
important conditions defining the construction of the Fedosov quantization map σ−1 have
solid physical arguments for their presence. In addition, one could define the Fedosov star-
product once given the map σ−1 and its known projection σ, however everything could be
done without ever defining any star-products.
On major problem with Fedosov quantization and deformation quantization as a whole
is that most formulas are written as a formal series in ~, therefore, in general, convergence
of these formal series may be problematic. Another problem with these maps is that they
are not unique, i.e., there are many of them.
One important fact is that the Fedosov quantization map σ−1 only needs a phase-space
with its symplectic form and some choice of phase-space connection for its construction. This
fact is significant because we could, in principle, construct a map σ−1 that is independent of
the choice of a metric. Such a choice may be of particular use in the context of GR because
in GR the metric becomes a dynamical quantity. However, we could construct a map σ˜−1
that does depend on the metric, which we do in this thesis. This quantization map σ˜−1,
dependant on the metric, is c-equivalent to another σ−1 which is not. This c-equivalence is
defined as:
Def. Two formal star-products ∗1 and ∗2 are c-equivalent (c stands for cohomology) if
there exists some isomorphism T of the form:
T = Id+ ~T1 + · · · =
∞∑
j=0
~jTj
where Tj is a differential operator (possibly containing derivatives of all order) for each
j such that:
f ∗2 g = T−1 (T (f) ∗1 T (g)) (3.2)
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Def. Given any two quantization maps σ−1 and σ˜−1. These maps are defined to be c-
equivalent if their associated star-products ∗1 and ∗2 defined by:
f ∗1 g := σ
(
σ−1 (f)σ−1 (g)
)
f ∗2 g := σ˜
(
σ˜−1 (f) σ˜−1 (g)
)
are c-equivalent.
However, we are not sure of the physical consequences of these mathematical equivalences
except that in general the algebra of observables are isomorphic, however each spectra of
observables may be different (see Hirshfeld A. and Henselder P. 2002a). These equivalences
tell us that σ−1 on the phase-space of M with one metric g is a well defined quantization
map on the phase-space ofM with another metric g˜. Even if T ∗M ′ ⊂ T ∗M , but dimT ∗M =
dimT ∗M ′ (codimension is zero), the quantization map σ−1 is well-defined on T ∗M ′. For
example, given a quantization map σ−1 on Rn, the same map could be used in anything
embeddable in Rn as long as the dimensions are the same. Important examples include both
the Schwarzschild and Kerr-Newman space-times (topologically Schwarzschild is R4−R and
Kerr-Newman is R4 − S1 × R).
A physical principle could select a correct map σ−1, however in finite particle quantum
mechanics on phase-spaces, it is our opinion that the ambiguities are there to stay. In QFT
on symplectic or Poisson manifolds the story maybe entirely different. In fact, it is argued in
Hirshfeld A. and Henselder P. (2002b) that in QFT a unique choice of a star-product might
be made on the grounds that the star-product be divergence free.
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3.3 THE ALGORITHM
In this section we provide a brief outline of the algorithm that is used to construct the
Fedosov quantization map and star-product. We make it clear in places where we diverge
from Fedosov’s original algorithm.
Because of complications in chapters 4 and 6, in this section we want to illustrate what
the algorithm does without unnecessary complications. In particular, the results in chap-
ters 4 and 6 are complicated by the constraints due to the embedding of these manifolds.
Specifically we are using a (n+ 1)-dimensional coordinate patch to describe a n-dimensional
manifold. Constraints on the 2 (n+ 1) coordinates of phase-space are needed and must be
carried through the algorithm. In this section no constraints are used.
Before we begin the algorithm, we summarize the basic idea for each of the five steps
in the algorithm in very basic terms. The starting ingredients of the algorithm are the
symplectic form and some phase-space connection. Step 1 in the algorithm is choosing
a phase-space connection. For this thesis we will use as our phase-space connection the
’cotangent lift’ of the Levi-Civita connection on the configuration spaces/space-times. In
step 2 we put a matrix algebra of linear Hilbert space operators at each point in the phase-
space. This creates an algebra, called the Weyl-Heisenberg bundle E, which will contain
our observables. First, in step 3 we need to define a new connection Dˆ by (3.8) that is
fundamental in the selection of our observables in step 4. In step 4 we associate a unique
operator in E to every phase-space function using, in part, the fundamental condition (3.12).
This association defines our desired quantization map σ−1. At this point we are done with
Fedosov quantization, however in an optional step 5 you could construct the Fedosov star-
product using the maps σ−1 and σ, which were defined in the previous steps.
3.3.1 Step 1: Defining the Phase-Space Connection
Let (N,ω) be a symplectic manifold and let qA be a set of coordinates in the neighborhood
of q ∈ N . We define a phase-space connection D on N by:
Df = df =
∂f
∂qA
dqA
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D ⊗ΘA = ΓAB ⊗ΘB = ΓABCΘC ⊗ΘB (3.3)
where ΘA (for example let ΘA = dqA) is a basis of one-forms in the cotangent bundle of
N , denoted by T ∗N , and ω = ωABΘA ∧ ΘB (i.e., the inverse of the Poisson bracket tensor
ωAB ∂
∂qA
∧ ∂
∂qB
). The symbol ΓABC is defined by the conditions that D preserves the symplectic
form ω (D ⊗ ω = 0) and that D be torsion-free (D ∧Df = 0):
D ⊗ ω = 0 , D ∧Df = 0 (3.4)
We can extend to higher order tensors by using the Leibnitz rule and the fact that D
commutes with contractions.
Darboux’s Theorem: In the neighborhood of every point q ∈ N there always exist a set
of coordinates, called Darboux coordinates qA = (xµ, pµ), defined to be the coordinates
that the symplectic form and Poisson bracket take the form ω = dpµ ∧ dxµ and ∂∂xµ ∧ ∂∂pµ
respectively.
Non-Uniqueness of D: The conditions in (3.4) do not uniquely specify D (hence ΓABC).
It is a fact that we can add an arbitrary tensor ∆ABC symmetric in (ABC) to D and
the new connection, let’s call it Dnew:
Dnew ⊗ΘA = ΓABCΘC ⊗ΘB +∆ABCΘC ⊗ΘB
is a legitimate phase-space connection satisfying same conditions as D, i.e. the conditions
in (3.4).
Since D is not unique a choice must be made to start the algorithm. In this thesis D will
be the ’cotangent lift’ (which fixes D and the symbols ΓABC) of the Levi-Civita connection
∇ on the configuration space M equipped with some metric g. We note here that the choice
of D in general need not be a cotangent lift of a Levi-Civita connection.
Convention: When we write D2 we will always mean D ∧D.
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3.3.2 Step 2: Fibering the Weyl-Heisenberg Bundle Over Phase-Space
Let (N,ω) be a 2n-dimensional symplectic manifold. At each point q ∈ N we introduce a
Lie algebra valued covector fiber Vq over N that takes value in some (2n+ 1) dimensional
(Heisenberg) Lie algebra2. Let vˆ, uˆ ∈ Vq, we define this Lie algebra by:
[vˆ, uˆ] = vˆuˆ− uˆvˆ = i~vAuBωAB 1ˆ
where 1ˆ is the identity in the algebra, vˆ = vAyˆ
A + v01ˆ and uˆ = uAyˆ
A + v01ˆ for some basis(
yˆA, 1ˆ
)
for Vq, ω
AB are components of the Poisson tensor given by a basis ΘA of T ∗N .
Additionally, we assume there exist a Hermitian conjugation, denoted by †, on Vq, i.e. a
map from Vq to Vq such that for any vˆ1, vˆ2 ∈ Vq and c1, c2 ∈ C:
(c1vˆ1 + c2vˆ2)
† = c¯1vˆ1 + c¯2vˆ2
where the bar (e.g. c¯) denotes complex conjugation.
All covectors at q ∈ N , v = vAΘA ∈ T ∗N , along with scalar quantities v0 (i.e., tensors
of rank
(
0
0
)
) have a corresponding element vˆ = vAyˆ
A + v01ˆ in Vq. Therefore, these vA’s are
really covectors in the cotangent space at q, and these v0’s are really scalar quantities on
T ∗N . If we require that:
DyˆA = ΓABCΘ
C yˆB , D1ˆ = 0
and if (3.3) holds, then all vˆ’s are coordinate-free objects on N . Additionally, we allow Vq
to carry Hilbert space representations at each point q ∈ N , whereby any element of Vq can
be represented by linear Hilbert space operators.
Def. The bundle of the algebras Vq, called V , the is defined as V =
⋃
q∈N
Vq. A point in this
bundle is given by the pair (q, vˆ).
2The reason the Lie algebra is (2n+ 1)-dimensional is because yˆA and the identity element 1ˆ are the
(2n+ 1) basis elements.
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Let yˆA be a basis of V . To better understand these yˆA (and these vˆ ∈ V ) rather than as
abstract elements in Lie algebra covector bundle over N , we could think of them as a matrix
with matrix-elements which are functions of the coordinates q ∈ N . Explicitly we have:
yˆA =

yA11 (q) y
A
12 (q) · · ·
yA21 (q) y
A
22 (q) · · ·
...
...
. . .

so that yAij (q) ∈ C∞ (N) for each i and j. It is assumed that the q’s and dqA’s are treated
as a scalar with respect to yˆ’s matrix indices, i.e., dqA = 1ˆdqA (so that [dqA, yˆB] = 0) and
qA = 1ˆqA (so that [qA, yˆB] = 0). The product of any two elements yˆA and yˆB is by definition
yˆAyˆB = yAijy
B
jk =
(
yˆAyˆB
)
ik
.
Def. The enveloping algebra of Vq, called theWeyl-Heisenberg algebra Eq, at each point
q ∈ N is defined as:
Eq =
fˆ (vˆ) : fˆ (vˆ) =∑
(l)
f(l)jj1···jl (i~)
j vˆj1 · · · vˆjl , f(l)jj1···jl ∈ C , vˆ ∈ Vq

Using the basis yˆA of the vector space Vq defined at a point q ∈ N , each element of
fˆ ∈ Eq is expressible as a Taylor series:
fˆ := fˆ (yˆ) =
∑
(l)
f(l)j,A1···Al (i~)
j yˆA1 · · · yˆAl
where the coefficients f(l)j,A1···Al ∈ C for each index j, A1 · · ·Al.
Def. The bundle of these algebras called the Weyl-Heisenberg bundle E is defined as:
E =
⋃
q∈N
Eq =
fˆ : fˆ (q, vˆ) =
∑
(l) f(l)jj1···jl (i~)
j vˆj1 · · · vˆjl
fjj1···jl ∈ C∞C (N) , vˆ ∈ V
 (3.5)
where C∞C (N) is the set of C
∞ complex-valued functions of q on N .
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Using a basis yˆA of the vector-bundle V , each element of fˆ ∈ Eq is expressible as a Taylor
series:
fˆ (q, yˆ) =
∑
(l)
f(l)j,A1···Al (i~)
j yˆA1 · · · yˆAl
where the coefficients f(l)j,A1···Al ∈ C∞ (N) for each index j, A1 · · ·Al.
The defining properties of the basis yˆA subsequently are:
[
yˆA, yˆB
]
= yˆB yˆA − yˆB yˆA = i~ωAB 1ˆ (3.6)
DyˆA = ΓABCΘ
C yˆB (3.7)
where 1ˆ is the identity matrix and whenever a basis of covectors ΘA is given and the con-
nection on them is:
D ⊗ΘA = ΓABCΘC ⊗ΘB
Note: We will omit the 1ˆ from now on and assume that it is implicitly there.
3.3.3 Step 3: Constructing the Global Bundle Connection
We define a matrix derivative called a, global bundle connection, called Dˆ which is in the
form of the graded commutator3:
Dˆ =
[
Qˆ, ·
]
/ (i~)
where Qˆ ∈ E ⊗ Λ, i.e., Qˆ = QˆAΘA where QˆA ∈ E so it is of the form:
QˆA =
∑
l
Qj,l,AA1···Al~
j yˆA1 · · · yˆAl ∈ E
where Qj,l,AA1···Al are tensors components that lie in C
∞ (N), i.e., functions of q that need
to be determined. We need Qj,l,AA1···Al because it needs to be a globally defined object.
3Graded commutators have the property that
[
QˆAΘA, w
]
=
[
QˆA, w
]
ΘA =
(
QˆAw − wQˆA
)
ΘA where w
is an arbitrary l-form with coefficients wA1···Al which are complex-valued functions of the variables x, p and
yˆ.
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The coefficients Qj,l,AA1···Al are partially determined
4 by the condition:(
D − Dˆ
)2
yˆA = 0 (3.8)
In the construction of any quantization map this condition is fundamental. As we will
see in section 3.6.2, it is a required condition for the quantization σ−1 to be one-to-one. That
is it assures us that σ−1 (f) ∈ E is consistent when parallel propagating around curves, i.e.,
that it returns to its original value when the curve is closed. Therefore, it seems that this is
the fundamental equation and any solution to it will yield a well defined quantization map
σ−1. This is why we diverge from Fedosov’s original algorithm because we simply need some
solution to this equation and we don’t really care about any specific one.
In Fedosov’s original formulation, he integrates equation (3.8) for a unique Dˆ iteratively
using techniques in cohomology theory (see Fedosov B. 1996 and Gadella M. et al 2005).
This constructs the coefficients Qj,l,AA1···Al term-by-term in increasing powers of ~.
For the moment forget about Fedosov’s specific way of constructing Dˆ in these references,
all we want is a solution to Dˆ in equation (3.8) for our case of the cotangent bundle of a
class of constant curvature manifolds. The advantage of dealing with a specific example is
that we can utilize properties of these manifolds to solve the equation. This allows us to
diverge from Fedosov’s method because his main consideration was to write Dˆ down for a
completely general symplectic manifold.
In this thesis, we chose ansa¨tze in (5.14) and (4.11). By putting these into the condition
in (3.8), we obtain a set of differential equations that we subsequently solve to obtain some
Dˆ.
3.3.4 Step 4: Defining the Section in the Bundle
In this step we will assign a unique element fˆ ∈ E to every C∞ phase-space function f (q).
The first thing to do is to narrow the choices in this large algebra E, i.e., the enveloping
algebra of q and yˆ. First we define the quantum algebra QD,Dˆ ⊂ E which will be the
enveloping algebra of the algebra of observables:
4Fedosov adds an additional condition that makes his Dˆ unique from a fixed D being dˆ−1r0 = 0 where
dˆ−1 is what he calls δ−1 (an operator used in a de Rham decomposition) and r0 is the first term in the
recursive solution. We regard this choice as being artificial and thus omit it from the thesis.
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Def. The quantum algebra QD,Dˆ ⊂ E is defined as the set of solutions to the equation:(
D − Dˆ
)
fˆ = 0
by:
QD,Dˆ :=
{
fˆ (q, yˆ) :
(
D − Dˆ
)
fˆ = 0 , fˆ ∈ E
}
(3.9)
Def. The observable algebra AD,Dˆ ⊂ QD,Dˆ ⊂ E is defined as the subalgebra of QD,Dˆ of
Hermitian operators:
AD,Dˆ :=
{
fˆ (q, yˆ) : fˆ = fˆ † , fˆ ∈ QD,Dˆ
}
(3.10)
Remember that a general element of E is of the form:
fˆ (q, yˆ) =
∑
(l)
f(l)j,A1···Al (i~)
j yˆA1 · · · yˆAl (3.11)
where f(l)j,A1···Al ∈ C∞C (N) are complex-valued functions of q ∈ N for each index
j, A1, . . . , Al.
In Fedosov’s original algorithm, he makes the projection σ unique by requiring that the
series is symmetric in the yˆ’s, i.e., σ is the projection of the symmetrized series. Equivalently,
you could just require that the coefficients f(l)j,A1···Al be symmetric in the indices A1 · · ·Al to
obtain the symmetrized series and therefore, uniqueness. We do not symmetrize the yˆ’s, we
will symmetrize other elements. The resulting series will have coefficients that are different
than f(l)j,A1···Al .
Def. Formal series in ~ is a power series in ~ with coefficients in A denoted by adding
[[~]] like A [[~]].
For example, Given a symplectic manifold (N,ω) then we define C∞ (N) [[~]] as a formal
series in ~ with coefficients in C∞ (N). Let f (q) ∈ C∞ (N) [[~]] then
f (q) = fj (q) ~j = f0 (q) + f1 (q) ~+ f2 (q) ~2 + · · ·
where fj (q) ∈ C∞ (N) for each j.
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Def. The Fedosov projection σF : E → C∞ (N) [[~]] defined by:
σF (fˆ) =
∑
j
f(0)j (i~)j
Note: Fedosov considers this larger class of functions C∞ (N) [[~]], because he is interested
in star-products and quantum mechanics on a generalized classical phase-space N .
To construct the Fedosov quantization map σ−1F , Fedosov then integrates equation (3.12)
for a unique set of coefficients f(l)j,A1···Al iteratively for each f (q) using, again, techniques
in cohomology theory (see Fedosov B. 1996 and Gadella M. et al 2005). This constructs
σ−1F (f) term-by-term in increasing powers of ~ starting with f(0) = f (q). Forgetting for the
moment about Fedosov’s specific way of constructing σ−1F (f) in these references, all we want
is a consistent way of assigning a unique operator σ−1F (f) to each phase-space function f .
Dealing with a specific example allows us to diverge here since Fedosov’s main consideration
was to write σ−1F (f) (just like Dˆ) down for a completely general symplectic manifold.
Our Modification of Step 4
In this thesis, we take a slight modification to the above. It is a strategy adopted by
canonical quantization: choose a basis of phase-space qA = (xµ, pµ), quantize it, and force
the resulting elements to be a basis of your quantum and observable algebra. The one caveat
is that this won’t be able to quantize all f ∈ C∞ (N) just ones that are analytic, i.e. all
f ∈ C∞A (N) ⊂ C∞ (N). In section 3.7 we briefly discuss how we could extend σ−1 to a
smooth functions, i.e. all f ∈ C∞ (N).
Therefore, each fˆ ∈ AD,Dˆ associated to each phase-space function f (q) ∈ C∞ (N) must
satisfy the condition: (
D − Dˆ
)
fˆ = 0 (3.12)
where we define σ by:
σ(fˆ) = f(0)0 = f (q) , fˆ = fˆ
†
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In other words, fˆ ∈ E is a matrix-valued function of the form (3.11) where f(l)j,A1···Al ∈
C∞C (N) are complex-valued functions of q for each j, A1, . . . , Al that need to be determined
by (3.12).
As we will see in section 3.6.1, the physical origin of equation (3.12) is that it allows
us to associate some matrix operators called (xˆµ, pˆµ) to be identified with the differential
operators (∂/∂pµ, ∂/∂x
µ) at every point q ∈ N .
There is some additional freedom for determining the map σ−1. However, any such choice
will leave the quantum algebra QD,Dˆ invariant. Once a choice is made, we have a unique
operator fˆ := σ−1 (f) associated to all f ∈ C∞A (N). Subsequently, we have the following
properties:
σ
(
σ−1 (f)
)
= f , σ−1
(
σ
(
fˆ
))
= fˆ
for any f and fˆ .
Assume that we have an explicit formula for the (Hermitian) operator qˆA := σ−1
(
qA
) ∈
AD,Dˆ:
σ−1
(
qA
)
= qˆA (q, yˆ) :=
∑
(l)
cA(l)j,A1···Al (i~)
j yˆA1 · · · yˆAl ∈ AD,Dˆ
where cA(l)j,A1···Al ∈ C∞C (N) for each index j, A1 · · ·Al.
We assume that we can invert this formula to obtain an expression for yˆA in terms of qA
and qˆA:
yˆA (q, qˆ) =
∑
(l)
bA(l)j,A1···Al (i~)
j qˆA1 · · · qˆAl
where bA(l)j,A1···Al ∈ C∞C (N) for each index j, A1 · · ·Al.
By having a new basis qˆA then all elements in fˆ ∈ E can be expressed as a series of the
form:
fˆ (q, qˆ) =
∑
(l)
f˜(l)j,A1···Al (i~)
j qˆA1 · · · qˆAl
where f˜(l)j,A1···Al ∈ C∞C (N) for each index j, A1 · · ·Al.
By a simple computation, we can see that if
(
D − Dˆ
)
fˆ = 0 then each coefficient f˜(l)A1···Al
is constant for each index j, A1 · · ·Al. Therefore, any element fˆ ∈ QD,Dˆ has these coefficients
being constant.
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Thm. If yˆA can be expressed in terms of qA and qˆA := σ−1
(
qA
)
then any element fˆ ∈ QD,Dˆ
is expressible as a series of the form:
fˆ (q, qˆ) =
∑
(l)
f˜(l)j,A1···Al (i~)
j qˆA1 · · · qˆAl
where f˜(l)j,A1···Al ∈ C is constant for each index j, A1 · · ·Al.
Def. We define the (modified) Fedosov quantization map σ−1 : C∞A (N)→ AD,Dˆ by:
f (q) =
∑
(l)
f˜(l)A1···Alq
A1 · · · qAl ∈ C∞A (N)
σ↔ fˆ (qˆ) =
∑
(l)
f˜(l)A1···Al qˆ
A1 · · · qˆAl ∈ AD,Dˆ
where the coefficients f˜(l)A1···Al are constants and are symmetric in the indices A1 · · ·Al.
Note: Fedosov symmetrizes the yˆ’s and not some basis qˆA like we have. However, the two
different symmetrizations give the same enveloping algebra, i.e., the quantum algebra
QD,Dˆ is the same in either case. Also, each σ−1 (f) is Hermitian iff σ−1
(
qA
)
is Hermitian,
i.e., σ−1
(
qA
) ∈ AD,Dˆ iff σ−1 (f) ∈ AD,Dˆ.
Def. The analytic observable algebra A˜D,Dˆ ⊂ AD,Dˆ is defined as the subalgebra of AD,Dˆ
determined by the image σ−1 (C∞A (N)):
A˜D,Dˆ : =
fˆ :
fˆ (qˆ) =
∑
(l) f˜(l)A1···Al qˆ
A1 · · · qˆAl
fˆ ∈ σ−1 (C∞A (N)) ⊂ AD,Dˆ
f˜(l)A1···Al are symmetric in A1 · · ·Al
 (3.13)
: =
{
fˆ : fˆ ∈ σ−1 (C∞A (N))
}
The algebra A˜D,Dˆ is the symmetrized enveloping algebra of the elements qˆA.
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3.3.5 Step 5. The Fedosov Star-Product (Optional)
The Fedosov star-product can now be defined:
Def. The Fedosov star-product f ∗ g is defined by:
f ∗F g := σ(σ−1 (f)σ−1 (g)) = σ(fˆ gˆ) (3.14)
On a technical note, to get the leading order term σ(fˆ gˆ) you have to symmetrize all the
monomials in yˆ’s or qˆ’s in the product fˆ gˆ first, then take the leading term. This makes the
multiplication of f ∗F g highly non-trivial.
3.4 QUANTIZING A HAMILTONIAN
In this section we illustrate how to use the map σ−1 on a Hamiltonian H and finding the
spectrum of H, assuming that σ−1 is constructed. By Hamiltonian we mean any function
H that generates a Hamiltonian vector-field Hˆ, which then gives the integral curves on the
level surfaces of H (H = constant) associated to the dynamics of a physical system.
The Fedosov quantization map σ−1 is first used to construct the algebra A˜D,Dˆ as well
as a basis (xˆµ, pˆµ) of A˜D,Dˆ. Second we represent the basis (xˆµ, pˆµ) by differential operators.
This is completely analogous to the replacement (xˆµ, pˆµ)→ (xµ,−i~∂/∂xµ) in nonrelativistic
quantum mechanics in Euclidean space R3 equipped with the metric δ. In the third step, we
write the quantized Hamiltonian for geodesic motion by replacement of (xˆµ, pˆµ) by (x
µ, Tµ)
in the Hamiltonian where Tµ (x) is a linear differential operator of x
µ:
1. Consider some choice of coordinates qA = (xµ, pµ) and the map σ
−1 on them and define
xˆ and pˆ by:
xˆµ (x, p, yˆ) := σ−1 (xµ) ∈ AD,Dˆ , pˆµ (x, p, yˆ) := σ−1 (pµ) ∈ AD,Dˆ
The elements xˆµ and pˆµ can serve as a basis of our algebra A˜D,Dˆ. Therefore, we will
express all elements within A˜D,Dˆ to be matrix-valued functions of these variables.
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2. By computing the commutation relations5:
[xˆµ, pˆν ] =? , [pˆµ, pˆν ] =? , [xˆ
µ, xˆµ] = 0
we can represent pˆν by some linear differential operator Tµ of a variable x
µ:
Tµ := T
ν
µ (x)
∂
∂xν
+ Lµ (x)
qˆA = (xˆµ, pˆµ)→ QˆA = (xµ,−i~Tµ)
defined in the same way as (xˆ, pˆ) → (x,−i~∂x) in ordinary quantum mechanics. The
justification for this replacement is in section 3.6.1.
3. First we need some Hamiltonian, for example the Hamiltonian of geodesic motion given
a metric gµν (x) on the configuration space, an arbitrary constant ξ ∈ R, and the Ricci
scalar curvature R (x) associated to the Levi-Civita connection that preserves gµν :
H = gµν (x) pµpν −m2 + ξR (x) (3.15)
We can quantize it using the map σ−1:
Hˆ (xˆ, pˆ) := σ−1 (H) ∈ E
We then let this be a constraint on the set of allowed physical states |ψ〉 as:
σ−1 (H) |φ〉 = 0
In x-space (by taking the scalar product with 〈x|) we can rewrite the above equation as:
Hˆ (x,−i~T )φ (x) = 0
where Hˆ (xˆ, pˆ)→ Hˆ (x,−i~T ) is a differential operator of the variables xµ and dependent
on the other differential operator Tµ. For example, if Hˆ (xˆ, pˆ) = g
µν (xˆ) pˆµpˆν−m2+ξR (xˆ)
then:
Hˆ (x, T ) = gµν (x)TµTν −m2 + ξR (x)
5The x with x commutator will always be zero for a cotangent bundle as can be seen by the Fedosov
algorithm.
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3.5 THE FEDOSOV STAR-PRODUCT ON T ∗RN
We want to first give a simple example of how the Fedosov algorithm works in the simplest
case: the phase-space T ∗Rn. This is to give the reader a basic idea of how the algorithm
works.
To start in step 1 of the algorithm, we need the symplectic form ω and some phase-space
connection D. The phase-space T ∗Rn has global Darboux coordinates called qA = (xµ, pµ)
where ω = dpµdx
µ. The phase-space connection we choose is:
DqA := dqA
D ⊗ dqA := 0
Because our phase-space is topologically T ∗Rn, we can make such a definition, i.e., where all
of the ΓABC ’s are zero. This completes step 1.
Moving to step 2 we introduce our matrix fibering, i.e., our Weyl-Heisenberg algebra
Eq over the phase-space at each point q ∈ T ∗Rn. The bundle of these algebras is the Weyl-
Heisenberg bundle E and let
(
qA, yˆA
)
be a basis of V . The conditions on the matrix basis yˆ
are: [
yˆA, yˆB
]
= i~ωAB
DyˆA = 0
(
ΓABC = 0
)
Remember that each element of this matrix can be thought as an element in C∞ (T ∗Rn).
In step 3 we must find a Dˆ that satisfies the condition in (3.8):(
D − Dˆ
)2
yˆA = 0
where Dˆ :=
[
Qˆ, ·
]
and Qˆ ∈ E ⊗ Λ (i.e., Qˆ = QˆAΘA and QˆA ∈ E).
In appendix F we rewrite the condition in (3.8) by some algebraic manipulation to:(
D − Dˆ
)2
yˆA =
[
Ω−DQˆ+ Qˆ2/ (i~) , yˆA
]
/ (i~) = 0 (3.16)
where Qˆ = ωAB yˆ
AΘB + r. The term [Ω, ·] is the curvature as a commutator where:
1
i~
[
Ω, yˆA
]
:= D2yˆA = R ACEB Θ
C ∧ΘE yˆB (3.17)
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with solution Ω := −1
2
ωAER
A
CEB Θ
C ∧ ΘE yˆB yˆE where R ACEB is the phase-space curvature
and ΘA is some basis of one-forms.
Any Qˆ that satisfies the condition6:
Ω−DQˆ+ Qˆ2/ (i~) = 0 (3.18)
also solves the condition in (3.16) (which is the same as (3.8)). We note that we could add
something that commutes with all yˆ’s to Ω − DQˆ + Qˆ2/ (i~) and the condition in (3.16)
would still hold.
For our case of T ∗Rn, the Riemann tensor is R ACEB = 0 therefore the condition (3.18)
becomes the simplified condition:
−DQˆ+ Qˆ2/ (i~) = 0 (3.19)
By a simple computation, it is verified that a solution for Qˆ is:
Qˆ = (xµ + sµ) dpµ − (pµ + kµ) dxµ
where yˆA = (sµ, kµ), i.e., s
µ are defined to be the first n yˆ’s and kµ are defined as the last n
yˆ’s with:
[sµ, kν ] = i~δµν , [sµ, sν ] = [kµ, kν ] = 0
coming from the formulas (3.6) and ω = dpµdx
ν .
Here are the computations:
D ((xµ + sµ) dpµ − (pµ + kµ) dxµ) = −2dpµdxµ
Qˆ2 =
[
QˆA, QˆB
]
dqAdqB = −2i~dpµdxµ
So that:
Dˆ = [(xµ + sµ) dpµ − (pµ + kµ) dxµ, ·] / (i~)
In step 4 we want to define the analytic observable algebra A˜D,Dˆ = σ−1 (C∞A (T ∗Rn))
defined in (3.13). Remember that this is the image σ−1 applied to all analytic phase-space
functions, so all we need is some basis σ−1 (xµ) and σ−1 (pµ).
6This is the same as the condition of Fedosov Ω−Dr + dˆr + r2 = 0. See Fedosov B. 1996, and Gadella
M. et al 2005.
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Explicitly we want some operators xˆµ, pˆν ∈ AD,Dˆ. ⊂ E (which will be our basis σ−1 (xµ)
and σ−1 (pµ)) such that the following conditions hold:(
D − Dˆ
)
xˆµ = 0 , σ (xˆµ) = xµ (3.20)
(
D − Dˆ
)
pˆµ = 0 , σ (pˆµ) = pµ
Remember that these conditions
(
D − Dˆ
)
xˆµ = 0 and
(
D − Dˆ
)
pˆµ = 0 are from the defini-
tion of QD,Dˆ that contains AD,Dˆ.
By a very straightforward calculation, we can verify that:
xˆµ := xµ + sµ , pˆµ := pµ + kµ
satisfy the conditions in (3.20). Therefore, we define:
σ−1 (xµ) := xˆµ := xµ + sµ , σ−1 (pµ) := pˆµ := pµ + kµ (3.21)
Note: Except for the conditions
(
D − Dˆ
)
xˆµ = 0 and
(
D − Dˆ
)
pˆµ = 0, the only other
requirement is that the term that has no ~’s and yˆ’s (yˆA = (sµ, kµ)) is σ (xˆµ) = xµ
for σ−1 (xµ) and σ (pˆµ) = pµ for σ−1 (pµ). The different choices will amount to a
choice of ordering, for example standard ordering (sµkν) and symmetric Weyl ordering
(1
2
(sµkν + kνs
µ)).
The commutators of σ−1 (xµ) and σ−1 (pµ), using the formulas in (3.21), are computed
to be:
[xˆµ, pˆν ] = i~δµν , [xˆµ, xˆν ] = [pˆµ, pˆν ] = 0
Here we see that anything expressible in terms of yˆ can be expressed in terms of x, p, xˆ and
pˆ by the simple substitution:
yˆA = (xˆµ − xµ, pˆµ − pµ)
Now that we have a basis (xˆµ, pˆµ) for A˜D,Dˆ then any element fˆ ∈ A˜D,Dˆ can be written
as:
fˆ (xˆ, pˆ) =
∑
(l)(m)
f˜ ν1···νm(l)(m)j,µ1···µl~
jSYM (xˆµ1 · · · xˆµl pˆν1 · · · pˆνm)
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where:
SYM (xˆµ1 · · · xˆµl pˆν1 · · · pˆνm) =
1
(l +m)!
 xˆµ1 · · · xˆµl pˆν1 · · · pˆνm
+(all perms. of xˆ’s and pˆ’s)
 (3.22)
=
1
(l +m)!
 xˆµ1 · · · xˆµl pˆν1 · · · pˆνm
+xˆµ1 · · · xˆµl−1 pˆν1xˆµl pˆν2 · · · pˆνm + · · ·

Therefore, given any f ∈ C∞A (T ∗Rn) we have we have a unique operator σ−1 (f):
f (x, p) =
∑
(l)(m)
f˜ ν1···νm(l)(m)µ1···µlx
µ1 · · ·xµlpν1 · · · pνm
σ↔ fˆ (xˆ, pˆ) =
∑
(l)(m)
f˜ ν1···νm(l)(m)µ1···µlSYM (xˆ
µ1 · · · xˆµl pˆν1 · · · pˆνm)
so A˜D,Dˆ =
{
fˆ : fˆ ∈ σ−1 (C∞A (T ∗Rn))
}
.
The above formula tells us that σ−1 =W , the Weyl quantization map (symmetric quan-
tization) and the resulting product will be the Groenewold-Moyal star-product.
Since the commutators are:
[xˆµ, pˆν ] = i~δµν , [xˆµ, xˆν ] = [pˆµ, pˆν ] = 0
we can represent the elements (xˆµ, pˆµ) by (x
µ,−i~∂/∂xµ). Remember that this substitution
is justified in section 3.4.
Letting H = gµνpµpν −m2 where gµν has constant components, we can write the con-
straint on the set of allowed physical states |ψ〉:
σ−1 (H) |ψ〉 = 0
i.e., as: (
gµν pˆµpˆν −m2
) |ψ〉 = 0
In x-space (by taking the scalar product with 〈x|) we can rewrite the above equation as:(
~2gµν
∂
∂xµ
∂
∂xν
+m2
)
ψ (x) = 0
If the dimension is four and gµν is Minkowskian, then the above equation is the standard
Klein-Gordon equation in Minkowski space.
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3.6 THE PHYSICAL ORIGINS OF THE CONDITIONS (3.12) AND (3.8)
In this section we demonstrate the physical meaning of the two most important conditions
in the algorithm, equations (3.12) and (3.8):(
D − Dˆ
)2
yˆA = 0 (3.23)
(
D − Dˆ
)
fˆ (x, p, yˆ) = 0 (3.24)
Remember that the quantum algebra QD,Dˆ defined in (3.9) used the condition (3.12) as
its main condition for its definition.
3.6.1 The Physical Origin of the Condition in (3.12)
It is important to have a global bundle connection Dˆ is that well-defined at every point in
our symplectic manifold q ∈ N , because the condition (3.12) identifies the operators (that
we call the ”quantized qA” or qˆA), which perform infinitesimal translations in all directions.
In other words, the action of these operators
[
qˆA, ·] translates other observables from one
point q ∈ N to some other point infinitesimally close to q. Once these infinitesimal operators
have been constructed, finite translations may be obtain using standard methods.
To justify the above statement we summarize the example of T ∗Rn done in section 3.5
to clarify what we mean:
E.g. For T ∗Rn a solution for Dˆ was computed to be:
Dˆ = [(xµ + sµ) dpµ − (pµ + kµ) dxµ, ·] / (i~)
then the equation in (3.24) reduces to:
∂fˆ
∂xµ
dxµ +
∂fˆ
∂pµ
dpµ = − 1
i~
[
(pµ + kµ) , fˆ
]
dxµ +
1
i~
[
(xµ + sµ) , fˆ
]
dpµ
This means that − 1
i~ [(pµ + kµ) , ·] and 1i~ [(xµ + sµ) , ·] act as ∂∂xµ (an x-translation) and
∂
∂pµ
(a p-translation) on the set of solutions to (3.24), i.e., for all fˆ ∈ QD,Dˆ. Therefore,
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we think of − 1
i~ [(pµ + kµ) , ·] and 1i~ [(xµ + sµ) , ·] as the matrix analogue of x and p
translations.
This is the fundamental step in quantization, associating a seeming unconnected matrix
operator such as − 1
i~ [(pµ + kµ) , ·] and give it some physical meaning by knowing its
action does a real and physical operation such as an x-translation on the set QD,Dˆ. This
is what justifies a replacement of these operators and derivatives on the coordinates:
− 1
i~
[(pµ + kµ) , ·]→ ∂/∂xµ , 1
i~
[(xµ + sµ) , ·]→ ∂/∂pµ
The notation that we use for these operators under this association is pˆµ and xˆ
µ:
− 1
i~
[pˆµ, ·]→ ∂/∂xµ , 1
i~
[xˆµ, ·]→ ∂/∂pµ (3.25)
This notation reflects that in classical mechanics it is known that ∂/∂xµ = − [pµ, ·]P and
∂/∂pµ = [x
µ, ·]P where [, ]P is the Poisson bracket.
Also, qˆA = (xˆµ, pˆµ) is an observable so we have the condition that qˆ
A ∈ QD,Dˆ.
A general symplectic manifold (N,ω) is locally isomorphic to R2n. Therefore, existence
of a bundle connection Dˆ defined globally is a guarantee that at every point q ∈ N we
can make an analogous association. That is we can locally always identify our q-translation
operators qˆA = (xˆµ, pˆµ) in some Darboux coordinates q
A = (xµ, pµ).
On general symplectic manifold (N,ω) the procedure is as follows:
1. Every symplectic manifold N of dimension 2n is locally, i.e. at every point q ∈ N ,
isomorphic to R2n in Darboux coordinates qA = (xµ, pµ) where ω = dpµdxµ. Specifically,
this means that in these Darboux coordinates qA = (xµ, pµ) the symbols Γ
A
BC defined in
(3.3) are all zero:
Df =
∂f
∂xµ
dxµ +
∂f
∂pµ
dpµ
D ⊗ dxµ = 0 , D ⊗ dpµ = 0
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2. If there exists a global bundle connection Dˆ =
[
QˆAdq
A, ·
]
that satisfies (3.24), then
equation (3.24) becomes:
∂fˆ
∂xµ
dxµ +
∂fˆ
∂pµ
dpµ =
1
i~
[
Fˆ µdpµ − Gˆµdxµ, fˆ
]
where Fˆ µ and Gˆµ are defined to be the components of QˆA, i.e., QˆA =
(
Fˆ µ, Gˆµ
)
.
This equation means that on the set of solutions to (3.24), defined as QD,Dˆ, to each
function fˆ ∈ QD,Dˆ the operation of 1i~
[
Fˆ µ, ·
]
and 1
i~
[
Gˆµ, ·
]
on fˆ is identical to ∂
∂xµ
and
∂
∂pµ
respectively. These matrix operators 1
i~
[
Fˆ µ, ·
]
and 1
i~
[
Gˆµ, ·
]
now have a connection
to real physical operations—x and p (or just q) translations on N .
This is what justifies a replacement of these operators and derivatives on the coordinates:
1
i~
[
QˆA, ·
]
→ DA
The notation that we use for these operators under this association is qˆA = (xˆµ, pˆµ).
However, this won’t uniquely specify qˆA since we could add a term to each that commute
with everything like an arbitrary function of q, but before we show how this freedom is
fixed we want to define the algebra.
3. It makes sense to define the quantum algebra as in (3.9):
QD,Dˆ :=
{
fˆ (x, p, yˆ) ;
(
D − Dˆ
)
fˆ = 0 , fˆ ∈ E
}
(3.26)
because it is this equation
(
D − Dˆ
)
fˆ = 0 which gives a real physical meaning to these
sets of operators.
4. As we noted above, we could add to QˆA an arbitrary function fA (q) and
1
i~
[
QˆA + fA, ·
]
=
1
i~
[
QˆA, ·
]
. To fix this freedom we require that QˆA be an element in the quantum algebra
QˆA ∈ QD,Dˆ. This is entirely natural since the meaning of the set of observables is the
set of allowable transformations on states and certainly translations on N fall under this
category. We then can state that:
qˆA := QˆA
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3.6.2 The Physical Origin of Condition in (3.8)
Another important issue is one of consistency in the Fedosov quantization map σ−1. Remem-
ber that σ−1 assigns a unique operator σ−1 (f) to every f ∈ C∞ (N), i.e., σ−1 is one-to-one.
This means that if move our operator σ−1 (f) around any closed curve γ in a contractible
domain in a symplectic manifold (N,ω) (i.e., no holes) we’d better get the same operator as
before σ−1 (f) or else σ−1 not a good quantization map.
How this relates the condition in (3.23) is actually quite simple knowing a theorem
provided in Fedosov B. 1996 in Theorem 1.2.6–2 on p. 23):
Thm. 1.2.6 Let V be a contractible domain in a symplectic manifold (N,ω), and let τ be
a parallel transport along a closed curve γ ⊂ V of the algebra E defined in (3.5). Then
the equation: (
D − Dˆ
)2
yˆA = 0 (3.27)
is satisfied iff τγ = id for any γ.
7
This means that if we parallel transport an element fˆ ∈ QD,Dˆ around some any closed
curve γ, in general, the new element τγ fˆ without the condition that τγ = id, fˆ , in general, will
be different from τγ fˆ , where we call this new operator hˆ = τγ fˆ . This causes inconsistencies
in the map σ−1 because parallel transporting any function f ∈ C∞ (N) around a closed loop
is, by definition, trivial, i.e., f (γ (q0)) = f (q0). So on the one hand σ
−1 (f) = fˆ and on the
other (by parallel transport) σ−1 (f) = hˆ, violating the one-to-one nature of σ−1. Therefore:
τγ ◦ σ−1 (f) = σ−1 (f)
for all closed curves γ ⊂ V and since f ∈ C∞ (N) is arbitrary then τγ = id, which then
implies that (3.27) must hold by Theorem 1.2.6 above.
7Fedosov calls any Dˆ that satisfies the condition
(
D − Dˆ
)2
yˆA = 0 abelian.
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3.7 THE FEDOSOV STAR-PRODUCT ON SMOOTH FUNCTIONS
On a technical note, we want to illustrate how the Fedosov star-product is valid for all C∞
(smooth) functions, not just for functions expressible as a Taylor series. So far we have
demonstrated the correspondence:
f (x, p) =
∑
(l)(m)
f˜ ν1···νm(l)(m)µ1···µlx
µ1 · · ·xµlpν1 · · · pνm
σ↔ fˆ (xˆ, pˆ) =
∑
(l)(m)
f˜ ν1···νm(l)(m)µ1···µlSYM (xˆ
µ1 · · · xˆµl pˆν1 · · · pˆνm)
where xˆµ and pˆµ are some Hilbert space operators defined explicitly in terms of the operators
yˆ as well as the variables x and p.
This is a good start, but this only takes care of the functions C∞A (N). What remains
unclear is how to define the action of the map σ−1 on smooth functions like the function
e−1/x
2
or partitions of unity in manifold theory which are not determined everywhere by
their Taylor series, i.e., all functions f ∈ C∞ (N), but f /∈ C∞A (N). This can be explained
by knowing that the Groenewold-Moyal star-product is defined on all smooth functions and
not just Taylor series including functions like e−1/x
2
. In Fedosov’s original construction of
the star-product, he used a bundle over the phase-space, called the Weyl bundle, of ordinary
covectors that has a Groenewold-Moyal-like product between each covector (see Gadella M.
et al 2005). This is different than the bundle we used, which was a matrix-valued bundle.
Products of two arbitrary operators f (x, p, y) and g (x, p, y) are:
f (y) ◦ g (y) =
∞∑
(j)
(i~/2)j ωA1B1 · · ·ωAjBj/j!(∂ˆA1 · · · ∂ˆAjf)(∂ˆB1 · · · ∂ˆBjg)
∂ˆBy
A = δAB , ∂ˆBq
A = 0 , ∂ˆBdq
A = 0 , qA = (xµ, pµ) ,
[
yA, yB
]
◦ = i~ω
AB
In this way we can extend the Fedosov star-product to all smooth functions. However, to
simplify the discussions and computations in this thesis, we only consider C∞A (N) and not
the full set C∞ (N).
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4.0 FEDOSOV QUANTIZATION ON THE TWO-SPHERE
In this chapter we present original results of this thesis, calculating the quantization map
σ−1 for S2 as well as analyzing the image A˜D,Dˆ = σ−1 (C∞A (T ∗S2)), i.e., the algebra A˜D,Dˆ.
This is done by implementing the algorithm in section 3.3.
In section 4.1, we define our phase-space connection as well as explain now the constraints
are dealt with which is step 1 of the algorithm. Step 2 of the algorithm is in section 4.2
where we define the Weyl-Heisenberg bundle over the phase-space of the two-sphere. In
section 4.3 we construct our globally defined bundle connection Dˆ as prescribed in step 3
of the algorithm. The globally defined bundle connection Dˆ is constructed exactly by the
choice of a particular ansatz. Finally in section 4.4, we construct the quantization map σ−1
and analyze its image A˜D,Dˆ = σ−1 (C∞A (T ∗S2)). Here we see that A˜D,Dˆ is a constrained
version of the Euclidean group with the angular momentum subgroup SO (3).
4.1 DEFINING THE PHASE-SPACE CONNECTION
The starting place of the Fedosov algorithm is the symplectic form and the phase-space
connection in step 1 of the algorithm in section 3.3. In this section we are making a choice
of a connection on the phase-space of the two-sphere S2. Note that this choice is not unique,
but a choice must be made. We choose a connection that is known as the ’cotangent lift’ of
the Levi-Civita connection on the configuration space. Before we go into the details of this
”lifting”, we briefly review the embedding geometry of S2 ⊂ R3.
We use the coordinates given by embedding S2 into a 3-dimensional Euclidean space
(R3, δ) where δ is the Euclidean metric (what we use to raise and lower lower-case Latin and
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greek indices). The embedding formulas that we use describe a unit sphere centered at the
origin of (R3, δ) is:
x · x = 1 , x · p = 0 (4.1)
where x = (x1, x2, x3) ∈ R3 and x ·y := δµνxµyν = x1y1+x2y2+x3y3. The second constraint
x · p = 0 is a secondary constraint associated to the primary constraint x · x = 1.
The basis of covectors we choose to use are:
α := x× dp
θ := x× dx
where × is the standard cross-product defined by a× b = εµρνaρbν and εµρν is the completely
antisymmetric tensor.
The embedding metric δ induces a metric on S2:
g = θ · θ (4.2)
and the symplectic form on S2 and T ∗S2 is:
ω = (δµν − Cxµxν)αµθν (4.3)
where each index of the coefficients (δµν − Cxµxν) is projected orthogonal to x because of the
embedding.
By introducing a 3-dimensional coordinate patch of the sphere, which is a 2-dimensional
manifold, the third coordinate is redundant. The constraint x · x = 1 fixes this redundancy.
Because of this constraint, the condition that the connection ∇ is metric g preserving and
torsion-free (∇∧∇⊗ dx = 0) is not enough to fix it in the three coordinates, i.e. in (R3, δ).
What we additionally need is all derivatives of the constraint equation vanish:
∇⊗ · · · ⊗ ∇︸ ︷︷ ︸
l
(x · x− 1) = 0
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for all l ∈ Z+ (Z+ is the set positive integers). The first derivative (l = 1) of the above
equation is the constraint x · dx = 0. Taking this constraint into account, the torsion-free
Levi-Civita configuration space connection is computed to be:
∇⊗ θ = θ ⊗× θ
The way the cotangent lifting procedure works is that you start with a Levi-Civita
connection ∇ on the configuration space. Next we define D acting on x and p to be dx and
dp, respectively. Next we define D ⊗ θ = ∇⊗ θ in this case we have:
D ⊗ θ = θ ⊗× θ
To fix D ⊗ dp we have several conditions to aid us:
1. It must preserve the symplectic form D ⊗ ω = 0
2. It must be torsion-free D ∧D ⊗ dx = 0 (which already holds) and D ∧D ⊗ dp = 0
3. It preserves the constraints x · x = 1 (which already holds) and x · p = 0, i.e.:
D ⊗ · · · ⊗D︸ ︷︷ ︸
l
(x · x− 1) = 0 (4.4)
D ⊗ · · · ⊗D︸ ︷︷ ︸
l
(
x · p) = 0
for all l ∈ Z+.
The solution for phase-space connection D that satisfies the conditions is computed to be:
Dx := dx = θ × x (4.5)
Dp := dp = α× x− p× θ
D ⊗ θ = θ ⊗× θ
D ⊗ α = θ ⊗× α− 2
3
(θ × x)⊗ (p · θ)+ 1
3
(
p · θ)⊗ (θ × x)
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Along with its computed curvature:
D2x := 0 (4.6)
D2p := 0
D2 ⊗ θ = ω˜ ⊗ (x× θ)
D2 ⊗ α = ω˜ ⊗ (x× α) + 1
3
(α (θ ⊗· θ)− θ (α⊗· θ)− 2ω ⊗ θ)
where ω˜ := x · (θ × θ) is another nondegenerate two form (which makes the two-sphere itself
a symplectic manifold).
Since we have constraints due to the embedding in (4.1), as mentioned before, we need
all derivatives of the constraints to be zero. This forces us to have constraints on dx and dp
resulting from derivatives of the embedding conditions in equation (4.1):
x · dx = 0 , dx · p+ x · dp = 0
With these constraints holding, all derivatives D of the constraints in (4.1) are zero.
4.2 FIBERING THE WEYL-HEISENBERG BUNDLE OVER
PHASE-SPACE
We defined yˆA in step 2 of the algorithm in section 3.3 and now we let yˆA = (sµ, kµ), i.e.,
sµ are the first three yˆ’s and kµ are the last three. Using the formula for ω in (4.3) and the
definition of the commutators in formula (3.6) the commutators are:
[sµ, sν ] = 0 = [kµ, kν ] , [s
µ, kν ] = i~ (δµν − xµxν)
along with the constraints δµνx
µsν = xµkµ = 0.
Additionally, the action of the connection and curvature acting on s & k is written down
directly from the equations (5.7), (5.8), (4.5), (4.6), and (4.2):
Ds = θ × s (4.7)
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Dk = θ × k − 2
3
θ × x (p · s)+ 1
3
(
p · θ) (s× x)
D2s = ω˜ (x× s)
D2k = ω˜ (x× k) + 1
3
(α (s · θ) + (s · α) θ − 2ωs)
where again ω˜ := x · (θ × θ) is another nondegenerate two form (which makes the two-sphere
itself a symplectic manifold).
4.3 CONSTRUCTING THE GLOBALLY DEFINED BUNDLE
CONNECTION
We are ready to begin computing the globally defined bundle connection Dˆ by means of
the equation (3.8), i.e., step 2 of the algorithm in section 3.3. As mentioned already, the
physical origins of this condition is that the Fedosov quantization map σ−1 will be one-to-
one iff this equation is satisfied. More explicitly, without the condition in (3.8) the operator
σ−1 (f) associated to f ∈ C∞ (T ∗M) wouldn’t be consistently parallely propagated around
all closed curves.
We may rewrite the condition (3.8):
(
D − Dˆ
)2
yˆA = 0
in a more convenient form to aid our calculations by:
(
D − Dˆ
)2
yˆA =
[
Ω−Dr + dˆr + r2/ (i~) , yˆA
]
so that: [
Ω−Dr + dˆr + r2/ (i~) , yˆA
]
/ (i~) = 0 (4.8)
where:
Ω := −1
2
ωACR
A
CEB Θ
C ∧ΘE yˆB yˆC
Dˆ =
[
Qˆ, ·
]
/ (i~) = dˆ+ [r, ·] / (i~) , dˆ = [ωAB yˆAΘB, ·] / (i~)
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where Qˆ ∈ E ⊗ Λ and Ω is the phase-space curvature as a commutator:
[
Ω, yˆA
]
/ (i~) := D2yˆA = R ACEB ΘC ∧ΘE yˆB (4.9)
and dˆ is the flat phase-space solution to Dˆ (as can be seen in section 3.5). See appendix F for
the proof of equation (4.8)—the equation is derived by means of basic algebraic manipulation.
A solution for r in equation (4.8) will determine the operator Dˆ because Dˆ = dˆ + [r, ·]
where dˆ =
[
ωAB yˆ
AΘB, ·]. It is obvious that a solution to (4.8) for Dˆ is determined by any r
that satisfies:
Ω−Dr + dˆr + r2/ (i~) = 0 (4.10)
Important: To state clearly what has been done so far is that we have derived that a
solution for r in equation (4.10) will give us a solution to Dˆ =
[
ωAB yˆ
AΘB + r, ·] which
satisfies the condition in (3.8). This is the equation we now solve.
We need to now compute Ω for T ∗S2. Ω is determined by the curvature formulas in (4.7):
Ω :=
1
3
(
(s · α) (s · θ)− s2ω)+ (x× k) · sω˜
We can easily verify that Ω gives the curvature as a commutator:
[Ω, s] / (i~) = [−k · (x× s) ω˜, s] = ω˜ (x× s)
[Ω, k] / (i~) =
1
3
(α (s · θ) + (s · α) θ − 2ωs) + (x× k) ω˜
which agrees with (4.6) and (4.9).
The formula for dˆ for T ∗S2 is:
dˆ =
[
ωAB yˆ
AΘB, ·] / (i~) = [s · α− k · θ, ·] / (i~)
To find a solution for r in equation (4.10) we choose an ansatz and plug it into (4.10).
In appendix B.2 a lengthy calculation ensues, which consists as a series of derivatives and
commutators, all being straightforward though lengthy. Our particular ansatz we chose is:
r = r0 + f
(
s2
)
z · s (x× s) · θ + g (s2) z · (x× s) s · θ + h (s2) s · θ (4.11)
where z = p− x× k and r0 = 13 ((k · θ) s2 − k · s (s · θ)).
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Given the ansatz above, we can compute each term in the condition (4.10) in a straight-
forward manner (again see appendix B.2 for the calculations):
Dr =
(
1
9
− 2g
3
+
f
3
)
s2p · sω˜ + fα · (x× s) (x× s) · θ − g (s · α) s · θ
dˆr = −Ω + (2f ′s2 + 3f + g) z · sω˜ − g (s · α) s · θ + fα · (x× s) (x× s) · θ
r2 =
(
1
9
− 2g
3
+
f
3
)
s2p · sω˜ +
(
2gf ′s2 + gf − f 2 − 2f
3
+
g
3
− 1
9
)
s2z · sω˜
where f ′ = ∂f
∂(s2)
for all functions.
Putting these into the equation (4.10) we obtain a condition for g:
g =
 (f + 13)2 − 2f ′hs2 − 3fh− h
+2hh′s2 + 2h2 − 2f ′ + 2h′
 s2 + 2h− 3f
(
f + 1
3
+ 2f ′s2 − 2h′s2 − h) s2 + 1 (4.12)
while f and h are left arbitrary as long as g is well-defined. This is a necessary and sufficient
condition for r, so that the resulting Dˆ satisfies the condition (3.8).
A nice fact of the messy condition in (4.12) is that it yields constant solutions{
f = −1
3
, g = 1, h = 0
}
and
{
f = − 1
12
, g = 1
4
, h = 0
}
. We choose the solution{
f = −1
3
, g = 1, h = 0
}
for the sake of clarity because future computations will be made
much easier. However, in the general case where, i.e., for all well defined solutions to g, f ,
and h the commutators of σ−1 (xµ) and σ−1 (pµ) were computed to be the same Lie algebra
regardless of the choice of g, f , and h.
The solution for r with
{
f = −1
3
, g = 1, h = 0
}
simplifies to:
r = −1
3
(
p · s) ((x× s) · θ) + z · (x× s) s · θ (4.13)
Qˆ = s · α− k · θ − 1
3
(
p · s) ((x× s) · θ) + z · (x× s) s · θ (4.14)
Dˆ =
[
s · α− k · θ − 1
3
(
p · s) ((x× s) · θ) + z · (x× s) s · θ, ·] (4.15)
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4.4 DEFINING THE SECTION IN THE BUNDLE: OUR OBSERVABLE
ALGEBRA
In this section we will construct the map σ−1 as in step 4 in section 3.3. To reiterate,
in this thesis, we only construct σ−1 (C∞A (T
∗M)) where C∞A (T
∗M) is the space of analytic
functions in this section just as in the case for T ∗Rn in section 3.5. See in section 3.7 how
σ−1 is extended to all C∞ (T ∗M).
The construction of Q˜D,Dˆ = σ−1 (C∞A (T ∗S2)) is straightforward once you have some basis
σ−1 (xµ) and σ−1 (pµ) and the enveloping algebra is the quantum algebra Q˜D,Dˆ. The goal
now is to find a suitable definition of these elements. Explicitly we want some elements
xˆµ, pˆν ∈ E that satisfies the conditions:(
D − Dˆ
)
xˆµ = 0 , σ (xˆµ) := bµ(0)0 = x
µ (4.16)
(
D − Dˆ
)
pˆµ = 0 , σ (pˆµ) := c(0)0,µ = pµ (4.17)
where:
xˆµ =
∑
(l)
bµ(l)j,A1···Al~
j yˆA1 · · · yˆAl (4.18)
pˆµ =
∑
(l)
c(l)jµ,A1···Al~
j yˆA1 · · · yˆAl (4.19)
Therefore, it is our job to find some solutions for these coefficients bµ(l)j,A1···Al and c(l)jµ,A1···Al
that satisfies the conditions in (4.16) and (4.17). To help us find an exact solution for T ∗S2,
we choose the ansa¨tze for xˆ and pˆ to be:
xˆ = v
(
s2
)
x+ w
(
s2
)
x× s+ y (s2) s
pˆ =
(
z · st (s2)+ z · (x× s) q (s2)) x+ zn (s2)+ z × xu (s2)
with some functions v, w, y, t, q, n and u to be determined and the requirements that
σ (xˆ) = x and σ
(
pˆ
)
= p.
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In appendix B.4 we plug the ansa¨tze above for xˆ and pˆ into the conditions in (4.16) and
(4.17) and then compute the derivatives and commutators. We collect the coefficients of the
orthogonal vector basis s, x× s, and x, as well as the coefficients of the one-forms θ. In the
end of this process we obtain a system of linear ODE’s that is easily solvable (and we solve
it). The constants of integration of the solution to these ODE’s is fixed by the conditions
σ (xˆ) = x and σ(pˆ) = p.
The solutions to these subsequent ODE’s associated to the conditions (6.17) and (6.18)
for the functions v, w, y, t, q, n and u give us:
xˆ = (x− x× s) 1√
s2 + 1
pˆ = (z · (x× s)x+ z)
√
s2 + 1
where z = p− x× k and with the following computed conditions holding:
σ (xˆ) = x , σ(pˆ) = p
xˆ · xˆ = 1/C , pˆ · xˆ = xˆ · pˆ− 2i~ = 0 (4.20)
A solution for our basis is:
σ−1 (x) = xˆ = (x− x× s) 1√
s2 + 1
(4.21)
σ−1(p) = pˆ = (z · (x× s)x+ z)
√
s2 + 1 (4.22)
We now define Lˆ because by doing so, the commutators of Lˆ and xˆ will contain the angular
momentum commutation relations. Define:
Lˆ =
1
2
(
xˆ× pˆ− pˆ× xˆ) = x× z + (z · s)x− z · (x× s) s (4.23)
xˆ = (x− x× s) 1√
s2 + 1
(4.24)
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along with the computed conditions:
xˆ · xˆ = 1 , Lˆ · xˆ = xˆ · Lˆ = 0 , σ
(
Lˆ
)
= L = x× p (4.25)
Since we have a some basis xˆ and Lˆ, we can define the algebra A˜D,Dˆ (defined in (3.13)) by
the image of all f ∈ C∞A (T ∗S2) into QD,Dˆ given by σ−1 defined by:
f (x, L) =
∑
(l)(m)
f ν1···νm(l)(m)µ1···µlx
µ1 · · ·xµlLν1 · · ·Lνm
σ↔ fˆ
(
xˆ, Lˆ
)
=
∑
(l)(m)
f ν1···νm(l)(m)µ1···µlSYM
(
xˆµ1 · · · xˆµlLˆν1 · · · Lˆνm
)
where SYM , defined in (3.22), is the symmetric part of the monomial. As before in sec-
tion 3.5, fˆ is Hermitian iff xˆµ and Lˆν so we define that xˆ
µ,Lˆν ∈ AD,Dˆ (the Hermitian
subalgebra of QD,Dˆ).
It is now a simple matter of using the operators in (4.24) and (4.23) to compute the
commutators:
[xˆµ, xˆν ] = 0 (4.26)[
xˆµ, Lˆν
]
= i~εµνρxˆρ[
Lˆµ, Lˆν
]
= i~ερµνLˆρ
Clearly we see that the Lˆ’s generate the standard angular momentum algebra and the xˆ’s
transform properly under rotations. However, both the xˆ’s and the Lˆ’s form a constrained
version of the standard R3 Euclidean algebra because of the constraints given by (4.25).
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5.0 AN ANSATZ FOR THE GLOBAL BUNDLE CONNECTION FOR A
GENERAL COTANGENT BUNDLE
In this section, we derive some useful formulas including an ansatz for a solution to Dˆ subject
to the condition in (3.8) for the case when the symplectic manifold is a cotangent bundle.
Also, in this section we don’t have constraints, which simplifies the computations.
In section 5.1, we derive the cotangent lift of an arbitrary Levi-Civita connection and
in section 5.2 we use it as well as the symplectic form to define Weyl Heisenberg bundle.
Finally in section 5.3 we derive an ansatz for a solution to the condition in (3.8). We then
show that the resulting condition (5.15) is locally integrable by the Cauchy-Kovalevskaya
theorem.
5.1 DEFINING THE PHASE-SPACE CONNECTION
As we have mentioned already, the starting place of the Fedosov algorithm (in step 1) is
the symplectic form ω and a choice of a phase-space connection D. In the present section,
we construct a phase-space connection that is the (unique) cotangent lift of the Levi-Civita
connection. This choice is made because the resulting phase-space connection will be torsion-
free and metric preserving, two very natural conditions. Additionally, this construction is
more straightforward than the two-sphere cotangent lift, because we assume here that there
are no constraints.
Let ∇ be a Levi-Civita connection on the configuration space M (a general manifold)
equipped with a metric g. The connection ∇a and its curvature operator ∇[a∇b] are defined
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in some coordinates xµ as:
∇σf (x) = ∂f
∂xσ
(5.1)
∇σ (dxµ) = −Γµνσdxν
∇σ
(
∂
∂xµ
)
= Γνµσ
∂
∂xν
Γρµν = −
1
2
gρσ (∂µgνσ + ∂νgµσ − ∂σgµν) (5.2)
∇[σ∇ρ] (dxµ) = Rµνσρdxν
Rµνσρ = −∂[σΓµρ]ν + Γκν[σΓµρ]κ (5.3)
where Rabce is the Riemann tensor. Of course we have the conditions that ∇ preserves the
metric g and is torsion-free:
∇agbc = 0 , ∇[a∇b]f (x) = 0
for all functions f (x). Together these two condition uniquely fix ∇.
In appendix I we compute the cotangent lift of the Levi-Civita connection to a unique
phase-space connection. The basic procedure will be explicated now, but the details of the
calculation are in appendix I.
The first step in the lifting procedure is to define the phase-space connection D on any
set of Darboux coordinates xµ and pµ on T
∗M to be dxµ and dpµ, respectively. Also, we
define the action of D on dxµ to be equal to ∇’s action on dxµ, i.e.:
D ⊗ dxµ = ∇⊗ dxµ = −Γµνσdxν ⊗ dxσ
The hard part is fixing D ⊗ dpµ, but this can be done by using a couple of conditions.
The first is that D preserves the symplectic form ω = dpµdx
µ:
D ⊗ ω = 0 =⇒ (D ⊗ dpµ) dxµ =
(
Γσνµdx
ν ⊗ dpσ
)
dxµ
However, this only partially fixes D ⊗ dpµ.
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Another condition is needed. We first observe that pa = pµdx
µ is a covector for any
section in the cotangent bundle (pa = wa (x) where wa (x) is cotangent vector). In other
words, we require that D ⊗ dpµ agrees with:
∇c∇bpa = ∇c (∂bpa − Γebape)
= ∂c (∂bpa − Γebape)− Γfcb
(
∂fpa − Γefape
)− Γfca (∂bpf − Γebfpe)
First we express the above formula in numerical (greek) indices. Then we replace all terms
(∂νpµ) dx
ν by dpµ. Also, ∂cf = ∂f/∂x
c for f ∈ C1 (M). This condition along with the
previous one (D ⊗ ω = 0) and the torsion-free condition (D2f = 0) uniquely fix D ⊗ dpµ.
The cotangent lift of the Levi-Civita connection ∇ is the phase-space connection D given
by:
Dxµ := dxµ (5.4)
Dpµ := dpµ
D ⊗ dxµ = −Γµσνdxν ⊗ dxσ
D ⊗ αµ = ΘB ⊗DBαµ := −4
3
Rψ(µσ)βpψdx
β ⊗ dxσ + Γνµσdxσ ⊗ αν
αµ := dpµ − Γνµρdxρpν (5.5)
and the corresponding curvature:
D2xµ = 0 (5.6)
D2pµ = 0
D2 ⊗ dxµ = dxσdxρ ⊗Rµνσρdxν
D2 ⊗ αµ = 4
3
dxσ
(
Cψµβνσpψdx
ν +Rν(µβ)σαν
)
⊗ dxβ −Rνµσβdxσdxβ ⊗ αν
where Ccabes := ∇sRc(ab)e.
We can extend to higher order tensors by using the Leibnitz rule and the fact that D
and ∇ commute with contractions.
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5.2 FIBERING THE WEYL-HEISENBERG BUNDLE OVER
PHASE-SPACE
In step 2 of the algorithm in section 3.3, we have defined the Weyl-Heisenberg bundle E
with the matrix basis elements yˆA. Let yˆA = (sµ, kµ) where the s’s are defined to be the first
n yˆ’s and the k’s are defined as the last n yˆ’s.
The commutators determined by the formula (3.6) and ω = dpµdx
µ are:
[sµ, sν ] = 0 = [kµ, kν ] , [s
µ, kν ] = i~δµν
The formula for connection D acting on yˆ in formula (3.7) is then a simple matter—just
plug in (5.4) and (5.6) into the equation (3.7) using the definitions of of s and k:
Dsµ = −Γµσνdxνsσ (5.7)
Dkµ := −4
3
Rψ(µσ)βdx
βsσpψ + Γ
ν
µσdx
σkν
D2sµ = dxψdxσRµνψσs
ν (5.8)
D2kµ =
4
3
dxσ
(
Cψµβνσpψdx
ν +Rν(µβ)σαν
)
sβ −Rνµσβdxσdxβkν
where again Ccabes := ∇sRc(ab)e.
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5.3 A GENERAL ANSATZ FOR THE GLOBALLY DEFINED BUNDLE
CONNECTION
In this section, we derive a refined condition for Dˆ equivalent to the condition (3.8) in step
3 in the algorithm in section 3.3.
As before in section 4.3, we may rewrite the condition (3.8):(
D − Dˆ
)2
yˆA = 0
in a more convenient form as equation (4.8):
Ω−Dr + dˆr + r2/ (i~) = 0 (5.9)
with:
Ω := −1
2
ωACR
A
CEB Θ
C ∧ΘE yˆB yˆC (5.10)
Dˆ =
[
Qˆ, ·
]
/ (i~) = dˆ+ [r, ·] / (i~) , dˆ = [ωAB yˆAΘB, ·] / (i~)
However, we want to slightly modify the above condition by substituting Qˆ = ωAB yˆ
AΘB + r
back in to get:
Ω−DQˆ+ Qˆ2/ (i~) = 0 (5.11)
where: (
D − Dˆ
)2
yˆA =
[
Ω−DQˆ+ Qˆ2/ (i~) , yˆA
]
/ (i~) = 0 (5.12)
We keep it in the back of our minds that we could add something that commutes with all
yˆ’s to Ω−DQˆ+ Qˆ2/ (i~) and equation (5.12) would still be satisfied.
As before in section 4.3, any solution to the equation (5.11) for Qˆ will be a solution for
Qˆ in the condition (5.12), which is the same as (3.8). Next we want to find a refined ansatz
for Qˆ in condition (5.11). See appendix G for some technical notes on the form of solutions
to the equation (5.11).
First we write down Ω using the formula (5.10):
Ω = −Rνµσβdxσdxβkνsµ +
2
3
D
(
Rν(µβ)σpνs
βsµdxσ
)
(5.13)
= −Rνµσβdxσdxβkνsµ +
2
3
dxσ
(
Cψµβνσpψdx
ν +Rν(µβ)σαν
)
sβsµ
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where Ccabes := ∇sRc(ab)e.
Just as in section 4.3, we verify that Ω gives the curvature as commutators:
1
i~
[Ω, sµ] = D2sµ = Rµνψεdx
ψdxεsν
1
i~
[Ω, kµ] = D
2kµ =
4
3
dxσ
(
Cψµβνσpψdx
ν +Rν(µβ)σαν
)
sβ −Rνµσβdxσdxβkν
In appendix D.1 we have put the proof that equation (5.11) imply the ansatz (5.14) and
its condition(5.15). The proof begins with an ansatz in (D.2) for Qˆ:
Qˆ =
(
kνf
ν
µ (x, s) + pνg
ν
µ (x, s) + hµ (x, s)
)
dxµ + jµ (x, s)αµ
Through a series of redefinitions, which are based on symmetries of equation (5.11) for
cotangent bundles as well as the ensuing computations, we refined this ansatz to a new
ansatz in (5.14) and its condition (5.15). Let ∂ˆµ := ∂/∂s
µ, the refined ansatz is:
Qˆ = (sµαµ − zµdxµ) + jµαµ + zνf νµdxµ (5.14)
+pν
((
D + fσρdx
ρ∂ˆσ − dxσ∂ˆσ
)
jν + Γνρσdx
σjρ − 2
3
Rν(µβ)σs
βsµdxσ
)
where ∂ˆµ := ∂/∂s
µ and along with condition on f νµ:((
D + fµρdx
ρ∂ˆµ − dxµ∂ˆµ
)
f νσ + Γ
ν
ρµdx
µfρσ − Γνσµdxµ +Rνµβσsµdxβ
)
dxσ = 0 (5.15)
Therefore, the ansatz (5.14) and its condition(5.15) is equivalent to the condition (5.11).
The term in Qˆ:
pν
((
D + fσρdx
ρ∂ˆσ − ∂ˆc
)
jν + Γνρσdx
σjρ
)
could be a tensorial iff jµ and fµν are matrix-valued tensors. This can be seen by writing
the above in abstract configuration space indices:
pb
(
∇cjb + f ec∂ˆe − ∂ˆc
)
jb
where we have assumed here that jb only depends on x and s so that Djb = ΘCDCj
b = ∇cjb.
Moreover, the equation (5.15) is locally integrable for f νµ by the Cauchy-Kovalevskaya
theorem (see appendix D.2). This fact allows us to come up with an iterative solution in the
spirit of the series of Fedosov star-product.
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The proof for the local integrability of f νσ ∈ E begins with assuming f νσ only depends
on x and s (and not p or k). This allows us to rewrite the condition (5.15) in abstract indices
as:
R bca ms
m +
(
∇c + f ec∂ˆe
)
f ba = 0
In appendix D.2, we showed that:(
∇[n + fd[n∂ˆd
)(
R bca] ms
m +
(
∇c + f ec∂ˆ|e|
)
f ba]
)
= 0
The equation above is of the form:
P
 known
quantity
+ Pf
 = 0
where P is a differential operator dependent on f νσ and the original equation is: known
quantity
+ Pf = 0
By the Cauchy-Kovalevskaya theorem the equation for f νσ locally integrable.
Now we state the main and final result of this chapter in a theorem:
Thm. Given any cotangent bundle T ∗M , the solution to the equation in (5.11):
Ω−DQˆ+ Qˆ2/ (i~) = 0 (5.16)
is equivalent to (5.14):
Qˆ = (sµαµ − zµdxµ) + jµαµ + zνf νµdxµ (5.17)
+pν
((
D + fσρdx
ρ∂ˆσ − dxσ∂ˆσ
)
jν + Γνρσdx
σjρ − 2
3
Rν(µβ)σs
βsµdxσ
)
and the condition on f νµ in (5.15):((
D + fµρdx
ρ∂ˆµ − dxµ∂ˆµ
)
f νσ + Γ
ν
ρµdx
µfρσ − Γνσµdxµ +Rνµβσsµdxβ
)
dxσ = 0 (5.18)
where the equation (5.18) is locally integrable for f νµ by the Cauchy-Kovalevskaya the-
orem. (Notation ∂ˆµ := ∂/∂s
µ)
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6.0 FEDOSOV QUANTIZATION ON CONSTANT CURVATURE
MANIFOLDS OF CODIMENSION ONE
In this chapter we present original results of this thesis, calculating the quantization map
σ−1 for MCp,q as well as analyzing the image A˜D,Dˆ = σ−1
(
C∞A
(
T ∗MCp,q
))
, i.e., the algebra
A˜D,Dˆ. This contains the main results of the thesis.
In section 6.1, we review in detail the geometry of these spaces using the analogy with
dS/AdS space-times to guide us. Next in section 6.2 we define our phase-space connection
and in section 6.4 we construct the globally defined bundle connection Dˆ by means of an
ansatz. This is an exact construction of Dˆ. We construct the Fedosov quantization map σ−1
in section 6.5 as prescribed by the algorithm in section 3.3.
The section 6.6 is devoted to constructing the map σ−1 for the same manifold with a
different embedding. This has no effect on the algebra of observables A˜D,Dˆ, which will be
computed as SO (p+ 1, q + 1), except that the Casimir invariant of the algebra of observables
A˜D,Dˆ (in equation (6.31) in section 6.8) is dependent on the change. In basic terms it gives
flexibility in choosing different representations of SO (p+ 1, q + 1).
In section 6.7 we compute the commutators of σ−1 (xµ) and σ−1 (pµ) as before. Next in
section 6.8, we reorganize the generators of A˜D,Dˆ, i.e., σ−1 (xµ) and σ−1 (pµ), and find that
A˜D,Dˆ = SO (p+ 1, q + 1). Using the program in 3.4, in sections 6.9 (the dS/AdS case) and
6.10 (a more general case) we find the differential equation on φ (x) = 〈x|φ〉 coming from
σ−1 (H) |φ〉 = 0 where H = p2 −m2 is the Hamiltonian associated to geodesic motion of a
single free particle on MCp,q .
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6.1 THE BACKGROUND GEOMETRY
Before we go into the details of the results we first want to review the geometry of constant
curvature manifolds of codimension one. To this end, we rely on the fact that the geometry
in the more general case is a relatively straightforward generalization of the familiar two-
sphere and dS/AdS manifolds. The main motivation for considering this class of manifolds
was the fact that the sphere and dS/AdS lie in it.
We start with the phase space of a single classical particle confined to a constant curvature
manifold with metric
(
MCp,q , g
)
that is imbedded in (Rn+1, η) where dimMCp,q = p+ q = n
and η is a pseudoeuclidean metric. The imbedding specifically is the hyperboloid:
xµxµ = ηµνx
µxν = 1/C
η induces a metric on MCp,q called g and explicitly:
gµν := ηµν − Cxµxν (6.1)
which is easily obtained by the constraint above (just project each index orthogonal to x,
T µ1···µnν1···νm → T µµ2···µnν1···νm
(
δµ1µ − Cxµxµ1
)
etc.). We will always raise and lower the lower-
case indices or MCp,q indices (greek or Latin) by the metric of the imbedding space Rn+1
η.
We make the convention that the positive signature directions are the ”time” directions
while the negative ones are the ”space” directions. The signature of g denoted by sign (g)
is (p, q), then for C > 0 (this space-time is denoted by M+Cp,q), η is a pseudoeuclidean metric
of signature (p+ 1, q) or explicitly:
η = diag(1, . . . , 1︸ ︷︷ ︸
p+1
,−1, . . . ,−1︸ ︷︷ ︸)
q
This is in contrast to the C < 0 case where η is a pseudo-euclidean metric of signature
(p, q + 1). This is because for C > 0 (this space-time is denoted by M−Cp,q) the hyperboloid
is ”time”-like, i.e., it has normal vectors pointing in a combination of the p + 1 positive
signature directions. Thus, the induced metric has a signature of one less ”time” dimension
from the embedding. For the case of C < 0 the hyperboloid is space-like and thus the induced
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metric has a signature of one less ”space” dimension, i.e., it has normal vectors pointing in
a combination of the q + 1 negative signature directions.
A good way to visualize these spaces is to look at the 1 + 3 dimensions, which gives
us the familiar de Sitter (dS) and Anti-de Sitter (AdS) space-times for C < 0 and C > 0
respectively. The picture, of course, generalizes very naturally. The embeddings in these
cases are: (
x0
)2 − (x4)2 − x · x = 1/C , C < 0 (6.2)
(
x0
)2
+
(
x4
)2 − x · x = 1/C , C > 0 (6.3)
where:
x =
(
x1, x2, x3
)
Figures 6.1 and 6.2 show the pictures of dS and AdS respectively.
Figure 6.1: dS space-time (C < 0). An arbitrary light cone is drawn with the shaded region
being the timelike direction.
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Figure 6.2: AdS space-time (C > 0). An arbitrary light cone is drawn with the shaded
region being the timelike direction.
Figure 6.3: The covering space of dS space-time. Here the observer who follows the world-
line starting at θ = 0 and ending at θ = 2pi does not arrive back in his past. An arbitrary
light cone is drawn with the shaded region being the timelike direction.
We notice that in the case of dS the definition of time must be x0 and in AdS it must be
the 0-4 angle θ. We immediately notice a problem in this embedding of AdS: If we follow a
world line starting at θ = 0 and ending at θ = 2pi we arrive back at our starting point. We
assume that we cannot reach the past by going far into the future. This is to avoid serious
paradoxes of what must be a pathological space-time.
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The resolution to this dilemma is to go to the covering space of the hyperboloid by
”unidentifying” (or not identifying them in the first place) the values 0, ±2pi, ±4pi,. . .. This
is done by breaking the hyperboloid into leaves (labelled by n). So if we follow a world-line
starting at θ = 0, when we get to 2pi we will be in a different leaf of the covering space
and thus not at our original point. The picture is described by first imagining that we have
infinitely many hyperboloids. We then cut them length-wise, open them up, and put each
successive one above the other, as shown in Figure 6.3. Thus the topology of time is R not
an S1.
By differentiating xµxµ = 1/C we may obtain the condition on pµ:
2dxµxµ = 0 =⇒ xµpµ = 0
The embedding formulas are then:
xµxµ = 1/C , x
µpµ = 0 (6.4)
where C is an arbitrary real constant.
6.2 DEFINING THE PHASE-SPACE CONNECTION
In this section we will state our choice of our phase-space connection D used in the Fedosov
algorithm for a constant curvature manifold embeddable in a flat space of codimension
one. We use the cotangent lift of the Levi-Civita connection associated to the metric g in
(6.1) given in (5.4). The quantities we need are gµν , Γ
ρ
µν , and R
µ
νσρ. However, because we
have constraints, deriving the Levi-Civita connection and the associated curvature isn’t as
straightforward as just plugging g into the standard formula in (5.2):
Γρµν = −
1
2
gρσ (∂µgνσ + ∂νgµσ − ∂σgµν)
Just as the case for the two-sphere in section 4.1, we have redundancy because we are
expressing an n-dimensional manifold in an (n+ 1)-dimensional coordinate system. To fix
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this redundancy and to get an intrinsic phase-space connection D, we impose constraints
that D preserves the constraint equations like the two-sphere:
∇⊗ · · · ⊗ ∇︸ ︷︷ ︸
l
(ηµνx
µxν − 1/C) = 0 (6.5)
for all l ∈ Z+.
xµxµ = 1/C , x
µpµ = 0 (6.6)
and the subsequent conditions derived from D (ηµνx
µxν − 1/C) = 0 and D (xµpµ) = 0:
xµdxµ = 0 , pµdx
µ + xµdpµ = 0 (6.7)
The constraint xµdxµ = 0 means that a formula such as:
∇⊗ dxµ = −Γµσνdxν ⊗ dxσ
is ambiguous because it is invariant under the change:
Γρµν → Γ˜ρµν = Γρµν + xρqµν + x(µfρν)
where qµν = q(µν) and f
ρ
ν are arbitrary (the symmetrization of x(µf
ρ
ν) is to preserve the
torsion-free condition).
In appendix E.1.1 we use the constraints in (6.6) and (6.7) to fix qµν and f
ρ
ν . However,
we are left with some additional freedom which will not affect any of our formulas, so we
make an arbitrary choice here (this refers to the freedom in choosing B and F in (E.16) and
(E.17) in appendix E.1.1). The result will of the calculation is:
Γµνσ = Cx
µgνσ − 2Cx(ν
(
δµσ) − Cxσ)xµ
)
(6.8)
In appendix E.1.2 we compute the curvature in a similar way and here is a summary of
it. Like Γµνσ, the curvature tensor will have a redundancy:
Rµνσρ → R˜µνσρ = Rµνσρ + xνqµσρ + xσfµνρ + xρhµνσ
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However, since this is a tensor expressible in the basis (dxµ, αµ) each index is projected
orthogonal to x, i.e. for some tensor T µ1···µlν1···νm the projection is l +m conditions:
ηµνT
µµ2···µl
ν1···νmx
ν = 0 , . . . , ηµνT
µ1···µl−1µ
ν1···νmx
ν = 0
T µµ2···µlνν2···νmx
ν = 0 , . . . , T µ1···µl−1µν1···νm−1νx
ν = 0
The result for the curvature is:
Rµνσρ = −C
(
δµ[σ − Cx[σxµ
)
gρ]ν
Also, to obtain the components of the symplectic form ω in the basis, (dxµ, αµ) we project
each index orthogonal to x.
ω = (δµν − Cxµxν)αµdxν
By a simple substitution of the formula for (6.8) into the constraint in (6.7), this con-
straint can be rewritten as:
xµdxµ = 0 , αµdx
µ = 0 (6.9)
where αµ is defined in (5.5) as αµ := dpµ − Γνµρdxρpν .
Therefore, we have all quantities needed for the cotangent lift of the Levi-Civita connec-
tion ∇ (associated to the metric g) by putting the quantities:
gµν = ηµν − Cxµxν (6.10)
Γµνσ = Cx
µgνσ − 2Cx(ν
(
δµσ) − Cxσ)xµ
)
Rµνσρ = −C
(
δµ[σ − Cx[σxµ
)
gρ]ν
ω = (δµν − Cxµxν)αµdxν
αµ := dpµ − Γνµρdxρpν
into the formula (5.4).
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We also have the constraints:
xµxµ = 1/C , x
µpµ = 0 (6.11)
xµdxµ = 0 , αµdx
µ = 0 (6.12)
On a general technical note, we will proceed in an identical fashion for most of the paper:
at each step we will verify that all relevant constraints are satisfied. Although we choose a
set of coordinates xµ, even ones with constraints, objects such as ∇, g, etc. are intrinsic and
coordinate-free objects.
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6.3 FIBERING THE WEYL-HEISENBERG BUNDLE OVER
PHASE-SPACE
In this section we implement step 2 of the algorithm in section 3.3. The relations defining
the yˆ’s (relations (3.6) and (3.7) in step 2) are:[
yˆA, yˆB
]
= i~ωAB
DyˆA = −ΓAB yˆB = −ΓABCΘC yˆB
Our choice for ΘA = (dxµ, αµ) where αµ is defined in (6.10) and again, let yˆ
A = (sµ, kµ)
where the s’s are defined to be the first n+1 yˆ’s and the k’s are defined as the last n+1 yˆ’s.
From the definition of yˆ the commutation relations in (3.6) and from the formula (6.10):
[sµ, sν ] = 0 = [kµ, kν ] , [s
µ, kν ] = i~ (δµν − Cxµxν)
Since dxµ and αµ are perpendicular to x, the matrix counterparts s
µ and kµ are as well:
ηµνx
µsν = xµkµ = 0 (6.13)
To get Dsµ and Dkµ, we plug the formulas (6.10) into (5.7) and (5.8):
Dsµ = −Γµσνdxνsσ (6.14)
Dkµ := −4
3
Rψ(µσ)βdx
βsσpψ + Γ
ν
µσdx
σkν
D2sµ = dxψdxσRµνψσs
ν (6.15)
D2kµ =
4
3
dxσ
(
Cψµβνσpψdx
ν +Rν(µβ)σαν
)
sβ −Rνµσβdxσdxβkν
where again Ccabes := ∇sRc(ab)e.
Note: These sµ and kµ are different than the two-sphere s and k. The relation between
them is:
sS2 = x× sC3,0 , kS2 = x× kC3,0
This is because:
θS2 = x× dx , αS2 = x× αC3,0
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6.4 CONSTRUCTING THE GLOBALLY DEFINED BUNDLE
CONNECTION
In step 3 in the algorithm in section section 3.3, we must determine the global derivation
Dˆ =
[
Qˆ, ·
]
, i.e., solve for Qˆ ∈ E ⊗ Λ. To this end, we use the previously derived ansatz
for Qˆ in (5.17) for the case of a general cotangent bundle. All we have to do next is find
a solution to the condition on it (5.18) and the way we solve for Qˆ is by generalizing the
solution to the two-sphere case 1 in (4.14). In appendix C.1.1, we show that (4.14) is related
to the ansatz in (5.17) when f νµ = Cs
νsµ and j
µ = 0, namely that:
QˆC3,0 = QˆS2 + p · (x× θ)
Since Qˆ is a graded commutator, the term p · (x× θ) commutes (in a graded way) with
everything. Therefore the two Dˆ’s, DˆC3,0 =
[
QˆC3,0 , ·
]
and DˆS2 =
[
QˆS2 , ·
]
are equal.
We quickly realize that f νµ = Cs
νsµ is a solution to (5.18) in case of all constant curvature
manifolds embeddable in a flat space of codimension one. In appendix C.1 we explicitly show
that f νµ = Cs
νsµ is a solution for this more general case. Therefore, the solution for Qˆ in
the case of all constant curvature manifolds embeddable in a flat space of codimension one
is:
Qˆ = (sµαµ − zµdxµ)− C (zνsν) (sµdxµ) + C
3
((pνs
ν) (sµdx
µ)− (pνdxν)u) (6.16)
1Be very careful here, the s’s, k’s and α’s in the sphere case are related to this case by sS2 = x × sC3,0 ,
kS2 = x× kC3,0 , θS2 = x× dx, and αS2 = x× αC3,0 .
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6.5 DEFINING THE SECTION IN THE BUNDLE: OUR OBSERVABLE
ALGEBRA
In this section we will construct the map σ−1 as in step 4 in section 3.3. Just as in
the case for T ∗Rn in section 3.5 and the two-sphere in section 4.4 we construct A˜D,Dˆ :=
σ−1
(
C∞A
(
T ∗MCp,q
))
(see the definition in (3.13)) where C∞A
(
T ∗MCp,q
)
is the space of analytic
functions in this section. Again, see in section 3.7 how σ−1 is extended to all C∞
(
T ∗MCp,q
)
.
The algebra A˜D,Dˆ is simply the enveloping algebra of some basis σ−1 (xµ) and σ−1 (pµ)
and the goal now is to find a suitable definition of these elements. Explicitly we want some
xˆµ, pˆν ∈ E such that the following conditions hold:(
D − Dˆ
)
xˆµ = 0 , σ (xˆµ) := xµ (6.17)
(
D − Dˆ
)
pˆµ = 0 , σ (pˆµ) := pµ (6.18)
To find an exact solution, we make the ansatz for the solutions:
xˆµ = f (u)xµ + h (u) sµ
pˆµ = zνs
νxµg (u) + zµj (u)
where u := ηµνs
µsν and zµ := kµ + pµ.
In appendix C.2.1 we put these ansa¨tze into the conditions (6.17) and (6.18). By taking
the derivatives, we obtain differential equations for f , h, g, and j. The constants of integra-
tion are subsequently fixed by the conditions σ (xˆµ) := xµ and σ (pˆµ) := pµ. The solutions
we obtain:
xˆµ = (xµ + sµ)
1√
Cu+ 1
(6.19)
pˆµ = (−Czνsνxµ + zµ)
√
Cu+ 1− iC~nxˆµ (6.20)
where u = sµs
µ, zµ := kµ + pµ, and with the computed conditions:
σ (xˆµ) = xµ , σ (pµ) = pˆµ
66
xˆ · xˆ = 1/C , xˆ · pˆ = pˆ · xˆ− ni~ = 0 (6.21)
We define these as our basis:
σ−1 (xµ) = xˆµ , σ−1 (pˆµ) = pµ
6.6 CHANGE OF EMBEDDING
In this section we want to find xˆ and ̂˜p associated to the embedding:
xµxµ = 1/C , x
µp˜µ = A
knowing the ones for A = 0 as was constructed in the last section.
The main motivation for doing so is that in sections section 6.8 the Casimir invariant
computed in equation (6.31) is:
Mˆµ′ν′Mˆ
µ′ν′ = −1
2
(A− i~n)A
where Mˆµ′ν′ will be the basis of our analytic observable algebra A˜D,Dˆ. Allowing for A to be
nonzero allows for more flexibility to choose different representations of the algebra A˜D,Dˆ
which is the group SO (p+ 1, q + 1), i.e., A˜D,Dˆ = SO (p+ 1, q + 1).
To find them, we exploit the canonical transformation:
p˜µ = pµ + CAxµ , x˜
µ = xµ
because it leaves the symplectic form invariant:
ω˜ = dp˜µdx˜
µ = dpµdx
µ = ω
therefore, it also leaves D and Dˆ unchanged. Subsequently, the two solutions:
xˆµ = (xµ + sµ)
1√
Cu+ 1
pˆµ = (−Czνsνxµ + zµ)
√
Cu+ 1− iC~nxˆµ
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are still solutions to the equations (6.19) and (6.20):(
D − Dˆ
)
xˆµ = 0 , σ (xˆµ) := xµ(
D − Dˆ
)
pˆµ = 0 , σ (pˆµ) := pµ
Now we want ̂˜pµ, so we perform the canonical transformation:
xµ = xµ , pµ = p˜µ − CAxµ
Thus:
xˆµ = σ−1 (xµ) = (xµ + sµ)
1√
Cu+ 1
(6.22)
̂˜pµ := σ−1 (p˜µ) = pˆµ + CAxˆµ = (zµ − Czνsνxµ)√Cu+ 1− C (i~n− A) xˆµ (6.23)
with computed conditions:
ηµν xˆ
µxˆν = 1/C , xˆµ̂˜pµ = ̂˜pµxˆµ − ni~ = A (6.24)
In group theoretic terminology the two conditions above represent the Casimir invariants of
the quantum algebra QD,Dˆ.
Important: From now on we will use ̂˜pµ and drop the tilde, i.e. we will write it as pˆµ.
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6.7 THE COMMUTATORS
Now it is a very straightforward matter of working out the commutators [xˆµ, xˆν ], .[xˆµ, pˆν ],
and [pˆµ, pˆν ] using the formulas in (6.19) and (6.20):
[xˆµ, xˆν ] = 0 (6.25)
[xˆµ, pˆν ] = i~ (δµν − Cxˆµxˆν)
[pˆµ, pˆν ] = 2i~Cxˆ[ν pˆµ]
along with the computed conditions (see appendix C.3 for details):
xˆµxˆµ = 1/C , pˆµxˆ
µ + ni~ = xˆµpˆµ = A
We now define:
Mˆµν = xˆ[µpˆν] = pˆ[ν xˆµ] =
(−Czρsρx[ν + z[ν) (xµ] + sµ])
The projection of Mˆ is found to be:
σ
(
Mˆµν
)
= x[µpν] =Mµν
We recognize that Mˆ and xˆ are the more ”natural” variables than xˆ and pˆ because pˆµxˆ
µ =
−ni~ and xˆµpˆµ = A where A is an arbitrary constant. These are very ”unnatural” since there
is no reason why it shouldn’t be pˆµxˆ
µ = A and xˆµpˆµ = ni~ or something else like this. Mˆ
projects out the part of the momentum pˆ that is parallel to xˆ (2xˆµMˆµν = pˆν/C −Axˆν). We
regard this part of pˆ to be irrelevant because it does not affect the form of the commutators
in (6.25) and it preserves the symplectic form.
We have the definitions:
xˆµ = (xµ + sµ)
1√
Cu+ 1
(6.26)
Mˆµν = xˆ[µpˆν] = pˆ[ν xˆµ] = −Czρsρx[νsµ] + z[νxµ] + z[νsµ]
and the computed commutation relations (see appendix C.4 for details):
[xˆµ, xˆν ] = 0 (6.27)
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[
xˆµ, Mˆνρ
]
= i~xˆ[νηρ]µ[
Mˆµν , Mˆρσ
]
= i~
(
Mˆσ[µην]ρ − Mˆρ[µην]σ
)
subject to the conditions:
xˆµxˆµ = 1/C , Mˆµν = −Mˆνµ (6.28)
We also have a relationship between Mˆ and pˆ:
2xˆµMˆµν = pˆν/C − Axˆν (6.29)
We then see that the Mˆ ’s generate SO (p+ 1, q) in the case of C > 0 because sign (η) =
(p+ 1, q). Similarly the Mˆ ’s generate SO (p, q + 1) in the case of C < 0 because sign (η) =
(p, q + 1). We expected to see these groups in the group of observables because they are the
symmetry groups for hyperboloids defined by xµxµ = 1/C.
So for T ∗MCp,q we now have our map σ
−1:
f (x,M) =
∑
(l)(m)
f˜ ν1···ν2m(l)(m)µ1···µlx
µ1 · · ·xµlMν1ν2 · · ·Mν(2m−1)ν2m
σ↔ fˆ
(
xˆ, Mˆ
)
=
∑
(l)(m)
f˜ ν1···ν2m(l)(m)µ1···µlSYM
(
xˆµ1 · · · xˆµlMˆν1ν2 · · · Mˆν(2m−1)ν2m
)
Again, as before fˆ is Hermitian iff xˆ and Mˆ are.
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6.8 THE OBSERVABLE ALGEBRA IS THE PSEUDO-ORTHOGONAL
GROUP
Now that we have a basis of the observable algebra A˜D,Dˆ, we want analyze the Lie group
associated to the Lie algebra relations in (6.27). It turns out that the algebra A˜D,Dˆ is
pseudo-orthogonal group SO (p+ 1, q + 1):
A˜D,Dˆ = σ−1
(
C∞A
(
T ∗MCp,q
))
= SO (p+ 1, q + 1)
The way in which this can be seen is by replacing the xˆ in the basis
(
xˆ, Mˆ
)
for A˜D,Dˆ
by:
pˆµ′ =
1
2
√|C|
(
CxˆνMˆνµ′ +
CA
i~
xˆµ′
)
We organize this into Mˆµ′ν′ where we make a convention that the primed indices (e.g. µ
′)
run from 1 to (n+ 2) instead of just 1 to (n+ 1):
Mˆµ′ν′ = −Mˆν′µ′
Mˆ(n+2)µ′ = −Mˆµ′(n+2) = 1
2
√|C| pˆµ′ = 12√|C|
(
CxˆνMˆνµ′ +
CA
i~
xˆµ′
)
for µ′ = 1, . . . , n+ 1
and we also define:
η(n+2)(n+2) = −C/ |C|
η(n+2)µ′ = 0 for µ
′ 6= n+ 2
In appendix C.5 we compute the commutation relation:[
Mˆµ′ν′ , Mˆρ′σ′
]
= i~
(
Mˆρ′[µ′ην′]σ′ − Mˆσ′[µ′ην′]ρ′
)
(6.30)
which are then equivalent to (6.28). Thus the Mˆ ′’s (i.e., the Mˆµ′ν′ ’s) form the Lie Algebra
of SO (p+ 1, q + 1), so (p+ 1, q + 1) for both C > 0 and C < 0!
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The Summary of the Results:
We now have the following scheme worked out exactly:
• For the configuration space MCp,q with sign (g) = (p, q) and C > 0:
– sign (η) = (p+ 1, q) , Mˆ generates SO (p+ 1, q).
– sign (η′) = (p+ 1, q + 1) , Mˆ ′ =
(
Mˆ, xˆ
)
generates A˜D,Dˆ = SO (p+ 1, q + 1).
• For the configuration space MCp,q with sign (g) = (p, q) and C < 0:
– sign (η) = (p, q + 1) , Mˆ generates SO (p, q + 1).
– sign (η′) = (p+ 1, q + 1) , Mˆ ′ =
(
Mˆ, xˆ
)
generates A˜D,Dˆ = SO (p+ 1, q + 1).
For example, in the case of dS (AdS) the Mˆ ’s generate SO (1, 4) (SO (2, 3)) because for
dS η = diag (1,−1,−1,−1,−1), C < 0 and for AdS η = diag (1, 1,−1,−1,−1), C > 0. The
full algebra of observables A˜D,Dˆ = σ−1
(
C∞A
(
T ∗MCp,q
))
= SO (2, 4) for both dS and AdS.
As we know, SO (2, 4) is the conformal group for these space-times, however to assert
the claim that this SO (2, 4) is the conformal group we need a clear interpretation of the
generators.
Additionally, using the equation Mˆµν = xˆ[µpˆν] we compute directly:
Mˆ ′2 = Mˆµ′ν′Mˆµ
′ν′ = −1
2
(A− i~n)A (6.31)
Mˆ2 = MˆµνMˆ
µν =
1
2C
pˆµpˆ
µ + Mˆ ′2 (6.32)
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6.9 THE KLEIN-GORDON EQUATION FOR DS AND ADS
Now that we have a basis for the algebra of observables A˜D,Dˆ := σ−1
(
C∞A
(
T ∗MCp,q
))
=
SO (p+ 1, q + 1), we can quantize the Hamiltonian for geodesic motion in (3.15). As illus-
trated in section 3.4, we can now replace (xˆµ, pˆµ) (or equivalently
(
xˆµ, Mˆµν
)
) by the pair
(xµ, Tµ) (or equivalently (x
µ, Tµν)) where Tµ (Tµν) is a differential operator defined by the
Lie algebra relations in (6.25) or (6.27).
First start with the Hamiltonian for geodesic motion in (3.15):
H = gµν (x) pµpν −m2 + ξR (x)
Before the quantization we calculate R (x) = −16C and gµν (x) pµpν = ηµνpµpν so that:
H = ηµνpµpν −m2 − 16ξC
and now we can apply our quantization map σ−1:
Hˆ = ηµν pˆµpˆν −m2 − 16ξC
We can express pˆµpˆ
µ in terms of Mˆ and xˆ using the formula in (6.29) and by substituting
into Hˆ:
Hˆ = 2CMˆµνMˆ
µν + (A+ 4i~)AC − 16ξC −m2 (6.33)
where MˆµνMˆ
µν is a Casimir invariant of the subgroup SO (1, 4) or SO (2, 3) for dS or AdS
respectively.
Using this as a constraint on the set of allowed physical states we have the equation:
(2CMˆµνMˆ
µν + χC −m2) |φ〉 = 0 (6.34)
where 〈φ|φ〉 = 1, C 3 χ = (A+ 4i~)A − 16ξ is an arbitrary constant, and we regard
all groups to be in a standard irreducible representation on the set of linear Hilbert space
operators.
These subgroups are the symmetry groups of the manifolds for dS or AdS respectively
and again, MˆµνMˆ
µν is a Casimir invariant of the subgroup SO (1, 4) or SO (2, 3) for dS or
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AdS respectively. This is the same equation formulated in Frønsdal C. (1965, 1973, 1975a,
1975b), a well-known result.
Ignoring spin and other complications, the operator Mˆ2 becomes the Laplace-Beltrami
operator ∇µ∇µ and xˆµpˆµ → −i~xµ∇µ so let φ (x) := 〈x|φ〉 then:(
2i~C∇µ∇µ − χC −m2
)
φ (x) = 0
where −i~xµ∇µφ = Aφ (see section 3.4). This equation is the free modified wave equation on
AdS that is studied in Frønsdal C. (1973) and therefore the results given here are consistent
with what has been done previously.
6.10 THE KLEIN-GORDON EQUATION
This section is a straightforward generalization of the last section. First we will quantize the
Hamiltonian for geodesic motion in (3.15), then as in section 3.4 we can find the differential
equation that is the Klein-Gordon equation.
First start with the Hamiltonian for geodesic motion in (3.15):
H = gµν (x) pµpν −m2 + ξR (x)
Before the quantization we calculate R (x) = −n2C (dimMCp,q = n) and gµν (x) pµpν =
ηµνpµpν so that:
H = ηµνpµpν −m2 − n2ξC
and now we can apply our quantization map σ−1:
Hˆ = ηµν pˆµpˆν −m2 − n2ξC
We can express pˆµpˆ
µ in terms of Mˆ and xˆ using the formula in (6.29) and by substituting
into Hˆ:
Hˆ = 2CMˆµνMˆ
µν + (A+ ni~)AC − n2ξC −m2 (6.35)
where MˆµνMˆ
µν is a Casimir invariant of the subgroup SO (p, q + 1) or SO (p+ 1, q) for C > 0
or C < 0 respectively.
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Using this as a constraint on the set of allowed physical states we have the equation:
(2CMˆµνMˆ
µν + χC −m2) |φ〉 = 0 (6.36)
where 〈φ|φ〉 = 1, C 3 χ = (A+ ni~)A − n2ξ is an arbitrary constant, and we regard
all groups to be in a standard irreducible representation on the set of linear Hilbert space
operators.
Ignoring spin as well as other complications, the operator Mˆ2 becomes the Laplace-
Beltrami operator ∇µ∇µ on MCp,q and xˆµpˆµ → −i~xµ∇µ so let φ (x) := 〈x|φ〉 then:(
2i~C∇µ∇µ − χC −m2
)
φ (x) = 0
where −i~xµ∇µφ = Aφ (see section 3.4). This equation is the free modified wave equation
on MCp,q .
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7.0 CONCLUSIONS
In conclusion, the results of this thesis confirm the well known results for the Klein-Gordon
equation in Frønsdal C. (1965, 1973, 1975a, 1975b) as well as many others in the case of
dS/AdS. The difference is that we confirmed these results in the context of DQ and using
the Fedosov star-product. The beautiful thing about these computations is that they are
coordinate-free object, algorithmic, and they can be done in principle for any manifold.
This is in contrast to some previous techniques in quantization which relied heavily on the
symmetries of these particular manifolds. The quantum algebra for all constant curvature
manifolds of codimension one was the group SO (q + 1, p+ 1). This algebra contained the
symmetry group of the manifold SO (q, p+ 1) or SO (q + 1, p) which plays a fundamental
role in the Klein-Gordon equation.
Another result of this thesis is that Hilbert space quantization of any symplectic mani-
fold can be obtained by Fedosov’s algorithm without ever needing to go to Fedosov’s star-
product. As was stated before, Hilbert space quantization may be viewed as a Fedosov
construction. This realization was a result of the following observation: whether the bundle
over phase-space is of Groenewold-Moyal type or Hilbert space type is irrelevant—as long
as the commutators and the action of the phase-space connection remain the same the pro-
cedure will work. The last result is a further refinement in the case of cotangent bundles of
the formula in (3.8) to the ansatz (5.14) subject to the condition in equation (5.15).
Subjects of future study include the solutions to the Klein-Gordon and Dirac equation
using Fedosov quantization for these manifolds, and physical models of particles on these
space-times in the context of DQ. The perturbative nature of DQ will ensure that some
result will be obtained. Other ideas that will be explored are the connections between DQ,
the local theory of quantum mechanics known as the Algebraic Quantum Field Theory, and
quantum thermodynamics.
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APPENDIX A
NOTES ON THE KLEIN-GORDON EQUATION
The Fedosov quantization map σ−1 is used to describe some physical system. For example,
in this thesis it is applied to the Hamiltonian for geodesic motion of a single free particle in
section 3.4. We regard this merely as a test to see how the procedure will work, and not the
final theory. In the case of Minkowski space, the map gives the well-known Klein-Gordon
equation and, in the general case, it will suffer many of the same problems. One problem
is that the space of all solutions to the Klein-Gordon equation will have some negative
probability solutions, and the other problem is the absence of an observer independent
definition of a particle. These problems may be solved by using the Dirac equation and
using quantum field theory.
To get rid of these negative probabilities in Minkowski space you can use the Dirac
equation. Unlike the Klein-Gordon equation, the Dirac equation is a differential equation
first order in derivatives thereby forbidding these negative probability solutions.
In GR, including in Minkowski space, even the very meaning of particles is ambiguous.
In a standard procedure, as in Woodhouse N. 1980, in GR you take the space of all solutions
to the Klein-Gordon equation and to separate positive and negative frequency solutions by
introducing a complex structure. It is known in Wald R. 1994 that the choice of this structure
is inherently observer dependent, meaning that each observer will disagree, in general, on
which states are of positive frequencies and which are negative. The consequence is that,
in general, each observer will disagree on the very definition of what a particle is. This
ambiguity is observed in Minkowski space in the Unruh effect, where an inertial observer
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sees no particles but an accelerated observer sees many.
The Unruh effect shows explicitly that you can never, for all observers, say that there is
one particle in space-time. This is why the very notion of a single particle quantum theory
for all observers is nonsensical in a relativistic setting. To get a coherent quantum theory
you need to introduce a quantum field theory (QFT). This involves a process called second
quantization—which we are not going to do in this thesis.
With all of these arguments aside, what we are mainly interested in is the process of
quantization itself. We are not going to formulate the Dirac equation or make a quantum
field theory—we want to see how one, in general, goes about formulating a quantum theory
of a single free relativistic particle using Fedosov quantization. This is only the first, but
important step to a QFT on curved space-times.
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APPENDIX B
THE TWO-SPHERE CASE
B.1 SPHERE IDENTITIES
Useful identities:
r = −1
3
(
p · s) ((x× s) · θ) + z · (x× s) s · θ for {h = 0, f = −1/3, g = 1} (B.1)
z × x = p× x− k (B.2)
[sµ, kν ] = −i~ (δµν − xµxν) (B.3)
z = p− x× k (B.4)
dp = α× x− p× θ (B.5)
θµθν = θ[µθν] =
1
2
εµνρ (θ × θ)ρ = ω˜εµνρxρ (B.6)
(v × w)× u = δµνvµwuν − v (w · u) (B.7)
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v × (w × u) = δµνvµwuν − (v · w)u (B.8)
for all 3-dimensional vectors u, v, and w assuming nothing about [vµ, wν ] , [vµ, uν ] or [wµ, uν ].
(v · θ) (x× w) · θ = ω˜ (v · w) (B.9)
for all 3-dimensional vectors u, v, and w assuming [θµ, vν ] = [θ
µ, wν ] = 0 and assuming
nothing about [vµ, wν ].
Expanding a vector in the basis {x, s, x× s} (note x · s = 0 and assume s 6= 0):
u = (u · x)x+ u · (x× s)
(
1
s2
)
x× s+ (u · s)
(
1
s2
)
s (B.10)
= x (x · u) + x× s
(
1
s2
)
(x× s) · u+
(
1
s2
)
s (s · u)
for all 3-dimensional vectors u assuming nothing about [uµ, s
ν ].
For two vectors uµ and wµ such that v · x = w · x = 0 we have the identities:
v × w = ((v × w) · x)x ∼ x (B.11)
z · (x× s) = p · (x× s)− t (B.12)
D˜ := D − Dˆ for f = −1/3, g = 1, h = 0 (B.13)
D˜s = θ × s− θ − s (s · θ) (B.14)
D˜x = Dx = θ × x = 1
s2
((x× s) · θ) s− (s · θ)x× s (B.15)
D˜k = θ × k − α− z × x (s · θ)− z · (x× s) θ (B.16)
D˜z = θ × z + z (s · θ) + z · (x× s)x× θ (B.17)
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D˜s2 = 2s · D˜s = −2 (s2 + 1) (s · θ) (B.18)
For an arbitrary function f (s2) of s2:
D˜f = −2f ′ (s2 + 1) (s · θ) (B.19)
where f ′ := ∂f/∂ (s2).
In Appendix B.3 there is a derivation of identities (B.14) through (B.18) except (B.15).
EXTRA IDENTS: [
s2, (x× k) · s] = 0
saf (k · s) = f (k · s+ 1) sa
r0 =
1
3
(
(k · θ) s2 − k · s (s · θ))
[r0, s] =
1
3
(
(s · θ) s− s2θ)
[r0, (s · θ)] = 0[
r0, s
2
]
= 0 =
[
z · s, s2]
[r0, k] =
1
3
(2s (k · θ)− θt− (s · θ) k)
[r0, z] =
1
3
((s · θ)x× k − θ × xt− 2x× s (k · θ))
B.2 PROOF OF (4.12) AND (4.13)
This appendix contains the proof that (4.12) and (4.13) solve the condition (4.10) (which
came from (5.11)) in the ansatz (4.11):
Starting with the ansatz in (4.11):
r = r0 + f
(
s2
)
z · s (x× s) · θ + g (s2) z · (x× s) s · θ + h (s2) s · θ
where z = p− x× k and r0 = 13 ((k · θ) s2 − k · s (s · θ)).
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For this section of the appendix t = k · s, u = s · s, f ′ := ∂f/∂u also we used some
identities in Appendix B.1.
I dˆr
dˆr = −Ω + dˆfz · s (x× s) · θ + f (− (x× α) · s+ z · θ) (x× s) · θ + fz · s (x× θ) · θ
+dˆgz · (x× s) s · θ − g (x× α) · (x× s) s · θ + gz · (x× θ) s · θ
+dˆ
(
hs2
)
(z × x) · θ − hs2α · θ
= −Ω + 2f ′ (s · θ) z · s (x× s) · θ + f (α · (x× s) (x× s) · θ + z · sω˜) + 2fz · sω˜
+2g′ (s · θ) (p · (x× s)− t) (s · θ) + g (− (s · α) s · θ + z · sω˜)
+
(
2h+ 2h′s2
)
(s · θ) (z × x) · θ − hs2ω
= −Ω + 2f ′ (s · θ) z · s (x× s) · θ + f (α · (x× s) (x× s) · θ + 3z · sω˜)
+2g′
(
p · (x× s)− t− 2) (s · θ)2 − g (s · α) s · θ + gz · sω˜
− (2h+ 2h′s2) z · sω˜ − hs2ω
dˆr = −Ω + 2f ′ ((z · s) s · θ + (x× s) · θ) (x× s) · θ + (3f + g) z · sω˜
−g (s · α) s · θ + fα · (x× s) (x× s) · θ
− (2h+ 2h′s2) z · sω˜ − hs2ω
dˆr = −Ω + (2f ′s2 + 3f + g − 2h− 2h′s2) z · sω˜ − g (s · α) s · θ
+fα · (x× s) (x× s) · θ − hs2ω
I Dr
Dr =
1
3
D
(
(s · θ) t− s2 (k · θ))+ fD (z · s (x× s) · θ) + gD ((p · (x× s)− t) s · θ)
+D
(
hs2
(
p× x− k) · θ)
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Some useful identities are,
Ds = θ × s
Dk = θ × k − 2
3
θ × x (p · s)+ 1
3
(
p · θ) (s× x)
Ds2 = 0
D (s · θ) = 0
D ((x× s) · θ) = ((θ × x)× s) · θ + (x× (θ × s)) · θ + (x× s) · (θ × θ) = 0
D (k · θ) =
(
θ × k − 2
3
(
p · s) θ × x+ 1
3
(
p · θ) s× x) · θ + k · (θ × θ)
= −2
3
(
p · s) (θ × x) · θ + 1
3
(
p · θ) (s× x) · θ
=
4
3
(
p · s) ω˜ − 1
3
(
p · θ) (x× s) · θ
D (k · θ) = 4
3
(
p · s) ω˜ − 1
3
(
p · s) ω˜ = ω˜ (p · s)
D (t (s · θ)) =
((
θ × k − 2
3
(
p · s) θ × x+ 1
3
(
p · θ) s× x) · s+ k · (θ × s)) (s · θ)
D (t (s · θ)) = −2
3
(
p · s) (θ × x) · s (s · θ) = 2ω˜
3
(
p · s) s2
D (s · α) = (θ × s) · α+ s ·
(
θ × α− 2
3
θ × x (p · θ)+ 1
3
(
p · θ) θ × x)
= −2
3
s · (θ × x) (p · θ)+ 1
3
(
p · θ) s · (θ × x)
=
2
3
(
p · θ) (x× s) · θ + 1
3
(
p · θ) (x× s) · θ = ω˜ (p · s)
This is true because,
[
D, dˆ
]
hˆ = (DQ) hˆ = (D (s · α− k · θ)) hˆ = 0
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for any hˆ, so we get:
Dr =
1
3
(
1− 2
3
)
s2ω˜
(
p · s)+ fD (z · s) (x× s) · θ
+gD
(
p · (x× s)) s · θ − 2ω˜
3
g
(
p · s) s2 + hs2D ((p× x− k) · θ)
=
1
3
(
1
3
− 2g
)
s2ω˜
(
p · s)+ (Df) + (Dg) + (Dh)
(Df) = fD ((z · s) (x× s) · θ)
= f


α× x− p× θ − (θ × x)× k
−x×
 θ × k − 23θ × x (p · s)
+1
3
(
p · θ) (s× x)

 · s+ z · (θ × s)
 (x× s) · θ
= f
(
α · (x× s) + 2
3
s · θ (p · s)− 1
3
(
p · θ) s2) (x× s) · θ
= f
(
α · (x× s) (x× s) · θ + 2
3
s2
(
p · s) ω˜ − 1
3
(
p · s) s2ω˜)
= f
(
α · (x× s) (x× s) · θ + 1
3
s2
(
p · s) ω˜)
(Dg) = gD
(
p · (x× s)) s · θ = g ((α× x− p× θ) · (x× s) + p ·D (x× s)) s · θ
we calculate,
D (x× s) = (θ × x)× s+ x× (θ × s) = (s · θ)x ∝ x
(Dg) = g ((α× x) · (x× s)) s · θ
(Dg) = −g (s · α) s · θ
(Dh) = hs2D
((
p× x− k) · θ)
= hs2
(− (x× dp) · θ −D (k · θ))
= −hs2ω − hs2p · sω˜
Putting back into Dr,
Dr =
(
1
9
− 2g
3
+
f
3
− h
)
s2ω˜
(
p · s)
+fα · (x× s) (x× s) · θ − g (s · α) s · θ − hs2ω
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We now compute Ω−Dr + dˆr,
Ω−Dr + dˆr =
(
−1
9
+
2g
3
− f
3
+ h
)
s2ω˜
(
p · s)− fα · (x× s) (x× s) · θ
+g (s · α) s · θ + hs2ω + (2f ′s2 + 3f + g − 2h− 2h′s2) z · sω˜
−g (s · α) s · θ + fα · (x× s) (x× s) · θ − hs2ω
=
(
−1
9
+
2g
3
− f
3
+ h
)
s2ω˜
(
p · s)
+
(
(2f ′ − 2h′) s2 + 3f + g − 2h) z · sω˜
Now we compute r2,
r2 = r21 + [r1, r2] + r
2
2
where,
r21 = r
2
0 + [r0, r
′
1] + r
′2
1
r1 = r0 + fz · s (x× s) · θ + gz · (x× s) s · θ
r′ = fz · s (x× s) · θ + gz · (x× s) s · θ
r2 = hs
2 (z × x) · θ
r21 = r
2
0 + [r0, r
′
1] + r
′2
1
r20,
18r20 = 9 [r0, r0] = 3
[
r0, (s · θ) t− s2 (k · θ)
]
= 3s2 [r0, (k · θ)]− 3 [r0, (s · θ) t]
= 3s2 [r0, (k · θ)] + 3 (s · θ) [r0, t]
3 [r0, t] = [(s · θ) t− s2 (k · θ)︸ ︷︷ ︸
degree 2-1=1
, t] = 3i~r0 = i~s2 (k · θ)− i~ (s · θ) t
18r20/ (i~) = −s2 (θt+ (s · θ) k − 2s (k · θ)) · θ
− (s · θ) ((s · θ) t− s2 (k · θ))
= s2 (s · θ) (k · θ)− s2 ((s · θ) k · θ + 2s · θ (k · θ))
= −2s2 (s · θ) k · θ
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18r20/ (i~) = s2 (2s (k · θ)− θt− (s · θ) k) · θ + (s · θ)
(
s2 (k · θ)− (s · θ) t)
= s2 (s · θ) (k · θ)− s2 (2s · θ (k · θ) + (s · θ) k · θ)
= −2s2 (s · θ) k · θ
r20 =
i~
9
s2 (x× k) · sω˜
[r0, r
′],
[r0, r
′] = f [r0, z · s (x× s) · θ] + g
[
r0,
(
p · (x× s)− t) s · θ]
= f ([r0, z · s] (x× s) · θ + z · s [r0, (x× s) · θ])
+g
[
r0,
(
p · (x× s)− t)] s · θ
= (f1) + (f2) + (g)
3 (f1) / (i~) = 3 [r0, z · s] (x× s) · θ
= f
(
s2 [(k · θ) , z · s]− [(s · θ) t, z · s]) (x× s) · θ
= f
(
s2 [(k · θ) , z · s]− [(s · θ) , z · s] t− (s · θ) [t, z · s]) (x× s) · θ
= i~f
(
(s · θ) p · s− (x× s) · θt− s2z · θ) (x× s) · θ
= i~f
(
s2z · sω˜ − p · sω˜s2) = i~fs2 (x× k) · sω˜
(f1) / (i~) =
f
3
s2 (x× k) · sω˜
(f2) / (i~) = fz · s [r0, (x× s) · θ] = f
3
z · s (x× (s2θ − (s · θ) s)) · θ
=
f
3
z · s (s2x× θ − (s · θ)x× s) · θ
=
f
3
z · s ((2s2ω˜ − s2ω˜)) = f
3
z · sω˜
(f2) / (i~) = fz · s [r0, (x× s) · θ] = f
3
z · s (x× ((s · θ) s− s2θ)) · θ
=
f
3
z · s (((s · θ)x× s− s2x× θ)) · θ
=
f
3
z · s ((s2ω˜ − 2s2ω˜)) = −f
3
z · sω˜
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(f2) / (i~) = −f
3
s2z · sω˜
[r0, z] / (i~) = − [r0, x× k] / (i~)
=
1
3
x× (θt+ (s · θ) k − 2s (k · θ))
[r0, z] / (i~) =
1
3
((s · θ)x× k − θ × xt− 2x× s (k · θ))
3 (g) / (i~) = 3g [r0, z · (x× s)] s · θ/ (i~)
= g
 ((s · θ)x× k − θ × xt− 2x× s (k · θ)) · (x× s)
+z · (x× ((s · θ) s− s2θ))
 s · θ
= g
((
(s · θ) t− (s · θ) t− 2s2 (k · θ))− z · (x× θ) s2) s · θ
= −g (2s2 (k · θ) + z · (x× θ) s2) s · θ
= g
(
2s2 (x× k) · sω˜ − z · sω˜s2)
[r0, s] / (i~) =
1
3
(
(s · θ) s− s2θ)
(g) / (i~) = −2g
3
s2 (x× k) · sω˜ − g
3
s2z · sω˜
[r0, r
′] / (i~) =
(
f
3
− 2g
3
)
s2 (x× k) · sω˜ −
(
f
3
+
g
3
)
s2z · sω˜
r′2,
2r′2 = (ff) + 2 (fg) + (gg)
(ff) / (i~) = [fz · s (x× s) · θ, fz · s (x× s) · θ] / (i~)
= f 2 [z · s (x× s) · θ, z · s (x× s) · θ] / (i~)
= f 2/ (i~)
 [z · s (x× s) · θ, z · s] (x× s) · θ
+z · s [z · s (x× s) · θ, (x× s) · θ]

= 2f 2/ (i~) z · s [(x× s) · θ, z · s] (x× s) · θ
= 2f 2z · s (x× (x× s)) · θ (x× s) · θ
= −2f 2z · s (s · θ) (x× s) · θ = −2f 2s2z · sω˜
(ff) / (i~) = −2f 2s2z · sω˜
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(fg) / (i~) = [fz · s (x× s) · θ, gz · (x× s) s · θ] / (i~)
= g/ (i~)
 [fz · s (x× s) · θ, z · (x× s)] s · θ
+z · (x× s) [fz · s (x× s) · θ, s · θ]

= g/ (i~)

 [z · s, p · (x× s)− t] f (x× s) · θ
+z · s [f (x× s) · θ, p · (x× s)− t]
 s · θ
−i~z · (x× s) f ((x× s) · θ)2

= g/ (i~)
 ([z · s, p · (x× s)]− i~p · s) f (x× s) · θ
−z · s [f (x× s) · θ, t]
 s · θ

= g
 (−p · (x× (x× s))− p · s) f (x× s) · θ
−z · s ([f, t] / (i~) (x× s) · θ + f (x× s) · θ)
 s · θ

= g
(
z · s (2f ′s2s2ω˜ + fs2ω˜)) = (2gf ′s2 + gf) s2z · sω˜
(fg) / (i~) =
(
2gf ′s2 + gf
)
s2z · sω˜
(gg) / (i~) =
[
g
(
p · (x× s)− t) s · θ, g (p · (x× s)− t) s · θ] / (i~)
=
[
g
(
p · (x× s)− t) s · θ, g (p · (x× s)− t)] / (i~) s · θ
+gz · (x× s) [g (p · (x× s)− t) , s · θ] / (i~) s · θ
=

[
g
(
p · (x× s)− t) , gp · (x× s)] s · θ
− [g (p · (x× s)− t) s · θ, g] t
−g [g (p · (x× s)− t) s · θ, t]
 s · θ/ (i~)
+gz · (x× s) g (− [t, s · θ] / (i~)) s · θ
=
 −g [t, gp · (x× s)] s · θ + g [t, g] s · θt
−2g [g (p · (x× s)− t) s · θ, t]
 s · θ/ (i~)
+gz · (x× s) g (s · θ)2
= (∼ s · θ) s · θ = 0
(gg) / (i~) = 0
r′2/ (i~) =
(
2gf ′s2 − gf − f 2) s2z · sω˜
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We have now r21,
[r0, r
′] / (i~) =
(
f
3
− 2g
3
)
s2 (x× k) · sω˜ −
(
f
3
+
g
3
)
s2z · sω˜
r21/ (i~) =
(
r20 + [r0, r
′
1] + r
′2
1
)
/ (i~)
=
1
9
s2 (x× k) · sω˜ +
((
f
3
− 2g
3
)
s2 (x× k) · sω˜ −
(
f
3
+
g
3
)
s2z · sω˜
)
+
(
2gf ′s2 + gf − f 2) s2z · sω˜
=
(
1
9
+
f
3
− 2g
3
)
s2 (x× k) · sω˜ +
(
2gf ′s2 + gf − f 2 − f
3
− g
3
)
s2z · sω˜
=
(
1
9
+
f
3
− 2g
3
)
s2p · sω˜
+
(
2gf ′s2 + gf − f 2 − f
3
− g
3
−
(
1
9
+
f
3
− 2g
3
))
s2z · sω˜
r21/ (i~) =
(
1
9
+
f
3
− 2g
3
)
s2p · sω˜ +
(
2gf ′s2 + gf − f 2 − 2f
3
+
g
3
− 1
9
)
s2z · sω˜
[r1, r2],
[r1, r2] = [r0, r2] + [r
′, r2]
3 [r0, r2] / (i~) = 3hs2 [r0, (z × x) · θ] / (i~) = −3hs2 [r0, k · θ] / (i~)
= hs2 (θt+ (s · θ) k − 2s (k · θ)) · θ
= hs2 ((s · θ) k · θ + 2s · θ (k · θ))
= 3hs2s · θ (k · θ) = −3hs2 (x× k) · sω˜
[r0, r2] / (i~) = −hs2 (x× k) · sω˜
[r′, r2] =
[
fz · s (x× s) · θ, hs2 (z × x) · θ]︸ ︷︷ ︸
(fh)
+
[
gz · (x× s) s · θ, hs2 (z × x) · θ]︸ ︷︷ ︸
(gh)
(fh) / (i~) = hs2 [fz · s (x× s) · θ, (z × x) · θ] / (i~)
= hs2 [fz · s (x× s) · θ,−k · θ] / (i~) = hs2 [−k · θ, fz · s (x× s) · θ] / (i~)
= hs2 (2f ′ (s · θ) z · s (x× s) · θ + fz · θ (x× s) · θ + fz · s (x× θ) · θ)
= hs2 (2f ′ (z · s (s · θ) + (x× s) · θ) (x× s) · θ + fz · sω˜ + 2fz · sω˜)
= hs2
(
2f ′s2z · sω˜ + 3fz · sω˜) = (2f ′hs2 + 3fh) s2z · sω˜
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[z · s, s] / (i~) = − [(x× k) · s, s] / (i~) = εabcxasc = −x× s
(fh) / (i~) =
(
2f ′hs2 + 3fh
)
s2z · sω˜
(gh) / (i~) =
[
gp · (x× s) s · θ, hs2 (z × x) · θ]− [gts · θ, hs2 (z × x) · θ]
= (1) + (2)
(1) = −hs2 [gp · (x× s) s · θ, k · θ] / (i~)
= hs2
(
gp · (x× θ) s · θ + 2g′ (s · θ) p · (x× s) s · θ)
= hs2
(
gp · (x× θ) s · θ) = hs2 (gs · θ (x× p) · θ)
= hs2gp · sω˜
(2) = − [gts · θ, hs2] (z × x) · θ/ (i~)− hs2 [gts · θ, (z × x) · θ] / (i~)
= −g/ (i~) [t, hs2] s · θ (x× z) · θ − hs2 [−k · θ, gts · θ] / (i~)
= g
(
2h′s4 + 2hs2
)
(−z · sω˜)− hs2 (2g′s · θts · θ + gk · θs · θ)
= − (2gh′s2 + 2gh) s2z · sω˜ − ghs2 (x× k) · sω˜
(gh) / (i~) = (1) + (2) = −hs2gp · sω˜ + ((−2gh′s2 − 2gh) s2z · sω˜ − ghs2 (x× k) · sω˜)
=
(−2gh′s2 − gh) s2z · sω˜
(gh) / (i~) =
(−2gh′s2 − gh) s2z · sω˜
(fh) / (i~) =
(
2f ′hs2 + 3fh
)
s2z · sω˜
Putting it back into [r′, r2],
[r′, r2] / (i~) =
(
2f ′hs2 + 3fh
)
s2z · sω˜ + (−2gh′s2 − gh) s2z · sω˜
[r′, r2] / (i~) =
(
2f ′hs2 + 3fh− 2gh′s2 − gh) s2z · sω˜
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We get now [r1, r2],
[r1, r2] / (i~) = [r0, r2] / (i~) + [r′, r2] / (i~)
= −hs2 (x× k) · sω˜ + (2f ′hs2 + 3fh− 2gh′s2 − gh) s2z · sω˜
[r1, r2] / (i~) = −hs2p · sω˜ +
(
2f ′hs2 + 3fh− 2gh′s2 − gh+ h) s2z · sω˜
r22,
2r22/ (i~) =
[
hs2 (z × x) · θ, hs2 (z × x) · θ] / (i~)
= 2hs2/ (i~)
[
(z × x) · θ, hs2] (z × x) · θ
= −2hs2/ (i~) [k · θ, hs2] (z × x) · θ
= 2hs2
(
2h′s2 + 2h
)
s · θ (z × x) · θ
= −2h (2h′s2 + 2h) s2z · sω˜
r22 = −
(
2hh′s2 + 2h2
)
s2z · sω˜
And we get now r2/ (i~) = (r21 + [r1, r2] + r22) / (i~),
r21/ (i~) =
(
1
9
+
f
3
− 2g
3
)
s2p · sω˜ +
(
2gf ′s2 + gf − f 2 − 2f
3
+
g
3
− 1
9
)
s2z · sω˜
r2/ (i~) =
(
r21 + [r1, r2] + r
2
2
)
/ (i~)
=
(
1
9
+
f
3
− 2g
3
)
s2p · sω˜ +
(
2gf ′s2 + gf − f 2 − 2f
3
+
g
3
− 1
9
)
s2z · sω˜
−hs2p · sω˜ + (2f ′hs2 + 3fh− 2gh′s2 − gh+ h) s2z · sω˜
− (2hh′s2 + 2h2) s2z · sω˜
r2/ (i~) =
(
1
9
+
f
3
− 2g
3
− h
)
s2p · sω˜ +

2gf ′s2 + gf − f 2 − 2f
3
+ g
3
− 1
9
+2f ′hs2 + 3fh− 2gh′s2 − gh+ h
−2hh′s2 − 2h2
 s2z · sω˜
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Now we put it all into 0 = Ω−Dr + dˆr + r2/ (i~),
0 =
(
−1
9
+
2g
3
− f
3
+ h
)
s2p · sω˜ + ((2f ′ − 2h′) s2 + 3f + g − 2h) z · sω˜
+
(
1
9
+
f
3
− 2g
3
− h
)
s2p · sω˜ +

2gf ′s2 + gf − f 2 − 2f
3
+ g
3
− 1
9
+2f ′hs2 + 3fh− 2gh′s2 − gh+ h
−2hh′s2 − 2h2
 s2z · sω˜
=


2gf ′s2 + gf − f 2 − 2f
3
+ g
3
− 1
9
+2f ′hs2 + 3fh− 2gh′s2 − gh+ h
−2hh′s2 − 2h2 + (2f ′ − 2h′)
 s2 + 3f + g − 2h
 z · sω˜


2gf ′s2 + gf − f 2 − 2f
3
+ g
3
− 1
9
+2f ′hs2 + 3fh− 2gh′s2 − gh+ h
−2hh′s2 − 2h2 + (2f ′ − 2h′)
 s2 + 3f + g − 2h
 = 0
(
2gf ′s2 + gf +
g
3
− 2gh′s2 − gh
)
s2+ g = +2h− 3f +
 (f + 13)2 − 2f ′hs2 − 3fh− h
+2hh′s2 + 2h2 − 2f ′ + 2h′
 s2
solving for g we get:
g =
 (f + 13)2 − 2f ′hs2 − 3fh− h
+2hh′s2 + 2h2 − 2f ′ + 2h′
 s2 + 2h− 3f
(
f + 1
3
+ 2f ′s2 − 2h′s2 − h) s2 + 1 (B.20)
which is (4.12).
h = 0 simplifies this expression somewhat:
g =
((
f + 1
3
)2 − 2f ′) s2 − 3f((
f + 1
3
)
+ 2f ′s2
)
s2 + 1
(B.21)
Constant Solution:
To simplify things more we find the solution to the above that has f , g, and h as
constants. We substitute, in (B.20) f ′ = g′ = h′ = 0.
g =
((
f + 1
3
)2 − 3fh− h+ 2h2) s2 + 2h− 3f(
f − h+ 1
3
)
s2 + 1
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we express the above as a polynomial in s2 and set the coefficients to zero:
0 =
((
f +
1
3
)2
− 3fh− h+ 2h2 − g
(
f − h+ 1
3
))
s2 + 2h− 3f − g
so we need:
g = 2h− 3f
and: (
f +
1
3
)2
− 3fh− h+ 2h2 − g
(
f − h+ 1
3
)
= 0
by substituting the first into the second we get:
(
f +
1
3
)2
− 3fh− h+ 2h2 − (2h− 3f)
(
f − h+ 1
3
)
= 0
Expanding and factoring we get:
1
9
(3 (f − h) + 1) (12 (f − h) + 1) = 0
so {f − h = −1/3, g = 2h− 3f} and {f − h = −1/12, g = 2h− 3f} are both solutions.
We can simplify these further to two sets of constant solutions:
{f = −1/3 + h, g = 1− h}
and:
{f = −1/12 + h, g = 1/4− h}
To simplify things a bit, we choose the solution when {h = 0, f = −1/3, g = 1}. In this case:
r = −1
3
(
p · s) ((x× s) · θ) + z · (x× s) s · θ (B.22)
which is equation (4.13).
QED.
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B.3 DERIVATION OF IDENTITIES (B.14) THROUGH (B.18)
This Appendix is a derivation of identities (B.14) through (B.18) (except (B.15)) in Appendix
B.1.
*Note that identities (B.2) through (B.8) are used very frequently in these calculations
(especially (B.7) and (B.8)).
Proof of (B.14):
D˜s = Ds− dˆs− [r, s] / (i~) = θ × s− θ − [r, s] / (i~)
knowing (4.7) and:
[r, s] / (i~) =
[
−1
3
(
p · s) ((x× s) · θ) + (z × x) · ss · θ, s] / (i~)
= [−kµ, s] sµ (s · θ) / (i~) = s (s · θ)
using (B.2) and (B.3).
to get:
D˜s = θ × s− θ − s (s · θ)
which is (B.14).
QED.
Proof of (B.18) is easily seen using (B.14):
D˜s2 = 2s · D˜s = −2 (s2 + 1) (s · θ)
which is (B.18).
QED.
Proof of (B.16):
In a similar manner we get D˜k:
D˜k = Dk − dˆk − [r, k] / (i~)
= θ × k − 2
3
θ × x (p · s)+ 1
3
(
p · θ) (s× x)− α− [r, k] / (i~)
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[r, k] / (i~) = −1
3
[(
p · s) , k] ((x× s) · θ) / (i~)− 1
3
(
p · s) [((x× s) · θ) , k] / (i~)
+zµ [(x× s)µ (s · θ) , k] / (i~)
= −1
3
p ((x× s) · θ)− 1
3
(
p · s) (εµνρxµθρ [sν , k]) / (i~)
+zµ (ε
µνρxν [sρ, k] (s · θ) + (x× s)µ [(s · θ) , k]) / (i~)
= −1
3
p ((x× s) · θ) + 1
3
(
p · s) (x× θ) + z × x (s · θ)
+z · (x× s) θ
knowing (4.7).
By expanding some terms in the {x, s, x× s} basis using (B.10) and (B.11) we find:
D˜k = θ × k − 2
3
(θ × x) (p · s)− α
+
1
3
(
p · θ) (s× x) + 1
3
p ((x× s) · θ)
−1
3
(
p · s) (x× θ)− z × x (s · θ)− z · (x× s) θ
= θ × k + 1
3
(
p · s) x× θ − α
−1
3
(θ · s) (p · s) 1
s2
x× s+ 1
3
(
p · s) 1
s2
((x× s) · θ) s
−z × x (s · θ)− z · (x× s) θ
= θ × k + 1
3
(
p · s) x× θ − α
+
1
3
(
p · s) 1
s2
(−s · (x× θ) s− ((x× θ) · (x× s))x× s)
−z × x (s · θ)− z · (x× s)
D˜k = θ × k − α− z × x (s · θ)− z · (x× s) θ
D˜k = θ × k − α− z × x (s · θ)− z · (x× s) θ
which is (B.16).
QED.
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Proof of (B.17):
D˜z
In a similar manner we get D˜z:
D˜z = D˜p−
(
D˜x
)
× k − x×
(
D˜k
)
= dp− (θ × x)× k − x×
(
D˜k
)
= α× x− p× θ − (k · θ)x− x×
(
D˜k
)
= −p× θ − (k · θ)x+ z (s · θ) + z · (x× s)x× θ
= − ((x× z) · θ)x+ z (s · θ) + z · (x× s)x× θ
D˜z = θ × z + z (s · θ) + z · (x× s)x× θ
which is (B.17).
QED.
B.4 DERIVATION OF THE SOLUTIONS (4.12) AND (4.22)
In this Appendix we start with the ansatz below for the solution of (6.17) and (6.18):
xˆ = v
(
s2
)
x+ w
(
s2
)
x× s+ y (s2) s
pˆ =
(
z · st (s2)+ z · (x× s) q (s2)) x+ zn (s2)+ z × xu (s2)
We show that a solution is (4.21) and (4.22) i.e.:
xˆ = (x− x× s) 1√
s2 + 1
pˆ = (z · (x× s)x+ z)
√
s2 + 1
*Note that identities (B.2) through (B.8) are used very frequently in these calculations
(especially (B.7) and (B.8)). Of course when we calculate the D˜ of something we will use
the identities (B.14) through (B.18).
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B.4.1 Proof of the Solution in (4.21)
The condition we need to compute is (6.17):
(
D − Dˆ
)
xˆµ = 0 , σ (xˆµ) = bµ0,0 = x
µ
Proof of (4.21):
Remember that D˜ =
(
D − Dˆ
)
:
D˜xˆ = −2v′ (s2 + 1) (s · θ)x+ v (θ × x)− 2w′ (s2 + 1) (s · θ)x× s
+w (s · θ)x− wx× θ − wx× s (s · θ)− 2y′ (s2 + 1) (s · θ) s
+y (θ × s− θ − s (s · θ))
Expanding the vectors in the {x, s, x× s} basis using (B.10) and (B.11) and collecting we
find:
D˜xˆ =
(−2v′ (s2 + 1) (s · θ) + w (s · θ)x) x
+
(−2y′ (s2 + 1) (s · θ)− y (s · θ)) s
+
(−2w′ (s2 + 1) (s · θ)− w (s · θ)) x× s
+(v + w) ((θ × x) · (x× s)x× s+ ((θ × x) · s) s) 1
s2
+y ((θ × s) · (x× s)x× s+ ((θ × s) · s) s) 1
s2
−y (θ · (x× s)x× s+ (θ · s) s) 1
s2
D˜xˆ =
(−2v′ (s2 + 1)+ w) (s · θ)x
+
 (−2y′ (s2 + 1) s2 − ys2 − y) (s · θ)
+ (v + w) ((θ × x) · s)
 1
s2
s
+
 (−2w′ (s2 + 1) s2 − ws2 − (v + w)) (s · θ)
−yθ · (x× s)
 1
s2
x× s
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Knowing that from (B.9) we have:
x ·
(
D˜xˆ
)
(x× s) · θ = (−2v′ (s2 + 1)+ w) ω˜
now it is well-known that S2 is a symplectic manifold in its own right with symplectic form
ω˜ = x · (θ × θ) /2. This means explicitly that ω˜µν is invertible, i.e., there exists an (ω˜−1)µν
such that (ω˜−1) νµ ω˜νρ = gµρ where gµρ is the sphere metric in formula (4.2). This is easily
observed by by knowing ω˜µν = εµνρx
ρ/2 thus (ω˜−1)µν = −2εµνρxρ. The invertibility of this
two-form guarantees us that any equation of the form bω˜ = 0 where b is a zero form is satisfied
iff b = 0. We also have the obvious identities ((θ × x) · s)2 = (s · θ)2 = 0 (because the square
of any form is zero by the antisymmetry of the wedge product). Using the orthogonality of
{x, s, x× s} and these formulas we can pick out the terms we need. For example:
s ·
(
D˜xˆ
)
((θ × x) · s) = (−2y′ (s2 + 1) s2 − ys2 − y) ω˜
We utilize this strategy to solve the equation above for v, w, and y. Therefore:
0 = x ·
(
D˜xˆ
)
(x× s) · θ = (−2v′ (s2 + 1)+ w) ω˜
=⇒ (−2v′ (s2 + 1)+ w) = 0
s ·
(
D˜xˆ
)
((θ × x) · s) = (−2y′ (s2 + 1) s2 − ys2 − y) ω˜
=⇒ (−2y′ (s2 + 1) s2 − ys2 − y) = 0
s ·
(
D˜xˆ
)
(s · θ) = − (v + w) ω˜
=⇒ v = w
(x× s) ·
(
D˜xˆ
)
((θ × x) · s) = (−2w′ (s2 + 1) s2 − ws2 − (v + w)) ω˜
=⇒ (−2w′ (s2 + 1) s2 − ws2 − (v + w)) = 0
(x× s) ·
(
D˜xˆ
)
(s · θ) = yω˜
=⇒ y = 0
All we need to do is solve the resulting five equations above:
(−2v′ (s2 + 1)+ w) = 0 (B.23)
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(−2y′ (s2 + 1) s2 − ys2 − y) = 0 (B.24)
(−2w′ (s2 + 1) s2 − ws2 − (v + w)) = 0 (B.25)
v = −w (B.26)
y = 0 (B.27)
These reduce to solving the one equation knowing v = −w and y = 0:
−2v′ (s2 + 1)− v = 0 (B.28)
which has solution:
v =
A√
s2 + 1
and:
xˆ = (x− x× s) A√
s2 + 1
where A is some constant which we determine by the condition σ (xˆ) = x in (6.17):
σ (xˆ) = Ax =⇒ A = 1
and so:
xˆ = (x− x× s) 1√
s2 + 1
(B.29)
which is the solution in (4.21).
QED.
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B.4.2 Proof of the Solution in (4.22)
The condition we need to compute is (6.18):
(
D − Dˆ
)
pˆµ = 0 , σ (pˆµ) = c0,0,µ = pµ
Proof of (4.22):
The strategy to solve for the functions t, q, n, and u is identical to the procedure for
xˆ. The calculations are further complicated by the presence of the additional vector z and
the connection D˜ which will now introduce some α’s. By carefully choosing our ansatz we
can cancel the α’s from the beginning. However, we are stuck with the z terms, but can
minimize their presence by knowing that the connection D˜ acting on z does not introduce
any terms more than linear in z (i.e., no quadratics, cubics, etc.). We can thus simplify our
ansatz to be:
pˆ =
(
z · st (s2)+ z · (x× s) q (s2)) x+ zn (s2)+ z × xu (s2)
The procedure is the same as in the case for xˆ above. We will compute D˜pˆ = 0 and use the
invertibility of ω˜ to obtain differential equations for the unknown functions t, q, n, and u.
D˜pˆ =

(
D˜z
)
· st+ z ·
(
D˜s
)
t+ z · s
(
D˜t
)
+
(
D˜z
)
· (x× s) q + z ·
((
D˜x
)
× s
)
q + z ·
(
x×
(
D˜s
))
q
+z · (x× s) D˜q
x
+(z · st+ z · (x× s) q) D˜x
+
(
D˜z
)
n+ z
(
D˜n
)
+
(
D˜z
)
× xu+ z ×
(
D˜x
)
u+ z × x
(
D˜u
)
z ×
(
D˜x
)
u = z × (θ × x)u = − (z · θ)ux
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=
(
D˜z
)
· (st+ (x× s) q)
+z ·
(
D˜s
)
t− 2z · s
(
D˜t
)
t′ (s2 + 1) (s · θ)
+z ·
(
x×
(
D˜s
))
q
−2z · (x× s) q′ (s2 + 1) (s · θ)− (z · θ)ux
x
+(z · st+ z · (x× s) q) (θ × x)− 2zn′ (s2 + 1) (s · θ)
+
(
D˜z
)
n
+
(
D˜z
)
× xu
−2 (z × x)u′ (s2 + 1) (s · θ)
=

+

z · st+ 2z · (x× s) q − z · st
−2z · st′ (s2 + 1)− z · (x× s) q
−2z · (x× s) q′ (s2 + 1)
 (s · θ)
+ (−z · (x× s) t) θ · (x× s)
−z · (x× θ) q + (z · θ) (u− t)

x
+(z · st+ z · (x× s) q) (θ × x)− 2zn′ (s2 + 1) (s · θ)
+ (θ × z + z (s · θ) + z · (x× s)x× θ)n
+(z × x (s · θ) + z · (x× s) θ)u
−2 (z × x)u′ (s2 + 1) (s · θ)
=

+

z · st+ 2z · (x× s) q − z · st
−2z · st′ (s2 + 1)− z · (x× s) q
−2z · (x× s) q′ (s2 + 1)
 (s · θ)
+ (−z · (x× s) t) θ · (x× s)
+ (z × x) · θ (−q + n) + (z · θ) (−u− t)

x
+z · (x× s)uθ
+(z · st+ z · (x× s) q − z · (x× s)n) (θ × x)
+z
(
n− 2n′ (s2 + 1)) (s · θ)
+z × x (u− 2u′ (s2 + 1)) (s · θ)
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Expanding the vectors in the {x, s, x× s} basis using (B.10) and (B.11) (including all θ’s)
and collecting we find:
=

+

z · st+ 2z · (x× s) q − z · st
−2z · st′ (s2 + 1)− z · (x× s) q
−2z · (x× s) q′ (s2 + 1)
 (s · θ)
+ (−z · (x× s) t) θ · (x× s)
+ (z × x) · θ (−q + n) + (z · θ) (−u− t)

x
+


z · (x× s)u
+(z · s) (n− 2n′ (s2 + 1))
(z · (x× s)) (u− 2u′ (s2 + 1))
 (s · θ) z · st+ z · (x× s) q
−z · (x× s)n
 θ · (x× s)

1
s2
s
+

(z · (x× s)u) θ · (x× s)
−z · st− z · (x× s) q
+z · (x× s)n
+z · (x× s) (n− 2n′ (s2 + 1))
− (z · s) (u− 2u′ (s2 + 1))
 (s · θ)

1
s2
x× s
=

+
 z · s ( 1s2 (−u− t)− 2t′ (s2 + 1))
z · (x× s) (−2q′ (s2 + 1) + 1
s2
(−q + n) + q)
 (s · θ)
+
 z · (x× s) (−t+ 1s2 (−u− t))
− (z · s) 1
s2
(−q + n)
 θ · (x× s)
x
+

 z · (x× s) (2u− 2u′ (s2 + 1))
+ (z · s) (n− 2n′ (s2 + 1))
 (s · θ) z · st
+z · (x× s) (q − n)
 θ · (x× s)

1
s2
s
+

(z · (x× s)u) θ · (x× s) z · s (−t− u+ 2u′ (s2 + 1))
+z · (x× s) (−q + 2n− 2n′ (s2 + 1))
 (s · θ)
 1s2x× s
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In the same method as in the calculation for xˆ the equation D˜pˆ = 0 (condition (6.18)) yields
11 conditions which are reduced to the equations:
q − 2q′ (s2 + 1) = 0
t = 0
q = n
u = 0
which yields the solution:
q = A
√
1 + s2
and so:
pˆ = (z · (x× s)x+ z)A
√
1 + s2
where A is some constant which we determine by the condition σ
(
pˆ
)
= p in (6.18):
σ
(
pˆ
)
= A =⇒ A = 1
and finally:
pˆ = (z · (x× s)x+ z)
√
1 + s2
which is the solution in (4.22).
QED.
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APPENDIX C
CONSTANT CURVATURE MANIFOLDS OF CODIMENSION ONE
C.1 PROOF THAT (5.14) YIELDS THE SOLUTION IN (6.16)
We want to show that the ansatz given in (5.14) (and (D.12)) subject to the condition in
(5.15) (and (D.13)):
Qˆ = (sµαµ − zµdxµ) + jµαµ + zνf νµdxµ
+pν
((
D + fσρdx
ρ∂ˆσ − dxσ∂ˆσ
)
jν + Γνρσdx
σjρ − 2
3
Rν(µβ)σs
βsµdxσ
)
yield the solution stated in (6.16):
Qˆ = (sµαµ − zµdxµ)− C (zνsν) (sµdxµ) + C
3
((pνs
ν) (sµdx
µ)− (pνdxν)u) (C.1)
Proof:
We want to find a solution to the equation (5.15) (and (D.13)):
((
D + fµρdx
ρ∂ˆµ − dxµ∂ˆµ
)
f νσ + Γ
ν
ρµdx
µfρσ − Γνσµdxµ +Rνµβσsµdxβ
)
dxσ = 0
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Let u := ηµνs
µsν = gµνs
µsν then f νµ = f (x) s
νsµ:
0 =
 (D + f (sρdxρ) sµ∂ˆµ − dxµ∂ˆµ) (fsνsσ)
+Γνρµs
ρdxµfsσ − Γνσµdxµ +Rνµβσsµdxβ
 dxσ
=

dxµ (∂µf) s
νsσ − fΓνρµdxµsρsσ − fsνΓσρµdxµsρ
+f 2 (sρdx
ρ) sνsσ + f
2 (sρdx
ρ) sσs
ν
−fdxνsσ + fΓνρκsρdxκsσ − Γνσκdxκ +Rνκβσsκdxβ
 dxσ
=
((
(∂µf) s
ν + 2f 2sµs
ν − fδνµ
)
sσ − fsνΓσρµsρ +Rνκµσsκ
)
dxµdxσ
=
((
(∂µf) s
ν + 2f 2sµs
ν − fδνµ
)
sσ + C
(
δν[µ − Cx[µxν
)
gσ]κs
κ
)
dxµdxσ
= ((∂µf) dx
µsν + (C − f) dxν) sσdxσ
We observe that f = C is a solution to (5.15) (and (D.13)). Also let jµ = 0 and putting
these back into (5.14) (and (D.12)):
Qˆ = (sµαµ − zµdxµ)− C (zνsν) (sµdxµ)− 2
3
pνR
ν
(µβ)σs
βsµdxσ
= (sµαµ − zµdxµ)− C (zνsν) (sµdxµ)
+
C
6
pν
((
δνβ − Cxβxν
)
gσµ − 2 (δνσ − Cxσxν) gβµ +
(
δνµ − Cxµxν
)
gσβ
)
sβsµdxσ
Qˆ = (sµαµ − zµdxµ)− C (zνsν) (sµdxµ) + C
3
((pνdx
ν)u− (pνsν) (sµdxµ))
Rµνσρ = −C
(
δµ[σ − Cx[σxµ
)
gρ]ν
4Rν(µβ)σ = −2C
(
δν[β − Cx[βxν
)
gσ]µ − 2C
(
δν[µ − Cx[µxν
)
gσ]β
= −C ((δνβ − Cxβxν) gσµ − 2 (δνσ − Cxσxν) gβµ + (δνµ − Cxµxν) gσβ)
Qˆ = (sµαµ − zµdxµ)− C (zνsν) (sµdxµ) + C
3
((pνs
ν) (sµdx
µ)− (pνdxν)u)
where u = sµs
µ and zµ = pµ + kµ and this is the same solution as in (6.16) ( and (C.1)).
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C.1.1 A Check: Confirming with the Sphere Case
We want to show that the solution in (6.16) (and (C.1):
Qˆ = sµαµ − zµdxµ − Czµsµ (sνdxν) + C
3
(pνs
νsρdx
ρ − pρdxρu)
is confirmed by the formula obtained separately for the sphere case in (4.14):
QˆS2 = (s · α− k · θ)− 1
3
(
p · s) ((x× s) · θ) + z · (x× s) (s · θ) (C.2)
derived in Appendix B.2.
Proof:
*Note that these sµ and kµ are different than the two-sphere s and k. The relation between
them is:
sS2 = x× sC3,0 , sC3,0 = −x× sS2
kS2 = x× kC3,0 , kC3,0 = −x× kS2
This is because:
θS2 := x× dx , dx = −x× θ
αS2 := x× αC3,0 , αC3,0 = −x× αS2
z = p− x× k
C = 1
Then our Qˆ in (6.16) is:
−1
3
p · (x× s) (s · θ)
Qˆ = s · α+ (p− x× k) · (x× θ) + (p− x× k) · (x× s) (s · θ)
+
1
3
(−p · (x× s) (s · θ) + p · (x× θ) s2)
= (s · α− k · θ) + z · (x× s) (s · θ)− 1
3
p · (x× s) (s · θ)
+p · (x× θ) s
2
3
+ p · (x× θ)
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using (B.10) we know:
x× θ = ((x× θ) · (x× s)x× s+ ((x× θ) · s) s) 1
s2
= (x× s (s · θ)− θ · (x× s) s) 1
s2
then:
= (s · α− k · θ) + z · (x× s) (s · θ)− 1
3
p · (x× s) (s · θ)
+
{(
p · (x× s) (s · θ)− θ · (x× s) (p · s))} 1
3
+ p · (x× θ)
= (s · α− k · θ) + z · (x× s) (s · θ)− 1
3
(
p · s) θ · (x× s) + p · (x× θ)
So:
QˆC3,0 = QˆS2 + p · (x× θ)
Because QˆC3,0 is different to QˆS2 by p · (x× θ), i.e., a term that doesn’t affect the graded
commutator
[
Qˆ, ·
]
they are then equivalent.
QED.
C.2 THE PROOF OF SOLUTIONS IN (6.19) AND (6.20)
This appendix section is a proof that the conditions (6.17) (and (C.3) below) and (6.18)
(and (C.4) below):(
D − Dˆ
)
xˆµ = Dxˆµ − [Qˆ, xˆµ]/ (i~) = 0 , σ (xˆµ) = xµ (C.3)
(
D − Dˆ
)
pˆµ = Dpˆµ − [Qˆ, pˆµ]/ (i~) = 0 , σ (pˆµ) = pµ (C.4)
yield the solution in (6.19) and (6.20):
xˆµ = (xµ + sµ)
1√
Cu+ 1
(C.5)
pˆµ = (−Czνsνxµ + zµ)
√
Cu+ 1− iC~nxˆµ (C.6)
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C.2.1 Proof of (6.19)
We will start off with the ansatz:
xˆµ = f (x, s)xµ + h (x, s) sµ (C.7)
and require that the condition (C.3) is satisfied:
(
D − Dˆ
)
xˆµ = Dxˆµ − [Qˆ, xˆµ]/ (i~) = 0 , σ (xˆµ) = xµ
where Qˆ is:
Qˆ = (sµαµ − zµdxµ)− C (zνsν) (sµdxµ) + C
3
((pνdx
ν)u− (pνsν) (sµdxµ))
where u = sµs
µ and zµ = pµ + kµ (see (6.16)).
Proof of (6.19):
Dxˆµ = dxν∇ν (fxµ) + dxν∇ν (hsµ)
= dxν
(
∂νf − Γρσνsσ∂ˆρf
)
xµ + fdxµ + dxν
(
∂νh− Γρσνsσ∂ˆρh
)
sµ − hdxνΓµσνsσ
−[Qˆ, xˆµ]/ (i~) = [zσdxσ + C (zνsν) (sσdxσ) , fxµ + hsµ] / (i~)
= [zσ, f ]x
µdxσ/ (i~) + C [zν , f ] sνxµ (sσdxσ) / (i~)
+ [zσ, h] s
µdxσ/ (i~) + C [zν , h] sµsν (sσdxσ) / (i~)
+h [zσ, s
µ] dxσ/ (i~) + Ch [zν , sµ] sν (sσdxσ) / (i~)
= −
(
∂ˆνf
)
xµdxν − C
(
∂ˆκf
)
sκxµ (sνdx
ν)−
(
∂ˆνh
)
sµdxν
−C
(
∂ˆκh
)
sµsκ (sνdx
ν)− h
(
∂ˆνs
µ
)
dxν − Chsµ (sνdxν)
Therefore:
(∂νf)x
µdxν + (∂νh) s
µdxν
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Dxˆµ − [Qˆ, xˆµ]/ (i~)
= −Γρσνsσ
(
∂ˆρf
)
xµdxν + fdxµ − Γρσνsσ
(
∂ˆρh
)
sµdxν − hdxνΓµσνsσ
−C
(
∂ˆκf
)
sκxµ (sνdx
ν)− C
(
∂ˆκh
)
sµsκ (sνdx
ν)− hdxµ − Chsµ (sνdxν)
+ (∂νf)x
µdxν + (∂νh) s
µdxν −
(
∂ˆνf
)
xµdxν −
(
∂ˆνh
)
sµdxν
=
((
−C (xν + sν) ∂ˆνf − Ch
)
(sνdx
ν) +
(
∂νf − ∂ˆνf
)
dxν
)
xµ
+
((
−C (xν + sν) ∂ˆνh− Ch
)
(sνdx
ν) +
(
∂νh− ∂ˆνh
)
dxν
)
sµ
+(f − h) dxµ
To simplify further we let f only be a matrix-valued function of u = sµs
µ:
Dxˆµ − [Qˆ, xˆµ]/ (i~) = ((−2Cuf ′ − Ch)− 2f ′) (sνdxν)xµ
+((−2Cuh′ − Ch)− 2h′) (sνdxν) sµ + (f − h) dxµ
where ∂ˆνf = 2sνf
′ and f ′ := ∂f/∂u. It is then easily observed that a solution yield the two
conditions:
f = h
−2 (Cu+ 1) f ′ − Cf = 0
which has the solution:
f =
B√
(Cu+ 1)
where B is an arbitrary constant. By putting this into (C.7) we get:
xˆµ = (xµ + sµ)
B√
(Cu+ 1)
However, we still need to impose the condition σ (xˆµ) = xµ in the original condition which
determines B:
xµ = σ (xˆµ) = Bxµ =⇒ B = 1
Therefore:
xˆµ = (xµ + sµ)
1√
(Cu+ 1)
which is the solution in (6.19) (and (C.5)).
QED.
It is easily observed that:
xˆµxˆ
µ = 1/C
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C.2.2 Proof of (6.20)
We start with the ansatz:
pˆµ = zνs
νxµf (u) + zµh (u) + i~Bxˆµ
where B is an arbitrary constant and require that the condition (C.4) is satisfied:(
D − Dˆ
)
pˆµ = Dpˆµ − [Qˆ, pˆµ]/ (i~) = 0 , σ (pˆµ) = pµ (C.8)
where Qˆ is:
Qˆ = (sµαµ − zµdxµ)− C (zνsν) (sµdxµ) + C
3
((pνdx
ν)u− (pνsν) (sµdxµ))
where u = sµs
µ and zµ = pµ + kµ (see (6.16)).
Proof of (6.20):
We know that
(
D − Dˆ
)
xˆµ = 0 where xˆµ is given by the formula in equation (6.19). There-
fore
(
D − Dˆ
)
pˆµ = 0 iff
(
D − Dˆ
)
vˆµ = 0 where vˆµ := (pˆµ − i~Bxˆµ). So we compute
Dvˆµ = (Dzν) s
νxµf + zν (Ds
ν)xµf + zνs
ν (Dxµ) f + zνs
νxµDf + (Dzµ)h+ zµDh (C.9)
calculating some useful quantities:
Dsν = −Γνρσdxσsρ
Dzµ = dpµ − 4
3
Rψ(µσ)βdx
βsσpψ + Γ
ν
µσdx
σkν
= αµ − 4
3
pψR
ψ
(µσ)ρdx
ρsσ + zρΓ
ρ
µσdx
σ
D ⊗ αµ = ΘB ⊗DBαµ := −4
3
Rψ(µσ)βpψdx
β ⊗ dxσ + Γνµσdxσ ⊗ αν
Putting this back into (C.9):
Dvˆµ =
(
αν − 4
3
pψR
ψ
(νσ)ρdx
ρsσ + zρΓ
ρ
νσdx
σ
)
sνxµf
−zνΓνρσdxσsρxµf + zνsν (dxµ) f + zνsνxµdxσ
(
∂σf − Γρψσsψ∂ˆρf
)
+
(
αµ − 4
3
pψR
ψ
(µσ)ρdx
ρsσ + zρΓ
ρ
µσdx
σ
)
h+ zµdx
σ
(
∂σh− Γρψσsψ∂ˆρh
)
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Γρµσ = Cx
ρgµσ − 2Cx(µ
(
δρσ) − Cxσ)xρ
)
4Rψ(µσ)ρ = −2C
(
δψ[σ − Cx[σxψ
)
gρ]µ − 2C
(
δψ[µ − Cx[µxψ
)
gρ]σ
= −C ((δψσ − Cxσxψ) gρµ − 2 (δψρ − Cxρxψ) gσµ + (δψµ − Cxµxψ) gρσ)
Dvˆµ = ανs
νxµf + zρ
(
Cxρgνσ − 2Cx(ν
(
δρσ) − Cxσ)xρ
))
dxσsνxµf
+
C
3
pψ
 (δψσ − Cxσxψ) gρν − 2 (δψρ − Cxρxψ) gσν
+
(
δψν − Cxνxψ
)
gρσ
 dxρsσsνxµf
−zν
(
Cxνgρσ − 2Cx(ρ
(
δνσ) − Cxσ)xν
))
dxσsρxµf + zνs
ν (dxµ) f
+zνs
νxµdx
σ
(
∂σf − Cxρgψσsψ∂ˆρf
)
+αµh+
C
3
pψ
 (δψσ − Cxσxψ) gρµ − 2 (δψρ − Cxρxψ) gσµ
+
(
δψµ − Cxµxψ
)
gρσ
 dxρsσh
+zρ
(
Cxρgµσ − 2Cx(µ
(
δρσ) − Cxσ)xρ
))
dxσh
+zµdx
σ
(
∂σh− Cxρgψσsψ∂ˆρh
)
Computing and grouping terms appropriately:
Dvˆµ =
(
(s · α) f + 2C
3
(p · s) (s · dx) f − 2C
3
(p · dx)uf − C (z · dx)h
)
xµ
+
(
(z · s) f + C
3
(p · s)h
)
dxµ + αµh− 2C
3
(p · dx)hsµ + C
3
pµh (s · dx)
where we remember that xµpµ = 0 and ∂ˆρf = 2sρf
′ where f ′ := ∂f/∂u and u = sµsµ.
Computing −[Qˆ, vˆµ]/ (i~):
Qˆ = (sµαµ − zµdxµ)− C (zνsν) (sµdxµ) + C
3
((pνs
ν) (sµdx
µ)− (pνdxν)u)
pˆµ = zνs
νxµf (u) + zµh (u) +Bxˆµ
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−[Qˆ, vˆµ]/ (i~) = [−sραρ, zµh] / (i~) + [−sραρ, zνsνxµf ] / (i~)
+ [zρdx
ρ, zνs
νxµf ] / (i~) + [zρdxρ, zµh] / (i~)
+C [(zσs
σ) (sρdx
ρ) , zνs
νxµf ] / (i~) + C [(zσsσ) (sρdxρ) , zµh] / (i~)
−C
3
[(pσs
σ) (sρdx
ρ) , zνs
νxµf ] / (i~)− C
3
[(pσs
σ) (sρdx
ρ) , zµh] / (i~)
+
C
3
[(pσdx
σ)u, zνs
νxµf ] / (i~) +
C
3
[(pσdx
σ)u, zµh] / (i~)
= −αρ [sρ, zµ]h/ (i~)− αρ [sρ, zν ] sνxµf/ (i~)− zν [sν , zρ] fxµdxρ/ (i~)
−zνsν [f, zρ]xµdxρ/ (i~)− zµ [h, zρ] dxρ/ (i~)
+Czσ [s
σ, zν ] sρs
νdxρxµf/ (i~) + Czσsσ [sρ, zν ] sνdxρxµf/ (i~)
−Czν [sν , zσ] sσ (sρdxρ)xµf/ (i~)
−Czνsνxµ [f, zσ] sσsρdxρ/ (i~) + Czσ [sσ, zµ] sρdxρh/ (i~) + Czσsσ [sρ, zµ] dxρh/ (i~)
−Czµ [h, zσ] sσsρdxρ/ (i~)− C
3
pσ [s
σ, zν ] sρs
νdxρxµf/ (i~)
−C
3
pσs
σ [sρ, zν ] s
νdxρxµf/ (i~)
−C
3
pσ [s
σ, zµ] sρhdx
ρ/ (i~)− C
3
pσs
σ [sρ, zµ]hdx
ρ/ (i~)
+
C
3
pσdx
σ [u, zν ] s
νxµf/ (i~) +
C
3
pσdx
σ [u, zµ]h/ (i~)
= −αµh− (s · α)xµf − (z · dx) fxµ − (z · s)
(
∂ˆρf
)
xµdx
ρ − zµ
(
∂ˆρh
)
dxρ
+C (z · s) (s · dx) fxµ + C (z · s) (s · dx)xµf − C (z · s) (s · dx)xµf
−C (z · s) (s · dx) sσ
(
∂ˆσf
)
xµ + C (zµ − CAxµ) (s · dx)h+ C (z · s)hdxµ
−Czµsσ
(
∂ˆσh
)
(s · dx)− C
3
(p · s) (s · dx) fxµ − C
3
(p · s) (s · dx)xµf
−C
3
(pµ − CAxµ) (s · dx)h− C
3
(p · s)hdxµ
+
2C
3
(p · dx)ufxµ + 2C
3
(p · dx)hsµ
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= −αµh− (s · α)xµf − (z · dx) fxµ − 2 (z · s) f ′ (s · dx)xµ − 2zµh′ (s · dx)
+C (z · s) (s · dx) fxµ + C (z · s) (s · dx)xµf − C (z · s) (s · dx)xµf
−2C (z · s) (s · dx)uf ′xµ + C (zµ − CAxµ) (s · dx)h+ C (z · s)hdxµ
−2Czµuh′ (s · dx)− C
3
(p · s) (s · dx) fxµ − C
3
(p · s) (s · dx)xµf
−C
3
pµ (s · dx)h− C
3
(p · s)hdxµ + 2C
3
(p · dx)ufxµ + 2C
3
(p · dx)hsµ
where we note that zµx
µ = pµx
µ = A and knowing that ∂ˆρf = 2sρf
′ (f ′ := ∂f/∂u).
We now group terms appropriately:
−[Qˆ, vˆµ]/ (i~) =
 − (s · α) f − (z · dx) f + 2C3 (p · dx)uf
+(z · s) (Cf − 2 (Cu+ 1) f ′) (s · dx)− 2C
3
f (p · s) (s · dx)
xµ
+
(
C (z · s)h− C
3
(p · s)h
)
dxµ + zµ (−2 (Cu+ 1)h′ + Ch) (s · dx)
−C
3
pµ (s · dx)h+ 2C
3
(p · dx)hsµ − αµh
Putting it all together to get Dvˆµ − [Qˆ, vˆµ]/ (i~):
Dvˆµ − [Qˆ, vˆµ]/ (i~) = (− (z · dx) (Ch+ f) + (z · s) (Cf − 2 (Cu+ 1) f ′) (s · dx))xµ
+((z · s) (f + Ch)) dxµ + zµ (−2 (Cu+ 1)h′ + Ch) (s · dx)
Therefore the condition Dvˆµ − [Qˆ, vˆµ]/ (i~) = 0 yields the two conditions:
f + Ch = 0
Cf − 2 (Cu+ 1) f ′ = 0
which has the solution:
=⇒ f ′ = fC
2 (Cu+ 1)
=⇒ f = CA√Cu+ 1 =⇒ h = A√Cu+ 1
where A is a constant determined by the condition in (C.8):
pµ = σ (pˆµ) = σ (−zµA) = −pµA =⇒ A = −1
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so:
pˆµ = (zµ − zνsνxµC)
√
Cu+ 1 + i~Bxˆµ
To fix B we want to require that xˆµpˆµ = 0. We use the fact that xˆµxˆ
µ = 1/C and that
[xˆµ, pˆν ] = i~ (δµν − Cxˆµxν) (we will prove this later):
0 = xˆµpˆµ = pˆµxˆ
µ + i~n = i~B/C + i~n =⇒ B = Cn
Thus:
pˆµ = (−Czνsνxµ + zµ)
√
Cu+ 1− iC~nxˆµ
which is the formula in (6.20).
QED.
C.3 PROOF OF THE COMMUTATORS IN (6.25)
In this appendix section we verify the commutators in:
Obviously:
[xˆµ, xˆν ] = 0 (C.10)
[xˆµ, pˆν ] = i~ (δµν − Cxˆν xˆµ) (C.11)
[pˆµ, pˆν ] = −2i~xˆ[µpˆν] (C.12)
and (6.25) starting with the formulas in (6.22) and (6.23).
Proof of (C.11):
[xˆµ, pˆν ] / (i~) = ([xˆµ, zν ]− C [xˆµ, zρ] sρxν)
√
Cu+ 1/ (i~)
114
First we compute [xˆµ, zν ] / (i~):
[xˆµ, zν ] / (i~) = [sµ, zν ]
1
i~
√
Cu+ 1
+ (xµ + sµ)
[
1
i~
√
Cu+ 1
, zν
]
= (δµν − Cxµxν)
1√
Cu+ 1
+ (xµ + sµ) ∂ˆν
(
1√
Cu+ 1
)
= (δµν − Cxµxν)
1√
Cu+ 1
+ (xµ + sµ)
(
−Csν
(Cu+ 1)3/2
)
= (δµν − Cxµxν)
1√
Cu+ 1
− Csν xˆ
µ
Cu+ 1
and putting this back into the commutator [xˆµ, pˆν ] / (i~):
[xˆµ, pˆν ] / (i~) =
 (δµν − Cxµxν) 1√Cu+1 − Csν xˆµCu+1
−C
((
δµρ − Cxµxρ
)
1√
Cu+1
− Csρxˆµ
Cu+1
)
sρxν
√Cu+ 1
= δµν − Cxµxν −
Csν xˆ
µ
√
Cu+ 1
− C
(
sµ − Cuxˆ
µ
√
Cu+ 1
)
xν
= δµν − Cxµxν −
Csν xˆ
µ
√
Cu+ 1
− C
(
1√
Cu+ 1
xν
)
xˆµ + Cxµxν
= δµν − Cxµxν − Cxˆν xˆµ + Cxµxν = δµν − Cxˆν xˆµ
[xˆµ, pˆν ] = i~ (δµν − Cxˆν xˆµ)
which is the correct one in (C.11).
QED.
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Proof of (C.12):
[pˆµ, pˆν ] / (i~)
=
[(
(zµ − Czρsρxµ)
√
Cu+ 1− C (i~n+ A) xˆµ
)
, (zν − Czσsσxν)
√
Cu+ 1
]
/ (i~)
−C (i~n+ A)
[(
(zµ − Czρsρxµ)
√
Cu+ 1− C (i~n+ A) xˆµ
)
, xˆν
]
/ (i~)
=
[
(zµ − Czρsρxµ)
√
Cu+ 1, (zν − Czσsσxν)
√
Cu+ 1
]
/ (i~)
−C (i~n+ A)
[
xˆµ, (zν − Czσsσxν)
√
Cu+ 1
]
/ (i~)
−C (i~n+ A)
[
(zµ − Czρsρxµ)
√
Cu+ 1, xˆν
]
/ (i~)
=
[
(zµ − Czρsρxµ)
√
Cu+ 1, (zν − Czσsσxν)
√
Cu+ 1
]
/ (i~)
−C (i~n+ A) ([xˆµ, pˆν ]− [pˆµ, xˆν ]) / (i~)
=
[
(zµ − Czρsρxµ)
√
Cu+ 1, (zν − Czσsσxν)
√
Cu+ 1
]
/ (i~)
= (zµ − Czρsρxµ)
[√
Cu+ 1, (zν − Czσsσxν)
]√
Cu+ 1/ (i~)
+ [(zµ − Czρsρxµ) , (zν − Czσsσxν)] (Cu+ 1) / (i~)
+ (zν − Czσsσxν)
[
(zµ − Czρsρxµ) ,
√
Cu+ 1
]√
Cu+ 1/ (i~)
= (zµ − Czρsρxµ)
[√
Cu+ 1, (zν − Czσsσxν)
]√
Cu+ 1/ (i~)︸ ︷︷ ︸
(A)
+[(zµ − Czρsρxµ) , (zν − Czσsσxν)] (Cu+ 1) / (i~)︸ ︷︷ ︸
(B)
+(zν − Czσsσxν)
[
(zµ − Czρsρxµ) ,
√
Cu+ 1
]√
Cu+ 1/ (i~)
We compute:
(A) = (zµ − Czρsρxµ)
([√
Cu+ 1, zν
]
− C
[√
Cu+ 1, zσ
]
sσxν
)√
Cu+ 1/ (i~)
= (zµ − Czρsρxµ)
(
Csν√
Cu+ 1
− C
2u√
Cu+ 1
xν
)√
Cu+ 1
= (pˆµ + C (i~n+ A) xˆµ)
(
Csν√
Cu+ 1
− C
2u√
Cu+ 1
xν
)
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and:
(B) = −Czρ [sρ, zν ]xµ (Cu+ 1) / (i~) + Czσ [sσ, zµ]xν (Cu+ 1) / (i~)
= 2Cz[µxν] (Cu+ 1) = Czµxν (Cu+ 1)− Czνxµ (Cu+ 1)
= C (zµ − zρsρxµ)xν (Cu+ 1)− C (zν − zρsρxν)xµ (Cu+ 1)
= C (pˆµ + C (i~n+ A) xˆµ)xν
√
Cu+ 1− C (pˆν + C (i~n+ A) xˆν)xµ
√
Cu+ 1
Plugging them back in:
[pˆµ, pˆν ] / (i~) = (pˆµ + C (i~n+ A) xˆµ)
(
Csν√
Cu+ 1
− C
2u√
Cu+ 1
xν + Cxν
√
Cu+ 1
)
− (pˆν + C (i~n+ A) xˆν)
(
Csµ√
Cu+ 1
− C
2u√
Cu+ 1
xµ − Cxµ
√
Cu+ 1
)
[pˆµ, pˆν ] / (i~) = (pˆµ + C (i~n+ A) xˆµ) xˆν − (pˆν + C (i~n+ A) xˆν) xˆµ = 2pˆ[µxˆν] = −2xˆ[µpˆν]
so:
[pˆµ, pˆν ] = −2i~xˆ[µpˆν]
which is the one in (C.12).
QED.
C.4 PROOF OF THE COMMUTATORS IN (6.27)
Knowing the formulas in (6.26) and (6.25) we prove that the commutators are (6.27):[
xˆµ, Mˆνρ
]
= i~xˆ[νηρ]µ (C.13)
[
Mˆµν , Mˆρσ
]
= i~
(
Mˆσ[µην]ρ − Mˆρ[µην]σ
)
(C.14)
Proof of (C.13):[
xˆµ, Mˆνρ
]
/ (i~) = −xˆ[ν
[
pˆρ], xˆµ
]
= xˆ[ν
(
ηρ]µ − Cxˆρ]xˆµ
)
= xˆ[νηρ]µ
QED.
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Proof of (C.14):[
Mˆµν , Mˆρσ
]
/ (i~) =
[
xˆ[µpˆν], xˆ[ρpˆσ]
]
/ (i~)
=
[
xˆ[µpˆν], xˆ[ρ
]
pˆσ]/ (i~)− xˆ[ρ
[
pˆσ], xˆ[µpˆν]
]
/ (i~)
= xˆ[µ
[
pˆν], xˆ[ρ
]
pˆσ]/ (i~)
+
 −xˆ[ρ [pˆσ], xˆ[µ] pˆν] − xˆµxˆρ [pˆσ, pˆν ] /4 + xˆν xˆρ [pˆσ, pˆµ] /4
+xˆµxˆσ [pˆρ, pˆν ] /4− xˆν xˆσ [pˆρ, pˆµ] /4
 / (i~)
= −xˆ[µ
(
ην][ρ − Cxˆν]xˆ[ρ
)
pˆσ]
+
 xˆ[ρ (ησ][µ − Cxˆσ]xˆ[µ) pˆν] − xˆµxˆρxˆ[σpˆν]/4 + xˆν xˆρxˆ[σpˆµ]/4
+xˆµxˆσxˆ[ρpˆν]/4− xˆν xˆσxˆ[ρpˆµ]/4

= −xˆ[µην][ρpˆσ] + xˆ[ρησ][µpˆν]
−xˆµxˆρxˆ[σpˆν]/4 + xˆν xˆρxˆ[σpˆµ]/4 + xˆµxˆσxˆ[ρpˆν]/4− xˆν xˆσxˆ[ρpˆµ]/4
= −xˆ[µην][ρpˆσ] + xˆ[ρησ][µpˆν]
−xˆµxˆρxˆ[σpˆν]/4 + xˆν xˆρxˆ[σpˆµ]/4 + xˆµxˆσxˆ[ρpˆν]/4− xˆν xˆσxˆ[ρpˆµ]/4
4
[
Mˆµν , Mˆρσ
]
/ (i~) = −xˆµηνρpˆσ + xˆνηµρpˆσ + xˆµηνσpˆρ − xˆνηµσpˆρ
+xˆρησµpˆν − xˆσηρµpˆν − xˆρησν pˆµ + xˆσηρν pˆµ
+xˆµxˆρ (xˆν pˆσ − xˆσpˆν) /2 + xˆν xˆρ (xˆσpˆµ − xˆµpˆσ) /2
+xˆµxˆσ (xˆρpˆν − xˆν pˆρ) /2− xˆν xˆσ (xˆρpˆµ − xˆµpˆρ) /2
= −xˆµηνρpˆσ + xˆνηµρpˆσ + xˆµηνσpˆρ − xˆνηµσpˆρ
+xˆρησµpˆν − xˆσηρµpˆν − xˆρησν pˆµ + xˆσηρν pˆµ
= xˆρpˆµηνσ − xˆρpˆνηµσ − ησν xˆµpˆρ + ησµxˆν pˆρ
−xˆσpˆµηνρ + xˆσpˆνηµρ + ηρν xˆµpˆσ − ηρµxˆν pˆσ
= 4
(
Mˆσ[µην]ρ − Mˆρ[µην]σ
)
so that: [
Mˆµν , Mˆρσ
]
= i~
(
Mˆσ[µην]ρ − Mˆρ[µην]σ
)
which is (C.14)
QED.
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C.5 PROOF OF THE COMMUTATORS (6.30)
We want to show that the commutators in (6.27):
[xˆµ, xˆν ] = 0[
xˆµ, Mˆνρ
]
= i~xˆ[νηρ]µ[
Mˆµν , Mˆρσ
]
= i~
(
Mˆσ[µην]ρ − Mˆρ[µην]σ
)
are equivalent to(6.30):[
Mˆµ′ν′ , Mˆρ′σ′
]
= i~
(
Mˆρ′[µ′ην′]σ′ − Mˆσ′[µ′ην′]ρ′
)
by a little reorganization. Of course this is the Lie algebra relation of so (p+ 1, q + 1) that
generate the pseudo-orthogonal group SO (p+ 1, q + 1).
Proof:
Of course we have the subgroup of SO (p+ 1, q) generated by the M ’s which gives us the
bulk of SO (p+ 1, q + 1), but we need the extra n generators that gives us the full group.
We notice that:
2xˆνMˆνµ = 2xˆ
ν xˆ[ν pˆµ] = 2
(
1
C
pˆµ + Axˆµ
)
=⇒ pˆµ = CxˆνMˆνµ + CAxˆµ
We think of pµ as a function of x and M and the Casimir invariant xˆ · pˆ.
Lets make the convention that the primed indices run from 1, . . . , n+ 2 so we define the
extra n generators for SO (p+ 1, q + 1) by:
Mˆ(n+2)µ′ = −Mˆµ′(n+2) = 1
2
√|C| pˆµ′ = 12√|C|
(
CxˆνMˆνµ′ +
CA
i~
xˆµ′
)
for µ′ = 1, . . . , n+ 1
Mˆ(n+2)(n+2) = 0
and the extra components of η:
η(n+2)(n+2) = −C/ |C|
η(n+2)µ′ = 0 for µ
′ 6= n+ 2
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We then compute the commutation relation:[
Mˆµ′ν′ , Mˆρ′σ′
]
= i~
(
Mˆρ′[µ′ην′]σ′ − Mˆσ′[µ′ην′]ρ′
)
Which is equivalent to the commutation relations:
[xˆµ, xˆν ] = 0[
xˆµ, Mˆνρ
]
= i~xˆ[ν gˆρ]µ[
Mˆµν , Mˆρσ
]
= i~
(
Mˆρ[µην]σ − Mˆσ[µην]ρ
)
QED.
We may invert the relations by the formula for x:
xˆµ =
(
2Mˆνµpˆ
ν + (A+ i~) pˆµ
) 1
(pˆ2 − i~CA)
Mˆ(n+2)µ′ = −Mˆµ′(n+2) = 1
2
√|C| pˆµ′ = 12√|C|
(
CxˆνMˆνµ′ +
CA
i~
xµ′
)
for µ′ = 1, . . . , n+ 1
Also, inverting the formulas (6.19) and (6.20) to get yˆ in terms of xˆ and pˆ:
sµ (x, xˆ) =
xˆµ
C (xˆνxν)
− xµ
kµ (x, p, xˆ, pˆ) = C (xˆ
νxν) ((pˆµ + iC~nxˆµ)− C ((pˆρ + iC~nxˆρ)xρ)xµ)− pµ
yˆA (x, p, xˆ, pˆ) = (sµ (x, xˆ) , kµ (x, p, xˆ, pˆ))
where xˆ and pˆ are Hilbert space operators in the observable algebra. Thus we have the
consistent interpretation of yˆ = (s, k) as an element of some Hilbert space with coefficients
which are functions of (x, p).
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APPENDIX D
FORMULAS FOR GENERAL PHASE-SPACES
D.1 PROOF OF (5.14) AND (5.15)
Here is the proof that equation (5.11) (also below in (D.1)) imply (5.14) and (5.15).
Ω−DQˆ+ Qˆ2/ (i~) = 0 (D.1)
Before we begin we state a couple useful identities:
Df (x, s) =
∂f
∂xµ
dxµ +
∂f
∂sµ
Dsµ = dxµ
(
∂µf − Γρνµsν ∂ˆρf
)
D2f (x, s) = dxµdxσRρνµσs
ν ∂ˆρf
for any matrix-valued function f (x, s) where ∂ˆµ := ∂/∂s
µ.
Proof:
D2f (x, s) = −dxµD
(
∂µf − Γρνµsν ∂ˆρf
)
= −dxµdxσ∇σ
(
∂µf − Γρνµsν ∂ˆρf
)
= −dxµdxσ
(
∂σ
(
∂µf − Γρνµsν ∂ˆρf
)
− Γκψσsψ∂ˆκ
(
∂µf − Γρνµsν ∂ˆρf
))
= dxµdxσ
(
∂σ
(
Γρνµs
ν
)
∂ˆρf − ΓκψσΓρνµsψ∂ˆκ
(
sν ∂ˆρf
))
= dxµdxσ
(
−∂[µΓρσ]ν + Γκν[µΓρσ]κ
)
sν ∂ˆρf = dx
µdxσRρνµσs
ν ∂ˆρf
QED.
We make the ansatz:
Qˆ =
(
kνf
ν
µ (x, s) + pνg
ν
µ (x, s) + hµ (x, s)
)
dxµ + jµ (x, s)αµ (D.2)
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The components of the tensors f νµ (x, s), g
ν
µ (x, s), hµ (x, s), and j
µ (x, s) are matrix-valued
functions.
We have from (5.13):
DQˆ =
4
3
Rψ(νσ)βdx
βsσpψf
ν
µdx
µ − kνdxµ
(
Γνρσdx
σfρµ + kνDf
ν
µ
)
+D
(
pνg
ν
µdx
µ + hµdx
µ + jµαµ
)
Dkν := −4
3
Rψ(νσ)βdx
βsσpψ + Γ
ρ
νσdx
σkρ
Qˆ2/ (i~) =
((
kνf
ν
µ + pνg
ν
µ + hµ
)
dxµ + jµαµ
)
× ((kσfσρ + pσgσρ + hρ) dxρ + jραρ) / (i~)
=
1
2i~
[(
kνf
ν
µ + pνg
ν
µ + hµ
)
,
(
kσf
σ
ρ + pσg
σ
ρ + hρ
)]
dxµdxρ
+ [jµ, kν ] f
ν
ραµdx
ρ/ (i~)
=
1
2
 [kνf νµ + pνgνµ + hµ, kσfσρ] / (i~)
−f νµ∂ˆν
(
pσg
σ
ρ + hρ
)
 dxµdxρ + [jµ, kν ] f νραµdxρ/ (i~)
=
1
2
 −2kσf νµ (∂ˆνfσρ)+ fσρ (pν ∂ˆσgνµ + ∂ˆσhµ)
−f νµ
(
pσ∂ˆνg
σ
ρ + ∂ˆνhρ
)
 dxµdxρ + f νρ (∂ˆνjµ)αµdxρ
Qˆ2 =
(
kνf
σ
ρ
(
∂ˆσf
ν
µ
)
+ fσρ
(
pν ∂ˆσg
ν
µ + ∂ˆσhµ
))
dxµdxρ + f νρ
(
∂ˆνj
µ
)
αµdx
ρ
Plugging these into (D.1):
0 = −Rνµσβdxσdxβkνsµ +
2
3
D
(
Rν(µβ)σpνs
βsµdxσ
)
−4
3
Rψ(νσ)βdx
βsσpψf
ν
µdx
µ + kνdx
µ
(
Γνρσdx
σfρµ + kνDf
ν
µ
)
−D (pνgνµdxµ + hµdxµ + jµαµ)
+
(
kνf
σ
ρ
(
∂ˆσf
ν
µ
)
+ fσρ
(
pν ∂ˆσg
ν
µ + ∂ˆσhµ
))
dxµdxρ + f νρ
(
∂ˆνj
µ
)
αµdx
ρ
0 = kνdx
σ
(
Rνµβσdx
βsµ +
(
D + fσρdx
ρ∂ˆσ
)
f νσ + Γ
ν
ρµdx
µfρσ
)
+
2
3
D
(
Rν(µβ)σpνs
βsµdxσ
)− 4
3
Rψ(νσ)βdx
βsσpψf
ν
µdx
µ
−
(
D + fσρdx
ρ∂ˆσ
) (
pνg
ν
µdx
µ + hµdx
µ + jµαµ
)
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Let P be the differential operator:
P := D + fσρdx
ρ∂ˆσ
then the above condition simplifies in appearance to:
0 = kνdx
σ
(
Rνµβσdx
βsµ +
(
D + fσρdx
ρ∂ˆσ
)
f νσ + Γ
ν
ρµdx
µfρσ
)
(D.3)
+
2
3
D
(
Rν(µβ)σpνs
βsµdxσ
)− 4
3
Rψ(νσ)βdx
βsσpψf
ν
µdx
µ︸ ︷︷ ︸
(A)
−
(
D + fσρdx
ρ∂ˆσ
) (
pνg
ν
µdx
µ + hµdx
µ + jµαµ
)
(A) =
2
3
D
(
Rν(µβ)σpνs
βsµdxσ
)− 4
3
Rψ(νσ)βdx
βsσpψf
ν
µdx
µ
=
2
3
P
(
Rν(µβ)σpνs
βsµdxσ
)− 2
3
fψρdx
ρ∂ˆψ
(
Rν(µβ)σpνs
βsµdxσ
)
−4
3
Rψ(νσ)βs
σpψf
ν
µdx
βdxµ
=
2
3
P
(
Rν(µβ)σpνs
βsµdxσ
)− 4
3
Rν(µβ)σpνs
βfµρdx
ρdxσ
−4
3
Rν(µβ)σs
βpνf
µ
ρdx
σdxρ
=
2
3
P
(
Rν(µβ)σpνs
βsµdxσ
)
Putting (A) back into the condition at (D.3):
0 = kνdx
σ
(
Rνµβσdx
βsµ + Pf νσ + Γ
ν
ρµdx
µfρσ
)
(D.4)
−P
(
pν
(
gνµdx
µ − 2
3
Rν(µβ)σs
βsµdxσ
)
+ hµdx
µ + jµαµ
)
Let:
gνσ = w
ν
σ − 23Rν(µβ)σsβsµ (D.5)
Putting this into (D.4):
0 = kνdx
σ
(
Rνµβσdx
βsµ + Pf νσ + Γ
ν
ρµdx
µfρσ
)
(D.6)
−P (pνwνµdxµ + jµαµ)︸ ︷︷ ︸
(B)
− P (hµdxµ)
(B) = − (Ppν)wνσdxσ − pνP (wνσdxσ)− (Pjµ)αµ − jµ (Pαµ)
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Computing and simplifying the expressions:
Pαµ = Dαµ = −4
3
Rν(µβ)σpνdx
βdxσ + Γνµσdx
σαν
Ppν = Dpν = dpν = αν + Γ
γ
νρdx
ρpγ
−4
3
Rν(µβ)σpνj
µdxβdxσ =
2
3
(−Rν(µβ)σ +Rν(µσ)β) pνjµdxβdxσ = −Rνµβσpνjµdxβdxσ
we get:
(B) = αµ (Pj
µ + Γµνσdx
σjν − wµσdxσ) + pνdxσ
(
Pwνσ + Γ
ν
κρdx
ρwκσ
)
+Rνµβσpνj
µdxβdxσ
and let:
wνσdx
σ = Pjν + Γνρσdx
σjρ (D.7)
then:
(B) = pν
(
P 2jν + P
(
Γνρσdx
σ
)
jρ − Γνρσdxσ (Pjρ) + Γνκρdxρ
(
Pjκ + Γκγβdx
βjγ
))
+Rνµβσpνj
µdxβdxσ
= pν
(
P 2jν +
(
∂[µΓ
ν
σ]ρ − Γκρ[µΓνσ]κ
)
dxµdxσjρ
)
+Rνµβσpνj
µdxβdxσ
(B) = pνP
2jν (D.8)
We have the identity:
P 2 = D2 +
4
3
pδR
δ
(βκ)γf
β
ρdx
κdxρ [sγ, ·] + (Pfσρ + Γσβκdxκfβρ) dxρ∂ˆσ (D.9)
Proof of (D.9):
P 2h =
(
D + fσρdx
ρ∂ˆσ
)2
h (D.10)
=
(
D + fσρdx
ρ∂ˆσ
)(
D + fψκdx
κ∂ˆψ
)
h
= D2h+ fσρdx
ρ∂ˆσ (Dh) +D
(
fψκdx
κ∂ˆψh
)
︸ ︷︷ ︸
(C)
+ fσρdx
ρ∂ˆσ
(
fψκdx
κ∂ˆψh
)
︸ ︷︷ ︸
(E)
We know that:
∂ˆψh = [kψ, h] / (i~)
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Dkσ := −4
3
Rδ(σκ)βdx
κsβpδ + Γ
ρ
σκdx
κkρ
We can easily prove that D ([f, h]) − [f,Dh] = [Df, h] for any matrix-valued functions
f (x, p, s, k) and h (x, p, s, k) therefore:
i~D
(
∂ˆψh
)
− i~∂ˆψ (Dh) = i~
[
−4
3
Rδ(ψσ)βdx
σsβpδ + Γ
ρ
ψσdx
σkρ, h
]
and (C) becomes:
(C) = i~
(
fσρdx
ρ∂ˆσ (Dh) +D
(
fσρdx
ρ∂ˆσh
))
= fσρdx
ρ ([kσ, Dh]−D ([kσ, h])) +D
(
fσρdx
ρ
)
[kσ, h]
= fσρdx
ρ [Dkσ, h] +D
(
fσρdx
ρ
)
[kσ, h]
= fψρdx
ρ
(
−4
3
Rδ(ψκ)βdx
κ
[
sβ, h
]
pδ + Γ
σ
ψκdx
κ [kσ, h]
)
+
(
Dfσρ
)
dxρ [kσ, h]
=⇒ (C) = 4
3
pδR
δ
(ψκ)βf
ψ
ρdx
κdxρ
[
sβ, h
]
+
(
Dfσρ + f
ψ
ρΓ
σ
ψκdx
κ
)
dxρ∂ˆσh
also:
(E) = fσρdx
ρdxκ
(
∂ˆσf
ψ
κ
)
∂ˆψh+ f
σ
ρdx
ρfψκdx
κ
(
∂ˆσ∂ˆψh
)
= fσρdx
ρdxκ
(
∂ˆσf
ψ
κ
)
∂ˆψh
Putting (C) and (E) into the condition at (D.10):
P 2h = D2h+
4
3
pδR
δ
(ψκ)βf
ψ
ρdx
κdxρ
[
sβ, h
]
+
(
Pfσρ + f
ψ
ρdx
κΓσψκ
)
dxρ∂ˆσh
=⇒ P 2 = D2 + 4
3
pδR
δ
(βκ)γf
β
ρdx
κdxρ [sγ, ·] + (Pfσρ + Γσβκdxκfβρ) dxρ∂ˆσ
QED.
Using this identity (D.9) in (B) at equation (D.8):
(B) = pν
(
D2jν +
(
Pfσρ + Γ
σ
βκdx
κfβρ
)
dxρ∂ˆσj
ν
)
=
(
Pfσρ + Γ
σ
βκdx
κfβρ − dxκRσβρκsβ
)
pνdx
ρ∂ˆσj
ν
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Putting (B) back into (D.6):
0 = kνdx
σ
(
Pf νσ + Γ
ν
ρµdx
µfρσ +R
ν
µβσs
µdxβ
)
(D.11)(
Pfσρ + Γ
σ
βκdx
κfβρ +R
σ
βκρs
βdxκ
)
pνdx
ρ∂ˆσj
ν − P (hµdxµ)
If hµdx
µ = 0, then we see that the only condition for (D.2) to be a solution to (5.11) is:
(
Pf νσ + Γ
ν
ρµdx
µfρσ +R
ν
µβσs
µdxβ
)
dxσ = 0
or: ((
D + fµρdx
ρ∂ˆµ
)
f νσ + Γ
ν
ρµdx
µfρσ +R
ν
µβσs
µdxβ
)
dxσ = 0
which is precisely equation (5.15).
Putting (D.5) and (D.7) into what we started out with in equation (D.2):
gνµ = Pj
ν + Γνρσdx
σjρ − 2
3
Rν(µβ)σs
βsµ
=
(
D + fσρdx
ρ∂ˆσ
)
jν + Γνρσdx
σjρ − 2
3
Rν(µβ)σs
βsµ
P := D + fσρdx
ρ∂ˆσ
into :
Qˆ = jµαµ + kνf
ν
µdx
µ + pν
((
D + fσρdx
ρ∂ˆσ
)
jν + Γνρσdx
σjρ − 2
3
Rν(µβ)σs
βsµdxσ
)
We redefine jµ → jµ + sµ and f νµ → f νµ − δνµ:
Qˆ = (sµαµ − kµdxµ) + jµαµ + kνf νµdxµ
+pν
((
D + fσρdx
ρ∂ˆσ − dxσ∂ˆσ
)
(jν + sν) + Γνρσdx
σ (jρ + sρ)− 2
3
Rν(µβ)σs
βsµdxσ
)
= (sµαµ − kµdxµ) + jµαµ + kνf νµdxµ + pν
(
D + fσρdx
ρ∂ˆσ − dxσ∂ˆσ
)
sν + pνΓ
ν
ρσdx
σsρ
+pν
((
D + fσρdx
ρ∂ˆσ − dxσ∂ˆσ
)
jν + Γνρσdx
σjρ − 2
3
Rν(µβ)σs
βsµdxσ
)
Qˆ = (sµαµ − zµdxµ) + jµαµ + zνf νµdxµ (D.12)
+pν
((
D + fσρdx
ρ∂ˆσ − dxσ∂ˆσ
)
jν + Γνρσdx
σjρ − 2
3
Rν(µβ)σs
βsµdxσ
)
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which is precisely the ansatz in (5.14).
To see that the term:
pν
((
D + fσρdx
ρ∂ˆσ − dxσ∂ˆσ
)
jν + Γνρσdx
σjρ
)
in (5.14) is coordinate-free object we express it in terms of abstract indices:
pb
(
∇cjb + f ec∂ˆe − ∂ˆc
)
jb
where we used the fact that Djb = ΘCDCj
b = ∇cjb because jb is a function of x and s only.
So we can see that if jb and f ec are tensors on the configuration space then Qˆ is coordinate-
free.
The condition on f νµ is:((
D + fµρdx
ρ∂ˆµ − dxµ∂ˆµ
)
f νσ + Γ
ν
ρµdx
µfρσ − Γνσµdxµ +Rνµβσsµdxβ
)
dxσ = 0 (D.13)
which is the same as (5.15).
D.2 THE PROOF OF THE INTEGRABILITY OF (5.15)
We want to show that the condition (5.15) is integrable locally. Showing that the following
the P -derivative of the condition in (5.15) vanishes:
P (5.15) = P
((
P − dxµ∂ˆµ
)
f νσ + Γ
ν
ρµdx
µfρσ − Γνσµdxµ +Rνµβσsµdxβ
)
dxσ = 0 (D.14)
where P is the differential operator:
P =
(
D + fσρdx
ρ∂ˆσ
)
where ∂ˆµ := ∂/∂s
µ implies that the condition (5.15) is integrable locally by the Cauchy-
Kovalevskaya theorem.
*Note this analogous to how Fedosov can locally integrate the solution for Dˆ, i.e., by requiring
that
(
D − Dˆ
)2
yˆA = 0 in (3.8). However, before doing this by brute force we notice that
D acting on everything in the equation above is just the configuration space connection ∇.
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Therefore, to simplify the calculation we will us abstract indices. The equation above in
(D.14) (and in (5.15)) becomes the equation:(
∇[n + fd[n∂ˆd
)(
R bca] ms
m +
(
∇c + f ec∂ˆ|e|
)
f ba]
)
= 0 (D.15)
where P on configuration space quantities is
(
∇n + fdn∂ˆd
)
.
First we note that we want fab to be a globally defined object hence it should be made
out of tensors. This rules out the trivial solution of fσρdx
ρ = −Γσρνsνdxρ.
Proof:
(D.15) =
(
∇[n + fd[n∂ˆd
)(
R bca] ms
m +
(
∇c + f ec∂ˆ|e|
)
f ba]
)
=
(∇[nR bca] m) sm −Rbm[ac (∇n] + fdn]∂ˆd) sm + (∇[n + fd[n∂ˆd)(∇c + f ec∂ˆ|e|) f ba]
In abstract indices we have the identities:
Dsa = 0
∇af (x, s) = ∂af − Γcabsb∂ˆcf
∇[n∇c]f (x, s) = Rbencse∂ˆbf
We also have the second Bianchi identity:
∇[nR bca] m = 0
The identity in (D.9):
P 2 = D2 +
4
3
pδR
δ
(βκ)γf
β
ρdx
κdxρ [sγ, ·] + (Pfσρ + Γσβκdxκfβρ) dxρ∂ˆσ
in abstract indices is:(
∇[n + fd[n∂ˆd
)(
∇c] + f ec]∂ˆe
)
h
= ∇[n∇c]h+ 2
3
pd
(
Rd(mc)af
m
n −Rd(mn)afmc
)
[sa, h] +
((
∇[n + fd[n∂ˆ|d|
)
f ec]
)
∂ˆeh
= ∇[n∇c]h+ 2
3
pd
(
Rd(mc)af
m
n −Rd(mn)afmc
)
[sa, h] +
((
∇[nf ec] +
(
∂ˆdf
e
[c
)
fdn]
))
∂ˆeh
where h is an arbitrary matrix-valued function of x and s.
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Condition (D.15) becomes:
(D.15) = −Rbm[acfmn] +∇[n∇cf ba] +
(
∇[nf ec +
(
∂ˆdf
e
[c
)
fdn
)
∂ˆ|e|f ba]
= −Rbm[acfmn] +Rd[anc]f bd −Rbd[ncfda] +
(
∂ˆdf
b
[a
)
R dnc] es
e
+
(
∇[nf ec +
(
∂ˆdf
e
[c
)
fdn
)
∂ˆ|e|f ba]
=
(
∂ˆdf
b
[a
)
R dnc] es
e +
(
∇[nfdc +
(
∂ˆef
d
[c
)
f en
)
∂ˆ|d|f ba]
= ∂ˆdf
b
[a
(
R dnc] es
e +∇nfdc] +
(
∂ˆ|e|fdc
)
f en]
)
Now according to the original condition (5.15) becomes the equation:
∇[nfdc] +
(
∂ˆef
d
[c
)
f en] = −Rdencse
therefore:
(D.15) = ∂ˆdf
b
[a
(
R dnc] es
e −Rd|e|nc]se
)
= 0
so modulo the original condition (5.15) the local integrability condition (D.15) is zero. There-
fore f ba exists at least locally by the Cauchy-Kovalevskaya theorem.
QED.
D.3 PROOF THAT (I.7) IS THE SOLUTION TO (I.6)
We want to prove that the solution to equation (I.6):
Sb[ac]e = 0 & S
b
a[ce] = −Rbace
is equation (I.7):
Sbace = −
4
3
Rb(ac)e
Proof:
Let:
Sbace = −
4
3
Rb(ac)e
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then the first condition is automatically satisfied:
Sb[ac]e = 0
Now we need to show that:
Sba[ce] = −Rbace
I.e. we need to show that:
−2
3
Rb(ac)e +
2
3
Rb(ae)c = −Rbace
−2
3
Rb(ac)e +
2
3
Rb(ae)c = −
1
3
(
Rbace +R
b
cae −Rbaec −Rbeac
)
= −1
3
(
2Rbace +R
b
cae +
(
Rbcea +R
b
ace
))
= −Rbace
QED.
Related formulas are:
2
3
(
Rb(ac)e −Rb(ae)c
)
= Rbace
D.4 SYMMETRIES FORMULAS FOR CURVATURE
The standard symmetries of Rabcd are:
Rabcd = Rab[cd] = R[ab]cd = Rcdab
The first Bianchi identity:
Ra[bcd] = 0
In alternative and more convenient form:
Rabcd +Radbc +Racdb = 0
A useful identity related to the above identities is:
2
3
(
Rb(ac)e −Rb(ae)c
)
= Rbace
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and the second Bianchi identity:
∇[aRbc]de = 0
Formula for curvature:
Rabce = −∂[cΓae]b + Γhb[cΓae]h
Rµνσρ = −∂[σΓµρ]ν + Γκν[σΓµρ]κ
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APPENDIX E
PHASE-SPACE CURVATURE FOR CONSTANT CURVATURE
MANIFOLDS OF CODIMENSION ONE
E.1 CALCULATION OF THE CONFIGURATION SPACE CURVATURE
AND CONNECTION FOR THE GENERAL CASE
E.1.1 Proof of The Configuration Space Connection in (6.10)
We want to show that the Configuration Space Connection is (6.10) (also (E.1):
Γµνσ = Cx
µgνσ − 2Cx(ν
(
δµσ) − Cxσ)xµ
)
(E.1)
given the formula
Γρµν = −
1
2
gρσ (∂µgνσ + ∂νgµσ − ∂σgµν) (E.2)
gµν = ηµν − Cxµxν
∇σdxµ = −Γµνσdxν
Γ must satisfy the following conditions:
1. torsion-free:
dxσ∇σ (dxµ) = −Γµνσdxσdxν =⇒ Γµ[νσ] = 0 (E.3)
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2. metric-preserving:
∇ρ (gµνdxµdxν) = 0 (E.4)
3. The directional derivative Dv of a vector and covector in any direction va is also a vector
and covector respectively.
wµ is a covector ⇐⇒ Dvwµ = vρ
(
∂ρwµ − Γνµρwν
)
is a covector (E.5)
wµ is a vector ⇐⇒ Dvwµ = vρ
(
∂ρw
µ + Γµνρw
ν
)
is a vector
4. The constraints:
xµxµ = 1/C (E.6)
xµpµ = 0 (E.7)
xµdxµ = 0 (E.8)
pµdx
µ + xµdpµ = 0 (E.9)
∇ν (xµdxµ) = 0 (E.10)
D ⊗ (pµdxµ + xµdpµ) = 0 (E.11)
Proof:
The formula (E.2) is derived from the condition (E.4) and results in the formula for the
symbols:
Γρµν =
C
2
gρσ (∂µ (xνxσ) + ∂ν (xµxσ)− ∂σ (xµxν)) = 0
However, remember we have constraints xµxµ = 1/C and x
µdxµ = 0 and remember that the
above equation comes from preserving the metric i.e.:
∇ν (gρσdxρdxσ) = (∂νgρσ) dxρdxσ − 2gρσΓρµνdxµdxσ
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we see the replacement Γρµν → Γρµν + xρqµν + x(µfρν) where q(µν) = qµν leaves this equation
invariant and the connection torsion-free. So we can define Γρµν is defined as:
Γρµν := x
ρqµν + 2x(µf
ρ
ν) (E.12)
where qµν and f
ρ
ν need to be determined by imposing the various constraints.
Lemma: The condition:
xµαµ = 0 (E.13)
is equivalent to the condition in (E.5).
Proof:
Let pµ = wµ (x) for any functions wµ and look at the directional derivative in an arbitrary
direction vµ:
Dvwµ = vρ
(
∂ρwµ − Γνµρwν
)
From the condition in (E.5) we require that Dvwµ be a covector on the constraint surface
xµxµ = 1/C at x just as wµ is a covector is and it must obey the condition below just as wµ
does:
wµx
µ = 0 ⇐⇒ (Dvwµ)xµ = 0
Since this must be satisfied for all sections in the cotangent bundle wµ (x) and all directions
vµ then by the definition of αµ:
αµ := dpµ − Γνµρdxρpν
we require:
xµαµ = 0
which is equivalent to the constraint in (E.5).
QED.
Putting (5.5) into the constraint (E.13):
0 = xµαµ = x
µ
(
dpµ − Γνµρdxρpν
)
= xµdpµ − xµΓνµρdxρpν
0 = xµdpµ − xµΓνµρdxρpν
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we have the constraint in (E.9) that xµdpµ = −pµdxµ:
0 = −pµdxµ − xµ
(
xνqµρ + 2x(µf
ν
ρ)
)
dxρpν
so the obtain a condition for q and f :
0 = −pµdxµ − Axµqµρdxρ − 1
C
f νρdx
ρpν (E.14)
(E.10)
Now we derive another condition for q and f by putting (5.5) into constraint (E.10) we
get:
0 = ∇µ (xρdxρ) = dxµ − xρΓρµνdxν = dxµ − xρ
(
xρqµν + 2x(µf
ρ
ν)
)
dxν
=⇒ qµνdxν = Cdxµ + Cxρxµfρνdxν (E.15)
and substituting this into (E.14):
0 = −pµdxµ − Axρfρνdxν −
1
C
f νρdx
ρpν
=⇒ −
(
δνµ +
1
C
f νµ
)
pν − Axρfρµ ∼ xµ
means that
(
δνµ +
1
C
f νµ
)
must be proportional to xν and xµ.
=⇒ δνµ +
1
C
f νµ = −Bxνxµ
f νµ = −C
(
δνµ −Bxνxµ
)
(E.16)
where B is some arbitrary constant.
Putting this back into (E.15):
qµνdx
ν = Cdxµ − C2xρxµ (δρν −Bxρxν) dxν = Cdxµ
qµν = C (ηµν − Fxµxν) (E.17)
where F is some arbitrary constant and we remember that q(µν) = qµν .
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The choice of constants B and F have no consequence in our formulas for the covariant
derivative preserving any of the constraints, the metric, etc. and we can set them as anything
we’d like. We choose F = B = C which means that:
qµν = Cgµν , f
ν
µ = −C
(
δνµ − Cxνxµ
)
= −Cgρνηρµ
Putting this back into (E.12) to get:
Γµνσ = Cx
µgνσ − 2Cx(νgσ)κηκµ = Cxµgνσ − 2Cx(ν
(
δµσ) − Cxσ)xµ
)
QED.
E.1.2 Proof of The Configuration Space Curvature in (6.10)
We want to show that the configuration space curvature in (6.10) (also (E.19)) is a solution:
Rµνσρdx
σdxρ ⊗ dxν =
(
−∂[σΓµρ]ν + Γκν[σΓµρ]κ
)
dxσdxρ ⊗ dxν (E.18)
gµν = ηµν − Cxµxν
Γµνσ = Cx
µgνσ − 2Cx(ν
(
δµσ) − Cxσ)xµ
)
= Cxµgνσ − 2Cx(νgσ)κηκµ
Rµνσρ = −C
(
δµ[σ − Cx[σxµ
)
gρ]ν (E.19)
∇σdxµ = −Γµνσdxν = −Cxµdxσ
Proof:
dxσdxρ ⊗∇[σ∇ρ]dxµ = −dxσdxρ ⊗∇[σ
(
Γµρ]νdx
ν
)
=
(
−∂[σΓµρ]ν + Γκν[σΓµρ]κ
)
dxσdxρ ⊗ dxν
= Rµνσρdx
σdxρ ⊗ dxν
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dxσdxρ ⊗∇[σ∇ρ]dxµ = −dxσdxρ ⊗∇[σ
(
Cxµgρ]νdx
ν
)
= −Cδµ[σdxσdxρ ⊗ dxρ] − Cxµdxσdxρ ⊗∇[σdxρ]
= −Cδµ[σdxσdxρ ⊗ dxρ] − Cxµηκ[ρdxσdxρ ⊗
(∇σ]dxκ)
= −Cδµ[σdxσdxρ ⊗ dxρ] + C2xµxκηκ[ρdxσdxρ ⊗ dxσ]
= −Cδµ[σdxσdxρ ⊗ dxρ] + C2xµx[ρdxσdxρ ⊗ dxσ]
= −Cδµ[σgρ]νdxσdxρ ⊗ dxν
= −C
(
δµ[σ − Cx[σxµ
)
gρ]νdx
σdxρ ⊗ dxν
Now the equation above for Rµνσρ is invariant under the interchanges:
Rµνσρ → Rµνσρ + xνqµσρ + xσfµνρ + xρhµνσ
where qµσρ, f
µ
νρ, and h
µ
νσ are all arbitrary. To fix the freedom we realize that R is a tensor
therefore each index should be projected orthogonal to x:
Rµνσρ = −C
(
δµ[σ − Cx[σxµ
)
gρ]ν
which is (E.19) and we can verify the usual symmetries of the Riemann tensor very easily.
Also we verify that the curvature preserves the constraint xµdx
µ = 0:
dxσdxρ ⊗∇[σ∇ρ]xµdxµ = xµdxσdxρ ⊗∇[σ∇ρ]dxµ
= −Cxµ
(
δµ[σ − Cx[σxµ
)
gρ]ν = 0
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APPENDIX F
PROOF OF EQUATION (5.12)
We now show that the equation in (5.12) is true, i.e.,
(
D − Dˆ
)2
yˆA = 0 is equivalent to[
Ω−Dr + dˆr + r2, yˆA
]
= 0:
Proof: (
D − Dˆ
)2
yˆA =
(
D2 −DDˆ − DˆD + Dˆ2
)
yˆA(
DDˆ + DˆD
)
yˆA =
[
D
(
ωAB yˆ
AΘB + r
)
, yˆA
]
=
[
Dr, yˆA
]
Dˆ2yˆA =
[
Qˆ,
[
Qˆ, yˆA
]]
= Qˆ
(
QˆyˆA − yˆAQˆ
)
+
(
QˆyˆA − yˆAQˆ
)
Qˆ
=
[
Qˆ2, yˆA
]
−
=
[(
ωAB yˆ
AΘB + r
)2
, yˆA
]
−
=
[(
ωAB yˆ
AΘB
)2
+
[
ωAB yˆ
AΘB, r
]
+ r2, yˆA
]
−
2
(
ωAB yˆ
AΘB
)2
=
[
ωAB yˆ
AΘB, ωCE yˆ
CΘE
]
=
[
yˆA, yˆC
]
ωABΘ
BωCEΘ
E = ωABΘ
AΘB
=⇒ Dˆ2yˆA = [[ωAB yˆAΘB, r]+ r2, yˆA]−
where [A,B]− = AB −BA for any A and B.
The curvature D2 acting on ΘA is:
D2 ⊗ΘA = R AB ⊗ΘB
Thus the curvature D2 acting on yˆA is:
D2yˆA = R AB yˆ
B
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Knowing this we define Ω as the curvature D2 acting on yˆA as a commutator, namely:
1
i~
[
Ω, yˆA
]
= R AB yˆ
B
we can immediately write a solution for Ω knowing
[
yˆA, yˆB
]
= i~ωAB, ωABωBC = δAC and
using the symmetries of the curvature tensor:
Ω := −1
2
ωACR
A
B yˆ
B yˆC
Thus we may rewrite the condition
(
D − Dˆ
)2
yˆA = 0 as:
(
D − Dˆ
)2
yˆA =
[
Ω−Dr + dˆr + r2, yˆA
]
= 0
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APPENDIX G
A TECHNICAL NOTE ON THE FORM OF SOLUTIONS TO (5.11)
Technical Notes:
1. We can decompose Qˆ into two parts, the first being the solution in the flat space case:
QˆAΘ
A = ωAB yˆ
AΘB + r (G.1)
Equation (5.11) becomes:
Ω−Dr + dˆr + r2 = 0 (G.2)
dˆ :=
[
ωAB yˆ
AΘB, ·]
The reason for this decomposition is that we have an argument why r should be more
than quadratic in yˆ (see below).
2. We ran the Fedosov algorithm a few times to help us see what form the ansatz should
take. Also remember that when we require Ω − Dr + dˆr + r2 = 0 modulo terms that
commute with the yˆ’s.
Argument of Why r Should Be At Least Cubic in yˆ
Here we present an argument as to why r in G.3 only has terms that are cubic or higher
powers in the yˆ’s.
Given:
Dˆ =
[
Qˆ, ·
]
=
[
QˆAΘ
A, ·
]
QˆA =
∑
l
Qj,l,AA1···Al yˆ
A1 · · · yˆAl
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we require: (
D − Dˆ
)2
yˆA = 0
If we let:
QˆAΘ
A = ωAB yˆ
AΘB + r (G.3)
r =
∑
l
rAA1···AlΘ
AyˆA1 · · · yˆAl
If we want r to be globally defined for all manifolds we must define it out of non-degenerate
tensors namely the metric, the symplectic form and the curvature. This is because Ω is
degree 2 in the yˆ’s (i.e., Ω := −1
2
ωACR
A
B yˆ
B yˆC has 2 yˆ’s). The degree is defined by:
deg (a) = (number of yˆ’s) + 2 (number of ~’s)
A linear r would yield:
Ω︸︷︷︸
2
− Dr︸︷︷︸
1
+ dˆr︸︷︷︸
0
+ r2︸︷︷︸
1
and this cannot be zero for Ω 6= 0. This means that r must have a quadratic term in it.
If r is quadratic (r =
∑2
l=0 rAA1···AlΘ
AyˆA1 · · · yˆAl), in general, there is no way to construct
the degree 2 coefficient rAA1A2 out of invariant tensors. Thus we require that r has terms
that are cubic or higher powers in the yˆ’s. Fedosov mentions this fact also in Fedosov B.
(1996).
For a specific manifold there might be an r that is quadratic. The argument above is
meant for an r in a general construction for a general manifold and so we give a counterex-
ample in the case when the manifold M is Euclidean space (Rn, δ).
There is always the trivial solution to r:
r = −1
2
ωCBΓ
C
Ayˆ
AyˆB
where ΓCA = Γ
C
BAΘ
B are the Christoffel symbols associated to D. One can easily observe
that this is a solution knowing
[
yˆA, yˆB
]
= i~ωAB, ωABωBC = δAC and using the symmetries
of the Christoffel symbols. However, the Γ’s are not necessarily globally defined and if we
find an r in one coordinate patch on T ∗M there is no guarantee that it will be well-defined
in another. However, if M = Rn then this is a global r.
141
APPENDIX H
PROPERTIES OF THE GROENEWOLD-MOYAL STAR-PRODUCT
For all smooth phase-space functions f , g, h, and z, and any constants c1, c2, c3, and c4 the
properties of the Groenewold-Moyal star-product are:
1. Linear:
(c1f + c2g) ∗ (c3h+ c4z) = c1c3 (f ∗ h) + c1c4 (f ∗ z) + c2c3 (g ∗ h) + c2c4 (g ∗ z)
2. Associative:
f ∗ (g ∗ h) = (f ∗ g) ∗ h
3. Hermitian:
f ∗ g = g¯ ∗ f¯
4. Identity:
f ∗ 1 = f
5. The limit ~→ 0:
lim
~→0
f ∗ g = fg
lim
~→0
[f, g]∗ / (i~) = [f, g]P
6. To first order in ~ the commutator is the Poisson bracket:
[f, g]∗ = i~ [f, g]P +O
(
~2
)
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7. The isomorphism W between the star-algebra and the space of linear Hilbert space
operators QD,Dˆ:
W
(∑
l
fA1···Alq
A1 ∗ · · · ∗ qAl
)
=
∑
l
fA1···Al qˆ
A1 · · · qˆAl
where fA1···Al are constants.
8. Strongly Closed (Cyclic Trace):
Tr∗ (f ∗ g) = Tr∗ (g ∗ f)
where f and g are smooth phase-space functions which are only nonzero on regions of
compact support.
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APPENDIX I
THE DERIVATION OF THE PHASE-SPACE CONNECTION
In this appendix we construct a phase-space connection called the cotangent lift of a the
Levi-Civita connection. This fixes a unique phase-space connection D.
Given the Levi-Civita connection ∇ on the configuration space M and subsequent cur-
vature given the metric g on a general manifold M :
∇σf (x) = ∂f
∂xσ
(I.1)
∇σ (dxµ) = −Γµνσdxν
∇σ
(
∂
∂xµ
)
= Γνµσ
∂
∂xν
∇[σ∇ρ] (dxµ) = Rµνσρdxν
where Rµνσρ is the Riemann tensor. Of course we have the conditions that ∇ preserves the
metric g and is torsion-free:
∇agbc = 0
∇[a∇b]f (x) = 0
for all functions f (x). Together these uniquely fix ∇ and give the standard formula for the
Christoffel symbols:
Γρµν = −
1
2
gρσ (∂µgνσ + ∂νgµσ − ∂σgµν) (I.2)
where ∂µ are the partial derivatives in some basis x
µ.
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Define now a basis of covectors or forms ΘB ∈ T ∗T ∗M of the cotangent bundle of the
phase-space:
ΘB = (dxσ, ασ)
where the dx’s are the first n Θ’s, the α’s are the last n Θ’s and they are defined to be:
αµ := dpµ − Γνµρdxρpν (I.3)
To extend D to define D ⊗ αµ we require that D preserves the symplectic form ω:
0 = D ⊗ ω = D ⊗ (αµdxµ) =⇒ (D ⊗ αµ) dxµ =
(
Γνµσdx
σ ⊗ αν
)
dxµ
where it can be shown that:
ω = αµdx
µ = dpµdx
µ (I.4)
which can be proven by the torsion-free condition which tells us that Γν[µρ] = 0. Therefore
we make the ansatz:
D ⊗ αµ := Sµρσdxσ ⊗ dxρ + Γνµσdxσ ⊗ αν (I.5)
where S[µρ]σ = 0.
We can fix Sµρσ by requiring that the directional derivative Dv of a vector and covector
in any direction va (x) on the manifold is also a vector and covector respectively.
wµ (x) is a covector ⇐⇒ Dvwµ := vρ
(
∂ρwµ − Γνµρwν
)
is a covector
wµ (x) is a vector ⇐⇒ Dvwµ := vρ
(
∂ρw
µ + Γµνρw
ν
)
is a vector
this means that for any pµ = wµ (x) (i.e., any section in the cotangent bundle) the directional
derivative of a covector is a covector. Then the following formula must hold:
∇[a∇b]wc = Rdcabwd
for every wµ by the definition of the Riemann tensor. This formula then fixes the skew part
of equation (I.5) to be:
Dαµ := D ∧ αµ = Sµρσdxσdxρ + Γνµσdxσαν = −Rνµρσpνdxσdxρ + Γνµσdxσαν
=⇒ Sa[ce] = −Rbacepb
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Therefore we need to solve for Sace that satisfies the two conditions:
S[ac]e = 0 & Sa[ce] = −Rbacepb
Let Sace := S
b
acepb and these conditions become:
Sb[ac]e = 0 & S
b
a[ce] = −Rbace (I.6)
Using the first Bianchi identity, the solution to this equation is:
Sbace = −
4
3
Rb(ac)e (I.7)
Therefore:
D ⊗ αµ := −4
3
Rψ(µσ)βpψdx
β ⊗ dxσ + Γνµσdxσ ⊗ αν
The phase-space connection is:
Dxµ := dxµ (I.8)
Dpµ := dpµ
D ⊗ dxµ = −Γµσνdxν ⊗ dxσ
D ⊗ αµ = ΘB ⊗DBαµ := −4
3
Rψ(µσ)βpψdx
β ⊗ dxσ + Γνµσdxσ ⊗ αν
αµ := dpµ − Γνµρdxρpν
which is the connection in (5.4) and the corresponding curvature:
D2xµ = 0 (I.9)
D2pµ = 0
D2 ⊗ dxµ = dxσdxρ ⊗Rµνσρdxν
D2 ⊗ αµ = 4
3
dxσ
(
Cψµβνσpψdx
ν +Rν(µβ)σαν
)
⊗ dxβ −Rνµσβdxσdxβ ⊗ αν
which is the curvature in (5.6) where Ccabes := ∇sRc(ab)e and according to (5.1) the formula
for the curvature is:
Rµνσρ = −∂[σΓµρ]ν + Γκν[σΓµρ]κ (I.10)
We can extend to higher order tensors by using the Leibnitz rule and the fact that D and
∇ commute with contractions.
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APPENDIX J
THE WEYL TRANSFORM
In this appendix we review the definition and properties of the Weyl quantization map W
and its inverse W−1. The generalization to the n-dimensional case is straightforward once
you know how the 1-dimensional case works so we consider only the 1-dimensional case. Let
xˆ and pˆ be Hilbert space operators that satisfy the commutation relation:
[xˆ, pˆ] = i~ , [xˆ, xˆ] = [pˆ, pˆ] = 0
The definitions of W and W−1 are:
W (f (x, p)) :=
∫
dξdη e−i(ξxˆ+ηpˆ)f˜ (ξ, η) (J.1)
W−1
(
fˆ (xˆ, pˆ)
)
:= ~
∫
dy
〈
x+ ~y/2|fˆ |x− ~y/2
〉
e−ipy (J.2)
where f (x, p) is a function on the phase-space (C∞ (T ∗M)) and f˜ (ξ, η) is its Fourier trans-
form (see Hancock J. et al 2004 and Hirshfeld A. and Henselder P. 2002a).
Important identities are for all f ∈ C∞ (T ∗M) and fˆ ∈ QD,Dˆ:
W−1(W (f)) = f , W(W−1(fˆ)) = fˆ
and for 1-dimensions:
W (ax+ bp)n = (axˆ+ bpˆ)n
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What W gives is the average of all orderings for each monomial e.g.
W (x2p) = 1
3
(xˆ2pˆ+ xˆpˆxˆ+ pˆxˆ2). It achieves this in the following way. First note that
W (eax+bp) = eaxˆ+bpˆ. Since most functions can be defined uniquely by sums of terms like
these with constant coefficients (i.e., Fourier components) it gives this unique ordering to all
functions known as (symmetric) Weyl ordering.
A key fact that one should know of this transform is that to each operator fˆ there exists
a unique phase-space function f (q) where q = (x, p) and with the property that:
fˆ :=W (f) =
∑
l
fA1···Al qˆ
A1 · · · qˆAl
becomes:
f =W−1(fˆ) =
∑
l
fA1···Alq
A1 ∗ · · · ∗ qAl
in a mechanical way by simply replacing each qˆ with q and placing Groenewold-Moyal stars
between each of them as is done above. The coefficients fA1···Al are required to be symmetric
in (A1 · · ·Al).
Other properties of the Weyl transform are:
1. The trace transforms to an integral:
Trtr(fˆ) = Trtr∗ (f) :=
1
(2pi~)n
∫
dnpdnx f =
1
(2pi~)n
∫
d2nq f (J.3)
where the trace of fˆ over the translational degrees of freedom on a Hilbert space operator
is defined as:
Trtr(fˆ) :=
∫
dnx 〈x|fˆ |x〉 =
∫
dnp 〈p|fˆ |p〉
2. Hermitian conjugation becomes complex conjugation denoted by the bar:
W−1(W (f)†) = f¯ .
The importance of this transform cannot be understated. It relates everything one does
in a operator formalism of quantum mechanics to a phase-space formalism, vis a vis this
algebra-isomorphism.
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