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INTRODUCCIO´N
Las distribuciones multivariadas complejas juegan un papel importante en varios campos
de investigacio´n. La distribucio´n Gaussiana compleja fue introducida por Wooding [66],
Turin [61], y Goodman [16]. La distribucio´n Wishart fue definida por Goodman [16] para
aproximar la distribucio´n de un estimativo de la matriz de densidad espectral para un pro-
ceso Gaussiano estacionario vectorial. En ana´lisis de series de tiempo las distribuciones
complejas se usan para describir estimadores de para´metros de frecuencia. Para las aplica-
ciones en series de tiempo las referencias adecuadas son Whaba [62, 63], Goodman y Dub-
man [18], Hannan [33], Priestly, Subba Rao y Tong [54], Brillinger [2, 3], y Shaman [56].
Esta distribucio´n tambie´n se ha encontrado u´til en fı´sica nu´clear, al estudiar la distribucio´n
de espacios entre niveles de energı´a de nu´cleos a alta excitacio´n. Para ma´s detalles, se puede
citar a Dyson [10, 11, 12], Dyson y Mehta [13, 14], Bronk [4], Porter [53], y Carmeli [5, 6].
La distribucio´n elipticamente sime´trica multivariada compleja ha sido estudiada por
Krishnaiah y Lin [44], y Khatri y Bhavsar [41]. La familia incluye la distribucio´n Gaussiana
y la distribucio´n-t.
Las distribuciones conjunta de las raices de algunas matrices aleatorias complejas han
sido obtenidas por James [34], Wigner [64], y Khatri [36]. Las distribuciones de varios
estadisticos en el caso complejo han sido estudiadas por algunos autores tales como Good-
man [17], Khatri [36, 38, 39], Pillai y Jouris [52], Nagarsenker y Das [51], Chikuse [7],
Krishnaiah [43], Gupta [20, 23, 24], Fang, Krishnaiah y Nagarsenkar [15], Conradie y
Gupta [8], Gupta [21, 22], Gupta y Nagar [27, 28, 29, 30, 31], Nagar, Jain y Gupta [49],
y Nagar y Gupta [47]. Srivastava [58] dio´ una derivacio´n de la distribucio´n Wishart, cuya
caracterizacio´n ha sido dada por Gupta y Kabe [26]. James [34] y Khatri [36] obtuvieron
las distribuciones beta con variable matricial compleja central como tambie´n no central. Un
tratamiento sistema´tico de tales distribuciones fue dado por Tan [60] e incluye las distribu-
ciones Gaussiana, Wishart, beta y Dirichlet. Kabe [35] definio´ la distribucio´n Gaussiana de
matriz hipercompleja incluyendo cuaterniones de Hamilton. Tambie´n estudio´ la correspon-
diente teoria de distribucio´n muestral. Las matrices aleatorias complejas encuentran apli-
caciones en muchos campos. Wigner [65] aplico´ la teorı´a de matrices aleatorias en fı´sica.
Un tratamiento de esta aplicacio´n y su desarrollo se halla en Mehta [45]. Carmeli [5, 6],
tratando con la teorı´a estadistica de niveles de energı´a y su relacio´n a las matrices aleatorias
estudio´ la matriz aleatoria Gaussiana compleja e introdujo la matriz cuaternion.
Sea X una matriz hermitiana definida positiva aleatoria de orden m×m tal que todos
sus valores propios yacen en el intervalo abierto (0,1). Entonces, X se dice que posee
distribucio´n beta tipo I de variable matricial compleja con para´metros (a1,a2), denotado
por X ∼ CBIm(a1,a2), si su f.d.p. esta´ dada por
det(X)a1−m det(Im−X)a2−m
B˜m(a1,a2)
,
donde a1 > m−1, a2 > m−1,
B˜m(a1,a2) =
Γ˜m(a1)Γ˜m(a2)
Γ˜m(a1+a2)
y
Γ˜(a) = pim(m−1)/2
m
∏
i=1
Γ(a− i+1), Re(a)> m−1.
La distribucio´n beta tipo I de variable matricial compleja aparece en varios problemas en
ana´lisis multivariado. Varios estadisticos en ana´lisis de varianza y covarianza son funciones
de la matriz beta. Transformando X = (Im+Y )−1Y con Jacobiano J(X → Y ) = det(Im+
Y )−2m la f.d.p. de la matriz aleatoria Y se obtiene como
det(Y )a−m det(Im+Y )−(a+b)
B˜m(a,b)
, Y = YH > 0.
La matriz aleatoria Y se dice que posee distribucio´n beta tipo II de variable matricial com-
pleja con para´metros a(≥ m) y b(≥ m), denotada como Y ∼ CBIIm(a,b).
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Como una generalizacio´n de la densidad beta tipo I de variable matricial compleja, se
define la distribucio´n Dirichlet tipo I como sigue:
Las matrices (hermitianas definidas positivas de orden m×m) X1, . . . ,Xn tienen dis-
tribucio´n Dirichlet tipo I de variable matricial compleja con para´metros (a1, . . . ,an; an+1),
denotada por (X1, . . . ,Xn)∼ CDIm(a1, . . . ,an;an+1), si su f.d.p. conjunta esta´ dada por
{B˜m(a1, . . . ,an;an+1)}−1
n
∏
i=1
det(Xi)ai−m det
(
Im−
n
∑
i=1
Xi
)an+1−m
donde Im−∑ni=1Xi es hermitiana definida positiva, ai > m−1, for i= 1, . . . ,n+1 y
B˜m(a1, . . . ,an;an+1) =
∏n+1i=1 Γ˜m(ai)
Γ˜m(∑n+1i=1 ai)
.
Las distribuciones Dirichlet de matriz compleja han sido definidas y estudiadas por
varios autores (ver, por ejemplo, Troskie [59], Tan [60], Gupta y Nagar [25], y Cui, Gupta
y Nagar [9]). Un extenso repaso de la distribucio´n Dirichlet esta´ disponible en Gupta y
Nagar [32].
En esta tesis se estudia ciertas propiedades incluyendo la expansio´n asinto´tica de la
distribucio´n Dirichlet tipo I matricial compleja. Tambie´n hallamos expresiones para E(X),
E(X2), E[(trX)X ], E(X3), E[(trX)2X ], E[tr(X2)X ], E(X−1), E(X−2), E[(trX−1)X−1],
E(X−3), E[(trX−1)2X−1], E[tr(X−2)X−1], E(Y ), E(Y 2), E[(trY )Y ], E(Y 3), E[(trY )2Y ],
E[tr(Y 2)Y ] cuando X ∼ CBIm(a,b) y Y ∼ CBIIm(a,b).
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CAPI´TULO 1
CONCEPTOS MATEMA´TICOS Y TEORI´A
RELACIONADA
1.1. INTRODUCCIO´N
El entendimiento y las te´cnicas de ciertas funciones son esenciales para comprender los
siguientes capı´tulos. En este capı´tulo, los resultados que involucran estas funciones y te´cni-
cas se describira´n brevemente.
1.2. INTEGRACIO´N
En esta seccio´n se da resultados sobre integracio´n de funciones escalares de argumento ma-
triz compleja. Primero, las siguientes notaciones y resultados (Khatri [36], Srivastava [58],
Andersen, Højbjerre, Sørensen y Eriksen [1]) que se usan en e´ste y en los capı´tulos siguien-
tes.
Sea A=(ai j) una matrizm×m de nu´meros complejos. Entonces, A′ denota la transpues-
ta de A; A¯ conjugada de A; AH conjugada transpuesta de A; tr(A) = a11+ · · ·+amm; etr(A) =
exp(tr(A)); det(A) = determinante de A; det(A)+ = valor absoluto de det(A); A = AH > 0
significa que A es hermitiana definida positiva; 0< A= AH < Im significa que las matrices
A y Im−A son hermitianas definidas positivas simultaneamente, y A 12 la u´nica raı´z cuadra-
da hermitiana definida positiva de A = AH > 0. Adema´s, para la particio´n A =
(
A11 A12
A21 A22
)
,
det(A11) 6= 0, det(A22) 6= 0 los complementos de Schur de A11 y A22 son definidos co-
mo A22·1 = A22−A21A−111 A12 y A11·2 = A11−A12A−122 A21, respectivamente. Si A−111 y A−122·1
existen, tenemos que
A−1 =
(
A−111 +A
−1
11 A12A
−1
22·1A21A
−1
11 −A−111 A12A−122·1
−A−122·1A21A−111 A−122·1
)
y si A−122 y A
−1
11·2 existen, tenemos que
A−1 =
(
A−111·2 −A−111·2A12A−122
−A−122 A21A−111·2 A−122 +A−122 A21A−111·2A12A−122
)
.
Adema´s, si A11 es no singular, entonces det(A) = det(A22·1)det(A11) y si A22 es no singular,
entonces det(A) = det(A11·2)det(A22).
Lema 1.2.1 Sea Z (m× n) y W (m× n) matrices complejas de variables funcionalmente
independientes y sean G(m×m) y K (n× n) matrices no singulares. El Jacobiano de la
transformacio´n Z = GWK es J(Z→W ) = det(GGH)n×det(KKH)m.
Lema 1.2.2 (Khatri [36]) Sea Z yW matrices hemitianas definidas positivas. Si Z=GWGH ,
donde G(m×m) es una matriz compleja no singular, entonces J(Z→W ) = det(GGH)m.
Lema 1.2.3 (Goodman [16]) Sea W una matriz hermitiana definida positiva y W = TTH
donde T es una matriz triangular compleja m×m con elementos diagonales positivos. Si
T es triangular inferior, entonces
J(X → T ) = 2m
m
∏
j=1
t2(m− j)+1j j , (1.2.1)
y si T es triangular superior, entonces
J(X → T ) = 2m
m
∏
j=1
t2( j−1)+1j j . (1.2.2)
Ahora se da algunas integrales utiles para la teoria de distribucio´n matricial.
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Definicio´n 1.2.1 La funcio´n gamma multivariada compleja, denotada por Γ˜m(a), se define
por
Γ˜m(a) =
∫
X=XH>0
etr(−X)det(X)a−m dX , (1.2.3)
donde Re(a)> m−1, y la integral es sobre el espacio de matrices de orden m×m hermi-
tianas definidas positivas.
La funcio´n gamma multivariada compleja Γ˜m(a) puede expresarse como el producto de
funciones gamma ordinarias
Γ˜m(a) = pim(m−1)/2
m
∏
i=1
Γ(a− i+1), Re(a)> m−1. (1.2.4)
Definicio´n 1.2.2 La funcio´n beta compleja, denotada por B˜m(a,b), es definida por
B˜m(a,b) =
∫
0<X=XH<Im
det(X)a−m det(Im−X)b−m dX , (1.2.5)
donde Re(a) > m− 1, Re(b) > m− 1 y la integral es sobre el espacio de matrices her-
mitianas definidas positivas de orden m×m tal que todos sus valores propios yacen en el
intervalo abierto (0,1).
Dicha funcio´n beta puede expresarse en te´rminos de funciones gamma como
B˜m(a,b) =
Γ˜m(a)Γ˜m(b)
Γ˜m(a+b)
= B˜m(b,a). (1.2.6)
Sustituyendo X = (Im+Y )−1Y en (1.2.5) con Jacobiano
J(X → Y ) = J((dX)→ (dY ))
= det(Im+Y )−2m,
Se obtiene una representacio´n integral equivalente para la funcio´n beta compleja como
B˜m(a,b) =
∫
Y=YH>0
det(Y )a−m det(Im+Y )−(a+b) dY. (1.2.7)
6
En el resto de la seccio´n se define la integral de Dirichlet multivariada, la integral
de Liouville y sus generalizaciones en el caso complejo desarrollada por Nagar, Gupta
y Sa´nchez [48].
Definicio´n 1.2.3 La funcio´n Dirichlet multivariada compleja, denotada por B˜m(a1, . . . ,ar;b),
se define por
B˜m(a1, . . . ,ar;b) =
∫
· · ·
∫
0<∑ri=1Xi<Im
Xi=X
H
i >0,i=1,...,r
r
∏
i=1
det(Xi)ai−m det
(
Im−
r
∑
i=1
Xi
)b−m r
∏
i=1
dXi
donde Re(ai)> m−1, i= 1, . . . ,r, y Re(b)> m−1.
La relacio´n entre la funcio´n Dirichlet multivariada compleja y la funcio´n gamma com-
pleja se da en
Teorema 1.2.1 Para Re(ai)> m−1, i= 1, . . . ,r, y Re(b)> m−1,
B˜m(a1, . . . ,ar;b) =
Γ˜m(b)∏ri=1 Γ˜m(ai)
Γ˜m(a+b)
(1.2.8)
donde a= ∑ri=1 ai.
Prueba: Nagar, Gupta y Sa´nchez [48].
1.3. POLINOMIOS ZONALES
En esta seccio´n se da una breve descripcio´n de polinomios zonales y la funcio´n hiperge-
ome´trica de argumento matriz hermitiana desarrollada por James [34].
Sea X (m×m) una matriz hermitiana y Vk el espacio lineal de polinomios homoge´neos
φ(X) de grado k en los elementos de X . El espacio Vk puede descomponerse en suma
directa de subespacios invariantes irreducibles Vκ donde κ = (k1, . . . ,km), k1+ · · ·+ km =
7
k, k1 ≥ ·· · ≥ km ≥ 0. Entonces, el polinomio (trX)k ∈ Vk tiene descomposicio´n u´nica en
polinomios C˜κ(X) ∈Vκ como
(trX)k =∑
κ
C˜κ(X). (1.3.9)
Y ası´ se tiene la siguiente definicio´n
Definicio´n 1.3.1 El polinomio zonal C˜κ(X) de una matriz hermitiana X es la componente
de (trX)k en el subespacio Vκ .
El polinomio zonal C˜κ(X) se define para todo k y m, pero para una particio´n κ de k en
ma´s de m partes, es identicamente cero. Son invariantes bajo transformacio´n unitaria, i.e.
C˜κ(X) = C˜κ(UXUH),U ∈U(m). (1.3.10)
Luego C˜κ(X) es un polinomio homoge´neo sime´trico en las raices caracterı´sticas de X .
Tambie´n, si R es hermitiana definida positiva, entonces
C˜κ(RX) = C˜κ(R
1
2XR
1
2 ) (1.3.11)
donde R
1
2 es la raı´z cuadrada de R. Siguiendo a Khatri [40], es fa´cil ver que
|C˜κ(X)| ≤ C˜κ(X0) (1.3.12)
donde X0 = diag(|x1|, . . . , |xm|), y xi, i = 1, . . . ,m, son las raices caracterı´sticas de X . para
valores pequen˜os de k, las fo´rmulas explicitas para C˜κ(X) son:
C˜(1)(X) = tr(X), (1.3.13)
C˜(2)(X) =
1
2
[
(trX)2+ tr(X2)
]
, (1.3.14)
C˜(12)(X) =
1
2
[(trX)2− tr(X2)], (1.3.15)
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C˜(3)(X) =
1
6
[(trX)3+3(trX)(trX2)+2tr(X3)], (1.3.16)
C˜(2,1)(X) =
2
3
[(trX)3− tr(X3)], (1.3.17)
C˜(13)(X) =
1
6
[(trX)3−3(trX)(trX2)+2tr(X3)]. (1.3.18)
Entonces es fa´cil ver que:
tr(X2) = C˜(2)(X)−C˜(12)(X), (1.3.19)
y
tr(X3) = C˜(3)(X)−
1
2
C˜(2,1)(X)+C˜(13)(X). (1.3.20)
Adema´s, sustituyendo S= Im en (1.3.13)–(1.3.18), es fa´cil ver que C˜(1)(Im) =m, C˜(2)(Im) =
m(m+1)/2, C˜(12)(Im) =m(m−1)/2, C˜(3)(Im) =m(m+1)(m+2)/6,C˜(2,1)(Im) = 2m(m2−
1)/3, C˜(13)(Im) =m(m−1)(m−2)/6. Si la particio´n κ de k tiene r partes no cero, entonces
James [34] y Khatri [39]
C˜κ(Im) =
[
k!∏ri< j(ki− k j− i+ j)
∏ri=1(ki+ r− i)!
]2 [m]κ
k!
(1.3.21)
donde [m]κ =∏ri=1(m− i+1)ki con (a)k = a(a+1) · · ·(a+ k−1), (a)0 = 1.
Sea κ = (k1, . . . ,km), k1 ≥ ·· · ≥ km ≥ 0, k1 + · · ·+ km = k. Entonces, el coeficiente
hipergeome´trico generalizado [a]κ se define por
[a]κ =
m
∏
j=1
(a− j+1)k j . (1.3.22)
Usando la notacio´n
Γ˜m(a,κ) = pim(m−1)/2
m
∏
j=1
Γ(a+ k j− j+1), Re(a)≥ m− km, (1.3.23)
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tal que Γ˜m(a,0) = Γ˜m(a), se puede escribir (1.3.22) como
[a]κ =
Γ˜m(a,κ)
Γ˜m(a)
. (1.3.24)
Khatri [37] introdujo la notacio´n
Γ˜m(a,−κ) = pim(m−1)/2
m
∏
j=1
Γ(a− k j−m+ j), Re(a)≥ m+ k1,
que tambie´n se usa aca´. Alternativamente se puede escribir
Γ˜m(a,−κ) = (−1)
kΓ˜m(a)
[−a+m]κ
. (1.3.25)
1.4. NOCIONES DE MATRIZ ALEATORIA COMPLEJA
En esta seccio´n se definen las variables aleatorias complejas, los vectores aleatorios com-
plejos, las matrices aleatorias complejas y los operadores asociados con e´stos. Algunas de
sus propiedades pueden ser encontradas en Andersen, Højbjerre, Sørensen y Eriksen [1].
Definicio´n 1.4.1 Sean x1 y x2 variables aleatorias reales. La variable aleatoria dada por
x= x1+ ιx2 es una variable aleatoria compleja.
Los operadores esperanza, covarianza y varianza de variables aleatorias complejas son
considerados sobre el espacio vectorial complejo dado por
L2 (C) = {x : x es una variable aleatoria compleja y E (xx)< ∞} .
Definicio´n 1.4.2 Sea x= x1+ ιx2 una variable aleatoria compleja. El operador esperanza
de x, E : L2(C)→ C, se define como
E(x) = E (x1)+ ιE (x2) .
El valor de E(x) es la media de x.
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Definicio´n 1.4.3 Sean x y y variables aleatorias complejas. El operador covarianza, C :
L2(C)×L2(C)→ C, esta´ definido como
C (x,y) = E
[
{x−E (x)}{y−E (y)}
]
.
Definicio´n 1.4.4 Sea x una variable aleatoria compleja. El operador varianza de x, V :
L2(C)→ R+ esta´ definido como
V (x) =C (x,x) = E
[
{x−E (x)}{x−E (x)}
]
.
El valor de V (x) es llamado la varianza de x.
Definicio´n 1.4.5 Sea x = (xk) un vector p-dimensional, donde xk para k = 1, . . . , p son
variables aleatorias complejas; entonces x es llamado un vector aleatorio complejo p-
dimensional.
Los operadores esperanza, covarianza y varianza de vectores aleatorios complejos son
considerados sobre el espacio vectorial complejo dado por
L2 (Cp) = {x= (xk) : x es un vector aleatorio complejo p-dimensional y
E
(
xHx
)
< ∞
}
.
Definicio´n 1.4.6 Sea x = (xk) un vector aleatorio complejo p-dimensional. El operador
esperanza de x, E : L2 (Cp)→ Cp, se define como
E(x) = (E (xk)) .
Nos referimos a E(x) como el vector de medias del vector x.
Definicio´n 1.4.7 Sean x = (xk) y y = (ys) vectores aletorios complejos de dimensiones
p y q respectivamente. El operador covarianza de x y y, C : L2 (Cp)× L2 (Cq)→ Cp×q,
esta´ definido como
C(x,y) = (C (xk,ys)) .
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La matriz de covarianza compleja de los vectores aleatorios complejos x y y puede ser
interpretada como un vector complejo de dimensio´n pq×1, dado por
C(x,y) = (C (xk,ys))
= (E[(xk−E(xk))(ys−E(ys))])
= E[(x−E(x))(y−E(y))H ].
Definicio´n 1.4.8 Sea x = (xk) un vector aleatorio complejo p-dimensional. El operador
varianza de x, V : L2 (Cp)→ Cp×p, esta´ definido como
V (x) =C(x,x).
Nos referimos al valor de V (x) como la matriz de covarianzas del vector x.
Definicio´n 1.4.9 Sea X =
(
x jk
)
una matriz de orden p× q, donde x jk para j = 1, . . . , p y
k = 1, . . . ,q es una variable aleatoria compleja; entonces X es llamada una matriz aleato-
ria compleja de orden p×q.
Los operadores esperanza, covarianza y varianza de matrices aleatorias complejas son
considerados sobre el espacio vectorial complejo dado por
L2
(
Cp×q
)
=
{
X =
(
x jk
)
: X es una matriz aleatoria compleja de orden p×q y
E
(
tr(XXH)
)
< ∞
}
.
Definicio´n 1.4.10 Sea X =
(
x jk
)
una matriz aleatoria compleja de orden p× q. El oper-
ador esperanza de X , E : L2 (Cp×q)→ Cp×q, esta´ definido como
E(X) =
(
E
(
x jk
))
.
El operador esperanza evaluado en la matriz aleatoria compleja X de orden p×q, se llama
la media de X .
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1.5. ALGUNAS DISTRIBUCIONES COMPLEJAS
A continuacio´n se dan algunas definiciones y resultados sobre distribuciones complejas.
Para mayores detalles y pruebas se puede consultar a Andersen, Højbjerre, Sørensen y
Eriksen [1], Tan [60], Khatri [36], James [34] y Goodman [16].
Definicio´n 1.5.1 Sea x un vector aleatorio complejo p-dimensional, el cual tiene una dis-
tribucio´n normal multivariada compleja con vector de medias θ , θ ∈ Cp y matriz de co-
varianza Σ, donde Σ es una matriz compleja hermitiana definida positiva de orden p× p.
La funcio´n de densidad de x esta´ dada por
pi−p det(Σ)−1 exp[−(x−θ)H Σ−1 (x−θ)], x ∈ Cp. (1.5.1)
Usaremos la notacio´n x∼ CNp(θ ,Σ).
Definicio´n 1.5.2 Sea x un vector aleatorio complejo p-dimensional, el cual tiene una dis-
tribucio´n t multivariada compleja con para´metros µ,Σ,ψ y n. La funcio´n de densidad de
probabilidad esta´ dada por
Γ(n+ p)
(piψ)p
det(Σ)−1 det
(
1+
1
ψ
(x−µ)HΣ−1(x−µ)
)−(n+p)
, x ∈ Cp (1.5.2)
donde µ ∈ Cp, Σ es una matriz hermitiana definida positiva de orden (p× p) y ψ es un
escalar positivo. Usaremos la notacio´n x∼ CTp(n,µ,ψΣ).
Definicio´n 1.5.3 Sea X una matriz aleatoria compleja de orden p× q, la cual tiene una
distribucio´n normal matriz-variada compleja con matriz de medias M y matriz de covarian-
zas Ip⊗V, donde V es una matriz hermitiana definida positiva de orden q×q. La funcio´n
de densidad de probabilidad de X esta´ dada por
pi−pq det(V )−p etr[−(X−M)V−1(X−M)H ], X ∈ Cp×q. (1.5.3)
Usaremos la notacio´n X ∼ CNp,q(M, Ip⊗V ).
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Definicio´n 1.5.4 Sea A una matriz aleatoria hermitiana definida positiva de orden (p× p),
la cual tiene una distribucio´n compleja Wishart con n grados de libertad. La funcio´n de
densidad de probabilidad esta´ dada por
det(A)n−p etr
(−AΣ−1)
Γ˜p (n)det(Σ)n
. (1.5.4)
Usaremos la notacio´n A∼ CWp (n,Σ) .
Es muy conocido (Goodman [16]) que si X ∼ CNp,q(M, Ip⊗V ), entonces para q ≥ p,
XXH ∼ CWp (q,V ).
Teorema 1.5.1 Sea X una matriz compleja de orden p× q. Decimos que X se distribuye
como una t matriz-variada compleja con para´metros M, Σ,Ψ y n, si su funcio´n de densidad
de probabilidad esta´ dada por
Γ˜p(n+ p+q−1)
pi pqΓ˜p(n+ p−1)
det(Σ)−q det(Ψ)−p
×det(Ip+Σ−1(X−M)Ψ−1(X−M)H)−(n+p+q−1), (1.5.5)
donde X ∈Cp×q, M ∈Cp×q, Σ de orden p× p yΨ de orden p× p son matrices hermitianas
definidas positivas.
Usaremos la notacio´n X ∼ CTp,q(n,M,Σ,Ψ).
Teorema 1.5.2 Sea X una matriz compleja de orden p×m, decimos que X tiene una dis-
tribucio´n t matriz-variada invertida compleja, si su funcio´n de densidad de probabilidad
esta´ dada por
Γ˜p(n+m+ p−1)
pimp Γ˜p(n+ p−1)
det(Σ)−m det(Ω)−p
×det(Ip−Σ−1(X−M)Ω−1(X−M)H)n−1, X ∈ Cp×m (1.5.6)
donde Ip−Σ−1(T −M)Ω−1(T −M)H , Σ y Ω son matrices hermitianas definidas positivas.
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Usaremos la notacio´n X ∼ CITp,m(n;M,Σ,Ω).
Sea X una matriz aleatoria compleja de orden p×m. Particionando X como X =
(X1, . . . ,Xr) donde Xi es una matriz de orden p×mi, p ≤ mi, i = 1, . . . ,r. Si (i) X ∼
CTp,m(n,M,Σ, Im), entonces (X1XH1 , . . . ,XrXHr ) posee una distribucio´n Dirichlet tipo II de
variable matriz compleja y (ii) si X ∼CITp,m(n;M,Σ,Ω), entonces (X1XH1 , . . . ,XrXHr ) posee
una distribucio´n Dirichlet tipo I de variable matriz compleja.
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CAPI´TULO 2
MOMENTOS DE LA DISTRIBUCIO´N BETA
DE VARIABLE MATRICIAL COMPLEJA
2.1. INTRODUCCIO´N
Se dice que la matriz definida positiva hermitiana aleatoria X de orden m×m tiene dis-
tribucio´n beta tipo I de matriz compleja con para´metros a(≥ m) y b(≥ m), denotada por
X ∼ CBIm(a,b), si su funcio´n de densidad de probabilidad (f.d.p.) esta´ dada por
det(X)a−m det(Im−X)b−m
B˜m(a,b)
, 0< X = XH < Im, (2.1.1)
donde B˜m(a,b) es la funcio´n beta multivariada compleja. Transformando X = (Im+Y )−1Y
con Jacobiano J(X→Y ) = det(Im+Y )−2m la f.d.p. de la matriz aleatoriaY se obtiene como
det(Y )a−m det(Im+Y )−(a+b)
B˜m(a,b)
, Y = YH > 0. (2.1.2)
La matriz aleatoria Y dicese poseer distribucio´n beta tipo II de variable matricial compleja
con para´metros a(≥ m) y b(≥ m), denotada como Y ∼ CBIIm(a,b).
Las distribuciones beta de matriz compleja pueden derivarse usando matrices Wishart
complejas independientes (Goodman [16]). Sea X1 y X2 matrices aleatorias definidas posi-
tivas hermitianas independientes de orden m. Defı´nase la transformacio´n X1+X2 = TTH
y U = T−1X1(TH)−1, donde la matriz T es triangular inferior con elementos diagonales
positivos. Si Xi ∼ CWm(ni,Σ), i = 1,2, entonces U ∼ CBIm(n1,n2). Para las propiedades
y resultados adicionales sobre distribuciones beta matriciales, se refiere al lector a Kha-
tri [36], Tan [60], Gupta [19], Gupta y Nagar [25] y Nagar, Bedoya y Arias [50].
La distribucio´n beta de matriz compleja se presenta en varios problemas en ana´lisis es-
tadı´stico multivariado. Varios estadı´sticos de prueba en ana´lisis multivariado de varianza y
covarianza son funciones de la matriz beta. La distribucio´n juega un rol esencial en varios
campos de investigacio´n. Se puede encontrar aplicaciones en campos tan diversos como
ana´lisis de series de tiempo, fı´sica nuclear y radio comunicaciones. Algunos resultados dis-
tribucionales sobre variable Gaussiana, Wishart, Wishart invertido, beta, formas cuadra´ticas
en variable normal y Dirichlet se encuentran en Khatri [37], Tan [60], Shaman [56], Smith y
Gao [57]. Recientemente, Nagar y Arias [46] han estudiado la distribucio´n Cauchy. Para al-
gunas propiedades de la distribucio´n matricial compleja, ver Andersen, Højbjerre, Sørensen
y Eriksen [1], Carmeli [6], Mehta [45], Krishnaiah [43], Reed, Mallett y Brennan [55] y
Khatri y Rao [42].
En este capı´tulo se derivan expresiones para E(X),E(X2),E[(trX)X ], E(X3), E[(trX)2X ],
E[tr(X2)X ], E(X−1), E(X−2), E[(trX−1)X−1], E(X−3), E[(trX−1)2X−1], E[tr(X−2)X−1],
E(Y ), E(Y 2), E[(trY )Y ], E(Y 3), E[(trY )2Y ], E[tr(Y 2)Y ] cuando X ∼ CBIm(a,b) y Y ∼
CBIIm(a,b).
2.2. ALGUNOS RESULTADOS U´TILES
En esta seccio´n se define las distribuciones beta y se obtienen algunas propiedades. Tam-
bie´n se da algunos resultados sobre valores esperados de polinomios zonales.
Definicio´n 2.2.1 Una matriz X definida positiva hermitiana aleatoria m×m tiene distribu-
cio´n beta tipo I generalizada con para´metros a(≥ m), b(≥ m) y Ω(=ΩH > 0), denotada
por X ∼ CBIm(a,b;Ω), si su f.d.p. esta´ dada por
det(X)a−m det(Ω−X)b−m
B˜m(a,b)det(Ω)a+b−m
, 0< X = XH <Ω. (2.2.1)
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Cuando Ω= Im, la distribucio´n beta tipo I se reduce a una distribucio´n beta tipo I estandar.
Definicio´n 2.2.2 Una matriz Y definida positiva sime´trica aleatoria de orden m×m posee
la distribucio´n beta tipo II generalizada con para´metros a(≥ m), b(≥ m) y Ω(=ΩH > 0)
denotada por Y ∼ CBIIm(a,b;Ω), si su f.d.p. esta´ dada por
det(Y )a−m det(Ω+Y )−(a+b)
B˜m(a,b)det(Ω)−b
, Y = YH > 0. (2.2.2)
Si Ω= Im, la distribucio´n beta tipo II generalizada se reduce a la distribucio´n beta tipo
II estandar.
Ahora, damos ciertas propiedades de las distribuciones beta que se usan para obtener
algunos resultados en e´sta y en subsiguientes secciones.
Teorema 2.2.1 Sea X ∼ CBIm(a,b;Ω) y C cualquier matriz de orden m×m no singular
compleja. Entonces, CXCH ∼ CBIm(a,b;CΩCH).
Prueba: Esto se sigue inmediatamente de la transformacio´n W = CXCH con Jacobiano
J(X →W ) = det(CCH)−m en la densidad de X dada por (2.2.1).
Corolario 2.2.1.1 Sea X ∼ CBIm(a,b;Ω) y Ω−1 =CHC, entonces CXCH ∼ CBIm(a,b).
Teorema 2.2.2 Sea Y ∼CBIIm(a,b;Ω) y C cualquier matriz no singular compleja de orden
m×m . Entonces, CYCH ∼ CBIIm(a,b;CΩCH).
Prueba: Se obtiene inmediatamente por la transformacio´n Z=CYCH con Jacobiano J(Y →
Z) = det(CCH)−m en la densidad de Y dada por (2.2.2).
Corolario 2.2.2.1 Sea Y ∼ CBIIm(a,b;Ω) y Ω−1 =CHC, entonces CYCH ∼ CBIIm(a,b).
Teorema 2.2.3 Sea X ∼ CBIm(a,b) y U (m×m) una matriz unitaria, cuyos elementos son
constantes o variables aleatorias distribuidas independientemente de X. Entonces, la dis-
tribucio´n de X es unitaria e invariante bajo la transformacio´n X →UXUH , y es indepen-
diente de U en el segundo caso.
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Prueba: Primero, Sea U una matriz unitaria constante. Entonces, por corolario 2.2.1.1,
UXUH ∼ CBIm(a,b) puesto que UUH = Im. Sin embargo, si U es unitaria aleatoria, en-
toncesUXUH |U ∼CBIm(a,b). como esta distribucio´n no depende deU ,UXUH ∼CBIm(a,b).
Teorema 2.2.4 Sea Y ∼ CBIIm(a,b) y U (m×m) una matriz unitaria cuyos elementos son
constantes o variables aleatorias distribuidas independientemente de Y . Entonces, la dis-
tribucio´n de Y es invariante bajo la transformacio´n UYUH , y es independiente de U en el
segundo caso.
Prueba: Similar a la prueba del teorema 2.2.3.
Se sabe que si X ∼ CBIm(a,b) y Y ∼ CBIIm(a,b), entonces (James [34], Khatri [37]),
E[C˜κ(X)] =
[a]κ
[a+b]κ
C˜κ(Im), (2.2.3)
E[C˜κ(X−1)] =
[−a−b+m]κ
[−a+m]κ C˜κ(Im), Re(a)> m−1+ k1, (2.2.4)
y
E[C˜κ(Y )] =
(−1)k[a]κ
[−b+m]κ C˜κ(Im), Re(b)> m−1+ k1, (2.2.5)
donde C˜κ(X) es el polinomio zonal de una matriz hermitiana m×m correspondiente a la
particio´n κ .
2.3. MOMENTOS
En esta seccio´n, se obtiene varios resultados esperados de funciones de matriz compleja de
matrices beta tipo I y beta tipo II.
Lema 2.3.1 Sea X ∼CBIm(a,b). Entonces, para un entero positivo r, (i) E(X r)= c˜r(m,a,b)Im,
y (ii) si E(X−r) existe, entonces esta´ dada por E(X−r) = d˜r(m,a,b)Im, donde c˜r(m,a,b) y
d˜r(m,a,b) son constantes dependientes de r,m, a y b.
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Prueba: Como para cualquier matriz unitariaU de orden m×m, las matrices complejas X
yUXUH tienen la misma distribucio´n, se obtiene
E(X r) = E[(UXUH)r] =UE(X r)UH ,
lo cual implica que
E(X r)U = UE(X r).
Luego, E(X r) debe ser un mu´ltiplo escalar de la matriz identidad. Un argumento similar es
valido para E(X−r).
Lema 2.3.2 Sea X ∼ CBIm(a,b;Ω). Entonces,
(i) E(X) = c˜1(m,a,b)Ω,
(ii) E(X−1) = d˜1(m,a,b)Ω−1,
(iii) E(XΩ−1X) = c˜2(m,a,b)Ω,
(iv) E(X−1ΩX−1) = d˜2(m,a,b)Ω−1,
(v) E(XΩ−1XΩ−1X) = c˜3(m,a,b)Ω,
(vi) E(X−1ΩX−1ΩX−1) = d˜3(m,a,b)Ω−1,
donde c˜r(m,a,b) y d˜r(m,a,b) se definen en el lema 2.3.1.
Prueba: Sea Ω = MMH donde M es una matriz compleja no singular de orden m×m.
Considere aW =M−1X(MH)−1 y notese queW ∼ CBIm(a,b). Ahora
E(X) = E(MWMH) = c˜1(m,a,b)MMH = c˜1(m,a,b)Ω,
E(X−1) = E[(MH)−1W−1M−1] = d˜1(m,a,b)(MMH)−1 = d˜1(m,a,b)Ω−1
y
E(X−1ΩX−1) = E[(MH)−1W−2M−1] = d˜2(m,a,b)(MMH)−1 = d˜2(m,a,b)Ω−1.
Similarmente, puede verificarse que
E(XΩ−1X) = E(MW 2MH) = c˜2(m,a,b)MMH = c˜2(m,a,b)Ω,
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E(XΩ−1XΩ−1X) = E(MW 3MH) = c˜3(m,a,b)MMH = c˜3(m,a,b)Ω,
y
E(X−1ΩX−1ΩX−1) = E[(MH)−1W−3M−1] = d˜3(m,a,b)Ω−1.
Teorema 2.3.1 Sean las constantes c˜r(m,a,b) y d˜r(m,a,b) definidas como en el lema 2.3.1.
Entonces,
c˜1(m,a,b) =
a
a+b
,
c˜2(m,a,b) =
a(a2+ab+bm−1)
(a+b−1)(a+b)(a+b+1) ,
d˜1(m,a,b) =
a+b−m
a−m , a> m,
d˜2(m,a,b) =
(a+b−m)[(a−m)2+ab−1]
(a−m)(a−m−1)(a−m+1) , a> m+1.
Prueba: Como, E(X r)= c˜r(m,a,b)Im, se tiene E[tr(X r)] = c˜r(m,a,b)m. Ası´, el coeficiente
de m en E[tr(X r)] es E(X r). Ahora, usando (1.3.13), (1.3.14), (1.3.15), (2.2.3), (2.2.4) y
(1.3.19), se obtiene
E[tr(X)] = E[C˜(1)(X)] =
[a](1)
[a+b](1)
C˜(1)(Im),
E[tr(X−1)] = E[C˜(1)(X−1)] =
[−a−b+m](1)
[−a+m](1)
C˜(1)(Im), a> m,
E[tr(X2)] = E[C˜(2)(X)]−E[C˜(12)(X)]
=
[a](2)
[a+b](2)
C˜(2)(Im)−
[a](12)
[a+b](12)
C˜(12)(Im),
y
E[tr(X−2)] = E[C˜(2)(X−1)]−E[C˜(12)(X−1)]
=
[−a−b+m](2)
[−a+m](2)
C˜(2)(Im)−
[−a−b+m](12)
[−a+m](12)
C˜(12)(Im), a> m+1.
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Ahora, usando los resultados [n](1) = n, [n](2) = n(n+1), [n](12) = n(n−1), [−n+m](1) =
−(n−m), [−n+m](2) = (n−m)(n−m−1), [−n+m](12) = (n−m)(n−m+1), C˜(1)(Im) =
m, C˜(2)(Im) = m(m+ 1)/2 y C˜(12)(Im) = m(m− 1)/2 en las expresiones anteriores y sim-
plificando, se obtiene
E[tr(X)] =
am
a+b
,
E[tr(X−1)] =
(a+b−m)m
a−m ,a> m,
E[tr(X2)] =
am(a2+ab+bm−1)
(a+b−1)(a+b)(a+b+1) ,
y
E[tr(X−2)] =
m(a+b−m)[(a−m)2+ab−1]
(a−m)(a−m−1)(a−m+1) , a> m+1.
Finalmente, el calculo de los coeficientes de m en las expresiones anteriores da los resulta-
dos deseados.
Teorema 2.3.2 Sea X ∼ CBIm(a,b). Entonces,
E(X3) =
a
6(a+b)
[
(a+1)(a+2)(m+1)(m+2)
(a+b+1)(a+b+2)
− 2(a
2−1)(m2−1)
(a+b)2−1
+
(a−1)(a−2)(m−1)(m−2)
(a+b−1)(a+b−2)
]
y
E(X−3) =
(a+b−m)
6(a−m)
[
(a+b−m−1)(a+b−m−2)(m+1)(m+2)
(a−m−1)(a−m−2)
+
(a+b−m+1)(a+b−m+2)(m−1)(m−2)
(a−m+1)(a−m+2)
−2[(a+b−m)
2−1](m2−1)
(a−m)2−1
]
, a> m+2.
Prueba: Usando (1.3.20), los valores esperados de tr(X3) y tr(X−3) se obtienen como
E[tr(X3)] = E[C˜(3)(X)]−
1
2
E[C˜(2,1)(X)]+E[C˜(13)(X)]
=
[a](3)
[a+b](3)
C˜(3)(Im)−
1
2
[a](2,1)
[a+b](2,1)
C˜(2,1)(Im)+
[a](13)
[a+b](13)
C˜(13)(Im)
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yE[tr(X−3)] = E[C˜(3)(X−1)]−
1
2
E[C˜(2,1)(X
−1)]+E[C˜(13)(X
−1)]
=
[−a−b+m](3)
[−a+m](3)
C˜(3)(Im)−
1
2
[−a−b+m](2,1)
[−a+m](2,1)
C˜(2,1)(Im)
+
[−a−b+m](13)
[−a+m](13)
C˜(13)(Im),
respectivamente. Ahora, usando los resultados [n](3) = n(n+ 1)(n+ 2), [n](2,1) = n(n+
1)(n−1), [n](13) = n(n−1)(n−2), [−n+m](3) =−(n−m)(n−m−1)(n−m−2), [−n+
m](2,1) =−(n−m)(n−m−1)(n−m+1), [−n+m](13) =−(n−m)(n−m+1)(n−m+2),
C˜(3)(Im)=m(m+1)(m+2)/6, C˜(2,1)(Im)= 2m(m2−1)/3 y C˜(13)(Im)=m(m−1)(m−2)/6
en las expresiones anteriores y simplificando, se obtiene
E[tr(X3)] =
am
6(a+b)
[
(a+1)(a+2)(m+1)(m+2)
(a+b+1)(a+b+2)
− 2(a
2−1)(m2−1)
(a+b)2−1
+
(a−1)(a−2)(m−1)(m−2)
(a+b−1)(a+b−2)
]
y
E[tr(X−3)] =
(a+b−m)m
6(a−m)
[
(a+b−m−1)(a+b−m−2)(m+1)(m+2)
(a−m−1)(a−m−2)
+
(a+b−m+1)(a+b−m+2)(m−1)(m−2)
(a−m+1)(a−m+2)
−2[(a+b−m)
2−1](m2−1)
(a−m)2−1
]
, a> m+2.
Finalmente, el ca´lculo de los coeficientes de m en las expresiones anteriores da c˜3(m,a,b)
y d˜3(m,a,b).
Similarmente, aplicando la te´cnica descrita anteriormente, los valores esperados de
(trX)2, (trX)3, tr(X) tr(X2), (trX−1)2, (trX−1)3 y tr(X−1) tr(X−2) se evalu´an como
E[(trX)2] = E[C˜(2)(X)]+E[C˜(12)(X)]
=
ma(ma2+mab+b−m)
(a+b−1)(a+b)(a+b+1) , (2.3.1)
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E[(trX)3] = E[C˜(3)(X)]+E[C˜(2,1)(X)]+E[C˜(13)(X)]
=
am
6(a+b)
[
(a+1)(a+2)(m+1)(m+2)
(a+b+1)(a+b+2)
+
4(a2−1)(m2−1)
(a+b)2−1
+
(a−1)(a−2)(m−1)(m−2)
(a+b−1)(a+b−2)
]
, (2.3.2)
E[tr(X) tr(X2)] = E[C˜(3)(X)]−E[C˜(13)(X)]
=
am
6(a+b)
[
(a+1)(a+2)(m+1)(m+2)
(a+b+1)(a+b+2)
−(a−1)(a−2)(m−1)(m−2)
(a+b−1)(a+b−2)
]
, (2.3.3)
E[(trX−1)2] = E[C˜(2)(X−1)]+E[C˜(12)(X
−1)]
=
m(a+b−m)[m(a−m)(a+b−m)+b−m]
(a−m−1)(a−m)(a−m+1) , a> m+1, (2.3.4)
E[(trX−1)3] =
(a+b−m)m
6(a−m)
[
(a+b−m−1)(a+b−m−2)(m+1)(m+2)
(a−m−1)(a−m−2)
+
(a+b−m+1)(a+b−m+2)(m−1)(m−2)
(a−m+1)(a−m+2)
+
4[(a+b−m)2−1](m2−1)
(a−m)2−1
]
, a> m+2, (2.3.5)
y
E[tr(X−1) tr(X−2)] = E[C˜(3)(X−1)]−E[C˜(13)(X−1)]
=
(a+b−m)m
6(a−m)
[
(a+b−m−1)(a+b−m−2)(m+1)(m+2)
(a−m−1)(a−m−2)
−(a+b−m+1)(a+b−m+2)(m−1)(m−2)
(a−m+1)(a−m+2)
]
, a> m+2.
(2.3.6)
Adema´s, usando (2.3.1), (2.3.2), (2.3.3), (2.3.4), (2.3.5) y (2.3.6), es fa´cil probar que
E[(trX)X ] =
a(ma2+mab+b−m)
(a+b−1)(a+b)(a+b+1)Im,
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E[(trX)2X ] =
a
6(a+b)
[
(a+1)(a+2)(m+1)(m+2)
(a+b+1)(a+b+2)
+
4(a2−1)(m2−1)
(a+b)2−1
+
(a−1)(a−2)(m−1)(m−2)
(a+b−1)(a+b−2)
]
Im,
E[tr(X2)X ] = E[tr(X)X2]
=
a
6(a+b)
[
(a+1)(a+2)(m+1)(m+2)
(a+b+1)(a+b+2)
−(a−1)(a−2)(m−1)(m−2)
(a+b−1)(a+b−2)
]
Im,
E[(trX−1)X−1] =
(a+b−m)[m(a−m)(a+b−m)+b−m]
(a−m−1)(a−m)(a−m+1) Im, a> m+1,
E[(trX−1)2X−1] =
(a+b−m)
6(a−m)
[
(a+b−m−1)(a+b−m−2)(m+1)(m+2)
(a−m−1)(a−m−2)
+
(a+b−m+1)(a+b−m+2)(m−1)(m−2)
(a−m+1)(a−m+2)
+
4[(a+b−m)2−1](m2−1)
(a−m)2−1
]
Im, a> m+2,
y
E[tr(X−1)X−2] = E[tr(X−2)X−1]
=
(a+b−m)
6(a−m)
[
(a+b−m−1)(a+b−m−2)(m+1)(m+2)
(a−m−1)(a−m−2)
−(a+b−m+1)(a+b−m+2)(m−1)(m−2)
(a−m+1)(a−m+2)
]
Im, a> m+2.
Sea Y ∼CBIIm(a,b). Entonces, usando la invarianza, es fa´cil mostrar que para un entero
positivo r, E(Y r) = e˜r(m,a,b)Im, donde e˜r(m,a,b) es una constante dependiente de r,m, a
y b. Ası´, usando este resultado, (2.2.5) y propiedades de los polinomios zonales, se obtiene
E(Y ) =
a
b−mIm,b> m,
E(Y 2) =
a(1+ab+bm−m2)
(b−m)(b−m−1)(b−m+1)Im, b> m+1,
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E[(trY )Y ] =
a[am(b−m)+a+b]
(b−m)(b−m−1)(b−m+1)Im, b> m+1,
E(Y 3) =
a
6(b−m)
[
(a+1)(a+2)(m+1)(m+2)
(b−m−1)(b−m−2) −
2(a2−1)(m2−1)
(b−m)2−1
+
(a−1)(a−2)(m−1)(m−2)
(b−m+1)(b−m+2)
]
Im, b> m+2,
E[(trY )2Y ] =
a
6(b−m)
[
(a+1)(a+2)(m+1)(m+2)
(b−m−1)(b−m−2) +
4(a2−1)(m2−1)
(b−m)2−1
+
(a−1)(a−2)(m−1)(m−2)
(b−m+1)(b−m+2)
]
Im,
y
E[tr(Y 2)Y ] = E[tr(Y )Y 2]
=
a
6(b−m)
[
(a+1)(a+2)(m+1)(m+2)
(b−m−1)(b−m−2)
−(a−1)(a−2)(m−1)(m−2)
(b−m+1)(b−m+2)
]
Im.
Adema´s, los valores esperados de funciones de Y−1 tales como E(Y−1), E(Y−2), E(Y−3),
E[(trY−1)Y−1], E[(trY−1)2Y−1]y E[tr(Y−2)Y−1] pueden obtenerse de E(Y ), E(Y 2), E(Y 3),
E[(trY )Y ], E[(trY )2Y ] y E[tr(Y 2)Y ] respectivamente observando que Y−1 ∼ CBIIm(b,a).
Finalmente, si Y ∼ CBIIm(a,b;Ω), entonces
E(Y ) =
a
b−mΩ, b> m,
E(YΩ−1Y ) =
a(1+ab+bm−m2)
(b−m)(b−m−1)(b−m+1)Ω, b> m+1,
E(YΩ−1YΩ−1Y ) =
a
6(b−m)
[
(a+1)(a+2)(m+1)(m+2)
(b−m−1)(b−m−2) −
2(a2−1)(m2−1)
(b−m)2−1
+
(a−1)(a−2)(m−1)(m−2)
(b−m+1)(b−m+2)
]
Ω, b> m+2.
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CAPI´TULO 3
PROPIEDADES DE LA DISTRIBUCIO´N
DIRICHLET DE VARIABLE MATRIZ
COMPLEJA
3.1. INTRODUCCIO´N
Como generalizacio´n de la densidad (2.1.1), se define la distribucio´n Dirichlet tipo I a
matriz compleja como sigue:
Se dice que las matrices X1, . . . ,Xn definidas positivas, hermitianas y aleatorias de orden
m×m tienen la distribucio´n Dirichlet tipo I con para´metros (a1, . . . ,an; an+1), denotada por
(X1, . . . ,Xn) ∼ CDIm(a1, . . . ,an;an+1), si su funcio´n de densidad de probabilidad conjunta
esta´ dada por
{B˜m(a1, . . . ,an;an+1)}−1
n
∏
i=1
det(Xi)ai−m det
(
Im−
n
∑
i=1
Xi
)an+1−m
(3.1.1)
donde Im−∑ni=1Xi es hermitiana definida positiva, ai > m−1, para i= 1, . . . ,n+1 y
B˜m(a1, . . . ,an;an+1) =
∏n+1i=1 Γ˜m(ai)
Γ˜m(∑n+1i=1 ai)
.
Para n = 1, dicha distribucio´n se reduce a una distribucio´n beta tipo I con para´metros
(a1,a2).
La distribucio´n Dirichlet a matriz compleja ha sido definida y estudiada por varios
autores (ver, por ejemplo, Troskie [59], Tan [60], Gupta y Nagar [25], y Cui, Gupta y
Nagar [9]). Un recuento extenso sobre la distribucio´n Dirichlet esta´ disponible en Gupta y
Nagar [32].
En este capı´tulo, veremos algunas propiedades incluyendo la expansio´n asinto´tica de la
distribucio´n.
3.2. PROPIEDADES
En esta seccio´n, se obtiene varios resultados sobre la distribucio´n Dirichlet tipo I.
Definicio´n 3.2.1 Las matrices Z1, . . . ,Zn hermitianas y definidas positivas de orden
m×m se dice que tienen distribucio´n Dirichlet tipo I de variable matricial compleja con
para´metros a1, . . ., an;an+1 y Ω, denotada por (Z1, . . . ,Zn) ∼ CDIm(a1, . . . ,an;an+1;Ω), si
su f.d.p. conjunta esta´ dada por
∏ni=1 det(Zi)ai−m det(Ω−∑ni=1Zi)an+1−m
B˜m(a1, . . . ,an;an+1)det(Ω)∑
n+1
i=1 ai−m
, (3.2.1)
donde 0< Zi = Z
H
i <Ω, i= 1, . . . ,n, y ∑
n
i=1Zi <Ω.
Teorema 3.2.1 Sea (X1, . . . ,Xn) ∼ CDIm(a1, . . . ,an;an+1) y A una matriz compleja cons-
tante no singular de orden m×m. Entonces,
(AX1AH , . . . ,AXnAH)∼ CDIm(a1, . . . ,an;an+1;AAH).
Prueba: Usando la transformacio´n Zi = AXiAH , i= 1, . . . ,n con Jacobiano
J(X1, . . . ,Xn → Z1, . . . ,Zn) = det(AAH)−mn
en (3.1.1), se obtiene el resultado deseado.
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Es fa´cil probar que si (W1, . . . ,Wn)∼ CDIm(a1, . . . ,an;an+1;B), entonces
(B−
1
2W1B−
1
2 , . . . ,B−
1
2WnB−
1
2 )∼ CDIm(a1, . . . ,an;an+1).
En el pro´ximo teorema, se demuestra que la distribucio´n Dirichlet tipo I es invariante
unitaria.
Teorema 3.2.2 Sea (X1, . . . ,Xn)∼CDIm(a1, . . . ,an;an+1) y U (m×m) una matriz unitaria,
cuyos elementos son constantes o variables aleatorias distribuidas independientemente de
X. Entonces, la distribucio´n de (X1, . . . ,Xn) es unitaria invariante bajo la transformacio´n
Xi →UXiUH , i= 1, . . . ,n y es independiente de U en el segundo caso.
Prueba: Primero, SeaU una matriz constante unitaria. Entonces, usando el Teorema 3.2.1,
se tiene (UX1UH , . . . ,UXnUH)∼CDIm(a1, . . . ,an;an+1) puesto queUUH = Im. Sin embar-
go, siU es una matriz unitaria aleatoria, entonces (UX1UH , . . . ,UXnUH)|U ∼CDIm(a1, . . . ,
an;an+1). Como esta u´ltima distribucio´n no depende deU es tambie´n distribucio´n incondi-
cional, lo que prueba el teorema.
Teorema 3.2.3 Si (X1, . . . ,Xn)∼ CDIm(a1, . . . ,an;an+1). Entonces, para 1≤ i≤ n,(
X1, . . . ,Xi−1, Im−
n
∑
r=1
Xr,Xi+1, . . . ,Xn
)
∼ CDIm(a1, . . . ,ai−1,an+1,ai+1, . . . ,an;ai).
Prueba: La transformacio´n Yk = Xk, k = 1, . . . , i− 1, i+ 1, . . . ,n y Yi = Im−∑nr=1Xr con
Jacobiano J(X1, . . . ,Xn→Y1, . . . ,Yn) = 1 en la densidad (3.1.1) da el resultado deseado.
Teorema 3.2.4 Sea (X1, . . . ,Xn)∼ CDIm(a1, . . . ,an;an+1) defı´nase
Wi =
(
Im−
s
∑
i=1
Xi
)− 12
Xi
(
Im−
s
∑
i=1
Xi
)− 12
, i= s+1, . . . ,n.
Entonces, (X1, . . . ,Xs) y (Ws+1, . . . ,Wn) son independientes,
(X1, . . . ,Xs)∼ CDIm
(
a1, . . . ,as;
n+1
∑
i=s+1
ai
)
,
y
(Ws+1, . . . ,Wn)∼ CDIm(as+1, . . . ,an;an+1).
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Prueba: TransformandoWi = (Im−∑si=1Xi)−
1
2 Xi (Im−∑si=1Xi)−
1
2 , i= s+1, . . . ,n con el
Jacobiano
J(Xs+1, . . . ,Xn →Ws+1, . . . ,Wn) = det
(
Im−
s
∑
i=1
Xi
)m(n−s)
,
en la densidad de (X1, . . . ,Xn), se obtiene el resultado deseado.
Usando (3.1.1), el “momento” mixto de orden (h1, . . . ,hn)th se deriva como
E[det(X1)h1 · · ·det(Xn)hn] =
Γ˜m(∑n+1i=1 ai)
Γ˜m(∑n+1i=1 ai+∑
n
i=1 hi)
n
∏
i=1
Γ˜m(ai+hi)
Γ˜m(ai)
.
si ai+hi >m−1, i= 1, . . . ,n, y no existe en otros casos. Las medias, varianzas y covariazas
se obtienen como
E[det(Xi)] =
m
∏
r=1
(ai− r+1)
(∑n+1i=1 ai− r+1)
, i= 1, . . . ,n,
Var[det(Xi)] =
m∑nk=1(6=i) ak
(∑n+1i=1 ai+1)(ai−m+1)
m
∏
r=1
(ai− r+1)2
(∑n+1i=1 ai− r+1)2
, i= 1, . . . ,n,
cov[det(Xi),det(X j)] = − m
∑n+1i=1 ai+1
m
∏
r=1
(ai− r+1)(a j− r+1)
(∑n+1i=1 ai− r+1)2
,
i 6= j, i, j = 1, . . . ,n.
En el pro´ximo teorema, se obtiene la f.d.p. conjunta de sumas parciales de matrices
aleatorias distribuidas conjuntamente como Dirichlet tipo I.
Teorema 3.2.5 Sea (X1, . . . ,Xn)∼ CDIm(a1, . . . ,an;an+1) y definase
X(i) =
n∗i
∑
j=n∗i−1+1
X j, a(i) =
n∗i
∑
j=n∗i−1+1
a j, n∗0 = 0, n
∗
i =
i
∑
j=1
n j, i= 1, . . . , `.
Entonces, (X(1), . . . ,X(`))∼ CDIm(a(1), . . . ,a(`);an+1).
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Prueba: Se usa la transformacio´n
X(i) =
n∗i
∑
j=n∗i−1+1
X j, y Wj = X
− 12
(i) X jX
− 12
(i) , j = n
∗
i−1+1, . . . ,n
∗
i −1, (3.2.2)
i= 1, . . . , `. El Jacobiano de esta transformacio´n esta´ dado por
J(X1, . . . ,Xn →W1, . . . ,Wn1−1,X(1), . . . ,Wn∗`−1+1, . . . ,Wn−1,X(`))
=
`
∏
i=1
J(Xn∗i−1+1, . . . ,Xn∗i →Wn∗i−1+1, . . . ,Wn∗i−1,X(i))
=
`
∏
i=1
det(X(i))
m(ni−1). (3.2.3)
Ahora, sustituyendo (3.2.2) y (3.2.3) en la densidad conjunta de (X1, . . . ,Xn) dada por
(3.1.1), se obtiene la densidad conjunta deWn∗i−1+1, . . . ,Wn∗i−1,X(i), i= 1, . . . , ` como
{B˜m(a1, . . . ,an;an+1)}−1
`
∏
i=1
det(X(i))
a(i)−m det
(
Im−
`
∑
i=1
X(i)
)an+1−m
×
`
∏
i=1
[
n∗i−1
∏
j=n∗i−1+1
det(Wj)a j−m det
(
Im−
n∗i−1
∑
j=n∗i−1+1
Wj
)an∗i −m]
, (3.2.4)
donde 0 < X(i) = X
H
(i) < Im, ∑
`
i=1X(i) < Im, 0 <Wj =W
H
j < Im, j = n
∗
i−1+ 1, . . . ,n
∗
i − 1,
∑n
∗
i−1
j=n∗i−1+1
Wj < Im, i = 1, . . . , `. Por (3.2.4), es fa´cil observar que (X(1), . . . ,X(`)) y
(Wn∗i−1+1, . . . ,Wn∗i−1), i= 1, . . . , `, estan independientemente distribuidas. Adema´s,
(X(1), . . . ,X(`))∼ CDIm(a(1), . . . ,a(`);an+1)
y
(Wn∗i−1+1, . . . ,Wn∗i−1)∼ CDIm(an∗i−1+1, . . . ,an∗i−1;an∗i ),
para i= 1, . . . , `.
Cuando `= 1, ∑ni=1Xi ∼ CBIm(∑ni=1 ai,an+1).
Ahora, daremos resultados sobre distribuciones marginal y condicional de matrices
aleatorias Dirichlet tipo I que sera´n usados para obtener varios resultados distribucionales.
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Teorema 3.2.6 Sea (X1, . . . ,Xn)∼ CDIm1+m2(a1, . . . ,an;an+1) pa´rtase Xi como
Xi =
(
X11(i) X12(i)
XH12(i) X22(i)
)
, X11(i) (m1×m1), i= 1, . . . ,n.
Entonces, (i) (X11(1), . . . ,X11(n)) y (X22·1(1), . . . ,X22·1(n)) son distribuidas independiente-
mente. Adema´s,
(X11(1), . . . ,X11(n))∼ CDIm1(a1, . . . ,an;an+1),
y
(X22·1(1), . . . ,X22·1(n))∼ CDIm2(a1−m1, . . . ,an−m1;an+1+(n−1)m1).
(ii) (X22(1), . . . ,X22(n)) y (X11·2(1), . . . ,X11·2(n)) son distribuidas independientemente.
Adema´s,
(X22(1), . . . ,X22(n))∼ CDIm2(a1, . . . ,an;an+1),
y
(X11·2(1), . . . ,X11·2(n))∼ CDIm1(a1−m2, . . . , ,an−m2;an+1+(n−1)m2).
Prueba: Ver Tan [60]
Ahora se obtendra´ las distribuciones de AXAH y (AX−1AH)−1 donde A(q×m) es una
matriz constante de rango q(≤ m).
Teorema 3.2.7 Sea (X1, . . . ,Xn)∼CDIm(a1, . . . ,an;an+1). Entonces, para una matriz com-
pleja constante A(q×m) de rango q(≤ m),
(AX1AH , . . . ,AXnAH)∼ CDIq(a1, . . . ,an;an+1;AAH).
Prueba: Escrı´base A = M
(
Iq 0
)
G, donde M (q× q) y G(m×m) son matrices compleja
no singular y unitaria, respectivamente y
(
Iq 0
)
es una matriz particonada de orden q×m
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con Iq matriz identidad de orden q× q y 0 matriz nula de orden q× (m− q). Ahora, para
i= 1, . . . ,n,
AXiAH =M
(
Iq 0
)
GXiGH
(
Iq 0
)HMH =MU11(i)MH ,
donde Ui = GXiGH y U11(i) (q×q) es el primer bloque de la diagonal principal de Ui. Por
los Teorema 3.2.2 y Teorema 3.2.6, se sabe que (U1, . . . ,Un) ∼ CDIm(a1, . . . ,an;an+1) y
(U11(1), . . . ,U11(n))∼ CDIq(a1, . . . ,an;an+1). Luego, usando el Teorema 3.2.1,
(MU11(1)M
H , . . . ,MU11(n)M
H)∼ CDIq(a1, . . . ,an;an+1;MMH)
y el resultado se sigue notando que AXiAH =MU11(i)MH , i= 1, . . . ,m yMMH = AAH .
Corolario 3.2.7.1 Sea (X1, . . . ,Xn)∼ CDIm(a1, . . . ,an;an+1) y c ∈ Cm, c 6= 0, entonces(
cHX1c
cHc
, . . . ,
cHXnc
cHc
)
∼ DI(a1, . . . ,an;an+1).
Prueba: To´mese q= 1 en el Teorema 3.2.7.
La distribucio´n Dirichlet tipo I designada por DI(a1, . . . ,an;an+1) usada en el anterior
corolario es definida por la f.d.p.
Γ(∑n+1i=1 ai)
∏n+1i=1 Γ(ai)
n
∏
i=1
xai−1i
(
1−
n
∑
i=1
xi
)an+1−1
,
donde xi > 0, i= 1, . . . ,n,∑ni=1 xi < 1 y ai > 0, i= 1, . . . ,n+1.
En Corolario 3.2.7.1 la distribucio´n de
(
cHX1c
cHc , . . . ,
cHXnc
cHc
)
no depende de c. Luego si
z(m× 1) es un vector aleatorio complejo, independiente de (X1, . . . ,Xn), y P(z 6= 0) = 1,
entonces se sigue que(
zHX1z
zHz
, . . . ,
zHXnz
zHz
)
∼ DI(a1, . . . ,an;an+1).
Teorema 3.2.8 Sea A una matriz constante compleja de orden q×m y de rango q(≤ m).
Si(X1, . . . ,Xn) ∼ CDIm(a1, . . . ,an;an+1). Entonces
((AX−11 A
H)−1, . . . ,(AX−1n A
H)−1)∼ CDIq(a1−m+q, . . . ,an−m+q;
an+1+(n−1)(m−q);(AAH)−1).
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Prueba: Escrı´base A=M
(
Iq 0
)
G, dondeM (q×q) es no singular yG(m×m) es unitaria.
Ahora, para i= 1, . . . ,n,
(AX−1i A
H)−1 = [M
(
Iq 0
)
GX−1i G
H (Iq 0)HMH ]−1
= (MH)−1
[(
Iq 0
)
U−1i
(
Iq
0
)]−1
M−1
= (MH)−1(U11i )
−1M−1,
dondeUi =GXiGH =
(
U11(i) U12(i)
U21(i) U22(i)
)
,U11(i) (q×q), yU11i =U−111·2(i), i= 1, . . . ,n. Notese que
(U1, . . . ,Un)∼ CDIm(a1, . . . ,an;an+1). Luego, por el teorema 3.2.6,
(U11·2(1), . . . ,U11·2(n))∼ CDIq(a1−m+q, . . . ,an−m+q;an+1+(n−1)(m−q))
y el teorema 3.2.1,
((MH)−1U11·2(1)M−1, . . . ,(MH)−1U11·2(n)M−1)
∼ CDIq(a1−m+q, . . . ,an−m+q;an+1+(n−1)(m−q);(MMH)−1).
La demostracio´n se completa observando que (AX−1i A
H)−1 = (MH)−1U11·2(i)M−1, i =
1, . . . ,n y MMH = AAH .
Por el teorema anterior, cuando c ∈ Cm, c 6= 0, se sigue que(
cHc
cHX−11 c
, . . . ,
cHc
cHX−1n c
)
∼ DI(a1−m+1, . . . ,an−m+1;an+1+(n−1)(m−1)).
Ahora, si z(m× 1) es un vector aleatorio independiente de (X1, . . . ,Xn), y P(z 6= 0) = 1,
entonces(
zHz
zHX−11 z
, . . . ,
zHz
zHX−1n z
)
∼ DI(a1−m+1, . . . ,an−m+1;an+1+(n−1)(m−1)).
Finalmente, sustituyendo n= 1 en los resultados obtenidos para la distribucio´n Dirichlet
tipo I, se logra varias propiedades interesantes de la distribucio´n beta tipo I. Se asume que
X ∼ CBIm(a1,a2).
34
(i) Sea A una matriz constante no singular de orden m×m. Entonces, la distribucio´n de
Z = AXAH , denotada por Z ∼ CBIm(a1,a2;AAH), esta´ dada por la siguiente f.d.p.
det(Z)a1−m det(AAH−Z)a2−m
B˜m(a1,a2)det(AAH)a1+a2−m
,0< Z = ZH < AAH .
(ii) SiW ∼ CBIm(a1,a2;B), entonces B−
1
2WB−
1
2 ∼ CBIm(a1,a2).
(iii) SeaU (m×m) una matriz unitaria cuyos elementos son ya sea constantes o variables
aleatorias distribuidas independientemente de X . Entonces la distribucio´n de X es
unitaria invariante bajo la transformacio´n X →UXUH , y es independiente de U en
el segundo caso.
(iv) Para una matriz constante compleja A de orden q×m y de rango q(≤ m),
AXAH ∼ CBIq(a1,a2;AAH)
y
(AX−1AH)−1 ∼ CBIq(a1−m+q,a2;(AAH)−1).
(v) Sea c ∈ Cm, c 6= 0, entonces
cHXc
cHc
∼ BI(a1,a2)
y
cHc
cHX−1c
∼ BI(a1−m+1,a2).
Adema´s, si z(m×1) es un vector independiente de X y P(z 6= 0) = 1, entonces
zHXz
zHz
∼ BI(a1,a2)
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yzHz
zHX−1z
∼ BI(a1−m+1,a2).
La distribucio´n beta tipo I univariada denotada por BI(a1,a2) se define por la f.d.p.
Γ(a1+a2)
Γ(a1)Γ(a2)
xa1−1(1− x)a2−1,0< x< 1.
Los valores esperados de X y X−1 pueden obtenerse facilmente usando los anteriores
resultados. Para cualquier c ∈ Cm×1, c 6= 0, se sabe que cHXccHc ∼ BI(a1,a2) y c
Hc
cHX−1c ∼
BI(a1−m+1,a2) y ası´
E(cHXc) = E(u1)cHc y E(cHX−1c) = E
(
1
u2
)
cHc
donde u1 ∼ BI(a1,a2),u2 ∼ BI(a1−m+1,a2). Luego, para todo c ∈ Cm×1,
cHE(X)c=
(
a1
a1+a2
)
cHc,a1 > m−1,a2 > m−1,
y
cHE(X−1)c=
(
a1+a2−m
a1−m
)
cHc,a1 > m,a2 > m−1,
lo cual implica que
E(X) =
(
a1
a1+a2
)
Im,a1 > m−1,a2 > m−1, (3.2.5)
y
E(X−1) =
(
a1+a2−m
a1−m
)
Im,a1 > m,a2 > m−1. (3.2.6)
como para una matriz A(q×m) constante de rango q(≤ m),
(AAH)−
1
2AXAH(AAH)−
1
2 ∼ CBIq(a1,a2)
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y(AAH)
1
2 (AX−1AH)−1(AAH)
1
2 ∼ CBIq(a1−m+q,a2)
se obtiene de (3.2.5) y (3.2.6),
E(AXAH) =
(
a1
a1+a2
)
AAH ,a1 > m−1,a2 > m−1,
E(AXAH)−1 =
(
a1+a2−q
a1−q
)
(AAH)−1,a1 > m,a2 > m−1,
E(AX−1AH)−1 =
(
a1−m+q
a1+a2−m+q
)
(AAH)−1,a1 > m−1,a2 > m−1,
y
E(AX−1AH) =
(
a1+a2−m
a1−m
)
AAH ,a1 > m,a2 > m−1.
3.3. EXPANSIO´N ASINTO´TICA
En esta seccio´n se da la expansio´n asinto´tica de la funcio´n de densidad de probabilidad de
la distribucio´n Dirichlet tipo I. Primero se enuncian tres lemas que sera´n necesarios para el
resultado final.
Lema 3.3.1 Para |arg(z)| ≤ pi−ε,ε > 0, el logaritmo de Γ(z+c) puede expandirse como
lnΓ(z+ c) =
(
z+ c− 1
2
)
lnz− z+ ln
√
2pi
+
r
∑
s=1
(−1)s+1Bs+1(c)
s(s+1)
z−s+O(z−r−1),
donde Bk(x) es el polinomio de Bernoulli de grado k y orden uno.
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Lema 3.3.2 Para escalares c1 y c2, se tiene
ln
[
Γ˜m(z+ c1)
Γ˜m(z+ c2)
]
= (c1− c2)m lnz
+
m
∑
i=1
r
∑
s=1
(−1)s+1
s(s+1)
[Bs+1 (c1− i+1)−Bs+1 (c2− i+1)]z−s
+O(z−r−1), |arg(z)| ≤ pi− ε,ε > 0
donde Bk(x) es el polinomio de Bernoulli de grado k y orden uno.
Prueba: Escribiendo las funciones gamma multivariadas en te´rminos de las funciones
gamma ordinarias utilizando (1.2.4), se obtiene
Γ˜m(z+ c1)
Γ˜m(z+ c2)
=
m
∏
i=1
Γ(z+ c1− i+1)
Γ(z+ c2− i+1) . (3.3.1)
Ahora, tomando logaritmo y usando Lema 3.3.1 en la expresio´n anterior, se obtiene el
resultado deseado.
Lema 3.3.3 Parama´x1≤i≤n |λi|< 1, donde λ1, . . . ,λn son valores propios de la matriz Z/n,
− lndet
(
Im− Zn
)
=
r
∑
s=1
n−s tr(Zs)
s
+O(n−r−1).
Teorema 3.3.1 Sea (X1, . . . ,Xn)∼CDIm(a1, . . . ,an;an+1). Defı´naseWi= an+1Xi, i= 1, . . . ,n.
Entonces, la f.d.p. de (W1, . . . ,Wn) puede expresarse como[
n
∏
i=1
det(Wi)ai−m
Γ˜m(ai)
]
exp
(
−
n
∑
i=1
Wi
)[
1+
d˜1
2an+1
+
3d˜21 +4d˜2
24a2n+1
+O(a−3n+1)
]
, (3.3.2)
donde Wi =WHi > 0, i= 1, . . . ,n,
d˜1 =− tr
(
n
∑
i=1
Wi
)2
+2m tr
(
n
∑
i=1
Wi
)
+am(a−m),
d˜2 =−2tr
(
−
n
∑
i=1
Wi
)3
+3m tr
(
n
∑
i=1
Wi
)2
− 1
2
am(2a2−3am+2m2−1)
y a= ∑ni=1 ai.
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Prueba: SustituyendoWi = an+1Xi, i= 1,2, . . . ,n, con
J(X1, . . . ,Xn →W1, . . . ,Wn) = a−nm2n+1
en (3.1.1), se obtiene la f.d.p. de (W1, . . . ,Wn) como[
n
∏
i=1
det(Wi)ai−m
Γ˜m(ai)
]
I1I2, Wi =WHi > 0, i= 1, . . . ,n, (3.3.3)
donde
I1 =
Γ˜m(∑n+1i=1 ai)
Γ˜m(an+1)
a−m∑
n
i=1 ai
n+1 ,
I2 = det
(
Im− Wan+1
)an+1−m
con W =
n
∑
i=1
Wi.
Ahora, usando Lema 3.3.2 con r = 2,z= an+1,c1 = a y c2 = 0, se obtiene
lnI1 =
1
2an+1
m
∑
i=1
[B2 (a− i+1)−B2 (1− i)]
− 1
6a2n+1
m
∑
i=1
[B3 (a− i+1)−B3 (1− i)]+O(a−3n+1)
donde B2(x) = x2−x+1/6 y B3(x) = x3−3x2/2+x/2. Sustituyendo por B2(·) y B3(·) en
la expresio´n anterior y simplificando, se obtiene
lnI1 =
am(a−m)
2an+1
− am(2a
2−3am+2m2−1)
12a2n+1
+O(a−3n+1). (3.3.4)
Adema´s, aplicando Lema 3.3.3 da
lnI2 = tr(−W )+ 12an+1 [2m tr(W )− tr(W
2)]
+
1
6a2n+1
[3m tr(W 2)−2tr(W 3)]+O(a−3n+1). (3.3.5)
Luego, usando (3.3.4) y (3.3.5) se llega a
lnI1+ lnI2 = tr(−W )+ d˜12an+1 +
d˜2
6a2n+1
+O(a−3n+1) (3.3.6)
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donde d˜1y d˜2 esta´n dadas en el Teorem 3.3.1. Luego se obtiene
I1I2 = etr(−W )
[
1+
d˜1
2an+1
+
3d˜21 +4d˜2
24a2n+1
+O(a−3n+1)
]
. (3.3.7)
Finalmente, sustituyendo (3.3.7) en (3.3.3) se consigue el resultado deseado.
La expresio´n (3.3.2) puede usarse para dar una fo´rmula asinto´tica correspondiente para
la funcio´n acumulada de probabilidad de (X1, . . . ,Xn), i.e.,
Pn(A1, . . . ,An;a1, . . . ,an;an+1) = Pn(0< X1 < A1, . . . ,0< Xn < An)
donde A1, . . . ,An son matrices definidas positivas y hermitianas. Escribiendo Bi = bn+1Ai,
i= 1,2, . . . ,n se tiene
Pn(A1, . . . ,An;a1, . . . ,an;an+1)
= Pn(0<W1 < B1, . . . ,0<Wn < Bn)
=
∫
0<W1<B1
· · ·
∫
0<Wn<Bn
[
n
∏
i=1
det(Wi)ai−m
Γ˜m(ai)
]
exp
(
−
n
∑
i=1
Wi
)
×
[
1+
d˜1
2an+1
+
3d˜21 +4d˜2
24a2n+1
+O(a−3n+1)
]
dW1 · · ·dWn (3.3.8)
donde B1, . . . ,Bn son matrices definidas positivas hermitianas. Se observa que cada te´rmino
en (3.3.8) es una combinacio´n de las funciones
G˜α,K1,K2(B1, . . . ,Bn)
=
∫
0<W1<Bn
· · ·
∫
0<Wn<Bn
[
n
∏
i=1
det(Wi)ai−m
Γ˜m(ai)
]
exp
(
−
n
∑
i=1
Wi
)
×
[
tr
(
−
n
∑
i=1
Wi
)α]K1 [
tr
(
−
n
∑
i=1
Wi
)]K2
dW1 · · ·dWn. (3.3.9)
La integral del lado derecho en (3.3.9) no parace fa´cil de evaluar.
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CAPI´TULO 4
CONCLUSIONES Y SUGERENCIAS
• En el capı´tulo 2 se obtuvieron varios resultados esperados de la funcio´n de matriz
compleja de matrices beta tipo I y beta tipo II. Estos resultados fueron obtenidos us-
ando invarianza y resutados de polinomios zonales de matrices hermitianas para k =
2,3. Los resultados sobre polinomios zonales para k= 4,5 tambie´n esta´n disponibles,
entonces los valores esperados como E[(trX j1)r1(trX j2)r2], j1r1+ j2r2 = 4,5 pueden
ser obtenidos. Este tema sera´ objeto de estudio de una futura investigacio´n.
• En el capı´tulo 3, se obtubieron tambie´n varios resultados esperados y la expansio´n
asinto´tica de la distribucio´n Dirichlet tipo I de variable matriz compleja. Dado que
la distribucio´n beta tipo I matricial compleja es un caso especial de la distribucio´n
Diriclhet tipo I de variable matriz compleja, los resultados obtenidos en este capı´tulo
son tambie´n validos para la distribucio´n beta tipo I matricial compleja. Sera´ posible
obtener resultados similares a los del capı´tulo 3 para la distribucio´n Diriclhet tipo II
de variable matricial compleja?. La integral al lado derecho de (3.3.9) no es fa´cil de
evaluar. Trabajo adicional sobre e´sto se reportara´ posteriormente en un artı´culo de
investigacio´n o reporte te´cnico.
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