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Erbium-167-doped yttrium orthosilicate (167Er3+:Y2SiO5) is a rare-earth-ion-doped crystal
which possesses unique properties that would make it an ideal microwave-addressed quantum
memory. It has an optical transition at 1.5 µm, which lies in the telecom C-band where much of
the optical telecommunications infrastructure is already operating. It also possesses both nuclear
and electron spin states, and hyperfine structure with transitions at microwave frequencies.
The hyperfine structure exhibits microwave frequency transitions with or without an applied
magnetic field, which would allow for a memory compatible with superconducting systems.
However, the complicated hyperfine structure has prevented the transitions of 167Er3+:Y2SiO5
from being fully utilised.
With the recent publication of new spin Hamiltonian parameters for the ground state of
167Er3+:Y2SiO5, we can predict which transitions should have the longest coherence time at
zero field. Based on calculations using these spin Hamiltonian parameters, we used Raman
heterodyne spectroscopy to investigate the hyperfine structure of 167Er3+:Y2SiO5 for small
magnetic fields and for energy level differences from 600 to 1200 MHz. We observed many
transitions from the 4I15/2 ground state, as well as the 4I13/2 excited state that until now has
had little investigation regarding its hyperfine structure.
By comparing our spectra to the existing ground state spin Hamiltonian parameters, and
unpublished excited state parameters, we identified the origin of many of the transitions. We
observed differences between the predicted transition frequencies from both sets of parameters
and the experimental data. The data obtained using Raman heterodyne was used to improve
both ground and excited state parameters to give a better description of the zero-field hyperfine
splittings.
In addition, we identified transitions from both the 4I15/2 ground and 4I13/2 excited state
that have a small dependence on magnetic field. These transitions, with zero field frequencies
of 879.4 MHz and 896.7 MHz respectively, yielded coherence times of 67 µs and 300 µs at
3.2 K, when measured with a two-pulse spin echo sequence. By using a dynamic decoupling
sequence, we extending the coherence times of the transitions at 879.4 MHz to 380 µs and for
the transitions at 896.7 MHz, to 1.4 ms.
iv
These coherence time measurements demonstrate an improvement of a previous zero field
coherence measurement in 167Er3+:Y2SiO5. By operating at lower temperatures, reducing the
167Er3+ ion concentration or using a different transition, it should be possible to extend the
coherence time of 167Er3+:Y2SiO5 even further.
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1.1 Introduction and Motivation
The field of quantum computing and quantum information is an area of considerable
research. A quantum computer can in theory perform certain tasks that the modern, classical
computers we use every day cannot, such as factorising integers faster with Shor’s algorithm [1]
or simulating many-body quantum systems [2]. Rather than recording information as bits,
which can take on a state of 0 or 1, a quantum bit or qubit can be in the state 0, 1 or a
superposition of the two states.
Many different physical systems have been investigated as possible qubits for quantum
computing, including trapped ions [3, 4], donor spins in silicon [5, 6], color centers in dia-
mond [7] and superconducting circuits [8]. A particularly appealing system of current interest
is found in rare-earth dopants in insulating crystals, or rare-earth-ion-doped crystals (REICs),
due to their long optical [9] and spin [10] coherence times. Long coherence times are one
of the criteria proposed by DiVincenzo as necessary for an experimental implementation of
a quantum computer [11]. The spin coherence time of 6 hours measured in a REIC [10] in
particular is currently the longest coherence time measured in any system.
REICs have already been used for various quantum information applications. These include
quantum memories [12], generation of quantum correlations for quantum repeaters [13, 14],
quantum state teleportation [15], and quantum state transfer from an atomic gas ensemble to a
REIC [16].
The choice of rare-earth ion is important for practical implementations of any quantum
computing component. Rare-earths can be categorised into two groups: Kramers ions, which
have an odd number of 4f electrons, and non-Kramers ions, which do not. For non-Kramers
ions in low symmetry sites of a crystal, the electronic angular momentum is quenched. This
means that the hyperfine transitions have strengths on the order of the nuclear magneton
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(7.6 MHz/T). The electronic angular momentum is not quenched for Kramers ions, and so the
resulting hyperfine transitions will be stronger, on the order of the Bohr magneton (14 GHz/T).
Europium, which was used to demonstrate the 6 hour long coherence time [10], is a non-
Kramers ion. The hyperfine transitions of non-Kramers ions occur between nuclear spin states,
and thus their transition strengths will be on the order of the nuclear magneton. Kramers
ions will have electron spin states (as well as nuclear spin states for certain isotopes), so if a
hyperfine transition occurs between two different electron spin states in the ion, the oscillator
strength will be larger than that of a non-Kramers transition, or a transition between two
different nuclear spin states. Larger oscillator strengths for an ion are favourable, as they allow
for better coupling to cavities or hybrid quantum systems.
Although having larger oscillator strengths is beneficial, it can also be an undesirable
property of a rare-earth ion. The electron spin of a Kramers ion results in a larger magnetic
moment, which increases dephasing and in turn decreases the coherence time.
Nevertheless, different Kramers ions have been investigated due to the appeal of utilising
strong electron spin transitions [17–19]. Amongst all the Kramers (and non-Kramers) ions,
erbium (Er3+) is of particular interest. Erbium has a unique optical transition at 1.5 µm in the
telecommunications C-band. This is the frequency band of lowest loss for the optical fibers
currently used in telecommunications infrastructure; using erbium, as opposed to any other
rare-earth ion, would therefore allow direct compatibility with the existing infrastructure.
The choice of host in a REIC is also important. The primary source of dephasing for a
rare-earth ion in a crystal host are the magnetic field fluctuations from nearby spins in the
crystal. A popular host crystal is yttrium orthosilicate (Y2SiO5) as the fluctuations from the
host ions are among the smallest. The magnetic moment of the host yttrium nuclei is the
dominant source of dephasing in the crystal, though some uncommon isotopes of silicon and
oxygen also possess magnetic moments [20].
There have already been many investigations about the structure [17, 21–24] and dynam-
ics [9, 20, 25–31] of Er3+:Y2SiO5, as well as potential use for quantum information applications.
Light storage, necessary for a quantum memory, [32] and a multimode microwave quantum
memory [33] have already been demonstrated in Er3+:Y2SiO5. It has also been investigated as a
microwave-to-optical photon converter [34], which provides a way to interface superconducting
qubits across a distance along the fiber network. Recently, a very long coherence time of 1.3 s
was obtained in a large magnetic field [30].
The majority of these demonstrations have utilised the electronic Zeeman states of the even
mass number isotopes of erbium. The even isotopes have no nuclear spin (I = 0), and thus their
hyperfine structure takes on the simple form of two states, degenerate unless a magnetic field
is applied. The resulting coherence times from these states are not very long. The coherence
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time of the transition used to demonstrate a multimode memory was 5.6 µs, measured in a field
of 246 mT [33]. A recent measurement in the 4I13/2 electronic excited state of Er3+:Y2SiO5
resulted in a coherence time of 1.6 µs in a field of 8.7 mT [35].
One isotope of erbium does contain nuclear spin, erbium-167, with I = 7/2. This results
in a more complicated hyperfine structure, with 16 hyperfine levels in the lowest crystal field
level of the ground state. These energy levels are a mixture between electron and nuclear spin
states. Electromagnetically induced transparency has been observed in 167Er3+:Y2SiO5 at zero
field, which suggests that light storage is possible [17].
As mentioned previously, a long coherence time of 1.3 s was recently obtained from this
isotope by using a large magnetic field of 7 T and cooling to 1.4 K [30]. At the very high
magnetic fields used the nuclear and electronic spin states factorise, and so these long coherence
times were observed for transitions which were essentially nuclear spin transitions. The low
oscillator strengths of these transitions would therefore make them unsuitable for a microwave
memory. It is possible for transitions to occur at high field between levels of different electron
spin number, but these transitions will have a first-order Zeeman shift on the same order as the
even isotopes, so the resulting coherence times will not be very long.
Rather than operating at a high magnetic field, we wish to extend the coherence time of
167Er3+:Y2SiO5 without applying an external magnetic field. At zero field and low fields,
the nuclear and electron spin states in 167Er3+:Y2SiO5 are mixed. Transitions at low fields
can potentially occur between energy levels with different electron spin numbers, which
have larger oscillator strengths, so a zero or low field transition would be more suitable
for a microwave-addressed quantum memory. This would allow an erbium-based quantum
memory, for example, to be compatible with superconducting qubits, or other superconducting
resonant systems [36]. Furthermore, the larger oscillator strengths of the electron spin state
transitions of 167Er3+:Y2SiO5 will also allow for better coupling to such superconducting
systems. Superconducting qubits are a popular choice for a quantum processor due to their
scalability and ease of use, but their coherence times are not as long as those of other solid
state systems like donors in silicon or REICs [37]. Interfacing with a solid state system that
does have a longer coherence time would allow for a greater number of operations, or the other
solid state system could be used to store information [37]. 167Er3+:Y2SiO5 is a good system
to interface with, as it has plenty of transitions at microwave frequencies (up to 5 GHz at zero
field), which is the frequency range that superconducting qubits operate at [38].
Previously, at zero magnetic field, coherent Raman beats were used to measure a sublevel
coherence of 50 µs in 167Er3+:Y2SiO5 [29]. The coherence time at zero field can be extended
by a careful choice of transition, using what are known as zero first-order Zeeman shift
(ZEFOZ) transitions. These transitions are insensitive to small magnetic field fluctuations and
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will thus have longer coherence times [39, 40]. This technique was used in order to obtain
the 6 hour coherence time from europium-doped Y2SiO5 [10], and has been used in other
materials [39, 41, 42].
In order to use ZEFOZ transitions, an accurate model of the hyperfine transitions in the
form of a spin Hamiltonian is needed. Although there have been spin Hamiltonian parameters
for the 4I15/2 ground state of 167Er3+:Y2SiO5 available for some time [21], there have been
discrepancies at zero field [43]. Recently, a new spin Hamiltonian was obtained using electron
paramagnetic resonance (EPR) at high fields, and also at zero field [23]. The spectral predictions
from these parameters show good correspondence to spectra obtained using EPR with a
Josephson bifurcation amplifier at low fields [24]. It should therefore be possible to use the new
parameters [23] to predict which ground state hyperfine transition of 167Er3+:Y2SiO5 should
have the longest coherence time. If a transition at zero field with a long coherence time exists,
then it would be ideal to use for a microwave-addressed quantum memory.
1.2 Thesis Outline
In this thesis, we will use Raman heterodyne spectroscopy [44, 45] to measure hyperfine
structure from the 4I15/2 ground and 4I13/2 excited state of 167Er3+:Y2SiO5 at low and zero
magnetic fields. Our choice of microwave frequencies will be based on the predictions from the
ground state spin Hamiltonian parameters as to which transition will have the longest coherence
time. Any suitable transitions found can be characterised by measuring their coherence time
using spin echoes.
Chapters 2 and 3 introduce the background knowledge required to understand the experimen-
tal work. Chapter 2 introduces the rare-earths, in particular erbium-doped yttrium orthosilicate
and its structure and properties. The zero first-order Zeeman shift technique is described, along
with the experimental detection method, Raman heterodyne. Chapter 3 introduces background
information about the spin relaxation processes relevant to this thesis: the coherence time and
population lifetime, and the relevant mathematical background. Methods of measuring the
coherence time (two-pulse spin echoes) and extending it (dynamic decoupling) are explained.
Relevant measurements in Er3+:Y2SiO5 are discussed, as well as previous coherence time
measurements in other rare-earth doped systems and other solid state systems. The transitions
in 167Er3+:Y2SiO5 that should have the longest coherence time at zero field are determined.
Chapter 4 contains the experimental setup and results of the Raman heterodyne spectroscopy
of 167Er3+:Y2SiO5. Details on the design of the microwave resonator used for the experiments
are given, along with details on the rest of the experimental setup. Many spectra were found,
some ZEFOZ transitions as well as other transitions with small first-order Zeeman shift. In
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Chapter 5, the measured spectra are compared to the predictions from ground state spin
Hamiltonian parameters [23] as well as unpublished excited state parameters obtained through
crystal-field modelling. Discrepancies between the parameter predictions and measured spectra
prompted further refinement to the parameters. The low field Raman heterodyne data was
used to refine the parameters, resulting in a better agreement with the measured and predicted
spectra from both sets of parameters.
In Chapter 6 coherence times of some of the transitions identified in Chapter 4 are measured.
The experimental setup is described, which the pulsed equivalent to the continuous measure-
ments from Chapter 4. Most of the experiments used two pulse spin echoes and dynamic
decoupling pulse sequences to measure the coherence. The electronic state of origin of some
transitions were also identified based on pulsed measurements.
Finally, Chapter 7 summarises the results from the previous chapters, and discusses how
the coherence time of 167Er3+:Y2SiO5 can be further extended.
1.3 Division of Labour
Many of the key results from this thesis have been summarised and written in a manuscript
(with a preprint available on arXiv [46]), which has been submitted to Physical Review Letters.
The coauthors, Yu-Hui (Stephen) Chen and Sebastian Horvath, were postdoctoral researchers
in the same group as me who gave me advice and assisted me with many of the experiments
described in this thesis, and Jevon Longdell was the principal investigator and academic
supervisor.
This thesis fits within the same wider project together with my Honours dissertation [47],
and as a result the background and motivation of two theses overlap to some extent. Figures in
this thesis that are derived from my Honours dissertation have been slightly modified and are
acknowledged in the figure caption. The two background chapters, Chapter 2 and Chapter 3
cover similar content to corresponding chapters in my Honours dissertation, however they
are much expanded and in some cases additional sections were included. The sections of
Chapter 2 follow the equivalent chapter of my Honours dissertation, but rewritten and with
more information. The same is true for Chapter 3, but with the addition of more sections,
including a section that models and predicts the coherence time of transitions in 167Er3+:Y2SiO5
at zero field.
For Chapter 4, Stephen Chen provided much guidance on how to design and simulate
microwave resonators, and Peter Stroud machined the resonator based on my designs. The
experimental setup is very similar to the setup I used in my Honours dissertation. Likewise,
much of the experimental code is reused from my Honours work, with some code originating
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from Stephen, or Xavier Fernandez Gonzalvo. Some of the setup, in particular the cryostat and
detection system in the shielded box were put together by Xavier. Stephen and Sebastian both
provided advice and hands-on contribution during various points of the experimental work.
In Chapter 5, the parameters used for predicting spectra from the ground state were deter-
mined by Stephen in Ref. [23], while the unpublished excited state parameters were determined
by Sebastian. I extracted data points from the Raman heterodyne spectra from Chapter 4, which
were used by both Stephen and Sebastian to fit to new parameters for the ground and excited
states respectively. I performed the subsequent comparisons between measured and predicted
spectra.
Much like Chapter 4, in Chapter 6 the setup and code is similar to what I used in my Honours
work, with some snippets of code originating from Xavier. Stephen provided assistance during
many of the experiments, including practical components as I had a broken hand at the time.
Sebastian also assisted with some of the early two pulse echo measurements.
Chapter 2
Properties and Spectroscopy of
Rare-Earth Ions
2.1 Rare Earths
The rare-earths are a group of elements from lanthanum (57) to lutetium (71), known as the
lanthanides. The elements scandium (21) and yttrium (39) are sometimes included in the rare
earths due to their chemical similarity to the lanthanides. The 4f orbital shell is filled along the
row of lanthanides, where lanthanum has an empty 4f shell, and lutetium has a full 4f shell.
Their 5s, 5p and 6s shells are filled, though the 6s electrons and one 4f electron are lost if the
rare earth is in the 3+ oxdidation state. The 5s and 5p shells shield the 4f shell, so the 4f – 4f
transitions have narrow linewidths, which can be close to that of a free ion even when doped in
a solid.
Rare-earth ions can be divided into two categories: Kramers and non-Kramers ions. Kramers
ions have an odd number of 4f electrons, which results in a much larger magnetic moment than
non-Kramers ions when doped in a crystal (see Section 2.2.2). This thesis deals with erbium
(Er), a Kramers ion.
The name “rare-earths” is misleading, as they are not particularly rare elements. Originally,
the first and only known source of rare earth elements was a mine in Ytterby, Sweden (the
namesake of yttrium, terbium, erbium and ytterbium). Now there are many deposits that have
been found across the world [48]. The “earth” in the name comes from the French and German
words for oxide (the first source for most rare earths) that can also be translated to earth [48].
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2.2 Erbium-doped Yttrium Orthosilicate
2.2.1 Host Crystal - Yttrium Orthosilicate
Yttrium orthosilicate (Y2SiO5) is a popular choice of host crystal for use with erbium and
many other rare-earth dopants. It is considered a “low noise” host due to the small amount of
nuclear spin in the host lattice ions. Spins in the host crystal will cause a fluctuating magnetic
field at the the rare-earth dopant which is one of the major sources of dephasing or “noise”. In
Y2SiO5, only the yttrium ions possess nuclear spin, with exception to uncommon isotopes of
oxygen and silicon. This makes Y2SiO5 a desirable host, and some of the narrowest linewidths
in a solid have been measured from this material, such as 73 Hz in Er3+:Y2SiO5 [9].
The crystal has the space group C62h (C2/c, monoclinic space group 15), and so has two-fold
rotational symmetry along its C2 axis. The yttrium ions, which a rare-earth ion substitutes for,
are located at points in the crystal with C1 symmetry, i.e., there is no rotational symmetry at the
points where the yttrium ions are. This makes the spectra of the system more complicated, as the
spectra will differ depending on the direction of an applied magnetic field. The orientation of the
crystal is typically described using the coordinate system of the principal axes of polarisation in
Y2SiO5: D1, D2 and b, where D1 and D2 correspond to the directions where crossed polarisers
extinguish light propagated along the b axis [49].
The Y3+ ions are substituted for Er3+ ions (or any other rare-earth dopant) at one of two
crystallographically inequivalent sites, referred to as site 1 and site 2 [26]. As the surrounding
crystal structure is different at these two sites, the atomic structure and thus transition frequen-
cies differ between the two sites. The two sites can also exist in four different orientations.
Two of the orientations are inversions of each other and if a magnetic field is applied, the two
inversions will not result in different spectra as they are magnetically equivalent. The other
two orientations are related by a rotation of the C2 axis, and are magnetically inequivalent,
resulting in different spectra, unless the magnetic field is applied along the b axis, or in the
D1-D2 plane [22].
2.2.2 Structure of Erbium Doped in Yttrium Orthosilicate
Erbium, a Kramers ion, has six naturally occurring isotopes. Five have an even mass
number (162Er, 164Er, 166Er, 168Er, 170Er), and have no nuclear spin. Only 167Er3+, which has
an odd mass number, has a non-zero nuclear spin of I = 7/2.
The electronic levels of Er, along with the other rare-earths, are generally split by spin-orbit
coupling and electron-electron repulsion, and referred to using Russell-Saunders notation which
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Figure 2.1: Energy level structure of 167Er3+:Y2SiO5 (splitting of levels not to scale). The electronic states are
split into doublets of effective electron spin 1/2 by the crystal field, and the lowest energy doublet is split into 16
hyperfine levels by the nuclear spin. Figure modified from [47].
uses term symbols of the form
2S+1LJ (2.1)
where S, L, and J are spin, orbital and total angular momenta numbers of the state. S and J
are written as numbers, where J = L+S. Rather than a number, a letter is used for L, where
S,P,D,F,G, ... represent L = 0,1,2,3,4, ... and the letters continue alphabetically, omitting J.
The two electronic levels we are investigating in this thesis are the ground state (4I15/2) and the
first excited state (4I13/2), often just referred to as the excited state.
S and J (and therefore the label 2S+1L) are good quantum numbers if there is no spin-orbit
interaction present. However, spin-orbit interaction is present, and so S and L are coupled. As
a result they are no longer good quantum numbers, but still used as state labels nonetheless.
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J still remains a good quantum number because for a spherically symmetric system, like a
free ion, the total angular momentum is a conserved quantity. With spin-orbit interaction, the
electronic levels can mix together, depending on the strength of the interaction. In our case, the
4I15/2 and 4I13/2 levels are sufficiently far away from any other electronic levels that the 2S+1LJ
labels are good approximation.
When an ion is doped in a crystal, the crystal-field will lift the degeneracy of the J state. In
the case of non-Kramers ions, for low symmetry sites (as in Y2SiO5), the degeneracy is lifted
completely to give 2J+1 states of electronic singlets, with effective S = 0. For Kramers ions,
the J state will split into J+1/2 electronic doublets of state |MJ|= J,J−1,J−2, ...,1/2, with
a degeneracy that can only be lifted by an applied magnetic field. In Er, the 4I15/2 ground state
will split into 8 Kramers doublets, and the 4I13/2 state will split into 7 doublets (Figure 2.1). At
cryogenic temperatures, only the lowest energy doublet of the ground state will be populated,
so we can treat the system as if it has an effective spin of 1/2. In general, the other doublets
can also be treated as effectively having S = 1/2. This results in a larger magnetic moment for
Kramers ions when doped in a crystal.
For the even isotopes which lack nuclear spin, the states are not split any further past
the degenerate doublets. However, as 167Er3+ has nuclear spin, the degeneracy of the spin
1/2 doublet is lifted without a magnetic field. As there are eight possible states for I =
7/2 (±7/2,±5/2,±3/2,±1/2) and two for the electron spin (±1/2), there are a total of 16
hyperfine states (Figure 2.1). These 16 states range in transition frequency from nearly 0 to
5 GHz, which change in an applied magnetic field.
The transition between the lowest energy doublets of the ground and excited states is around
1.5 µm which lies in the telecom C-band. This is the frequency band of lowest loss for silica
fiber and so it is currently the most widely used frequency band for optical communication.
The exact transition wavelength depends on the substitutional site the Er3+ ion is located at.
Without an applied magnetic field, the wavelength is 1536.48 nm for site 1, and 1538.90 nm for
site 2 [50].
2.2.3 Modelling Hyperfine Structure with the Spin Hamiltonian
The structure of a rare-earth ion dopant in a crystal can be modelled with a Hamiltonian.
The Hamiltonian which models the structure of the 4f to 4f transitions has the form [51]
H = [HFI +HCF]+ [HHF +HQ +HEZ +HNZ], (2.2)
where HFI is the free ion Hamiltonian that includes spin-orbit coupling, HCF is the crystal-field
Hamiltonian, HHF the hyperfine coupling between electrons and the nucleus, HQ the nuclear
2.2 Erbium-doped Yttrium Orthosilicate 11










































Figure 2.2: Energy levels of (a) the even isotopes of Er and (b) erbium-167, doped in Y2SiO5 at site 1 with a
magnetic field applied along the D1 axis.
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quadrupole interaction, and HEZ and HNZ are the eletronic and nuclear Zeeman interactions
respectively.
At cryogenic temperatures, only the lowest crystal field doublet is populated, so we can
use an effective Hamiltonian, also called a spin Hamiltonian, to model the hyperfine structure
instead by projecting the Hamiltonian from Equation 2.2 on to the lowest doublet. For erbium-
167, the spin Hamiltonian has the form [21]
Hodd = βeB ·g ·S+ I ·A ·S+ I ·Q · I−βngnB · I, (2.3)
where βe is the electronic Bohr magneton, βn is the nuclear magneton, gn is the nuclear g-factor,
B is an external static magnetic field applied to the system, g is the g-factor matrix, A is the
hyperfine interaction matrix, Q is the electric quadrupole interaction matrix and S and I are
both vectors of electronic and nuclear angular momentum operators respectively. g, A, and Q
are all symmetric, anisotropic matrices. These matrix parameters differ between site 1 and site
2.
The first term in the spin Hamiltonian come from the electronic Zeeman interaction. The
second term is the hyperfine interaction between the nuclear and electron spins. The third term
arises from quadrupole interaction. Unlike HQ from the full Hamiltonian, Q is comprised not
just of the pure quadrupole interaction (which arises from the host lattice, f-electrons, and
distortions by the electric field of the lattice), but also a pseudo quadrupole interaction which
comes from second order magnetic hyperfine interaction [51]. The final term is the nuclear
Zeeman interaction, where the nuclear g value gn =−0.1618 [21], which is magnetic moment
of 167Er divided by the total nuclear spin 7/2.
For the even isotopes of erbium which possess no nuclear spin, the spin Hamiltonian
contains only the electronic Zeeman interaction
Heven = βeB ·g ·S. (2.4)
By diagonalising both spin Hamiltonians using parameters from [23] for a range of magnetic
field values, we can see how the energy levels behave in an applied magnetic field. For the even
isotopes, the levels corresponding to S =±1/2 are degenerate for an applied field B = 0 and
will split linearly with an applied magnetic field, as shown in Figure 2.2(a).
The behaviour of the hyperfine levels of 167Er3+ in a magnetic field is more complicated.
Figure 2.2(b) shows the 16 hyperfine levels of 167Er3+:Y2SiO5 in an applied magnetic field.
At low magnetic fields, there are many avoided crossings between the energy levels that arise
from mixing of the hyperfine and electric quadrupole terms with the Zeeman term. As a result,
the levels are combinations of different electron and nuclear spin states, and there is no good













Figure 2.3: The difference between (a) a transition with only first-order Zeeman dependence and (b) a transition
with zero first-order Zeeman shift. The plots on the left hand side illustrate the dependence of two energy levels
on magnetic field, and the plots on the right hand side show the difference in energy between the two levels. The
cross (x) indicates the position of the critical point. Figure modified from [47].
quantum number to describe the energy levels. This makes it difficult to use selection rules to
determine which transitions should be detectable experimentally.
At higher magnetic fields, the energy levels split into two groups of eight, where one group
has ms = −1/2, and the other ms = +1/2. Within these groups, the levels can be described
by the nuclear spin quantum numbers mI = −7/2,−5/2, ...,+7/2, where transitions with
∆mI = 0,±1 can be observed [21].
Note that the spin Hamiltonian for the lowest doublet of the 4I13/2 state also takes the same
form as Equation 2.3.
2.3 Zero First-Order Zeeman Shift
There are particular transitions in rare-earth ion-doped crystals where there is no first-order
dependence of transition frequency on magnetic field [39]. These are known as zero first-order
Zeeman shift (ZEFOZ) transitions. An example of such a transition compared to a transition
with only first-order dependence is shown in Figure 2.3. A transition with only first-order
dependence like the hyperfine levels of evenEr3+:Y2SiO5 is shown in (a), where the transition
frequency will change with a small change in magnetic field. A ZEFOZ transition however,
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will not change much in frequency when there is a change in magnetic field at the ZEFOZ point,
also called the critical point. These points appear as a minima or maxima for the transition
frequency as a function of magnetic field. An avoided crossing like in Figure 2.3(b) can yield
a ZEFOZ point, but they can also arise from other pairs of energy levels, such as two energy
levels increasing or decreasing with respect to magnetic field that have a point where their
gradients are equal.
As ZEFOZ transitions are less sensitive to magnetic field fluctuations which is what causes a
rare-earth dopant to dephase, they will have longer coherence times than non-ZEFOZ transitions.
This was first demonstrated in Pr3+:Y2SiO5, where a 30 s coherence time was achieved in
addition to using a dynamic decoupling pulse sequence [52]. It has been especially effective
in 151Eu3+:Y2SiO5, where a six hour coherence time was obtained [10]. Both Pr and Eu are
non-Kramers ions, which will inherently have longer coherence times due to their smaller
magnetic moments, but this method works with Kramers ions also, as demonstrated with
171Yb3+:Y2SiO5 [42] in experiments performed concurrently to those on 167Er3+:Y2SiO5 in
this thesis. This technique is equivalent to using what are known as clock transitions which
have been used to extend the coherence time of other solid state systems, such as donors in
silicon [6], as well as for their namesake in atomic clocks [53].
The even isotopes of Er3+ have a purely first-order dependence on magnetic field, so they
will not have ZEFOZ transitions. 167Er3+ has many avoided crossings, so there should be
plenty of ZEFOZ points. Even at zero field, we can see that there are many avoided crossings
[Figure 2.2(b)]. It is in this zero applied magnetic field regime that we will be investigating
coherence times.
2.4 Spectral Broadening
The spectral line broadening mechanisms for rare earth ions are divided into two types. One
type broadens the linewidth of each ion equally — this is homogeneous broadening. The other
type results in static frequency shifts that move the resonant frequency of each ion away from
the center of the spectral line. This results in inhomogeneous broadening that broadens the
spectral line of the ion ensemble, but not each individual ion. This is illustrated in Figure 2.4.
Homogeneous broadening is typically due to perturbations from host lattice phonons,
or fluctuations of nuclear or electronic spins in the host crystal [51]. The inhomogeneous
broadening is usually due to a static strain in the crystal, such as strain induced during the
crystal’s growth process, as well as point defects and chemical impurites. As a result, increasing
the concentration of rare-earth ions will broaden the inhomogeneous line.










Figure 2.4: Inhomogeneously broadened absorption spectrum of a rare-earth ion. The homogeneous linewidths
(blue) of the individual ions in the crystal add up to form the wider, inhomogeneous line (green) of the rare-earth
ion ensemble.
Our experiments are carried out at liquid helium temperatures. In this regime, the lowest
doublets in the J manifold of the 4I15/2 and 4I13/2 states are inhomogeneously broadened,
whereas upper levels are homogeneously broadened [51] due to single phonon relaxation
processes. We are investigating the lowest levels of the manifolds, and thus the spectra we
obtain are expected to be inhomogeneously broadened.
2.5 Raman Heterodyne
The hyperfine transitions in the ground and the excited state of 167Er3+:Y2SiO5 range from 0
to 5 GHz. Due to the inhomogeneous broadening in this system, these levels cannot by resolved
by measuring the optical absorption spectrum of 167Er3+:Y2SiO5. Instead, we use a method
known as Raman heterodyne spectroscopy, first used to measure hyperfine structure and detect
spin echoes in Pr3+:LaF3 [44, 45]. Raman heterodyne spectroscopy has been used since then
to measure hyperfine structure in many other rare-earth ion doped crystals [34, 40, 41, 54–56],
as well as ruby [57] and nitrogen vacancy centres in diamond [58].
Figure 2.5 shows the energy levels involved in the Raman heterodyne process. The transition
between levels |1⟩ and |2⟩ (hyperfine levels from the lowest doublet of the ground state) are
driven by a microwave frequency field ωµ . As we do not known the exact transition frequencies,
a range of frequencies for ωµ are applied. At the same time the optical transition between level
|2⟩ in the ground state and |3⟩ in the excited state are driven by a laser at a frequency ωo of
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Figure 2.5: Energy level diagram for Raman heterodyne. |1⟩ and |2⟩ are hyperfine levels from the ground state,
and |3⟩ is a hyperfine level from the excited state.
roughly 1.5 µm. If both ωµ and ωo are resonant with the hyperfine and optical transitions, a
field at the sum of two frequencies, ωs will be generated.
The sum frequency ωs is also at an optical frequency, so the laser beam leaving the crystal
will contain both ωo and ωs, which will result in a beat signal at the frequency ωµ . The
beat signal can then be detected optically by filtering for ωµ , thus determining the hyperfine
transition frequency.
The microwave transition being detected need not be in the electronic ground state – it can
also be in the excited state. This can be understood by reversing the level diagram of Figure 2.5.
The hyperfine levels |1⟩ and |2⟩ can belong to the excited state, and can be driven by applying
an optical field ωo between one of the excited state hyperfine levels and a ground state hyperfine
level |3⟩. As before, the sum frequency ωs will drive the optical transition between the other
excited state hyperfine level and the ground state level |3⟩.
There are other ways to measure hyperfine structure that have been used before in
167Er3+:Y2SiO5, such as EPR [21, 23] or spectral holeburning [17]. Standard EPR requires
a fixed microwave frequency, and the applied magnetic field is varied. A lock-in method is
used to measure spectra, which requires the use of a dithered magnetic field. This prevents
spectra from being measured at zero field which is the regime we are interested in. It also
cannot be used to measure ZEFOZ transitions, as ZEFOZ transitions are inherently not very
sensitive to changing magnetic fields [23]. Spectra obtained using spectral holeburning can be
quite complicated as a result of the large number of hyperfine transitions in 167Er3+:Y2SiO5
[59]. Nevertheless, it has been used to obtain spin Hamiltonians for other rare-earth dopants
in Y2SiO5 with fewer hyperfine levels [60, 61]. Raman heterodyne produces spectra that
directly measure hyperfine transition frequencies which is easier to interpret given the number
of transitions present, and can also be used to detect spin echoes [44, 45].
Chapter 3
Spin Dynamics
To quantify how suitable a particular transition of a rare-earth ion (or any other system)
is for a quantum memory, we need to know its coherence time. This chapter introduces the
spin dynamics needed to understand the coherence time and how to measure it. Previous
measurements on Er3+:Y2SiO5 are discussed, as well as other promising systems. Finally,
we show how to estimate coherence times from the spin Hamiltonian, and calculate which
transitions should yield the longest coherence times.
3.1 Magnetic Resonance
3.1.1 Bloch Sphere Representation
In order to measure coherent properties of 167Er3+ ions, we will use radio frequency (or
microwave frequency) pulses that are applied using oscillating magnetic fields. To understand
how a magnetic field affects the spin dynamics of the 167Er3+ ensemble, we will closely
follow the semi-classical description of nuclear magnetic resonance (NMR) from Ref. [62]. As
mentioned previously, the spin states of 167Er3+:Y2SiO5 are a mixture of electron and nuclear
spin, not just nuclear spin like in NMR. The behaviour of the 167Er3+ ensemble will still fit
the NMR description; a treatment of optical resonance in terms of electron spin would also be
sufficient to understand the spin dynamics [63].
To visualise the spin dynamics of our ensemble, we can use the Bloch sphere Figure 3.1.
The Bloch sphere is used for two-level systems, which 167Er3+:Y2SiO5 is not, however we will
only be addressing two levels when measuring coherence times, so a two-level approximation
can be used.








Figure 3.1: The Bloch sphere. The blue arrow represents a spin state of a two-level atom. Figure modified
from [47].
Let us consider a spin-1/2 particle, quantised along the z-axis, with |0⟩ the z =−1/2 state,












These states, and others, can be represented on the Bloch sphere. It is a unit sphere, where
the (x,y,z) coordinate axes are projections of the expectation values for the spin operators in























are projected onto the x-, y- and z-axes respectively.
Each point on the sphere represents a quantum state. A pure quantum state indicated by the
arrow in Figure 3.1 is given by
|ψ⟩= sin(θ) |g⟩+ eiφ cos(θ) |e⟩ , (3.3)
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with θ and φ defined as shown in Figure 3.1. The two poles, north and south, correspond
to |1⟩ and |0⟩ (or the excited and ground state of some other two-level system) respectively,
while all other points are superpositions, where θ determines the ratio of the two states and




In the case of rare earth ions, an arrow can be used to represent the state of a single ion,
or an ensemble of ions. The ensemble of ions consists of some statistical distribution of pure
states, so it is described using a density matrix ρ . If the ensemble consists of a set of states
|ψn⟩, where the fraction of each pure state (or the probability of measuring each pure state) is
pn, then ρ can written as
ρ = ∑
n
pn |ψn⟩⟨ψn| , (3.4)
from which the expectation value of any operator O can be written as
⟨O⟩= Tr(ρO). (3.5)













which shows that ρ (and thus the states of the ions in the ensemble) can be written as a linear




and ⟨Sz⟩. Macroscopically, the states are
described by the magnetisation M of our spins, using the vector




ŷ+ ⟨Sz⟩ ẑ], (3.7)
where N is the number of spins per unit volume, and γ is the gyromagnetic ratio. The
magnetisation and thus the state of our ensemble can thus be represented on the Bloch sphere.
3.1.2 Resonance and Excitation
Let us consider the interaction of a magnetic dipole µ in a magnetic field B0, which is
written as −µ · B0. If B0 is oriented along the z-axis (the longitudinal direction), then the
Hamiltonian for the system is given by
H =−γ h̄B0Sz, (3.8)
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where, if we say our dipole is a spin-1/2 particle, then Sz has the same form as in Equation 3.2.
This will cause the spin to precess around the z-axis.
Now let an oscillating magnetic field of amplitude B1 perturb an ensemble of spins that are
in thermal equilibrium with the surrounding environment (or "lattice") and already in the field
B0ẑ. This is equivalent to applying a radio or microwave frequency to the spin ensemble in
167Er3+:Y2SiO5. This oscillating field is applied transverse to the longitudinal field, so if the
transverse field is applied along x̂ the resulting Hamiltonian in the laboratory reference frame
can be written as
Hlab =−γB0Sz −2γB1 cos(ωt)Sx. (3.9)
This transverse field, which is linearly polarised, can be written as the sum of two counter-
rotating circularly polarised components of the amplitudes of B1. One component rotates at a
frequency ω in the same sense as the precession of the spin ensemble (in the case where there
was only the field B0), and the other at the same frequency ω in the opposite sense. If B1 ≪ B0,
then the component rotating opposite to the precession can be ignored. If we then make a
transformation of coordinates to the reference frame where the rotating field B1 is stationary,
then the Hamiltonian from Equation 3.9 becomes
Hrot =−γ(B0 −ω/γ)Sz + γB1Sx, (3.10)
where the longitudinal field has been reduced due to moving in the same direction as the
precession, at the frequency ω (which results in a reduction of magnetic field by ω/γ).
The dynamics of an independent spin-1/2 ensemble (i.e., not coupled to another kind of
spin) can be described in terms of the spin magnetisation vector. In this case, the macroscopic
angular momentum vector will be M/γ . The motion of M can be described by equating the




If B is a magnetic field of amplitude B0, then the solution to Equation 3.11 is a precession
of the magnetisation about B, known as Lamor precession, at the rate of the Larmor frequency
ω0 = γB0.
If a transverse field is applied that is oscillating at a frequency of ω0, then resonance occurs.
The circularly polarised component of the oscillating magnetic field of amplitude B1 from
earlier can be written as
B1(t) = B1 cos(ω0t)x̂−B1 sin(ω0t)ŷ. (3.12)
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Then Equation 3.11 becomes
dMx
dt






= γ[−MxB1 sin(ω0t)−MyB1 cos(ω0t)].
(3.13)
For an initial magnetisation along the z-axis, i.e., initially M(t) = M0ẑ, the solution to the
set of Equations 3.13 is
Mx = M0 sin(ω1t)sin(ω0t),
My = M0 sin(ω1t)cos(ω0t),
Mz = M0 cos(ω1t),
(3.14)
where ω1 = γB1. This solution implies that by applying the transverse magnetic field that
oscillates at frequency ω0, the spins will simultaneously precess around the longitudinal field
B0 at ω0, and the field B1 at ω1. In the frame of reference that is rotating with B1 about B0,
then this motion will just be a rotation around B1. The Bloch sphere is generally used in this
rotating frame of reference, so that rotations around B1 or otherwise describe some change in
the state of the ensemble.
3.1.3 Rabi Flopping
A two level system can cycle between its two states in a phenomenon known as Rabi
flopping, or Rabi oscillations. If the transverse magnetic field B1 is oscillating on resonance to
the transition between states |0⟩ and |1⟩, then the system will oscillate between the two states
at a frequency called the Rabi frequency, ΩR.








so, for an ideal two-level atom at resonance, a spin flip is guaranteed to occur if the oscillating





which is known as a π-pulse.
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Even a weak magnetic field can induce a spin flip if applied for long enough. The Rabi
frequency depends on the strength of the applied magnetic field BAC such that
ΩR = |ρab|BAC, (3.17)
where ρac is the transition dipole moment between the two states (see Section 3.5 for further
information).
A π pulse can be visualised on the Bloch sphere. The π pulse will rotate the spin state (or
ensemble) by θ = π around the sphere. If the spin was originally in the |0⟩ state, it will be
rotated to the |1⟩ state. Pulses of different lengths will rotate the spin by θ = ΩRt, such as
another frequently-used pulse, the π/2 pulse for t = π/(2ΩR).
3.1.4 Relaxation Processes
When a pulse is applied to a spin system, it disturbs the system from its initial distribution
of spin population between the energy levels, known as the thermal equilibrium state. Thermal
equilibrium is restored to the system through spin-lattice relaxation by exchanging energy
between the spin system and the lattice. The equilibrium magnetisation state corresponds to
M0, aligned along the B0 longitudinal axis. Spin-lattice relaxation can be called longitudinal






and has the solution
Mz(t) = Mz(0)exp(−t/T1)+M0[1− exp(−t/T1)], (3.19)
where T1 is the phenomenological decay constant referred to as the spin-lattice relaxation time,
longitudinal relaxation time or population lifetime, that characterises how long the system takes
to restore the population difference induced by the pulse, back to its initial state in thermal
equilibrium.
Relaxation in the transverse plane deals with phase of the system rather than its population.
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with the solution
Mx,y(t) = Mx,y(0)exp(−t/T2), (3.21)
The decay constant T2 is referred to as the spin-spin relaxation time, transverse relaxation time
or the coherence time. We refer to it as the coherence time, as it is a measure of how long a spin
state retains a well-known phase. T2 can also be referred to as the decoherence of the system.
In the rare-earth ion doped crystal we are investigating, fast frequency fluctuations from nearby
magnetic spins are the primary source of dephasing.
The population lifetime is related to the coherence time by [63]
T2 ≤ 2T1, (3.22)
so a short population lifetime will limit the coherence time. This is because the same processes
that cause population relaxation must also make the phase coherence decay, plus additional
process will induce a coherence decay, e.g. magnetic field fluctuations from host lattice ions.
3.1.5 Bloch Equations
If the magnetic field applied to the system is not resonant (ω ̸= ω0), the effective magnetic
field in the rotating reference frame becomes B0 −ω/γ . The spins then precess around the
effective magnetic field B1x̂+(B0 −ω/γ)ẑ. This field, combined with Equations 3.11, 3.18




















3.1.6 Population Lifetime of Er3+:Y2SiO5




= aB4T +bT 9 + ce−∆/T , (3.24)
where B is the applied magnetic field, T is the temperature of the system, ∆ is the crystal field
splitting (in units of temperature) [65] between the crystal field level of the doublet and the
next nearest (in energy) crystal field level, and a, b and c are scaling factors.
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Each term in Equation 3.24 corresponds to a different phononic relaxation process. From
left to right, these terms correspond to the direct, Raman and Orbach processes. Each occurs
either within the energy levels of a Kramers doublet, or adjacent crystal field levels within the
same electronic level, e.g., between doublets of the 4I15/2 state.
The direct process occurs when an ion directly transitions from one energy level in its
doublet to another [66]. It can occur by absorbing or emitting a phonon that has the same
energy as the splitting between the two states of the doublet.
The Raman process is where a phonon is absorbed by a spin, inducing a transition, and as a
result another phonon is scattered that has a higher or lower energy than the first phonon. This
is analogous to Raman scattering, which occurs for electromagnetic radiation [66].
The Orbach process can be thought of as a resonant Raman process or two direct pro-
cesses [67]. One photon is absorbed to excite an ion from one crystal field level to another
crystal field level of a higher energy, and then a second phonon (with a different energy to the
first) is emitted so the ion returns to the initial crystal field level, but a different energy level
within the doublet [66].
Equation 3.24 was derived for use in high magnetic fields to describe EPR behaviour. At
low temperatures (less than 3 K), the direct process is the dominant relaxation process [28]. At
zero field (where we will be making measurements), the direct process term in Equation 3.24
will be zero. However, we can extend this equation to zero field. The magnetic field affects
T1 by changing the transition frequencies. We can reflect this by changing B in Equation 3.24
to a transition frequency ω instead. So the B4 dependence can be written as a ω4 dependence
instead.
Equation 3.24 shows that temperature and magnetic field will the strongest influence on
the population lifetime. Operating at lower temperatures and higher fields should increase the
population lifetime. Experimental investigations discussed in Section 3.3 confirm that this is
the case.
3.2 Spin Echoes
3.2.1 Two Pulse Spin Echoes
A spin echo is a signal that is produced by an ensemble of spins rephasing at a point in
time when no driving magnetic field has been applied to the ensemble. It was first observed by
Erwin Hahn in 1950 [68], and has been used extensively since then as a way to measure the
coherence time of an ensemble in the presence of inhomogeneous broadening.
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Figure 3.2: Two pulse spin echo sequence, where (a) shows the pulse sequence, and (b) shows the corresponding
behaviour of the ion ensemble on the Bloch sphere. Figure modified from [47].
The simplest method of measuring an echo is using a two pulse spin echo sequence, shown
in Figure 3.2(a) with Bloch sphere representations in (b) for certain times in the sequence.
The same physics that described magnetic resonance for simple two-level spin-1/2 system in
Section 3.1 will apply to the two levels of the transition being probed, even in a complicated
system like 167Er3+:Y2SiO5.
Let us assume our spin ensemble is in the ground state (1), represented by an arrow on
the Bloch sphere. If a π/2 pulse is applied to the ensemble (2), it will be rotated through an
angle of θ = π/2 on the Bloch sphere, placing the ensemble into a superposition state of the
ground and excited states. The spins will then begin to dephase around the equatorial plane of
the Bloch sphere (3) in the direction of the green arrows. The rate of dephasing (dφ/dt, which
is a rotation in the equatorial plane) for each spin differs due to inhomogeneous broadening.
After a length of time τ , a π pulse is applied (4) that rotates the spins by an angle of θ = π .
The rate and direction of the change of phase dφ/dt remains the same, but the signs of the
phases φ have been reversed. This means that rather than dephasing from each other, the spins
will rephase a time τ after the π pulse, which results in a coherent emission of an echo.
By measuring the amplitude of an echo A from a two pulse sequence as a function of
the echo delay τ , we can determine the coherence time. The echo amplitude will decay
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Figure 3.3: Dynamic decoupling pulse sequence. The π pulses are repeated N times throughout the sequence,
and only the final echo is measured at the end.
exponentially with τ if fast frequency fluctuations are the primary source of dephasing. The
decay of the echo amplitude has the form
A(t) = A0e−2τ/T2. (3.25)
If the intensity of the echo is measured rather than the amplitude, there is an extra factor of 2
in the exponent, so I(t) = I0e−4τ/T2 instead. In our coherence time measurements in Chapter 6,
we will be measuring the intensity rather than the height.
This pulse protocol is robust with respect to pulse area, as Hahn originally observed an
echo by using two pulses of equal length.
3.2.2 Dynamic Decoupling
Echo decays are not necessarily exponential. If the echo height does not decay initially
at shorter values of τ , then starts to decay, this suggests that a dynamic decoupling pulse
sequence [69, 70] can be used instead of a two pulse spin echo sequence [52]. This type of
pulse sequence can correct for fast field fluctuations by frequently rephasing the ensemble
before fluctuating spins nearby have a chance to spin flip. Using this kind of pulse sequence
can extend the coherence time of an ensemble.
Figure 3.3 shows the pulse sequence used for dynamic decoupling. Like a two pulse echo
sequence, the initial π/2 pulse puts the spin ensemble into a superposition of two states, and it
dephases due to inhomogeneous broadening. After some time τ (typically chosen as a time
where the echo decay is still flat with respect to pulse delay), the π pulse flips the ensemble
such that is rephases after another time period τ . Rather than detecting the echo at this point,
a π pulse is applied after τ (2τ after the previous π pulse). This is essentially using the echo
instead of the π/2 pulse as the initial superposition state. Again, after some time τ , there will
be another echo. π pulses are repeated every 2τ after the previous π pulse.
The echo is measured at τ after the last π pulse, and the number of π pulses N is increased
to obtain the echo height as a function of time. The coherence time can then be calculated as a
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function of the total time TT since the initial π pulse, where the echo amplitude is given by
A(t) = A0e−TT /T2 , (3.26)
where TT = 2Nτ . For N = 1, i.e., a two-pulse echo sequence, TT = 2τ , so Equation 3.26 is
equivalent to Equation 3.25.
As with the two pulse echo sequence, if the echo intensity is measured instead of the height,
there is a factor of two in the exponent, and the echo intensity is given as I(t) = I0e−2TT /T2 .
3.3 Previous Measurements in Er3+:Y2SiO5
There have been some measurements of the population lifetime and coherence times of
both the even and odd isotopes of Er3+:Y2SiO5. Kurkin and Chernov [25] measured the spin
lattice relaxation of the ground state even isotopes of Er3+:Y2SiO5 (and other rare-earths doped
in Y2SiO5) at high fields, and the relaxation times were further investigated at low fields by
Hastings-Simon et al. [28]. These studies showed that the spin lattice relaxation time depends
strongly on temperature, such that lower temperatures result in longer spin lattice relaxation
times.
More recently, very long spin lattice relaxation times in the even isotopes were measured by
Budoyo et al. [31]. The authors measured a T1 of approximately 10 hours at a field of 6.5 mT
and at a temperature of 20 mK. From their measurements, it appears as those the spin lattice
relaxation is suppressed by a phonon bottleneck, which results in a longer T1 due to excess
phonons re-exciting the dopant spins in the systems, thus increasing the time required for the
system to relax to thermal equilibrium [71, 72].
A optical dephasing time of 580 µs for the 4I13/2 state was first measured by MacFarlane
et al. [20]. The spectral diffusion of Er3+ ions as a function of magnetic field, temperature
and concentration was investigated by Bottger et al. [27]. These authors later obtained a long
optical coherence time of 4.38 ms by applying an external 7 T magnetic field in the direction
that would maximise the coherence time [9].
The even isotopes were used to demonstrate a proof-of-principle of a quantum memory [32].
They were later used to demonstrate a microwave quantum memory, where a coherence time of
5.6 µs at a field of 246 mT was obtained [33]. Recently, concurrent and independent to this
thesis, spin echoes detected by Raman heterodyne were used to measure a coherence time of
1.6 µs in the 4I13/2 excited state of the even isotopes, at a field of 8.7 mT [35].
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In 167Er3+:Y2SiO5, coherent Raman beats were used to measure a sublevel coherence of
50 µs at zero field. This was using a transition at 879.4 MHz, previously reported by Baldit et
al. [17], who measured the lifetime of the transition as 97 ms.
Using a magnetic field of 7 T and cooling to 1.4 K, Rančić et al. measured a coherence time
of 1.3 s in the hyperfine levels of 167Er3+:Y2SiO5 [30]. This long coherence time was obtained
by using both a large field and operating at a low temperature.
3.4 Measurements in Other Systems
There have been many other systems investigated to obtain long coherence times, or to
make quantum memories. For rare-earth dopants, there have been many measurements in
Y2SiO5. Non-Kramers ions like Pr and Eu, as mentioned in Chapter 2, have been shown to
have coherence times as long as 30 s and 6 hours respectively and were obtained using ZEFOZ
points with dynamic decoupling [52, 10].
Although these are excellent spin coherence times, it would be preferable to obtain long co-
herence times in systems with electron spin for a microwave-addressed memory. As mentioned
previously, electron spins have stronger transition strengths compared to nuclear spins. To
this end, there have been measurements made in Kramers ions, such as those in Er3+:Y2SiO5
mentioned in the previous section, as well as Nd3+:Y2SiO5 and Yb3+:Y2SiO5.
The isotope 145Nd has a nuclear spin of I = 7/2, like 167Er3+. Wolfowicz et al. measured
coherence times of 100 µs for an electron spin transition, and 9.2 ms for a nuclear spin transition
in 145Nd3+:Y2SiO5 [73]. These measurements were made in a magnetic field of 561.5 mT, and
the authors also demonstrated a transfer of coherence between the nuclear and electron spin
degrees of freedom.
Yb3+:Y2SiO5 has had recent interest due to its simpler (compared to 145Nd or 167Er3+)
hyperfine structure. For 171Yb, I = 1/2, so there are only 4 hyperfine levels in the lowest
crystal field level of ground state, and another 4 in the lowest level of the excited state. This is
the simplest possible structure for a Kramers ion that can still yield ZEFOZ transitions. An
investigation on the spin dynamics of 171Yb and 173Yb (I = 5/2) was performed by Lim et
al. [19]. The authors measured coherence times of 73 µs for an electron spin transition of
171Yb, and 350 µs for a nuclear spin transition using two pulse spin echoes. Using a dynamic
decoupling pulse sequence, the coherence time of the electron spin transition of 171Yb was
increased to 550 µs. Both measurements were made in a field of around 1 T.
More recently, independent of this work, longer hyperfine coherence times of over 1 ms
have been obtained using a ZEFOZ transition, while only in the presence of a very weak
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magnetic field [42]. Using a small bias magnetic field, a longer coherence time of over 4 ms
was obtained. The authors also measured optical coherence times of around 100 µs.
There are other promising solid state systems for quantum computing applications, such
as donor impurities in silicon, or crystallographic defects in diamond. The spin states of
donor impurities in silicon cannot be manipulated optically without being ionised, which
makes implementing an optically addressed memory a challenge. Defects in diamond can be
manipulated optically, but not in the telecom C-band like Er3+:Y2SiO5.
In regards to donors in silicon, the most common donors used are phosphorus and bismuth,
and the silicon used is typically isotopically enriched 28Si as it has I = 0. For nuclear spin
transitions in phosphorus donors, coherence times of over 39 minutes were obtained at room
temperature, and 180 minutes at 1.2 K for fields of around 500 G [74]. Coherence times
obtained using bismuth donors are not as long however, but were obtained using electron spin
transitions. Using a clock transition, a coherence time of 2.7 s was obtained in a field of 80 mT
at 4.8 K.
In general, these coherence time measurements have been made in an applied magnetic
field. However, very recently, the coherence time of a transition in phosphorus donors was
measured as approximately 10 s at near zero field (< 25 µT) [75].
The nitrogen-vacancy defect of diamond has also been investigated for various quantum
information purposes. Long electronic spin coherence times have been obtained at high and low
temperatures: 0.6 ms at 77 K [76] and more recently 1.6 s at 3.7 K [77], both in the presence of
magnetic fields. The negatively charged silicon-vacancy has also been investigated, with an
electronic coherence time of 13 ms at 100 mK in a field of 1.6 kG [7].
3.5 Predicting Coherence Times in 167Er3+:Y2SiO5
Our aim is to obtain the longest coherence at zero field in 167Er3+:Y2SiO5. We can use the
spin Hamiltonian for the ground state from [23] to determine which transitions should have the
longest coherence times. The coherence time can be estimated using [10]
1
πT2
= S1 ·∆B+∆B ·S2 ·∆B, (3.27)
where S1 and S2 are the gradient and curvature, respectively, of a transition at a particular value
of magnetic field, and ∆B is the magnetic field fluctuation at a dopant.
The values S1 and S2 can be calculated using time independent perturbation theory as in
Ref. [56], which is followed here. We treat the terms with magnetic field dependence in the
spin Hamiltonian in Equation 2.3 as a perturbation to a spin Hamiltonian with only the terms
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Figure 3.4: Maximum eigenvalue of curvature matrix for the hyperfine transitions of the ground state of
167Er3+:Y2SiO5 at zero magnetic field.






∣∣ζi j ∣∣φp(B)〉 (3.28)











∣∣φp(B)〉 is the state at magnetic field (B), with corresponding energy ωp(B) and ζi j =
µβ gi jS j −µngnIi.
At the ZEFOZ point, S1 will be zero. We know that there will be ZEFOZ points at B = 0,
so we can just calculate S2. Although some transitions will have a non-zero S1, their S1 will be
small enough that it will not affect the analysis. To determine ZEFOZ points away from B = 0,
an algorithm that checks if a point is a maxima or minima in all directions is needed [40].
We calculated S2, a 3 x 3 matrix that gives the curvature with respect to the (D1,D2,b) axes.
We take the maximum of the eigenvalues of the curvature matrix, as it will be the lower bound
for the coherence time. These maxima are plotted in Figure 3.4. Transitions with a smaller
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curvature will be “flatter” and so will have longer coherence times. Note that we have only
presented calculations on site 1 transitions, as we are only able to measure transitions from that
site.
To then obtain the coherence times, we just need to know the size of the fluctuating magnetic
field, ∆B. Previous calculations based on the distance to the nearest neighbour yttrium and
erbium gave an estimate to these fluctuations as ∆B = 26 µT [47].
In order to determine which transitions we may be able to detect experimentally, we can
calculate the transition strengths between the energy levels. Raman heterodyne, which we will
use to measure hyperfine spectra and spin echoes, involves one microwave hyperfine transitions
and two optical transitions between electronic states. We would need work out the transition
strengths of all three transitions in order to make the best estimate for which transitions will be
detectable. However, as we only have a good ground state spin Hamiltonian available, we can
only calculate the transition strengths between the hyperfine transitions. Selection rules will
not be helpful in this situation, as the states are highly mixed at zero field.
To calculate the transition strengths, we use the spin Hamiltonian to calculate the transition
dipole moments using a probability amplitude method, following Refs. [78, 56]. We can split
the spin Hamiltonian into an unperturbed part H0 and an interacting term HI , where H0 is
a Hamiltonian containing only the hyperfine and quadrupole terms of the spin Hamiltonian
(Equation 2.3)
H0 = I ·A ·S+ I ·Q · I, (3.30)
and HI contains the terms with dependence on magnetic field (the electronic and nuclear
Zeeman terms)
HI = βeB ·g ·S−βngnB · I. (3.31)
Let us consider an oscillating magnetic field B, which interacts with a two level system, with
a lower energy level |a⟩ and higher energy level |b⟩, at the transition frequency ω . Both of these
states come from the unperturbed Hamiltonian H0, with eigenvalues h̄ωa and h̄ωb respectively.
This Hamiltonian can be rewritten using the completeness relation |a⟩⟨a|+ |b⟩⟨b|= 1
H0 = (|a⟩⟨a|+ |b⟩⟨b|)H0(|a⟩⟨a|+ |b⟩⟨b|)
= h̄ωa |a⟩⟨a|+ h̄ωb |b⟩⟨b| .
(3.32)
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Figure 3.5: Transition dipole moments of the hyperfine transitions of the ground state of 167Er3+:Y2SiO5 at zero
magnetic field.
Since HI represents the interaction between an atom and the magnetic field, it can be written
as (using the completeness relation again)
HI = Bcos(ωt)[βeg ·S−βngnI]
= Bcos(ωt)(|a⟩⟨a|+ |b⟩⟨b|)[βeg ·S−βngnI](|a⟩⟨a|+ |b⟩⟨b|)
= Bcos(ωt)(ρaa |a⟩⟨a|+ρab |a⟩⟨b|+ρba |b⟩⟨a|+ρbb |b⟩⟨b|)
= Bcos(ωt)(ρab |a⟩⟨b|+ρba |b⟩⟨a|),
(3.33)
where ρab = ⟨a| [βeg ·S−βngnI] |b⟩ is the transition dipole moment between |a⟩ and |b⟩ in the
direction of the magnetic field B. In the resonator that we use for our experiments, B propagates
in the direction of the b axis of Y2SiO5.
The resulting dipole moments are shown in Figure 3.5. Table 3.1 shows the top ten longest
coherence times predicted from site 1 of 167Er3+:Y2SiO5, with their respective transition
dipole moments. The longest T2 predicted is 312 µs, with a transition strength of 0.33 MHz/G.
Comparatively, the maximum moment is 5.76 MHz/G. It is not one of the weakest transitions,
so it may be able to be detected experimentally. For comparison, the longest coherence time
from site 2 is predicted to be 14 µs.
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Figure 3.6: (a) Energy levels and (b) transitions of 167Er3+:Y2SiO5 for a magnetic field applied along the D1
axis, with the target energy level and transition at 873.5 MHz bolded (black). Note the axes limits differ between
the two plots.
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Table 3.1: The transitions from site 1 of 167Er3+:Y2SiO5 with the longest predicted coherence time T2, and their
corresponding strength given by the transition dipole moment.











The behaviour of this transition in a magnetic field is shown in Figure 3.6. The energy levels
of the transitions are shown in Figure 3.6(a), with the transition shown in Figure 3.6(b). This
transition, which we will call the target transition, is within the uncertainty of the previously
reported 880 MHz transitions [17]. As the authors of [17] did not investigate the dependency of
the 880 MHz transition on magnetic field, we cannot know if this target transition is the same
as the 880 MHz transition. In any case, based on these coherence time calculations, we will
focus our spectroscopic investigations in Chapter 4 around the 800 MHz region.
Chapter 4
Raman Heterodyne Spectroscopy of
167Er3+:Y2SiO5
Although we have a ground state spin Hamiltonian that can be used to predict transitions,
errors on the order of 10 MHz [23] mean that we must verify where our target transition,
predicted at 874 MHz, is located. To measure the hyperfine spectra experimentally, we used
Raman heterodyne spectroscopy on a sample of 167Er3+:Y2SiO5. Using a tunable microwave
resonator, hyperfine spectra from both the ground and excited state were obtained in the 600
to 1200 MHz range. Some of these transitions have very narrow inhomogeneous linewidths,
which suggests they will yield long coherence times.
4.1 Resonator Design
For many non-Kramers systems, a simple radio frequency (RF) coil wrapped around the
sample is enough to drive the hyperfine transitions of the rare-earth dopant, as the hyperfine
splittings between energy levels are less than, or on the order of 100 MHz [54, 40, 55]. However,
above around 200 MHz, such coils are no longer effective as the transmission drops off. This
makes RF coils unsuitable for a dopant like 167Er3+, where most of the transitions are well
above 200 MHz.
Instead, we can use a microwave resonator (also referred to as a microwave cavity) to drive
the hyperfine transitions [43]. As we are looking to access a transition close to 900 MHz, we
designed a resonator in-house that has a resonant frequency equal to that of the transition we
are interested, in as well as having the correct dimensions to hold the sample and fit inside the
cryostat.
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Figure 4.2: (a) Cross section of resonator with orientation of sample (blue circle) with respect to lab; (b) Photo
of resonator with plunger attached to attocube.
The resonator that was made was based on a loop-gap resonator with a single loop and a
single gap [79]. The cross section of the simplest loop-gap resonator is shown in Figure 4.1.
This is a split ring resonator: a hollow cylinder with a slice removed along the length. It is
analogous to an LC circuit, where the gap in the cylinder acts as a parallel plate capacitor, and
the loop as an inductor in the form of a single turn solenoid. The resonant frequency can then







We want a resonator that is tunable, as the transition frequencies cannot be predicted to
MHz precision by the spin Hamiltonian (see Section 3.5). To do this, we used a similar design
to one in Ref. [79], and modified it as shown by the cross section in Figure 4.2 (a). The main
resonator consists of a 6 mm radius loop, with a smaller 2.5 mm hole carved out of the main
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Figure 4.3: Frequency spectrum from a smiluation where d = 2 mm. The resonant mode we are interested in is
visible at 850 MHz. Artifacts of the simulation, such as the broad frequency background of the system and small
oscillations in the spectrum do not affect the resonant modes present in the corresponding physical resonator.
loop to allow for the Er3+:Y2SiO5 sample to reside in and maintain good thermal contact to
the rest of the cryostat. A teflon spacer holds the sample in place. A 0.3 mm fixed gap extends
from the loop, and a plunger attached to a piezoactuator (ANPx101, attocube systems) controls
an adjacent gap d. By changing d with the plunger, we can tune the resonant frequency of
the cavity. The entire cavity is made from aluminium, and is enclosed in an aluminium box.
Not shown here are two covers of the cavity box that enclose the main resonator, with holes
to allow optical access with a laser, and SMA connectors soldered to wires bents into loops
act as antennae to provide microwaves to the cavity. The antennae loops are oriented to be
concentric with the circular faces of the sample. When a microwave source is connected to
the cavity via the SMA connectors, the antennae provide an alternating magnetic field (with a
frequency given by the source) that couples to a cavity mode which acts along the b-axis of the
sample. In this way, microwaves can be applied to the 167Er3+ ions in the crystal.
Although Equation 4.1 is useful for determining how changing the resonator geometry
will affect the resonant frequency, a more detailed analysis of the electromagnetic waves
inside the cavity is needed in order to determine the resonant frequency accurately. We use a
finite-difference time-domain (FDTD) solver (FDTD Solutions, Lumerical Solutions, Inc.) to
simulate the fields inside the resonator, with the dimensions of the resonator chosen based on
these simulations. The FDTD solver works by solving Maxwell’s equations in a 3D grid, in
the time domain. The frequency response at any point in the resonator can thus be determined
from the simulated electric and magnetic fields, allowing us to determine where the modes and
thus resonant frequencies of the cavity occur.
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The resulting frequency spectrum from a simulation where d = 2 mm is shown in Figure 4.3.
The broad background of the spectrum is due to the choice of input pulse. There are many peaks
in this spectrum, as well as regular oscillations visible across the spectrum. The oscillations
are an artifact of the simulation, but the peaks that are larger than the oscillation amplitude are
actual resonance peaks. These artifacts of the simulation are not important, as the simulation is
just a guide to see if a resonant mode exists at the desired frequency. We are interested in the
lowest frequency resonance (Figure 4.3), which is at 850 MHz. Comparatively, for a resonator
with d = 6 mm, the resonant frequency is 978 MHz.
The simulations also show how the electric and magnetic fields behave at resonance. For
example, Figure 4.4(a) and (b) show that the electric field is concentrated in the gaps of the
resonator. The magnetic fields however are concentrated in the loop of the resonator [Figure
4.4(c–f)]. Figure 4.4(c) and (d) show that the magnetic field is not completely uniform in the
loop, but sufficiently uniform for our measurements.
Figure 4.5 shows the transmission through the cavity that was made, measured with a
FieldFox network analyser at room temperature. The measurement in (a) was taken with a short
wire across the terminals of an SMA connector, so only a weak magnetic field was applied
to the cavity. This was done to try to measure the intrinsic quality (Q) factor of the resonator.
Here, the central frequency of the resonator was 880 MHz and the full width at half maximum
(at -3 dB) was 5 MHz. This gives in a Q factor of 176. This is an acceptable Q factor for
our purposes. We want a broad resonator in order to measure spectra away from the central
frequency, as well as a resonator that faithfully reproduces an input microwave pulse. If the
Q factor is too large, then the input pulse will become an exponentially decaying microwave
signal, rather than a short pulse.
For the rest of the experiments in this thesis, the aforementioned loop antennae were used to
couple microwaves to the resonator. The cavity transmission obtained using the loop antennae
is shown in Figure 4.5(b). Here the central frequency is at 853 MHz. The central frequency can
be tuned between about 700 MHz to 1200 MHz, and maintains a similar shape and transmission
strength within this frequency range. With the attocube, we can control this peak precisely to a
much smaller frequency than the linewidth of the resonator.
4.2 Experimental Setup
The experimental setup used to perform Raman heterodyne spectroscopy is shown in
Figure 6.1. For these experiments, we used an isotopically pure 167Er3+:Y2SiO5 sample
(Scientific Materials Inc.), where 50 parts per million of the yttriums ions are replaced by
167Er3+ ions. The sample is cylindrical, with a 4.95 mm diameter and 12 mm length. The
4.2 Experimental Setup 39













































































Figure 4.4: Simulated electric fields in the XY plane through the centre of the resonator for d equal to (a) 2 mm
and (b) 6 mm, and simulated magnetic fields at the same position for d equal to (c) 2 mm and (d) 6 mm. Similarly,
simulated magnetic fields in the YZ plane through the centre of the resonator for d equal to (e) 2 mm and (f) 6 mm.
For measurements where d = 2 mm, the simulation shown is at the resonant frequency, 850 MHz. Likewise, for
d = 6 mm, the simulation shown is at the resonant frequency, 978 MHz. Color scales linearly with intensity, and is
at a different scale for each subplot.
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Figure 4.5: Transmission through cavity at room temperature using (a) small wires across SMA terminals and









Amp 1 50 Ω Load
Shielded Box
Figure 4.6: Experimental setup used to perform Raman heterodyne spectroscopy. Figure adapted from [47].
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sample is placed inside the resonator, as shown in Figure 4.2 and held in place with a teflon
spacer. The resonator itself is attached to the cold finger inside the cryostat, which allows the
resonator to be cooled to a typical temperature of 4.5 K, but can be cooled further to 3.2 K by
pumping on the liquid helium can. More details about the cryostat can be found in Ref. [59].
The resonator temperature is monitored using a temperature sensor that is inserted through a
hole bored into the top, and sits just about the main loop of the resonator. The resonator was
typically at a temperature of 4.5 K for the measurements made in this chapter.
Also present inside the cryostat is a liquid nitrogen cooled superconducting vector magnet
(from HTS-110 Ltd.). The three coils, referred to as the x, y and z coils, can each provide a
magnetic field along a particular axis, where x and y provide fields of 0.343 mT/A, and the z
coil provides a field of 10.4 mT/A, and ±30 A can provided by each power supply connected
to the individual sets of coils. The orientation of the crystal’s (D1, D2, b) axes relative to the
magnet axes can be see in Figure 4.2 (a). Note that the sample was only aligned by eye so a
small rotational misalignment of the D1 and D2 from the x and z coils of a few degrees can be
expected.
The optical excitation for Raman heterodyne is provided by a fiber laser (Koheras E15
DFB), and drives the 4I15/2 to 4I13/2 transition of the site 1 ions. The laser frequency can be
coarsely tuned by changing the temperature, or finely with a piezo. The tuning range is 1 nm,
so it is not possible to access transitions of the site 2 ions which have an optical transition that
differs by 2.4 nm. The laser frequency is measured using a Bristol 621A wavelength meter.
The laser power incident on the cryostat window is typically 20 mW.
A network analyser (FieldFox) provides the microwave excitation to the resonator and
thus sample after amplification by Amp 2 (ABL0600-01-3200, Wenteq). The beam leaving
the sample and thus cryostat will be composed of the original laser frequency, and another
frequency that is the sum of the optical (νo) and microwave (νµ ) frequencies applied to the
sample. The light is focused on a fast photo detector (G70906-03, Hamamatsu) that is connected
to a bias tee (ZX85-12G-S+, Minicircuits). The bias tee (connected to a battery at the DC input)
both provides a bias for the photodiode, and separates the AC component of the signal from the
photodiode, which measures the frequency modulation on the input light. The resulting signal
is amplified through two amplifiers (ABL0600-01-3200, Wenteq and ZJL-7G+,Minicircuits)
noted as “Amp 1” in Figure 6.1. The photodetector, bias tee and two amplifiers are all enclosed
in a shielding aluminium box that contains agar in order to prevent stray noise from entering
the detection chain. The FieldFox is simultaneously sweeping through a range of microwave
frequencies that it is applying to the resonator and measuring the beat signal from those
frequencies. If the applied microwave frequency is resonant with a hyperfine transition, there
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Figure 4.7: Example of Raman heterodyne spectra, with peaks corresponding to transitions around 880 MHz and
897 MHz.
will be a peak in the intensity of the beat signal. Therefore the frequency of the hyperfine
transitions can be determined.
An example of the Raman heterodyne spectra obtained is shown in Figure 4.7. Two peaks
can be seen close to 880 MHz and 897 MHz, indicating the presence of hyperfine transitions at
those frequencies. The broadening at the bottom of the peak at 880 MHz is due to background
microwave signal that was input to the resonator being picked up by the detection chain. These
transitions are investigated further in the following section.
4.3 Results
Our target transition is predicted to be in the 800 to 900 MHz range, but we do not know
what laser frequency (or frequencies) is required to couple it to an excited state hyperfine level.
Therefore, we must vary both the laser and microwave frequencies in order to locate our target
transition. We keep the resonator at a fixed resonant frequency, as it is sufficiently broad such
that it can detect transitions 100s of MHz away from its central frequency. The resulting Raman
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Figure 4.8: Raman heterodyne signal as a function of laser and microwave frequency. Colour scales linearly
with signal intensity. The region marked by the dashed line is enlarged on the right, which some narrow linewidth
transitions marked by arrows. The resonant frequency of the cavity was fixed at 885 MHz.
heterodyne signal from this measurement is shown in Figure 4.81. A number of transitions can
be seen in the 840 to 960 MHz microwave frequency region. Many are broad, with linewidths
(3 dB from maximum) on the order of 5 MHz. There are also some very narrow linewidth
transitions, as low at 100 kHz, present in the spectra at 880 and 897 MHz.
In order to determine if any of these transitions is our target transition, we fixed the laser
frequency to where a transition was found and applied a magnetic field. Here, we can see that
the broad transition at 930 MHz (from Figure 4.8) has a strong dependence on magnetic field,
and thus is not our target transition. There is a flat, broad signal that is stronger than the rest
of the background just above 880 MHz (see Figure 4.9(a)). This is not a transition, but is a
pick-up signal that comes from the microwaves driving the resonator that make their way to the
detection chain.
Inspection of Figure 4.9(b) shows that the narrow linewidth transitions have a much weaker
dependence on magnetic field. Their dependence on magnetic field can more clearly seen in
Figure 4.102. In Figure 4.10(a), there appears to be one flat transition at around 897 MHz, and
1Note that plot colour scales linearly with intensity in this and subsequent figures, unless stated otherwise. In
these plots, and many other subsequent Raman heterodyne spectra, the colour map has been scaled such that the
signal strength required to plot the “stronger” signal is low, allowing weaker transitions to be visible.
2A different laser frequency was used here in order to observe the narrow linewidth transitions more easily.
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Figure 4.9: Raman heterodyne signal as a function of applied magnetic field using the (a) x, (b) y and (c) z coils,
and ωo = 195116.7 GHz.
4.3 Results 45
Figure 4.10: Raman heterodyne signal as a function of applied magnetic field using the (a) z, (b) x and (c) y coils,
and ωo = 195115.6 GHz.
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three more converging around 880 MHz. Further measurements in Figure 4.10(b) and (c) reveal
that there are two transitions around 897 MHz instead.
At first glance it may look like these transitions are double ups from the other magnetically
inequivalent site, which would appear if some magnetic field misalignment was present. How-
ever, by deliberately applying a field away from the b axis or D1-D2, we see that this is not the
case.
In Figure 4.11, magnetic fields were applied using different combinations of the x, y and z
coils. The direction of the resulting applied magnetic fields can be seen in Figure 4.12. For
measurements using the x and y coils together, the magnetic field was applied by equal amounts
from each coil, such that the field was 45◦ from either the x or y coil axis (−D1 or b axis)
[Figure 4.12(a)]. For the measurements using the z coil along with either the x or the y coil, the
magnetic field was applied such that it was 42.3◦ from the x or y (−D1 or b axis) with respect
to the z (D2) axis [Figure 4.12(b)]. For coils with a minus sign in from, e.g. ‘x, −y’, this means
that the the current supplied to the second coil was in the opposite direction to the first coil,
e.g., if 1 A of current is applied to the x coil, -1 A is applied to the y coil [Figure 4.12(c)].
The same number of narrow spectral lines that were observed in Figure 4.10 can be seen in
Figure 4.11(a) and (b), where the magnetic field is applied in the D1-D2 plane. The remaining
measurements are out of the D1-D2 plane (where transitions from the magnetically inequivalent
site should be present), and show a clear increase in the number of spectral lines around
880 MHz and 897 MHz. The spectra are dense around 880 MHz, so it is difficult to determine
how many lines there are. However, in Figure 4.11(e) and (f), there are clearly 4 spectral lines
around 897 MHz, showing that there are indeed two transitions present around 897 MHz even
if the magnetically inequivalent transitions are not present.
A clearer picture of the spectra at 880 MHz can be seen in Figure 4.13, especially (a).
There is a doublet of transitions at 879.4 MHz at zero field, which appear to be degenerate.
Additionally, there are another two transitions that appear above in a kite-like shape, in some
cases as a minimum in the Raman heterodyne signal. The doublet at 879.4 MHz has been
previously reported in literature [17], albeit as a single transition. In the previous measurements,
it appear as though there were only 3 transitions in this region, but using a different laser
frequency and a smaller field range has made all 4 transitions visible.
Figure 4.14 shows the 897 MHz transitions more clearly. At zero field, there is again a
doublet of transitions that appears to be degenerate. At zero field, their transition frequency is
896.7 MHz. This doublet, along with the other at 879.4 MHz, are not ZEFOZ transitions as
they have small first-order dependence on magnetic field. It appears that our target transition,
which is a ZEFOZ transition, is not present amongst these spectral lines.
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Figure 4.11: Raman heterodyne signal as a function of applied magnetic field using the (a) x, z, (b) x, −z, (c) x,
y, (d) x, −y, (e) y, z, and (f) y, −z coils, and ωo = 195115.55 GHz.













Figure 4.12: Direction of the magnetic field applied when using more than one set of magnet coils: (a) x,y coils,
(b) x,z or y,z and (c) x,−y coils.
Our target transition may have a very different hyperfine transition frequency, or not be
detectable by our setup. In any case, we widened the microwave frequency search to find the
target transition, or any other suitable ZEFOZ transitions. The resulting Raman heterodyne
signal as a function of laser and microwave frequencies, this time with a microwave frequency
range between 700 and 1300 MHz, is shown in Figure 4.15. Using this measurement as a guide,
we measured spectra at many different points, as indicated by the black dots.
Two of the flatter ZEFOZ transitions found during this search are shown in Figure 4.16 and
Figure 4.17 as a function of magnetic field in multiple directions. These two ZEFOZ transitions
have zero field transitions of 823.8 MHz and 774 MHz, respectively. In addition, many of the
other individual transitions are show in Figure 4.18. Some contain transitions that appear as
minima [(a), (d) and (h)]. There is also another doublet present with a transition frequency of
739 MHz at zero field [Figure 4.18(b)]. This the other previously reported transition [17]. Like
with the 879.4 MHz transition, it was reported as a single transition, not two.
We also measured the Raman heterodyne signal for a very wide sweep of microwave
frequencies. In Figure 4.19, the microwave frequency sweep is from 600 MHz to 1200 MHz,
with a magnetic field range of -3.43 mT to 3.43 mT. The same measurement was made for
Figure 4.20, but for a larger magnetic field range of -6.86 mT to 6.86 mT. Transitions appear
primarily as maxima in both measurements, but there are many that also appear as minima,
with most of these minima around 800 MHz.
4.4 Discussion
We have measured many hyperfine spectra in the 600 to 1200 MHz frequency regime.
Although it appears that we were unable to measure our target transition, we observed many
other promising spectra. There were transitions with broad linewidths that changed rapidly
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Figure 4.13: Raman heterodyne signal as a function of applied magnetic field using the (a) x, (b) y, (c) z, (d) x, z,
(e) x, y, and (f) y, z coils, and ωo = 195115.67 GHz.
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Figure 4.14: Raman heterodyne signal from the transitions at 896.7 MHz as a function of applied magnetic field
from the y coil where ωo = 195115.56 GHz.
with magnetic field, as well as transitions with very narrow linewidths that changed slowly
with respect to magnetic field (Figure 4.10). Some of these narrow-linewidth transitions can
be thought of as ZEFOZ-like, because although there is a first-order Zeeman dependence on
magnetic field at zero field, this first-order dependence is very small. We also observed many
ZEFOZ transitions (see Figures 4.16, 4.17 and 4.20) but their curvature appears to be much
higher than that of the target transition.
The ZEFOZ-like doublet transitions at 739 MHZ and 879.4 MHz have been previously
reported [17], and other ground state hyperfine structure at low fields has been observed
previously [24]. Besides this, there has not been much investigation into the hyperfine structure
in either the ground or excited states of 167Er3+:Y2SiO5 at low or zero field. Chapters 5 and 6
show that the hyperfine structure originates from both the ground or excited state , depending
on the transition, as is possible with Raman heterodyne spectroscopy. This data can be useful
for improving the accuracy of spin Hamiltonian parameters at low fields, which is explained
further in Chapter 5.
In regards to measuring coherence times of the transitions we have observed, the more
promising ZEFOZ transitions are those at 823.8 MHz and 774 MHz. We can fit to the fre-
quencies of these two transitions as a function of magnetic field in order to find the maximum
curvature, then estimate the coherence time like we did using curvatures from the spin Hamilto-
nian in Section 3.53. Doing so yields estimated coherence times of 210 and 130 µs respectively.
These times are on the same order of magnitude as the top two transitions predicted to have
the longest coherence time (see Table 3.1), which could suggest that one of the transitions is
3See Ref. [47] for the procedure to obtain the curvature using Raman heterodyne data.
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Figure 4.15: Raman heterodyne signal as a function of laser and microwave frequency. Color scales logarithmi-
cally with signal intensity for clarity. Note that the data from this figure comes from 3 different measurements.
Black dots indicate some of the frequencies investigated with the application of a magnetic field.
in fact the target transition, though at first glance it does not seem to be the case. This will be
investigated in Chapter 5.
For the non-ZEFOZ transitions, we cannot simply use the curvature of the transitions to
estimate the coherence time. Based on curvature at zero field alone, these transitions should not
have long coherence times. However, these doublets have narrower inhomogeneous linewidths
than the ZEFOZ transitions that were observed. The coherence time is inversely proportional
to the homogeneous linewidth [63], and so these particular transitions may have narrower
linewidths because they are less sensitive to magnetic field fluctuations, and thus have longer
coherence times. The coherence times of various transitions observed in this chapter are
investigated and measured in Chapter 6.
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Figure 4.16: Raman heterodyne signal from the transitions at 823.8 MHz as a function of applied magnetic
field using the (a) x, (b) y, (c) z, (d) x, z, (e) x, y, (f) y, z, (g) x, −y, (h) x, −z and (i) y, −z coils. For (a),
ωo = 195115.61 GHz, and ωo = 195116.49 GHz for the other measurements shown here.
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Figure 4.17: Raman heterodyne signal from the transitions at 774.2 MHz as a function of applied magnetic
field using the (a) x, (b) y, (c) z, (d) x, z, (e) x, y, (f) y, z, (g) x, −y, (h) x, −z and (i) y, −z coils, where
ωo = 195115.75 GHz. Note that the y axis scale in (a) differs from the other subFigures.
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Figure 4.18: Raman heterodyne signal from various transitions as function of applied magnetic field us-
ing the x coil. The laser frequencies used were (a) 195116.24 GHz, (b) 195117.13 GHz, (c) 195116.75 GHz,
(d) 195116.49 GHz (e) 195116.83 GHz, (f) 195116.71 GHz, (g) 195116.49 GHz, (h) 195116.78 GHz and (i)
195116.78 GHz.
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Figure 4.19: Raman heterodyne signal as a function of applied magnetic field using the x coil. Color scales
logarithmically with signal intensity. The resonator was fixed at a frequency of 824 MHz, and ωo = 195116.56 GHz.
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Figure 4.20: Raman heterodyne signal as a function of applied magnetic field using the x coil. Color scales
logarithmically with signal intensity. The resonator was fixed at a frequency of 824 MHz, and ωo = 195116.56 GHz.
The magnetic field range is larger in this Figure compared to Figure 4.19.
Chapter 5
Spin Hamiltonian Modelling of Hyperfine
Structure in 167Er3+:Y2SiO5
In Chapter 4, we observed many hyperfine transitions at low fields in 167Er3+:Y2SiO5. In
this chapter, we compare the measured spectra to those predicted by the recent ground state spin
Hamiltonian parameters from Ref. [23]. These comparisons show that there are discrepancies
between the measured and predicted spectra. We then show that the measured spectra can
be used to improve the predictive power of the ground state parameters, as well as those of
currently unpublished excited state parameters that are obtained using crystal-field modelling.
5.1 Previous Modelling of Hyperfine Structure
Some of the first modelling of hyperfine structure was performed for the 4I15/2 ground and
4I13/2 excited states of the even isotopes of Er3+:Y2SiO5 by Sun et al. [22], where the magnetic
g tensors were determined for both states. Subsequently, the ground state hyperfine structure of
167Er3+:Y2SiO5 was investigated using EPR at 9.5 GHz in a magnetic field by Guillot-Noël
et al. [21]1. This study determined the spin Hamitlonian parameters for both site 1 and site 2.
Some comparisons were made between zero field frequencies found experimentally in Ref. [17]
and the transitions predicted at zero field by the spin Hamiltonian parameters in Ref. [21].
However, there are so many transitions predicted in the 700 to 900 MHz regime (where some
values for zero field transitions were given in Ref. [17]) that it is difficult to say how well
the zero field transitions are predicted without, for example, experimentally measuring the
magnetic field dependence of the transitions.
1The magnetic g tensors [22] were published in 2008, after the EPR study of 167Er3+:Y2SiO5 [21] in 2006,
the experiments and results that gave the g tensors were first recorded in the PhD thesis of Thomas Böttger in
2002 [50].
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There had been little use of 167Er3+:Y2SiO5 for several years after the publication of
Ref. [17], and thus the spin Hamiltonian was not utilised either. Later, Chen et al. measured
hyperfine structure at zero field around 3 GHz [43]. The predictions from the spin Hamiltonian
of Ref. [21] did not correspond well to the observed hyperfine structure. This prompted a new
determination of the ground state spin Hamiltonian parameters by Chen et al. [23]. These new
parameters were obtained by performing EPR using a tunable cavity in the 3.4 to 5.0 GHz region
(typical EPR uses a fixed cavity frequency). The majority of data in Ref. [23] was obtained
in a magnetic field, but the zero field transitions measured in Ref. [43] were also used in the
parameter fitting process. Even before adding the zero field transitions, the parameters obtained
using high-field data reproduced the zero field data better than the parameters from the first
EPR study of 167Er3+:Y2SiO5 [21]. These new parameters are also able reproduce the low field
ground state spectra obtained using EPR with a Josephson bifurcation amplifier very well [24].
A comparison with the older parameters from Ref. [21] can be found in the first preprint (v1)
for Ref. [24] on arXiv [80], which shows the improvement in the low field predictive power
of the parameters by Ref. [23]. The largest discrepancies between the measured spectra and
predictions from the spin Hamiltonian parameters from Ref. [23] occur below 2 GHz, which
puts our spectra obtained in Chapter 4 in the ideal frequency range to improve the parameters,
if required.
Chen et al. [23] noted that the good fit of their parameters to the data can be fortuitous,
rather than being due to finding the “true” set of spin Hamiltonian parameters. Part of the
problem lies in the anisotropy of the g tensor. Essentially, applying a magnetic field, regardless
of direction, will result in measuring spectra in a “direction” skewed towards the direction of
the largest principal value of g. In site 1, which we are investigating in this thesis, one of the
principal values is roughly three orders of magnitude smaller than the largest principal value.
This makes it difficult to sample the 3D dependence of the energy levels on magnetic field.
Likewise, it makes it difficult to determine the A and Q tensors, which are also anisotropic.
This is reflected in the large uncertainties for the parameters in Ref. [23], where, for example,
Ay has an uncertainty of ±45 MHz. Data from zero field transitions can be especially useful in
reducing the uncertainty in this situation, as at zero field, only A and Q should determine the
transition frequencies. The improved correspondence of the predictions from the parameters
from Ref. [23] and the EPR data from Ref. [24] compared to the predictions from the parameters
from Ref. [21] could be attributed to a better sampling of the magnetic field directions.
Even so, it was acknowledged in Ref. [23] that there could still be further room for
refinement of the parameters. Almost all the data that went into the fit had linear frequency
versus magnetic field dependence, and while the parameterisation could be expected to be
reliable at high fields, it may not be as suitable at low field fields and when the energy levels
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anticross. The low field Raman heterodyne data would therefore be of great benefit for refining
the parameters.
There is also an issue of degeneracy of the spin Hamiltonian parameters [23]. This arises
from possible rotations of the different tensors of Equation 2.3. However, this should not
interfere with the predictive power of the parameters, as it just changes the signs of some
principal values without changing the predicted transitions.
5.2 Initial Comparisons
The Raman heterodyne spectra should contain transitions from both the ground and excited
states. By comparing the spectra to the predictions from the ground state spin Hamiltonian,
we can identify the state the transitions originate from, as well as make some judgement to
how well the spin Hamiltonian parameters predict spectra in this magnetic field and frequency
regime. In this section, we show that some of the predicted transitions fit the data well within
the expected uncertainty, and some don’t. Some of the measured transitions don’t appear
amongst the transitions predicted by the ground state parameters at all, which suggests they
originate from the excited state.
We use the ground state parameters for site 1 for all the comparisons in this section [23]
gg =








 10.4 −9.1 −10.0−9.1 −6.0 −14.3
−10.0 −14.3 −4.4
MHz. (5.3)
Figure 5.1 shows the first comparison, which shows the doublet at 879.4 MHz (left),
compared with the predictions from the spin Hamiltonian (right). These transitions have already
been reported to originate from the ground state [17]. Here we can see a good correspondence
between the two, where the zero field frequency differs by 16 MHz. This is within the expected
error of the spin Hamiltonian. The slopes differ between the data, and predicted transitions, but
some of this could be due to sample misalignment.
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Figure 5.1: Experimental data from (a) Figure 4.13(a), (b) Figure 4.10(c) and (c) Figure 4.10(a), with corre-
sponding predictions from the ground state spin Hamiltonian parameters (d – f). Note that the y axis limits differ
between plots, but are on the same scale for plots that correspond to the same data. Red bold lines indicate the
transitions of interest, and the black lines correspond to the other transitions that could be present in that region.
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Figure 5.2: (a) Raman heterodyne signal from figure 4.18(b), with (b) the corresponding prediction from the
ground state spin Hamiltonian parameters. Note that the y axis limits differ between subplots, but are on the same
scale. The bold lines correspond to the transitions of interest, and black lines are other transitions in the region.
Many of these predicted lines that have been highlighted appear to suddenly become vertical,
e.g., in Figure 5.1(e). This is due to anti crossings in the energy levels that the transitions
originate from.
Another comparison can be made with the doublet at 739 MHz, which was also previously
reported to originate from the ground state [17]. In this case, the predicted zero field frequency
differs by about 35 MHz, and the transitions appear to form a small kite shape. There is a small
difference in slope like for the 879.4 MHz transitions, which can again be attributed to sample
misalignment.
We can make other comparisons like this for other transitions we have measured. To
summarise some of these comparisons, Figure 5.3(a) shows Raman heterodyne spectra, and
Figure 5.3(b) shows the predicted transitions, where the line colour depends on transition
strength2. Some of the transitions measured experimentally, with zero field transition frequen-
cies of 932 MHz and 955 MHz appear to be predicted at 947 MHz and 1070 MHz respectively.
The discrepancy between 955 MHz (measured) and 1070 MHz (predicted) is quite large, even
given the uncertainty of the spin Hamiltonian parameters.
The range of the uncertainty of the spin Hamiltonian parameters can be seen in Figure 5.3(d).
This figure shows the different zero field transitions predicted from a selection of the parameters
obtained by a Markov Chain Monte Carlo method, which was used in order to estimate the
uncertainty of the spin Hamiltonian parameters. Here only a selection of transitions are plotted,
2See Section 3.5 for the method of calculating transition strengths.
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Figure 5.3: (a), (c) Hyperfine spectra from figure 4.20 compared with (b) spectra predicted by the ground state
spin Hamiltonian. Darkness of line colour scales proportionally to the square root of the transition dipole moment,
and the dots represent points from spectral lines obtained from figure 4.19. In (d), predicted transitions are shown,
which come from the ensemble of ground state spin Hamiltonian parameters. Transitions with dipole moments
weaker than 1% of the maximum value are not included.
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depending on their transition strength. The transition at 955 MHz (experimental value) is still
out of the range of transition frequencies predicted from this ensemble, highlighting that there
is room for improvement in these parameters.
Also note that many transitions appear that are not predicted by the ground state parameters.
Many of these transitions are likely to originate from the excited state, as will be shown later in
this chapter.
5.3 Using Raman Heterodyne Data to Improve Spin Hamil-
tonian Parameters
As shown in the previous section, there is still discrepancy between the experimentally
measured spectra and the spectra predicted form the ground state parameters. The experimental
data can therefore be used to reduce this uncertainty.
To do so, data points from the spectra in Chapter 4 were extracted, then used in the same
fitting algorithm that was used by Chen et al. [23]. The transitions from which these data points
were extracted are shown in Table 5.13. Each transition has been given a name of one or two
letters. Some of the transitions were identified [State (before)] by comparing their dependence
on magnetic field to the field dependence of the predicted transitions from the ground and
excited state parameters. More information on the excited state parameters used will be given
in the next section.
Some of the transitions which could not be identified before the fitting became identifiable
after improving both sets of parameters. These are also noted in Table 5.1.
Many of the transitions were measured in more than one magnetic field direction. In general,
if experimental data of a transition exists for multiple magnetic field directions, then data from
as many directions as possible were used for the fitting.
The extraction of the Raman heterodyne data into points useable for the parameter fitting
procedure was performed by me. However, the subsequent fitting was done by Stephen Chen.
The data points from lines a, d, e, r, s and ab were used in the fitting. These transitions were
identified as those most likely to originate from the ground state.
3An example of the points selected can be seen in Figure 5.3(b) and (d), where the points were extracted from
the data shown in Figure 4.19.
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Table 5.1: Transitions identified from Raman heterodyne spectra. The name, zero field transition frequency,
electronic state of origin before and after parameter modification, and some of the figures from Chapter 4 where the
transitions may be observed are given. Degenerate transitions are separated as lower (↓) and higher (↑) frequency
transitions. The electronic state of origin (State (before)) is based on initial comparisons with the ground state
parameters (Ref. [23]), and the excited state parameters (Equations 5.8, 5.9 and 5.10), unless stated otherwise.
Any transition origins identified after parameter improvement are also noted (State (after)), and those that are
unknown at either state are also indicated (—).
Name Transition (MHz) State (before) State (after) Figure(s)
a 932 Ground Ground 4.9, 4.19
b 896.7 (↓) Exciteda Excited 4.10, 4.11, 4.14
c 896.7 (↑) Exciteda Excited 4.10, 4.11, 4.14
d 879.4 (↓) Grounda,b Ground 4.10, 4.11, 4.13
e 879.4 (↑) Grounda,b Ground 4.10, 4.11, 4.13
f kite (↓) Excited Excited 4.10, 4.11, 4.13
g kite (↑) Excited Excited 4.10, 4.11, 4.13
h 823.8 (center) — Ground 4.16, 4.18(d)
i 1011 Excited Excited 4.18(f)
j 823 (↓) — — 4.18(d)d
k 823 (↑) — Excitede 4.18(d)d
l 753 Excited Excited 4.18(c)
m 774.2 — Ground 4.17
n 1096 Excited Excited 4.18(h)
o 1118 Excited — 4.18(h)
p 1167 Excited Ground 4.18(i)
q 738 — — 4.18(a)d
r 739 (↓) Groundb Ground 4.18(b)
s 739 (↑) Groundb Ground 4.18(b)
t 667 Excited Excited 4.19
u 633 Ground Ground 4.19
v 613 — Ground 4.19
w 721 — Excited 4.19
x 715 — Excited 4.19
y 738c — — 4.19
z 804 — Excitede 4.19
aa 879 — — 4.19
ab 955 Ground Ground 4.19
ac 85 Excited Excited From [47]
a Identified using pulse measurements in Chapter 6. b State identified using holeburning in Ref. [17].
c Could be a double up with transition q. d Appears as a minima in the data.
e Both resemble the same spectral line in excited state predictions.
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The resulting parameters are
ggn =








 10.1 −10.1 −14.0−10.1 −6.3 −15.6
−14.0 −15.6 −3.8
MHz. (5.6)
We can then make the same data comparisons as in the previous section. Figure 5.4 shows
a comparison of the experimental data for the doublet at 879.4 MHz with the predictions from
the new parameters. The predictions now match the data very well, without a zero field offset.
Likewise, the same comparison can be made for the doublet at 739 MHz, as seen in Figure 5.5.
Although the predicted lines match the data better, at zero field the predicted transitions still
form a small kite-like shape.
Figure 5.6 shows a comparison of the predicted lines with the extracted transition data
for a magnetic field along the D2. These data points come from several different Raman
heterodyne spectra where a magnetic field was applied with the x coil (roughly equivalent to
D2). The transitions used in the fit are plotted as stars (⋆). Data from measurements made
using magnetic fields in other directions were also used, but not shown here.
For the transitions where we explicitly used experimental data, we can see a very good
agreement between the measured and predicted transitions. Discrepancy in the horizontal
direction is due to stray magnetisation that resulted in the experimentally measured transitions
being symmetric for a non-zero field value, rather than zero field. This was taken into account
during the fitting process. The fit to the original EPR data in Ref. [23] is still good after
adding this zero field data. Before adding the zero field data, the misfit (difference between
experimental and predicted values) was 27 MHz, and after adding the zero field data, is 33 MHz.
The total misfit for these new parameters and the data is 53 MHz.
As a result of fitting to some of the transitions observed at low fields, other transitions in
the frequency regime of Figure 5.6 that were not used in the fitting now are predicted better by
the spin Hamiltonian. These transitions are named p, u, and v.
In summary, very good correspondence to low field data with these new parameters has
been demonstrated. Nevertheless, the analysis is not complete. More transitions (like p, u,
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Figure 5.4: Experimental data from (a) Figure 4.13(a), (b) Figure 4.10(c) and (c) Figure 4.10(a), with (d – f)
corresponding predictions from the new ground state spin Hamiltonian parameters (Equations 5.4, 5.5 and 5.6).
The y axis limits are the same for adjacent subplots. Red bold lines indicate the transitions of interest, and the
black lines correspond to the other transitions that could be present in that region.
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Figure 5.5: (a) Raman heterodyne signal from figure 4.18(b), with (b) the corresponding prediction from the
new ground state spin Hamiltonian parameters (Equations 5.4, 5.5 and 5.6). The bold lines correspond to the
transitions of interest, and black lines are other transitions in the region.
and v) can still be added to the fitting process. The weighting of the data in the fit, i.e. how
strongly the fit tries to correspond to particular data, can still be adjusted between the EPR data
and the Raman heterodyne data. Careful tuning can reduce the overall misfit for both sets of
data, giving a better fit. These preliminary results at least demonstrate how effective Raman
heterodyne data is for improving accuracy at low fields.
5.4 Excited State Parameters: Comparisons and Improve-
ments
Although we have a very good model for the ground state hyperfine structure, any applica-
tion that would utilise 167Er3+:Y2SiO5 would require the use of optical transitions. To that end,
a model for the hyperfine structure of the 4I13/2 state would be of immense benefit.
The ground state hyperfine structure of 167Er3+:Y2SiO5 is challenging to model to begin
with (as evident in Section 5.1) due to the number energy levels present, and the low symmetry
of the sites the Er3+ ions occupy. This difficulty only increases when it comes to determining
the excited state hyperfine structure, given that experimental measurements will frequently
record ground and excited state structure simultaneously, due to the requirement that a laser is
used to probe the transitions in the excited state. A very accurate ground state spin Hamiltonian
would most likely be required in order to distinguish between the two electronic states. Spectral
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Figure 5.6: Transitions predicted by the new ground state spin Hamiltonian parameters (Equations 5.4, 5.5 and
5.6) (lines) for a magnetic field applied along the D2 axis. Experimental points extracted from different magnetic
field scans are plotted, either as points used in the fitting process (red, ⋆), or other unused points in the same
magnetic field direction (black, •).
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holeburning has been used previously to attempt to determine the excited state hyperfine
structure, but was unsuccessful due to the lack of accurate ground state Spin Hamiltonian
parameters [59].
Rather than determining the excited state based on holeburning measurements or otherwise,
all the existing data on the hyperfine structure of 167Er3+:Y2SiO5, including the Raman
heterodyne data from this thesis, can be used to determine a crystal-field Hamiltonian [81].
This type of model does not just predict the structure for one crystal-field level; it can predict
the structure for the entire 4fn configuration of a rare-earth dopant. This type of model also has
the advantage of being applicable at high fields, where the typical spin Hamiltonian model is
no longer applicable due to mixing between crystal-field levels.
All of the modelling and computation work (parameter fitting, etc) was performed by
Sebastian Horvath. Much of this work is detailed in his PhD thesis [81]. The spin Hamiltonian
parameters presented here, however, were obtained afterwards, and will be detailed in a
separate manuscript that (in preparation). The theoretical background and method to obtain the
fitting will be summarised here, based on the work in Sebastian’s thesis and the unpublished
manuscript.
The crystal-field fitting procedure involves fitting to a model for the full Hamiltonian from
Equation 2.2, sans the nuclear Zeeman term, shown again here
H = [HFI +HCF]+ [HHF +HQ +HEZ]. (5.7)
Although the modelling is usually referred to as a crystal-field Hamiltonian, there are free
parameters that are fit to terms from Equation 5.7 that originate from terms other than HCF.
A spin Hamiltonian for a given crystal-field level can be obtained from the full Hamiltonian
with a projection. HCF contains 27 parameters that are determined by the fitting procedure.
Some parameters of HFI are also determined during the fitting procedure, while others are
obtained from measurements on Er3+:LaF3 [82]. Unlike the tensors obtained for a spin
Hamiltonian, the terms HHF and HQ only have one free parameters, and HEZ has none. The
nuclear Zeeman interacting HNZ is not included in this fitting as its effect on the transition
frequencies is very small, but it used for spin Hamiltonians obtained as a result.
For initial crystal-field calculations, no Raman heterodyne data was used. The fit used site-
selective excitation data of the crystal-field levels of Er3+:Y2SiO5 from Doualan et al. [83], the
g-tensor for the 4I13/2Y1 from Sun et al. [22] and the published ground state spin Hamiltonian
parameters from Chen et al. [23].
The fitting procss can be divided into two steps. The first step of the fitting works by
comparing the parameters from the full Hamiltonian with those from the g-tensor, and spin
Hamiltonian by use of a projection. The Hamiltonian is diagonalised to obtain eigenvalues,
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so they can be compared to the crystal-field levels from Ref. [83]. The other step of the
fitting process only involves the predicted eigenvalues from the ground state spin Hamiltonin
parameters, which are sampled in a variety of magnetic field values and directions, and are
compared to the eigenvalues from the fitting full Hamiltonian.
The resulting spin Hamiltonian for site 1 in the 4I13/2Y1 state is
ge =








 124.1 −20.0 −1.19−20.0 −106.7 0.80
−1.19 0.80 −110.1
MHz. (5.10)
Like for the ground state parameters, we can make comparisons between the predicted and
measured transitions at low field. Figure 5.7 shows one such comparison with the experimental
data for the transitions around 880 MHz. Comparisons in the previous section from the ground
state predictions showed that the doublet at 879.4 MHz originates from the ground state. There
is a good correspondence between the two transitions that form a kite-like shape, and similar
transitions predicted by the excited state parameters. There is a difference of around 40 MHz
for the zero field frequencies, but otherwise the magnetic field dependence matches very well
to the data.
Comparisons can be made on a larger frequency scale. Figure 5.8(c) shows a comparison
between experimental data (a) and the predicted spectra. Here we can see a few transitions
that appear to correspond to measured transitions, albeit with zero field frequency shifts. See
Table 5.1 for the particular transitions identified. Something to note is that the doublet at
896.7 MHz does not appear to be present in the predicted spectra from either the ground or
excited state parameters. Measurements in Chapter 6 suggest that this doublet originates from
the excited state, so there is much room for improvement.
To this end, some of the low field Raman heterodyne data was added to the fitting procedure
during the second step. The transitions included were a, d, e, h, i, k, l, m, n, p, t, v, ab and ac.
Unlike the fitting process for the ground state parameters in the previous section, not every data
point for each transition was used. Instead, parabolas or straight lines were fit to the extracted
5.4 Excited State Parameters: Comparisons and Improvements 71









































































































-30 -20 -10 0 10 20 30
B (mT)
Figure 5.7: Experimental data from (a) Figure 4.13(a), (b) Figure 4.10(c) and (c) Figure 4.10(a), with (d – f)
corresponding predictions from the excited state spin Hamiltonian parameters (Equations 5.8, 5.9 and 5.10). Note
that the y axis limits differ between plots, but are on the same scale for plots that correspond to the same data. Red
bold lines indicate the transitions of interest, and the black lines correspond to the other transitions that could be
present in that region.
72 5. Spin Hamiltonian Modelling of Hyperfine Structure in 167Er3+:Y2SiO5
Figure 5.8: (a), (c) Hyperfine spectra from figure 4.20 compared with (b) spectra predicted by the initial excited
state spin Hamiltonian parameters (Equations 5.8, 5.9 and 5.10) and (d) the new excited state spin Hamiltonian
parameters that incorporate the low field Raman heterodyne data (Equations 5.11, 5.12 and 5.13). Experimental
points extracted from different magnetic field scans along the D2 axis are plotted as points (•).
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data points from the Raman heterodyne data as required. Then, one or more frequencies were
extracted from this basic fit. These transitions were incorporated as follows:
• d, e: Fit to frequency at 0.5 mT, for a field along the D2 axis,
• k, t, v: Fit to frequency at zero field,
• a, h, i, l, m, n, p, ab: A parabola is fit to the data, for data obtained at a maximum for
5 mT, then 5 points along the parabola are chosen to be used in the fit,
• ac: A curvature tensor is fit to the data (see Ref. [47]), then for each of the three
directions corresponding to the crystal coordinates (D1,D2,b), three field values (and
thus frequencies) are chosen.
The state of origin presumed for each transition is listed in column ‘State (after)’ in Table 5.1.
Note that transition ac was not measured in this thesis, but in the previous Honours
dissertation, Ref. [47].
The resulting excited state spin Hamiltonian parameters are
gen =








56.0 1.66 5.801.66 −53.2 −10.3
5.80 −10.3 46.4
MHz. (5.13)
The same comparison for a large frequency range for these new parameters is made in
Figure 5.8(d). Although Figure 5.8(b) and (d) look very similar in their correspondence to
the data, there are some key differences between some transitions. Figure 5.9 shows that
the kite-like transition doesn’t have as good of a correspondence to the data. The zero field
frequency shift is larger, at around 60 MHz, and the slope also does not correspond as well as
in Figure 5.7.
However, unlike the previous set of parameters, the doublet at 896.7 MHz now appears to be
present in the excited state spin Hamiltonian predictions. A comparison between experimental
data of the 896.7 MHz doublet and the predictions from the parameters is shown in Figure 5.10.
Although the zero field frequency differs by nearly 100 MHz, there is a good correspondence
between the experimental and predicted slopes.
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Overall, fitting to a crystal-field Hamiltonian has produced a good model for the 4I13/2Y1
excited state crystal-field level. There is still room for improvement as there are still discrepan-
cies on the order of 100 MHz for some transitions. However, compared to other crystal-field
models, it is very accurate.
The choice of transitions for the fit can significantly change the spin Hamiltonian parameters
obtained from the crystal-field modelling. Although not all the transitions observed and
identified in Table 5.1 were included in the fitting for (Equations 5.11, 5.12 and 5.13), Sebastian
identified the electronic state of origin of many of the transitions, shown in ‘State (after)’ in
Table 5.1. Much like the case of improving the ground state parameters, careful choice of
transitions to use in the fitting and the weighting of such transitions is required. It is still a work
in progress.
5.5 Discussion: The Case of the Missing Transition
Now with more complete models for the hyperfine structure of 167Er3+:Y2SiO5, it should
be possible to do calculations that can determine optical transition strengths, amongst other
applications. One key mystery from the previous chapter was that the target transition that
should have had a very small dependence on magnetic field was not present in the data. This
target transition, predicted at 874 MHz with a coherence time of 312 µs (Section 3.5) has a
calculated strength of 0.33 MHz/G. Comparatively, the doublet at 879.4 MHz has predicted
strengths of 0.044 MHz/G. Based on transition dipole moments of the ground state transitions
alone, the target transition should be detectable if the doublet is also detectable. This is not the
case. Of course, in practice the transition strengths from Raman heterodyne will also depend
on the optical transition strengths between hyperfine levels in the ground state and hyperfine
levels in the excited.
The target transition, however, may have actually been present the whole time as transition
h. The data from transition h was fit to the target transition in the ground state during the crystal-
field fitting. A different attempt to that presented in the previous section at the crystal-field
fitting produced a very close correspondence between h and the target transition. This is shown
in Figure 5.11. There is a good correspondence in magnetic field dependence for some magnetic
field scan directions, but not for the scans using the x & y and y & z coils simultaneously. Only
spectral line data from the x coil scan was included in this fitting. Nevertheless, the close
correspondence between h and the target transition suggests that were had in fact seen the
target transition all along. A similar correspondence of m to the transition predicted to have the
second longest coherence time can also be seen from these ground state parameters, but is not
shown here.
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The new set of ground state parameters from Section 5.3 (Equations 5.4, 5.5 and 5.6)
also show some correspondence between the target transition and h, but not as good as the
parameters from the crystal-field fitting from Figure 5.11. There is also a discrepancy in
zero field frequency of around 22 MHz. The initial ground state parameters from Ref. [23]
predicted the target transition over 50 MHz away from h, and did not appear to maintain the
same shape as h at higher fields (Figure 5.12), which is why h was not initially identified as
the target transition. At low fields, the correspondence is good for a few directions. As with
the parameters obtained from the crystal-field calculations, a more careful choice of Raman
heterodyne data (e.g., including h) for fitting can further improve the newer ground state
parameters in Section 5.3.
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Figure 5.9: Experimental data from (a) Figure 4.13(a), (b) Figure 4.10(c) and (c) Figure 4.10(a), with (d – f)
corresponding predictions from the new excited state spin Hamiltonian parameters (Equations 5.11, 5.12 and
5.13). Note that the y axis limits differ between plots, but are on the same scale for plots that correspond to the
same data. Red bold lines indicate the transitions of interest, and the black lines correspond to the other transitions
that could be present in that region.
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Figure 5.10: Experimental data from (a) Figure 4.14, (b) Figure 4.10(c) and (c) Figure 4.10(a), with (d – f)
corresponding predictions from the new excited state spin Hamiltonian parameters (Equations 5.11, 5.12 and
5.13). Note that the y axis limits differ between plots, but are on the same scale for plots that correspond to the
same data. Red bold lines indicate the transitions of interest, and the black lines correspond to the other transitions
that could be present in that region.
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Figure 5.11: Raman heterodyne signal from the transitions at 823.8 MHz as a function of applied magnetic field
using coils as indicated in the subplot labels. The Raman heterodyne is identical to that from Figure 4.16. The
lines are predictions from ground state parameters obtained by crystal-field fitting (not the same instance of fitting
described in Section 5.4), not included here. Lines from magnetically inequivalent sites are plotted as dashed lines.
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Figure 5.12: Raman heterodyne signal from the transitions at 823.8 MHz as a function of applied magnetic field
using coils as indicated in the subplot labels. The Raman heterodyne is identical to that from Figure 4.16. The
lines are predictions from the published ground state parameters Ref. [23], but all are shifted down in frequency
by 50 MHz. Lines from magnetically inequivalent sites are plotted as dashed lines.

Chapter 6
Pulsed Measurements of Coherent
Properties of 167Er3+:Y2SiO5
In the previous chapter, we identified many ZEFOZ and ZEFOZ-like hyperfine transitions.
Here, we measure coherence times on some of the transitions close to zero field. The ZEFOZ
transitions had short coherence times, generally too short to even measure an echo. However,
ZEFOZ-like doublets at 879.4 MHz and 896.7 MHz yielded much longer coherence times. We
measured the coherence time of these transitions at different temperatures and determined the
electronic state they originated from. For the transitions at 896.7 MHz, we also measured the
dependence of the coherence time on magnetic field in two directions. The coherence time of
the doublets at 879.4 MHz and 896.7 MHz was then extended by use of a dynamic decoupling
pulse sequence. Finally, we discuss limitations to the coherence time.
6.1 Experimental Setup
In order to measure the coherence time of a transition, we use two pulse spin echoes as well
as dynamic decoupling pulse sequences, which were introduced in Chapter 3. We use a similar
setup to the continuous wave (cw) Raman heterodyne measurements from Chapter 4, except
the microwave source and the laser used for Raman heterodyne are pulsed, and the resulting
beat signal is analysed in the time domain using a mixing chain.
The setup used for these measurements is shown in Figure 6.1. The same sample and
resonator are used for these experiments as the cw measurements. Now, the laser can be gated
on and off with an AOM, where the RF is provided by a Pulse Blaster (PulseBlasterDDS-II-
300-AWG), which is filtered with a low pass filter (BLP-90+, Minicircuits). The same Pulse
Blaster provides the reference clock to two microwave sources 1 and 2, referred to as MS1






























Figure 6.1: Experimental setup used for pulsed measurements.
and MS2 (Rohde & Schwarz SMP22). Phase locking the signals from the different generators
together in this way allows for coherent averaging of the echo signals. A TTL signal is provided
to MS2 to control when microwave pulses should occur. The output of MS2, which operates at
the desired hyperfine transition frequency νµ , is amplified by Amp 1 (10W1000C, Amplifier
Research) before entering the microwave resonator.
The same photodetector, bias tee and amplifiers remain in the shielding aluminium box
for detection of the Raman heterodyne beat signal. The signal is amplified again by Amp
4 (ABL0600-01-3200, Wenteq) before it is sent to the RF input of the mixer (ZEM-4300+,












Figure 6.2: Pulse sequences used for two-pulse spin echo (RF1) and dynamic decoupling (RF2) measurements.
The laser pulse sequence is the same for both measurements.
Minicircuits). MS1 provides the local oscillator input at the transition frequency νµ +10.7 MHz,
and is amplified by Amp 2 (ABL0600-01-3200, Wenteq). The resulting signal, which has been
mixed down to 10.7 MHz, is filtered by a band pass filter at the same frequency (BBP-10.7+,
Minicircuits). The signal is mixed to 10.7 MHz rather than baseband in order to be sensitive to
both quadratures of the signal. This signal can be viewed on an oscilloscope along with the
TTL signals from the pulses. All signals are recorded on a digitizer for analysis.
Although we are mixing from a frequency of nearly 900 MHz directly down to 10.7 MHz
in one step, a detection chain will typically mix signals down in steps of decreasing frequency.
The downside of this single step frequency conversion is that it is sensitive to signals at the local
oscillator frequency LO−10.7 MHz as well as our desired signal at LO+10.7 MHz. Separating
out the LO−10.7 MHz frequency component before the mixer would require a very high Q
band pass filter. As there is nothing producing a signal at LO−10.7 MHz, there is no problem
with us using single step frequency conversion.
For the experiments performed in this chapter, we use two different types of pulse sequence
(Figure 6.2). For the two pulse spin echo sequence (Figure 6.2, RF1), we use a π/2 pulse then
a π pulse, at the desired transition frequency separated by a time period τ . For the dynamic
decoupling measurements (Figure 6.2, RF2), after the first π/2 pulse, N number of π pulses
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∼ 6 µs
Figure 6.3: Raman heterodyne signal as a function of time, from a long pulse at 896.7 MHz. The gray shaded
background indicates the time from the start of the pulse to the peak of the Raman heterodyne signal, which was
used as an estimate for the length of a π pulse.
are applied at a time 2τ after the previous π pulse. The laser is on at the beginning of both
pulse sequences to prepare a population difference between the hyperfine levels that we wish to
measure the coherence time of. The laser is then gated off at a time τd (dark time) before the
first pulse to avoid disturbing the coherence between the hyperfine levels. It is gated on again
when the echo is expected to appear. These sequences are typically repeated every 100 ms, and
averaged to obtain a clear echo signal.
For two pulse echo measurements, τ is varied to measure the echo intensity as a function of
2τ . For the dynamic decoupling measurements, the number of π pulses N is varied to obtain
the echo intensity as the total time T = 2Nτ since the initial π/2 pulse.
Pulse lengths can be determined roughly by applying a long pulse with the laser on, then
observing a Rabi oscillation of the Raman heterodyne signal, such as in Figure 6.3. The time
required to reach the peak of the signal, i.e., the time required to transfer the population of ions
from one hyperfine level to the other, is used as the estimate for the π pulse length. The signal
shown in Figure 6.3 suggests that the π pulse length should be 6 µs. This length can be tuned
further by observing an echo, and changing the π pulse length to maximise the echo signal.






Figure 6.4: Transition systems with original transition labels from Table 5.1 with original Raman heterodyne
data from (a) Figure 4.13(a) for A, (b) Figure 4.14 for B and (c) Figure 4.18(b) for C.
6.2 Two-pulse Echoes
We attempted to measure spin echoes on five groups of transitions: the three nearly
degenerate doublets, and two ZEFOZ transitions. For clarity, these groups of transitions
are labeled as system A, B, C, D and E (Figures 6.4 and 6.5). The systems are ordered by
appearance in the measurements presented in this chapter. The ZEFOZ-like transitions can be
seen in Figure 6.4, where A consists of transitions d and e, B consists of transitions b and c,
and C consists of transitions r and s. The ZEFOZ transitions can be seen in Figure 6.5, where
D corresponds to m and E corresponds to h.
We first measured coherence times of the ZEFOZ-like transitions, as they had much
narrower linewidths. Figure 6.6(a) shows an example of an echo obtained from system A. To
determine the coherence time of these transitions, we record the echo signal for many different
pulse delays τ . The resulting Raman herodyne signal is processed such that the echo portion of
the signal is kept, and the rest is set to zero. We then take the Fourier transform of this signal
and square it to obtain the intesity of the echo. The coherence time can then be determined by
fitting the decay to exp(−4τ/T2).
The data (loge of the echo intensity) and resulting linear fit is plotted in Figure 6.7 as a
function of total time since the initial π/2 pulse, which is equivalent to 2τ . Here, the π pulse
length was 2 µs and τd = 100 µs. Measurements were made at two different temperatures
by pumping on the liquid helium can of the cryostat to reduce the temperature. At 4.4 K,
T2 = 22 µs, and by reducing the operating temperature to 3.2 K, a longer time of T2 = 67 µs
was obtained.
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m h
Figure 6.5: Transition systems with original transition labels from Table 5.1 with original Raman heterodyne
data from (a) Figure 4.17(a) for D and (b) Figure 4.16(a) for E.
We made similar two pulse measurements for system B, this time at 4.6 and 3.2 K, with
τd = 100 and 50 µs respectively. For measurements on these transitions, the π pulse length
was 6 µs. The resulting coherence times are 80 µs at 4.6 K and again a longer time of 300 µs
was obtained by operating at a lower temperature of 3.2 K.
It is also worth noting that we had initially made two pulse echo measurements with the laser
on for the whole pulse sequence. This resulted in shorter coherence times of 13 and 43 µs for
systems A and B respectively. This because having the laser drive the optical transition between
the 4I15/2 and 4I13/2 state while applying the RF pulses will interfere with the coherence of the
hyperfine transitions. For all the other measurements in this chapter, the laser pulsed according
to Figure 6.2.
We also tried to detect echoes and thus measure coherence times on some of the other
transitions observed in Chapter 4. We attempted to detect echoes from systems C, D and E,
while operating at around 3.2 K. System C is a ZEFOZ-like doublet, with a similar dependence
on magnetic field as system B, which suggests we should be able to detect echoes. We indeed
were able to detect echoes, but the echo signals from C were much weaker than those from
similar systems A and B. The resulting coherence time was 77 µs.
The most promising ZEFOZ transitions, i.e., the flattest ZEFOZ transitions that were
identified from the spectroscopy (Chapter 4) were systems D and E. We were unable to detect
echoes from system E, but we could from system D. However, the echo signal was very weak
so we were unable to measure echoes for a large range of pulse delays. From the viable echo
data that was obtained, the coherence time was 18 µs.
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Figure 6.6: (a) Example of an echo from system A obtained using a two-pulse sequence. The echo portion of the
Raman heterodyne signal is shown in dark blue. This portion of the signal is Fourier transformed to obtain (b).
























Figure 6.7: Intensities of echoes from system A with linear fitting, taken at 3.2 and 4.4 K.
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Figure 6.8: Intensities of echoes from system B with linear fitting, taken at 3.2 and 4.6 K.
Figure 6.9: Intensities of echoes from systems A and B with linear fitting, taken at 4.7 K with laser on for the
entire pulse sequence



























Figure 6.10: Intensities of echoes with linear fitting for colder temperatures: 3.2 K for A and B, 3.14 K for C and
D. Raman heterodyne data is plotted on the left for comparison.
The echo data and fitting are plotted for comparison in Figure 6.10. System B has longest
coherence time and the other ZEFOZ-like systems A and C have similar coherence times.
Although the ZEFOZ-like transitions still had a first-order Zeeman shift component at zero
field, their transition frequencies change less in an applied magnetic field for a larger magnetic
field range like, for example, 1 mT. A, B and C also have narrower linewidths than D and E,
which suggests that they will have had longer coherence times to begin with.
The measured coherence time of 18 µs for system D is much lower than the predicted
coherence time of 130 µs that was determined by the measured curvature of the transition.
System E was meant to have a longer coherence time of 230 µs, yet we could not measure
any echoes from it. This may suggest that the magnetic field fluctuations experienced by the
167Er3+ are larger than expected.
Subsequent investigations in this chapter will focus on the ZEFOZ-like transitions A and
B since they have longer coherence times. The echo signal from C is weaker than that from
A (and echo signals from D are also very weak), so it will not be included in further analysis.
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Figure 6.11: Dependence of echo intensity on dark time τd for system A and B at 3.2 K. A linear fitting to the
echo height is plotted for system B, but only a guiding line between the points is shown for system A.
Most measurements will also be made at lower temperatures (around 3.2 K), since this also
yields longer coherence times.
6.3 Identifying Electronic State of Origin
In Chapter 5, it was shown that the transitions of systems A are predicted by the ground
state spin Hamiltonian, in line with spectral holeburning measurements used to determine the
state previously [17]. In contrast, those of system B are predicted by the excited state spin
Hamiltonian. In this section we set out to confirm the electronic state these transitions originate
from experimentally. To do so, we can measure how the echo intensity depends on τd . The
population lifetime of the transitions of systems A was reported to be 100 ms at 1.5 K [17], and
the excited state has a fluorescence lifetime of 11 ms for site 1 at 10 K [26]. So, for a transition
from the excited state, the echo intensity should decay much faster with respect to τd than an
echo from a ground state transition.
We measured the dependency of the echo intensities on τd from systems A and B. We used
a two pulse sequence, with τ kept fixed. The other systems had too weak echo signals to make
meaningful measurements on τd dependency. The echo intensities (loge) as a function of τd ,
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Figure 6.12: (a) Example of an echo from system B obtained using a two-pulse sequence, with an applied
magnetic field of 549 µT from the y coil. The echo portion of the Raman heterodyne signal is shown in dark blue,
and is modulated. This portion of the signal is Fourier transformed to obtain (b).
along with a linear fit, are plotted in Figure 6.11. These measurements were made at 3.2 K.
System B has a much faster decay than that of system A — 8.2 ms for B, as opposed to 23 ms
for A (from a rough linear fit to echoes from A). The decay of the echoes from system A is not
simply exponential like those from system B. Nevertheless, it is evident that the echo height
decays much slower for system A which indicates it is from the ground state, while system B
likely originates from the excited state, in agreement with the spin Hamiltonian parameters.
The electronic state of origin of the transitions does not make much difference to the
subsequent measurements we perform. However, it has been noted that excited state transitions
should have longer coherence times than those from the ground state [35]. System B does have
a longer coherence time than system A, but this is probably because system B has a smaller
dependence on magnetic field to begin with.
6.4 Magnetic Field Dependence of T2
In all the previous measurements in this chapter, we did not apply any magnetic field to
the sample as we wanted to know the zero field coherence time. The transition frequencies
depend on the applied magnetic field, and thus the coherence times must too. We did a small
investigation on this magnetic field dependence for system B using the x and y coils.
As the applied magnetic field is increased, the echo envelope becomes modulated so two
peaks are visible. This is shown in Figure 6.12(a), with the Fourier transform that also has two
peaks shown in (b). If there is only one peak, then the coherence time is determined in the
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Figure 6.13: (a) Coherence time of system B as a function of magnetic field applied by the x coil, with (b) cw
Raman heterodyne spectrum for the same magnetic field range, from Figure 4.14. Coherence times are indicated
by N, and coherence times from any additional peaks are indicated by •.
same way as the previous two pulse measurements. When there are two distinct peaks, a double
Gaussian is fitted to the Fourier transform, then the echo intensity and hence T2 is determined
from the peak of each fitted Gaussian.
The dependence of T2 on magnetic field from the x coil is shown in Figure 6.13. For this
magnetic field range, the Fourier transform of the echoes only has two distinct peaks for a
magnetic field of 343 µT. When using the y coil however (Figure 6.14), the echo splits into two
peaks at lower magnetic field values. In both measurements the longest coherence time isn’t
at zero magnetic field (which is where it should be for a ZEFOZ or ZEFOZ-like transition).
However, by looking at the cw Raman heterodyne spectra for the same magnetic field ranges,
the transition is yet to visibly split into two peaks. This suggests that most of the variation
between the T2 measurements for different field values is within the overall uncertainty of the
value for T2.
Applying a magnetic field can increase the coherence time of a transition by reducing
spectral diffusion [27]. However, the fields we have applied were very small and so we do
not expect it to have made a difference to the coherence time. Stray magnetic fields (e.g. the
Earth’s magnetic field, magnetised parts inside the cryostat) can also affect the coherence time
by making the zero field measurement not actually be at zero field. Applying a small magnetic
field could therefore cancel the stray magnetisation and increase the coherence time. Using the
correct magnetic field is critical for maxing the coherence time of ZEFOZ transitions, but it is
unclear how critical field alignment is for a ZEFOZ-like transition like B.
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Figure 6.14: (A) Coherence time of system B as a function of magnetic field applied by the y coil, with (b)
cw Raman heterodyne spectrum for the same magnetic field range, from Figure 4.10(c). Coherence times are
indicated by N, and coherence times from any additional peaks are indicated by •.
6.5 Dynamic Decoupling
For the two pulse measurements at 3.2 K, the decay is not completely exponential, (see
Figure 6.7 for a noticeable example). This suggests that dynamic decoupling could be used to
further extend the coherence time [52].
We used a dynamic decoupling pulse sequence (Figure 6.2, RF2) to measure coherence
times from systems A and B. We used the same pulse lengths as the two pulse measurements.
Here, the echo envelope is again modulated so that distinct echoes from the two transitions
of the doublet are visible in the Raman heterodyne signal (Figure 6.15). Another echo is
visible after this main echo, which originates from the π pulses, i.e., it is a two pulse echo,
but one of the previous π pulses is the input echo instead of a π/2 pulse. Like the modulated
echoes measured in a magnetic field, the Fourier transform of these echoes has two peaks,
and the coherence time of each peak is obtained again by fitting Gaussians to the peaks, then
extracting the peak height from the fitting. The helium can was pumped to reduce the operating
temperature in order to maximise the coherence time.
We performed dynamic decoupling on system A for a few different fixed delays τ . However,
the coherence time was not long enough to attempt using delays past 22 µs. We obtained
coherence times for τ = 17 and 22 µs. The echo intensities and fitting for those measurements
are shown in Figure 6.16. A delay of 17 µs resulted in longer values of T2: 370 and 380 µs
compared to 260 and 300 µs for τ = 22 µs. Although the coherence times obtained from the
fitting are not the same, they could still be the same within experimental uncertainty.
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Figure 6.15: Example of echoes from a dynamic decoupling pulse sequence from system (a) A and (b) B. The
signal has been truncated so only the final π pulse of the RF sequence is shown.
Figure 6.16: Intensities of echoes from system A with linear fitting, obtained using a dynamic decoupling
sequence at 3.3 K. Lines with the same delay τ come from the same measurement, but originate from different
frequencies in the Fourier spectrum.
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Figure 6.17: Intensities of echoes from system A with linear fitting, obtained using a dynamic decoupling
sequence at 3.3 K. Lines with the same delay τ come from the same measurement, but are different peaks.
We performed the same measurements on system B. Here we used a wider range of delays:
26, 36 and 46 µs. As shown in Figure 6.17, however, the coherence times did not change much
between different values of τ . They all ranged from 1.27 ms to 1.33 ms, except for the longest
coherence time which was 1.48 ms, obtained at τ = 46 µs. This longer coherence time could
still be the same within the error of the other coherence times obtained with different values of
τ .
As mentioned in the previous section, stray magnetic fields could mean that we are not
actually operating at zero magnetic field. The coherence time should be longest at zero field,
even for these ZEFOZ-like transitions. We can attempt to counteract this by applying different
magnetic fields to try to maximise the echo height, then increasing the number of pulses used
in the sequence, adjusting the applied field to maximise height, and so on. We did try to do this,
but the resulting coherence time for a field of magnitude 170 µT (in a direction approximately
24◦ away from the −x direction of the x coil towards the y coil) was not significantly different
than the measurement made without applying the field — see Figure 6.18. The coherence times
were 1.45 and 1.37 ms, compared to 1.28 and 1.48 ms with no applied magnetic field.
Finally, we compare all the measurements obtained for system A (Figure 6.19), system
B (Figure 6.20) and all of the measurements reported in this chapter (Table 6.1). From these
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Figure 6.18: Intensities of echoes from system B with linear fitting, obtained using a dynamic decoupling
sequence at 3.3 K, τ = 46 µs, with no applied magnetic field and with a small applied magnetic field of 170 µT.
Note the two lines for the same B value are due to the presence of two peaks in the Fourier spectrum.
measurements, we can see that pulsing the laser at the appropriate time, rather than keeping it
on all the time improves the coherence time. The coherence time improves more dramatically
by cooling the cryostat (and thus the sample), and again by using dynamic decoupling. In each
instance, system B yielded longer coherence times than system A. This was as expected since
B has a smaller dependence on magnetic field than system A.
6.6 Discussion
Among the different transitions we measured coherence times for, the ZEFOZ-like transi-
tions had longer coherence times compared to the one ZEFOZ transition (system D) for which
it was possible to detect echoes. In particular, system B yielded a coherence time of 300 µs
with a two pulse echo sequence. This is comparable to the predicted 312 µs coherence time of
the target transition that should have had the longest coherence time at zero field (Section 3.5).
Results from the spin Hamiltonian parameter fitting suggested that system E was the target
transition. We were unable any echoes on E. Despite not detecting anything from this target
transition, we were able to obtain a good coherence time from system B, and increased it to
1.4 ms by using dynamic decoupling.
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Figure 6.19: Intensities of echoes at 879.4 MHz with linear fitting, obtained with the laser on, the cryostat warm
(4.4 K) and cold (3.2 K), and from dynamic decoupling (DD) at τ = 17 µs. Note the two lines from dynamic
decoupling are due to the presence of two peaks in the Fourier spectrum.
The longest coherence times we have obtained (1.4 ms for system B) are longer than previ-
ously reported measurements at zero field in 167Er3+:Y2SiO5. Hashimoto and Shimizu [29]
measured a sublevel coherence of 12 µs from system A using coherent Raman beats in a
sample of the same concentration, and 50 µs for a lower concentration of 167Er3+ ions. Our
value of 380 µs for the same transitions is over 30 times longer for the same concentration. If
we compare our results for system B to Hashimoto and Shimizu’s results for system A, the
coherence time is over 100 times longer again. However, this not the limit of the hyperfine
coherence time.
In our experiments, the main limit to the coherence time are magnetic field fluctuations
from Er-Er flip-flops. These fluctuations can be reduced by reducing fluctuations from other
Er spins, either by applying a magnetic field or reducing the temperature of the crystal. This
was effective in [30], where a 1.3 s coherence time was obtained from the hyperfine levels by
applying a field of 7 T, and cooling to 1.4 K. Experiments using 166Er:7LiYF4 also showed an
increase in coherence time by reducing the operating temperature [84]. Our experiments also
show that reducing the temperature increases the coherence time, as demonstrated in the two
pulse measurements of systems A and B (Figure 6.7 and Figure 6.8). Although we cannot cool
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Figure 6.20: Intensities of echoes at 896.7 MHz with linear fitting, obtained with the laser on, the cryostat warm
(4.64 K) and cold (3.2 K), and from dynamic decoupling (DD) at τ = 46 µs. Note the two lines from dynamic
decoupling are due to the presence of two peaks in the Fourier spectrum.
our 167Er3+:Y2SiO5 crystal more in our current setup, a longer coherence time should still be
achievable if we could cool below 3.2 K.
As the aim of our work was to obtain the longest possible coherence time without an applied
field, we did not attempt to use external magnetic fields to extend the coherence time (aside
from attempting to cancel out stray magnetic fields). However, with a more accurate spin
Hamiltonian, ZEFOZ transitions in the low magnetic field regime could be used to increase the
coherence time.
The coherence time can also be increased by reducing the number of erbium dopants, thus
reducing the number of Er-Er flip-flops [27]. The coherent Raman beat analysis of system
A achieved an increase in sublevel coherence by approximately a factor of 4 by reducing the
167Er3+ ion concentration by a factor of 5. By estimating the fluctuating magnetic field from
the nearest neighbour 167Er3+ ion from calculations in [47], we can estimate that the coherence
time could increase by a factor of 25 with a reduction of 167Er3+ ions by a factor of 5. This
estimated increase is larger than the measured increase by Hashimoto and Shimizu. The reason
for discrepancy is in that, unlike spin echoes, coherent Raman beats do not measure the intrinsic
T2 of a transition. Instead, the measurement has some dependence on the linewidth of the
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transition, and thus the measured coherence time will depend on the concentration of 167Er3+
ions. Using spin echoes, the coherence time could in principle be increased by reducing the
167Er3+ ion concentration until the neighbouring yttrium ions become the largest source of
dephasing, as is the case of non-Kramers ions. Reducing the 167Er3+ ion concentration by a
factor of 10 would result in the magnetic field contribution from the 167Er3+ ions equaling the
contribution of the Y3+ ions. The concentration cannot be reduced too drastically, however,
otherwise there will not be a sufficient number of ions present to actually be of use.
Since we measured the coherence time of a ZEFOZ transition, we can make some estimate
of the magnetic field fluctuations present for that measurement. The measured coherence time
was 18 µs, and the maximum curvature of the transition (based on fitting a curvature matrix
to the Raman heterodyne data) was 3.7 x 104 Hz/G2. Using Equation 3.27, the magnetic field
fluctuations are estimated to be ∆B = 69 µT. This is larger than the estimated value of 26 µT
which is not unexpected since the original estimation for the field fluctuations was based on a
very simple model.
With the new spin Hamiltonian parameters we have obtained, we may be able to obtain
longer coherence times from other existing ZEFOZ or ZEFOZ-like transitions. Ground state
parameters obtained by crystal-field modelling suggested that the transition in the ground
state that was originally predicted to have the longest coherence time was in fact system E,
and the transition that should have the second longest coherence time was system D. There
may be more suitable ZEFOZ transitions in the excited state, or in site 2 (which we have
not investigated at all). The ZEFOZ-like transitions systems A, B and C (or similar) are also
promising. However, the spin Hamiltonian parameters currently predict that these transitions
will overlap each other in a kite-like shape, rather than having identical zero field transition
frequencies. In order to determine if a ZEFOZ-like transition will have a longer coherence
time, more careful modeling that considers the linewidth of a transition is needed. Simply
determining the gradient and curvature of a transition at zero field from perturbation theory
would suggest that these ZEFOZ-like transitions would yield poor coherence times. Even if the
gradient and curvature of ZEFOZ-like transitions were calculated based on the experimental
data, using Equation 3.27 would suggest that these transitions have shorter coherence times
than ZEFOZ transitions, since the model predicts longer coherence times for transitions that
are very flat with respect to magnetic field at zero field and not with respect to a wider magnetic
field range. There may be some other mechanism involved with these ZEFOZ-like systems that
results in longer coherence times than ZEFOZ transitions.
One of the reasons we used a Kramers ion like erbium was to utilise transitions between
different electron spin states, which should be stronger than transitions between different
nuclear spin states. Using the spin Hamiltonian parameters, we can calculate the transition
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dipole moments as shown in Section 3.5. For system A, the transition strength is 440 MHz/T1,
which is stronger than the nuclear magneton (7.6 MHz/T), but weaker than the Bohr magneton
(14 GHz/T). Using the newer excited state spin Hamiltonian parameters, the transition strength
of system B is 39 MHz/T. This is weaker than system A, but still stronger than the nuclear
magneton. Although neither system is as strong as the Bohr magneton, both are still at
least an order of magnitude (or greater) stronger than the nuclear magneton. Other zero
field transitions are stronger, such as system D whose counterpart in the ground state spin
Hamiltonian predictions has a strength of 5.2 GHz/T. There is still potential for using transitions
at zero field that have large transition strengths.
1Calculated using the published ground state parameters from Ref. [23], though the value from the newer

































































































































































































































































































































































































































































We have measured many hyperfine spectra from the 4I15/2 ground and 4I13/2 excited
electronic states from site 1 of 167Er3+:Y2SiO5 using Raman heterodyne spectroscopy. Some
of these were ZEFOZ transitions, and others were ZEFOZ-like, with a very small first-order
Zeeman shift and narrower linewidths than the other transitions we observed. The majority
of these transitions have not been identified in literature before, so the spectra provide useful
information on the hyperfine structure from both states at zero field. The hyperfine structure
from the excited state was hitherto unknown, so the spectra are particularly insightful for that
electronic level.
Some of these transitions were directly compared with predictions from the published
ground state spin Hamiltonian parameters [23] or unpublished excited state spin Hamilto-
nian parameters. There were discrepancies between the experimentally measured zero field
frequencies and the zero field frequencies predicted by both sets of spin Hamiltonian parame-
ters. The Raman heterodyne spectra were thus used to improve the predictive power of both
sets of parameters at low fields. As a result of the fitting procedures for the parameters, the
electronic state of origin for many more transitions were identified. Although the agreement
between measured and predicted transition frequencies is much better now, there is still room
for improvement for both sets of parameters.
We measured coherence times on a ZEFOZ and some ZEFOZ-like transitions. The ZEFOZ-
like transitions at 879.4 MHz (system A) and 896.7 MHz (system B) yielded the longest
coherence times of 67 µs and 300 µs respectively, at 3.2 K. We observed a dependence of
coherence time on temperature, where colder operating temperatures yielded longer coherence
times. The use of a dynamic decoupling pulse sequence extended the coherence times to 380 µs
for system A and 1.4 ms for system B.
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The transition strengths for systems A and B were determined using the spin Hamiltonians
to be 400 MHz/T and 39 MHz/T respectively. Both of these are stronger than the nuclear
magneton, suggesting that transitions with large oscillator strengths can be used at zero field.
We also identified the electronic state from which the ZEFOZ-like transitions originated.
Our measurements showed that system A originates from the ground state, in agreement with
previous holeburning measurements [17], and system B originates from the excited state. These
measurements are also in agreement with the predictions from the ground and excited state
parameters.
The measured coherence times are much longer than the times reported for the sublevel
coherences for system A [29]. At the same concentration, Hashimoto and Shimizu measured a
sublevel coherence of 12 µs, whereas we measured a coherence time of 380 µs for the same
transition. In addition, the 1.4 ms coherence time (from system B) is over 100 times longer
than the 12 µs sublevel coherence. Furthermore, the coherence time is over 200 times longer
than the coherence time from the even isotopes that was used to demonstrate a microwave
quantum memory [33]. Although the longest coherence time we obtained is shorter than 10 s,
the coherence time measured from a phosphorus donor in silicon [75], our measurements show
that there is potential to use 167Er3+:Y2SiO5 as a practical microwave memory, especially since
167Er3+:Y2SiO5 had the unique advantage phosphorus and other rare-earth dopants of being
directly telecom-compatible.
The coherence time of 167Er3+:Y2SiO5 at zero field can still be extended further. Operating
at lower temperatures can easily increase the coherence time, as well as reducing the concen-
tration of 167Er3+ ions. In our current setup, we cannot decrease the operating temperature
past 3.2 K, however it is reasonable to expect that a cryostat that can reach colder temperatures
could be used in the future. Likewise, we do not have a 167Er3+:Y2SiO5 crystal available with a
lower concentration of 167Er3+ dopants, but if we did, the coherence times from 167Er3+ would
be longer.
Now that we have more accurate spin Hamiltonian parameters for both the ground and
excited states at low fields, it is possible make new predictions of which transitions from
167Er3+:Y2SiO5 should yield the longest coherence times, though new predictions have not
been calculated in this thesis. Given that the ZEFOZ-like transitions yielded longer coherence
times in our experiments, it is worth considering both the ZEFOZ and ZEFOZ-like transitions
from both states. A different model to one introduced in Section 3.5 will need to be considered,
since the original model would not be able to predict that the ZEFOZ-like transitions would
yield longer coherence times. In addition, with parameters available for both electronic states,
we should be able to make some judgement as to which transitions can be detected by Raman
heterodyne, since we will be able to calculate transitions strengths between the electronic levels.
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Further refinement will be able confirm if the ground state ZEFOZ transition that was predicted
to have the longest time was a transition we have measured in our spectra.
In this thesis, we have only been concerned with measuring coherence times at zero
field. However, with these new parameters, it should now be possible to predict ZEFOZ
points at low and high fields more accurately. While it would certainly be more useful if a
microwave quantum memory from 167Er3+:Y2SiO5 operated at zero field, that does not mean
that transitions with long coherence times in a magnetic field are not usable. It has already been
shown that long coherence times can be obtained at high fields [30], so it would be worthwhile
to investigate if even longer coherence times can be obtained at higher fields using ZEFOZ
transitions or otherwise. Raman heterodyne spectroscopy could also be used to investigate site
2 and improve spin Hamiltonians for that site, so that the same analyses on possible coherence
times can be performed.
Overall, these results have shown that zero field transitions, ZEFOZ or otherwise, can be
utilised at zero field in 167Er3+:Y2SiO5. We measured longer coherence times than previous
zero field measurements, and calculated that the transitions can be stronger than nuclear spin
state transitions. This material has significant potential to be used as a telecom- and microwave-
addressable quantum memory. With a better understanding of the hyperfine structure using
the new parameters reported here, transitions with longer coherence times or larger transition
strengths can be determined and utilised in order to make the best possible memory device.
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