T his paper employs sample path arguments to derive the following convexity properties and comparative statics for an M/M/S queue with impatient customers. If the rate at which customers balk and renege is an increasing, concave function of the number of customers in the system (head count), then the head-count process and the expected rate of lost sales are decreasing and convex in the capacity (service rate or number of servers). This result applies when customers cannot observe the head count, so that the balking probability is zero and the reneging rate increases linearly with the head count. Then the optimal capacity increases with the customer arrival rate but is not monotonic in the reneging rate per customer. When capacity is expensive or the reneging rate is high, the optimal capacity decreases with any further increase in the reneging rate. Therefore, managers must understand customers' impatience to avoid building too much capacity, but customers have an incentive to conceal their impatience, to avoid a degradation in service quality. If the system manager can prevent customers from reneging during service (by requiring advance payment or training employees to establish rapport with customers), the system's convexity properties are qualitatively different, but its comparative statics remain the same. Most important, the prevention of reneging during service can substantially reduce the total expected cost of lost sales and capacity. It increases the optimal capacity (service rate or number of servers) when capacity is expensive and reduces the optimal capacity when capacity is cheap.
Introduction
This paper develops qualitative insights about how the optimal capacity investment for a make-to-order manufacturing or service system is influenced by customers' impatience, which may lead them to cancel an order (renege) or to not order at all (balk) when waiting is required. Technically, we prove convexity and comparative statics properties for M/M/S queues with state-dependent reneging and balking.
A dominant assumption in the manufacturing operations management literature is that customers will wait for as long as necessary to obtain a product (infinite backordering). In reality, only a subset of customers will wait and only for a limited time. Unfortunately, models that incorporate dynamic balking and reneging are notoriously intractable. There exist many structural results and simple optimal policies for inventory management with infinite backordering, but relatively few exist for systems with lost sales, and these require strong assumptions (e.g., at most one order may be outstanding Thorstenson 1993, 1996; Moinzadeh and Nahmias 1988) ) or approximations (Nahmias 1979 , Cohen et al. 1988 , Johansen and Hill 2000 . A number of papers provide analytic results for make-to-order manufacturing systems in which the customer arrival process depends on the static expected waiting cost, but not dynamic state information (Mendelson and Whang 1990; Van Mieghem 1995 , 2000 Armony and Haviv 2003; Lederer and Li 1997; Afeche 2004) . Make-toorder systems with state-dependent lead time quotation, which drives state-dependent balking, are much more complex, so researchers employ heuristic algorithms, simulation, and approximations (Duenyas and Hopp 1995 , Hopp and Sturgis 2001 , Keskinocak et al. 2001 , Kapuscinski and Tayur 2007 , Plambeck 2004 . All these papers model the make-to-order system with a single-server queue. In contrast, we provide analytic results for multiserver systems with statedependent balking and reneging.
Modeling balking and reneging is difficult but worthwhile, because one obtains new managerial insights. Ho et al. (2002) and Kumar and Swaminathan (2003) incorporate reneging and balking, respectively, into the well-known Bass model of new product introduction and obtain qualitatively different insights and structurally different optimal control policies. Failure to account for duplicate ordering and reneging can cause either over-or underinvestment in manufacturing capacity (Armony and Plambeck 2005) . For certain assemble-to-order systems in which a customer reneges after a deterministic amount of time, independent control of each component is optimal (Plambeck and Ward 2007, Plambeck 2004) .
In contrast, when customers wait for as long as necessary to obtain the product, optimal production for each component depends on the inventory positions of all the other components (Plambeck and Ward 2006) . In Li and Lee (1994) two firms compete by setting prices; customers observe queue lengths and jockey between the firms to minimize delivery time. In contrast to traditional Bertrand equilibrium with zero prices and profits, because customer orders depend dynamically on the lead time, the firms sustain strictly positive profits. In a dynamic Bayesian formulation, Chen and Plambeck (2008) show the value of reducing inventory levels to learn about customers' balking behavior.
Most of the existing research assumes the simplest structure for reneging (customers renege after an exponentially distributed amount of time) or balking (customers balk with probability p if there is any wait and with probability 1 − p until the product is delivered). Four notable exceptions are Ward and Glynn (2005) , Reed and Ward (2008) , Zeltyn and Mandelbaum (2005) , and Whitt (2006a) . These four innovative papers allow general distributions for reneging and balking and perform asymptotic analysis of these systems under conventional heavy traffic or the many-servers heavy traffic regimes. Mandelbaum and Shimkin (2000) derive complex dynamic customer behavior from primitives on valuation and waiting costs for an M/M/S queue with congestion/failure shocks, assuming customers cannot observe the queue length.
Most of the literature on balking and reneging in queues focuses on performance evaluation and estimation (see, for example, Baccelli and Hebuterne 1981 , Garnett et al. 2002 , Mandelbaum and Zeltyn 1998 , and Brown et al. 2005 and references therein). Recently, however, researchers have employed diffusion approximations to characterize the optimal number of servers for large-scale call centers (Harrison and Zeevi 2005 , Mandelbaum and Zeltyn 2006 , Whitt 2006b ) and a near-optimal admission control policy for a queueing system with reneging (Ward and Kumar 2006) .
Exact comparative statics are notoriously difficult to establish by direct manipulation of expected cost functions, even for simple queueing systems with closed-form expressions for system performance (Shanthikumar and Yao 1989) . We adopt the sample path approach of Shaked and Shanthikumar (1988) to establish convexity and comparative statics properties for M/M/S queueing systems in which customers are impatient and cannot observe the head count. Specifically, in §2 we formulate our model (an M/M/S queue with balking and reneging). In §3, we establish the convexity of the head-count process and related cost functions, with respect to capacity (service rate or number of servers). In §4, we assume that customers cannot observe the head count and that the total reneging rate is linear in either the head count or the queue length and investigate how customers' reneging behavior affects the optimal capacity and cost. In §5, we summarize the resulting managerial insights. All proofs are in the appendix.
Model Formulation
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infinite-buffer queueing system as described here. Customers arrive at the system according to a Poisson process with rate . The service time has an exponential distribution with rate , and the system has S servers. We denote the number of customers in the system (including those in service) at time t by Y t and refer to that number as the head count. Let y be a generic realization of the head count (system state) at an arbitrary time point. An arriving customer may decide to balk, namely, to leave on arrival. The balking probability is a function of the head count and is denoted by y . Finally, customers may decide to cancel their order (renege) at any point during their wait or while being served. The reneging rate is a function of the head count and is denoted by y . All arrivals, service times, balking, and reneging are assumed to be independent. Therefore, the headcount process Y = Y t t ≥ 0 is a continuous time Markov chain.
The system manager knows the customers' characteristics, modeled here by , and , and wishes to choose , the "capacity per server," to minimize the cost associated with lost sales, holding customers in the system, and capacity investment:
where Y is the head count in steady state; without loss of generality, it is assumed that c = 1. Maketo-order manufacturing is commonly modeled by a single-server queue, in which capacity investment naturally corresponds to the choice of service rate . Service systems (e.g., a call center with S operators) are commonly modeled as multiserver queues. In service operations, the choice of could represent an investment in training or support software to make each operator more productive. However, the service system manager is more likely to be concerned with choosing the number of servers S than the capacity per server . Therefore, we will develop parallel results regarding the choice of S to minimize the righthand side of (1). In make-to-order manufacturing, the holding cost h · , includes loss of goodwill and includes clerical effort because some customers modify their orders while waiting. It may also include late penalty fees specified by a contract. In service operations, the holding cost also includes loss of goodwill, and in some cases it includes the actual cost of physically holding space (such as parking spots in restaurants and trunk lines in call centers).
We will employ the following technical definitions. Following Shaked and Shanthikumar (1988) , we say that a process Y is stochastically decreasing and convex in a parameter in the sample path sense (SDCX(sp)) if, for any 0 ≤ 1 ≤ 2 ≤ 3 ≤ 4 such that
, and Y 4 that are versions of the original process Y corresponding to = 1 2 3 , and 4 , respectively, and that satisfy the following two properties for all t ≥ 0: 
Convexity Properties of Systems with Balking and Reneging
Our first result is that the head-count process and related cost functions are convex in the service rate and number of servers S. This result is very general, requiring only that the reneging rate and balking probability are increasing and concave in the head count. Shaked and Shanthikumar (1988) established a result similar to Theorem 1: In an exponential single-server queue with a departure rate that is increasing and concave in the head count, the head-count process is stochastically increasing and convex (SDCX(sp)) in the arrival rate.
Our assumption in Theorem 1 that the reneging rate is increasing and concave in the head count Y is natural, especially when customers cannot observe the head count. The assumption that the balking probability is increasing and concave in the head count Y is natural in the case of a single server but may be violated in systems with multiple servers. We will demonstrate these points with two fundamental models of heterogeneous customers' preferences.
The first preference model is most plausible when customers cannot observe the head count. The ith customer arrives in the system at time i and will wait for at most T i time units. That is, he reneges from the queue at time i + T i if he has not yet completed service. The balking probability is zero. The T i are independent and identically distributed, with expected value E T and hazard rateĥ · . Of course, if the T i are exponentially distributed, then the reneging rate is linear in the head-count process: y = y/E T . For generally distributed T i , Whitt (2005) shows that the M/M/S + GI system can be effectively approximated by our Markovian system with statedependent reneging rate y . In Whitt's approximation, y is set equal to the intensity of reneging for the M/M/S + GI in steady state, conditional on Y t = y. Recently, other researchers have characterized the shape of y . Brandt and Brandt (2002) prove that the intensity of reneging y is nondecreasing in y and that y is asymptotically linear as the head count grows large: and Ward (2008) characterize the limiting distribution of the GI/GI/1 + GI queue in heavy traffic. As an immediate corollary to their Theorem 1, the 1 In their heavy traffic scaling, the arrival rate is of order n, the capacity imbalance − / is of order √ n, and the maximum intensity of reneging y is concave in the head count if and only ifĥ · is a decreasing function. Although Reed and Ward (2008) assume a single server, the result can be extended to a finite number of servers. The logic underlying this result is that the customer in the ith position from the end of queue has been waiting for approximately time i/ . Therefore, the conditional probability that this customer reneges in the next units of time is approximately ĥ i , so the total reneging rate is approximately Y i=1ĥ i/ , which is concave in Y if and only ifĥ · is a decreasing function. In most practical applications, customers are heterogeneous in their patience, so a decreasing hazard rate is the natural modeling assumption. To see this, suppose that an arriving customer is equally likely to be "patient" or "impatient." If she is patient, her maximum wait T i is exponentially distributed with rate 1 . If she is impatient, her maximum wait T i is exponentially distributed with rate 2 where 1 < 2 . A customer who has waited for some time without reneging is more likely to be of the "patient" type than a new arrival. The rate of reneging by customers at the end of the queue is higher than by customers at the head of the queue. Although an exponential random variable has a constant hazard rate, any such mixture of exponential random variables has a decreasing hazard rate. Therefore, by Theorem 1 in Reed and Ward (2008) , the intensity of reneging y will be approximately concave in the head count. The left panel in Figure 1 shows the intensity of reneging as a function of the head count for a single-server system with 1 = 0, 2 = 1, = 1, and = 1. The right panel of Figure 1 shows the expected reneging rate as a function of the capacity .
The second preference model is relevant when customers observe the head count. The ith customer to arrive has valuation for service V i and cost of waiting c per unit time. The V i are independent and identically distributed. The price of service (or of the product in a make-to-order system) is fixed at p. Then customers may balk but will not renege. In the waiting times T i are of order 1/ √ n and n → . Related papers prove that this heavy traffic scaling of the arrival rate, capacity imbalance, and waiting times arises naturally from optimal capacity investment and/or pricing decisions (Borst et al. 2004; Maglaras and Zeevi 2003; Plambeck and Ward 2006, 2007; Plambeck 2004; Randhawa and Kumar 2005) .
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single-server case, the ith arriving customer, observing y customers ahead of her, balks if and only if V i < p + cy/ . Therefore, the balking probability is concave if and only if the price p is set such that the cumulative distribution function Pr V i ≤ v is concave for v ≥ p. This will always be true for uniformly and exponentially distributed valuation V i and is true for normally distributed valuation if and only if p ≥ E V i . With multiple (S ≥ 2) servers, the balking probability is constant for y = 0 1 S − 1 and strictly increasing with y for y ≥ S and therefore cannot be concave.
For some strictly concave balking and reneging functions, the cost of lost sales c E Y + E Y is not convex in capacity. For example, in the right panel of Figure 1 , the expected reneging rate is strictly concave in (although almost imperceptibly so) for ∈ 0 65 0 69 . Therefore, the cost function (1) will be convex only if the holding cost h · is sufficiently convex.
Sensitivity of Optimal Capacity and Cost to Customers' Reneging Behavior
In many manufacturing and service systems, customers cannot see the head count, and the costs of capacity and lost sales dominate any holding costs.
(For example, on a recent visit to the Department of Motor Vehicles [DMV] , one of the authors was assigned a letter, indicating the type of transaction, and a number. Although the author saw multitudes of people sitting or milling about the lobby and saw various letter-number combinations flashing above the 20-odd servers to indicate which customer would be served next, she could not ascertain her waiting time or position in line. The head-count process was effectively unobservable, despite the author's best effort. The DMV was patently unconcerned about the author's waiting cost, which translates into h · = 0 in our model.) Throughout this section, we assume that h · = 0 and customers cannot observe the head count, which implies that they do not balk: · = 0. The purpose of this section is to investigate how customers' reneging behavior affects the optimal capacity and cost. To perform this sensitivity analysis, we must begin by characterizing the convexity properties of our cost function. First, we consider the case that the reneging rate is linear in the head count: y = y for some positive constant . Equivalently, each customer will renege after an exponentially distributed amount of time with rate . As discussed in the previous section, this is a reasonable modelling assumption in systems where customers cannot observe the head count. By INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
application of Theorem 1, we find that the cost function is convex in the service rate and in the number of servers S.
Proposition 1. Suppose that the reneging rate y = y. Then the cost function
is convex in and in S.
Convexity of the cost function allows us to evaluate how changes in the model parameters affect the optimal capacity. Theorem 2 establishes that the optimal capacity increases with the customer arrival rate , as one might expect. Surprisingly, as increases, meaning that customers become more impatient, the optimal capacity may decrease. For a fixed S * denotes the optimal service rate that minimizes (2), and, for a fixed S * denotes the optimal number of servers that minimizes (2).
Theorem 2. Suppose that the reneging rate y = y. Both the optimal service rate * and the optimal number of servers S * increase with but can either increase or decrease with .
The proof of Theorem 2 employs Proposition 1 and the notion of sample-path submodularity.
Second, we consider the difficult-to-analyze case that the reneging rate is linear in the queue length: y = y − S + for some positive constant . Equivalently, each customer will renege after an exponential time with rate as long as she is waiting in line but will not renege during service. This "commitment during service" is a plausible assumption when customers cannot observe the head count but do experience the service; i.e., a customer knows when his service is in progress. In particular, the proposed model of reneging is applicable to call centers or the DMV. With commitment during service, the reneging rate y is not concave in the head count y, so Theorem 1 is not applicable. Nevertheless, we are able to establish some convexity properties of the cost function with respect to the capacity decision variables and S. We can then use those convexity properties in numerically evaluating the sensitivity of the optimal capacity and cost to customers' reneging behavior.
The analog of Theorem 1 for systems with customer commitment is relatively complex. Our sample-path arguments fail to establish convexity or concavity of the head-count process in for < . However, an extensive numerical study suggests that EY is convex in for all ≥ 0. The intuition behind Theorem 3 is that each server plays a dual role-to grab and hold a customer out of the queue and prevent her reneging. This dual role is most important when the reneging rate for a customer waiting in the queue, , is large. When is large, the head count stochastically increases with the number of servers S. In contrast, when is relatively small, the head count stochastically decreases with S.
2 By comparing Theorem 3 with Theorem 1, we conclude that customer commitment during service causes the head count to be stochastically concave in the number of servers S (rather than convex) when is large. This is intuitive, as we expect that as S increases, the marginal absolute difference in the head-count resulting from adding another server would decrease. When Y is decreasing in S, this implies convexity, which is consistent with the noncommitment case. However, when ≤ , Y is increasing in S, and in this case our intuition is consistent with concavity.
By application of Theorem 3, we find that, in the parameter region ≥ , our cost function is convex in the service rate and in the number of servers S. Proposition 2. Suppose that the reneging rate y = y − S + . Then in the parameter region ≥ , the cost function
Remark 1. Koole and Pot (2006) incorporate buffer capacity (maximum queue length) as a decision variable, along with number of servers S, and minimize the cost in (3) plus a linear buffer cost. In contrast to Proposition 2, they show that the cost function is not We are now prepared to investigate how reneging behavior affects the optimal capacity and cost. The three figures in this section provide qualitative insights that are representative of the results we obtained in an extensive numerical study. Figure 2 shows the optimal capacity for a singleserver queue as a function of the reneging rate per customer and shows whether customers are committed (not to renege) during service. First consider the impact of increasing . When the cost per unit capacity k is sufficiently low, the optimal capacity strictly increases with . (Intuitively, as customers become more impatient, the system manager must build more capacity to avoid losing more customers.) In contrast, when capacity is very expensive, the optimal capacity strictly decreases with . To develop intuition for that result and the nonmonotonicity of the optimal capacity in for moderate levels of capacity cost k, observe that as increases, the amount of capacity required to achieve a target rate of service completion − E Y also increases. Equivalently, as increases, the ratio k / − E Y increases, which means that the effective cost of capacity per service completion increases. Therefore, for any fixed k, for sufficiently large , as customers become even more impatient, the system manager should simply resolve to lose more customers rather than build more capacity-the optimal strictly decreases with . For systems without commitment during service, for any k > 0, * → 0 as → (see Proposition 5 and its proof in the appendix). This is true even for the case k = 0 09 in Figure 2 , where * appears strictly increasing-for sufficiently large > 2, * decreases to 0. For systems with commitment and k < 1 * → k −1/2 − 1 > 0 as → which is straightforward to prove. (With or without commitment, because the penalty for a lost sale is normalized to 1, if k ≥ 1, then the optimal capacity is zero.) The effect of customer commitment during service on the optimal capacity is similar to that of a reduction in . (This is to be expected because commitment means = 0 for customers in service.) When the cost per unit capacity k is low, the optimal capacity strictly decreases with commitment. Conversely, when the cost per unit capacity k is high, the optimal capacity strictly increases with commitment. Figure 3 shows that the optimal number of servers varies with qualitatively in the same manner as does the optimal capacity per server. When servers are very cheap and the reneging rate is very low, S * initially increases with . When servers are expensive and/or the reneging rate is large, S * decreases with . In our numerical experiments we have observed that this behavior is typical in both the commitment and the noncommitment cases.
From the perspective of customers of the DMV, the take-away from Figure 2 and Figure 3 is "Don't shout at the DMV!" For the DMV, the cost of capacity is very large compared with the penalty for a lost customer. (An employee at the DMV told one of the authors, "When customers get really upset [about waiting] I encourage them to do their business online.") This INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. is precisely the parameter region in which an increase in the reneging rate causes a decrease in the optimal capacity. To the extent that customers shout and threaten to leave, DMV employees may increasingly believe that customers will rapidly renege (exit and do their business online). Under optimal system management, a perceived increase in the reneging rate results in less service capacity and thus worsens the quality of service for DMV customers. Figure 4 shows the optimal cost corresponding to the optimal capacity investment in Figure 2 . As expected, cost increases with the reneging rate . The important managerial insight here is that commitment during service greatly reduces cost and is most beneficial when the reneging rate is large. This should encourage manufacturers to disallow the cancellation of an order in process. According to Fairlie (2004) , small manufacturers of customized computers charge a customer's credit card before initiating assembly, to prevent cancelations during the assembly process. Similarly, in service operations, employees should be trained to establish a rapport with customers that prevents reneging during service.
Conclusions
Theorem 1 establishes that the head-count process and related cost functions are decreasing and convex in the service rate and number of servers, under the assumption that the reneging rate and balking probability are increasing and concave in the head count. That assumption is most plausible for systems in which customers cannot observe the head count. In particular, when each customer reneges after an exponentially distributed amount of time with rate , the reneging rate is linear in the head count, so Theorem 1 implies that the steady-state expected rate of lost sales is convex in the capacity (service rate or number of servers). Hence, our cost function is convex in capacity, which sets the stage for comparative statics.
The optimal capacity increases with the customer arrival rate, as one might expect, but it is not monotone in the reneging rate . Surprisingly, when customers are impatient or capacity is expensive (relative to the cost of a lost sale), the optimal capacity decreases as customers become increasingly impatient; that is, the optimal capacity decreases with . Therefore, when the reneging rate is high or capacity is expensive, manufacturing and service operations managers must carefully account for customers' impatience to avoid excess capacity investment. Customers, however, should not reveal their impatience, which would lead to a reduction in capacity investment and service quality.
We recommend that operations managers seek to prevent customers from reneging during service. This INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
might be accomplished by requiring payment before processing or by training service operators to establish a rapport with customers. Commitment during service destroys the concavity of the reneging rate in the head count, so Theorem 1 does not apply. When the reneging rate (for a customer in the queue) is small, the head-count process is stochastically decreasing and convex in the service rate and number of servers, as in Theorem 1. This implies that the steady-state rate of lost sales, and hence our cost function, is convex in the service rate and number of servers. However, when the reneging rate (for a customer in the queue) is large, the head-count process is stochastically increasing and concave in the number of servers, which is qualitatively opposite to the result in Theorem 1. Nevertheless, we observe that the effect of increasing the reneging rate on the optimal capacity (service rate or number of servers) is qualitatively the same in systems with and without commitment during service. Commitment during service reduces the optimal capacity when capacity is cheap (compared to a lost sale) and increases the optimal capacity when capacity is expensive. Most important, with the optimal capacity investment, commitment during service substantially reduces the steady-state expected cost of lost sales and capacity.
Electronic Companion
An electronic companion to this paper is available on the Manufacturing & Service Operations Management website (http://msom.pubs.informs.org/ecompanion.html).
Proof of Theorem 1. First consider the decision variable . We first prove the result for the single-server case (S = 1) and then deal with the general multiserver case. The proof is based on the sample path approach. Specifically, we prove that Y (viewed as a function of ) satisfies sample-path convexity (a term that has been introduced by Shaked and Shanthikumar 1988 Shaked and Shanthikumar (1988) , Y is said to be stochastically decreasing and convex in the sample-path sense (SDCX(sp)). From Theorem 3.6, Proposition 2.11 and Remark 2.8 of Shaked and Shanthikumar (1988) , it follows that Eh Y is decreasing and convex in , for any increasing and convex function h. In particular, EY is decreasing and convex in . To construct the coupled versions Y 1 Y 4 we wish to come up with appropriate uniformized discrete versions of the original processes. However, for uniformization to work, one needs bounded transition rates of the original Markov chain, which is not the case in this paper (we do not assume boundedness of the reneging rates y ). To resolve this problem we define for all M > 0 a truncated reneging function M y = min y M . Clearly, because · is concave, and min · M is nondecreasing and concave, M · is also concave. For brevity, we omit the superscript M from the subsequent terms. In addition to 1 and 2 we define a third property as follows:1.Y 1 n + Y 4 n = Y 2 n + Y 3 n , that is, Property1 is Property 1 with an equality replacing the inequality. We first establish that if Properties1 and 2 are satisfied at time n, then they hold at time n + 1. Let v = + 4 + M be an upper bound on the total transition rate of the processes Y 1 Y 4 . For n, such that Properties 1 and 2 hold, we define the following possible uniformized and coupled transitions:
Arrival + Balking. With probability /v we have a new order arriving into all four systems. When a new order arrives, it balks system i with probability Y i n . This is done as follows: Let Y 1 n ≥ Y 2 n ≥ Y 3 n ≥ Y 4 n be the order statistics for Y i n , i = 1 4. Respectively, refer to system i as the systems whose head count is Y i n . To verify that the balking occurs according to the right probabilities, note that in systems (1), (3), and 4 the balking probabilities are trivially equal to the required probabilities, provided that 4 = min i and 1 ≥ 3 both are guaranteed by a. In queue 2 , if 2 + 3 − 4 < 1 balking will occur with probability: 4 + 2 + 3 − 4 − 3 = 2 , provided that 2 + 3 − 4 ≥ 1 , which is equivalent to b. Similarly, if 2 + 3 − 4 ≥ 1, balking in this queue will occur with probability:
2 + 3 − 1 + 1 − 3 = 2 . Service Completion. With probability 4 /v we have a service completion event. To determine which systems are going to indeed have service completions (as opposed to a transition from a state to itself), let U ∼ Uniform 0 1 . It is easy to see that system i has a service completion with probability i /v as long as Y i n > 0 (recall that 1 + 4 = 2 + 3 . Note that the reason we do not simply have a service completion from system i whenever U < i / 4 is that in this case we may have a service completion from system 4 only, which may violate Property 1.
A Reneging Job (Order Cancellation). Finally, with probability [ Y i n ∧ M /v we have an order cancellation from system i. The coupling works as follows:
Note that Property1 and the convexity of M · imply that 1 + 4 ≤ 2 + 3 (that is, the inequality with respect to the i s is the opposite of Property 1). Let U ∼ Uniform 0 1 be the random variable that determines the reneging from all systems. Let m = max M 3 + 2 − This completes the proof of the theorem for the single server case. (Detailed verification of Properties 1 and 2 is given in the technical appendix.)
It is left to prove the theorem for the general multiserver (S > 1) case. To extend the above proof to the M/M/S system, the only case that needs to be treated is service completions.
and 1 + 4 = 2 + 3 . Then we shall show that 
and (5)- (6) 
Then (7) and (8) Finally, (4) implies that we can couple the four systems such that the second and third have more service completions on each sample path and that Properties1 and 2 hold at each service completion. Now consider the number of servers. Fix and suppose that 0 < S 1 ≤ S 2 ≤ S 3 ≤ S 4 , and S 1 + S 4 = S 2 + S 3 . We show that there exist versions of the corresponding head-count processes such that for all t ≥ 0:
The proof is identical to that for as the decision variable, except for the service completion step. Here, too, we have to verify that if Properties 1 or 2 holds with equality at time n, both of them are still true at time n + 1. Let Z i = S i ∧ Y i ; then Z i is the number of busy servers in system i, i = 1 2 3 4. We claim that if
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and that if Y 1 n = Y i n for some i = 2 3, or 4, then
Both (9) and (10) can be easily verified by examining all the different possible combinations of Z i = S i or Z i = Y i , for i = 1 2 3 4. Now that we have (9) and (10) we can couple service completions in a way that Properties 1 and 2 will not be violated: Suppose that Property 1 holds with an equality. We claim that either
1. With probability Z 1 / Z 2 + Z 3 we have departures out of all systems.
2. With probability min Z 2 Z 4 − Z 1 / Z 2 + Z 3 we have departures from systems 4 and 2 only.
3. With probability Z 4 − Z 2 + / Z 2 + Z 3 we have departures from systems 4 and 3 only.
4. With probability Z 2 − Z 4 + / Z 2 + Z 3 we have a departure from system 2 only.
5. Finally, with probability Z 3 −Z 1 − Z 4 −Z 2 + / Z 2 +Z 3 we have a departure from system 3 only.
6. Notice that with probability Z 1 / Z 2 + Z 3 no transition occurs. If Z 4 = min Z i , then the transitions parallel the ones above, switching the roles of systems 1 and 4.
Two important observations with respect to the above transitions are that (a) all departures from systems 1 or 4 are coupled with departures from systems 2 or 3, and (b) if Y i = Y 1 for some i = 2 3 or 4, then one can verify that in this case, because of (10), any departure from system 1 will be coupled with a departure from system i. Therefore, the induction step is confirmed under service completion transitions, which completes the proof of the theorem.
Proof of Proposition 1. The proof is a straightforward application of Theorem 1. Details are given in the technical appendix.
Proof of Theorem 2. The proof of Theorem 2 for as the decision variable is based on three propositions. The first (Proposition 1) shows that C S is convex in ; therefore, for all given values of and , * is well defined (although it may be non-unique), and any local minimum of C S is also a global minimum. (Proposition 1 establishes convexity of the cost in S as well.) The second proposition (Proposition 3) shows that * is increasing in . (A similar result can be established for S as a decision variable-see Proposition 4.) Finally, in the third proposition (Proposition 5) we establish that * may either increase or decrease in . (That the optimal S may either increase or decrease in S is shown through the numerical example presented in Figure 3. ) Building on the concept of sample-path convexity, we define the sample-path submodularity property that implies monotonicity of the expected-cost-minimizing value of one parameter in a second parameter.
Definition. Let X = X be a stochastic process that depends on the two parameters and . We say that X is pathwise submodular with respect to and if for all L < H and L < H we have four processes X = L H = L H that are defined on the same probability space, such that:
1. X is a version of X for every fixed pair (that is, X st = X ), and 2.
The next theorem establishes the connection between the sample-path submodularity property and monotonicity. 
where the first inequality follows from the optimality of * L , the second one follows from the sample-path submodularity and the assumption that * H < * L , and the third follows from the optimality of * H . In particular, (11) implies that g * H H = g * L H , which in turn implies that * L minimizes g H . This leads to a contradiction.
The next proposition establishes that the head-count process is pathwise submodular in and ( will be omitted from the current expressions for expository purposes). From Theorem 4 it then follows that * is nondecreasing in . Note that the proposition only establishes the pathwise submodularity of Y . However, it is straightforward to verify that this implies the sample-path submodularity of Y + k S in these two parameters. The proof of Proposition 3 follows the sample path approach. More specifically, we show that for all L < H and L < H there exist versions of Y for ∈ L H and ∈ L H such INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/.
that the following three properties hold at all times t ≥ 0:
Similarly to the proof of Theorem 1, we show (i), (ii), and (iii) using time discretization and uniformization, and then establishing these properties using sample-path coupling and induction on time. Details are given in the technical appendix. To show that * may also increase in , all we have to show is that there exist 0 < k < 1 and k > 0 such that * k k > (recall that * = 0 = ). We show, in fact, that a stronger result applies-namely, that for every fixed value of > 0 there exists a value k = k , 0 < k < 1 such that * k > , where * k stands for the optimal capacity that minimizes the cost function C = EY + k . To show that, fix the value of > 0 and note that the function f = EY is decreasing and convex in (Theorem 1). We claim that it is sufficient to show that:
There exists 0 such that:
where f − 0 is the directional derivative of f at = 0 from below (exists because of Lemma 3.1.5 of Bazaraa et al. 1993) . If (12) = 0 is a local minimum for C · , and from convexity, it is also a global minimum.
To establish (12), note that from flow conservation f = EY = − P Y > 0 . In particular, f = > 0, and lim → f = 0. Because f is a nonincreasing function of , this implies that there exists 1 > such that f < f , for all ≥ 1 . Now note that if f − ≤ −1 for all ≥ 1 , then f < 0 for large enough, which is a contradiction. This shows that 0 is well defined.
Proof of Theorem 3. First consider the parameter region ≥ and the case of as decision variable. Following the notation of the proof of Theorem 1, let 0 ≤ 1 ≤ 2 ≤ 3 ≤ 4 be four service rates such that 1 + 4 = 2 + 3 . Assume that the reneging rate is bounded above by 4 . This is a weaker condition than the condition ≤ stated in the theorem, but it turns out to be sufficient to establish its results.
Analogously to the proof of Theorem 1, let Y 1 Y 4 be discretized and uniformized versions of the head count with service rates 1 4 , respectively, that satisfy properties:
1. Y 1 n + Y 4 n ≥ Y 2 n + Y 3 n , a.s. and 2. Y 1 n ≥ max Y 2 n Y 3 n Y 4 n , a.s. at time n = 0. By induction, we wish to show that Properties 1 and 2 hold for all n ≥ 0.
The induction proof of Properties 1 and 2 goes through by the simple construction explained next. Note that arrivals and service completions do not introduce a problem. For reneging, we use a slightly different method involving a transfer of a customer. The transfer need not occur physically, but it helps to visualize why we need the condition that ≤ 4 . (We could use the same proof used earlier without this device.) Specifically, transferring a customer from systems 1 to 4 is equivalent to comparing the current set of systems with another set that has Y 1 − 1 and Y 4 + 1 customers, which in turn is comparable to systems 2 and 3. The idea is that because Y 4 is smaller than Y 1 , if we transfer a customer from system 1 to system 4, it will change the total departure rate in both systems combined in the desired direction (either through service completions or through reneging). For example, if both systems have idle servers, then the combined rate of departures due to service will increase. If only system 4 has an idle server, then the rate will increase because the reneging rate is smaller than 4 . Finally, if both are busy, then the total reneging rate remains the same.
The details of the customer transfer are as follows: One can transfer customers from systems 1 to 4 until one of two events happens-either Y 4 equals the minimum of Y 2 and Y 3 , or Y 4 equals S. In the first case, after the transfer, Y 1 will equal the maximum of Y 2 and Y 3 . In the second case all systems will have S or more customers. The transfer will not decrease the rate at which queues deplete in systems 1 and 4 because of the assumption on the reneging rate. Moreover, Properties1 (or 1) and 2 will continue to INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
hold. It thus follows that the induction proof goes through after this modification. In detail, in the first case the two sets of systems will have equal reneging rates. In the second case, Y 1 − S + Y 4 − S = Y 2 − S + Y 3 − S . The reneging rates depend on these four quantities and the earlier proof for Theorem 1 goes through.
With respect to as a decision variable, it is left to establish that Y is stochastically decreasing in for ≤ . This proof is a trivial application of the sample-path coupling approach. Details are omitted. The detailed verification of the induction step for S as a decision variable is given in the technical appendix.
Proof of Proposition 2. The proof is a straightforward application of Theorem 3. Details are given in technical appendix.
