Introduction
It is well known the Ising model is the simplest and most famous example of lattice model, moreover its behavior is wonderfully rich. In [1] some physical motivations why the Ising model on a Cayley tree is interesting are given. In [2] and in [3] the existence of a phase transition for the Ising modle on the Cayley tree for k 2 is established.
In [4] the Potts model with countable set Φ of spin values on Z d was considered and it was proved that with respect to Poisson distribution on Φ the set of limiting Gibbs measure is not empty. In [5] the Potts model with a nearest neighbor interaction and countable set of spin values on a Cayley tree.
If the interactions of an atom with its nearest neighbors is independent of direction, the model is called isotropic; otherwise, when the interaction energy depends on the direction of the neighbor, such as its horizontal versus vertical neighbors, the model is called anisotropic.
In [6, 7] considered models with nearest-neighbor interactions and with the set [0, 1] of spin values, on a Cayley tree of order k 1.
In this paper we investigate countable spin Ising model on a Cayley tree. These countable spin models, which we rigorously define shortly, generalize the classical Ising models in that the spin variables σ are not restricted to the two ±1 values but instead may assume any natural number values.
Definition
The Cayley tree (Bethe lattice) Γ k of order k 1 is an infinite tree, i.e., a graph without cycles, such that exactly k + 1 edges originate from each vertex. Let 
the set of direct successors of x.
Hamiltonian and measure
The Ising model was invented by the physicist Wilhelm Lenz (1920), who gave it as a problem to his student Ernst Ising. The one-dimensional Ising model has no phase transition and was solved by Ising (1925) himself.
We consider the Ising model with competing interactions and countable set of spin values on the Cayley tree of order two.
The vertices x and y are called second neighbor which is denoted by ⟩x, y⟨, if there exists a vertex z ∈ V such that x, z and y, z are nearest-neighbors. We will consider only second neighbors ⟩x, y⟨, for which there exist n such that x, y ∈ W n .
In this paper we consider model where the spin takes values in the set of all non negative integer numbers Φ := 0, 1, ..., and is assigned to the of the tree. A configuration σ on V is then defined as a function x ∈ V → σ(x) ∈ Φ; the set of all configurations is Φ V .
We consider the Ising model with competing interactions on the Cayley tree which is defined by the following Hamiltonian
where J, J 1 ∈ R are constants. Write x < y if the path from x 0 to y goes through x. Call vertex y a direct successor of x if y > x and x, y are nearest neighbors. Denote by S(x) the set of direct successors of x. Observe that any vertex x ̸ = x 0 has k direct successors and x 0 has k + 1.
. ., consider the probability distribution µ (n) on Ω Vn defined by
Here, as before, σ n : x ∈ V n → σ(x) and Z n is the corresponding partition function:
3)
The probability distributions µ (n) are called compatible if for any n 1 and σ n−1 ∈ Ω Vn−1 :
Here σ n−1 ∨ ω n ∈ Ω Vn is the concatenation of σ n−1 and ω n . In this case, because of the Kolmogorov extension theorem, there exists a unique measure µ on Ω V such that, for any n and 
An infinite system of functional equations
The following theorem describes conditions on h x guaranteeing compatibility of distributions µ (n) (σ n ).
. , in (2.2), on Cayley tree of order two, are compatible iff for any x ∈ V \ {x 0 } the following equation holds:
where
and
Proof. Necessity. Suppose that (2.4) holds; we will prove (3.1). Substituting (2.2) in (2.4), obtain that for any configurations σ n−1 :
After some abbreviations we get
Consequently, for any i ∈ Φ, 
Sufficiency. Let (3.1) is satisfied we will prove (2.4). We have
2)
exp{Jβσ ( Since µ (n) , n 1 is a probability, we should have
Hence from (3.4) we get Z n−1 A n−1 = Z n , and (2.4) holds. Remark. From Theorem 3.1. it follows that for any h = {h x , x ∈ V } satisfying the functional equation (3.1) there exists a unique Gibbs measure µ and vice versa. However, the analysis of solutions to (3.1) is not easy.
