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Abstract
Steady-state solutions represent the long-term response of linear systems due to
specified input signals. The total response is initially contaminated with
transients, which disguise the long-term/operating response of a system. Except
for certain ideal cases, even in systems of low dimension, the steady-state solution
is typically obtained by simulation of the system until the transient part of the
response is sufficiently negligible. This investigation elaborates on a method of
determining the initial conditions that spontaneously give rise to steady-state
solutions of forced linear differential equations. The method is applicable to
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1. Introduction
The objective of this investigation is to develop a systematic procedure to
calculate the vector of initial conditions needed to spontaneously create a purely
steady-state solution to a matrix differential equation of any dimension. This
means that the transient response of the solution will be completely suppressed
by the initial conditions. The form of the matrix differential equations that will
be investigated is given by
i(t)=M(t)+f(t)
where A is a constant square matrix and f(t) is any vector of forcing functions.
Of particular interest is the case when the forcing is periodic. It is important to
note that the procedures that will be developed in this investigation are
applicable to both stable and unstable systems of equations
Mathematical models of many physical, biological, electrical and economic
processes involve systems of linear constant coefficient ordinary differential
equations [3]. These systems of equations often deal with forcing functions as
their input, and when these systems are observed over time there is obviously a
transient response and a steady-state response. If there is damping in the
system, then the transient response typically dissipates over time.
The response of a system of differential equations is the most fundamental
information necessary to completely analyze the system. The response of a
system is the interpretation and physical significance of the solution to the
model that it represents. The transient response involves that portion of the
solution during which changes take place. The steady state response is
concerned with the portion of the solution that approaches the condition in
which the forcing and the response is in dynamic equilibrium.
The transient response is a fleeting phenomenon, existing for a short time.
During the transient response, all quantities that can vary are in the process of
varying. The transient response may be regarded as a state of continual change.
The steady state response represents a
condition of dynamic or static
equilibrium. The term
"steady"
implies that the state of the system is not
changing. The steady state response may also be thought of as the limit of the
transient state. In most practical systems, the transient lasts only for a short
time. The system approaches the steady state rapidly and resides in the
near-
steady state condition for a long time. Hence, the steady state represents the
conditions under which most practical systems operate for most of the time [8].
Steady-state solutions are important to analyze for many reasons, including
1 . Steady-state solutions typically represent the general operating
conditions of a system.
2. Knowing the steady-state solution, it is possible to determine the total
transient contribution in any response. This can give estimates of
rise-
time, overshoot, etc.
3. The convolution integral J h(x)f (t -x)dx is only good for simple
examples and is inconvenient for higher-dimensional systems.
Moreover, it is all but useless for piecewise-continuous forcing.
The procedures developed in this investigation that calculate the desired initial
conditions are based on the Laplace transform and matrix manipulation. Both of
these topics are the focus of the early discussion in this investigation, where the
basic theory and background are introduced and developed. Several examples
will then be solved using the appropriate procedures developed during the
exposition of theory. These examples will include ID, 2D and 3D systems of
differential equations. The solution for second-order systems will also be
calculated, separately.
A very common engineering problem will be the motivation for this
investigation. Consider the simple mass-spring-damper system shown in figure
1.1. The vibration of this viscously-damped, linear spring-mass system is
governed by a second-order ordinary differential equation with constant
coefficients, and the motion is described by the differential equation
mx + cx + kx = f(t) (1.1)
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Figure 1.1: LinearMass-Spring-Damper System with a Forcing Function
We will be analyzing a damped vibrational system governed by the differential
equation (1.1), which is subjected to a periodic forcing function of /(f) = sinro.
The system parameters will be taken as m=0.02, c-0.01, and k=9.0.
It will be shown through examples that the exact initial conditions needed to
give a purely steady-state response of this system can be calculated based on the
procedures developed during this investigation. The results lead to a complete
decomposition of an arbitrary solution into purely transient and steady-state
parts. The outlined procedure is especially useful for systems that are to be
numerically integrated.
2. Jordan Form
2a. Definitions Relating to Vector Space
The following terms are used when discussing the dimension of a vector space:
SPAN
A set of vectors xx,x2,...,xn is said to span a vector space,V, if the set of all
linear combinations clxl+c2x2+---+cnxn exhausts V. In other words, the vectors
xl,x2,...,xn span V if every element of V can be expressed as a linear
combination of xl,x2,...,xr.
LINEARLY INDEPENDENT
If the vectors xl,x2,...,xn are not linearly dependent, that is, none of these vectors
can be expressed as a linear combination of the others, than they are said to be
linearly independent. The precise mathematical way of saying this is that the
vectors xx,x2,...,xn are linearly independent if the equation
cxxx+c2x2+---+cnxn=Q. (2.1)
This implies, of necessity, that all the constants cl,c2,...,cn are zero.
In order to determine whether a set of vectors xl,x2,...,xn is linearly dependent or
linearly independent, we write down the equation (2.1) and see what this
implies about the constants cvc2,...,cn. If all these constants must be zero, then
x1,x2,...,xn are linearly independent. If, however, not all of the constants
c, , c2 , . . . , cn must be zero, then xl,x2,...,xn are linearly dependent.
DIMENSION
The dimension of a vector space V, denoted by dim V, is the fewest number of
linearly independent vectors which span V. V is said to be a finite dimensional
space if its dimension is finite. On the other hand, V is said to be an infinite
dimensional space if no set of finite elements span V [7].
The dimension of a space V can be written as V = Rn, where n denotes the
dimension of V.
Theorem 2.2: If n linearly independent vectors span V, then dim \=n.
Lemma 1 : A set of ra homogenous linear equations for n unknowns
xl,x2,...xn always admits a nontrivial solution ifm<n.
Lemma 2: In an m dimensional space, any set of n>m vectors must be
linearly dependent. In other words, the maximum number
of linearly independent vectors in a finite dimensional space
is the dimension of the space.
BASIS
If a set of linearly independent vectors span a vector space V, then this set of
vectors is said to be a basis for V. A basis may also be called a coordinate
system.
Theorem 2.3: Any n linearly independent vectors in an n dimensional space V
must also span V. That is to say, any n linearly independent
vectors in an n dimensional space V are a basis for V.
EXISTENCE-UNIQUENESS THEOREM








Moreover, this solution exists for - < t < [3].
2b. Change Of Basis - Similarity Transformations
Let A:V ->V be a linear transformation on the same vector space V, with bases
{ux,u2,...,un} and {/i./j ,...,/,,}. We then have the representations [Ajn and [A]f-
where
K
V -V in terms of basis {ux,u2,...,un}
and
M;;
V -> V in terms of basis \fl,f2,-.-,fn\
Since the bases are related by
/, =buux +bX2u2+---+bXniln = (bu +bx2+---+bXn)l
fi =biA +t>22u2+---rb2nun = (b2x +b22+---+b2n)u
In =K"X +Kl"l+---+KA = {Kt +Kl+---+bnn)>
(2.2)
so are the matrix representations [Aj. and [A]f- .









which is called the transition matrix. This is the change of basis operator,
mapping the basis {f,J2,...Jn} onto the basis {ux,u2,...,un}, which is defined by
equation (2.2).
Since B is an isomorphism, B
'
exists, and B l:V - V maps the basis {ux,u2,...,un\
onto {/l;/2,. ..,/}.
has the following matrix representation:










And in operator form this reduces to
C = B'[AB
where C is similar to A.
2c. Background and Theory
A matrix A is diagonizable ifA is symmetric or A has n distinct eigenvalues. In
both cases, A has n linearly independent eigenvectors. After placing the





[A, 0 ... 0
0 A2
0
0 ... 0 A,
where \,l2,...,Xi are the eigenvalues ofA.
Note that certain non-symmetric matrices with repeated eigenvalues are diagonal,
also.
Jordan Theorem 2.1:
Every nxn matrix A is similar to a matrix J, which is its Jordan form. This
Jordan form has the following special properties, among others:
(a) J is upper-triangular.
(b) The n entries on the main diagonal of/equal the n eigenvalues of
A (repeated according to their algebraic multiplicities).
(c) Each of the n
-
\{j , i + 1)
- entries on the first super-diagonal ofJ
equals either 0 or 1, where the number of zeros is one less than the
maximum number of eigenvectors ofA in a linearly independent
set.
(d) Each of the (/,/ + s) -entries for s>l, that is, above the first
super-
diagonal, equal zero.



















Each Jk is an nkxnk Jordan block and k = kx + k2 + +ks equals the sum of the
geometric multiplicities of the distinct eigenvalues of A. The same distinct
eigenvalues may occur in different Jordan blocks Jk, but the total number of
blocks with that eigenvalue equals its geometric multiplicity kt while the total
number of main-diagonal entries with that eigenvalue equals its algebraic
multiplicity mi . The numbers nr and the total number of blocks are uniquely
determined by A.
To compute the Jordan form matrix 7, the following procedure is used:
Since
J = Q~lAQ,
it follows from basic matrix manipulation that
AQ=QJ. (2.3)
Writing Q in terms of its columns as
Q = [ii ii <?]
shows that (2.3) is equivalent to
where X is the eigenvalue in the Jordan block affecting q, andv, equals 0 or 1.
More precisely, since 7r are nrxnr, the columns of Q affected by the block Jr in
the equation (2.3) are just the nr numbered
n, +n2+ + , +1 ton, + n, + +n.V-l 1 ' "2






hvrj +vrJ_, for7 = 2, ... ,n
where vrJ is the column of Q numbered nx + n2 + + nr_x + j and where the
rth
Jordan block of J is nrxnr .
This complicated relationship is the key to understanding the eigensystem of the
matrix A [6].
Example 2. 1
The following matrix J is in Jordan form:
7 =
2 1 0 0
0 2 0 0 0
0 0 5 1 0
0 0 0 5 0
0 0 0 0 2_
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The eigenvalues are A,, = 2 of algebraic multiplicity 3 and geometric multiplicity
2, and X2 =5 of algebraic multiplicity 2 and geometric multiplicity 1.
Thus there are three eigenvectors in a linearly independent set, as indicated by
the presence of two zeros in the first super-diagonal of J.
Two examples follow showing the Jordan form of a given matrixA.
Example 2.2
Given the matrix A =
-3 1
-1 -1
, the Jordan form would be given by
1










the Jordan form would be given by

















2d. Jordan Canonical Form
The problem with diagonalization is that the eigenvectors do not span the
domain. In other words,
dim(ker(A
- Xj)) < multiplicity of Xt .
An eigenvector of multiplicity 2 might have one
eigenvector (up to scalar
multiple).
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When A has repeated eigenvalues and n linearly independent eigenvectors
cannot be determined, generalized eigenvectors must be used.
A definition of generalized eigenvectors follows:












This chain gives the following results:
1. Each vx,v2,...,vk is a generalized eigenvector of rank (index) k.
2. The set s = {vx , v2 , . . . , vk } is linearly independent.
Theorem 2.2: The set of generalized eigenvectors of Anxn belonging to
distinct eigenvalues is linearly independent.
The problems posed by defective eigensystems can be solved by resorting to the
Jordan canonical form (JCF) of the matrix, A.
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If









0 \ 1 0
0 0 \ 1




0 1 t t2/2\
0 0 1 t
0 0 0 1
The difficulty encountered using the JCF is that it cannot be computed using
floating point arithmetic. A single rounding error may cause some multiple
eigenvalue to become distinct or vice versa, altering the entire structure of J and
P. A related fact is that there is no a priori bound on cond(.P) [1],
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3. Discussion of Linear Systems
3a. Vector Ordinary Differential Equations
A brief discussion on solving ordinary differential equations is necessary to set
the stage for later theory. The basic idea is to transform the given system of
coupled equations with constant coefficients into a system of decoupled
equations with constant coefficients.







andA is a constant nxn matrix.
1 . The eigenvectors of the matrix A must be calculated. Recall that the
eigenvectors are those vectors x that satisfy the equation
Ax - Xx
for some value of X .
2. A diagonal matrix, S, must also be constructed whose columns are the
eigenvectors ofA.
3. Using the transformation
y
= Su




u = S ASu. (3.2)
Assuming thatA has n linearly independent eigenvectors, the matrix
S~XAS will be diagonal. This means that the equations in (3.2) will
decouple and each row of (3.2) will be an ordinary differential equation
in one dependent variable, u\. These decoupled equations can be solved
by using the method applicable to linear coefficient ordinary differential
equations.
Once u is known, y can be easily solved for using the transformation
y
= Su ,
Note: IfA cannot be diagonalized (which means A does not have n
linearly independent eigenvectors), then A has generalized
eigenvectors. Generalized eigenvectors will be discussed in
section 4c.
The following example illustrates this procedure:
Consider the following system of equations
at


















The eigenvalues ofA are X = 7 and A = 10 with
corresponding eigenvectors
(l,-l)r
and (2,l)r. Therefore, the diagonalizing




































It is important to note that these last equations are
decoupled and have constant








where B and C are arbitrary constants.
transformation we obtain


















The constants 5 and C may be found by evaluating the two previous equations
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3b. Reduction ofLinear Ordinary Differential Equations to a First
Order System
This procedure transforms linear ordinary differential equations into a first
order vector system. The procedure introduces variables to represent
derivatives in an n-th order linear ordinary differential equation, and a first
order system of differential equations is obtained.
































and A is the matrix
A =
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
-a0(x) -ax(x) -a2(x) -a3(x) -an_x(x)




= c2, ... ,
y("~l)
(x0) = cn_x,
then the initial conditions for equation (3.4) are given by
K^o) = (C0'CPC2---'C-l)r-
To solve an equation in the form of equation (3.4), the decoupling method
described earlier in section 3a can be used.
The following example illustrates this reduction technique:
































3c. Wronskians and Fundamental Solutions










= (y,y-.y ,>y )
andA is the matrix
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A =
0 1 0 0 0 >
0 0 1 0 0
0 0 0 1 0
0 0 0 0
i -a0 ax a2 a3 "n-l
If {yx,y2,...
,yn}
is any set of n linearly independent solutions to the equation











is a solution for equation (3.6). It is also called a. fundamental solution. This
matrix satisfies the differential equation
Wronskian Definition
The determinant of the matrix in (3.7) is called the Wronskian of L[y] = 0 with
respect to {yl,y2,...,yn} and is denoted by w(yl,y2,...,y). Note that the
















From equation (3.8) we conclude that either W(x) vanishes for all values of x, or
it is never equal to zero. If the Wronskian never vanishes, then the set
{yl,y2,--->y} is said to be linearly independent. A set of n linearly independent
solutions to L[y] = 0 is called a basis or fundamental set.
Alternately, given a set of n linearly independent continuous functions,
{y,,^,...,^}, it is possible to find a unique homogenous differential equation of
order n (with the coefficient of y{n) being one) for which the set forms a





The following example illustrates the use of theWronskian:
Consider the second order linear differential equation
+ y
= 0. (3.9)
The set {sin x, cosx} forms a fundamental set of (3.9) because each element in the






which does not vanish. Since the Wronskian is constant, we have verified that
ax(x)
= 0 in (3.9) (the ax(x) term in this equation corresponds to the first
derivative term).
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3d. Fundamental Matrix Solutions
If *,(/), ... , xn(t) are n linearly independent solutions of the differential equation
x = Ax (3.10)
then every solution x(t) can be written in the form
x(t) = c1xl(t)+c2x2(t)+ + cxn(t). (3.11)
Let X(t) be the matrix whose columns are *,(/), ... , xn(t). Then, equation (3.11)





The matrix X(t) is called a. fundamental matrix solution of (3.10) if its columns
form a set of n linearly independent solutions of (3.10).
Theorem 3.1: Let X(t) be a fundamental matrix solution of the differential
equation




In other words, the product of any fundamental matrix solution of




3e. Computation of the Exponential of aMatrix
Consider the linear constant coefficient ordinary differential equation
the solution is defined as
x{t) = Ax(t)
x(t) = eA'x0
where A is a constant nxn matrix and x0 is the initial condition vector.
In theory,
eAt
can be formally defined by the convergent power series:
t2A2
eA'
=I + tI + +
2!
The effective computation of this matrix function is a fundamental part of the
solution of the system of equations being studied. The effectiveness of various
algorithms designed to compute the exponential of a matrix is based on several
different criteria, including:
1. generality is the procedure applicable to a wide class of
matrices?
2. reliability does the algorithm give some kind ofwarning
whenever it introduces a large error?
3. stability does the algorithm introduce any added sensitivity
to the problem?
4. accuracy





7. ease of use -
how much computer time is required to solve the
problem?
how much space is required to store the data?
is there an easily understood procedure?
23
8. simplicity
- the simpler, the better!
Certain classes ofmatrices lead to special algorithms, such as
1. IfA is symmetric, then methods based on eigenvalue decomposition
are particularly affective.
2. If the original problem involves a system of first order equations, then
A is a companion matrix.
The inherent difficulty of finding effective algorithms for the matrix
exponential is based on the following dilemma: attempts to exploit the special
properties of the differential equation lead naturally to the eigenvalues X,,. and
eignevectors v . ofmatrix A, and to the representation:
However, it is not always possible to express x(t) in this way.
.Algorithms which avoid the use of the eigenvalues tend to require considerably
more computer time to calculate an answer. These algorithms may also be
adversely affected by round-off error in problems where the matrix At has large
elements.
It is convenient to set-up conventions and definitions at this time to create a
clear path for communication. Unless otherwise stated, the following
conventions and definitions will hold:
1. jAII matrices are nxn (square)







Q orthogonal qTq = QQT




= 0 te j
4. Invertible matrices are denoted by cond(A) where:
cond(A) =\\A\\
A-1
Note: IfA is singular, A has infinity condition.
5. When talking aboutMatrix Decomposition with regards to Jordan
Canonical Form Decomposition, there exists an invertible matrix:
P-lAP = J
where 7 is a direct sum of Jordan Blocks.
J = Jj + J2 + + Jk
7 =
1, 1 0 0
0 *, 1 0
0 0 0 K
-im\x
where Xt are eigenvalues ofA.
If the algebraic multiplicity minus the geometric multiplicity of
an eigenvalue > 1 thenA is 'defective', which means A does not
have a full set of n linearly independent eigenvectors.
The best method for calculating the exponential of a matrix is through the use of
matrix decomposition [1].
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4. Laplace Transform Theory and Background
At this point a brief background on Laplace transform theory is necessary since
a great deal of the procedures developed in later chapters will be based on
solving linear systems through the use of Laplace transforms.
4a. Definition of the Laplace Transform
Let /(f) be any function such that the integrations encountered may be
legitimately performed on f(t). The Laplace transform of fit) is denoted by
L{f(t)} and is defined by
L{f(t)}=]e-S'f(t)dt. (4.1)
The integral in (4.1) is a function of the parameter s. This function is called
F(s) and may be written as
F(s)=]e-"f(t)dt. (4.2)
0
It is customary to refer to F(s) as the transform, or the Laplace transform, of
fit).
Equation (4.2) is a definition of the Laplace operator L, which transforms each
function f{t) of a certain set of functions into some function F(s) [2].
It is important to note that the Laplace operator L, like the differential operator
D, is a linear operator. Therefore, if /,(*) and f2(t) have Laplace transforms,
and if cx and c2 are any constants, then
L{cxfx(t)+c2f2(t)}=cxL{fx(t)}+c2L{f2(t)}. (4.3)
Theorem 4. 1 : If the integral of e~"f{t) between the limits 0 and t0 exists for
every finite positive t0, and if f(t) is of exponential order,
/(f) = 0(eb') as t -> oo, then the Laplace transform
26
F(s) = \e-"f(t)dt
exists for s > b.
We know that a function that is sectionally continuous over an interval is
integrable over that interval. This leads to the following useful special case of
Theorem 4.1:
Theorem 4.2: If fit) is sectionally continuous over every finite interval in
the range t > 0, and if /(f) is of exponential order,
/(f) = 0(eb') as f - oo, then the Laplace transform F(s) exists
for s > b.
From now on the term "a function of class
A"
will be used for any function that:
a. is sectionally continuous over every finite interval in the range t > 0
and
b. is of exponential order as t - o .
Theorem 4.2 may then be rephrased as
Theorem 4.3: If /(f) is a function of class A, then the Laplace transform
F(s) exists.
The following theorem can also be proven
Theorem 4.4: If /(f) is a function of class A and if L{f(t)}= F(s) ,
thenlimF(5) = 0.
Transforms of Elementary Functions
The transforms of certain exponential and trigonometric functions and of
polynomials are often encountered in equations, and a sample of their respective
























Note that the Laplace transform of /(f) will exist even if the object function
/(f) is discontinuous, provided that the integral in the definition of L{f(t)}
exists [11].
Transforms ofDerivatives
In studying transforms of derivatives, it is assumed that the derivatives
themselves are of class A.
If /(f) is continuous for t > 0 and of exponential order as t -> oo , and if /'(f) is of
class A, then the integral in
L{f\t)}=\e-Stf\t)dt






For s greater than some fixed s0,
M
\e-s'fXt)dt = [e-f{t)} +S]e-f(t)dt,
0 0 0
which may be rewritten as
L{f\t)}=sL{f(t)}-f(0).
Theorem 4.5: If f(t) is continuous for t > 0 and of exponential order as
f -> oo , and if f\t) is of class A, then
L{f\t)}=sL{f(t)}-f(0).
Generalizing theorem 4.5 for any function f{n\t) it follows that
L{fM(t)}=S(n)F(S)-^sn-l-kf{k\0).
k=0
Transforms of Periodic Functions
The Laplace transform of a periodic function can be obtained readily by
repeated application of the delay theorem. Assuming you are given the
following function











The Laplace transform of (4.4) is readily computed to be
29
X(s)=L{xT(t)+xT(t-T)+xT(t-2T)+---}









Thus, the Laplace transform of a periodic function is the transform of the
function over one period, divided by
\-e~Ts
[10].
4b. Solving Systems using Laplace Transforms
The method of Laplace transforms can be used to solve the initial-value
problem:
x(t)

























Recalling that the transform of a derivative is given by
L{i(t)}=sL{x(t)}-I(0) = sX(s)-x(0),






Hence, substituting (4.6) and (4.7) into (4.5) gives the following Laplace
transform
sX(s)-x(0) = AX(s) + F(s),
and rearranging gives





Equation (4.8) is a system of n simultaneous equations for Xx(s),X2(s),...,Xn(s),
and it can be solved in a variety of ways. One way is to multiply both sides of
(4.6) by [si -a)'\ Once we know Xx(s),X2(s),...,Xn(s), we can find
xx(t),x2(t),...xn(t) by inverting these Laplace transforms.
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5. Periodic Solutions of Forced One-Dimensional
Linear Systems
5a. Outline of Procedure
A systematic method will be developed to determine the initial conditions that
create a purely periodic solution to one-dimensional linear differential equations
which are periodically forced. The method is applicable to both stable and non
stable systems.
The method will deal with the one-dimensional linear periodically-forced
differential equation of the form:
dx




in which a is constant and/ffj is a function of period T. The general solution
to one-dimensional linear systems can be found by using the Laplace transform
method, or it can be obtained by use of an integrating factor. The general




+ f ea"-x)f{x)dx (5.2)
Solution (5.2) contains both transient and steady-state terms. If a is negative,
then this solution asymptotically approaches the steady-state solution, which is
included in the integral term of equation (5.2).
Note that the steady-state solution of equation (5.1) may also be obtained by the
method of undetermined coefficients or variation of parameters, if the forcing
term is given in terms of elementary functions defined at all time t>0 [4].
Since the forcing function is periodic, the steady-state solution of equation (5.1)
will be periodic of the same period. Further, since the transient solution is
exponential in nature, finding a periodic solution of equation (5.1) is equivalent
to finding the steady-state solution. By choosing the appropriate initial
condition, it is possible to generate a purely periodic solution to equation (5.1).
32
In order to determine what initial condition gives rise to a purely periodic
solution, we set t=T in equation (5.2) and require
x(t0 + T) = x0 (5.3)









The right hand side of (5.5) is one way of representing the Laplace transform of






The initial condition (5.6) will generate the steady-state solution immediately.
As a common but special case for which the initial time
f0=0,
equation (5.6) reduces to
*r=-L{/(f)}_ (5.7)
The above approach is especially useful if equation (5.1) is to be numerically
integrated. It should be noted, that equation (5.7) generalizes completely to the
case of nonperiodic forcing [5].
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5b. Examples
The previous theory will now be applied to four different examples of one-
dimensional linear differential equations which are periodically forced. The
responses for these examples were obtained using ACSL on the RIT VAX
computer system, and the ACSL computer programs that generated these
responses are found in the appendix.
Example 5. 1
Consider the following one-dimensional linear differential equation:
x = -0.2;t + sin27tf. (5.8)
We want to find the initial condition that will give a purely
steady-state
response.
Applying the procedure outlined in section 5a, we must first find the Laplace
transform of the forcing function. This is easily found to be
T r . _ i 271 2k
Ljsin 2Kt }= =
s2+(2ny
s2+4n2
Assuming the initial time f0 = 0, the initial condition necessary to give a purely








The following two plots will compare the responses generated by an arbitrary
initial condition with the calculated initial condition.
Figure 5.1a shows the response of (5.8) with an arbitrary initial condition of
x0 =0.0. The transient response can be
seen between 0 and 15 seconds. The
response assumes the purely steady-state periodic response after 15 seconds.
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ACSL response of x = -0.2^+sin2nf with an















Figure 5.1a: ACSL response of equation (5.8) with arbitrary initial condition.
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Figure 5.1b shows the response of (5.8) using the calculated initial condition of
x0
= -0.158994. Notice that the transient response is completely missing, and we
get a purely steady-state periodic response from time t = 0.
ACSL response of x = -0.2* + sin27tf with the
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Figure 5.1b: ACSL response of equation (5.8) with calculated initial condition.
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Example 5.2
Consider the following equation
j = 1.0jt+cos2n:r. (5.9)
We want to find the initial condition that will give a purely
steady-state
response.
Applying the procedure outlined in section 5a, we must first find the Laplace




Assuming the initial time f0 = 0, the initial condition necessary to give a purely




= ^ = -0.024705.1 /'=l- (l.0)2+4rc2
The following two plots will compare the responses generated by an arbitrary
initial condition with the calculated initial condition.
Figure 5.2a shows the response of (5.9) with an arbitrary initial condition of
x0 =0.0. This is obviously an unstable system. After 10 seconds the response
approaches 600!
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ACSL response of x = l.Ox+cos27W with an
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Figure 5.2a: ACSL response of equation (5.9) with arbitrary initial condition.
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Figure 5.2b shows the response of (5.9) using the calculated initial condition of
x0
= -0.024705. Notice that the transient unstable response is completely
missing, and we get a purely steady-state periodic response from time t = 0.
ACSL response of x = 1.0x+cos2ro with the






Figure 5.2b: ACSL response of equation (5.9) with calculated initial condition.
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Example 5.3
The following example uses the
"PULSE"
function in ACSL to represent a unit
step function. Figure 5.3 graphically represents the PULSE function and it also




Figure 5.3: Graphical representation of the PULSE function in ACSL.
Consider the following equation:
x = 0.01x+ PULSE(0, 2, 0.5) (5.10)
where a pulse train is used with an amplitude of 1.0, a pulse duration equal to
0.5, and a period of 2.0, the following procedure produces the initial condition
necessary to give a purely periodic solution:
We apply the Laplace transform to the







Substituting the correct values for the given pulse







Now, evaluating (5.12) at s
= 0.01 and taking the negative of the answer will give













The following two plots will compare the responses generated by an arbitrary
initial condition with the calculated initial condition.
Figure 5.4a shows the response of (5.10) with an arbitrary initial condition of
x0
= 0.0. It is obvious from the plot that the response is unstable and therefore it
does not assume a steady-state response.
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ACSL response of x = 0.0 lx + PULSE with an
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Figure 5.4a: ACSL response of equation (5.10) with arbitrary initial condition.
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Figure 5.4b shows the response of (5.10) using the calculated initial condition
of x0
=
-25.18781. Notice that we get a purely steady-state periodic response
from time t = 0.
ACSL response of x = 0.0 lx + PULSE with the




Figure 5.4b: ACSL response of equation (5.10) with calculated initial condition.
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Example 5.4
The following example illustrates the fact that the forcing function can be any
periodic function.
Consider the following equation
x = -0.2x +cos 3rcf + sin7Cf . (5.13)
We want to find the initial condition that will give a purely steady-state
response.
Applying the procedure outlined in section 5a, we must first find the Laplace
transform of the forcing functions. This is easily found to be












Assuming the initial time f0 = 0, the initial condition necessary to give a purely
steady state solution will be derived from (5.7) where s=-0.2. This gives
x0per








The following two plots will compare the responses generated by an arbitrary
initial condition with the calculated initial condition.
Figure 5.5a shows the response of (5.13) with an arbitrary initial condition of
x0
= 0.0. The transient response can be seen between 0 and 15 seconds. The
response assumes the purely steady-state periodic response after 15 seconds.
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ACSL response of x = -O.2x+cos3rtf +sinTCf with an




Figure 5.5a: ACSL response of equation (5.13) with arbitrary initial condition.
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Figure 5.5b shows the response of (5.13) using the calculated initial condition
of x0
=
-0.314774. Notice that the transient unstable response is completely
missing, and we get a purely steady-state periodic response from time t = 0.
ACSL response of i = -O.2x+cos37tf +sinTCf with the
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Figure 5.5b: ACSL response of equation (5.13) with calculated initial condition.
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6. Steady-State Solutions of Periodically-Forced
Linear Systems
6a. Outline of Procedure
This chapter applies the procedures and equations developed in chapter 5 to
systems of equations. An efficient method will be developed to determine the
initial conditions that create a purely periodic solution to non-homogeneous
linear differential equations which are periodically forced. The method is
applicable to both stable and non-stable systems.
The method will determine steady-state solutions of non-homogeneous linear
differential equations with constant coefficients. The n-dimensional forced
systems are of the form:




x = [x,(f),x2(f), ... ,x(f),f,
/ is a vector function with periodic components, and A is a constant nxn matrix.
The general solution of equation (6.1) is represented by a sum of a transient
solution and a steady-state solution. By choosing the appropriate initial
conditions, the transient solution can be made to vanish and the resulting
solution will be periodic, as long as the forcing term is periodic [5].
Assuming the coefficient matrix A is diagonizable, the vector equation (6.1) can
be represented by the equivalent uncoupled system
t = DI + p-lf(t) (6.2)
in which P is the modal matrix and
D = P1AP
is a diagonal matrix containing the eigenvalues ofA. Equation (6.2) is obtained
by the change of variables
47
x = Pz
and represents a system of n uncoupled scalar equations. Hence it makes sense
to consider only one-dimensional linear equations.
Therefore we focus on the scalar differential equation
x = ax + f(t), x(t0)
=
x0 (6.3)
in which a is constant andf(t) is a function of period T. The general solution to
constant coefficient linear systems can be found by using the Laplace transform




+ f>(M)/(x )dx (6.4)
which is most easily obtained by use of an integrating factor. Solution (6.4)
contains both transient and steady-state terms. If a is negative, then this
solution asymptotically approaches the steady-state solution which is included in
the integral term of equation (6.4).
The steady-state solution of equation (6.3) may also be obtained by the method
of undetermined coefficients or variation of parameters, if the forcing term is
given in terms of elementary functions defined at all time t>0. The brute force
method consists of numerically integrating equation (6.3) until the transient
exponential term becomes negligible. This last method works only if the system
is stable (a <0). In case the periodic forcing term is defined only over a single
period or is piecewise continuos, then the determination of the steady-state
solution may become cumbersome. Furthermore, if the system defined by
equation (6.3) is lightly damped (lal 1), then the transient solution may take a
long time to dissipate.
Since the forcing function is periodic, the steady-state solution of equation (6.3)
will be periodic of the same period. Further, since the transient solution is
exponential in nature, finding a periodic solution of equation (6.3) is equivalent
to finding the steady-state solution. By choosing the appropriate initial
condition, it is possible to generate a periodic solution to equation (6.3).
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In order to determine what initial condition gives rise to a periodic solution, we
set t=T in equation (6.4) and require
x(f0 + r) = x0 (6.5)









The right hand side is one way of representing the Laplace transform of a
periodic function with period T:
xr=-L{f(t+t0)}s^ (6.8)
The initial condition calculated by (6.8) will generate the steady-state solution
immediately. The above approach is especially useful if equation (6.3) is to be
numerically integrated.
Returning to the general case given by (6.1), we let \, / = l,2,..., be the
eigenvalues of the coefficient matrix A. Then, from equation (6.8), the desired
initial conditions on the transformed variable z are
r
4(')L, (6-9)
in which g, (f) are the components of the transformed force vector
8
= P'lf-
Finally, the initial conditions which produce a periodic solution of equation (6.1)







= [z0i .z^,...,^] is obtained from equation (6.9).
6b. Examples
The following examples illustrate the use of the procedures developed for
periodically forced linear systems in section 6a. The exact initial conditions will
be calculated that create a purely periodic steady state response from time t
= 0.
Example 6. 1









which is in the form of










We want to find the initial conditions that give a purely steady-state periodic
solution to (6.11).
The matrix A is decomposed into the following form using the modal matrix P,
where
A=PDP~\
which can be written as
-2 3 .9487 -.7071 -1 0 .7906 .7906
1 -4 .3162 .7071 0 -5 -.3536 1.0607
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The eigenvalues ofA are \ = -l and A, = -5.


















































: 0.1 142 .
which can be written in vector form as
0.7993
0.1142













Figure 6.1a shows the response of x, from equation (6.11) with arbitrary initial
conditions of
x0i =0.0 and x02 =0.0. The transient response can be seen
in the first
four seconds. The response assumes the purely steady-state response after about
4 seconds.




with arbitrary initial conditions of x0
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Figure 6.1a: ACSL response of equation (6.11) with arbitrary initial conditions.
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Figure 6.1b shows the response of x2 from equation (6.11) with arbitrary initial
conditions of
x0i =0.0 and x0i =0.0. The transient response can be seen in the first
four seconds. The response assumes the purely steady-state response after about
four seconds.











Figure 6. lb: ACSL response of equation (6. 1 1) with arbitrary initial conditions.
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Figures 6.2a and 6.2b show the responses of x, and x2, respectively, from
equation (6.11) using the calculated initial conditions of x0i =0.6775
and
x0o =0.3335. Notice that the transient response is completely missing,
and we get
a purely steady-state periodic response from time t
= 0 for both cases.









with calculated initial conditions of x0




















Figure 6.2a: ACSL response of equation (6.1 1) with calculated initial conditions.
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Figure 6.2b: ACSL response of equation (6.1 1) with calculated initial conditions.
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Example 6.2









which is in the form of








We want to find the initial conditions that give a purely
steady-state periodic
solution to (6.12).
The matrix A is decomposed into the following form using the modal matrix P,
where
A=PDP'\
which can be written as
2 ".9701 .7071 1 0 1.3744 -1.3744
1 -3 .2425 .7071 0 -2 -.4714 1.8856
The eigenvalues ofA are \ = 1 and \=-2.





-0.47 14 sin 2TCf + 1.8856 cos4TCf




















































Figure 6.3a shows the response of xx from equation (6.12) with arbitrary initial
conditions of x0i
=0.0 and x0i
=0.0. After 5 seconds the response approaches 30.
The system is obviously unstable.
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Figure 6.3a: ACSL response of equation (6.12) with arbitrary initial conditions.
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Figure 6.3b shows the response of x2 from equation (6.12) with arbitrary initial
conditions of
x0]
=0.0 and x0i =0.0. After 5 seconds the response approaches
7.5.
The system is obviously unstable.
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Figure 6.3b: ACSL response of equation (6.12) with arbitrary initial conditions.
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Figures 6.4a and 6.4b show the responses of x, and x2, respectively, from
equation (6.12) using the calculated initial conditions of x0|
=-0.1338 and
x02 =0.0151. Notice that the unstable transient response is completely missing,
and we get a purely steady-state periodic response from time t = 0 for both cases.
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Figure 6.4a: ACSL response of equation (6.12) with calculated initial conditions.
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with calculated initial conditions of x0




Figure 6.4b: ACSL response of equation (6.12) with calculated initial conditions.
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7. Periodic Solutions of Systems
7a. Multidimensional Analysis with DiagonizableMatrices
Consider the following system of equations:
k = Ax + f (7.1)
where A is a semi-simple operator (non-defective) with dim=n, and / has
period T.
Since A is semi-simple (or non-defective), this means thatA has n linearly
independent eigenvectors.
A is therefore similar to a diagonal matrix, where
A = PDP-\ (7.2)
The matrix P is defined to be the modal matrix, which is made up of columns of
the eigenvectors ofA.
Now we let
x = Pz, (7.3)
and substitute (7.3) into (7.1), which gives
Pt = APz + f. (7.4)
Using simple matrix algebra it can be shown that
z = P~lx,
and solving (7.4) for i gives:
t = p-lAPz + P'if (7.5)
Substituting (7.2) into (7.5) gives:
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z = Dz + P~lf (7.6)




z = Dz + g. (7.7a)
The matrix equation (7.7a) can be expanded and written as







0 - K. _V .^
(7.7b)
Each equation of (7.7a) can be expressed as
zi=Xizi + gi,
which owns a periodic initial condition
ztr=-L{g,i*=v
Recalling that we are dealing with periodic functions of period T, it is obvious
that
















since the columns of the modal matrix
P = [vIlv2l-lvJ
contain the eigenvectors ofA.
Furthermore, since
it directly follows that
=M/
g^i^tovf of [P~l]f.






and L{ } commute, this means that
L{g,.}=/rtrowof[p-1]L[/].
Now we define an augmented matrix
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where the columns with Xq are substituted into df\.







Consider the system of equations
x = Ax + f.











It directly follows from substitution that
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Pz = 5c = APz+f
And
t = p-lAPz + P~lf.















t,4FM =P term of [GlF] = aP term of [p"lIF]-
7=1








The first two examples in this section illustrate the use of the procedures and
equations developed in section 7a and 7b by verifying the answers to problems
6.1 and 6.2. The last two examples apply these same techniques to 3D systems
of equations.
Example 7.1








Equation (7.10) is in the form of









We want to find the initial conditions that give a purely steady-state periodic
solution to (7.10) using the equations developed in sections 7a and 7b.




which can be written as
-2 3 .9487 -.7071 -1 0 .7906 .7906
1 -4 .3162 .7071 0 -5 -.3536 1.0607
The eigenvalues ofA are Xx = -1 and Xl = -5.
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The initial conditions necessary for a purely
periodic steady state solution to








These are the exact same initial conditions that were calculated by using the
equations from chapter 6 for problem 6. 1.
Example 7.2









Equation (7. 1 1) is in the form of










We want to find the initial conditions that give a purely
steady-state periodic
solution to (7.11).













The eigenvalues ofA are Xx = 1 and Xx--2.





















































These are the exact same initial conditions that were calculated by using the
equations from chapter 6 for problem 6.2.
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7d. 3D Examples
The following examples illustrate the use of the previous theory and techniques
developed from section 7a and 7b when applied to 3D examples.
Example 7.3
The following 3D example applies the previous theory to the following system of
equations.











which is in the form of












We want to find the initial conditions that give a purely
steady-state periodic
solution to (7.12).




which can be written as
-1 -1 r














The eigenvalues ofA are \ = -1 , ^ = -l and ^ = -2 .





















































































Figure 7.1a shows the response of xx from equation (7.12) with arbitrary initial
conditions of x0i =0.0, x02
=0.0 and x0j
=0.0. The transient response can be seen in
the first four seconds. The response assumes the purely steady-state periodic
response after about four seconds.
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ACSL response of *, for the equation x =












1 0 4 6
T (seconds)
Figure 7.1a: ACSL response of equation (7.12) with arbitrary initial conditions.
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Figure 7.1b shows the response of x2 from equation (7.12) with arbitrary initial
conditions of
x0] =0.0, x02 =0.0 and x0j
=0.0. The transient response can be seen in
the first four seconds. The response assumes the purely steady-state response
after about four seconds.
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Figure 7.1b: ACSL response of equation (7.12) with arbitrary initial conditions.
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Figure 7.1c shows the response of x3 from equation (7.12) with arbitrary initial
conditions of
x0i =0.0, x0i =0.0 and x0j =0.0. The
transient response can be seen in
the first six seconds. The response assumes the purely steady-state response
after
about six seconds.
ACSL response of x3 for the equation x =















Figure 7. lc: ACSL response of equation (7.12) with arbitrary initial conditions.
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Figures 7.2a, 7.2b and 7.2c show the responses of *,, x2and x3, respectively, from
equation (7.12) using the calculated initial conditions of x0i =0.2595, xQj
=-0.3275
and x0j =0.0063. Notice that the transient response is completely missing
in all
cases, and we get a purely steady-state periodic response from time t
= 0.
ACSL response of xx for the equation x
=
-1 -1 r t cos3jtf
^





calculated initial conditions of x0 =0.2595, x0




Figure 7.2a: ACSL response of equation (7.12) with calculated initial conditions.
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Figure 7.2b: ACSL response of equation (7.12) with
calculated initial conditions.
78












initial conditions of x0 =0.2595, x0i =-0.3275 and x0 =0.0063
4 6
T (seconds)
Figure 7.2c: ACSL response of equation (7.12) with calculated initial conditions.
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Example 7.2
The following 3D example applies the previous theory to the following system of
equations:












which is in the form of













We want to find the initial conditions that give a purely steady-state periodic
solution to (7.13).
The matrix A is decomposed into the following form using the modal matrix P,
where
A =
which can be written as
-2 1












The eigenvalues ofA are \ = -1, \ - -1 and X3
= -4.



























































































Figure 7.3a shows the response of xx from equation (7.13) with arbitrary initial
conditions of x0 =0.0, x0i =0.0 and x0 =0.0. The transient response can be seen in
the first four seconds. The response assumes the purely
steady-state periodic
response after about four seconds.
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ACSL response of x, for the equation x =
arbitrary initial conditions of x0] =0.0, x02 =0.0 and x0i
=0.0
-2 1 -1 cos3rcf









Figure 7.3a: ACSL response of equation (7. 13) with arbitrary initial conditions.
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Figure 7.3b shows the response of x2 from equation (7.13) with arbitrary initial
conditions of
x0i =0.0, x0; =0.0 and x0j =0.0. The transient response can be seen in
the first four seconds. The response assumes the purely steady-state response
after about four seconds.










with arbitrary initial conditions of x0
= 0.0, x0i









Figure 7.3b: ACSL response of equation (7.13) with arbitrary initial conditions.
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Figure 7.3c shows the response of x3 from equation (7.13) with arbitrary initial
conditions of
x0i =0.0, x02 =0.0 and x^ =0.0. The transient response can be seen in
the first four seconds. The response assumes the purely steady-state response
after about four seconds.
ACSL response of x3 for the equation x =
-2 1 -1
1 -2 1 x +
-1 1 -2







Figure 7.3c: ACSL response of equation (7.13) with arbitrary initial conditions.
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Figures 7.4a, 7.4b and 7.4c show the responses of x x2and x3, respectively, from




= 0.3877 . Notice that the transient response is completely missing in all
cases, and we get a purely steady-state periodic response from time t
= 0.


















Figure 7.4a: ACSL response of equation (7.13) with calculated initial conditions.
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calculated initial conditions of






Figure 7.4b: ACSL response of equation (7.13) with calculated initial conditions.
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ACSL response of x3 for the equation x =
-2 1 -1
1 -2 1 x+ sin4TCf with
1 -2J lcos22TCfy
calculated initial conditions of x0 =-0.1043, x0i







Figure 7.4c: ACSL response of equation (7.13) with calculated initial conditions.
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7e. Periodic Solutions
Consider the differential equation
x = Jx + f
where 7 is a Jordan Block.







where f(t) and g(t) are both periodic functions.
Writing out the last equation gives
y
= Xy + g(t)
and applying the Laplace transform to the above equation gives
sY{s)-y0
= XY{s) +G{s).





From previous theory developed in chapter 5 for ID linear differential equations,










in the first equation of the matrix gives
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x = Xx+ yp+f{t).
Since yp is now known and periodic, the forcing on x is yp + f(t). So from the
previous result
< =-4>,+/ML =-4^L-4/L=->?wL-fl j=A.
and from (7.15) it can be shown that
5 A













which finally reduces to
xn =-<
ds










The following matrix equation is representative of a 3D system of equations










where /(f) are all periodic functions.




and by using these initial conditions, x2(t) and x3(f) are purely periodic.
Therefore, expanding the first equation of (7.16) gives
x,=?ix,+x2+/,(f) (7.17)
where x2 and /,(f) are periodic forcing terms on x,.
Finally using the previous result from (6.8), we deduce that
{Xi)o = -fx(x)-f;(x)-J-}f3\x).
7f. Multidimensional Analysis with Non-Diagonizable Matrices
Not every matrix can be diagonalized by a similarity transformation. This fact
has an important consequence in the theory of differential equations.
Not every system of differential equations
i = Ax + / (7.18)
has a solution which is a linear combination of exponential functions. In this
case, we use the Jordan form ofA to solve (7.18).
The matrix A is similar to a Jordan matrix, where
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A = CJr (7.19)
To begin analyzing the given differential equations, we first make a change of
variable with the substitution
x-Cy,
and substituting (7.20) into (7.18) gives
Cy = ACy +f
Next, we solve (7.21) for y, which gives
y
= C-lACy +C~\f.
Substituting (7.19) into (7.22) and simplifying gives
S = Jy +C~lf





= Jy + (


























For / = l, equation (7.25) involves only the first m, components of y, for i
= 2,
equation (7.25) involves only the next m^ of y, and so on. Therefore, the n
systems of equation (7.25) may be solved separately [13].
At this point (7.25) may now be solved using the procedures and equations
developed in section 7e.
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8. Application in System Design & Control




f0 = initial time
x0 = initial value for periodic solution
An equation relating x0,f0,a, and/(f) is given by
xQe^=-L{f(t)l=a+l\-f(x)dx.
Note: If any two of the variables are chosen, then the result is an equation
relating the parameters necessary to have a periodic solution go through
x0 at time t0.
An example demonstrating this point follows:
Consider the following differential equation













= + [V sinxdx
2 Jo
and integrating the last term gives
1 e' r . i 1V =-- +
y[sinf0-cosf0]
+-.
Finally simplifying the expression gives
xo=-[sinto-costo]-
This equation is a constraint on x0 and t0. Note that we cannot have a periodic
solution go through x0
= 0 at t0
= 0 !








Other possibilities include adjusting a given x0, t0, and /(f) and finding an
appropriate forcing function /(f), given x0, t0, and a.
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9. First and Second Order Systems
9a. Residues
Let/ be a function of a complex variable with an isolated singular point, of any
kind, at z0 . Consider the integral
where C is a simple positively oriented curve surrounding zQ and no other
singular points off. The value of the integral is called the residue of /at z0.
The residue is independent of the curve C, since C can be replaced by any circle
that is inside C and centered at z0 . It is therefore usually assumed that C has
been taken to be such a circle.
9b. Calculating Laplace Transforms using Transfer Functions
We will now calculate the inverse Laplace transform using residues.




which is the summation of the residues of estG(s) at pole pi .
A pole of G(s) is a root of the denominator of G(s).
9c. Simple Poles
Let/ have a simple pole at z0. This gives
z-z0
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where \j/(z0)*0 and y is analytic at z0. Then the residue of/ at z0 is, by
definition,
2tc^J ^ 2tcz { z-z0
and the integral on the right equals \j/(z0) by Cauchy's formula. On the other
hand, because of the way \|/ (z) is defined, we have
x\r(z0)= lim f(z)(z-z0),
Z-rZg
which can usually be calculated easily.




This rule is especially convenient when we happen to have a function like
/(z)=(z-2)(z-3)
with a factored denominator, then the residue at z = 2 is given by
(2-3)
On the other hand, it is not always possible to the have the poles so explicitly
available.
9d. Multiple Poles
When f(z) has a pole of multiplicity of
n > 1 at z0, the calculation of the residue





The residue is then given by
and this is equivalent to -~- times Cauchy's formula for y^"1^). Thus, the
(n-l)







In other words, to find the residue we simply:
1. multiply /(z) by
(z-z0)"
2. differentiate n - 1 times
3. Divide by (n-1)!
4. Evaluate at z0.
Example 9. 1






A simple pole exists at s = 1 and a double pole exists at s = -3.
To find the residue at s = 1 you must take the following limit:
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Res at s = 1 lim[Y:?-l)G(s)l=lim





Similarly, to find the residue at s = -3 you must take the following
limit:



















3 ^ 1 .
= e e + te
16 16 2
9e. Analysis ofHigher Order Equations
Now, given an equation of the form
dnx dn'xx d2x dx
.,
.
a hfl . -+ +a, -r + a, hanx=f(f)" dtn ""' dt"'1 dt2 l
dt
^ W
and taking the Laplace transform of it gives
(ars" +an_xsn~l
+ +a2s2+axs +a0)x(s)
= F(s) + initial condition terms .
Solving for X(s) gives
X(s) =
F(s) + initial condition terms
(ansn +an_xs"-l
+ + a2s +
axs+a0)
The poles are the roots of the characteristic equation, plus any poles of F(s), but
we are only interested in the poles that are roots of the characteristic equation
because they give the transient solution.
Steady-state solutions are then obtained by setting the residues corresponding to









where each X. is a root of
ansn+an_xsn
'+ +axs +a0=0.




suppress the transient solution.
9f. First-Order Systems
Consider the differential equation
x = ax +Kf(t) (9.1)
in which a and K are constants.
Taking the Laplace transform of (9.1) gives
sX-aX=x0+KF(s). (9.2)
Rearranging (9.2) gives
(s-a)X(s) = x0+K F(s)
and solving for X(s) gives
s-a s-a
From previous theory developed in chapter 5, the initial condition for the steady
state solution to (9.1) is given by
x;=-L{Kf(t)}s_a=-K F(a). (9.3)







x0 +K-F(a) = 0. (9.4)
Solving (9.4) for x0 gives
x*0=-K-F(a)
which is the exact solution that was calculated using the Laplace transform
method.








The steady-state response of (9.1) is determined from (9.4), and is given by







The general response may therefore be written as the sum of the steady-state
and transient solutions
x(t)
= ea'[x0+K F(a)]+ xss(t)
where the transient solution for any x0 is given by
x^At)
= ea'[x0+K-F(a)].
Note that the transient solution is zero for x0
= x*.















Solving for the initial condition, equation (9.3) is equivalent to
=-\im[(s-a)G(s)F(s)]=-KF(a).









It follows by definition of the transfer function that the following relationship
exists
(axs + a0 )X (s) = axx0 + (bxs + b0 )U (s)
-
bxu0









Therefore, the initial condition for (9.5) is obtained from
0 = Res W*-tee. +G(s)-U(s)
axs+ aQ
= \im[axx0 -bxu0 + (axs+a0)G(s)U(s)\
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0 = a,x0 -bxu0 + lim [(axs+aQ)G(s)U(s)\
0 = a.xx0-bxuQ + ]im[(bxs+b0)U(s)\,






Consider the following second-order differential equation
a2x + axx + a0 /(/)
Taking the Laplace transform gives
(a2s2
+axs+ a0}x(s)
= F(s)+ (a2s+ al)x0+a2x0 (9.6)
and solving for X(s) gives
^ F(s)+ (a2s+ ax)x0+a2x0
A iS) ;
a2s +axs+ a0
Now let \ and X2 be the roots of the characteristic polynomial
a2s +axs + a0









and dividing (9.7) by c gives
(s-Xx)(s-X2)X(s) = (s-Xx-X2)x0+x0 +
F(s)
(9.8)





and at s = X2 equation (9.8) reduces to
0 = -^,x0+x0 +
F(K)
(9.10)
Rewriting equations (9.9) and (9.10) gives the following matrix equation
1 -^ x0 l
1 -\ x0 c
(9.11)











where c = a,.i-










where c = a2.
9h. Complex Roots
Rewriting (9.8) with a complex root gives
(s-Xx)(s-Xx)x(s) = (s-Xx-Xx)x0+x0+^-. (9.13)
Now, substituting \ =a+bi gives
0 = (-a+bi)x0+x0+^&. (9.14)
c









To_ HH\)]= HF(\)] (9U8)
be clm^)
where a = Re(^), b = Im(^) and c = a2.
9i. General Second-Order Systems
Consider the following Block Diagram
U(s)
input
b2s +bxs + bQ
2
a2s + axs i ^q j output
X(s)
where the following differential relationship exists
a2x + axx+a0x = b2u+bxu+b0u. (9.19)
Taking the Laplace transform of (9.19) gives
(a2s2
+ axs + a0)X (s) = (a2s + ax)x0 + a2x0 +
(b2s2
+bxs+b0)u(s)-(b2s +bx)uQ-b2u0.





The following general second-order equation will be analyzed:
mx + cx + kx = f(t). (9.20)









ms +sc + k ms2+sc + k
(9.22)
The characteristic roots of (9.22) are determined by using the quadratic formula





There are three possible range of values c can have that will fundamentally
change the solution of (9.23). These three cases are listed below, with their
appropriate solutions. Rewriting equation (9.22) for this analysis gives,
(ms2
+sc + k)x(s)= (ms + c)x0 +mx0 + F (s)
where the values of Xx and X2 are substituted for s.
(9.24)
Case 1: c > 2-Jmk => XX*X2
For this case there will be two different roots, Xx and X2 .
The substitutions into equation (9.24) gives the following two equations
(m^ +c)x0 +mx0 -F(X,)
(mX2 +c)x0 +mxQ = -F(X2).




















Case 2: c = 2yjmk Xx-X2
For this case there will be two identical roots, Xx .
The substitutions into equation (9.24) gives the following two equations






















Case 3: 0<c<2jmk ^ X = XC
For this case there will be complex roots, Xc.
The substitutions into equation (9.24) gives the following complex equation
(mXc +c)x0 +mx0 = -F(Xc)
Analyzing the real and imaginary parts of the equation separately gives
[m(Re?ic)+ c]x0+mx0 =-ReF(Xc)
m(hn Xc )x0 =
- Im F (Xc )
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m(RzXc) + c -ReF(Xc)
m(lmXc) -ImF(Xc) [m(RzXc)+ c]lmF(Xc)-m(lmXc)[ReF(Xc)]
m(ReXc) + c m
m(lmXc) 0
m (lmXc)














9j. General Second-Order System Examples
We will now solve the problem that was presented in chapter 1 using the
formulas developed in section 9i.
Recalling the problem from chapter 1, we consider the vibration of a viscously
damped, linear spring-mass system, which is governed by a second-order
ordinary differential equation with constant coefficients. The motion is described
by the equation
mx+cx + kx = f(t), (9.22)
where m is the mass, c is the damping constant, and k is the spring constant.
This system is subjected to a periodic forcing function of f(f) = sinnt, and the
system parameters will be m=0.02, c=0.01, and k=9.0. Substituting the system
parameters into (9.22) gives
0.02x + 0.01x + 9.0x = sin7zr, (9.23)
This problem is a second-order ordinary differential equation with 0 < c < 2vW ,
which corresponds to case 3 of Section 9i. For this case there will be complex
roots, A.Ji ' "c
The characteristic equation of (9.23) is given by
0.02s2
+0.01^ + 9.0 = 0. (9.24)
Solving for the roots of (9.24) gives
Xc = -0.252 1.2 11 li.
The Laplace transform of the forcing function f(t) = sin;* is given by
Hs) = L{f(t)}
=L{s*}=jf^-



























0.01 / N -0.007136
Xr\ (0.000172)
: = 0.356901 .
0.02A/4(0.02)(9.0)-(0.0l)2 -02
Figure 9.1a shows the response of x from equation (9.23) with arbitrary initial
conditions of x0
= 0.0 and x0
= 0.0. The transient response can be seen in the first 8
seconds. The response assumes the purely steady-state response after about 8
seconds.
Ill
ACSL response of x for the equation 0.02x+0.01x+9.0x = sinTcf




1 0 8 12
T (seconds)
Figure 9.1a: ACSL response of equation (9.23) with arbitrary initial conditions.
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Figure 9.1b shows the response of x from equation (9.23) with the calculated
initial conditions of x0
=
-0.000405 and x0 =0.356901. Notice that the transient
response is completely missing, and we get a purely steady-state periodic
response from time t = 0.
ACSL response of x for the equation 0.02x+0.01x+9.0x = sinro with






Figure 9.1b: ACSL response of equation (9.23) with calculated initial conditions.
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Figure 9.1c shows the response of x from equation (9.23) with an arbitrary initial
condition for the initial displacement of x0=0.05 and the calculated initial
condition for the initial velocity of x0 =0.356901. The transient response can be
seen during the first 12 seconds. Notice that the response is much more erratic
during the first 4 seconds than in figure 9.1a. The response assumes the purely
steady-state response after about 12 seconds.
ACSL response of x for the equation 0.02x+0.01x+9.0x = sinro






Figure 9.1c: ACSL response of equation (9.23) with mixed initial conditions.
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The second example will also use the formulas developed in section 9i.
We now consider an earthquake model for the response of a structure with a
viscously damped, linear spring-mass system, which is governed by a
second-
order ordinary differential equation with constant coefficients. The motion is
described by equation (9.22). Figure 9.1 shows the model of the system being
studied.
FORCE(f)
Figure 9.2: Single degree of freedom system subjected to a forcing function.
This system is subjected to the following forcing function during the first 2
(** \
seconds, FORCE(t) = lOOOsin t cos(lOrcf), and the system parameters are given to
V2 )
be m=2.0, c=1.0, and k=25.0. Substituting the system parameters into (9.22)
gives




This problem is a second-order ordinary differential equation with 0<c<2^fmk,
which corresponds to case 3 of Section 9i. For this case there will be complex
roots, Xc.
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We can now use the MAPLE program called PULSE, which is found in the
Appendix. To use the program, you must first define m, c, and k, and then the
pulse function /and its duration, T. Entering the correct system values will give







Figure 9.3a shows the forcing function used to simulate the earthquake. Notice
that it is only defined between 0 and 2 seconds.
Figure 9.3b shows the response of the given system assuming arbitrary initial
conditions of x0
= 0.0 and x0
= 0.0. Notice that the system accepts the forcing
input for two seconds, and then the transient response dissipates out over the
remaining time with an exponential decay.




= 1.881036668. Notice that the system
accepts the forcing input for two seconds, and because of the selected initial
conditions there is absolutely no transient response after the forcing is
discontinued. This implies that the structure vibrates only while the forcing
function is applied.
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Figure 9.3a: ACSL plot of forcing function.
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( \
ACSL response of x for the equation 2x+x+25x = 1000 sin r cos(l07Cf)
v2
)





Figure 9.3b: ACSL response of equation (9.28) with arbitrary initial conditions.
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Figure 9.3c: ACSL response of equation (9.28) with calculated initial conditions.
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10. Conclusions
The objective of this investigation was to develop a systematic procedure to
calculate the vector of initial conditions needed to give a purely steady-state
solution to a matrix differential equation of any dimension. Specific procedures
and equations were developed throughout the study for several different cases of







Initial Conditions for Steadv-State Response
x0=-L{/(f)}i [assuming t0 =0]





where: P = modal matrix
F = transformed force vector




which works for all coefficient matrices, provided that the matrix exponential can
be readily computed.
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An entire set of equations was also determined specifically for second-order
differential equations. The three separate cases of under-damped, over-damped
and critically damped systems were analyzed, and the following initial conditions
give rise to purely steady-state responses of second-order differential equations.
Case Equation Initial Conditions for Steady-State Response
2nd
order mx + ex + kx = f (t ) X = characteristic roots





























Several examples including ID, 2D and 3D systems of equations were illustrated
using the appropriate procedures throughout the investigation. The responses of
the systems clearly indicate that the procedures do establish the initial
conditions
necessary for a purely periodic steady state response.
The procedures and equations that were developed completely decompose an
arbitrary solution into purely transient and
steady-state parts. The equations are
also applicable to both stable and unstable systems. The outlined procedures are
especially useful for systems that are to be numerically integrated. Although
this
investigation focused on periodic forcing functions, it is important to note that this
theory is also applicable to equations subjected to non-periodic forcing functions.
Although this discussion is complete for systems described by ordinary
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Differential Equation used: "
it
(1) dx/dt = -0.2*x + sin(2*PI*t)
"




This section is used for parameter definition
11
"
NOTE: The inital condition, xO , is the calculated value
"




CONSTANT k=-0.2, x0=- 0.15899
CONSTANT TMAX=40.0, PI=3. 1415927
"















x = INTEG( k*x + sin(2*PI*t), xO)
END $
"





End of Dynamic section
"
END $
























NOTE: The intial condition, xO , is the calculated value
"
"





from time t=0. "
CONSTANT k=1.0, x0=-0. 024705
CONSTANT TMAX=10.0, PI=3. 1415927
"










State Variable: x = position
"
ii
11********** + ******* + ***********^
DERIVATIVE
x = INTEG. k*x 1- cos(2*PI*t), xO)
END $
" End of derivative section
"
TERMT ( T . GE . TMAX )
END $
"







"******************** + **** + ************* + .*****.,* n
"
I.







Differential Equation used: "
u






This section is used for parameter definition
11
"
NOTE: The inital condition, xO , is the calculated value
"




CONSTANT k=0.01, tz=0.0, p=2.0, w=0 . 5
CONSTANT TMAX=20.0, x0=-25.1878



















= PULSE (tz, p, w)
x = INTEG( k*x + y, xO)
END $
" End of derivative section
"
TERMT (T . GE . TMAX )
END $
" End of Dynamic section
"
END $


















NOTE: The initial condition, xO , is the calculated value
"
"
that gives a purely periodic
steady- state response
"
" from time t=0.
"
CONSTANT k= - 0 . 2 , x0=-0. 314774
CONSTANT TMAX=50.0, PI=3. 1415927
"








State Variable: x = position
"
DERIVATIVE
x = INTEG( k*x + cos(3*PI*t) +
sin(PI*t). xO)
END $
" End of derivative section
"
TERMT ( T . GE . TMAX )
END $
" End of Dynamic section
"
END $

























This section is used for parameter definition "
n
NOTE: The initial conditions xlO and x20 are the
calculated values that give a purely periodic
"
steady-
state response from time t=0. "
CONSTANT xl0=0. 6775, x20=0.3335
CONSTANT TMAX=20.0, PI=3. 1415927
"





End of Initial section "
DYNAMIC
it************************** + + ** + + * + ********** + * + + ***** + + ********ii
it
"
State Variables: xl = value of xl "
"
x2 = value of x2
"
ti it
it *** + ********************* + + + + *** + * + + * + * + ** + ** + * + * + *** + + ******** it
DERIVATIVE
xl = INTEG. -2*xl + 3*x2 + (sin (3*PI*t) ) **2 , xlO)
x2 = INTEG ( xl 4*x2 + (cos (PI*t) ) **2 , x20)
END $





End of Dynamic section
"
END $


























This section is used for parameter definition "
il
NOTE: The initial conditions xlO and x20 are the "
calculated values that give a purely periodic
"
steady-
state response from time t=0. "
CONSTANT xl0=-0.1338, x20=0.0151
CONSTANT TMAX=10.0, PI=3. 1415927
"










State Variables: xl = position of particle 1
"
"




xl = INTEG( 2*xl 4*x2 + sin(2*PI*t), xlO)
x2 = INTEG ( xl 3*x2 + cos(4*PI*t), x20)
END $
"



















Differential Equations used: "
II
t(
(1) dxl/dt = -xl x2 + x3 + cos(3*PI*t)
It
,,












This section is used for parameter definition "
ii it
NOTE: The initial conditions xlO, x20, and x30 are the
"
"
calculated values that give a purely periodic
"
"
steady-state response from time t=0.
"
CONSTANT xlO=0. 2595, x20=-0.3275, x30=0.0063
CONSTANT TMAX=10.0, PI=3. 1415927











State Variables: xl = value of xl
" x2 = value of x2
"




xl = INTEGt -xl x2 + x3 + cos(3*PI*t), xlO)
x2 = INTEGt x3 + sin(4*PI*t), x20)
x3 = INTEG( 2*x2 3*x3 + (cos (2*PI*t) ) **2 , x30)
END $
" End of derivative section
"
TERMT (T . GE . TMAX )
END $
" End of Dynamic section
"
END $













Differential Equations used: "
II





















NOTE: The initial conditions xlO, x20, and x30 are the
"
"
calculated values that give a purely periodic
"
" steady- state response from time t=0. "
CONSTANT xl0=-0.1043, x20=0.0363, x30=0.3877
CONSTANT TMAX=10.0, PI=3 . 1415927
"











State Variables: xl = value of xl
"
" x2 = value of x2
"






xl = INTEG ( -2*xl + x2 x3 + cos(3*PI*t), xlO)
x2 = INTEG( xl 2*x2 + x3 + sin(4*PI*t), x20)
x3 = INTEG ( -xl + x2 2*x3 + (cos (2*PI*t) ) **2 , x30)
END $
"
End of derivative section
"
TERMT ( T . GE . TMAX )
END $
" End of Dynamic section
"
END $
" End of Program
"
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NOTE: The initial conditions xO and xdO are the
"
"
calculated values that give a purely periodic
"
" steady- state response from time t=0.
"
CONSTANT k=9.0, m=0 . 02 , c=0.01
CONSTANT x0=-0. 000405436, xd0=0 . 35690135
CONSTANT TMAX=20.0, PI=3 . 141592654











State Variable: x = position
"




xd = INTEG( (c/m)*xd (k/m) *x + (1/m) *sin (PI*t) , xdO)
x = INTEG ( xd, xO)
END $
" End of derivative section
"
TERMT (T . GE . TMAX )
END $
" End of Dynamic section
"
END $












Differential Equation used- "
"
( \
2i + i + 25^ = 1000sin -r cos(lOitr)








NOTE: The initial conditions xO and yO are the "
"




state response from time t=0 . "
CONSTANT k=2 5.0, m=2.0, c=1.0, p=50.0
CONSTANT x0=-0. 266930292, y0=l . 881036668
CONSTANT TMAX=30.0, PI=3 . 141592654
"


















force=1000.0*sin(PI/2*t) *cos (10 . 0*PI*t)
*PULSE (0 . 0 , p, 2 . 0)
y
= INTEG( (c/m)*y (k/m) *x + (l/m)*force, yO)
x = INTEG ( y, xO)
END $
"
End of derivative section
"
TERMT (T . GE . TMAX )
END $
" End of Dynamic section
"
END $
" End of Program
"
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# Program LTFER .
#
# This program determines the initial condition for a periodic
# solution of
# xdot a*x + f , f periodic
#
# Define the periodic function f over the period.
# Define the period T .
#
lapf :=int(exp(-s*t)*f ,t=0. .T) :
den:=l-exp(-s*T) :

























xO: =-subs( s=a,LT) ;
#
# Program LTPER2 .
#
# This program determines the initial condition for a periodic
# solution of
# xdot a*x + f , f periodic
# where the function f has two pieces.
#
# Define the periodic function f over the period as:
# fl on 0 < t < tm and f2 on tm < t < T.
# Define the period T .
#
tm: =convert (tm, fraction) :
lapf :=int(exp(-s*t)*f l,t =0. .tm) + int ( exp( -s*t )*f 2 ,t
































# For 3y*t* Wftb





* Then, the pulse f,






FT: =subs( s = rootsC13
,LT):
Fl: =Re( evalf (FF) ) :
F2: =Im( evalf (FF) ) :
#
xO:=-2.*F2/sqrt(4.*m*lc-c''2) ;
xOdot: =-c*xO/ (2*m) Fl/m;
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