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Abstract
This article deals with the study of the following nonlinear doubly nonlocal equation:
(−∆)s1p u+ β(−∆)
s2
q u = λa(x)|u|
δ−2u+ b(x)|u|r−2u, in Ω, u = 0 on Rn \ Ω,
where Ω is a bounded domain in Rn with smooth boundary, 1 < δ ≤ q ≤ p < r ≤ p∗s1 , with
p∗s1 =
np
n− ps1
, 0 < s2 < s1 < 1, n > ps1 and λ, β > 0 are parameters. Here a ∈ L
r
r−δ (Ω)
and b ∈ L∞(Ω) are sign changing functions. We prove the L∞ estimates, weak Harnack
inequality and Interior Ho¨lder regularity of the weak solutions of the above problem in
the subcritical case (r < p∗s1). Also, by analyzing the fibering maps and minimizing the
energy functional over suitable subsets of the Nehari manifold, we prove existence and
multiplicity of weak solutions to above convex-concave problem. In case of δ = q, we show
the existence of solution.
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1
21 Introduction
The purpose of this article is to study the existence and multiplicity of solutions of the
following fractional problem
(Pλ)
{
(−∆)s1p u+ β(−∆)
s2
q u = λa(x)|u|
δ−2u+ b(x)|u|r−2u, in Ω, u = 0, on Rn \ Ω,
where Ω is a bounded domain in Rn with smooth boundary, 1 < δ ≤ q ≤ p < r ≤ p∗s1 , with
p∗s1 =
np
n− ps1
, 0 < s2 < s1 < 1, n > ps1 and λ, β > 0 are real parameters. Here a ∈ L
r
r−δ (Ω)
and b ∈ L∞(Ω) are sign changing functions and the fractional p-Laplace operator (−∆)sp is
defined as
(−∆)spu(x) = 2 lim
ǫ→0
∫
Rn\Bǫ(x)
|u(y)− u(x)|p−2(u(y) − u(x))
|x− y|n+ps
dy.
In recent years there has been an ample amount of work on nonlocal operators, particularly
on fractional p-Laplacian due to its wide applications in real world such as finance, obstacle
problems, conservation laws, phase transition, image processing, anomalous diffusion, material
science and many more. For more details, we refer to [2, 9, 17, 24, 29, 30, 31, 34] and the
references therein. Problems of the type (Pλ) are known as double phase equations where the
leading operator switches between two nonlocal nonlinear operators.
In the local case, the problems of the type (Pλ) are known as (p, q)-Laplacian problem
−∆pu− β∆qu = f(x, u) in Ω, u = 0 on R
n \ Ω, (1.1)
where ∆pu := ∇· (|∇u|
p−2∇u). These equations arise while studying the stationary solutions
of general reaction-diffusion equation
ut = ∇ · [A(u)∇u] + r(x, u), (1.2)
where A(u) = |∇u|p−2 + |∇u|q−2. The problem (1.2) has applications in biophysics, plasma
physics and chemical reactions, where the function u corresponds to the concentration term,
the first term on the right hand side represents diffusion with a diffusion coefficient A(u)
and the second term is the reaction which relates to sources and loss processes. In such
applications, the reaction term r(x, u) has polynomial form with respect to the concentration
u. For more details, readers are referred to [4, 13, 22]. This wide range of applications,
provoked many researchers to study stationary solutions of (1.2) that is,
−∇ · [A(u)∇u] = r(x, u), (1.3)
for instance, Marano and Papageorgiou [26] obtained three solutions of the problem (1.1)
using variational methods and truncation arguments. While Li and Zhang [25] studied sta-
tionary solutions of problem (1.2) with concave-convex nonlinearities by taking r(x, u) =
|u|p
∗−2u + θ|u|r−2u, 1 < r < p∗, p∗ = npn−p , 1 < p < n and using Lusternik-Schnirelman
3theory they proved infinitely many weak solutions of the problem in W 1,p0 (Ω) for some range
of θ. Moreover, Yin and Yang [32] considered Dirichlet problem corresponding to (1.3) with
r(x, u) = |u|p
∗−2u+ θV (x)|u|r−2u+ λf(x, u), where f(x, u) is a subcritical perturbation, and
proved multiplicity of solutions. Recently Huang et al. [19] considered problem (1.3) in Rn to
prove multiplicity of solutions with the reaction term r(x, u) = K(x)|u|p
∗−2u+λV (x)|u|k−2u,
when 1 < k < q < p < n.We refer [27] for a survey of some recent advances in (p, q)−Laplacian
problems.
When β = 0 or p = q and s1 = s2, the problem in (Pλ) reduces to the following:
(−∆)spu = λ a(x)|u|
δ−2u+ b(x)|u|r−2u in Ω, u = 0 on Rn \Ω, (1.4)
which is a nonlocal elliptic equation involving fractional p−Laplacian with combination of
concave and convex nonlinearities. For p = 2, Bra¨ndle et al. [6] studied problem (1.4) for
the subcritical case where they proved existence and non-existence of non-negative solutions
for some range of λ. In [3] Barrios et al. proved existence and multiplicity of solutions for
the nonhomogeneous fractional Laplacian equation, and Colorado et al. [14] considered the
problem involving the critical Sobolev exponent. Moreover, with general nonlinearity Wei and
Su [33] proved existence and multiplicity using Mountain Pass Theorem. For general p, Goyal
and Sreenadh [18] studied (1.4) in the subcritical case by minimizing the energy functional
over some subsets of the Nehari manifold associated to this problem, and Chen and Deng [12]
studied multiplicity of solutions of above problem by Nehari manifold and fibering maps for
the critical case.
Recently, Bhakta and Mukherjee [5] studied the following problem in bounded domain
(Fθ,λ)
{
(−∆)s1p u+ (−∆)
s2
q u = |u|
p∗s1−2u+ θV (x)|u|r−2u+ λf(x, u) in Ω, u = 0 on Rn \ Ω,
where 0 < s2 < s1 < 1, 1 < r < q < p <
n
s1
, and V and f are some appropriate functions. Here
they proved (Fθ,λ) has infinitely many weak solutions for some range of λ and θ. Moreover, for
V (x) ≡ 1, λ = 0 and assuming certain other conditions on n, q, r, they proved the existence of
catΩ(Ω) many solutions of (Fθ,λ) using Lusternik-Schnirelmann category theory. Regarding
the (p, q)-fractional elliptic problems on whole domain Rn, we cite [1, 11].
In [20] Iannizzotto et al. studied the following equation
(−∆)sp u = f(x, u) in Ω, u = 0 in R
n \ Ω, (1.5)
where f satisfies the growth condition |f(x, t)| ≤ a(|t|q−1 + |t|r−1) a.e. x ∈ Ω and all t ∈ R,
and 1 ≤ q ≤ p ≤ r < p∗s to get existence of weak solutions by Morse theory. They proved weak
solutions belong to L∞(Ω), with additional assumption 1+ qp >
r
p+
r
p∗s
, using fractional version
of De Giorgi’s iterations technique. As far as Ho¨lder regularity is concerned, Kassmann [23]
proved nonlocal Harnack inequality and interior Ho¨lder estimates for p = 2 and for general
4p, Di Castro et al. [10] extended De Giorgi-Nash-Moser iteration technique to obtain interior
Ho¨lder regularity of the following equation
(−∆)spu = 0 in Ω, u = g in R
n \ Ω.
Here authors used Caccioppoli type theorem and logarithmic estimates with nonlocal tails
for weak solution u. Moreover, Iannizzotto et al. [21] obtained global Ho¨lder regularity for
weak solutions of (1.5) when the term on the right hand side depends only on x and is in
L∞(Ω) by using barrier arguments and Krylov’s approach to boundary regularity. Inspired
from all these works, in this paper we study the L∞ estimates and interior Holder regularity
of weak solutions of (Pλ). By using the fractional version of De Giorgi iteration technique, we
prove the L∞ estimates for the weak solutions of (Pλ). We further prove the weak Harnack
inequality for weak solutions of (Pλ) and the interior Ho¨lder regularity using the Moser
iteration technique. Our main result on regularity is the following:
Theorem 1.1 Let r < p∗s1 and u be a weak solution of (Pλ), then u ∈ L
∞(Ω). Moreover, if
q ≥ 2 and a ∈ L∞(Ω), then there exists α ∈ (0, 1) such that u ∈ L∞(Ω) ∩ C0,α(Ω′) for all
Ω′ ⋐ Ω.
Regarding the existence and multiplicity of solutions of problem (Pλ), we prove existence of
two non-trivial non-negative solutions of problem (Pλ) in the subcritical case for all β > 0
and for small λ. For the critical case we restricted ourselves into the case when the function
a(x) is continuous and b(x) ≡ 1 in Ω. By using the fibering map analysis and minimizing the
energy functional over some subsets of the Nehari manifol, we prove the existence of at least
two nontrivial non-negative solutions of (Pλ) provided λ and β small enough. In the critical
case the energy functional fails to satisfy the Palais-Smale condition globally, so in Lemma 4.4
we show that the functional satisfy the Palais-Smale condition below the first critical level.
The main difficulty in this case is that we do not have the explicit form of minimizers for
S which we overcome by using some optimal asymptotic estimates for S provided in [28].
When δ = q and r ≤ p∗s1 , we prove existence of one solution of (Pλ) using Mountain Pass
Theorem. We remark that, to the best of our knowledge the critical case results are new even
in the local case (s1 = s2 = 1). The main results of the paper regarding the existence and
multiplicity of solutions are the following:
Theorem 1.2 Let r < p∗s1. Then there exists a constant λ0 > 0 such that for all β > 0 and
λ ∈ (0, λ0), (Pλ) has at least two non-negative non-trivial solutions.
Theorem 1.3 For r = p∗s1, let the function a(x) be continuous in Ω and b(x) ≡ 1 in Ω, then
there exist positive constants Λ0,Λ00 and β00 such that
(i) for any λ ∈ (0,Λ0) and β > 0, (Pλ) admits at least one non-negative non-trivial solution.
(ii) For any λ ∈ (0,Λ00) and β ∈ (0, β00), (Pλ) admits at least two non-negative non-trivial
solutions, provided 1 < n(p−1)n−ps1 ≤ δ < q.
5Theorem 1.4 Let δ = q and assume functions a(x) and b(x) are continuous in Ω, then there
exist positive constants λ∗,Λ∗ and β∗ such that
(i) for any λ ∈ (0, λ∗), the problem (Pλ) has at least one solution, provided r < p
∗
s1.
(ii) For any λ ∈ (0,Λ∗) and β ∈ (0, β∗), (Pλ) has at least one solution, provided 1 <
n(p−1)
n−ps1
≤ q ≤ p < r = p∗s1.
Turning to the layout of the paper: In Section 2, we study the regularity results and prove
interior Ho¨lder regularity of weak solutions of (Pλ). In Section 3, we study the fibering maps
and Nehari manifold associated to the problem (Pλ). We give fibering map analysis and prove
some technical results. In Section 4, we give the proof of Theorem 1.2 and 1.3. In Section 5,
we give the proof of Theorem 1.4.
2 Regularity results
In this section we give the variational frame work and interior regularity results for solutions
of (Pλ). For any open subset Ω of R
n, 0 < s < 1 and 1 < p <∞, the fractional Sobolev space
is defined as
W s,p(Ω) =
{
u ∈ Lp(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+sp
dxdy < +∞
}
endowed with the norm
‖u‖W s,p(Ω) := ‖u‖Lp(Ω) +
(∫
Ω
∫
Ω
|u(x) − u(y)|p
|x− y|n+sp
dxdy
) 1
p
.
Consider the space
X˜p,s1 :=
{
u : Rn → R is measurable : u ∈ Lp(Ω),
∫
Q
|u(x)− u(y)|p
|x− y|n+ps1
dxdy <∞
}
,
where Q = Rn \ (Ωc × Ωc) and 0 < s1 < 1, then X˜p,s1 is a Banach space with the norm
‖u‖X˜p,s1
:= ‖u‖Lp(Ω) +
(∫
Q
|u(x)− u(y)|p
|x− y|n+ps1
dxdy
) 1
p
.
Let Xp,s1 denotes the closure of C
∞
c (Ω) in X˜p,s1 , then Xp,s1 is a uniformly convex Banach
space with norm
(
equivalent to ‖ · ‖X˜p,s1
)
‖u‖Xp,s1 :=
(∫
Q
|u(x) − u(y)|p
|x− y|n+ps1
dxdy
) 1
p
. (2.1)
Notice that the integral in (2.1) can be extended to R2n as u = 0 a.e. on Rn \ Ω. For the
sake of completeness, we give the proof of the following technical result. The proof below is
an adaptation of [7, Lemma 2.6].
6Lemma 2.1 Let 1 < q ≤ p < ∞ and 0 < s2 < s1 < 1, then there exists a constant
C = C(|Ω|, n, p, q, s1, s2) > 0 such that
‖u‖Xq,s2 ≤ C‖u‖Xp,s1 , for all u ∈ Xp,s1 .
Proof. It is enough to prove the lemma for all u ∈ C∞c (Ω). So, let u ∈ C
∞
c (Ω) then
‖u‖qXq,s2
=
∫
Rn
∫
Rn
|u(x)− u(y)|q
|x− y|n+qs2
dxdy =
∫
Rn
∫
Rn
|u(x+ h)− u(x)|q
|h|n+qs2
dxdh
:= I1 + I2,
where
I1 =
∫
|h|>1
∫
Rn
|u(x+ h)− u(x)|q
|h|n+qs2
dxdh and I2 =
∫
|h|≤1
∫
Rn
|u(x+ h)− u(x)|q
|h|n+qs2
dxdh.
Using Ho¨lder’s inequality, we obtain
I1 =
∫
|h|>1
∫
Rn
|u(x+ h)− u(x)|q
|h|n+qs2
dxdh ≤ C(q)
∫
|h|>1
∫
Rn
|u(x)|q
|h|n+qs2
dxdh
≤ C(q)
∫
|h|>1
dh
|h|n+qs2
∫
Ω
|u(x)|q dx
≤ C(q, s2)
∫
Ω
|u(x)|q dx
= C(q, s2, |Ω|)‖u‖
q
Lp(Ω).
Now, consider
I2 =
∫
|h|≤1
∫
Rn
|u(x+ h)− u(x)|q
|h|n+qs2
dxdh =
∫
|h|≤1
dh
|h|n−(s1−s2)q
∫
Rn
|u(x+ h)− u(x)|q
|h|qs1
dx.
Since u ∈ C∞c (Ω), it implies that for every h with |h| < 1, u(x + h) − u(x) has compact
support. As a result,∫
Rn
|u(x+ h)− u(x)|q
|h|qs1
dx ≤ C(|Ω|, p, q)
(∫
Rn
|u(x+ h)− u(x)|p
|h|s1p
dx
) q
p
≤ C(|Ω|, p, q) sup
h>0
(∫
Rn
|u(x+ h)− u(x)|p
|h|ps1
dx
) q
p
≤ C(|Ω|, p, q, n)(1 − s1)
q
p ‖u‖qXp,s1
,
where the last inequality holds using [7, Lemma A.1]. Thus,
I2 ≤ C(|Ω|, p, q, n, s1)‖u‖
q
Xp,s1
∫
|h|≤1
dh
|h|n−(s1−s2)q
≤ C(|Ω|, p, q, n, s1, s2)‖u‖
q
Xp,s1
.
Therefore using Poincare´ inequality, we deduce that
‖u‖qXq,s2
≤ C(|Ω|, p, q, n, s1, s2)
(
‖u‖qLp(Ω) + ‖u‖
q
Xp,s1
)
≤ C(|Ω|, p, q, n, s1, s2)‖u‖
q
Xp,s1
.

7Notations: For our convenience, we denote
Ap(u, v) =
∫
Q
|u(x)− u(y)|p−2(u(x)− u(y))(v(x) − v(y))
|x− y|n+ps1
dxdy, for all u, v ∈ Xp,s1, and
Aq(u, v) =
∫
Q
|u(x) − u(y)|q−2(u(x) − u(y))(v(x) − v(y))
|x− y|n+qs2
dxdy, for all u, v ∈ Xq,s2 .
From [18], we have continuous embedding of Xp,s1 into L
m(Ω) for 1 ≤ m ≤ p∗s1 , therefore we
define
Sm = inf
u∈Xp,s1\{0}
‖u‖pXp,s1
‖u‖pLm(Ω)
.
For the sake of convenience, we denote Sp∗s1
= S.
Definition 2.2 A function u ∈ Xp,s1 is said to be a solution of (Pλ) if u satisfies
Ap(u, v) + βAq(u, v)− λ
∫
Ω
a(x)|u|δ−2uv dx−
∫
Ω
b(x)|u|r−2uv dx = 0 for all v ∈ Xp,s1 .
The Euler functional Jλ : Xp,s1 → R associated to the problem (Pλ) is given by
Jλ(u) =
1
p
‖u‖pXp,s1
+
β
q
‖u‖qXq,s2
−
λ
δ
∫
Ω
a(x)|u|δ dx−
1
r
∫
Ω
b(x)|u|r dx.
Now we prove the following L∞ estimate for weak solutions of (Pλ) in the subcritical case.
Theorem 2.3 Let r < p∗s1 and u be a weak solution of the problem (Pλ), then u ∈ L
∞(Ω).
Proof. Let u be a weak solution of (Pλ) such that u
+ 6= 0. Let ρ ≥ max{1, ‖u‖−1Lr(Ω)}
and v = (ρ‖u‖Lr(Ω))
−1u. Then, v ∈ Xp,s1 and ‖v‖Lr(Ω) = ρ
−1. For all k ∈ N, we define
wk = (v − 1 + 2
−k)+ and w0 = v
+, so wk ∈ Xp,s1 . Moreover,
0 ≤ wk+1(x) ≤ wk(x) a.e. in Ω for all k ∈ N and wk(x)→ (v(x)− 1)
+ a.e. in Ω.
Set Uk = ‖wk‖
r
Lr(Ω), then {wk+1 > 0} ⊆ {wk > 2
−(k+1)}, v(x) < (2k+1 − 1)wk(x) for all x ∈
{wk+1 > 0} and from Chebyshev inequality, we have
|{wk+1 > 0}| ≤ 2
(k+1)rUk.
Using the inequality
|ξ+ − η+|l ≤ |ξ − η|p−2(ξ − η)(ξ+ − η+), for ξ, η ∈ R and l > 1,
it follows that
‖wk+1‖
p
Xp,s1
=
∫
R2n
|wk+1(x)− wk+1(y)|
p
|x− y|n+ps1
dxdy ≤ Ap(v,wk+1) = (ρ‖u‖Lr(Ω))
1−pAp(u,wk+1)
and
0 ≤ ‖wk+1‖
q
Xq,s2
≤ Aq(v,wk+1) = (ρ‖u‖Lr(Ω))
1−qAq(u,wk+1).
8Set Ωk = Ω ∩ {x ∈ Ω : wk(x) > 0}. Using the fact u is a weak solution of (Pλ), we deduce
that
‖wk+1‖
p
Xp,s1
≤ (ρ‖u‖Lr(Ω))
1−pAp(u,wk+1) + (ρ‖u‖Lr(Ω))
1−pAq(u,wk+1)
= (ρ‖u‖Lr(Ω))
1−p
(∫
Ωk+1
(λa(x)uδ−1 + b(x)ur−1)wk+1(x)dx
)
= (ρ‖u‖Lr(Ω))
1−p
(∫
Ωk+1∩{u(x)≤1}
+
∫
Ωk+1∩{u(x)>1}
)
(λa(x)uδ−1 + b(x)ur−1)wk+1dx
≤ Cλ(ρ‖u‖Lr(Ω))
1−p
(∫
Ωk+1∩{u(x)≤1}
uδ−1(x)wk+1dx
+
∫
Ωk+1∩{u(x)>1}
ur−1(x)wk+1dx
)
. (2.2)
Noting that (ρ‖u‖Lr(Ω))
−1 ≤ 1, we have v(x) − 1 + 2−(k+1) ≤ 2−(k+1) whenever u(x) ≤ 1,
that is wk+1(x) ≤ 2
−(k+1). Also, u(x) = (ρ‖u‖Lr(Ω))v(x) < (ρ‖u‖Lr(Ω))(2
k+1 − 1)wk for all
x ∈ Ωk+1. Thus, (2.2) reduces to
‖wk+1‖
p
Xp,s1
≤ Cλ(ρ‖u‖Lr(Ω))
1−p
(
2−(k+1)|Ωk+1|+ (ρ‖u‖Lr(Ω))
r−1(2k+1 − 1)r−1
∫
Ωk+1
wk(x)
rdx
)
≤ Cλ(ρ‖u‖Lr(Ω))
1−p
(
2(r−1)(k+1)Uk + 2
(k+1)(r−1)(ρ‖u‖Lr(Ω))
r−1Uk
)
≤ 2 Cλ 2
(r−1)(k+1)(ρ‖u‖Lr(Ω))
r−p Uk.
(2.3)
With the help of (2.3) and Sobolev embedding, we have
Uk+1 = ‖wk+1‖
r
Lr(Ω) ≤
(∫
Ω
w
p∗s1
k+1
) r
p∗s1
|Ωk+1|
1− r
p∗s1
≤
(
S−1‖wk+1‖
p
Xp,s1
) r
p
|Ωk+1|
1− r
p∗s1
≤ S
−r
p
(
2Cλ2
(r−1)(k+1)(ρ‖u‖Lr(Ω))
r−pUk
) r
p
(
2(k+1)rUk
)1− r
p∗s1
≤ Ck(ρ‖u‖Lr(Ω))
r2
p
−rU
1+
rs1
n
k ,
(2.4)
where C > 1 independent of k. Let η = C
− n
rs1 ∈ (0, 1) and define γ := r
2s1
n + r −
r
p > 0.
Choose ρ such that
ρ ≥ max
{
1, ‖u‖−1Lr(Ω),
(
(‖u‖Lr(Ω))
r2
p
−rη−1
) 1
γ , C
n2
(rs1)
2
}
.
We claim that Uk ≤
ηk
ρr , which we prove by induction. For k = 0, we have U0 = ‖v
+‖rLr(Ω) ≤
9‖v‖rLr(Ω) = ρ
−r. Let us assume Uk ≤
ηk
ρr for some k ∈ N, then using (2.4), we have
Uk+1 ≤ C
k(ρ‖u‖Lr(Ω))
r2
p
−r
U
1+
rs1
n
k
≤ Ck(ρ‖u‖Lr(Ω))
r2
p
−r
(
ηk
ρr
)1+ rs1
n
≤
ηk
ρr
(‖u‖Lr(Ω))
r2
p
−rρ−γ ≤
ηk+1
ρr
.
Hence the claim follows.
Now by the claim we get Uk → 0 as k → ∞, which gives us wk(x) → 0 a.e. in Ω, hence
v(x) ≤ 1 a.e. in Ω and similar arguments yield −v(x) ≤ 1 a.e. in Ω. Thus ‖v‖L∞(Ω) ≤ 1,
which implies ‖u‖L∞(Ω) ≤ ρ‖u‖Lr(Ω), that is u ∈ L
∞(Ω). 
Definition 2.4 Let Ω ⊂ Rn be a bounded set. Define
W˜ s,p(Ω) :=
{
u ∈ Lploc(R
n) : ∃ U ⋑ Ω s.t. ‖u‖W s,p(U) +
∫
Rn
|u(x)|p−1
(1 + |x|)n+sp
dx <∞
}
.
Lemma 2.5 Let Ω ⊂ Rn be a bounded domain, and u ∈ W˜ s,p(Ω), v ∈ L1loc(R
n) are such that
dist(K,Ω) > 0,
∫
Ωc
|v(x)|p−1
(1 + |x|)n+ps
dx <∞, (2.5)
where K = supp(v). Define
h(x) = 2
∫
K
|u(x)− u(y)− v(y)|p−2(u(x) − u(y)− v(y))− |u(x)− u(y)|p−2(u(x) − u(y))
|x− y|n+ps
dy.
Then, u+ v ∈ W˜ s,p(Ω) and (−∆)sp(u+ v) = (−∆)
s
pu+ h weakly in Ω.
Proof. Since u ∈ W˜ s,p(Ω), there exists an open set U ⋑ Ω such that
‖u‖W s,p(U) +
∫
Rn
|u(x)|p−1
(1 + |x|)n+sp
dx <∞. (2.6)
Without loss of generality assume Ω ⋐ U ⋐ Kc, then it is easy to observe that u+ v = u in
U , hence u+ v ∈W s,p(U). Moreover, using (2.6) and (2.5), we deduce that∫
Rn
|u(x) + v(x)|p−1
(1 + |x|)n+sp
dx ≤ C
(∫
Rn
|u(x)|p−1
(1 + |x|)n+sp
dx+
∫
K
|v(x)|p−1
(1 + |x|)n+sp
dx
)
<∞.
10
For any φ ∈ C∞c (Ω), we have∫
Rn
∫
Rn
|u(x) + v(x) − u(y)− v(y)|p−2(u(x) + v(x)− u(y)− v(y))(φ(x) − φ(y))
|x− y|n+sp
dxdy
=
∫
Ω
∫
Ω
|u(x)− u(y)|p−2(u(x)− u(y))(φ(x) − φ(y))
|x− y|n+sp
dxdy
+
∫
Ω
∫
Ωc
|u(x)− u(y)− v(y)|p−2(u(x)− u(y)− v(y))φ(x)
|x− y|n+sp
dxdy
−
∫
Ωc
∫
Ω
|u(x) + v(x)− u(y)|p−2(u(x) + v(x)− u(y))φ(y)
|x− y|n+sp
dxdy
=
∫
Rn
∫
Rn
|u(x)− u(y)|p−2(u(x)− u(y))(φ(x) − φ(y))
|x− y|n+sp
dxdy
− 2
∫
Ω
∫
Ωc
|u(x)− u(y)|p−2(u(x) − u(y))φ(x)
|x− y|n+sp
dxdy
+ 2
∫
Ω
∫
Ωc
|u(x)− u(y)− v(y)|p−2(u(x) − u(y)− v(y))φ(x)
|x− y|n+sp
dxdy.
Since C∞c (Ω) is dense in W
s,p
0 (Ω), we obtain
(−∆)sp(u+ v) = (−∆)
s
pu+ h weakly in Ω.

Let 〈.,.〉s,p,Ω denotes the duality pair between W
s,p
0 (Ω) and W
−s,p′(Ω). For f ∈ W−s,p
′
(Ω),
we say (−∆)spu ≥ f weakly in Ω if∫
Rn
∫
Rn
|u(x)− u(y)|p−2(u(x) − u(y))(φ(x) − φ(y)
|x− y|n+sp
dxdy ≥ 〈f, φ〉s,p,Ω
holds for all φ ∈W s,p0 (Ω) with φ ≥ 0 a.e. in Ω.
Proposition 2.6 (Comparison principle). Let Ω ⊂ Rn be a bounded domain, and u, v ∈
W˜ s1,p(Ω) ∩ W˜ s2,q(Ω) are such that u ≤ v in Ωc. Suppose∫
Rn
∫
Rn
|u(x)− u(y)|p−2(u(x)− u(y))(φ(x) − φ(y))
|x− y|n+ps1
dxdy
+ β
∫
Rn
∫
Rn
|u(x)− u(y)|q−2(u(x)− u(y))(φ(x) − φ(y))
|x− y|n+qs2
dxdy
≤
∫
Rn
∫
Rn
|v(x)− v(y)|p−2(v(x) − v(y))(φ(x) − φ(y))
|x− y|n+ps1
dxdy
+ β
∫
Rn
∫
Rn
|v(x)− v(y)|q−2(v(x)− v(y))(φ(x) − φ(y))
|x− y|n+qs2
dxdy
whenever φ ∈W s1,p0 (Ω) ∩W
s2,q
0 (Ω) and φ ≥ 0 in Ω. Then, u ≤ v in Ω.
Proof. The proof follows in the same line of [21, Proposition 2.10]. 
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Lemma 2.7 (Weak Harnack Inequality). Let 2 ≤ q ≤ p <∞, then there exist σ ∈ (0, 1) and
C¯1 > 0 such that if u ∈ W˜
s1,p(BR/3) ∩ W˜
s2,q(BR/3) satisfies weakly
(−∆)s1p u+ β(−∆)
s2
q u ≥ −K in BR/3,
u ≥ 0 in Rn,
for some K > 0, then
inf
BR/4
u ≥ σ
(
−
∫
BR\BR/2
uq−1
) 1
q−1
− C¯1(KR
ps1)
1
p−1 .
Proof. Let φ ∈ C∞c (R
n) be such that 0 ≤ φ ≤ 1 in Rn, φ = 1 in B3/4, φ = 0 in B
c
1. Using
[21, Proposition 2.12], we have |(−∆)s1p φ| ≤ C1 and |(−∆)
s2
q φ| ≤ C1 weakly in B1, for some
C1 > 0. Define φR(x) = φ(3x/R), then φR ∈ C
∞
c (R
n), 0 ≤ φR ≤ 1 in R
n, φR = 1 in BR/4
and φ = 0 in BcR/3. Moreover, |(−∆)
s1
p φR| ≤ C1R
−ps1 and |(−∆)s2q φR| ≤ C1R
−qs2 weakly in
BR/3. For σ ∈ (0, 1), set
L =
(
−
∫
BR\BR/2
uq−1
) 1
q−1
and w = σLφR + χBR\BR/2u.
Using Lemma 2.5, we have w ∈ W˜ s1,p(BR/3) ∩ W˜
s2,q(BR/3) with
(−∆)s1p w + β(−∆)
s2
q w =
(
(−∆)s1p + β(−∆)
s2
q
)
(σLφR) + hp + hq weakly in BR/3,
where
hp(x) = 2
∫
BR\BR/2
|σLφR(x)− u(y)|
p−2(σLφR(x)− u(y))− (σLφR(x))
p−1
|x− y|n+ps1
dy and
hq(x) = 2
∫
BR\BR/2
|σLφR(x)− u(y)|
q−2(σLφR(x)− u(y)) − (σLφR(x))
q−1
|x− y|n+qs2
dy.
Now using the inequality: for a, b ≥ 0 and γ ≥ 1,
aγ − |a− b|γ(a− b) ≥ 21−γ bγ ,
it follows that
hp(x) ≤ −2
3−p
∫
BR\BR/2
(u(y))p−1
|x− y|n+ps1
dy and hq(x) ≤ −2
3−q
∫
BR\BR/2
(u(y))q−1
|x− y|n+qs2
dy.
Hence, for a.e. x ∈ BR/3(
(−∆)s1p + β(−∆)
s2
q
)
w(x) ≤
C1(σL)
p−1
Rps1
+
C1(σL)
q−1
Rqs2
− 23−p
∫
BR\BR/2
(u(y))p−1
|x− y|n+ps1
dy
− 23−q
∫
BR\BR/2
(u(y))q−1
|x− y|n+qs2
dy
≤
C1(σL)
p−1
Rps1
+
C1(σL)
q−1
Rqs2
−
C2 L
p−1
Rps1
−
C3 L
q−1
Rqs2
≤ −
C2 L
p−1
2Rps1
−
C3 L
q−1
2Rqs2
,
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where the last inequality follows if we assume
σ < min
{
1,
(
C2
2C1
) 1
p−1
,
(
C3
2C1
) 1
q−1 }
.
Therefore, we have
Lw(x) ≤ −
C2 L
p−1
2Rps1
weakly in BR/3.
For convenience denote C¯1 =
(
1
C2
) 1
p−1
, then we consider following cases:
Case 1: If L ≤ C¯1(KR
ps1)
1
p−1 .
By using the fact that 0 < σ < 1, we have σL ≤ C¯1(KR
ps1)
1
p−1 . Hence,
inf
BR/4
u ≥ 0 ≥ σL− C¯1(KR
ps1)
1
p−1 .
Case 2: If L > C¯1(KR
ps1)
1
p−1 .
In this case Lp−1 ≥ KR
ps1
C2
, which gives us
Lw ≤ −K ≤ Lu weakly in BR/3
w = χBR\BR/2u ≤ u in B
c
R/3.
Then by proposition 2.6, we deduce that w ≤ u in Rn, in particular
inf
BR/4
u ≥ inf
BR/4
w = σL.
Thus,
inf
BR/4
u ≥ σ
(
−
∫
BR\BR/2
uq−1
) 1
q−1
− C¯1(KR
ps1)
1
p−1 .

Definition 2.8 For u : Rn → R measurable, 1 < p, q < ∞ and s1, s2 ∈ (0, 1), the nonlocal
tail centered at x ∈ Rn with radius R > 0 is defined as
Tp(u;x;R) =
(
Rps1
∫
BcR
|u(y)|p−1
|x− y|n+ps1
dy
) 1
p−1
,
and analogously Tq(u;x;R) is defined. Set Tp(u;R) = Tp(u; 0;R) and Tq(u;R) = Tq(u; 0;R).
Lemma 2.9 Let 2 ≤ q ≤ p, then there exist σ > 0, C¯ > 0, and for all ǫ > 0, a constant
Cǫ > 0 such that if u ∈ W˜
s1,p(BR/3) ∩ W˜
s2,q(BR/3) is bounded in R
n and satisfies weakly
(−∆)s1p u+ β(−∆)
s2
q u ≥ −K in BR/3,
u ≥ 0 in BR,
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for some K > 0, then there exists M > 0 such that
inf
BR/4
u ≥ σ
(
−
∫
BR\BR/2
uq−1
) 1
q−1
− C¯(KRps1)
1
p−1 − ǫ sup
BR
u− CǫTp(u−;R)−R
ps1−qs2
p−1 M(ǫ+ Cǫ).
Proof. We apply Lemma 2.5 to u and v = u− for Ω = BR/3, then we have in weak sense in
BR/3
(−∆)s1p u+(x) = (−∆)
s1
p u(x) + 2 gp(x),
where
gp(x) =
∫
Bc
R/3
|u(x)− u(y)− u−(y)|p−2(u(x)− u(y)− u−(y))− |u(x)− u(y)|p−2(u(x) − u(y))
|x− y|n+ps1
dy
=
∫
{u<0}
|u(x)− u(y)− u−(y)|p−2(u(x) − u(y)− u−(y))− |u(x) − u(y)|p−2(u(x)− u(y))
|x− y|n+ps1
dy.
Since u ≥ 0 in BR and u+ u− = u+, function gp reduces to
gp(x) =
∫
{u<0}
(u(x))p−1 − |u(x)− u(y)|p−2(u(x)− u(y))
|x− y|n+ps1
dy
a.e. in BR/3. Using the fact that {u < 0} ⊂ B
c
R, we have |x− y| ≥
2
3 |y| for all x ∈ BR/3 and
y ∈ {u < 0}. Thus, a.e. x ∈ BR/3
gp(x) ≥ −C
∫
{u<0}
|u(x) − u(y)|p−2(u(x)− u(y))− up−1(x)
|y|n+ps1
dy.
Now using the inequality: for all θ > 0, there exists a constant Cθ > 0 such that for all
a, b ≥ 0 and m ≥ 1,
(a+ b)m − am ≤ θ am + Cθ b
m,
we deduce that
gp(x) ≥ −Cθu
p−1(x)
∫
BcR
1
|y|n+ps1
dy −Cθ
∫
BcR
|u(y)|p−1
|y|n+ps1
dy
≥
−Cθ
Rps1
(
sup
BR
u
)p−1
−
Cθ
Rps1
(Tp(u−;R))
p−1
a.e. in BR/3. Set
gq(x) =
∫
Bc
R/3
|u(x)− u(y)− u−(y)|q−2(u(x)− u(y)− u−(y))− |u(x)− u(y)|q−2(u(x)− u(y))
|x− y|n+qs2
dy,
then analogous argument shows that
(−∆)s2q u+(x) = (−∆)
s2
q u(x) + 2 gq(x), weakly in BR/3
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and
2 gq(x) ≥
−Cθ
Rqs2
(
sup
BR
u
)q−1
−
Cθ
Rqs2
(Tq(u−;R))
q−1
a.e. in BR/3. Thus, collecting all the results, we have(
(−∆)s1p + β(−∆)
s2
q
)
u+(x) ≥ (−∆)
s1
p u(x) + β(−∆)
s2
q u(x)−
Cθ
Rps1
(
sup
BR
u
)p−1
−
Cθ
Rps1
(Tp(u−;R))
p−1 −
Cθ
Rqs2
(
sup
BR
u
)q−1
−
Cθ
Rqs2
(Tq(u−;R))
q−1
≥ −K −
Cθ
Rps1
(
sup
BR
u
)p−1
−
Cθ
Rps1
(Tp(u−;R))
p−1
−
Cθ
Rqs2
(
sup
BR
u
)q−1
−
Cθ
Rqs2
(Tq(u−;R))
q−1 := −Kˆ.
Since u is bounded in Rn, we have sup
BR
u ≤ ‖u‖L∞(Rn) and
Tq(u−;R)
q−1 = Rqs2
∫
BcR
|u(y)|q−1
|y|n+qs2
dy ≤ C
‖u‖q−1L∞(Rn)
qs2
,
where C > 0 is a constant independent of R. Hence, there exists a constant M > 0 indepen-
dent of R such that (
sup
BR
u
) q−1
p−1
≤M and
(
Tq(u−;R)
) q−1
p−1 ≤M.
Using the inequality am + bm ≤ 21−m(a+ b)m for a, b ≥ 0, and 0 < m ≤ 1, we deduce that
C¯1(KˆR
ps1)
1
p−1 ≤C¯(KRps1)
1
p−1 + C¯(Cθ)
1
p−1
(
sup
BR
u
)
+ C¯C
1
p−1
θ Tp(u−;R)
+ C¯R
ps1−qs2
p−1 M
(
(Cθ)
1
p−1 + C
1
p−1
θ
)
,
where C¯ > 0 is a constant. For all ǫ > 0, choose θ > 0 such that Cθ <
(
ǫ
C¯
)p−1
, then there
exists a constant Cǫ > 0 such that
C¯1(KˆR
ps1)
1
p−1 ≤ C¯(KRps1)
1
p−1 + ǫ sup
BR
u+ Cǫ Tp(u−;R) +R
ps1−qs2
p−1 M
(
ǫ+Cǫ
)
.
Applying Lemma 2.7 to u+, for any ǫ > 0, we have
inf
BR/4
u = inf
BR/4
u+ ≥σ
(
−
∫
BR\BR/2
uq−1
) 1
q−1
− C¯(KRps1)
1
p−1 − ǫ sup
BR
u− Cǫ Tp(u−;R)
−R
ps1−qs2
p−1 M
(
ǫ+ Cǫ
)
.

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Theorem 2.10 Let 2 ≤ q ≤ p. There exist α ∈ (0, 1) and C > 0 such that if u ∈
W˜ s1,p(BR0)∩ W˜
s2,q(BR0) is bounded in R
n and satisfies |(−∆)s1p u+β(−∆)
s2
q | ≤ K weakly in
BR0 for some K and R0 > 0, then for all r ∈ (0, R0)
osc
Br
u ≤ C
(
(KRps10 )
1
p−1 +Q(u;R0) +R
ps1−qs2
p−1
0
) rα
Rα0
.
Proof. For all j ∈ N ∪ {0}, define sequences Rj =
R0
4j
, Bj = BRj ,
1
2Bj = BRj/2 and
Aj = Bj \
1
2Bj . We claim that there exist α > 0, µ > 0, a non-decreasing sequence {mj} and
a non-increasing sequence {Mj} such that
mj ≤ inf
Bj
u ≤ sup
Bj
u ≤Mj , Mj −mj = µR
α
j .
We will proceed by induction. For j = 0, we set M0 = ‖u‖L∞(BR0 ) and m0 = M0 − µR
α
0 ,
where µ satisfies
µ ≥
2‖u‖L∞(BR0 )
Rα0
> 0. (2.7)
Hence, m0 ≤ inf
B0
u ≤ sup
B0
u ≤ M0. Suppose the claim holds for all i ∈ {0, . . . , j} for some
j ∈ N ∪ {0}. Then,
Mj −mj = −
∫
Aj
(Mj − u(x))dx +−
∫
Aj
(u(x)−mj)dx
≤
(
−
∫
Aj
(Mj − u)
q−1
) 1
q−1
+
(
−
∫
Aj
(u−mj)
q−1
) 1
q−1
.
Now employing lemma 2.9, we obtain
σ(Mj −mj) ≤ inf
Bj
(Mj − u) + inf
Bj
(u−mj) + 2 C¯(KR
ps1
j )
1
p−1 + ǫ
(
sup
Bj
(Mj − u) + sup
Bj
(u−mj)
)
+ Cǫ
(
Tp((Mj − u)−;Rj) + Tp((u−mj)−;Rj)
)
+M(Cǫ + ǫ)R
ps1−qs2
p−1
j ,
where σ ∈ (0, 1) and C¯, Cǫ > 0 are as in lemma 2.9. Set ǫ = σ/4 and C = max{2C¯,M(Cǫ +
ǫ), Cǫ}. Thus, noting that sup
Bj
(Mj − u) + sup
Bj
(u−mj) ≤ 2(Mj −mj), we have
osc
Bj+1
u ≤
(
1−
σ
2
)
(Mj −mj)
+ C
(
(KRps1j )
1
p−1 + Tp((Mj − u)−;Rj) + Tp((u−mj)−;Rj) +R
ps1−qs2
p−1
j
)
.
(2.8)
Following the proof of [21, Theorem 5.4], we have estimate on the nonlocal tails
Tp((u−mj)−;Rj) ≤ C
(
µS(α)
1
p−1 +
Q(u;R0)
Rα0
)
Rαj ,
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where S(α) =
∞∑
k=1
(4αk − 1)p−1
4ps1k
→ 0 as α → 0+, Q(u;R0) = ‖u‖L∞(Rn) + Tp(u;R0) and
α < ps1p−1 . Analogous estimate holds for Tp((Mj − u)−;Rj). Thus, for α <
ps1−qs2
p−1 , (2.8)
implies
osc
Bj+1
u ≤
(
1−
σ
2
)
(Mj −mj) + C
(
(KRps1j )
1
p−1 +
(
µS(α)
1
p−1 +
Q(u;R0)
Rα0
)
Rαj +R
ps1−qs2
p−1
j
)
≤
(
1−
σ
2
)
µRαj + C
(
K
1
p−1R
ps1
p−1
−α
0 + µS(α)
1
p−1 +
Q(u;R0)
Rα0
+R
ps1−qs2
p−1
−α
0
)
Rαj
= 4α
((
1−
σ
2
)
+ CS(α)
1
p−1
)
µRαj+1 +
4αC
Rα0
(
(KRps10 )
1
p−1 +Q(u;R0) +R
ps1−qs2
p−1
0
)
Rαj+1
(2.9)
Choose α < ps1−qs2p−1 such that
4α
((
1−
σ
2
)
+ CS(α)
1
p−1
)
≤ 1−
σ
4
and set
µ =
4α+1 C
σ Rα0
(
(KRps10 )
1
p−1 +Q(u;R0) +R
ps1−qs2
p−1
0
)
. (2.10)
If µ <
2‖u‖L∞(BR0 )
Rα0
, then we can replace C appearing in (2.8) by bigger constant so that (2.7)
hold true. Thus, from (2.9), we have
osc
Bj+1
u ≤ µRαj+1.
Therefore, we pick mj+1, Mj+1 such that
mj ≤ mj+1 ≤ inf
Bj
u ≤ sup
Bj
u ≤Mj+1 ≤Mj and Mj+1 −mj+1 = µR
α
j+1.
Fix r ∈ (0, R0). Let j ∈ N∪{0} be such that Rj+1 ≤ r ≤ Rj , then taking into account (2.10)
and Rj ≤ 4r, we have
osc
Br
u ≤ osc
Bj
u ≤ µRαj ≤ C
(
(KRps10 )
1
p−1 +Q(u;R0) +R
ps1−qs2
p−1
0
) rα
Rα0
.

Proof of Theorem 1.1 Proof of L∞ bound follows from Theorem 2.3. Next we prove
interior Ho¨lder regularity for weak solutions of (Pλ) when 2 ≤ q ≤ p < r < p
∗
s1 . Let u be a
nontrivial weak solution of (Pλ). Assume the function a ∈ L
∞(Ω) and let R0 > 0 be such
that BR0 := BR0(0) ⋐ Ω. Since u ∈ L
∞(Ω) ∩Xp,s1 , therefore u ∈ W˜
s1,p(BR0) ∩ W˜
s2,q(BR0)
and is bounded in Rn. It implies that
|(−∆)s1p u+ β(−∆)
s2
q u| ≤ ‖a‖L∞(Ω)‖u‖
δ−1
L∞(Ω) + ‖b‖L∞(Ω)‖u‖
r−1
L∞(Ω) := K > 0.
Thus, using Theorem 2.10 and standard covering arguments, we can show that there exists
α ∈ (0, 1) such that u ∈ C0,α(Ω′) for all Ω′ ⋐ Ω. 
17
3 Fibering map analysis and Nehari manifold
In this section we study the fibering maps and the Nehari manifold associated to the problem
(Pλ). The Nehari Manifold Nλ defined as
Nλ = {u ∈ Xp,s1 \ {0} : 〈Jλ
′(u), u〉 = 0},
where 〈.,.〉 is the duality between Xp,s1 and its dual space. Clearly, Nλ contains every solution
of the problem (Pλ). From the definition of Nλ it is clear that u ∈ Nλ if and only if∫
Q
|u(x)− u(y)|p
|x− y|n+ps1
dxdy + β
∫
Q
|u(x)− u(y)|q
|x− y|n+qs2
dxdy − λ
∫
Ω
a(x)|u|δdx−
∫
Ω
b(x)|u|rdx = 0.
Consider the fibering map for the functional Jλ which were introduced by Drabek and Po-
hozaev in [15]. For u ∈ Xp,s1 we define ψu : R
+ → R as ψu(t) = Jλ(tu) that is,
ψu(t) =
tp
p
‖u‖pXp,s1
+ β
tq
q
‖u‖qXq,s2
−
λtδ
δ
∫
Ω
a(x)|u|δdx−
tr
r
∫
Ω
b(x)|u|rdx,
ψ′u(t) = t
p−1‖u‖pXp,s1
+ βtq−1‖u‖qXq,s2
− λtδ−1
∫
Ω
a(x)|u|δdx− tr−1
∫
Ω
b(x)|u|rdx, (3.1)
ψ′′u(t) = (p − 1)t
p−2‖u‖pXp,s1
+ β(q − 1)tq−2‖u‖qXq,s2
− (δ − 1)λtδ−2
∫
Ω
a(x)|u|δdx (3.2)
− (r − 1)tr−2
∫
Ω
b(x)|u|rdx.
From the above equations we observe that tu ∈ Nλ if and only if ψ
′
u(t) = 0 and in particular,
u ∈ Nλ if and only if ψ
′
u(1) = 0. Thus it is natural to split Nλ into three parts corresponding
to local minima, local maxima and points of inflection, namely
N+λ =
{
u ∈ Nλ : ψ
′′
u(1) > 0
}
, N−λ =
{
u ∈ Nλ : ψ
′′
u(1) < 0
}
and N 0λ =
{
u ∈ Nλ : ψ
′′
u(1) = 0
}
.
Lemma 3.1 If u is a minimizer of Jλ on Nλ and u /∈ N
0
λ . Then u is a critical point of Jλ.
Proof. The details of the proof can be found in [15]. 
Lemma 3.2 Jλ is coercive and bounded below on Nλ.
Proof. In view of Ho¨lder’s inequality and the fact that u ∈ Nλ, we have
Jλ(u) =
(
1
p
−
1
r
)
‖u‖pXp,s1
+ β
(
1
q
−
1
r
)
‖u‖qXq,s2
− λ
(
1
δ
−
1
r
)∫
Ω
a(x)|u|δdx,
≥
(
1
p
−
1
r
)
‖u‖pXp,s1
− λ
(
1
δ
−
1
r
)
‖a‖
L
r
r−δ (Ω)
S
−δ
p
r ‖u‖
δ
Xp,s1
.
Thus, Jλ is coercive and bounded below in Nλ. 
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Define
θλ := inf{Jλ(u) | u ∈ Nλ} and θ
±
λ := inf{Jλ(u) | u ∈ N
±
λ }.
Lemma 3.3 There exists λ0 > 0 such that N
0
λ = ∅, for all λ ∈ (0, λ0).
Proof. We divide the proof into two cases.
Case 1: u ∈ Nλ and
∫
Ω
a(x)|u|δdx = 0.
Since u ∈ Nλ, we have ‖u‖
p
Xp,s1
+ β‖u‖qXq,s2
−
∫
Ω
b(x)|u|rdx = 0. Hence,
(p− 1)‖u‖pXp,s1
+ β(q − 1)‖u‖qXq,s2
−(r − 1)
∫
Ω
b(x)|u|rdx
= (p − r)‖u‖pXp,s1
+ β(q − r)‖u‖qXq,s2
< 0,
that is, u /∈ N 0λ .
Case 2: u ∈ Nλ and
∫
Ω
a(x)|u|δdx 6= 0.
Suppose u ∈ N 0λ , then (3.1) and (3.2), implies
(p− δ)‖u‖pXp,s1
+ β(q − δ)‖u‖qXq,s2
= (r − δ)
∫
Ω
b(x)|u|rdx, (3.3)
(r − p)‖u‖pXp,s1
+ β(r − q)‖u‖qXq,s2
= (r − δ)λ
∫
Ω
a(x)|u|δdx. (3.4)
Define Eλ : Nλ → R as
Eλ(u) =
(r − p)‖u‖pXp,s1
+ β(r − q)‖u‖qXq,s2
(r − δ)
− λ
∫
Ω
a(x)|u|δdx.
Then with the help of (3.4) we infer Eλ(u) = 0 for all u ∈ N
0
λ . Moreover,
Eλ(u) ≥
(
r − p
r − δ
)
‖u‖pXp,s1
− λ
∫
Ω
a(x)|u|δdx
≥
(
r − p
r − δ
)
‖u‖pXp,s1
− λ‖a‖
L
r
r−δ (Ω)
S
−δ
p
r ‖u‖
δ
Xp,s1
,
≥ ‖u‖δXp,s1
[(
r − p
r − δ
)
‖u‖p−δXp,s1
− λ‖a‖
L
r
r−δ (Ω)
S
−δ
p
r
]
.
With the help of (3.3) and Ho¨lder inequality, we have
‖u‖Xp,s1 ≥
 (p − δ)S rpr
(r − δ)‖b‖L∞(Ω)

1
r−p
,
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as a result
Eλ(u) ≥ ‖u‖
δ
Xp,s1
(r − p
r − δ
) (p − δ)S rpr
(r − δ)‖b‖L∞(Ω)

p−δ
r−p
− λ‖a‖
L
r
r−δ (Ω)
S
−δ
p
r
 .
It implies that there exists
λ0 :=
 (r − p)S δpr
(r − δ)‖a‖
L
r
r−δ (Ω)
 (p− δ)S rpr
(r − δ)‖b‖L∞(Ω)

p−δ
r−p
> 0
such that Eλ(u) > 0 for all λ ∈ (0, λ0) and u ∈ N
0
λ , which contradicts the fact Eλ(u) = 0 for
all u ∈ N 0λ . Therefore, N
0
λ = ∅. 
For fixed u ∈ Xp,s1 \ {0}, define Mu : R
+ −→ R as
Mu(t) = t
p−δ‖u‖pXp,s1
+ β tq−δ‖u‖qXq,s2
− tr−δ
∫
Ω
b(x)|u|rdx.
Then,
M ′u(t) = (p− δ)t
p−δ−1‖u‖pXp,s1
+ β (q − δ)tq−δ−1‖u‖qXq,s2
− (r − δ)tr−δ−1
∫
Ω
b(x)|u|rdx
and for t > 0, tu ∈ Nλ if and only if t is a solution of Mu(t) = λ
∫
Ω
a(x)|u|δdx. Moreover, if
tu ∈ Nλ, then ψ
′′
tu(1) = t
δ+1M ′u(t). Now we study the fibering map ψu according to the sign
of
∫
Ω
a(x)|u|δdx and
∫
Ω
b(x)|u|rdx.
Case 1: If
∫
Ω
a(x)|u|δdx > 0 and
∫
Ω
b(x)|u|rdx > 0.
We see Mu(t) → −∞ as t → ∞, Mu(t) > 0 for t small enough and M
′
u(t) < 0 for t large
enough. We claim that there exists unique tmax > 0 such that M
′
u(tmax) = 0.
M ′u(t) =(p − δ)t
p−δ−1‖u‖pXp,s1
+ β (q − δ)tq−δ−1‖u‖qXq,s2
− (r − δ)tr−δ−1
∫
Ω
b(x)|u|rdx
=tq−δ−1
(
(p− δ)tp−q‖u‖pXp,s1
+ β (q − δ)‖u‖qXq,s2
− (r − δ)tr−q
∫
Ω
b(x)|u|rdx
)
.
Let Gu(t) = (p− δ)t
p−q‖u‖pXp,s1
+ β (q− δ)‖u‖qXq,s2
− (r− δ)tr−q
∫
Ω
b(x)|u|rdx, then to prove
the claim it is enough to show existence of unique tmax > 0 satisfying Gu(tmax) = 0. Define
Hu(t) = (r− δ) t
r−q
∫
Ω
b(x)|u|rdx− (p− δ)tp−q‖u‖pXp,s1
, then Hu(tmax)− β (q− δ)‖u‖
q
Xq,s2
=
−Gu(t). It is easy to see Hu(t) < 0 for t small enough, Hu(t) →∞ as t →∞. Hence, there
exist unique t∗ > 0 such thatHu(t∗) = 0. Indeed t∗ =
 (p−δ)‖u‖pXp,s1
(r−δ)
∫
Ω
b(x)|u|r

1
r−p
> 0. Therefore,
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there exists unique tmax > t∗ > 0 such that Hu(tmax) = β (q − δ)‖u‖
q
Xq,s2
. Moreover, Mu is
increasing in (0, tmax), decreasing in (tmax,∞). As a consequence
(p− δ)tpmax‖u‖
p
Xp,s1
≤ (p− δ)tpmax‖u‖
p
Xp,s1
+ β(q − δ)tp2max‖u‖
p2
Xq,s2
= (r − δ)trmax
∫
Ω
b(x)|u|rdx ≤ (r − δ)trmax‖b‖L∞(Ω)S
−r
p
r ‖u‖
r
Xp,s1
,
define
T0 :=
1
‖u‖Xp,s1
 (p − δ)S rpr
(r − δ)‖b‖L∞(Ω)
 1r−p ≤ tmax,
then,
Mu(tmax) ≥Mu(T0) ≥ T
p−δ
0 ‖u‖
p
Xp,s1
− T r−δ0 ‖b‖L∞(Ω)S
−r
p ‖u‖rXp,s1
= ‖u‖δXp,s1
(
r − p
r − δ
) (p− δ)S rpr
(r − δ)‖b‖L∞(Ω)

p−δ
r−p
≥ 0.
Therefore, if λ < λ0, we have Mu(tmax) > λ
∫
Ω
a(x)|u|δdx, which ensures the existence of
t1 < tmax and t2 > tmax such that Mu(t1) = Mu(t2) = λ
∫
Ω
a(x)|u|δdx. That is, t1u and
t2u ∈ Nλ. Also, M
′
u(t1) > 0 and M
′
u(t2) < 0 implies t1u ∈ N
+
λ and t2u ∈ N
−
λ . By the
fact ψ′u(t) = t
δ
(
Mu(t)− λ
∫
Ω
a(x)|u|δ
)
, we deduce that ψ′u(t) < 0 for all t ∈ [0, t1) and
ψ′u(t) > 0 for all t ∈ (t1, t2). So, Jλ(t1u) = min
0≤t≤t2
Jλ(tu). Moreover, ψ
′
u(t) > 0 for all
t ∈ [t1, t2), ψ
′
u(t2) = 0 and ψ
′
u(t) < 0 for all t ∈ (t2,∞) implies Jλ(t2u) = max
t≥tmax
Jλ(tu).
Case 2: If
∫
Ω
a(x)|u|δdx < 0 and
∫
Ω
b(x)|u|rdx > 0.
SinceMu(t)→ −∞ as t→∞,Mu(t) > 0 for t small enough andM
′
u(t) < 0 for t large enough,
by the same assertions as in case (1) there exists unique t0 > 0 such that Mu is increasing in
(0, t0), decreasing in (t0,∞) and M
′
u(t0) = 0. Taking into account the fact Mu(t0) > 0 and
λ
∫
Ω
a(x)|u|δdx < 0, we get unique t1 such that Mu(t1) = λ
∫
Ω
a(x)|u|δdx and M ′u(t1) < 0
which implies t1u ∈ N
−
λ that is, t1u is a local maximum.
Case 3: If
∫
Ω
a(x)|u|δdx > 0 and
∫
Ω
b(x)|u|rdx < 0.
In this case M ′u(t) > 0 for all t > 0, this implies Mu is an increasing function. Therefore,
there exist unique t1 > 0 such that Mu(t1) = λ
∫
Ω
a(x)|u|δdx with ψ′′t1u(1) > 0. So, t1u ∈ N
+
λ
that is, t1u is a local minimum.
Case 4: If
∫
Ω
a(x)|u|δdx < 0 and
∫
Ω
b(x)|u|rdx < 0.
In this case ψu(0) = 0 and ψ
′
u(t) > 0 for all t > 0, which implies that ψu is strictly increasing
and hence has no critical point.
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Lemma 3.4 There exists a constant C2 > 0 such that
θ+λ ≤ −
(p− δ)(r − p)
p δ r
C2 < 0.
Proof. Let u0 ∈ Xp be such that
∫
Ω
a(x)|u0|
δdx > 0. Then there exists t0 > 0 such that
t0u0 ∈ N
+
λ that is, ψ
′′
t0u0(1) > 0. Hence using (3.1) and (3.2), we have
Jλ(t0u0) ≤
(
p− δ
δ
)(
1
r
−
1
p
)
‖t0u0‖
p
Xp,s1
+ β
(
q − δ
δ
)(
1
r
−
1
q
)
‖t0u0‖
q
Xq,s2
≤ −
(p− δ)(r − p)
p δ r
C2
where C2 = ‖t0u0‖
p
Xp,s1
. This implies θ+λ ≤ −
(p−δ)(r−p)
p δ r C2 < 0. 
Lemma 3.5 Let λ ∈ (0, λ0) and z ∈ Nλ. Then there exist ǫ > 0 and a differentiable function
ξ : B(0, ǫ) ⊆ Xp → R
+ such that ξ(0) = 1, ξ(w)(z − w) ∈ Nλ and
〈ξ′(0), w〉 =
pAp(z, w) + βqAq(z, w) − δλ
∫
Ω
a(x)|z|δ−2z w dx− r
∫
Ω
b(x)|z|r−2z wdx
(p − δ)‖z‖pXp,s1
+ β(q − δ)‖z‖qXq,s2
− (r − δ)
∫
Ω
b(x)|z|rdx
(3.5)
for all w ∈ Xp,s1.
Proof. For z ∈ Nλ define a function Hz : R×Xp → R given by
Hz(t, w) := 〈J
′
λ(t(z − w)), t(z − w)〉
= tp‖z − w‖pXp,s1
+ βtq‖z − w‖qXq,s2
− tδλ
∫
Ω
a(x)|z − w|δdx− tr
∫
Ω
b(x)|z − w|rdx.
Then, Hz(1, 0) = 〈J
′
λ(z), z〉 = 0 and by Lemma 3.3, we deduce that
∂
∂t
Hz(1, 0) = (p− δ)‖z‖
p
Xp,s1
+ β(q − δ)‖z‖qXq,s2
− (r − δ)
∫
Ω
b(x)|z|rdx 6= 0.
Now, by implicit function theorem there exist ǫ > 0 and a differentiable function ξ : B(0, ǫ) ⊆
Xp → R such that ξ(0) = 1, (3.5) holds and Hu(ξ(w), w) = 0 for all w ∈ B(0, ǫ), which is
equivalent to
0 = ‖ξ(w)(z − w)‖pXp,s1
+ β‖ξ(w)(z − w)‖qXq,s2
− λ
∫
Ω
a(x)|ξ(w)(z − w)|δdx
−
∫
Ω
b(x)|ξ(w)(z − w)|rdx
for all w ∈ B(0, ǫ). Hence ξ(w)(z − w) ∈ Nλ. 
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4 Multiplicity results
In this section we prove existence and multiplicity of non-trivial solutions of problem (Pλ) for
the case δ < q ≤ p < r ≤ p∗s1 .
Proposition 4.1 Let λ ∈ (0, λ0), then there exists a sequence {uk} ⊂ Nλ such that
Jλ(uk) = θλ + ok(1), and J
′
λ(uk) = ok(1).
Proof. Using Lemma 3.2 and Ekeland variational principle [16], there exists a minimizing
sequence {uk} ⊂ Nλ such that
Jλ(uk) < θλ +
1
k
, and (4.1)
Jλ(uk) < Jλ(v) +
1
k
‖v − uk‖Xp,s1 for each v ∈ Nλ. (4.2)
For large k, using (4.1), we have
Jλ(uk) =
(
1
p
−
1
r
)
‖u‖pXp,s1
+ β
(
1
q
−
1
r
)
‖u‖qXq,s2
− λ
(
1
δ
−
1
r
)∫
Ω
a(x)|u|δdx
< θλ +
1
k
< θ+λ < 0.
Therefore, (
1
p
−
1
r
)
‖u‖pXp,s1
− λ
(
1
δ
−
1
r
)∫
Ω
a(x)|u|δdx < 0,
which implies uk 6≡ 0 for large k. Then, using Ho¨lder’s inequality, we obtain λ(−θ+λ ) δ rS δpr
(r − δ)‖a‖
L
r
r−δ (Ω)

1
δ
≤ ‖u‖Xp,s1 ≤
 λp(r − δ)‖a‖L rr−δ (Ω)
δ(r − p)S
δ
p
r

1
p−δ
. (4.3)
Now, we prove ‖J ′λ(uk)‖ → 0 as k → ∞. Employing Lemma 3.5 for each uk we obtain
differentiable functions ξk : B(0, ǫk) → R for some ǫk > 0 such that ξk(v)(uk − v) ∈ Nλ,
for all v ∈ B(0, ǫk). Fix k ∈ N, u(6≡ 0) ∈ Xp,s1 and 0 < ρ < ǫk. Set vρ =
ρu
‖u‖Xp,s1
and
hρ = ξk(vρ)(uk − vρ), then hρ ∈ Nλ. Therefore, from (4.2), we have
Jλ(hρ)− Jλ(uk) ≥ −
1
k
‖hρ − uk‖Xp,s1
which on using mean value theorem gives us
〈J ′λ(uk), hρ − uk〉+ o
(
‖hρ − uk‖Xp,s1
)
≥ −
1
k
‖hρ − uk‖Xp,s1 .
It implies that
−ρ
〈
J ′λ(uk),
u
‖u‖Xp,s1
〉
+ (ξk(vρ)− 1)〈J
′
λ(uk), uk − vρ〉 ≥ −
‖hρ − uk‖Xs1
k
+ o
(
‖hρ − uk‖Xp,s1
)
.
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Thus, using hρ ∈ Nλ, we deduce that〈
J ′λ(uk),
u
‖u‖Xp,s1
〉
≤
‖hρ − uk‖Xp,s1
kρ
+
o(‖hρ − uk‖Xp,s1 )
ρ
+
(ξk(vρ) − 1)
ρ
〈
J ′λ(uk)− J
′
λ(hρ), uk − vρ
〉
.
Since lim
k→∞
|ξk(vρ)− 1|
ρ
≤ ‖ξk(0)‖Xp,s1 and ‖hρ − uk‖Xp,s1 ≤ ρ|ξk(vρ)|+ |ξk(vρ)− 1|‖uk‖Xp,s1 ,
for fixed k if ρ→ 0, by (4.3), there exists a constant C > 0 independent of ρ such that〈
J ′λ(uk),
u
‖u‖Xp,s1
〉
≤
C
k
(1 + ‖ξ′k(0)‖Xp,s1 ).
Thus, in order to complete the proof it is sufficient to prove ‖ξ′k(0)‖Xp,s1 is bounded. Using
(3.5) and (4.3), we infer that
|〈ξ′k(0), v〉| ≤
K‖v‖Xp,s1
|(p− δ)‖uk‖
p
Xp,s1
+ β(q − δ)‖uk‖
q
Xq,s2
− (r − δ)
∫
Ω
b(x)|uk|
rdx|
for some K > 0. We claim that (p− δ)‖uk‖
p
Xp,s1
+β(q− δ)‖uk‖
q
Xq,s2
− (r− δ)
∫
Ω
b(x)|uk|
rdx
is bounded away from zero. On the contrary suppose there exists a subsequence of {uk} (still
denoting by {uk}) such that
(p− δ)‖uk‖
p
Xp,s1
+ β(q − δ)‖uk‖
q
Xq,s2
− (r − δ)
∫
Ω
b(x)|uk|
rdx = ok(1). (4.4)
Then, from (4.4) and the fact that uk ∈ Nλ, we get Eλ(uk) = ok(1). Moreover,
‖uk‖Xp,s1 ≥
 (p − δ)S rpr
(r − δ)‖b‖L∞(Ω)
 1r−p + ok(1).
This gives that there exists a positive constant d such that 0 < d ≤ ‖uk‖Xp,s1 for k large.
Now following the proof of Lemma 3.3, we get Eλ(uk) > 0 for large k, which is not possible.
Therefore claim holds, which shows that J ′λ(uk)→ 0 as k →∞. 
Lemma 4.2 If r < p∗s1 then every Palais-Smale sequence of Jλ has a convergent subsequence.
That is, if {uk} ⊂ Xp,s1 satisfies
Jλ(uk) = c+ ok(1) and J
′
λ(uk) = ok(1) in X
′
p,s1, (4.5)
then {uk} has a convergent subsequence in Xp,s1.
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Proof. Let {uk} ⊂ Xp,s1 be a sequence satisfying (4.5). By standard arguments we can
show that {uk} is bounded in Xp. So, we can assume there exists uλ ∈ Xp,s1 such that
upto subsequence uk ⇀ uλ weakly in Xp, uk → uλ strongly in L
γ(Ω), for 1 ≤ γ < p∗s1 and
uk(x)→ uλ(x) a.e. in Ω. Since 〈J
′
λ(uk)−J
′
λ(uλ), (uk − uλ)〉 → 0, as k →∞, we deduce that
ok(1) =〈J
′
λ(uk)− J
′
λ(uλ), uk − uλ〉
=Ap(uk, uk − uλ)−Ap(uλ, uk − uλ) + β(Aq(uk, uk − uλ)−Aq(uλ, uk − uλ))
− λ
∫
Ω
a(x)
(
|uk(x)|
δ−2uk(x)− |uλ(x)|
δ−2uλ(x)
)
(uk(x)− uλ(x))dx
−
∫
Ω
b(x)
(
|uk(x)|
r−2uk(x)− |uλ(x)|
r−2uλ(x)
)
(uk(x)− uλ(x))dx.
By Ho¨lder’s inequality, it follows that∫
Ω
a(x)|uk|
δ−2uk|uk − uλ|dx ≤ ‖a‖
L
r
r−δ (Ω)
‖uk‖
δ−1
Lr(Ω)‖uk − uλ‖Lr(Ω) → 0 as k →∞ and
similarly,
∫
Ω
b(x)|uk|
r−2uk|uk − uλ|dx → 0 as k → ∞. Now we divide the proof into three
cases
Case 1: If p, q ≥ 2.
Using the inequality |a− b|l ≤ 2l−2(|a|l−2a− |b|l−2b)(a− b) for a, b ∈ Rn and l ≥ 2, we obtain
ok(1) = 〈J
′
λ(uk)− J
′
λ(uλ), uk − uλ〉 ≥ ‖uk − uλ‖
p
Xp,s1
+ β‖uk − uλ‖
q
Xq,s2
,
it implies that
‖uk − uλ‖Xp,s1 → 0 and ‖uk − uλ‖Xq,s2 → 0 as k →∞.
Case 2: If 1 < q < p < 2.
As we know that for a, b ∈ Rn and 1 < m < 2, there exists Cm > 0 a constant such that
|a− b|m ≤ Cm((|a|
m−2a− |b|m−2b)(a− b))
m
2 (|a|m + |b|m)
2−m
2 .
Set a = uk(x)− uk(y), b = uλ(x)− uλ(y) and using Ho¨lder inequality, we deduce that
‖uk − uλ‖
p
Xp,s1
≤ C(Ap(uk, uk − uλ)−Ap(uλ, uk − uλ))
p
2(∫
Q
|uk(x)− uk(y)|
p + |uλ(x)− uλ(y)|
p
|x− y|n+ps1
) 2−p
2
and boundedness of {uk} in Xp,s1 , implies
‖uk − uλ‖
p
Xp,s1
≤ C(Ap(uk, uk − uλ)−Ap(uλ, uk − uλ))
p
2 .
Thus,
ok(1) = 〈J
′
λ(uk)− J
′
λ(uλ), uk − uλ〉 ≥
1
C
(
‖uk − uλ‖
2
Xp,s1
+ β‖uk − uλ‖
2
Xq,s2
)
.
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Hence, it concludes the proof.
Case 3: If 1 < q < 2 < p.
Coupling the arguments of case 1 and case 2 one can easily prove the convergence of the
sequence. 
Proof of Theorem 1.2: Using proposition 4.1, we get minimizing sequences {uk} in N
+
λ ,
and {vk} in N
−
λ and by lemma 4.2, there exist uλ, vλ ∈ Xp,s1 such that uk → uλ and vk → vλ
strongly in Xp,s1 for all λ ∈ (0, λ0). Therefore, uλ and vλ are weak solutions of problem (Pλ).
With the help of lemma 3.4, we conclude uλ 6≡ 0, hence uλ ∈ Nλ. Moreover, by means of
lemma 3.3, uλ ∈ N
+
λ with Jλ(uλ) = θ
+
λ and since N
−
λ is closed, vλ ∈ N
−
λ with Jλ(vλ) = θ
−
λ .
Using the fact N+λ ∩N
−
λ = ∅, we note that uλ and vλ are distinct.
Now we prove non-negativity of uλ. If uλ ≥ 0, then we have a non negative solution of (Pλ)
which is also a minimizer for Jλ in N
+
λ , otherwise we have |uλ| 6≡ 0, hence by fibering map
analysis we get unique t1 > 0 such that t1uλ ∈ N
+
λ . We note that M|uλ|(1) ≤ Muλ(1) =
λ
∫
Ω
a(x)|uλ|
δ = M|uλ|(t1) ≤ Muλ(t1) and 0 < M
′
uλ
(1), because of the fact uλ ∈ N
+
λ , which
implies t1 ≥ 1. Thus,
θ+λ ≤ ψ|uλ|(t1) ≤ ψ|uλ|(1) ≤ ψuλ(1) = θ
+
λ .
Hence, Jλ(t1|uλ|) = ψ|uλ|(t1) = θ
+
λ and t1|uλ| ∈ N
+
λ that is, t1|uλ| is a nonnegative solution
of problem (Pλ) in N
+
λ . By using similar arguments vλ is also a non-negative solution. 
Now we will show the existence and multiplicity of solutions of (Pλ) for the case r = p
∗
s1 .
From now onwards, we will assume function a(x) is continuous and there exists κ1 > 0 such
that ma := inf
x∈Bκ1 (0)
a(x) is positive, and b(x) ≡ 1 in Ω.
Theorem 4.3 If r = p∗s1 and {uk} ⊂ Nλ is a (PS)c sequence for Jλ with uk ⇀ u weakly in
Xp,s1, then J
′
λ(u) = 0 and there exists a positive constant Cδ depending on p, s1, n, S, |Ω|, δ
such that Jλ(u) ≥ −Cδ λ
p
p−δ , where
Cδ =
(
(p∗s1 − δ)(p − δ)
p δ p∗s1
)(
p∗s1 − δ
p∗s1 − p
) pδ
p−δ
S
−δ
p−δ ‖a‖
p
p−δ
L∞(Ω) |Ω|
p(p∗s1
−δ)
(p−δ)p∗s1 . (4.6)
Proof. Since uk ⇀ u in Xp,s1, there exists a subsequence (still denoted by uk) uk →
u in Lm(Ω), 1 ≤ m < p∗s1 and uk(x)→ u(x) a.e. in Ω.
Claim: lim
k→∞
Ap(uk, φ) = Ap(u, φ) and lim
k→∞
Aq(uk, φ) = Aq(u, φ) for any φ ∈ Xp,s1 .
The sequence
(
|uk(x)−uk(y)|
p−2(uk(x)−uk(y))
|x−y|
n+ps1
p′
)
is bounded in Lp
′
(R2n), where 1p +
1
p′ = 1, thus
upto subsequence, we have |uk(x)− uk(y)|p−2(uk(x)− uk(y))
|x− y|
n+ps1
p′
⇀
 |u(x)− u(y)|p−2(u(x)− u(y))
|x− y|
n+ps1
p′

26
weakly in Lp
′
(R2n), which on using the fact that
(
φ(x)−φ(y)
|x−y|
n+ps1
p
)
∈ Lp(R2n) gives us
lim
k→∞
Ap(uk, φ) = Ap(u, φ). Similarly, we can prove that lim
k→∞
Aq(uk, φ) = Aq(u, φ). This
concludes the proof of the claim. By using the fact that uk ⇀ u in Xp,s1, we have
|uk|
δ−2uk⇀|u|
δ−2u weakly in Lδ
′
(Ω) and
|uk|
p∗s1−2uk⇀|u|
p∗s1−2u weakly in L(p
∗
s1
)′(Ω).
It implies, for any φ ∈ Lδ(Ω) ∩ Lp
∗
s1 (Ω)∫
Ω
a(x)(|uk(x)|
δ−2uk(x)− |u(x)|
δ−2u(x))φ(x) dx→ 0,∫
Ω
b(x)(|uk(x)|
p∗s1−2uk(x)− |u(x)|
p∗s1−2u(x))φ(x) dx→ 0.
Resuming all the information collected so far, for any φ ∈ Xp,s1 , we deduce that
〈J ′λ(uk)− J
′
λ(u), φ〉 =Ap(uk, φ)−Ap(u, φ) + β (Aq(uk, φ)−Aq(u, φ))
−
∫
Ω
a(x)(|uk(x)|
δ−2uk(x)− |u(x)|
δ−2u(x))φ(x) dx
−
∫
Ω
b(x)(|uk(x)|
p∗s1−2uk(x)− |u(x)|
p∗s1−2u(x))φ(x) dx
= ok(1).
This implies J ′λ(u) = 0. In particular 〈J
′
λ(u), u〉 = 0, which gives us
Jλ(u) =
(
1
p
−
1
p∗s1
)
‖u‖pXp,s1
+ β
(
1
q
−
1
p∗s1
)
‖u‖qXq,s2
− λ
(
1
δ
−
1
p∗s1
)∫
Ω
a(x)|u|δdx
≥
(
1
p
−
1
p∗s1
)
‖u‖pXp,s1
− λ
(
1
δ
−
1
p∗s1
)∫
Ω
a(x)|u|δdx.
(4.7)
By Ho¨lder’s inequality, Sobolev embeddings and Young inequality, we obtain
λ
∫
Ω
a(x)|u|δdx ≤ λ‖a‖L∞(Ω)S
−δ
p |Ω|
p∗s1
−δ
p∗s1 ‖u‖δXp,s1
=
(
p
δ
(
1
p
−
1
p∗s1
)(
1
δ
−
1
p∗s1
)−1) δp
‖u‖δXp,s1
λ
(
p
δ
(
1
p
−
1
p∗s1
)(
1
δ
−
1
p∗s1
)−1)−δp
‖a‖L∞(Ω) |Ω|
p∗s1
−δ
p∗s1 S
−δ
p
≤
(
1
p
−
1
p∗s1
)(
1
δ
−
1
p∗s1
)−1
‖u‖pXp,s1
+Aλ
p
p−δ ,
(4.8)
where A =
(
p−δ
p
)(
p∗s1−δ
p∗s1−p
) pδ
p−δ
S
−δ
p−δ ‖a‖
p
p−δ
L∞(Ω)|Ω|
p(p∗s1
−δ)
(p−δ)p∗s1 . Therefore, result follows from (4.7)
and (4.8) with Cδ =
(
1
δ −
1
p∗s1
)
A. 
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Lemma 4.4 (Palais-Smale range)Let r = p∗s1 then Jλ satisfies the (PS)c condition with c
satisfying
−∞ < c < c∞ :=
s1
n
S
n
ps1 − Cδλ
p
p−δ ,
where Cδ is the positive constant defined in (4.6).
Proof. Let {uk} be a (PS)c sequence of Jλ in Xp,s1 . Therefore
1
p
‖uk‖
p
Xp,s1
+
β
q
‖uk‖
q
Xq,s2
−
λ
δ
∫
Ω
a(x)|uk|
δdx−
1
p∗s1
∫
Ω
|uk|
p∗s1dx = c+ ok(1)
and ‖uk‖
p
Xp,s1
+ β‖uk‖
q
Xq,s2
− λ
∫
Ω
a(x)|uk|
δdx−
∫
Ω
|uk|
p∗s1dx = ok(1).
(4.9)
Since {uk} is bounded in Xp,s1 , it implies there exists u ∈ Xp,s1 such that up to subsequence
uk ⇀ u weakly in Xp,s1 and u is a critical point of Jλ.
Claim: uk → u strongly in Xp,s1 .
Since uk → u strongly in L
γ(Ω) for 1 ≤ γ < p∗s1 , it implies∫
Ω
a(x)|uk|
δdx→
∫
Ω
a(x)|u|δdx as k →∞.
And by Brezis-Lieb Lemma, we have
‖uk‖
p
Xp,s1
=‖uk − u‖
p
Xp,s1
+ ‖u‖pXp,s1
+ ok(1), ‖uk‖
q
Xq,s2
= ‖uk − u‖
q
Xq,s2
+ ‖u‖qXq,s2
+ ok(1),
and
∫
Ω
|uk|
p∗s1 =
∫
Ω
|uk − u|
p∗s1 +
∫
Ω
|u|p
∗
s1 + ok(1).
(4.10)
Coupling (4.10) with (4.9), we obtain
1
p
‖uk − u‖
p
Xp,s1
+
β
q
‖uk − u‖
q
Xq,s2
−
1
p∗s1
∫
Ω
|uk − u|
p∗s1 = c− Jλ(u) + ok(1)
and ‖uk − u‖
p
Xp,s1
+ β‖uk − u‖
q
Xq,s2
−
∫
Ω
|uk − u|
p∗s1 = ok(1).
(4.11)
Hence, let ‖uk − u‖
p
Xp,s1
+ β‖uk − u‖
q
Xq,s2
→ l and
∫
Ω
|uk − u|
p∗s1 → l as k → ∞. If l = 0,
then claim is proved, so we assume l > 0, then
l
p
p∗s1 =
(
lim
k→∞
∫
Ω
|uk − u|
p∗s1dx
) p
p∗s1
≤ lim
k→∞
(
S−1‖uk − u‖
p
Xp,s1
)
≤ S−1 lim
k→∞
(
‖uk − u‖
p
Xp,s1
+ β‖uk − u‖
q
Xq,s2
)
= S−1l.
This implies l ≥ S
n
ps1 . Now from (4.11), we deduce that
c− Jλ(u) ≥
1
p
(
‖uk − u‖
p
Xp,s1
+ β‖uk − u‖
q
Xq,s2
)
−
1
p∗s1
∫
Ω
b(x)|uk − u|
p∗s1 + ok(1) =
s1 l
n
that is, c ≥ s1ln + Jλ(u) ≥
s1
n S
n
ps1 − C0λ
p
p−δ , hence we get a contradiction to c < c∞. 
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Proof of Theorem 1.3 (i): Let γ0 > 0 be such that for all λ ∈ (0, γ0)
c∞ =
s1
n
S
n
ps1 − Cδλ
p
p−δ > 0 and Λ0 = min{γ0, λ0}. (4.12)
Using proposition 4.1, there exists a minimizing sequence {uk} in Nλ which is also a (PS)θλ
sequence for Jλ. Employing Lemmas 3.4 and 4.4, there exists uλ ∈ Xp,s1 such that uk → uλ
strongly in Xp,s1 for λ ∈ (0,Λ0). Therefore for λ ∈ (0,Λ0), uλ is a weak solution of problem
(Pλ). As a consequence
Jλ(uk) =
(
1
p
−
1
p∗s1
)
‖uk‖
p
Xp,s1
+ β
(
1
q
−
1
p∗s1
)
‖uk‖
q
Xq,s2
− λ
p∗s1 − δ
δp∗s1
∫
Ω
a(x)|uk|
δdx
≥ −λ
(
1
δ
−
1
p∗s1
)∫
Ω
a(x)|uk|
δdx,
which gives us ∫
Ω
a(x)|uλ|
qdx ≥ −
p∗s1δ
(p∗s1 − δ)λ
θλ > 0.
Hence, uλ 6≡ 0. Thus, uλ ∈ Nλ and Jλ(uλ) = θλ. Next we prove that uλ ∈ N
+
λ . On the
contrary, let uλ ∈ N
−
λ , then by fibering map analysis there exist t1 < t2 = 1 such that
t1uλ ∈ N
+
λ and t2uλ ∈ N
−
λ . Since ψuλ is increasing in [t1, t2), it implies
θλ ≤ Jλ(t1uλ) < Jλ(tuλ) ≤ Jλ(uλ) = θλ
for t ∈ (t1, 1), which is a contradiction. Hence uλ ∈ N
+
λ and θλ = Jλ(uλ) = θ
+
λ . Moreover,
by using same assertions and arguments as in proof of Theorem 1.2, we obtain that uλ is
nonnegative solution. 
To prove Theorem 1.3 (ii), we will show the existence of second solution below the first critical
level by using the blowup analysis. In order to achieve this. we use the asymptotic estimate
on the minimizers of S, which were proved by Brasco et al. [8]. Precisely, they proved that S
has a minimizer and for every minimizer U , there exist x0 ∈ R
n and a constant sign monotone
function u : R → R such that U(x) = u(|x− x0|). We fix a radially symmetric, non-negative
and decreasing minimizer U(x) = U(|x|) of S.
Lemma 4.5 There exist c1, c2 > 0 and θ > 1 such that for all r > 1, we have
c1
r
n−ps1
p−1
≤ U(r) ≤
c2
r
n−ps1
p−1
,
U(θr)
U(r)
≤
1
2
.
Multiplying by a positive constant, if necessary, we may assume
(−∆)s1p U = U
p∗s1−1. (4.13)
We note that for any ǫ > 0, Uǫ(x) = ǫ
−
n−ps1
p U
( |x|
ǫ
)
is also a minimizer for S satisfying (4.13).
Without loss of generality assume 0 ∈ Ω and as in [8], for ǫ, κ > 0, we define the following
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functions
mǫ,κ =
Uǫ(κ)
Uǫ(κ)−Uǫ(θκ)
, gǫ,κ : [0,∞)→ R as
gǫ,κ(t) =

0 if 0 ≤ t ≤ Uǫ(θκ),
mpǫ,κ(t− Uǫ(θκ)) if Uǫ(θκ) ≤ t ≤ Uǫ(κ),
t+ Uǫ(m
p−1
ǫ,κ − 1) if t ≥ Uǫ(κ),
and Gǫ,κ : [0,∞)→ R by
Gǫ,κ =
∫ t
0
(g′ǫ,κ(s))
1
pds =

0 if 0 ≤ t ≤ Uǫ(θκ),
mǫ,κ(t− Uǫ(θκ)) if Uǫ(θκ) ≤ t ≤ Uǫ(κ),
t+ Uǫ(m
p−1
ǫ,κ − 1) if t ≥ Uǫ(κ).
Define uǫ,κ : [0,∞) → R as uǫ,κ(r) = Gǫ,κ(Uǫ(r)), a radially symmetric and non-increasing
function, which satisfies
uǫ,κ(r) =
{
Uǫ(r) if r ≤ κ,
0 if r ≥ θκ.
(4.14)
We will now state a Lemma which gives bounds on ‖uǫ,κ‖Xp,s1 and ‖uǫ,κ‖Lp
∗
s1 (Rn)
.
Lemma 4.6 [28] For every κ and 0 < ǫ ≤ κ2 , there exists a constant C = C(n, p, s1) > 0
such that ∫
R2n
|uǫ,κ(x)− uǫ,κ(y)|
p
|x− y|n+ps1
dxdy ≤ S
n
ps1 +O
(( ǫ
κ
)n−ps1
p−1
)
and∫
Rn
|uǫ,κ(x)|
p∗s1 ≥ S
n
ps1 − C
( ǫ
κ
) n
p−1
.
Lemma 4.7 There exists Λ00 such that for every λ ∈ (0,Λ00), there exists u ≥ 0 in Xp,s1
such that
sup
t≥0
Jλ(tu) < c∞.
In particular θ−λ < c∞.
Proof. Let Λ0 > 0 be as defined in (4.12) so that for all λ ∈ (0,Λ0), c∞ > 0 holds. Then,
Jλ(tuǫ,κ) ≤
tp
p
‖uǫ,κ‖
p
Xp,s1
+ β
tq
q
‖uǫ,κ‖
q
Xq,s2
≤
tp
p
‖uǫ,κ‖
p
Xp,s1
+ Cβ
tq
q
‖uǫ,κ‖
p
Xp,s1
≤ C(tp + tq).
Therefore, there exists t0 ∈ (0, 1) such that
sup
0≤t≤t0
Jλ(tuǫ,κ) < c∞.
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Let h(t) = t
p
p ‖uǫ,κ‖
p
Xp,s1
+ β t
q
q ‖uǫ,κ‖
q
Xq,s2
− t
p∗s1
p∗s1
∫
Ω
|uǫ,κ|
p∗s1 , then we note that h(0) = 0,
h(t) > 0 for t small enough, h(t) < 0 for t large enough, and there exists tǫ > 0 such that
sup
t>0
h(t) = h(tǫ), that is
0 = h′(tǫ) = t
p−1
ǫ ‖uǫ,κ‖
p
Xp,s1
+ βtq−1ǫ ‖uǫ,κ‖
q
Xq,s2
− t
p∗s1−1
ǫ
∫
Ω
|uǫ,κ|
p∗s1
which gives us
t
p∗s1−q
ǫ =
1
‖uǫ,κ‖
p∗s1
p∗s1
(
tp−qǫ ‖uǫ,κ‖
p
Xp,s1
+ β‖uǫ,κ‖
q
Xq,s2
)
< C(1 + tp−qǫ ).
Since p∗s1 > p, there exists t1 > 0 such that tǫ < t1 for all ǫ > 0. Also, for κ > 0 such that
θκ < κ1, we have∫
Ω
a(x)|uǫ,κ|
δdx =
∫
Bθκ(0)
a(x)|uǫ,κ|
δdx ≥ ma
∫
Bθκ(0)
|uǫ,κ|
δdx ≥ ma
∫
Bκ(0)
|Uǫ|
δdx.
Therefore we obtain
sup
t≥t0
Jλ(tuǫ,κ) ≤ sup
t>0
h(t)−
tq0ma
δ
λ
∫
Bκ(0)
|Uǫ|
δ
=
tpǫ
p
‖uǫ,κ‖
p
Xp,s1
+ β
tqǫ
q
‖uǫ,κ‖
q
Xq,s2
−
t
p∗s1
ǫ
p∗s1
‖uǫ,κ‖
p∗s1
L
p∗s1 (Ω)
−
tδ0
δ
maλ
∫
Bκ(0)
|Uǫ|
δ
≤ sup
t≥0
(
tp
p
‖uǫ,κ‖
p
Xp,s1
−
tp
∗
s1
p∗s1
‖uǫ,κ‖
p∗s1
L
p∗s1 (Ω)
)
+ β
tq1
q
‖uǫ,κ‖
q
Xq,s2
−
tδ0
δ
maλ
∫
Bκ(0)
|Uǫ|
δ.
(4.15)
Let g(t) = t
p
p ‖uǫ,κ‖
p
Xp,s1
− t
p∗s1
p∗s1
‖uǫ,κ‖
p∗s1
L
p∗s1 (Ω)
. A simple computation shows that g attains
maximum at t˜ =
 ‖uǫ,κ‖pXp,s1
‖uǫ,κ‖
p∗s1
L
p∗s1 (Ω)
 1p∗s1−p . Therefore,
sup
t≥0
g(t) = g(t˜) =
s1
n
 ‖uǫ,κ‖pXp,s1
‖uǫ,κ‖
p∗s1
L
p∗s1 (Ω)

n
ps1
,
using the estimates of Lemma 4.6, we have
sup
t≥0
g(t) ≤
s1
n
S nps1 +O(( ǫκ)n−ps1p−1 )
S
n
ps1 − C( ǫκ)
n
p−1
 nps1 ≤ s1
n
S
n
ps1 +O
(( ǫ
κ
)n−ps1
p−1
)
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hence, from (4.15), we deduce that
sup
t≥t0
Jλ(tuǫ,κ) ≤
s1
n
S
n
ps1 +O
(( ǫ
κ
)n−ps1
p−1
)
+ β
tq1
q
‖uǫ,κ‖
q
Xq,s2
−
tδ0
δ
maλ
∫
Bκ(0)
|Uǫ|
δdx.
Let β = ǫα with α > n−ps1p−1 , then we have
sup
t≥t0
Jλ(tuǫ,κ) ≤
s1
n
S
n
ps1 + C1ǫ
n−ps1
p−1 −
tδ0
δ
maλ
∫
Bκ(0)
|Uǫ|
δdx. (4.16)
Next we estimate
∫
Bκ(0)
|Uǫ|
δdx. For κ > 0, sufficiently small such that Bθκ(0) ⋐ Ω, θκ < κ1
and 0 < ǫ < κ/2, we have∫
Bκ(0)
|Uǫ|
qdx = ǫn−
n−ps1
p
δ
∫
Bκ
ǫ
(0)
|U |δdx
≥ ǫn−
n−ps1
p
δ
ωn−1
∫ κ
ǫ
1
|U(r)|δrn−1dx
≥ ǫn−
n−ps1
p
δωn−1c
δ
1
∫ κ
ǫ
1
rn−
n−ps1
p
δ−1dx
≃ C3
 ǫ
n−
n−ps1
p
δ if δ > n(p−1)n−ps1 ,
ǫ
n−
n−ps1
p
δ| log ǫ| if δ = n(p−1)n−ps1 .
Choosing ǫ = (λ
p
p−δ )
p−1
n−ps1 , (4.16) yields
sup
t≥t0
Jλ(tuǫ,κ) ≤
s1
n
S
n
ps1 +C1λ
p
p−δ
−C3λ
 λ
p(p−1)
(p−δ)(n−ps1)
(
n−
n−ps1
p
δ
)
if δ > n(p−1)n−ps1 ,
λ
δ
p−δ | log λ
pδ
(p−δ)n | if δ = n(p−1)n−ps1 .
Case 1: If δ > n(p−1)n−ps1 .
Clearly
1 +
p(p− 1)
(p− δ)(n − ps1)
(
n−
n− ps1
p
δ
)
<
p
p− δ
if and only if δ > n(p−1)n−ps1 . Thus, there exists γ1 > 0 such that for all λ ∈ (0, γ1),
C1λ
p
p−δ − C3 λ
1+
p(p−1)
(p−δ)(n−ps1)
(
n−
n−ps1
p
δ
)
< −Cδλ
p
p−δ .
Case 2: If δ = n(p−1)n−ps1
Since | log λ
pδ
n(p−δ) | → ∞ as λ→ 0, therefore we can choose γ2 > 0 such that
C1λ
p
p−δ − C3 λ
p
p−δ | log λ
pδ
n(p−δ) | < −Cδλ
p
p−δ .
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Let Λ00 = min{Λ0, γ1, γ2, (
κ
2 )
n−ps1
p−1 } > 0, β00 = Λ
p
p−δ
00 and ǫ00 = (Λ
p
p−δ
00 )
p−1
n−ps1 . Then, for all
λ ∈ (0,Λ00), β ∈ (0, β00) and ǫ ∈ (0, ǫ00), we obtain
sup
t≥0
Jλ(tuǫ,κ) < c∞.
Now choosing κ > 0 sufficiently small we see that uǫ,κ ∈ Xp,s1 and by fibering map analysis
there exists tˆ > 0 such that tˆuǫ,κ ∈ N
−
λ . Hence,
θ−λ ≤ Jλ(tˆuǫ,κ) ≤ sup
t≥0
Jλ(tuǫ,κ) < c∞.
This completes the proof of Lemma. 
Proof of Theorem 1.3 (ii): Lemma 3.5 and Proposition 4.1 hold true even when Nλ
is replaced by N−λ , hence we get a minimizing sequence {uk} ⊂ N
−
λ such that Jλ(uk) =
θ−λ + ok(1) and J
′
λ(uk) = ok(1) that is, {uk} is a (PS)θ−λ
sequence for Jλ. From Lemmas
4.4 and 4.7, there exists vλ ∈ Xp,s1 such that uk → vλ in Xp,s1 and Theorem 4.3 ensures
〈J ′λ(vλ), vλ〉 = 0. Now, using strong convergence uk → vλ and noting that N
0
λ = ∅, we get
vλ ∈ N
−
λ and θ
−
λ = Jλ(vλ). Using similar argument as in proof of Theorem 1.2 we can show
that vλ is non-negative. 
Remark 4.8 If s1 = s2, then the result of Lemma 2.1 does not hold true. In this case, the
energy functional Jλ is well defined on the space X := Xp,s1 ∩Xq,s2. Then one can defined
the Nehari manifold associated to Jλ as
Nλ = {u ∈ X \ {0} : 〈Jλ
′(u), u〉 = 0},
where 〈.,.〉 is the duality between X and its dual space. Observe that Nλ 6≡ ∅. One can easily
prove that the functional Jλ is coercive and bounded below on Nλ. Using fibering map analysis
and Nehari manifold technique (See section 3) we can obtain the existence and multiplicity
results as in Theorem 1.2 and Theorem 1.3(i) on the space X.
5 The case δ = q
In this section we prove existence of an solution of the problem (Pλ) for the case δ = q ≤ p <
r ≤ p∗s1 by using the blowup analysis and mountain pass theorem. In this case problem (Pλ)
reduces to {
(−∆)s1p u+ β(−∆)
s2
q u = λa(x)|u|
q−2u+ b(x)|u|r−2u in Ω
u = 0 on Rn \ Ω,
(5.1)
The energy functional associated to problem (5.1), Iλ : Xp,s1 → R is defined as
Iλ(u) :=
1
p
‖u‖pXp,s1
+
β
q
‖u‖qXq,s2
−
λ
q
∫
Ω
a(x)|u|q dx−
1
r
∫
Ω
b(x)|u|r dx.
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Lemma 5.1 Suppose 1 < q ≤ p < r ≤ p∗s1, then there exists λ∗ > 0 such that
(i) there exist ρ, η > 0 such that for all λ ∈ (0, λ∗),
Iλ(u) > η for all u ∈ Xp,s1 with ‖u‖Xp,s1 = ρ,
(ii) there exists u0 ∈ Xp,s1 such that Iλ(u0) < 0 and ‖u0‖Xp,s1 > ρ.
Proof. By means of Ho¨lder inequality and Sobolev embeddings, we have
Iλ(u) ≥
1
p
‖u‖pXp,s1
+
β
q
‖u‖qXq,s2
− λ
C1
q
‖u‖qXp,s1
−
C2
r
‖u‖rXp,s1
≥
1
p
‖u‖pXp,s1
− λ
C1
q
‖u‖qXp,s1
−
C2
r
‖u‖rXp,s1
= ‖u‖qXp,s1
(
1
p
‖u‖p−qXp,s1
−
C2
r
‖u‖r−qXp,s1
− λ
C1
q
)
.
(5.2)
Let f : R+ → R be defined as f(t) = 1p t
p−q − C2r t
r−q. A simple calculation shows that
f attains maximum at t0 =
(
(p−q)r
p C2(r−q)
) 1
r−p
and f(t0) =
(r−p)
p(r−q)
(
(p−q)r
p C2(r−q)
) p−q
r−p
. Now choose
λ∗ > 0 such that
η := f(t0)− λ∗
C1
q
> 0,
then for all λ ∈ (0, λ∗), we have f(t0)− λ
C1
q > η. Therefore, choosing ρ = t0, (5.2) implies
Iλ(u) > η for all u ∈ Xp,s1 with ‖u‖Xp,s1 = ρ.
Since Iλ(tu)→ −∞ as t→∞, we can choose t˜ > 0 such that ‖t˜u‖Xp,s1 > ρ and Iλ(t˜u) < 0,
then setting u0 = t˜u implies (ii). 
Define
cλ := inf
{
sup
t>0
Iλ(tu) : u ∈ Xp,s1 \ {0}
}
.
On the same line of proof of Lemmas 4.2 and 4.4, we can prove the following results:
Lemma 5.2 (i) Iλ satisfies (PS)c condition for all c ∈ R, provided r < p
∗
s1,
(ii) Iλ satisfies (PS)c condition for all c satisfying
−∞ < c < c∞ :=
s1
n
S
n
ps1 − Cq λ
p
p−q ,
where
Cq =
(
(p∗s1 − q)(p − q)
p q p∗s1
)(
p∗s1 − q
p∗s1 − p
) pq
p−q
S
−q
p−q ‖a‖
p
p−q
L∞(Ω) |Ω|
p(p∗s1
−q)
(p−q)p∗s1 , provided r = p∗s1 .
34
Lemma 5.3 Let 1 < n(p−1)n−ps1 ≤ q ≤ p. There exists Λ∗ such that for every λ ∈ (0,Λ∗), there
exists β∗ > 0 such that for all β ∈ (0, β∗)
cλ < c∞.
Proof. Following the proof of Lemma 4.7 with uǫ,κ, define in (4.14), there exists Λ00 > 0 and
ǫ00 such that for λ ∈ (0,Λ00), there exists β00 > 0 such that for all λ ∈ (0,Λ00), ǫ ∈ (0, ǫ00)
and β ∈ (0, β00),
sup
t≥0
Iλ(tuǫ,κ) < c∞.
Let Λ∗ = min{Λ00, λ∗} and analogously define ǫ∗ > 0 and β∗ > 0. Then, for all λ ∈ (0,Λ∗),
ǫ ∈ (0, ǫ∗) and β ∈ (0, β∗),
sup
t≥0
Iλ(tuǫ,κ) < c∞.
Hence, cλ < c∞, for all λ ∈ (0,Λ∗). 
Proof of Theorem 1.4: Using Lemmas 5.1, 5.2, 5.3 and standard Mountain Pass Theorem,
there exists a solution wλ ∈ Xp,s1 of (5.1). 
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