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A graph grammar is a mechanism for generating sets of graphs (called gruph languages). 
This paper examines the generating power of a simple extension of the well studied node-label 
controlled graph grammars. We show that the extension, called handle NLC grammars, gives 
the ability to generate any recursively enumerable graph language. The proof proceeds in 
three steps. First we show how a handle NLC grammar can simulate a phrase-structure string 
grammar, where the strings that the phrase-structure grammar works on are considered to be 
graphs of a special form. Then we demonstrate a way of encoding graphs as strings. The final 
step shows how a handle NLC grammar can convert a string encoding of a graph into the 
graph itself. g* 1987 Academic Press. Inc. 
1. IN-I-R~DU~TI~N 
Over the past 20 years, several models of “graph grammars” have been 
introduced as mechanisms for generating sets of graphs (e.g., [2, 5,6, 161). 
Numerous applications in computer science and biology have been studied (e.g., 
[3, 14, 151). One particular model is the node-label controlled (NLC) graph gram- 
mars ([4,9, 10, 11, 133, for example). They provide a production-based mechanism 
for generating graph languages (sets of graphs). In NLC grammars, the left side of 
each production is required to be a single labeled node. This paper examines the 
extension of these graph grammars where the left side of each production is a graph 
of the form 
A 
2. The main result shows that the resulting class of graph 
languages is exactly the recursively enumerable graph languages. 
* G. Rozenberg has been supported in part by National Science Foundation Grant MCS-79-03838. 
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Terminology and notation. Throughout the paper, the term graph refers to an 
undirected, node-labeled, finite graph with no self-loops or multiple edges, and we 
do not distinguish between isomorphic graphs, For a finite alphabet A, the set of all 
graphs with labels chosen from A is denoted G,. If a node u in a graph has a label 
A, then we call u an A-node. The empty set is denoted (zr and the empty graph is 
written E. A handle is a graph with exactly two labeled nodes, and one edge con- 
necting the nodes. 
We assume that the reader is familiar with the rudiments of computability theory 
and rewriting systems (such as string grammars). 
2. HANDLE NODE-LABEL CONTROLLED GRAPH GRAMMARS 
The exact extension of NLC grammars which we use is defined here. 
DEFINITION. A Handle NLC graph grammar (HNLC grammar) is a 5-tuple 
(Z:, A, P, cr, C), where 
- 2 is a finite set of node labels; 
A c Z is the set of terminal labels; elements of C - A are nonterminal labels; 
- P is a finite set of productions; each production has the form 
A B 
- := c( 
where A, BEE (at least one nonterminal) and C(E G,; 
- o E Gz is the start graph; 
- C E C x Z is the connection relation. 
The way that an HNLC grammar generates a set of graphs (its graph language) 
is based on the mechanism of ordinary NLC grammars. Here is a somewhat infor- 
mal description of this generation process. Let G = (z:, A, P, 0, C) be an HNLC 
grammar. A production A”.- .- c1 of P transforms a graph in the following way. 
Step 1. Start with a graph ,u; within p, find a specific occurrence of the handle 
A B 
- , which is called the mother handle. The set of nodes which are directly con- 
nected to the mother handle is called the neighborhood. 
Step 2. Delete the mother handle (and its incident edges) from the graph ,u. 
Call the resulting graph p’. 
Step 3. Add to ,u’ a disjoint copy of a. The new occurrence of CI is called the 
daughter graph. 
Step 4. For each pair (Y, 2) in the connection relation C, connect every 
Y-node in the daughter graph with every Z-node in the neighborhood. Call the 
resulting graph q. 
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We write p ac q to denote the relation “q is directly derived from p in G.” If 
there exists a finite sequence of transformations 
then we write p. 5, p,,, and say that p, is derivedfrom p. in G; the finite sequence 
is called a derivution of length m. The language generated by the grammar G. also 
called an HNLC language, is the set of all graphs in G, which can be derived from 
the graph a; that is L(G) = {p E G, / (T %G 11). When the grammar G is understood. 
the notation will be simplified to * or %-. 
EXAMPLE. Suppose we have a production 2 := LL ’ m an HNLC 
grammar with $onnytionzrelation C = {(a, a j). We can apply this production to 
the graph .” . in two ways. If the mother handle includes the leftmost 
Z, then the result is 
with the new daughter graph as indicated. On the other hand, if we choose the 
rightmost Z, then the result is 
EXAMPLE. Consider G = (C, A, P, O, C), where C = { W, X, Y, Z, a }, A = 
C= {(a, a), (Y, X), ( W, X), ( W, a)}, the start graph (T is 
and P has these three productions: 
Y L Y z u Y z w .Y w r, e--r:=. . e----r:=. I -:=. 
The grammar generates “circles” of the form 
n a 
r a d . . . 
with three or more nodes. (This cannot be done by an NLC grammar: see [4].) 
A useful extension of HNLC grammars is to allow each production to have an 
individual connection relation, rather than providing only one global connection 
relation, which all productions must use. This extension does not increase the 
language-generating capability of HNLC grammars. That is, an HNLC grammar 
with individual connection relations can be converted to a usual HNLC grammar, 
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without affecting the language that is generated. The algorithm for this conversion 
is identical to the method given for the same conversion on NLC grammars [lo], 
and hence not given here. 
3. RELATIONSHIP BETWEEN HNLC LANGUAGES AND STRING LANGUAGES 
One way to represent a string x = x1 x2 . . x, as a graph is by 
- . . . -. 
r, x2 .T” s 
The $ is a special “endmarker” symbol which does not appear in the alphabet of X. 
A graph of this sort is called a string-graph and is denoted by x’ (see [ 123 for a 
similar method). If LC A*, then the graph language associated with L is 
L$ = {J? 1 XE L). Clearly, if L$ is an HNLC language, then L is recursively 
enumerable. The following theorem shows that the converse also holds. 
THEOREM. A string language L is recursively enumerable if and only if L’ is an 
HNLC language. 
Proof: It is clear that L is recursively enumerable whenever L$ is an HNLC 
graph language. For the other half of the proof, suppose that L z A* is a recursively 
enumerable string language. (With E not in L; the case where E is in L is a simple 
extension.) Then there is a phrase-structure string grammar G which generates L, 
and the rules of G all have the form AB := w (with w nozempty) [8]. Let H be the 
following HNLC grammar: the labels of H are f u TV Tu {L, &, $}, where P and 
F are new copies of r with barred and double-barred symbols. (We assume all of 
these sets are disjoint.) The terminal labels of H are the terminal labels of G plus $. 
The start graph for H is slzz ... - l where S,S,...S,-,S, is the s,-, s, &’ 
start string of G. The productions of H have individual connection relations, as 
follows: 
(1) For each production AB := Y, ... Y, of G, there is an H-production 
Fe:= - . . . V) with connection relation 
A 
TX (F” (“&},rl 
rk-, rk Lx (Tu {L}) and 
(2) For each pair of symbols X, YE r, there are two H-productions 
- := 
x -= (with connection relation TX Tu {L} and ~XFU {&}), and Y R 
- := = 
x (3; 
-r(with connection relation f x f u {L) and i=x PU {&)). 
: or each XE r there is an H-production - := l , with all possible pairs 
in the connection relation. 1. x K 
(4) For each symbol XE r there is an H-production x:a:= 7s , with con- 
nection relation r x I-. 
Note that if x=-~ y is a derivation step in the string grammar G, then 
. . . . _ .Sn. . . . c l (where x=xr...x, and y=yl,..y,,,). 
‘This im$ies’?hat &L$ is-“; subiit of t(H).&The proof that L(H) is also a subset of L’ 
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is an induction on the length of a derivation in 2% The induction hypotheses is: if 
d 5, y is a derivation of length j then y is a graph of the form 
where the string x = x1 x2 . . . x, has these properties: 
(1) The last character is either $ or &, and these two characters do not appear 
elsewhere in the string. 
(2) There is at most one barred character, which appears after every L and 
unbarred character. 
(3) Every double barred character appears after the barred character. 
(4) If all the characters are made unbarred, and the characters L, $, &, are 
removed, then the result is a sentential form from G. 
The induction on j is a case-analysis of the productions of H. Therefore, L(H) = L’, 
as required for the theorem. 1 
4. ENCODING AND DECODING GRAPHS 
Let A be some fixed alphabet of node labels. This section gives one way to encode 
a graph LX E G, as a string. The key point of the encoding is that “decoding” can be 
carried out by an HNLC grammar, also given in this section. 
To encode a graph c(, we first fix some linear ordering on IX’S nodes, so we can 
talk about the first, the last, or the ith node of u. Then we give two strings. 
labels(u) = X, X, . . . X,,, where n is the number of nodes in c1 and Xi is the label of 
the ith node of ct. 
instructions(x): this is a string of “instructions” telling how to connect the nodes 
of IX. Of course, there are many different methods for giving such instructions. The ---- 
method described below uses the alphabet {L, R, S, E, !} (which is disjoint from 
the label alphabet of u). 
The instruction string assumes that we have been given a linear ordering of the 
labeled nodes of a, referred to as the node sequence. Associated with the node 
sequence is a node pointer, which at the beginning points to the last node of the 
sequence. The instruction string can be “executed” by reading its characters one at 
a time, from left-to-right. Each time a character is read, some action is carried out, 
such as rearranging the node sequence, moving the node pointer, or establishing 
edges between the nodes in the node sequence. The actions for each instruction 
character are the following. 
E - Move the node pointer left one spot in the sequence. 
i? - Move the node pointer right one spot in the sequence. 
i?- Establish an edge between the node which is currently pointed at and the 
node which follows it in the sequence. 
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S- This causes the node sequence to change. Specifically, the node which is 
currently pointed to by the node pointer is swapped with the node which follows 
the node pointer in the current ordering. The node pointer continues to point to the 
same position in the sequence (which is now a new node). 
!-This character is not actually an instruction like the other characters. 
Instead, it is an end-of-string marker which will only appear at the end of the 
instruction string, to indicate that “processing” is completed. The purpose of this 
will become clear later. 
EXAMPLE 4.1. Let TV be the graph 
A c r 
B 1; 
One way to encode c1 is the following: 
labels(a) = AABC, 
and 
instructions(a) = E!ZS~K! 
These instructions would be followed, step-by-step: 
Node Sequence Remaining 
with its pointer Instructions 
I I . . . . 
start: AABC 
t 
LLERSLEL! 
. . . . 
After executing ET: AABC 
------- 
t 
ERSLEL! 
After executing E: 
After executing R: 
.H. 
AABC ------ 
t 
RSLEL! 
.H. 
AABC ----- 
t 
SLEL ! 
After executing 2: 
After executing Z: 
After executing E: 
After executing z: 
x! A?B 
t 
I 7;jj,T 
l s5-h 
AACB --- 
t 
EL ! 
.6Gih 
AACB -- 
t 
L! 
.d?b 
AACB 
t 
T 
J 
I 
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After the last instruction is executed, the remaining graph is exactly a; thus the pair 
of strings (AABC, LEi?R,!?EK!) encodes the graph or. 
Notice how this example leaves the “pointer” at the first node in the current 
linear ordering; in general, we will assume that instructions always does this 
(which will simplify things later). For the special case of the empty graph, we define 
labels(cc) to be the empty string and instructions(a) to be the string T. 
Our reason for giving this method of encoding graphs is that it is fairly simple to 
design an HNLC grammar, denoted D,, which can “decode” this encoding. 
Specifically, for any graph CI E G, the grammar D, can derive CI (and no other 
graph) from the starting string-graph (labels(a) instructions(cc For example, D, 
will take the graph 
A A B C‘ ix t E R s L E t ! $ 
* e . 
and produce exactly one terminal graph-the graph c1 from Example 4.1. The label 
set used by D, is the union of sets 
($9 Z Q, L,, R,, S,, Sz, S,), I= {L R, S, E}, 
---- 
r= {L, R, S,E), A,& d=, &i, 
where 1 contains a new symbol B for each X E A (and similarly for 2, 2, and d). As 
usual, all these symbols are distinct. The following steps are the basic mechanism 
that D, employs to derive a graph c( from its encoding. 
(1) ! The right end of the starting string-graph looks like the following: 
.. - . The T marks the end of instructions (a), and the $ is provided by the 
mechanism which converts a string to a graph. At the beginning of the derivation, 
the $ will move to the left through the barred instruction symbols, removing the 
bars from each of them. When the last bar is removed, the $ is also removed, 
leaving a graph of the form 
labels(a) 
T1 instructions’(a) 
where instructions’(a) results from instructions(~) by removing bars. Thus, if c( is the 
graph from Example 4.1, then we get 
A A B C 
1==::==2. 
LLERSLEL! 
HANDLE NLC GRAMMARS AND LANGUAGES 199 
(The purpose of this step is to ensure that no derivation can start unless a $ appears 
at the end of the graph; this is required later.) 
(2) The first instruction from the instruction string is now “executed.” 
Movements of the “pointer” are accomplished by moving the edge which connects 
labels (CI) with the rest of the graph. Continuing with Example 4.1, the derivation 
will reach this graph after executing the first L instruction: 
A A B c 
r  l 
Notice how the nodes to the right of the pointer change to 2 symbols in order to 
keep the orientation of labels (m). Also, during execution of the L-instruction, the 
corresponding L-node was erased from the graph. The exact mechanism for 
executing this instruction and the others will be defined in a moment. 
(3) The next instruction is executed, and so on, until eventually ! is reached. 
For our example, when ! is reached, the graph looks like the following: 
! 
The Z-nodes in the graph are a mechanism for marking where final edges occur. 
Specifically, when the derivation finally ends, any two nodes which are mutually 
adjacent to a Z-node at this point will be connected; other nodes will not be 
connected. This placement of edges is instigated by the !-instruction. The final result 
is the graph ~1: 
During this last stage the labels d= and Q will be used. Most of the other symbols 
are used as temporaries while executing instructions. 
Table I lists the productions of the HNLC grammar we have been describing. 
Each production has an individual connection relation, as described at the end of 
Section 2. In the connection relations, ,X is the entire set of labels for the grammar. 
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TABLE I 
An Example Derivation, Starting with the Encoding of the Graph G( 
Production Connection relation 
Pl. Productions to remove the bars from 
the instructions, and to delete the $ 
A. For each XE I: 
Xf:=U 
B. For each AEd: 
c-2 := : 
P2. Productions to execute L instruction 
A. ForeachAEA: 
A .- I ‘- 
I 
. L LI 
B. For each BE A: 
B 
I 
B. 
.- .- 
LI 
P3. Productions to execute R instruction 
A. ForeachAoA: 
R 
I 
? := . R RI 
B. ForeachBoA: 
P4. Productions to execute E instruction 
Foreach AEA: 
A A 
I 
.----s := E 
{Blxz 
(Table continued) 
TABLE I-Continued 
Production Connection relation 
P5. Productions to execute S instruction 
A. ForeachAEA: 
A ,i 
I I 
:= 
s SI 
B. ForeachBEA: 
B B 
I 1 
:= 
SI s2 
C. ForeachAEA: 
I A 
I I := 
5.2 s3 
D. ForeachBEA: 
B 
I 
2 := 
P6. Production to handle special case of 
the empty graph 
T I 
-  :=F, 
P7. Productions to “clean up” at the end 
of the derivation 
A. For each A E A: 
B. ForeachAEA: 
A or;l . 
I :=( 
! Q 
{B}x(Audulu{Z}) 
m 
- 
{~}x(Au~u(Z})u{!}xd 
{A}x(AvAu{Z}) 
C. ForeachAEA: 
x A= d:= . {A}xE 
D. ForeachAEA: 
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Figure 4.1 shows an example derivation, starting with the encoding of the graph 
c( from Example 4.1. Notice that the final result is the graph U. 
pr--*l 
AABC~LE~SLEL,!a, 
start graph: . = : = . c = 
L-i + via. P4: 
Asia P1-A: rj A B C L L E :1 S L E ;i -a: ’ 
L-J 
+ via PZ-A: 
A A ‘B- :c l * 
+ \ia 1’5 C: 
FIGURE 4.1 
HANDLENLCGRAMMARSANDLANGUAGES 203 
For any graph c(, we define encode(a) to be the string resulting from the con- 
catenation of lubels(cr) and instructions(&). The following theorem, which follows 
from the definition of D,, indicates how the grammar D, can “decode” this 
encoding. 
THEOREM. Let c1 he any graph from G,. Then the only terminal graph generated 
h,t~ D, stcwtinp with (encode(a))$ is a. 
5. KECURSIVELY ENUMERABLE GRAPH LANGUAGES 
For any graph ~1, let encode(a) be the encoding of a as the string lubels(a)instruc- 
tions(a), as indicated in the previous section. A graph language L is called recur- 
sively enumerable if and only if the string language encode(L) = (encode(a) I c1 E L} is 
a recursively enumerable string language. 
An application of Church’s thesis tells us that each HNLC graph language is 
recursively enumerable. The constructions of the previous two sections imply that 
the converse also holds, which will be shown now. 
THEOREM. A graph language is recursively enumerable if and only if it is an 
HNLC language. 
Proof: Given an HNLC language L, it is easy to build a Turing machine which 
enumerates encode(L). For the other half of the proof, let L be a recursively 
enumerable graph language over an alphabet d. By definition, encode(L) is a recur- 
sively enumerable string language. Thus, using the technique of Section 3, we can 
construct a graph grammar H which generates exactly (encode(L))$ = 
{ (encode(crjjs I CI E L}. If we add H to the productions of D, (from Section 4), then 
for each CI E L, there is a derivation 
(Start graph of H) =$ (encode(a))’ 5 a. 
Notice that these are the only derivations of graphs over the terminal alphabet A. 
This follows because the 13, productions cannot begin until the $ label appears 
(and this is always the last step of a derivation by H), hence the productions of 
D, cannot interfere with those of H. Thus, the combined grammar, with rules 
from H and Dd (and using H’s start graph and terminal alphabet d) generates 
exactly L. 1 
Note. The definition of recursively enumerable which we have used makes 
reference to the method of the previous section for encoding graphs. However, any 
other effective method for encoding graphs gives the same class of recursively 
enumerable graph languages. In particular, any encoding that can be computed 
from our encoding would not change the definition of a recursively enumerable 
graph language. 
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6. DISCUSSION 
Within the theory of graph grammars, many graph generating mechanisms have 
been studied. In general, a production in a graph grammar is of the form CI := fi, 
where a and /I are graphs. A specific case where a is a one-node graph (hence as 
simple as possible) has been studied throughly within the framework of NLC gram- 
mars. 
The present paper extends the mechanism of NLC grammars to the rewriting of 
handles rather than single nodes only. We have shown that this simple extension 
yields “too much” generative power, i.e., all recursively enumerable graph 
languages. Two other graph generating mechanisms have been shown to have 
similar power [ 1,171; the advantage of HNLC grammars is that it is a simple 
extension of the well-studied NLC grammars. 
A graph rewriting mechanism which is related to HNLC grammars is the edge- 
replacement system studied by Habel and Kreowski [7]. This model does not yield 
the power of recursive enumerability, because it uses a very restrictive mechanism 
to embed a daughter graph. A natural follow-up of our research is to bridge the 
Habel-Kreowski approach with our own. Some questions in this direction are: 
(1) What restrictions on an HNLC grammar can one impose to get a 
“reasonable” generative power (e.g., restrictions on the connection relation, restric- 
tions on the allowable production)? 
(2) What happens if we vary the method of embedding the daughter graph by 
distinguishing different parts of the neighborhood? (This is methodologically close 
to the approaches from [7, 161.) 
We are currently working in this direction and hope to report on our research in 
the future. 
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