Abstract It has been increasingly reported that the multiobjective optimization evolutionary algorithm based on decomposition (MOEA/D) is promising for handling multiobjective optimization problems (MOPs). MOEA/D employs scalarizing functions to convert an MOP into a number of single-objective subproblems. Among them, penalty boundary intersection (PBI) is one of the most popular decomposition approaches and has been widely adopted for dealing with MOPs. However, the original PBI uses a constant penalty value for all subproblems and has difficulties in achieving a good distribution and coverage of the Pareto front for some problems. In this paper, we investigate the influence of the penalty factor on PBI, and suggest two new penalty schemes, i.e., adaptive penalty scheme (APS) and subproblem-based penalty scheme (SPS), to enhance the spread of Pareto optimal solutions. The new penalty schemes are examined on several complex MOPs, showing that PBI with the use of them is able to provide a better approximation of the Pareto front than the original one. The SPS is further integrated into two recently developed MOEA/D variants to help balance the population diversity and convergence. Experimental results show that it can significantly enhance the algorithm's performance.
Introduction
Many real-world optimization problems, such as water resource management (Reed et al., 2013) , design optimization Yang and Deb, 2013) , and land use management (Chikumbo, 2012; Masoomi et al., 2013) , often have multiple objectives that conflict with each other. Without lose of generality, these kinds of multiobjective optimization problems (MOPs) can be described as follows: where Ω x ⊆ R n is the decision space, n h and n g are the number of equalities and inequalities, respectively, M is the number of objectives, and F(x): Ω x → R M is the objective function vector of the solution x. Due to the nature of conflict among objectives, there does not exist a single optimal solution that can minimize all the objectives simultaneously. As a consequence, the optimization goal of MOPs is to obtain a set of solutions with a good trade-off among the objectives. The set of trade-off solutions is known as the Paretooptimal set (POS), and its image in the objective space is called the Pareto-optimal front (POF).
Multiobjective evolutionary algorithms (MOEAs) are an important class of methods devoted to solving MOPs. They employ a population of candidate members and evolve them collaboratively, resulting in a number of candidate solutions in a single run, without the use of any gradient information of MOPs. These characteristics make MOEAs very suitable for handling MOPs. After several decades of effort to the field of evolutionary computation, a huge number of MOEAs are available to date. They can be classified into three main groups: Pareto-based approaches (Deb et al., 2002; Knowles and Corne, 1999; Zitzler et al., 2002; Deb and Jain, 2014) , indicator-based approaches (Bader and Zitzler, 2011; Beume et al., 2007; Ishibuchi et al., 2010; Zitzler and Kunzli, 2004) , and decomposition-based approaches (Zhang and Li, 2007; Li and Zhang, 2009; Asafuddoula et al., 2015) . The MOEA based on decomposition (MOEA/D) is the most well-known representative of decomposition-based approaches. It uses scalarizing functions or decomposition approaches to decompose an MOP into a number of single-objective subproblems and optimize them in a co-evolutionary manner. In MOEA/D, weight vectors or search directions involved in the scalarizing functions implicitly manage population diversity, and the concept of neighbourhood is introduced to co-evolve solutions of neighbouring subproblems. This way, MOEA/D can quickly approximate the Pareto front and provide a set of diverse solutions. Recently, various versions of MOEA/D have been proposed in the literature (Zhang and Li, 2007; Li and Zhang, 2009; Asafuddoula et al., 2015; Li et al., 2015a; Jiang and Yang, 2015) , and the idea of decomposition has been exploited in a number of studies Li et al., 2014b Li et al., ,c, 2015a Liu et al., 2014; Yuan et al., 2015) .
In MOEA/D, there are three widely-used scalarizing functions, i.e., weighted sum, weighted Tchebycheff, and penalty boundary intersection (PBI), to aggregate M different objectives (Zhang and Li, 2007) . Compared with PBI, the weighted sum and weighted Tchebycheff are easier to implement and less computationally expensive. A recent study (Ishibuchi et al., 2013) reported that the weighted sum shows better search performance than the weighted Tchebycheff in many-objective problems. However, the weighted sum is not effective to approximate problems with the entire concave Pareto front (Zhang and Li, 2007) . The weighted Tchebycheff approach has received intensive research interest due to its ability to approximate both convex and concave POFs. Despite its great success for solving standard benchmark problems like ZDT (Zitzler et al., 2000) or DTLZ (Deb et al, 2005) , some recent investigations have revealed that this approach has difficulties in uniformly distributing solutions on boundary regions of the POF for complex problems (Qi et al., 2014; Jiang and Yang, 2015) . On the other hand, the PBI approach gains a firm foothold in MOEA/D because it can provide a more uniform distribution of POF than the weighted Tchebycheff for three-and higher-dimensional problems (Li et al., 2015a; Zhang and Li, 2007; Deb and Jain, 2014; Gomez and Coello Coello, 2015) .
It is not very surprising that PBI has obtained great success for multiobjective and many-objective problems since its introduction. Probably due to the lack of complicated POF characteristics in the well-known ZDT (Zitzler et al., 2000) , DTLZ (Deb et al, 2005) and WFG (Huband et al., 2006) test suites in the field of multiobjective optimization, PBI has been rarely or even not deeply examined on problems with complicated POFs. However, real-world MOPs often have irregular POF geometries Osycza and Kundu, 1995; Wang et al., 2013) , where the shape can be extremely convex and/or concave. Note that, there are also other kinds of irregularities, such as degenerate and disconnected POFs (Cheng et al., 2015; Jain and Deb, 2013; Giagkiozis et al., 2014) , which may be harder than extremely-shaped POFs. As a starting point, we just consider irregular extremely-shaped POFs in this paper. While it has been repeatedly reported that PBI works well on regular problems, one may wonder whether PBI can continue its success on the real-life or artificial problems with complicated POFs. If not, the applicability of PBI (Zhang and Li, 2007; Al Moubayed et al., 2013; Pavelski et al., 2014; Jia et al., 2011) and its extension to many-objective optimization (Cheng et al., 2016; Deb and Jain, 2014; Gomez and Coello Coello, 2015; Li et al., 2014a Li et al., , 2015a Mohammadi et al., 2014; Yuan et al., 2014; Mendez and Coello Coello, 2015; Gomez and Coello Coello, 2015) , which has become a recent hot topic, could be questioned.
The performance of PBI is largely determined by its penalty factor, which controls the balance between convergence and diversity. A small penalty favours convergence whereas a large one stresses diversity. The penalty value was commonly set to 5.0 in most studies, e.g., Zhang and Li, 2007; Li et al., 2015a) . However, in (Ishibuchi et al., 2015) , PBI with a penalty value of 0.1 was reported to outperform that with a penalty value of 5.0 on multiobjective knapsack problems. This means, the optimal value for the penalty factor may vary dramatically from problems to problems. Also, in the case of small penalty values, if the distance from the obtained ideal point to boundary solutions is significantly larger than that to intermediate solutions, boundary solutions are likely to be abandoned during the search because of the poor convergence measured by the distance. In the case of large penalty values, due to overemphasis of diversity, population individuals need more computational resources to explore the search space before converging to the POF. Besides, Sato (2014) argued that if the obtained ideal point is far from the true ideal point (probably due to the loss of boundary solutions), PBI will face difficulties to approximate the entire POF. Therefore, the author suggested an inverted version of PBI to ease this problem. Nevertheless, the inverted PBI fails to consider the influence of the penalty factor, and may still get stuck into the difficulty of tuning this parameter.
In this paper, we first study the influence of the penalty factor on the search performance of PBI, followed by suggesting two new penalty schemes, i.e., adap-tive penalty scheme (APS) and subproblem-based penalty scheme (SPS). APS adaptively assigns all subproblems the same penalty value by taking into consideration different requirements at different search stages, whereas SPS specifies distinct penalty values for different subproblems at an attempt to enhance the spread of POF. These schemes are examined on several complex problems and experimental results demonstrate their promise for improving PBI's performance. Besides, SPS is further integrated into some newlydeveloped MOEA/D variants, showing that it significantly improves the performance of these algorithms.
The rest of this paper is outlined as follows. Section 2 briefly reviews related work on MOEA/D. Section 3 first presents an investigation into the influence of the penalty factor on PBI and then introduces the two penalty schemes proposed for PBI. In Section 4, the experimental study is conducted on the proposed penalty schemes. Section 5 concludes this paper and discusses some future work.
Related Work

The PBI Approach
Decomposition approaches play a key role in converting an MOP into a number of scalar optimization subproblems in decomposition-based MOEAs. There are three popular decomposition approaches, such as the weighted sum, weighted Tchebycheff and PBI. The weighted sum approach favours convex problems and fails to approximate problems with a concave POF, whereas the weighted Tchebycheff approach can handle both convex and concave problems. The PBI approach has its advantages in obtaining a good distribution of solutions in the objective space (Zhang and Li, 2007) and handling many-objective problems Ishibuchi et al., 2015) , but its performance is very sensitive to the setting of the penalty factor (Ishibuchi et al., 2015) . The scalar optimization problem of PBI is defined as follows:
where
Ω x is the search space and z vector (F(x) − z * ) on the weight vector w and the perpendicular distance from F(x) to w, respectively. Fig. 1 offers a brief illustration of the PBI approach. It is not difficult to see that θ takes the responsibility for balancing convergence (measured by d 1 ) and diversity (measured by d 2 ), and the PBI approach drives the search toward the obtained ideal point z * by minimizing g pbi . Figure 2 shows the contour lines of PBI with θ = 1.0 on three different two-dimensional weight vectors, where different weight vectors specify distinct promising search regions in the objective space. This means each weight vector can direct the search toward its preferred POF segment, and by employing a number of well-spread weight vectors, the whole POF can be approximated. To illustrate the influence of the penalty factor θ, we also plot the contour lines of PBI on w = (0.5, 0.5)
T for θ = 0.0, 1.0 and 2.0 in Fig. 3 . The figure indicates that different values of θ lead to different search behaviours and a large value of θ narrows efficient search regions and promotes diversity.
MOEA/D Algorithm
MOEA/D employs a set of predefined weight vectors that uniformly partition the entire objective space to specify a number of search directions, and defines a single-objective problem or a multiobjective subproblem by decomposition approaches for each search direction. For each search direction, MOEA/D also specifies T closest neighbours beforehand, which helps to efficiently solve the associated singleobjective problem in a collaborative manner. During the course of search, mating selection and replacement are considered among solutions associated with the T neighbouring search directions. MOEA/D is a steady-state algorithm and updates solutions one by one, so it approximates the true POF quickly. Algorithm 1 presents a brief description of the original MOEA/D with the PBI (Zhang and Li, 2007) . For more details, the interested readers are referred to (Zhang and Li, 2007) . for i := 1 to N do 7:
Randomly select two indexes r 1 and r 2 from B(i) 8:
Apply genetic operators on individuals r 1 , r 2 to produce a new solution y 9:
If y is better than any individual
, then x j is replaced by y 10:
end for 11: end while 12: Output P 3 Proposed Penalty Schemes for MOEA/D with PBI
Influence of the Penalty Factor
As mentioned earlier, θ is a key factor for balancing convergence and diversity in PBI. A small value of θ favours convergence whereas a large one is beneficial for diversity. Figures 4 and 5 show the influence of two different θ values on convergence and diversity, where the bold curve is the true POF and points A to G are scattered POF points.
In Fig. 4 , θ is set to 1.0, and its influence is illustrated by two adjacent boundary weight vectors, i.e., w 1 = (0.1, 0.9)
T and w 2 = (0.2, 0.8) T . Intuitively, B and C are ideal optimal points for subproblems associated with w 1 and w 2 , respectively. However, the solution B of the subproblem associated with w 1 will be replaced with C since g pbi (C|w 1 , z * ) = 0.60 is smaller than g pbi (B|w 1 , z * ) = 0.75. This means, due to insufficient penalty, POF points far away from the obtained ideal point z * are replaced by those close to z * , thus the diversity of solutions declines. Even worse, for extremely-convex problems that have a sharp peak and long tail (Jiang and Yang, 2015) , the above impact is more vital, and boundary points on the POF cannot be approximated so as to decrease the spread of the POF. In Fig. 5 , w 1 = (0.5, 0.5) T and w 2 = (0.4, 0.6) T are two adjacent intermediate weight vectors, and a large value of θ = 5.0 is used in PBI. For w 1 , PBI is expected to drive the search toward the POF segment between D and E. At the early stage of search, the subproblems associated with w 1 and w 2 find their best solution H and J, respectively. Clearly, J is much closer than H to the expected POF segment. But, for the subproblem associated with w 1 , its current solution H will not be replaced by J as J gives a larger g pbi than H. This indicates, due to excessive penalty, solutions close to weight vectors but far away from the POF may be preferred over those close to the POF but far away from the weight vectors. This inevitably spoils PBI's convergence performance and slows down the whole search process.
Adaptive Penalty Scheme (APS)
Facing the above-mentioned difficulties, one may naturally turn to adaptively adjusting the magnitude of penalty at different search stages. At the early stage, the main optimization goal is to drive the search toward the POF as fast as possible, so a small value of θ is helpful for fast convergence. In contrast, at the late stage, the obtained solutions are required to be diverse and spread so that they will not miss any part of the entire POF. Thus, the late search stage focuses on diversity, and a large value of θ is expected to diversify the solutions.
In this paper, we propose to use the APS to balance the population convergence and diversity at different stages, which is described as follows:
where t is the iteration counter, maxIteration is the maximum number of iterations, θ min and θ max are the lower and upper bounds of θ, respectively. Here, these two parameters are suggested to be θ min = 1.0 and θ max = 10.0, which ensures θ = 5 recommended by Zhang and Li (2007) 
Note that, the APS used in this paper is linear and serves as an example for validating the promise of this kind of method to enhance PBI. In principle, any proper nonlinear APS can fulfil this purpose.
Subproblem-based Penalty Scheme (SPS)
Another alternative way to reduce the drawback of PBI is to specify independently a penalty value for each subproblem. As explained in Section 3.1, for convex problems, boundary solutions are much further than intermediate solutions from the obtained ideal point, so boundary subproblems should be given strict penalties on diversity measure to avoid unreasonable replacements. For concave problems, although there is no much difference between boundary solutions and intermediate solutions in terms of their distance to the obtained ideal point, strict penalty on boundary solutions might also help maintain diversity.
The idea behind the SPS is simple, but it is not easy to assign N different penalty values for N subproblems. Also, such assignments may be computationally expensive. Having realized that each subproblem is mainly determined by its weight vector and there are distinct differences between boundary and intermediate weight vectors, we elaborate the following SPS for PBI:
where θ i denotes the penalty value for a weight vector w i , and β i is the difference between the maximum component and the minimum component in w i . Since 
For intermediate weight vectors, i.e., all components are almost identical, β i is close to 0, while for boundary weight vectors, particularly those lying on the M coordinate axes, β i has a value of one. α is a non-negative value controlling the magnitude of penalty and α = 4.0 is recommended in this paper based on some preliminary studies. The exponential formulation used here ensures that the penalty value is always positive.
Experimental Study
Experimental Settings
To examine the effectiveness of our proposed schemes, we use six complex problems with irregular Pareto fronts instead of some well-known test suites such as ZDT (Zitzler et al., 2000) or DTLZ (Deb et al, 2005) for empirical comparison. Some of them have been tested in (Jiang and Yang, 2015) and , showing that the original MOEA/D faces difficulties in solving these kinds of problems due to their complex characteristics. The detailed description of these problems is presented in Table 1 .
The proposed two penalty schemes, i.e., APS and SPS, are compared with the original PBI. MOEA/D 1 with these different penalty schemes was implemented in C++. θ in the canonical PBI was set to 5.0, and this kind of setting has been widely adopted in the literature (Zhang and Li, 2007; Deb and Jain, 2014; Li et al., 2015a) . The neighbourhood size T was set to 20. The crossover probability was set to p c = 1.0 and its distribution index was η c = 20. The mutation probability was set to p m = 1/n, where n is the number of variables, and its distribution η m = 20. We set the population size N to 100 for bi-objective problems and 190 for three-objective problems. The stopping criterion was set to 100 generations. For all the test problems, the MOEA/D variants were executed 30 independent runs.
Performance Metrics
In the experiments, we use three performance measures, which are described below.
Maximum Spread (MS)
The MS, first introduced by Zitzler et al. (Zitzler et al., 2000) , measures to what extent the extreme members in an approximated Pareto front P OF * has been reached. Goh 1 Source code available from http://dces.essex.ac.uk/staff/qzhang/.
and Tan (Goh and Tan, 2007) proposed a modified version of MS by taking into account the proximity of P OF * towards the true Pareto front P OF :
where P OF k and P OF k are the maximum and minimum of the kth objective in P OF , respectively; Similarly, P OF * k and P OF * k are the maximum and minimum of the kth objective in P OF * , respectively. A large value of M S ′ indicates a good spread of P OF * , and M S ′ will have a value of one when P OF * covers the whole P OF .
Inverted Generational Distance (IGD)
The IGD (Zitzler et al., 2003) is an effective performance indicator since it can provide reliable information on both the diversity and convergence of obtained solutions. Let P F be a set of solutions uniformly sampled from the true POF, and P F * be the approximated solutions in the objective space, the IGD metric measures the gap between P F * and P F , which is calculated as follows:
where d(p, P F * ) is the distance between the member p of P F and the nearest member of P F * . In this paper, 500 points uniformly sampled from the true POF are used as the reference set for IGD, which can be done by generating a large volume of points and then pruning them to the desirable size by the kth nearest neighbour method proposed in the strength Pareto evolutionary algorithm 2 (SPEA2) (Zitzler et al., 2002) .
Hypervolume (HV)
HV (Zitzler and Thiele, 1999) measures the size of the objective space dominated by the approximated solutions S and bounded by a reference point R = (R 1 , . . . , R M )
T that is dominated by all points on the POF, and is computed by:
where Leb(A) is the Lebesgue measure of a set A. In our experiments, R is set to (1.2, 1.2)
T and (1.2, 1.2, 1.2) T for bi-and three-objective test instances, respectively. 
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Uni-modal Convex Table 2 , it can be seen that both the proposed penalty schemes are helpful for improving the performance of PBI. Specifically, on the MS metric, the use of APS and SPS can provide a better coverage of POF for most of the problems compared with the original PBI, and SPS improves the coverage much more than APS. The IGD metric suggests that APS and SPS can give better distribution of obtained points along the POF for all the problems except F2. Besides, the HV metric further indicates the effectiveness of APS and SPS for most of the problems, and SPS significantly improves the performance of PBI except on F2. Note that, PBI with APS or SPS does not offer noticeable improvement on the MS, IGD and HV metrics for F2. This may be because F2 is a concave problem and there is no considerable difference between boundary solutions and intermediate solutions in terms of their distance to the obtained ideal point. This negligible difference implies that all the decomposed subproblems have similar convergence performance in PBI. In this case, diversity is the only influencing factor, and thus a fixed and identical penalty value can help all the problems reach the same level of balance between diversity and convergence, which may be suitable for solving such kind of problem. Nevertheless, the use of APS and SPS does not degrade PBI's performance in this case. For a better understanding of the improvement provided by our proposed penalty schemes, we also present graphical plots of approximated POFs for the six problems in Figs. 6 and 7. It can be clearly observed from the figures that, both PBI+APS and PBI+SPS help to find more boundary points than the original PBI for F1, F3, F4 and F6 so as to stretch out their approximated POFs, and PBI+SPS performs much better than PBI+APS in doing this. For the overall concave F2 and F5 problems, three PBI variants show nearly similar distribution of obtained solutions, although PBI+SPS seems to find more boundary points than PBI and PBI+APS for F5.
Experimental Results
It is understandable that PBI+SPS performs the best in most cases. This can be attributed to the feature that PBI+SPS imposes strict penalty on boundary subproblems so that it is capable of finding boundary points.
Integration into MOEA/D Variants
The previous subsection clearly shows the effectiveness of the two proposed penalty schemes, and SPS generally performs better than APS. In this subsection, SPS is integrated into two newly-proposed variants of MOEA/D, i.e., MOEA/D-ACD and MOEA/D-STM (Li et al., 2014c) , to examine whether SPS can help improve the performance of PBI-based algorithms.
Integration into MOEA/D-ACD
MOEA/D-ACD uses constrained decomposition approaches to convert an MOP into a number of single-objective subproblems. The basic idea behind it is to add constraints to the decomposed subproblems to shrink improvement regions. For the w i search direction in MOEA/D, the resulting con- strained subproblem i is defined as follows:
where g(·) is the scalarizing objective function defined by a decomposition approach, w i , F(x) − z * is the acute angle between w i and F(x) − z * , and φ is a parameter controlling the size of improvement regions. The value of φ is different for different subproblems. Fig. 8 illustrates the improvement region of the constrained PBI approach for subproblem i.
It can be clearly observed from Fig. 8 that the enclosed improvement region for the constrained PBI is mainly controlled by two acute angles, i.e., φ and γ, where γ is determined by the penalty factor θ. A constant θ value in MOEA/D-ACD means all subproblems have the same γ, and the improvement regions may be still too large for some subproblems although the constrained decomposition approach is used. As a result, a new solution can replace several different old but well-distributed solutions, thus impairing the population diversity. In contrast, if each subproblem is assigned a different and proper θ value, the improvement regions will be well controlled, which may help maintain the balance between the population diversity and convergence.
It should be noted that our proposed SPS and the constrained approach in MOEA/D-ACD are similar in some sense because both are based on the assumption that each subproblem should separately maintain an appropriately different balance between diversity and convergence. When SPS is integrated into MOEA/D-ACD, it is expected that SPS can help improve the performance of MOEA/D-ACD. For this reason, we compare the integrated MOEA/D with MOEA/D-ACD on our previously used test problems. For notation convenience, MOEA/D-ACD is denoted as "ACD" and MOEA/D-ACD with SPS as "ACD+SPS" later on. The results of ACD and ACD+SPS regarding the three performance measures are given in Table 3 . From Table 3 , we can observe that the use of SPS helps enhance the performance of ACD for all the problems except F2 and F5. For F2 and F5, ACD performs better in some runs but worse in other runs than ACD+SPS. The comparison between ACD and ACD+SPS clearly indicates that different subproblems require different θ values to control the upper bound of the improvement regions. Furthermore, we performed the Wilcoxon rank sum test on these two algorithms at the 0.05 significant level to verify the statistical difference between them. The results are shown in Table 4 , where "better", "equivalent", or "worse" denotes the number of test problems on which the corresponding algorithm is better than, equivalent to, or worse than the compared algorithm, respectively. The statistical results further confirm that SPS is beneficial to MOEA/D and improves the performance of MOEA/D-ACD.
In order to have a better understanding of the impact of SPS, we graphically plot the average IGD metric obtained by ACD with and without SPS against the number of generations on the six test problems in Fig. 9 . Clearly, ACD without SPS generally has a faster convergence speed than that with SPS. The reason is that the use of SPS reduces the improvement region for each subproblem so that ACD+SPS needs some effort to find a new solution that is better, in terms of diversity and convergence, than the old solution of the considered subproblem and replace the old with the new one. Despite that, the use of SPS improves the IGD metric at the late stage for the problems except F2. This means that SPS enhances the diversity performance of MOEA/D-ACD, thereby providing improvement on the distribution of obtained POFs.
Integration into MOEA/D-STM
Another MOEA/D variant to be considered is a stable matching (STM) based MOEA, called MOEA/D-STM (Li et al., 2014c) . MOEA/D-STM uses the STM model to coordinate the selection process in MOEA/D, where subproblem agents can express their preferences over the solution agents, and vice versa. As a consequence, suproblems' preference encourages convergence whereas solutions' preference promotes diversity. As our work focuses on the improvement of PBI, so PBI should be used in MOEA/D-STM for experimental analysis, and the penalty value θ is set to 5.0 (Zhang and Li, 2007) . The other parameter settings remain the same as in Li et al. (2014c) . Table 5 reports the results of three performance measures obtained by MOEA/D-STM and MOEA/D-STM with SPS, where for the notation convenience, "STM" and "STM+SPS" represent the former and the latter, respectively. It can be clearly observed that, the use of SPS significantly improves the performance of STM for all the considered problems. On the other hand, it is worth noting that STM seems struggling to solve F2, and its MS metric value of zero indicates that STM produces as many duplicate solutions as the population size for F2. In contrast, when SPS is integrated into STM, F2 can be easily approximated, as indicated by the very small IGD values. This means a fixed penalty value for PBI in STM is not suitable for solving test problems.
The poor performance of STM without SPS on the tested problems may be explained by two possible reasons. One is that, the test problems may be too complicated in terms of their POF shapes so that STM struggles to solve them. The other reason may be the inappropriate setting of the penalty value in PBI. As subproblems in MOEA/D are responsible for different landscapes of the objective space, they should be given different penalty values for different scenarios to balance convergence and diversity in PBI. Although STM promotes the balance between convergence and diversity, its convergence still depends on scalarizing functions. Thus, when PBI is chosen as the scalarizing function, the penalty value should be carefully specified.
Influence of Parameter α on SPS
In SPS, the magnitude of penalty for a subproblem considerably depends on its control parameter α. In this subsection, we investigate the sensitivity of SPS to this parameter. MOEA/D with PBI+SPS is tested on F1 and F2 since these two problems have distinctly different POF shapes, i.e., F1 is extremely convex whereas F2 is extremely concave. The value of α in SPS varies from 1.0 to 10.0, and other parameters remain the same as in Section 4.1. Table 6 presents the obtained IGD values of MOEA/D with PBI+SPS with different α values on F1 and F2. It can be observed that, for F1, α = 4.0 in SPS provides better IGD values than the other settings. Setting α to a too small or too large value degrades the performance of PBI+SPS in terms of the IGD metric. For F2, however, all the settings of α except α = 10.0 can produce similar IGD results and there is no significant difference between these IGD values. This observation indirectly indicates that, concave problems are less likely to be affected by the penalty factor θ in PBI, but this is not the case with convex problems.
In SPS, the penalty value is controlled by two parameters, i.e., α and β. For a weight vector w i , β i can be easily calculated by Eq. (6). Thus, α is the only factor that can influence the penalty value. However, for distinct weight vectors, the value of αβ may be different. There are at least two scenarios, i.e., αβ < 1 or αβ ≥ 1. Small αβ values underemphasize population diversity whereas large ones favour diversity. To investigate these situations, we use F1 as the test problem. As F1 has an extremely convex POF shape, the boundary regions are hard to be located. Therefore, we T to approximate three boundary points. Correspondingly, their β values are β 1 = 0.96, β 2 = 0.9, and β 3 = 0.7, respectively. α is set as α=0.5, 1, 2, and 4, meaning that αβ < 1 if α=0.5 and 1; otherwise, αβ > 1. Since only three population individuals (which is determined by the number of weight vectors) are used, we increase the maximum number of generations to 1000 in order to guarantee convergence. Figure 10 shows the influence of α on population distribution. Clearly, the larger α is, the more spread the obtained points will be. Thus, α = 4 yields better spread than the other settings, although one of the solutions is a little bit far away from w 3 . We guess that α = 4 might be too large for the subproblem associated with w 3 , which may discard solutions that have good convergence but poor diversity. On the other hand, small α values favour intermediate points as these points are much closer than boundary points to the ideal point, indicating that the resulting penalty is not enough to maintain diversity.
It is worth noting that α = 4.0 might not be the best parameter setting for all kinds of problems, although it clearly provides a significant improvement for PBI. As α controls the balance between the population diversity and convergence for each decomposed subproblem, it should be carefully selected in order to maximize the algorithm's performance. Also, it is desirable to design an adaptive strategy for the setting of α, which is left for our future work.
Conclusions and Future Work
In this paper we have investigated the influence of the penalty factor on the performance of PBI within MOEA/D. The investigation shows that, a small penalty value is bene-ficial for convergence but may make PBI unable to preserve boundary solutions if boundary solutions are much further away from the obtained ideal point than intermediate solutions, while a large one is advantageous to diversity but can slow down the convergence course. On the basis of this investigation, two new penalty schemes, i.e., APS and SPS, are introduced to strike a balance between convergence and diversity. Similar to the original PBI, APS assigns identical penalty values for all subproblems, but the penalty values are generationally increasing during the course of search, with a small value at the early stage in favour of fast convergence and a large one at the late stage emphasizing diversity and spread of solutions. In contrast, SPS turns to specify distinct penalty values for different subproblems according to the location of their associated weight vectors. Boundary subproblems are given a strict penalty and intermediate ones are given a loose penalty. This way, preservation of boundary solutions are enhanced so as to provide a wide spread of Pareto font.
These two new penalty schemes have been tested on several complex problems, including bi-objective and threeobjective problems. Experimental studies have shown that both schemes help ease the loss of boundary solutions and outspread the Pareto font, and PBI with SPS performs significantly better than that with APS. This means SPS is an effective way to improve the performance of PBI. Besides, SPS has been integrated into two recently proposed variants of MOEA/D, i.e., MOEA/D-ACD and MOEA/D-STM, and experimental results have clearly demonstrated the efficiency of SPS in promoting the performance of decomposition-based MOEAs with PBI.
Although the proposed penalty schemes have offered encouraging results on the test problems considered in this paper, they should be examined on a wider range of different kinds of problems. As there has recently been an increasing number of studies in extending PBI-based MOEAs to many-objective optimization, it should be very interesting to further examine the effect of PBI on different types of manyobjective problems. Besides, designing a parameter-free or adaptive PBI method for MOEA/D is very desirable. In our future work, MOEA/D with PBI variants will be compared with other state-of-the-art algorithms.
