ABSTRACT
INTRODUCTION
The Self-organizing Map (SOM) [5, 71 is a n artificial neural network which defines a nonlinear transform from the input space to the set of nodes in the output space. Each node is associated with a model of the input space. Through an unsupervised learning process, the models become specially tuned and organized according t o input patterns. The learning algorithm which leads to self-organization can be simplified into two steps 15, 71 . For each input sample:
1. Find the best-matching unit (BMU) on the map by using the chosen similarity measure.
2.
Update the model of the BMU as well as the models of the neighboring units according t o the current input sample.
These two steps are repeated during the training. The niodel updating in step 2. can be done incrementally after each input sample or in a batch process 171.
The SOM can be considered as a principle rather than one specific algorithm only. The input data in this work consists of unsegmented feature vector sequences with varying lengths. The goal is to develop an unsupervised segmentation method for data sequences using the competitive-learning principles of the SOM, and thereby to derive emergent segment models on the map. If the models associated with the SOM nodes are state models and the similarities between the models and data are computed using probabilities, this leads to the concept of hidden Markov models (HMMs) [lo] . Each data segment of the sequence can then be interpreted as an output of one map node. This paper proceeds by first discussing HMMs, then presenting the learning scheme for competitive HMMs on the SOM, and then giving the results of the experiments with speech.
HIDDEN MARKOV MODELS IN SPEECH RECOGNITION
Hidden Markov models (HMMs) are models for sequential, stochastic data. They are commonly used in speech recognition [lo] where their benefit is to tie separate observations in time together and so utilize the mutual time-dependency and order of acoustic phenomena in recognition. The speech patterns are is a n N x N matrix of the state transition probabilities, B = {b,}zV=, is a set of observation probability densities of N states, and 7r is an initial state probability vector.
There exist well-known optimization algorithms for the final parameter estimation task relying on different criteria such as maximum-likelihood (ML) principle, mutual information, or error-correctiveness. However, a fundamental question before any parameter estimation algorithm can be applied, is how to define and parametrize an HMM state or a state sequence. Usually prior knowledge is required for defining the sequence units t o be modeled or deciding what kind of representations the states should have. There should be a balance between the specificity of the models and the amount of the training data. It is clear that this is not the problem of speech recognition only, but one of the main problems of modeling in general.
In speech recognition, the traditionally modeled speech units are whole words or linguistic subwords like phonemes or phoneme pairs. True whole-word models require training utterances for each word to be recognized. Thus more training data can be used for each model if all words can be constructed using a limited set of building blocks. A whole-word model can be constructed using the building blocks by means of a pronunciation dictionary. Usually the subword units are phonemes and the pronunciation of the word is represented as a phoneme sequence.
If the number of the subword models is small, there is more training data available for each model but the acoustic variation inside each model may be large. The realizations of the phonemes, the phones, behave differently depending on their acoustic context. The preceding phones have effect on the ensuing ones and vice versa. Thus more robustness can be obtained in the modeling by taking the local context of the phones into account. Models can be constructed for larger linguistic speech units such as phoneme pairs or triples. The cost of modeling concatenated phonemes is, however, the increased number of models and thus the need for larger amount of training data. Since the amount of training data is usually limited, some kind of parameter tying is then required.
The idea in the present work is that the HMMs are not trained for pre-defined linguistic segments, but the SOM will find the segments from the feature sequences in an unsupervised manner. The resulting models may then be generalized phones, diphones or triphones, or they may represent smaller and more detailed parts of the phones. The specificity and characteristics of the models are determined by the properties of the input data.
Earlier experiments with the data-driven segment units have been presented in [9, 3, 4). Generative topographic mapping (GTM) 12, 11 also has resemblance t o the current work.
COMPETITIVE LEARNING OF HIDDEN MARKOV MODELS
In principle, the models associated with the SOM nodes can be chosen arbitrarily. They do not even have to be equally parametrized since the competition of the models is based on their activity t o response t o the input patterns. The model adaptation means just tuning the models to better fit t o the input [6] , and this can be carried out differently depending on the parametrization of the model.
In this work the models associated with the SOM nodes are single-or multi-state Markov models.
The speech segments t o be modeled are not pre-defined; the training is totally unsupervised. Besides using the SOM as a framework for training emergent state models, the SOM is also used in the present work for estimating observation pdfs of the states; SOM-based vector-codebooks are used as the basis of the pdfs and each codebook vector is one kernel mean of the Gaussian mixture [8).
Hidden Markov models are usually trained by using the Baum-Welch or the segmental k-means algorithm [lo] . The Baum-Welch algorithm adapts the state models of all possible state sequences according to their likelihood t o produce the input whereas the segmental k-means algorithm adapts only the models of one best state sequence. The single best state sequence is obtained by using the Viterbi algorithm [lo) .
Selecting only the best sequence corresponds to the winner-take-all principle of the SOM. The Viterbi algorithm is used in the present work for choosing the best-matching model sequence. T h e smoothness of the training and the sharing of the training data between models is then provided by the neighborhood of the SOM. The training begins by initializing the state models. Random initialization can be used, but more controlled initialization is obtained by first training a large vector-SOM and then partitioning it into clusters. Each cluster is then considered as a state. Each vector of one cluster becomes the kernel mean of the pdf and it is provided with a weight coefficient. The training proceeds by repeating the following two steps a sufficient number of times: for each input sequence in the training set, where cim is the mth mixture coefficient and N is the Gaussian kernel with mean vector pin and covariance matrix Can,. Each kernel mean is one prototype vector of the vector-SOM.
The neighborhood function h is used on the state-SOM when updating the state models. Another neighborhood function h' is used inside each state for the vector-SOM when updating the kernel means. The neighborhood function controls the learning rates of all map units and the organization of the whole map. It may have, e.g., the shape of a Gaussian.
For single-state models on the SOM, the new values of the parameters after batch adaptation are If the state models are randomly initialized, some of them may get large segments of the input in the beginning of the training and thus become dominating. The transition probabilities back to the dominating states are then likely to become large and these models do not become selective. This is avoided if the transition probabilities between the states are set equal in the beginning of the training and after the state-SOM neighborhood has been shrunk to small value, they are adapted. This procedure was found to give good results in the experiments. Another way t o spread the states into the state space is to use the vector-SOM initialization. This means that the state models are first trained for static vectors before the modeling of the dynamics of the input takes place.
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If multi-state HMMs are used, the individual models of the nodes must learn the time structure of the input. Using randomly initialized models, the parameters of the states inside each HMM can a t first be tied and then loosened during the training so that the state sequences inside HMMs will gradually adapt to the time structure of the segments. This suggests using the neighborhood over the states inside each HMM which controls the stiffness of the time resolution. Another approach, which was used in the present work, is to first train single-state models and then split these HMMs into left-to-right models. The training proceeds by segmenting the training sequences, and for each segment, the Viterbi algorithm is used separately for each HMM on the map for partitioning the data into the states. The neighborhood function h is used for controlling the learning rate and the centroid of h is always in the BMU of the data segment.
Each individual HMM models the dynamics of only one segment of the input. It is therefore important that all HMMs are connected to each other. These connections associated with the transition probabilities join the local segment models together into one network giving the possibility to model whole input sequences.
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4. EXPERIMENTS Fig. 2 illustrates two examples of the state-SOMs. The sizes of the maps are 6x4 units. 10-dimensional cepstrum vectors were computed from Finnish speech. An HMM consisting of one state was associated with each map node. Each state was modeled by a mixture of 9 Gaussians. This was implemented by using a 3x3-unit vector-SOM. In the first experiment, the initial values of kernel mean vectors were set randomly. In the second experiment, the initial values of kernel means were obtained by training an 18x12-unit vector-SOW1 and then partitioning it into 3x3-unit blocks. The widths of the Gaussians were fixed. The transition probabilities between states were uniform in the beginning of the training and they were adapted only during two last epochs of the training. One training epoch consisted of segmenting all training sequences and then updating the parameters of the models in a batch. As a result of using the neighborhood in the training, similar states are located near each other on the map. By visually evaluating the similarity of the states, however, it must be noted that one state behaves as a n entity. The order of the kernels needs not be the same in the neighboring states. An interesting issue is how t o evaluate and interpret the nature of the speech segments corresponding to the models on the SOM. The states can be labeled according to the linguistic speech units. The result of the segmentation can also be visualized by plotting the feature sequences with segment borders. .4nother possibility is to compare the likelihood of the models to produce the data. It is also of interest to investigate whether the derived segment models are relevant and consistent for the speech recognition task. For this purpose, a word recognition experiment was conducted.
The training set consisted of 350 Finnish words which were uttered three times by a male speaker. In the test set the same 350 words were uttered the fourth time. The vocabulary was 340 words. 10-dimensional cepstrum vectors were used as features. An 18x 12-unit vector-SOM was first trained. This vector-SOM was used for initializing three state-SOMs. In the first state-Sob1 each state was modeled by only one Gaussian. There were thus 18x12 states on the map. When the large vector-Sob1 was partitioned into 2x2-unit and 3x3-unit blocks, this gave the initializations for 9x6-unit and 6x4-unit state-SOMs, respectively. Diagonal covariance matrices were used with Gaussian kernels. The singlestate HMMs were expanded into three-state left-to-right models and they were trained by unsupervised learning. When the training data was segmented t o the models after the training, the average durations of one segment were 8.7, 9.0, and 10.2 frames (70, 72, and 81 ms) for 216-, 54-, and 24-unit SOMs,
respectively. An example of the segmentation is shown in Fig. 3 .
The reference word models were obtained by computing the best state sequence of each word utterance of the training set by using the Viterbi algorithm. These state sequences constituted the basis of the word models and they were stored in the pronunciation dictionary. When forming the word models, the durations of the states were compressed so that the same state was not allowed to follow itself more than a limited number of times. This is denoted by "ax segment length in word model' in Table 1. The word recognition was then performed using the test data. Comparing the results of the three maps (see Table l ) , the best time resolution of the largest Sob1 (216 competing models) gave the best word recognition result.
For comparison, the word recognition was experimented also using linguistic speech units. Left-to-right HMMs were trained for 20 phonemes. One additional model was trained for silence. The reference word models were constructed by concatenating the phoneme models according to the correct pronunciation of the word. The best recognition result was then 99.7 per cent. This is very close to the results obtained by using segment models derived in an unsupervised manner. I E 2 I
. CONCLUSION
The SOM gives a framework for training emergent models using unsupervised learning. The central idea in the present work was to associate state models with the SOM nodes. Using the probability as a similarity measure between the models and data led t o the concept of hidden Markov models as the nodes. The Viterbi algorithm was embedded in the SOM training and this provided an unsupervised segmentation method for sequential data. Usually the training of the HMMs is supervised which requires that the segment units to be modeled are pre-defined. A state of the HMM is characterized by an observation probability density function which is usually represented as a mixture density. Since the kernel means of the mixture densities are feature vectors, the states can be initialized by first training a large vector-SOM. Each cluster of vectors is then considered as a state. A continuous-valued pdf is obtained when the quantization error between data vectors and kernel means is utilized. Gaussian kernels were used in the present work.
The proposed method was tested using speech data. The speech segment models derived by unsupervised learning were evaluated in the word recognition task. The results were comparable with the best results obtained by using conventional linguistic speech unit models which had been trained in an supervised manner. A two-dimensional SOM array offered also a convenient way for visualizing the state space.
