Abstract. A function g, analytic in the unit disc D, belongs to the weighted Hardy space
It is said that g ∈ G p when p = inf{q ≥ 0 : g ∈ H ∞ q }. In this study it is shown that if all coefficients A j (z) of ( †) satisfy A j ∈ G p j for all j = 0, . . . , k − 1, then all nontrivial solutions f of ( †) satisfy In addition, if n ∈ {0, . . . , k − 1} is the smallest index for which p n k − n = max j=0,...,k−1
then there are at least k − n linearly independent solutions of ( †) such that
Introduction and statement of results
Wittich was the first to utilize Nevanlinna theory in the systematic study of growth properties of the solutions of the differential equation
with entire coefficients. He showed that all solutions of (1.1) are entire functions of finite order if and only if all coefficients are polynomials [13] . Later on, more detailed studies on the growth of solutions were done by different authors; see, for instance, [2, 5, 9, 11, 12] . In particular, Gundersen, Steinbart and Wang listed all possible orders of growth of entire solutions of (1.1) in terms of the degrees of the polynomial coefficients [6] . Analogously to Wittich's classification of finite-order entire solutions of (1.1), Heittokangas showed that all solutions of (1.1) are finite-order analytic functions in the unit disc if and only if the coefficients are H-functions [7] . A more precise study on the growth of the solutions was given by Chyzhykov, Gundersen and Heittokangas [4] . They considered certain natural subclasses of the general linear equation (1.1) assuming that the coefficients have a particular preassigned growth within the class of H-functions. The exact formulation is as follows. First, the weighted Hardy space H ∞ q consists of those functions g, analytic in the unit disc, such that sup
where M (r, g) is the maximum modulus of g(z) in the circle of radius r centered at the origin.
If g belongs to H
∞ q for some q ≥ 0, then it is said to be an H-function.
The following theorem, due to Chyzhykov, Gundersen and Heittokangas [4] , gives a sharp upper bound for the order of analytic solutions of (1.1) when the coefficients
where log + x := max{0, log x}.
There are two different ways to define order of growth in the unit disc. In addition to σ M (f ) defined in (1.3), the quantity
where m(r, f ) is the Nevanlinna proximity function of f , is often used to describe the growth of an analytic function in the unit disc. Although in the complex plane analogously defined growth orders are equal for all entire functions, in the unit disc we only have the inequality
which is the best possible in the sense that there are analytic functions g and w such that σ M (g) = σ(g) and σ M (w) = σ(w) + 1. The following theorem gives a lower bound for the order of growth of solutions of (1.1) when the growth of the coefficient A 0 (z) is in a sense dominant [4] .
The purpose of this paper is to study the general linear differential equation 
where p k := 0. Moreover, if n ∈ {0, . . . , k − 1} is the smallest index for which
then there are at least k − n linearly independent solutions of (1.1) such that
If the maximum in (1.9) is attained when j = 0, then the left-hand sides of inequalities (1.7) and (1.9) are equal.
We discuss the sharpness of the assertions of Theorem 1 as follows. For β ≥ 1 the functions f 1 (z) = exp(
where
and
Clearly A 0 ∈ G 2β+3 and A 1 ∈ G β+2 , and
which shows that the lower bound may be attained for σ(f ) in (1.7). On the other hand, n = 1 is the smallest index such that (1.8) holds, and max j=0,1
which means that there is exactly one solution in the base {f 1 , f 2 } such that (1.9) is satisfied. Therefore also the estimate for the number of solutions with fast growth is the best possible in this case. Finally, consider (1.10) with
Then A 1 ∈ G β+1 is the maximal coefficient in the sense of (1.8), A 0 ∈ G β+2 , and (1.10) is solved by f 1 (z) = 
which demonstrates that also the upper bound in (1.7) may be attained.
Proof of Theorem 1
Since Wiman-Valiron theory, a powerful tool to study entire solutions of linear differential equations, does not have a sufficiently efficient analogue in the unit disc for our purposes, we resort to different methods in the proof of Theorem 1. The upper bound for the order of growth in (1.7) is obtained by a recent growth estimate for analytic solutions of linear differential equations [8] . The lower bound in (1.7) and the estimate for the number of fast-growing linearly independent solutions is obtained by combining the standard order-reduction procedure for linear differential equations [6, 11] together with logarithmic derivative estimates in the unit disc [4] .
Preparation for the proof.
The order-reduction procedure is summarized in the following lemma, which is a modification of [6, Lemma 6.4 ] to be used in the unit disc.
Then f q,1 , f q,2 , . . . , f q,m−q are linearly independent meromorphic solutions of
When reducing the order of the linear equation (1.1) we end up with an equation which has in general meromorphic coefficients. We introduce some additional notation to deal with this issue. Given a set F ⊂ [0, 1) of infinite logarithmic measure F dt/(1 − t) = ∞, we say that the space H ∞ q (F ) consists of all meromorphic functions g in the unit disc such that
Proof. Assume that 
