University of Pennsylvania

ScholarlyCommons
Publicly Accessible Penn Dissertations
2021

Marketing Applications Of Bayesian Nonparametric Methods
Yuhao Fan
University of Pennsylvania

Follow this and additional works at: https://repository.upenn.edu/edissertations
Part of the Advertising and Promotion Management Commons, and the Marketing Commons

Recommended Citation
Fan, Yuhao, "Marketing Applications Of Bayesian Nonparametric Methods" (2021). Publicly Accessible
Penn Dissertations. 4398.
https://repository.upenn.edu/edissertations/4398

This paper is posted at ScholarlyCommons. https://repository.upenn.edu/edissertations/4398
For more information, please contact repository@pobox.upenn.edu.

Marketing Applications Of Bayesian Nonparametric Methods
Abstract
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methods in marketing research. I apply Bayesian nonparametric methods in both chapters of my
dissertation to model two types of customer dynamics. In the first chapter, I investigate the impact of
implementing a free cancellation program on customer behavior and firm profits in a hostel booking
setting. While many firms have recently introduced free cancellation programs, the impact of such
programs on customer behavior and firm profits remains unclear. I investigate this question empirically,
using data from a hostel booking platform that recently introduced a free cancellation program. To
understand the program’s impact on a myriad of aspects of customer behavior, including booking timing,
spend amount, and propensity to cancel, while also accounting for latent attrition and customer
heterogeneity, I build a hierarchical, Bayesian nonparametric model of behavior, leveraging Gaussian
process change points to capture the effect of the free cancellation program on booking dynamics, and a
Dirichlet process mixture specification for customer heterogeneity. These nonparametric components of
the model allow us to make minimal assumptions about important aspects of booking behavior, while
uncovering rich insights about the time-varying impact of the program, and the heterogeneity of
customers. Our results suggest that the free cancellation program led customers to book more frequently,
book earlier, spend more, and cancel more of their trips. Crucially, the increase in bookings generally
outweighed the increase in cancellations in long term, resulting in an increase in average customer
lifetime value. In the second chapter, I apply Bayesian nonparametric methods, in particular, Multi-output
Gaussian Process, to model the cross-category dynamics of customers’ preference parameters in brand
choice models. I show that the proposed model allows us to transfer information about customers’
preference parameters within and across categories, and that modelling the cross-category dynamics of
customers’ preference parameters improves model fit and prediction accuracy. Moreover, leveraging
information across categories gives us more reliable estimates of price elasticities. Together, these two
chapters illustrate the power of Bayesian methods to gain deep insights into dynamic marketing
problems.
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ABSTRACT
MARKETING APPLICATIONS OF BAYESIAN NONPARAMETRIC METHODS
Yuhao Fan
Ryan Dew
I explore the application of Bayesian statistical modelling, and in particular Bayesian nonparametric methods in marketing research. I apply Bayesian nonparametric methods in
both chapters of my dissertation to model two types of customer dynamics.
In the first chapter, I investigate the impact of implementing a free cancellation program on customer behavior and firm profits in a hostel booking setting. While many firms
have recently introduced free cancellation programs, the impact of such programs on customer behavior and firm profits remains unclear. I investigate this question empirically,
using data from a hostel booking platform that recently introduced a free cancellation program. To understand the program’s impact on a myriad of aspects of customer behavior,
including booking timing, spend amount, and propensity to cancel, while also accounting for
latent attrition and customer heterogeneity, I build a hierarchical, Bayesian nonparametric
model of behavior, leveraging Gaussian process change points to capture the effect of the
free cancellation program on booking dynamics, and a Dirichlet process mixture specification for customer heterogeneity. These nonparametric components of the model allow us to
make minimal assumptions about important aspects of booking behavior, while uncovering
rich insights about the time-varying impact of the program, and the heterogeneity of customers. Our results suggest that the free cancellation program led customers to book more
frequently, book earlier, spend more, and cancel more of their trips. Crucially, the increase
in bookings generally outweighed the increase in cancellations in long term, resulting in an
increase in average customer lifetime value.
In the second chapter, I apply Bayesian nonparametric methods, in particular, Multi-
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output Gaussian Process, to model the cross-category dynamics of customers’ preference
parameters in brand choice models. I show that the proposed model allows us to transfer
information about customers’ preference parameters within and across categories, and that
modelling the cross-category dynamics of customers’ preference parameters improves model
fit and prediction accuracy. Moreover, leveraging information across categories gives us
more reliable estimates of price elasticities. Together, these two chapters illustrate the
power of Bayesian methods to gain deep insights into dynamic marketing problems.
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CHAPTER 1 : Decomposing The Impact of a Free Cancellation Program on
Customer Booking Behavior
1.1. Introduction
Cancellation programs are an important feature of the product mix in the hospitality sector,
including in the hotel, airline, and rental car industries (C. Chen, 2016). US airlines recorded
$2.9 billion in annual revenue from reservation cancellation and change fees in 2017 (Bureau
of Transportation Statistics 2017). Perhaps taking inspiration from the magnitude of the
revenue from these cancellation fees, hotels have also started to increase the strictness of
their cancellation policies. Many chain hotels, including Marriott, Hilton, and Hyatt, have
experimented with tighter cancellation policies in the past few years (Riasi et al., 2019).
Mandelbaum (2008) reports that in 2007, cancellation fees represented 8% of surveyed
hotels’ revenues. According to a study by Dohop.com, 19% of all hotel bookings were
canceled in 2015.
In contrast to these trends in the airline and hotel industries, in retail settings, free return
policies have become increasing widespread. There are some clear differences between cancellations and returns, the most obvious of which is that returns happen after a customer
has experienced a product, while cancellations happen prior to a customer experiencing the
service. However, return and cancellation policies also share much in common, chiefly that
both create or alleviate barriers to the consumer undoing a prior financial commitment to
the firm. While return policies affect the degree to which a consumer can send a previously
purchased product back to a firm’s inventory, cancellation policies affect the degree to which
a consumer can send a previously reserved booking back to a firm’s inventory.
Yet research on the impact cancellation policies have on customer behavior is rather scarce.
Previous literature on cancellation policies has suggested that the implementation of a free
cancellation program can lead to a higher propensity for cancellation among customers (C.C. Chen et al., 2011). The authors find that cancellation penalties affect customers’ deal-
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seeking behavior, and a more lenient cancellation policy leads to more deal-seeking behavior
using lab experiments. Customers are more likely to keep searching for better deals after
booking when the cancellation policy is lenient. These results suggest that a free cancellation
program may lead to customers canceling higher price trips more often, and rebooking lower
price ones, thus reducing revenue. Despite the lack of research on cancellation programs,
related free return programs have been studied extensively by marketers. Theories and
empirical evidence from the literature on return programs indicate several positive effects
of offering a lenient return policy. For example, flexible return policies have been found to
correlate with many important customer metrics, including customers’ propensity to repeat
and future basket size (Bower & Maxham, 2012). But it remains unclear to what degree
these findings carry over to the distinct cancellation setting.
In this chapter, we study the impact of a free cancellation program that was implemented
at a hostel booking platform. While hostels ostensibly share much in common with hotels
and airlines, the recent decision of this firm to implement a free cancellation program more
closely aligns with the free return trend in retail. Our goal in this chapter is to understand
the impact of that free cancellation program, by decomposing its impact across the many
behavioral processes that underlie booking behavior. In particular, we explore how free
cancellation affects how often customers book trips with the platform, how early they book
their trips, how much they spend on the platform, and how often they take advantage of
the free cancellation policy and cancel their trips. To do so, we build a Bayesian model of
customer booking that explicitly models each of these processes, and the program’s impact
on them, while also accounting for latent attrition and unobserved heterogeneity.
Probabilistic models of multiple aspects of consumer behavior have a long history in marketing, including classic early work by Gupta (1988), who decomposed the effect of sales
promotions on when, what, and how much consumers buy. Our work builds on this stream
of research in the context of booking behavior, by introducing several modeling innovations.
Foremost, we model the time dynamics of when customers book trips using a log-Gaussian
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Cox process, with an intensity modeled by a Bayesian nonparametric Gaussian process
(GP) change point model. This highly flexible specification allows us to measure long and
short-run effects of the program on booking timing and frequency, and account for seasonality and trends in bookings, while making minimal assumptions about the shape of the
booking hazard function. We employ a similar Gaussian process model when measuring the
program’s impact on how early customers book their trips, which we also refer to as lead
day. To account for the unobserved heterogeneity that exists in the platform’s customer
base, we employ a Dirichlet process (DP) mixture model, allowing us to uncover segments
of customers who differ in their baseline tendencies and responses to the program. While
Gaussian processes and Dirichlet processes have both seen some use in marketing research
(e.g., Ansari & Mela, 2003; Dew et al., 2020; Dew & Ansari, 2018; Rossi, 2014), the change
point specification we use is new to the field, as is the integration of both of these forms
of Bayesian nonparametrics within the same model. Finally, we nest all of these model
components within a latent attrition model that lets us account for and study the impact
of the free cancellation program on customer churn.
From this model, we find that the free cancellation program is profitable for the firm in the
long-run: while the short-run impact of the program was somewhat limited, the program
boosted the average CLV of customers by e10. In terms of behavior changes as a result of
the program, we find that most customers booked more frequently, booked earlier, spent
more, but also canceled more of their trips. In terms of dynamics, as estimated by the
GP components of our model, we find the program’s impacts on booking timing and lead
day are complex: for booking timing, there is a distinct bump in bookings as a result of
the program, even relative to typical seasonality patterns. In terms of lead day, we find
the program significantly altered the likelihood of booking within seven days of the trip,
a pattern attributable to the way the program was operationalized. Notably, without the
GP components of our model, these effects would have been difficult to uncover. Finally,
and perhaps most interestingly, the effect of the program was quite heterogeneous: our
DP specification uncovers four substantively distinct segments, which vary both in baseline
3

behaviors, and in the impact of the program. This heterogeneity suggests a targeting scheme
that may further boost the value of the free cancellation program.
From a methodological perspective, beyond enabling the insights previously described, we
also showcase statistically the value of our nonparametric timing model combined with
a our semi-parametric heterogeneity specification. We show that our relatively complex
model fits better than nested benchmarks that do not include the Bayesian nonparametric
components. The largest jump in holdout validation comes from our flexible accounting of
heterogeneity through the DP mixture, which substantially outperforms a standard continuous heterogeneity specification. Still further improvement comes from the nonparametric
timing component, which substantially performs over a static model, and yields the optimal
performance when combined with the DP.
Our work contributes to the literature both substantively and methodologically. Substantively, we illustrate the complex impact of a free cancellation on customer behavior, and
show that, while such programs can be beneficial to firms, they should be implemented with
care: while the impact in our case was revenue positive, we document the very real risk that
increased cancellation rates may offset any other potential gains. More importantly, our
work suggests a role for targeting such programs: while the average impact of the program
was small, within distinct customer groups, it was large and positive. Methodologically,
while neither GPs nor DPs are new to the marketing literature, their combination is, as is
the use of GP change point models to capture disruptions in dynamic behaviors. We also
demonstrate the power of such methods for revealing rich insights about behavior, while
making minimal assumptions about the parametric forms of different model components.
We organize the rest of the chapter as follows. We review literature relevant to cancellation
programs and discuss our how these theories may apply to our study in Section 1.2. In
Section 1.3, we discuss the particular setting of our hostel booking platform, and how
different aspects of customer behavior relate to its profitability. We describe the data in
Section 1.4 and present descriptive evidence of how consumer behavior changed as a result
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of the free cancellation program in Section 1.5. Then, in Section 1.6 we describe our model,
including relevant methodological background. In Section 1.7, we report the estimates from
our model and synthesize the model results to understand precisely how consumer behavior
changed after the introduction of the program. Finally, we conclude in Section 1.8.

1.2. Background: Cancellation Programs
There is very limited prior research on cancellation programs. McCarthy & Fram (2000)
show that charging a cancellation penalty increases customers’ compliance at the risk of
reducing customers’ loyalty. They find that customers generally find stricter cancellation
penalties less fair, and that this perception is moderated by customers’ prior penalty experience and education. Using analytical models, Xie & Gerstner (2007) find that a monopolistic
service seller can increase profits by allowing customers to cancel pre-purchased services,
so that the seller can collect cancellation fees and resell the capacity-constrained inventory
to other customers. Guo (2009) extends the findings to competitive service markets and
shows that competition may intensify between the competing firms when they can offer
cancellation programs. Iliescu et al. (2008) use a discrete time proportional odds framework to model flight cancellation propensities among U.S. airlines. They find that the odds
of cancellation increase as the departure date approaches, and that leisure customers are
associated with lower odds of cancellations compared to business customers. Riasi et al.
(2019) provide empirical evidence of changes in hotel cancellation policies in recent years.
They find that although hotels have been experimenting with stricter cancellation windows,
the cancellation penalties (conditional on canceling) have not become stricter.
Although cancellation policies are under-explored in the literature, return policies are wellstudied and may provide theoretical implications for understanding cancellation policies.
It is well-known that pre-purchase uncertainty harms demand, as it decreases customers’
pre-purchase utilities. Return programs have been known to decrease the perceived risk
and increase the perceived quality of products (Moorthy & Srinivasan, 1995; Purohit &
Srivastava, 2001). In the past two decades, many behavioral theories about the impact of
5

return policies on customer behavior have been studied. Wood (2001) proposes a two-stage
decision framework to study the influence of return program leniency on customers’ purchase
and return decisions. She hypothesizes that a lenient return policy decreases deliberation
time on ordering, but increases deliberation time on the keep-or-return decision. Moreover,
this effect on the keep-or-return decision is moderated by whether the endowment effect
(Kahneman et al., 1990) applies to the product. When the endowment effect applies, a
lenient return policy will not increase the deliberation time on the keep-or-return decision.
Therefore, a lenient return policy may decrease overall deliberation time and may increase
demand and profits.
Using lab experiments, Wood (2001) shows a lenient return policy leads to a higher probability of ordering from the retailer, a higher rating of the product quality, and a reduction
in overall purchase decision conflicts. Seo et al. (2015) test how the role of hedonic versus utilitarian purchases and the role of planned versus unplanned purchases affect return
likelihood. They find that when hedonic motivation drives purchases, unplanned purchases
lead to higher return likelihood. The return likelihood of planned purchases and unplanned
purchase are similar when utilitarian motivation drives the purchase. Bower & Maxham
(2012) investigate a specific form of return policy, equity-based return policy, where retailers
charge a return fee based on whether they find the customer to be at fault for the return.
They find that customers are more likely to decrease their post-return spending when they
are burdened with the return fees, regardless of whether they find the equity-based outcome
fair or not.
On the more quantitative side, previous theoretical work on return programs has focused
on the comparative advantage of offering return services versus not (Padmanabhan & Png,
1997). There has been limited empirical research on return services using field data. Anderson et al. (2009) use data from a mail-order catalog company to quantify the option
values of return across customers and clothing categories. They find option values differ
across categories, and a free return policy increases demand more in the larger option value
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category (Women’s shoes versus Men’s clothing).
In theory, cancellation programs and return programs share many similarities. Cancellation programs benefit customers by elevating perceived flexibility and thereby reducing the
perceived risk of purchases, just like return programs. Despite having a similar advantage
in decreasing pre-purchase perceived risk, cancellation programs are also fundamentally
different from return programs. Return programs are designed to protect customers after
the usage of the products, while cancellation programs only protect customers before the
sold products are used, not after. For this reason, cancellation programs cannot decrease
customers’ perceived risks of the quality of the product, which is usually realized only after usage, and therefore may impact customers differently than return programs. Return
programs are also almost exclusively offered for tangible, non-perishable goods, not experience or service goods, which are the typical focus of cancellation programs. It is therefore
not obvious which of the findings from the literature on return programs will generalize to
cancellation programs.

1.3. Our Setting: Hostel Booking Behavior
Our data is provided by the leading hostel booking platform in Europe. Platforms that
specialize in hostel bookings have historically implemented strict cancellation policies. It
is the industry norm that platforms do not protect customer bookings unless customers
purchase additional cancellation insurance, which is usually priced at e1 per person per
booking. Moreover, even if a customer purchases the cancellation insurance, she will only
get her money back as platform credits, which are only valid for a limited amount of time
after the cancellation and are limited to be used only on the particular platform. Once a
booking is protected, a customer has to cancel before the cancellation deadline specified by
the hostel. If a customer cancels after the cancellation deadline, she loses her entire deposit
and will be charged additional fees (usually the price for a one-night stay). Before 2018,
our focal platform had the same cancellation policy as the rest of the industry. In 2018, the
platform launched a new cancellation program, where cancellation is free for any bookings
7

made more than 6 days ahead of the customer’s check-in date, and for cancellations that
occur before the cancellation deadline specified by the hostel. More than 90% of the hostels
have a cancellation deadline between 24 and 72 hours before the check-in date. The free
cancellation program does not protect bookings that are made within 6 days ahead of the
arrival date, but customers can still purchase cancellation insurance for these bookings.1
Before describing the data in more detail, we first describe the different aspects of customer
booking behavior that we hypothesize may have been impacted by this new cancellation
program, and how these forces come together to govern the platform’s profits. These behavioral processes will later serve as the basis for our model.
Repeat Booking.

The first of these processes is the repeat booking process of customers.

We hypothesize that a free cancellation program will increase the number of repeat bookings
by existing customers. This is for two reasons: first, as noted previously, the industry norm
is not free cancellation. Thus, we suspect that implementing a free cancellation program
may make customers more likely to choose our focal platform over their outside options,
leading to a higher share of total bookings at our platform. Moreover, because customers
may cancel their trips without facing any penalty under the free cancellation program, they
may thus book trips with less discretion than before, leading to even more frequent booking.
Lead Day. We also explore whether free cancellation affects how far in advance of their
check-in date customers book their trips. We call the time between booking and check-in
the lead day of the trip. We know from previous literature that lenient return policies allow
increased flexibility, lower the cost of reversing decisions, and reduce the anticipation of
regrets (Wood, 2001). We believe that free cancellation policies will have a similar impact
on customers’ booking decisions. Booking earlier decreases the uncertainty of failure to
reserve a room due to sold-out inventory (Quan, 2002). At the same time, booking later
decreases the uncertainty of changing one’s plans. When facing strict cancellation policies,
1
The revenue from the cancellation insurance of the cohort of customers is about 0.5% of their total
spend on their bookings. We will take into account the foregone revenue from the purchased cancellation
insurance in our analysis of the platform’s profits.

8

customers need to time their booking to balance the two uncertainties. The free cancellation
program offers flexibility to ease concerns of the latter type of uncertainty, since customers
can merely cancel the trip if there is a change of plans. We thus hypothesize that customers
will book earlier for their trips after the implementation of the free cancellation program.
Spend Amount. We next consider whether customers will spend more on each booked
trip when their trips are protected by the free cancellation program. We hypothesize that
the free cancellation program may have several different effects on amount spent per trip.
First, because free cancellation lowers perceived risks, customers’ pre-purchase utility for
the same hostel may increase, leading them to spend more money booking nicer trips.
This is especially true given how typical cancellation penalties work: typically cancellation
penalties are directly tied to how much the customer spent on the booking, with higher
priced rooms carrying higher cancellation fees. With free cancellation, this risk is eliminated,
again suggesting that customers may be willing to book higher priced rooms. Finally, since
our focal platform is currently the only platform offering free cancellations, this may also
offer competitive advantages. Hostels are an especially popular option for travelers booking
multiple destination trips (e.g., backpackers). If customers value the added flexibility offered
by the free cancellation program, they may book a higher percentage of their hostels for
each trip on the focal platform, rather than on competing platforms. Together, all of these
hypotheses suggest that the free cancellation program will increase the amount spent per
trip.
Cancellation. A potential drawback from offering a free cancellation program is, of course,
that customers may cancel more frequently. Customers may keep searching for better deals
after booking when the cancellation penalty is low (C.-C. Chen et al., 2011). They may
cancel and book on other sites or directly with hostels if a better deal is found. Moreover,
because free cancellation programs lower the cost of reversing a booking decision, customers
may book while their uncertainty of making the trip is still high. Therefore, we expect that
trips protected by the free cancellation program are more likely to be canceled.
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Figure 1: Results of a simulation of the platform’s profits, showing how the relative strengths
of the cancellation rate and the booking rate affect profitability.
Churn. Finally, a more lenient cancellation policy may also affect the propensity of customers to churn. Echoing many of the ideas already described, the flexibility offered by a
free cancellation program may increase customer satisfaction with the platform, by reducing
the anticipation of regret of not being able to keep a booking, and by reducing the potential
fees associated with a necessary cancellation. In turn, increased satisfaction has been shown
to lead to higher customer retention (Gustafsson et al., 2005). We therefore hypothesize
that the free cancellation program will lower churn rates.
While many of these effects are positive, the effect on cancellation rates is negative. Thus,
even if our hypotheses are confirmed, it is still an empirical question whether the program is
actually beneficial to the platform. To illustrate how these forces combine to determine the
platform’s profit, we conduct a simple simulation. In the baseline scenario, we simulate a
scenario where the free cancellation program does not exist. We assume that the cancellation
rate is 1%, the number of trips booked is 100, and the average spend on each trip is 50
dollars in the baseline scenario. After the implementation of the free cancellation program,
we assume the number of trips booked by the customers, the spend on the booked trips and
the cancellation rate are all affected. In scenario 1, we assume that number of booked trips
increases by 20%, and spend on each booked trip increases by 10%. In scenario 2, we assume
that number of booked trips increases by 10% and spend on each booked trip increases by
4%. We plot the profits in these two scenarios as a function of the cancellation rate in
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Figure 1. Depending on the relative increase in cancellation rate, the platform may or may
not be profitable in either scenario. We see that in these two scenarios, if the cancellation
rate increases to 25% and 14% respectively, the platform will not be profitable, despite the
increase in the number of booked trips and the spend on each booked trip. Therefore, a
model that accurately estimates the impact of the program on each of these processes, and
more importantly, can aggregate these effects together to understand the program’s impact
on firm profits, is essential.

1.4. Data
For our study, we focus on a cohort of customers who were acquired by the platform in July
2017, and track their transactions until October 2019. The data tracks customers through
their customer ID. For each customer, we observe the time when she books a hostel, the
ID of the hostel booked, the check-in date of her booking, and the spend of the booking.
We also observe whether a booking is subsequently canceled. Starting in March 2018, the
platform implemented its free cancellation program by randomly giving access to the free
cancellation program to some customers. The platform introduced the free cancellation
program officially in July 2018 and made the program available to everyone using the
platform. Hence, there is random variation in who has access to the program for some of
the data, and the timing of the introduction of the program is exogenous.
The platform generates revenue by taking a fixed proportion of the total spend of the
bookings. Following the platform’s standard practice, we aggregate adjacent bookings into
trips. We categorize multiple bookings into the same trip if the time between the check-out
of the last booking and the check-in of the next booking is shorter than 7 days. For example,
if a customer booked a trip that consisted of two different hostel bookings in a single week,
each costing e100, she would enter in our compiled data set as a customer who booked one
trip worth e200. From a revenue point of view, a trip with two bookings of e100 is worth
just as much to the platform as a trip with one booking of e200.
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Figure 2: The number of repeat bookings by month. The vertical dotted line marks the
implementation of the free cancellation program.
For our analysis, we use a random sample of 20,000 customers from those that were acquired
by the platform in July 2017. In our sample, the 20,000 customers booked 35,664 trips
between July 2017 and October 2019. Among these customers, 7,005 of them booked more
than one trip. The average booking lead day was 19 days, and more than 50% of the trips
were booked within 7 days of the check-in date of the trip. The average spend of a trip was
e149. Among these trips, 4.2% of the trips were completely canceled, and 6.3% of the trips
had partial cancellations.
Finally, we note one peculiarity of the data that makes tracking the impact of the free
cancellation program difficult: in its test of the free cancellation program, the company
randomly split its existing customers 50/50 between two groups, A and B, such that group
A was given access to free cancellations in March 2018, and group B was given access to the
program in July 2018. After July 2018, all customers had access to the program. However,
the company only recorded if free cancellations were available to a customer if the customer
made a booking. This means, for the period between March and July, we only know with
certainty which group a customer was in if they made a booking. We discuss our approach
to handling this missing data problem in the modeling section.
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1.5. Descriptive Evidence
Before describing our model, we first describe some of the data patterns that motivate
our model, and offer some suggestive, model-free evidence of the impact of the program.
We first look at the number of repeat bookings made on the platform over time, plotted
in Figure 2. We observe a large number of repeat trips booked immediately after the
cohort is acquired, followed by a sharp decline and then a slowly decreasing trend. This
pattern in repeat purchasing is commonly observed in many non-contractual businesses
due to latent attrition from the firm (Fader et al., 2010; Schwartz et al., 2014). Latent
attrition models (Fader et al., 2010; Schmittlein et al., 1987) have been shown to capture
this pattern in repeat arrival very well. Without capturing unobserved customer churn in
our model, we may erroneously attribute the decrease in repeat booked trips to customers
using the platform less frequently. We may also underestimate the impact of the program:
we note that the general decreasing trend is interrupted by a slight increase around the
time of the first introduction of the free cancellation program, denoted by the dotted line.
Without knowing how many customers were actually activate at that point in time, we
cannot compute how large the impact of the program actually was.
Figure 2 also shows that there is strong seasonality in customers’ bookings. The number
of repeat bookings peaks in August 2017 and again in July 2018. These months overlap
with students’ summer vacations and, more generally, summer holidays. Moreover, the
number of repeat trips decreases from August 2017 to February 2018 and starts rising in
March 2018, which is the month when the platform started to give some customers access
to its free cancellation program. The rise in the number of repeat trips suggests that the
free cancellation program may have a positive impact on customers’ repeat booking rates.
However, the obvious seasonality pattern makes the identification of the effect of the free
cancellation program on the repeat booking rate more challenging, especially since the two
introduction periods for the program were in March and July, two popular months for travel.
We thus need a model that can decouple the impact of the free cancellation program from
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Figure 3: Comparison of the percentage of trips booked by lead days before and after the
implementation of the free cancellation program. We omit lead days greater than 21.
the seasonality of travel.
Another pattern that emerges from the booking timing data is the fact customers book
in bursts: when we zoom into customers’ individual level booking patterns, we notice that
customers seem to make bookings in spurts, a phenomenon previously identified by Zhang et
al. (2015). Among customers who made more than 2 trips during our sample period, 40.3%
of them booked a trip within 15 days of their last booked trip. 66.9% of these customers
also booked a trip more than 6 months after their previous booked trip. These statistics
suggest that customers may go through “hot” and “cold” states during their tenure with
the platform. When they are in “hot” states, they book one trip after another with very
little time in between. Once they “cool down,” they may take a long break before booking
the next trip.
A third aspect of booking timing is lead day, or how far in advance customers book their
trips. We compare the distribution of lead days before and after the introduction of the
free cancellation program in Figure 3. We observe that a large percentage of the trips are
booked few days before the check-in date. After the implementation of the free cancellation
program, more trips are booked at least 7 days ahead of the check-in date than before.
Thus, Figure 3 suggests that customers seem to book earlier after the implementation of
the free cancellation program. Moreover, we observe a disproportionately large spike of
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Figure 5: Comparison of the proportion of trips cancelled for trips protected by the free
cancellation program vs. unprotected by the free cancellation program.
trips booked on the day before the trip check-in date. This large spike may suggest that
sometimes customers do not plan how early to book a trip and just book the trip the day
before their check-in date.
In Figure 4, we plot the distribution of customers’ log spends of trips protected versus
unprotected by the free cancellation program. We see that customers on average spend
more when their trips are protected by the free cancellation program. The mean spend
increases from e145 to e184. The amount that customers spend on a trip varies quite a
bit, with most customers spending between e20 to e300 on each trip.
Finally, we plot the cancellation rate of trips not protected by the free cancellation program
and that of trips protected by the free cancellation program in Figure 5. Although customers

15

seem to come back more frequently and spend more on each trip after the implementation
of the free cancellation program, they also cancel more frequently when their trips are
protected by the free cancellation program. The average proportions of the trips canceled
increased from 5.6% to 15.7% (p-value< 0.01), which is a statistically significant and very
practically meaningful increase.
From the model-free evidence we have presented, we can see that customers seem to come
back more frequently and book further ahead of their check-in dates after the implementation of the free cancellation program. Moreover, customers spend more on each trip when
their trips are protected by the program. This seems to be good news for the platform.
However, customers also cancel substantially more when their trips are protected by the
free cancellation program. Therefore, it is unclear if the platform generates more profits by
implementing the free cancellation program. Moreover, without a model, we cannot easily
separate the free cancellation program’s impact on customers’ repeat rate from latent attrition process and seasonality effects, nor quantify the program’s impact on latent attrition.
We also cannot capture heterogeneity: we see customers are quite varied in their behaviors,
especially with regard to spend amount, but also for the other processes. This is suggestive
that there may be substantial differences between customers, both in terms of their base
booking behaviors, but also in terms of their response to the free cancellation program.

1.6. Model
In this section, we describe our model, designed to capture the features noted in the descriptive evidence, while also allowing us to better understand the impact of the free cancellation
program. We model repeat booking behavior, for customers indexed i = 1, . . . , N , who have
already made one booking with the platform, and with trips indexed by j = 1, . . . , Ji . Our
model consists of probabilistic specifications for four interrelated processes:
1. Inter-booking time, denoted bij = tij − ti,j−1 , where tij denotes the time that customer
i’s jth trip is booked. The unit of inter-booking time is “months”;
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2. Lead day, denoted `ij , which denotes how many days after booking the jth trip will
occur. Said differently, it is the number of days in advance customer i booked trip j;
3. How much a customer spends on each trip, denoted mij ;
4. Whether each booked trip is fully, partially, or not canceled, cij , and if the trip is
partially canceled, what portion of the trip is canceled, rij .
Each process is modeled through a set of individual-level, correlated, baseline parameters,
denoted ζi , and a set of segment-level parameters, denoted by ψsi , where si is an indicator
for the segment membership of person i, and as a function of the free cancellation program,
denoted Pij . Conditional on ζi , ψi , si , and Pij , the inter-booking time, lead day, and customer spend are all independent. The propensity to cancel is modeled as a function of the
spend on the trip, and how far in advance the trip was booked. Finally, each customer has
her own rate of attrition, which is also captured in the vector ζi : after each trip, the customer may churn and never book again. We now describe each of these model components
in more detail. We also include a directed acyclic graph showing the detailed relationships
between each of our model parameters and our data in Appendix 1.9.1, Figure 13.
1.6.1. Inter-booking Time
The first aspect of booking behavior we consider is the time between a customer’s bookings,
which we denote as bij . Conditional on being active, we assume that customer i’s booking
rate comes from a two part mixture: with probability νi , she will be in a “hot” state and
her inter-booking time is exponentially distributed with relatively high rate parameter of 2.
This hot state accounts for the bursts of bookings we observe in the model-free evidence, and
is equivalent to assuming a “hot” customer will book a trip every two weeks in expectation.2
With probability 1 − νi , the customer will be in a normal state, where the time between her
2

Fixing the hot state booking intensity allows us to better identify the parameters in the cold state,
although we have found the model results are fairly robust to the choice of this rate parameter, as long as
it implies relatively frequent bookings. The model is also robust to estimating this in an informed way. It
recovers a value close to 2 and the model estimates don’t change substantively.
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two consecutive trips bij = ti,j − ti,j−1 follows a Cox process with intensity λit :
λit = exp(ζib + gb (t)),
where ζib is the baseline booking intensity for customer i, and gb (t) is a function of calendar
time.
To capture this changing rate of bookings over time, as well as the impact of the program
on repeat booking behavior, we model gb (t) using a Gaussian process change point model.
Gaussian processes (GPs) provide a Bayesian nonparametric mechanism for specifying a
distribution over a function space. They are a popular tool for function estimation in the
machine learning literature (Rasmussen & Williams, 2006), and have recently been applied
in various marketing applications (Dew et al., 2020; Dew & Ansari, 2018). Intuitively, GPs
act as priors for functions, with the notation f (x) ∼ GP(m(x), k(x, x0 )) denoting a function
f (x) comes from a GP prior, with mean function m(x) and kernel function k(x, x0 ). The
mean function encodes prior expectations about the function value at x, while the kernel
captures how related the function values are assumed to be at x and x0 . Given fixed inputs
x = (x1 , . . . , xN ), letting f (x) ∼ GP(m(x), k(x, x0 )) is equivalent:

f (x) ∼ N (m(x), K(x)),

(1.1)

where m(x) = (m(x1 ), . . . , m(xN )), and K(x) is the gram matrix of x under the kernel
function k(x, x0 ). The mean and kernel functions thus are the primary sources of model
specification. Typically, the mean function is set to be uninformative (e.g., a constant), and
the kernel function captures the traits of the function in a flexible way.
The kernel function we use to capture booking rates is the periodic kernel, denoted kP er ,
and defined as
|t − t0 |
2
kP er (t, t |σ, ρ, p) = σ exp − 2 sin2 π
ρ
q
0

2







.

We model the inter-booking time at the month level. The GP function value is constant
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Figure 6: Simulation draws from the periodic kernel function. In the left panel, we keep σ
and ρ constant and vary q. In the right panel, we keep σ and q constant and let ρ vary.
within the same month, and varies from month to month. Thus, t in the kernel function
here is measured in months. This kernel captures periodic patterns with a predefined period
length q, which in this case is 12 months. Intuitively, by modeling a function as drawn from
a GP prior with this kernel, we are putting a prior on periodic functions, with period 12.
There are two other hyperparameters in the periodic kernel that also govern the traits
of the functions being modeled: the amplitude σ, and the smoothness (or length-scale)
ρ. σ captures how variable the function is in terms of its outputs, while ρ captures how
quickly the output changes as a function of its inputs. We treat both of these parameters
a Bayesian fashion, and estimate them from the data. Using such a kernel, we can capture
the seasonality of baseline booking rates.
To illustrate how the periodic kernel works, we plot several draws from GPs with periodic
kernels in Figure 6. In the left panel, we can see the smaller the value of q, the more
repetitions of the function values we observe within the sample period of the simulation.
In the right panel, we see that with the same amplitude hyperparameter and same q, the
larger the value of the length-scale hyperparameter ρ, the smoother our sample function is.
To capture the impact of the program on booking rates, we use what has previously been
referred to as a GP change point model (Roberts et al., 2013). Intuitively, a GP change
point model allows for there to be sudden changes in the function being modeled, occurring
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at either a known or unknown input value. GP change point models have been used in
many applications, most often in the context of detecting regime changes or anomalies in
time series data (Reece et al., 2015; Saatçi et al., 2010). In our case, we model the change
in booking rates associated with the introduction of the free cancellation program, using
what Roberts et al. (2013) refer to as a drastic change point, such that,
gb (t) ∼ GP(0, kb (t, t0 )),

where,

kb (t, t0 ) =





kPer (t, t0 |σb1 , ρb )





0

kPer (t, t |σb2 , ρb )







0

Pt = Pt0 = 0
Pt = Pt0 = 1 ,
Pt 6= Pt0

and where we use Pt to denote whether or not the program has been implemented at time
t. This structure is equivalent to modeling two separate GPs, one before, and one after the
introduction of the program. We restrict the smoothness parameters ρ to be same before
and after the change point, reflecting continuity over time of the input scale.
1.6.2. Lead Day
The second process we model is the lead day of the trip, denoted `ij . Unlike the booking
process, which we model in continuous time, we follow the company’s guidance and model
the lead day process in discrete time using a geometric distribution, such that conditional
on customer i’s j th lead day being longer than ` − 1 days, the probability that her lead day
is ` days (or the hazard rate of lead days) is:
P

P (`ij = ` | `ij > ` − 1) = ηij` =

exp(ζiL + gLij (`))
P

1 + exp(ζiL + gLij (`))

,

There are several reasons for assuming a discrete time process here: first, this is in keeping
with how our partner company treats lead day. The company records lead day in terms of
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days before the booking, and implements all policies on this discrete basis. A second reason
is that the vast majority of trips on the platform are booked within 90 days of the trip
start, giving us an essentially finite window over which to consider any changes in timing as
a result of the free cancellation program. Finally, most of the dynamics of lead day happen
on days ` = 0 − 3. A geometric specification allows us to more easily model those specific
days as different.
The lead day rate depends on ηi , a baseline lead day intensity that varies across customers,
P

and a function gLij (`), which we again model using a GP. Similar to the change point
specification from booking timing, we again model the impact of the program using two
different functions, capturing the lead day rate before and after the program’s introduction:
gL0 (`) and gL1 (`), respectively.3 For both functions, we let
P

gLij (`) ∼ GP(0, kSE (`, `0 )),
where kSE (`, `0 ) is the commonly used squared exponential kernel function, defined as
0

kSE (`, ` |σL , ρL ) =

σL2 exp

(` − `0 )2
−
2ρ2L

!

.

Intuitively, the squared exponential kernel puts a prior on smooth functions, with an output
scale or amplitude parameter defined by the parameter σ (equivalent to the σ amplitude
parameter in the periodic kernel), and a smoothness defined by the parameter ρ (again
equivalent to the ρ smoothness parameter in the periodic kernel). We censor the lead day
observations at 90 days, as 98% of the trips have lead day shorter than 90 days.
1.6.3. Spend
The third process we are interested in modeling is how much customers spend on their trips,
which we denote as mij for person i and trip j. To capture that, we use a simple log-normal
3

This is not a traditional change point model, as the change point happens on an input that’s not being
explicitly modeled by the GP.
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generalized linear model, such that,

2
log(mij ) ∼ N (ζim + βim Pij , σm
),

where Pij denotes whether the trip qualified for free cancellation, ζim is the individual-level
baseline mean log spend parameter, and βm captures the effect of the program on spend
amounts. βm > 0 should be interpreted as evidence that customers spend more on booked
trips when their trips are protected by the free cancellation program. We standardize the
log spend data before estimating the model parameters.
1.6.4. Cancellation
For each trip, we also model whether all, some, or none of the trip was canceled. Distinct
from the previous three processes, which were all conditionally independent from one another, we model the cancellation process as conditional on lead day and spend amount.
Specifically, we assume the probability of cancellation depends not only on an individualspecific cancellation propensity term and the availability of the free cancellation program,
but also on how far in advance the trip was booked and how much the customer spent on
the trip. We model this decision using an ordered logit regression, such that the dependent
variable cij ∈ {0, 1, 2}, where cij = 0 if none of the trip is canceled, cij = 1 if part of the trip
is canceled, and cij = 2 if all of the trip is canceled. The ordered logit regression governing
cij is parameterized by a latent variable,
c
c
c
uij = ζic + βi1
Pij + βi2
log(`ij ) + βi3
log(mij ) + ij ,

where ij is i.i.d. Gumbel distributed, such that:

cij =





0






1







2

uij < κ1
κ1 ≤ uij ≤ κ2
uij > κ2
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To identify the individual-level intercept ζic in the ordinal logit model, we restrict the first
cut-off point κ1 to be 0 and let κ2 takes any positive value. If part of the trip is canceled,
we model the proportion of the trip that was canceled, rij , using a beta generalized linear
model, such that:
rij = Beta(ωij , φi )
ωij =

1
1+

(ζir

+

r P
βi1
ij

+

r log(` )
βi2
ij

r log(m ))−1
+ βi3
ij

(1.2)
,

(1.3)

where we parameterize the Beta such that ωij is its mean, and φ its polarization index.
1.6.5. Latent Attrition
The final component of our model captures the latent attrition process. We assume that
after booking each trip, the customer churns from the platform for good with some probability, akin to the standard buy-till-you-die specification (Fader et al., 2010). We model
customer churn or “death,’ ’ dit , by assuming dit ∼ Ber(θit ), where θit is affected by whether
the free cancellation program is available to the customer i at time t, such that,

θit =

exp(ζid + βid Pit )
.
1 + exp(ζid + βid Pit )

(1.4)

Capturing latent attrition is hugely important for modeling hostel booking behavior: in
our 28-month sample, 12,995 customers only made one trip. We also observed a strong
decreasing trend in number of bookings in Figure 2, which is typical of a high-churn setting.
Without accounting for which customers are still active, we may bias our understanding of
the impact of the free cancellation program.
1.6.6. Heterogeneity
There is rich heterogeneity in the hostel market. To capture that heterogeneity, as well
as to capture linkages between each of our behavioral processes, while making minimal
assumptions about the specific distribution of that heterogeneity, we model the joint set
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of individual-level parameters using a Dirichlet process mixture model. Dirichlet processes
(DPs) have been used to flexibly capture heterogeneity in several past marketing applications (Ansari & Mela, 2003; Rossi, 2014). We briefly review the idea here, and refer readers
to this prior literature for a more in-depth discussion.
To simplify notation, we collapse all of the individual-level baseline parameters across the
behavioral processes into a single vector, ζi = (ζib , ζiL , ζim , ζic , ζir , ζid ), with components determined by the Dirichlet process. We also collapse the response parameters into a single vector
c , β c , β c , β r , β r , β r , β d ) which we further concatenate with an unconstrained
βi = (βim , βi1
i2 i3 i1 i2 i3 i

transformation of the hot state probability from the booking model, ν̃i = logit−1 (νi ),
and with the polarization index of the partial cancellation model, φi , to form a vector
ψi = (βi , ν̃i , φi ). To model ζi and ψi , we first assume that each customer belongs to a
segment, where segment membership is denoted by si . Rather than setting the number
of segments a priori, we model uncertainty over the number of segments using a Dirichlet
process. Specifically, we construct the segment sizes through the well-known stick-breaking
construction (SBC), such that the sizes of the segments, denoted πs , are constructed by
using auxiliary variables π̃s , such that:
π̃s ∼ Beta(1, α)
πs = π̃s

s−1
Y

(1 − π̃i )

(1.5)
(1.6)

i=1

for s = 1, . . . , ∞, and where α is a hyperparameter that specifies the concentration of the
process, which we assume to be 1. While this theoretically results in an infinite number
of segments, in practice, only a finite number of segments will have any sizable mass. As
noted by Ohlssen et al. (2006), the vast majority of the segment mass is expected to be
captured by fewer than 5α + 2 of the components of the infinite mixture.
Within each segment, we assume that ζi follows a multivariate normal distribution, such as
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ζi | si = s ∼ N (µs , Σs ), where

Σs = diag(τs ) × Ωs × diag(τs ).

Ωs is the correlation matrix that measures the correlations between the individual-level
parameters for individuals in segment s, while the vector σs measures the variation of
each parameter across customers. Across segments, we model σs ∼ N + (0, 1), and Ωs ∼
LKJ(2), where LKJ(2) stands for the LKJ correlation distribution with shape parameter 2
(Lewandowski et al., 2009), which is a weakly informative prior favoring the identity matrix.
Drawing on terminology from the literature, this formulation is equivalent to modeling
ζi with a Dirichlet process mixture of Gaussians. In practice, this allows us to capture
continuous heterogeneity of these baseline parameters in an extremely flexible fashion.
For the remaining parameters ψi , we assume that these vary by segment, but not at the
individual-level. That is, we assume for each person i, ψi = ψ̃si , where each ψ̃s is drawn
independently from the same prior, for s = 1, . . . , ∞. To simplify notation going forward,
we will use ψs and ψ̃s interchangeably. We model each component of ψs with a unit normal
prior. In effect, this formulation models the response parameters, including the program’s
impact on spend, cancellation, and churn, as well as the hot state probability and the partial
cancellation polarization index with segment-level discrete heterogeneity, while allowing for
a potentially infinite number of segments. While we model the program’s impacts on many
customer behavior on the segment level, we do not let the nonparametric functions to vary
across different segments. This restriction is due to computational challenges.
1.6.7. Missingness
We noted in Section 1.4 that during their test of the free cancellation program, the company
only records whether the person was assigned to group A (free cancellation) or B (no free
cancellation) if the person makes a booking. This is problematic for the testing months
between March 2018 and July 2018, before the free cancellation program was rolled out to
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the entire customer base, since for all customers who did not make a booking, we do not
know whether they are in group A or B. Therefore, for these customers, their likelihood is
a mixture of the likelihoods of observing their booking behaviors, conditional on being in
group A or B, weighted by the prior probability of them being in group A or B, 0.5.
1.6.8. Priors
To complete our model specification, we now describe the priors used for all parameters not
previously described.
Gaussian Process Hyperparameters. First, for the GP components of the model, we estimate their hyperparameters in a fully Bayesian fashion. We assume a half normal distribution for the length-scale parameter of kernel function of the GP change point model,
such that ρb ∼ N + ( π2 , π4 ), which has been shown to identify periodic kernel well empirically. For the length-scale of the squared exponential kernel function, we assume ρl ∼
Inverse-Gamma(5, 10), though we note that the model is somewhat robust to this specific
decision. This particular prior suitably regularizes the function draws, putting reasonable
mass on smooth length-scales. We assume both amplitude parameters of the two GP functions follow a half-normal distribution, such that σb , σl ∼ N (0, 3).
Other Model Parameters. For the priors of the cutoff points of the ordered logit distribution, we assume κ2 ∼ N + (0, 5). For all other parameters, we assume weakly-informative
N (0, 1) priors, except the prior of the population mean (µ) of the customers’ baseline booking rate. For population mean of the customers’ baseline booking rate, we assign it a more
informative prior N (0, 0.5), to avoid extremely low values of baseline booking rate. When
the expected booking interval is as long as the length of our sample period, the model can
no longer separate churn from slow booking. This prior avoids this problematic lack of
identification.
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Figure 7: Fit of the model for capturing repeat bookings. The shaded error bars represent
the 95% credible interval.
1.6.9. Inference
We use the No-U-Turn sampler (NUTS) variant of Hamiltonian Monte Carlo (HMC), as implemented in Stan (Betancourt, 2018), to estimate the model. Unlike common MetropolisHasting algorithms, where Markov chain proposals are randomly drawn from a proposal
distribution, HMC is a sampling method that uses gradient information and an auxiliary
“momentum” variable to more efficiently generate proposals in the Markov chain. Because
NUTS relies on gradient information, all discrete parameters, including the segment assignments, must be summed out of the likelihood. To do that for the DP mixture, we use the
result from Ohlssen et al. (2006) that the max number of segments with sizable mass is not
likely to exceed 5α + 2 and truncate the stick-breaking construction to a maximum of 10
segments. We run 4 parallel chains to assess convergence, using 1000 warm-up iterations
and 200 draws per chain. We also leverage recently introduced parallel computing within
chains to efficiently compute our joint likelihood over customers.

1.7. Results
1.7.1. Model Fit
Before going into our analysis of the customer base, and of the impact of the free cancellation
program, we first examine the fit of the various components of our model. We plot the
posterior predictive fit of the various components of the model in Figures 7 and 8. We
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Figure 8: Posterior predictive fits for the distributions of lead day, (log) spend, and proportion of trip cancelled. Across all three panels, the error bars give 95% credible intervals.
see that the model fits all four behavioral process very well. The observed data is within
our 95% posterior predictive interval and very close to the median of the 95% posterior
predictive interval. The goodness of the model fit gives us confidence that the behavioral
processes are well-captured by our model.
1.7.2. Evaluation of Nonparametric Components
Part of the success of our model in fitting the data is our inclusion of the various nonparametric components: these components allow the model considerable flexibility in capturing
the data patterns, while still allowing principled Bayesian inference about quantities of interest. We now investigate to what degree each of the nonparametric components of the
model actually contributes to the empirical performance of our model, using out-of-sample
validation metrics.
To that end, we estimated several nested benchmarks of our full model, eliminating both the
GP and DP components. We then compared the models based on predictive performance,
holding out the last two months as a validation period. We compare the models using
holdout log likelihood. The first nested model we examine, Model 1, replaces the GP in
our full model with point estimates, and replaces the DP mixing process with a single
component. Model 2 incorporates the GPs to capture dynamics in the booking and lead
day processes, but use the single-component specification instead of DP mixture. Model 3
utilizes the DP mixture but no GPs. The only difference between the nested benchmarks and
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Table 1: Nested Benchmarks vs. Full Model
Model
Model 1
Model 2
Model 3
Full
1.5

GP

DP

+
+

+
+

Holdout LL
-6787
-6537
-6270
-6239

1.0

1.0
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Booking

0.5
0.0

0.0
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Figure 9: Distribution of the heterogeneous parameters across customers. The axes are ζi ,
the baseline individual level parameter of each behavioral process.
our full model is the specification of the nonparametric components. We report the results
of this comparison in Table 1. We see that the posterior mean holdout likelihood increases
with the inclusion of each component, supporting our full specification. These increases
all have non-overlapping 99% credible intervals. The most substantial increase come from
the addition of the DP mixture heterogeneity, suggesting the existence of incredibly rich
heterogeneity in our cohort of customers.
1.7.3. Characterizing Customer Heterogeneity
Next, we characterize customer booking behavior as estimated by the model. Recall that
all four of our behavioral processes of interest are underpinned by a set of individual- and
segment-level parameters, where segment sizes and membership are determined through a
common Dirichlet process mixture model. Customers are very heterogeneous both within
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Table 2: Posterior median of the cluster mean of the baseline individual-level parameter of
each behavioral process and segment-level probability of being in the hot state.

Inter-booking
Lead Day
Spend
Churn
Cancellation buckets
Partial Cancellation
Hot State Prob

Typical

One-and-done

Loyal

Wanderers

-1.21
-3.17
0.32
-0.53
0.58
-6.34
0.05

-0.74
-2.29
-0.14
2.29
-0.15
-1.35
0.35

0.33
-2.17
-0.23
-1.5
0.57
-4.84
0.17

-1.08
-1.05
-0.59
-0.31
0.1
-1.13
0.46

segments and across segments. Our DP mixture model estimates that there are four substantial segments of customers, each with their own baseline parameters, correlations between
processes, and response parameters. In Table 2, we report the posterior medians of µs , the
segment-specific mean of the individual-level baseline parameters, and νs , the segment-level
probability of being in the hot state. In Figure 9, we examine the distribution of the posterior medians of the heterogeneous baseline parameters across customers in each latent class.
In summary, the four segments we estimate are:
• Typical Customers: The most common class of customers, consisting of about
50% of the customer base. Compared to the other customer classes, these customers
are the least likely to cancel their trips. They book very infrequently and have the
lowest probability of being in the hot state (0.05). Moreover, these customer are
more likely to book their trips ahead of time. Taken together, these traits suggest
these customers tend to plan their trips ahead of time and are very unlikely to book
while traveling or book multiple trips within a short window of time. This group
is also very heterogeneous in term of churn rate, and the least likely to cancel any
proportion of their trip. Among typical customers, customers who spend more per
trip, tend to book less frequently and are also more likely to churn, as captured by
the Ωs parameters.
• One-and-done: The second largest group we call “one-and-done” customers. They
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comprise about 30% of the customer base. Compared to the rest of the customers,
one-and-done customers have more heterogeneous baseline lead day intensity, and
cancel more frequently. Among the four major customer groups, they are the most
likely to churn. The posterior median of one-and-done customers’ churn rates is 91%.
For customers within this segment, if they tend to book earlier than the rest of the
group, they also tend to have a higher churn rate. Correlation between the baseline
lead day and baseline churn rate is -0.46. One-and-done customers’ probability to
be in the hot state is relatively high, 0.35. Combined with their tendency to book
relatively early, they are more likely to book ahead of time and book multiple trips
at the same time. They are very heterogeneous in terms of how much they spend on
a trip.
• Loyal Customers: Comprising 13% of all customers, loyal customers book trips
frequently, and are the least likely to churn from the platform. They are not the highest
spending group though. They on average spend e 70 on each trip, very close to the
mean of One-and-done customers. They have the lowest baseline churn rate at 18%.
Their baseline lead day intensity is relatively moderate, and so is their probability of
being in the hot state (0.17). Within the segment, we find that customers who book
more often are also more likely to churn.
• Wanderers: The smallest of the four segments, comprising just 5% of all customers,
wanderers might also be described as “not planners.’ ’ They tend to book their trips
shortly before check-in, and have the highest probability of being in the hot state
(0.46). The latter suggests these customers may be very likely to book while traveling,
an explanation the platform gives for customers who book in short bursts. They
are also very likely to cancel their trips. Among the segments, they are the lowest
spenders, with an average spend of e 43 on each trip. Their churn rate is moderate.
Finally, we note that there are also some overall patterns of note, particularly in the correlations between the customers’ baseline lead day intensities and their baseline spend amounts.
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Across all the segments, these correlations range between -0.4 (loyal customers) and -0.94
(One-and-done), meaning that customers who tend to book earlier also tend to spend more
on their trips. This pattern may be due to the dynamic pricing by the hostels, where they
set prices high weeks before check-in date and lower the price when it gets close to check-in
date.
1.7.4. Impact of the Program on Customer Behaviors
Our model measures the impact of the free cancellation program in two ways: first, through
the nonparametric GP change point models for the dynamic components of the model, and
second, through the program response coefficients in the other model components. In Figure
10, we plot the former, and in Table 3 we describe the latter.
In the left panel of Figure 10, we plot the posterior median of the booking GP change point
model, with the solid red line showing the estimated intensity for customers who received
early access to the free cancellation program, and the dashed blue line showing the same for
the rest of the customers. The two curves are the same before the introduction of the program to the test group (in March 2018), and after the introduction of the program (in July
2018). These GPs capture the month-to-month time trend of customers’ baseline booking
intensities, and the gap between the two represents the impact of the free cancellation program on this intensity. The first takeaway from the plot is that there are obvious seasonality
patterns. Customers’ intensities to book a trip are much higher in July and August, relative
to other months. Comparing the function value before and after the change point, we see
that the free cancellation program had a slight positive impact on customers’ booking rates.
As we will see subsequently, while this change appears subtle, it represents a substantively
meaningful difference in the rates at which people booked hostels.
In the right panel of Figure 10, we show the same results, but for the lead day hazard
function, also modeled through a GP change point formulation. We truncate our plot to
focus on lead days 0-10 (where day 0 means canceling the day of the reservation), which are
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Figure 10: Nonparametric impacts of the free cancellation program.
the days with the most interesting dynamics. We see that the hazard rates of lead day are
very similar before and after the introduction of the free cancellation program. The hazard
rates are always the highest on lead day 1, and flatten off after 7 days. However, there
are some subtle differences between the two: after the introduction of the free cancellation
program, there seems to have been a slight shift in the hazard toward shorter lead days,
especially 0-1, and fewer bookings made in the 5-7 day window. While this difference is
very slight, it is somewhat intuitive: only bookings made more than 7 days prior to check-in
are covered by the free cancellation policy. Hence, it seems reasonable that some customers
may have shifted their booking behavior to meet this deadline.
In Table 3, we show the posterior median estimates of each of the program response pac , β r , β d ). In three of the four segments, customers spent
rameters by segment (i.e., βsm , βs1
s1 s

more when their trips were protected by the free cancellation program. The Wanderers
increased their average spend on a trip by e66, which is the highest increase amount across
all the customer segments. Typical customers had the most modest increase, an average
trip spend at e11. As expected, customers were more likely to cancel their trips when their
trips were protected: for a common trip in our observe data set, which is booked 7 days
before check-in and worth e85, Typical and Loyal customers’ propensity to cancel at least
part of their trip rises to 10% and 14% respectively from 5%. Conditional on canceling part
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Table 3: Impact of the free cancellation program on each of the behavioral processes, by
segment. Bold text indicates the 95% credible interval does not contain 0.
Segment
Typical
One-and-done
Loyal
Wanderers

Churn

Spend

Cancel (c)

Cancel (r)

0.13
0.69
-0.18
-0.63

0.09
0.03
0.39
0.85

0.72
-0.02
0.53
-0.09

0.13
0.02
0.19
-0.13
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Figure 11: Posterior predictive checks for repeat bookings without the program. The shaded
error bars represent the 95% credible interval.
of the trip, the proportion of the trip canceled by a customer did not increase significantly.
Finally, counter to our expectations, we find no evidence of an effect of the free cancellation
program on the churn rates of customers in any of the four customer segments.
In summary, when the free cancellation program is available to customers, most customers
book trips more frequently and spend more on their trips. These findings are good news to
the platform, but customers are also more likely to cancel their trips, when their trips are
protected by the free cancellation program. Therefore, whether the implementation of the
free cancellation program led to more profits for the platform remains unknown without
further analysis.
1.7.5. Impact of the Program on Profits
With the estimated parameters from the model, we examine how the changes in each of
the behavioral processes outlined above affected the platform’s overall profit. To do so,
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Figure 12: Posterior predictive checks for the distributions of lead day, (log) spend, and
proportion of trip cancelled without the program. Across all three panels, the error bars
give 95% credible intervals.
we simulate a world where the free cancellation program was not introduced, using results
and forecasts from our pre-program GP estimates, and by setting all program response
parameters to zero. We plot the simulated data of each behavioral process and the observed
behavioral process in the data in Figures 11 and 12.
From our simulation, we find that the free cancellation program did not increase the overall revenue from customer bookings significantly, at least during the data window. The
posterior median of simulation scenarios suggests that there was only a 0.02% increase on
the overall net revenue from the cohort of the customers. While there was an increase of
repeat trips brought by the free cancellation program (seen in Figure 11), there was also
a significant increase in the percentage of trips canceled as a result of the free cancellation
program. On average, the benefit and harm to the platform of the free cancellation program
cancel each other out.
To further investigate the free cancellation program’s impact on the platform’s profits,
rather than just revenue from bookings, we also need to take into account the foregone
profits from the less frequently purchased cancellation insurance after the introduction of
the free cancellation program. To estimate the lost revenue, we assume customers would
have purchased the cancellation insurance at the same rate for the duration of our data as
they did between July 2017 and February 2018, if the free cancellation program were never
introduced. With this assumption, we estimate that the platform suffered a e4,985 loss
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in revenue, from our sample of customers, from the cancellation insurance. Assuming the
platform keeps 15% of that net revenue, which is the industry standard, we find that that
the platform suffered a 3% loss in overall profits.
While we do not find an increase in profits in the short term, we do find expect an overall
increase in the customer lifetime value as a result of the free cancellation program. We
find an average e10 increase in the residual CLV of the cohort of the customers, which is
a 4% increase. This increase in CLV is much larger than loss from foregone profits from
purchases of cancellation insurance. Thus, although the platform suffers a loss in profits
in the year after the introduction of the free cancellation program, the free cancellation
program increases their long-term profits.
Although the average effect of the program appears to have been small, there is a silver
lining for the platform: the effect of the program was highly heterogeneous across the four
estimated customer segments. From a revenue perspective, we find that the net revenue
from Loyal customers and Wanders increased by 8% and 30% respectively during the data
window, while the net revenue from the largest segment, the Typical customers, decreased
by 3%. Moreover, in terms of CLV, the Loyal customers experienced the largest increase as
a result of the program, with CLVs increasing by e22. Typical customers’ and Wanderers
CLVs increased by e13 and e11 respectively.
This heterogeneity in the effect suggests room for targeting similar programs: the largest
gain in profitability appears to be from the platform’s most loyal users, who were both
revenue positive, and had the largest boost in CLV. Rather than treating free cancellation
or similar programs as blanket policies, this result suggests platforms should instead treat
it as a reward for customer loyalty, perhaps as a perk in a loyalty program.
1.7.6. Implications of the Nonparametric Components
Recall that the Bayesian nonparametric components of our model allow us to make minimal
assumptions about the model, specifically about the dynamics in the booking and lead day
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processes, and about the distribution of unobserved heterogeneity, while still accounting for
important features of the data generating process like heterogeneity and latent attrition.
We have so far demonstrated both the gains in predictive performance from including these
model components, and the gains in insights regarding dynamics in heterogeneity. In this
last section, we show that there are also important substantive differences regarding the
impact of the program uncovered by a model with the nonparametric components, compared
to models without.
To understand the potential managerial value of these components, we consider how the
above analysis in the previous section would have been different, had we not used the
Bayesian nonparametric components of the model. If we were to have estimated the impact
of the free cancellation program on the revenues without the non-parametric components of
our model, following the benchmark described in Section 1.7.2, we find that we would have
dramatically overestimated the impact of the free cancellation program. Specifically, under
that restricted specification, we would have underestimated the net revenue without the free
cancellation program by as much as e 59,730, a 5% underestimate. This underestimate,
in turn, would have led to a conclusion that the free cancellation raised short-run revenues
significantly more than we previously estimated. Such bias in the estimate can be attributed
to two main sources: first, the free cancellation program was rolled out globally during a
high peak season for the platform: to capture it without controlling for seasonality in a
flexible fashion, as we are able to do using the periodic GP kernel, would have greatly
biased our estimates. Moreover, given that fact that we have found rich heterogeneity
within customer segments as well as across customer segments, restricting the patterns of
heterogeneity we can find greatly improverishes the expressiveness of the model, and the
accuracy of its findings.
Lastly, we find these biases in substantive conclusions also carry over to the estimation
of customer lifetime value: recall that the full model uncovered substantial differences in
CLV across segments. We ultimately concluded that the program was most beneficial for the
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platform’s loyal customers, who saw a boost of e22 in CLV as a result of its implementation.
Such conclusions are only possible in our full model, which allows for the effect of the
program to differ across segments. Yet we can still compute the estimated gain in CLV due
to the program in the restricted, parametric model. In the restricted model, we find the
program induced an average CLV gain of e8.7, slightly underestimating the average gain
estimated by the full model. Importantly, though, a model without particularly the DP
component of the model would miss the rich targeting implications uncovered by our full
model.

1.8. Conclusions
In this chapter, we examined how the implementation of a free cancellation program affects
customers’ behavior on a hostel booking platform and the platform’s profits. Our hierarchical model allows us to decompose the effect of the program across intricately linked
behavioral processes, including customer booking timing, lead day, spend, cancellation, and
churn. Our use of Dirichlet process mixtures to capture the heterogeneity within the cohort
of customers, and of Gaussian process change point models to capture the rich dynamics
in customers’ booking timing decisions allowed us to make minimal assumptions about the
data generating process while quantifying the impact of the program, and the uncertainty
around it. Methodologically, we showed the clear gains from leveraging nonparametrics in
evaluating the impact of the program. Ours is the first paper in marketing to combine these
two Bayesian nonparametric tools, and to make use of the GP change point methodology.
Substantively, we found that in the short-run, the increase in cancellations brought about
by the free cancellation program outweighed the benefits. However, in the longer run,
the program appears to have increased customer lifetime value. More importantly, we
identified the importance of heterogeneity in understanding the effect of free cancellation
programs. Our model identified four major customer segments, and found that customer
behavior across the four segments varied considerably, including their responses to the
free cancellation program. This finding suggests room for targeting such policies at other
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platforms, or for similar policies the platform may implement in the future.
Our paper is the first to empirically investigate the impact of such programs on customer
behavior in the field. As such, it provides a cautionary tale more broadly for platforms
implementing these policies: although our partner company benefited from the free cancellation, the gains were small. It is crucial to quantify in a flexible way the impact across
many behavioral processes in order to accurately understand or predict the impact of such
a program. Our work also emphasizes the importance of thinking about the impacts of such
programs dynamically and heterogeneously.
Finally, there are several limitations to our study. Perhaps most importantly, our work
focused on the free cancellation program’s impact on the platform’s existing customer base.
Future research may also examine how the implementation of the program affects the acquisition of new customers. Does the implementation of the free cancellation program
attract more customers, particularly those who may be more price sensitive? If so, increased customer acquisition may represent another area where the firm may benefit from
such programs. Answers to questions like this will allow us to further perfect the design of
free cancellation programs.

39

1.9. Appendix
1.9.1. Model Diagram
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Figure 13: Directed acyclic graph (DAG) showing the relationships between our model
parameters and our data. Not shown: each of the observed (shaded) nodes is also conditioned on the program variable, Pij . The parameters κ, which are not individual- or
segment-specific, also affect the cancellation outcome c.
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CHAPTER 2 : A Gaussian Process Model of Cross-Category Dynamics in Brand
Choice
2.1. Introduction
We know that customers’ sensitivities to the marketing mix are not static. Dynamics in
sensitivities can stem from a number of things, including changes in people’s personal lives,
consumer learning, and fluctuations in the macroeconomic environment. These changes may
lead to shifts in consumers’ sensitivities to marketing mix variables and brand preferences.
For example, a customer who has recently graduated from college and started a job may
become less price sensitive or less promotion sensitive, as a result of an increase in her
budget constraint. She may also begin exploring more brands, resulting in a shift in her
brand preferences. She may start to acquire a taste for more premium brands. These
changes can have important implications for marketers, as understanding these shifts in
preferences can help marketers optimize their targeting strategies and their allocation of
marketing mix variables. Yet, while many of these dynamics can be rationalized using
standard economic models of utility maximization under constraint or consumer learning,
it is extremely challenging to account for such dynamics in the indirect utility models
commonly used by marketers to optimize the marketing mix.
This challenge has led to recent methodological work in marketing on dynamic heterogeneity specifications that allow for modeling individual-level dynamics in preference parameters
(Dew et al., 2020), including in brand choice applications. Yet, while that work solves the
statistical problem of estimating a time-varying distribution of unobserved heterogeneity,
it ignores the potentially important correlations that may exist across product categories.
As illustrated by the simple example above, changes in consumer’s budget or economic
circumstances may impact many categories at once, inducing correlations in the dynamics
of brand choice parameters. Such correlations can be extremely valuable to marketers: in
many shopping contexts, including in both traditional consumer packaged goods and mod-
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ern online settings, marketers may observe an abundance of information about a customer
in one product category, but no or relatively little information in another. Understanding to
what degree a shift in a consumer’s preferences and sensitivities to marketing mix variables
persists across product categories, or is idiosyncratic to a single product category, can help
marketers leverage data in data-rich categories to make predictions about data-scarce categories. Furthermore, by leveraging this cross-category information, marketers can better
target customers in categories in which they have not yet purchased. Yet, despite the obvious value of understanding cross-category preference dynamics, the marketing and choice
modeling literature has provided only limited solutions to estimating these dynamics from
data.
In this paper, we develop a Bayesian semiparametric methodology for estimating individuallevel, dynamic, correlated model parameters, which we apply in the context of an indirect
utility model for brand choice. Our model leverages latent, multi-output Gaussian processes
to capture the dynamics of customers’ preference parameters in a parsimonious way, that
allows for sharing of statistical information both across individuals, and within individuals
across time and across product categories. We achieve this by fusing work in marketing on
cross-category choice and dynamic heterogeneity with work in machine learning on semiparametric dynamic factor models (Teh et al., 2005) and multi-output Gaussian processes,
resulting in a novel specification that contributes to both the marketing and machine learning literature. We term our specification Multi-Category Dynamic Heterogeneity (MCDH).
While Bayesian nonparametrics have seen increased use in marketing, including Gaussian
processes, ours is the first in the field to adapt multi-output Gaussian processes.
To illustrate the potential gains from capturing correlated, individual-level preference dynamics, we apply our MCDH model to both simulated and real consumer choice data.
Foremost, we show that our specification is identified, and can be easily applied to typical marketing mix problems, in a relatively scalable fashion. But more importantly, we
also show MCDH easily outperforms both classic and modern benchmarks in out-of-sample
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tasks, including the recently proposed GPDH framework, which is a sophisticated, Bayesian
nonparametric model that also captures dynamic heterogeneity. Substantively, we show
that correlated dynamics matter in two important ways: first, we show that the model is
indeed able to leverage cross-category information to yield more reliable preference estimates, which can be especially beneficial when estimating marketing mix sensitivity data
in relatively sparser product categories. Moreover, we show that these statistical gains
have practical consequences, in terms of the precision of estimating important quantities
like price elasticity. Finally, we show that the dynamics uncovered from the model reveal
interesting insights about potential drivers of dynamics, including large, macro-level events
like the 2008 great recession.
We organize the rest paper as follows. In Section 2.2, we review relevant literature to
our research. We develop our MCDH model in Section 2.3 and implement the model
through simulation in Section 2.4. In Section 2.5, we describe the brand choice data used
in our application. In Section 2.6, we describe the high-level results of our application,
and in Section 2.7, we discuss the forecasting performance of our model compared to a
comprehensive set of benchmarks. In Section 2.8, we show that the MCDH model gives
more efficient estimates of price elasticities. Finally, we conclude and discuss future research
in Section 2.9.

2.2. Literature
The cross-category nature of preferences has been extensively examined in marketing, in
two main streams of research. The first stream focuses on the correlation of customers’
preference parameters across categories. The first in this stream is Ainslie & Rossi (1998),
who investigate whether households have similar sensitivities to price and feature promotion across categories. They use a variance components decomposition approach to model
households’ sensitivities to these variables across categories, and find large cross-category
correlations in sensitivities to price (0.32) and to feature promotion (0.58). Seetharaman et
al. (1999) further extend the work and show that households’ state dependence behaviors
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also show large correlation across categories. Hansen et al. (2006) build on this framework
and estimate customers’ preference for store brands across categories. They find that customers who prefer store brands in one category are more likely to prefer store brands in
other categories. This stream of work suggests that customers behave similarly across categories in many respects, and that information about preference parameters in one category
can be leveraged to understand preferences in another.
The second stream of research investigates complementarity and substitutability between
categories. Manchanda et al. (1999) models multi-category purchase incidence and examines the cross-effects that changing prices in one category may have on purchasing in
another category. However, their work only models category purchase incidence, and does
not model the brand choices within each category. Building on that, Mehta (2007) models both category purchase incidence and brand choice decisions, and Song & Chintagunta
(2007) integrate purchase quantity decisions into the framework. Lee et al. (2013) further
build on the previous work and allow the cross-effects between categories to be asymmetric.
Our research is aligned more closely with the first stream of research. We investigate the
cross-category dynamics of customers’ preference parameters. A key shortcoming of the
extant models in this stream of research is that they assume customers’ preferences are
static. Yet, we know from more recent work that preferences are dynamic, and that there
are important cross-category linkages. For example, Gordon et al. (2013) investigate the
relationship between price elasticity and the business cycle. They find that on average,
customers are more price sensitive during economic downturns, with a few notable exceptions, driven primarily by these categories’ insignificant shares of wallet. While this
work establishes the importance of capturing dynamics in preferences, their specification
of heterogeneity is quite restrictive: while consumers are assumed to differ in their initial
sensitivities to marketing variables, the way these sensitivities evolve over time is assumed
to be the same across people.
In the literature on explicitly modeling customer preference dynamics, most authors have
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focused on single-category dynamics. Many papers in this line of research have included
time-varying individual-level parameters, including Kim et al. (2005), Liechty et al. (2005),
Sriram et al. (2006), Lachaab et al. (2006), and Guhl et al. (2018). However, while these
papers adopt different specifications for the individual-level time-varying parameters, they
all impose a common restriction on heterogeneity: they restrict an individual-level parameter’s deviation from the population mean to stay the same across different time periods,
such that a preference paraemter βit is modeled as βit = µt + θi . To account for flexible
heterogeneous evolution of such parameters, Dew et al. (2020) introduce the idea of dynamic heterogeneity, or a continuously evolving distribution of unobserved heterogeneity.
They model dynamic heterogeneity using Gaussian processes, in what they term the Gaussian Process Dynamic Heterogeneity (GPDH) specification, which allows individual-level
parameters to differ from the population mean parameter at different time periods in a
parsimonious, hierarchical Bayesian fashion. They show that the GPDH model nests the
traditional random coefficient model, yields more accurate and statistically efficient population and individual-level estimates, and performs better in terms of fit and forecasting.
Moreover, the authors find that ignoring heterogeneity in dynamics may bias parameter
and elasticity estimates.
Building on this body of work, we develop a cross-category, individual-level, Bayesian nonparametric model that captures the dynamics of customers’ preference parameters in a given
category, as well as the cross-category nature of the dynamics in preferences. By building
a flexible, cross-category dynamic preference model, we allow information learned about
how customers’ preference parameters have evolved in one category to be transferred across
categories, and inform predictions of preference evolution in another category by sharing
common latent factors that affect all of customers’ preference parameters. Such information
sharing allows us to forecast customer’s brand choice more accurately and produces more
efficient estimates of price elasticities.
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2.3. Model
In this section, we briefly introduce required background knowledge about Gaussian processes, and then describe our modeling framework in detail.
2.3.1. Gaussian process
A Gaussian process (GP) is a stochastic process f (.) defined on an input space, which,
in our case, is time t ∈ R+ . A GP is defined by a mean function m(t) and a covariance
function k(t, t0 ), such that for a fixed set of inputs t = {t1 , t2 , . . . , tT },

f (t) ∼ N (m(t), K(t)),

where m(t) is the mean function evaluated at all inputs, a T × 1 vector, and K(t) is a
T × T matrix formed by evaluating the covariance function k(t, t0 ) pairwise at all of the
inputs. In short, the mean function specifies the prior expectation of the value of the process
for each input t, and the covariance function specifies how correlated the process is across
pairs of inputs, t and t0 . Since a GP defines a probability distribution over outputs, given
any inputs, it serves as a natural, nonparametric prior over function spaces (Rasmussen &
Williams, 2006). In this capacity, is typically denoted f (t) ∼ GP(m(t), k(t, t0 )).
In most GP applications, mean functions play a limited role, and are usually assumed to
be constant, allowing the covariance function to capture the properties of the functions
generated by the GP priors. Different covariance functions, also called kernels, can capture
different broad features of the functions being modeled, including smoothness, differentiability, and amplitude. A valid kernel is a function k : R2 → R, such that the covariance
matrix K(t) generated by the kernel function is positive semidefinite for any set of inputs
t. Many different kernels have been proposed in the GP literature, the simplest and most
popular of which is the squared exponential kernel, which is the kernel we will use in this
chapter. The squared exponential kernel function is defined by two hyperparameters, an
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amplitude parameter σ and a length-scale parameter ρ, with functional form:
"

#

(t − t0 )2
.
kSE (t, t |σ, ρ) = σ exp −
2ρ2
0

2

The amplitude parameter σ governs how far the function draws from a GP with this kernel
can be from the mean function, while the length-scale parameter ρ captures the smoothness
of the departures from the mean function, and is sometimes called simply the smoothness
parameter. The simple but expressive nature of the SE kernel has led to its widespread use
across many application areas, including in prior marketing studies (Dew et al., 2020; Dew
& Ansari, 2018).
2.3.2. Multi-Category Dynamic Heterogeneity (MCDH)
Having described Gaussian processes, we now describe our brand choice model with crosscategory dynamic heterogeneity. Following the standard random (indirect) utility specification, we assume that the utility that the customer i gets from purchasing product j in
category c at time t is:
uicjt =

P
X

βicpt × xpcjt + icjt ,

p=1

where icjt is independently and identically distributed as an extreme value distribution,
leading to the traditional multinomial logit model for choice probabilities. xpcjt can include
marketing mix variables such as prices and promotions as well as brand level dummy variables. βicpt thus measures customer i’s sensitivity to variable p in category c at time t. For
identification purposes, we normalize the brand dummy variable of the brand with highest
share of each category to be 0 across all time periods for all individuals.
For ease of notation, we collapse all the brand loyalty terms and preference sensitivity
terms for a given customer, βicpt , into a time-varying vector βit , which is size K × 1. K
enumerates over each category c and each preference parameter p. Our goal is thus to come
up with a parsimonious specification for βit that can be feasibly estimated from a typical
marketing mix data. To achieve this goal, we first make a conceptual pivot, and consider
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βit as a vector-valued function of time, βi (t). We then model this vector-valued function
using a multi-output Gaussian process (MOGP). Briefly, just as GPs provide a principled
way of placing a prior over real-valued functions, multi-output GPs provide a means of
placing a prior over vector-valued functions, where the goal is to model a multivariate
output simultaneously by exploiting the correlations across the multivariate output, thus
outperforming modeling each element of the output independently (Álvarez et al., 2012).
The specific MOGP formulation we adapt to model βi (t) is based on the the popular linear
model of coregionalization (Schmidt & Gelfand, 2003) and the semiparametric latent factor
model introduced by (Teh et al., 2005). Specifically, we model the k th element of βi (t),
βik (t), as the sum of L independent, latent, time-varying functions, such that

βik (t) = αk +

L
X

ωikl × ul (t),

(2.1)

l=1

where αk is a parameter that captures the population, time-invariant mean of the k th
element in the βi (t), and the ul (t) are latent functions drawn from GP(0, kSE (t, t0 |1, ρl ))
which are shared across people.1 The ωikl serve as a individual-specific weights on each
of the latent factors. We assume ωil = (ωi1l , . . . , ωiKl ) ∼ N (0, Σω ), where Σω is a K × K
unrestricted covariance matrix.
We model Σω as Σω = diag(τ )Λω diag(τ ). Λω is the correlation matrix that measures the
dynamic correlations between the preference sensitivities, while the vector τ measures the
variation of preference sensitivities across customers. We model τ ∼ N + (0, 1) and Λω ∼
LKJ(2), where LKJ(2) stands for the LKJ correlation distribution with shape parameter 2
(Lewandowski et al., 2009), which is a weakly informative prior favoring the identity matrix.
Intuitively, since independent latent functions are convolved through the weights, the result
is a set of correlated functions, comprising the components of βi (t). This structure allows
us to capture the correlations of brand loyalties of a customer within a category, as well as
1

We restrict the amplitude to 1 for identification, since we do not restrict the values of the weight terms

ω.
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the price sensitivities across different categories.
There are two key sources of model specification in this setting: the kernel function used
in estimating the GPs, and the number of latent functions, L. As noted above, we chose
to use the simple and common squared exponential kernel for each of the latent factors,
which assumes a priori that these functions are relatively smooth. Other common kernels
in the literature, including the Matern class of kernels, make different assumptions, which
may be more desirable in different contexts. We tested several classes, and found our model
relatively robust to this choice. The more crucial part of model specification is setting
L. Intuitively, more latent functions will naturally allow us fit more complex patterns of
preference parameters, yet also risks overfitting. Additional factors may capture smooth,
predictable time variation, but they may also capture noisy, difficult to generalize patterns
in the training data. Thus, to choose L, we will rely on forecasting accuracy, and favor
smaller values for a more parsimonious model. We explore this issue more in the next
section.
The usage of a few latent functions to capture dynamics across all customers has many advantages. Foremost, it provides a source of dimensionality reduction: instead of modeling
each βik (t) as a separate function draw, we let βik (t) be the sum of weighted latent functions
that are shared across all customers and all preference parameters. This structure pools
information across different customers, and across different points in time. Moreover, we
also build information-sharing into the weights: since the weight vector ωil is modeled hierarchically, with a full covariance matrix, it allows for information sharing across preference
parameters, including those of different product categories. Moreover, since the covariance
is shared across people, it provides another source of pooling. Together, these mechanisms
allow us to turn the complex problem of estimating βicpt into a simpler problem, with considerable information sharing across units of analysis. In turn, this yields increased precision
in model estimates, as we will demonstrate empirically in later sections.
Finally, from a substantive perspective, modeling the dynamics in preferences through a set
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of common latent factors has another advantage: if there are common temporal shocks to
many consumers’ preference parameters, these may be naturally captured in one or several
of the latent factors, and consumers’ individual weights on those factors may thus indicate to
what degree they were affected by those temporal shocks. This is part of the motivation for
allowing each of the latent factors to have its own length-scale, ρl . Recall that the lengthscale parameter determines the smoothness of the function draws. Hence, by allowing
each function to have its own length-scale, we intuitively allow the model to detect both
long-run trends and short-run shocks to preferences, which may be captured on different
factors. While we cannot guarantee such findings, if we can map real-world phenomena
onto the latent factors, this provides a powerful tool for understanding the dynamics, and
the inter-linkages among consumers. Moreover, these latent factors allow us to understand
the correlated dynamics that may exist in customers’ different preference sensitivities. How
much weights a latent factor contributes to different preference sensitivities informs us how
these preference sensitivities are correlated dynamically.
2.3.3. Related Work
Our model relates to three streams of research: multi-output GPs, models of dynamic
preferences, and models of dynamic latent factors. In this section, we briefly clarify the
links and distinctions between the present work and these other models.
Our multi-output GP approach to modeling correlated, dynamic coefficients is directly inspired by similar models that have been proposed in machine learning and geostatistics.
In geostatistics, similar specifications have a long history in cokriging applications, where
the goal is to model potentially correlated mineral deposits or other environmental factors
across space and time (Wackernagel, 2013). In that literature, the idea of linearly combining
independent factors to learn correlated processes is called the linear model of coregionalization (LMC). In machine learning, Teh et al. (2005) propose a similar idea to the LMC
in their semiparametric latent factor model (SLFM). Our specification for correlated dynamics closely follows their specification. However, crucially, both in geostatistics and in
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machine learning, models like the LMC and SLFM are almost exclusively used in regression
or classification tasks, where the outcomes of interest are directly observed, and modeled
(up to some noise) by the linear combination of GPs. In our application, the task is much
more difficult: our “outcome’ ’ of interest is, in fact, a model coefficient capturing consumer
sensitivities, which are then combined with observed variables (i.e., the marketing mix) to
model utilities which determine choice. The jump from modeling the regression function
directly to modeling latent quantities like model parameters is non-trivial. The other key
difference between our work and these more typical applications is scale: while most geostatistical and machine applications consider a handful of related processes, our model focuses
on modeling correlated preference parameters for many consumers, each of which has many
sensitivities. To handle this scale, we introduce the hierarchical structure on the weights,
that allows for correlated patterns within individuals, and sharing of information across
individuals.
In marketing, there are two areas of research that are directly relevant to ours, among
which Dew et al. (2020)‘s recent work is perhaps the most relevant piece. That paper
introduces the idea of dynamic heterogeneity, and illustrates the potential biases in model
estimates and decision quantities, including price elasticities, that can arise when dynamics
in the distribution of cross-sectional heterogeneity are ignored. Our work provides an alternative method for modeling such dynamic heterogeneity, that also allows for correlations
across preference parameters. Both Dew et al. (2020) and our work use nonparametric
functions to model dynamic heterogeneity of customers’ preference sensitivities, but Dew
et al. (2020) treats dynamics of preference sensitivities in different product categories independently. On the contrary, we explicitly model the correlation of preference sensitivities
across categories and allow information sharing of preference sensitivities within and across
product categories. We show the gains by our approach in a direct comparison in later
sections. Our work is also connected to research in marketing using dynamic latent factor
models, including early work by Du & Kamakura (2012). In their work, Du & Kamakura
(2012) decompose an observed collection of time series of search volume for a set of brands
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into a linear combination of dynamic latent factors. The MCDH model we propose is different from the work by Du & Kamakura (2012) in three important aspects. The first two
distinctions closely mirror those described above: our model adapts the ideas of correlated
latent factors to model sensitivities, not a directly observed time series, and our model does
this for a massive number of model parameters, spanning customers, categories, and preference parameters. Notably, our model specification has another important distinction from
theirs: while they model their latent factors using a relatively complex state space model,
our model uses a small number of relatively simple GPs, which provide increased pooling
across units of time.
2.3.4. Estimation
We estimate our MCDH model in a fully Bayesian fashion, assigning weakly informative
prior distributions for each hyperparameter not yet specified. We perform inference using
Hamiltonian Monte Carlo (HMC), via the No-U-Turn sampler (NUTS) in Stan, leveraging recently introduced parallel computing methods for scalability (Betancourt, 2018). We
jointly sample all the parameters in the model, including the mean functions, the hyperparameters, and the individual-level functions. The joint density of the data y and the full
set of model parameters, Θ = {β, µ, η, γ, ω, θ, σ, ρ}, is:

p(y, Θ|X) =

N
Y

p(yn |Xn , {βin cn p (t)}Pp=1 )×

n=1
I Y
K Y
L
Y

p(βik (t)|αk , ωikl , ul (t))p(ωikl |0, Σω )p(ul (t)|1, ρl )×

i=1 k=1 l=1

p(Σω )p(ρ)p(αk ),
where n = 1, . . . , N denotes the nth observation in the data, Xn indicates the marketing
mix variables and brand dummy variables observed in the nth observation, in indicates
the customer ID of the nth observation, and cn indicates the product category of the nth
observation.
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Figure 14: Simulation of four latent factors and the preference parameters generated by
them. Latent factors are plotted on the left, and each line type represents a different latent
factor. Preference parameters are plotted on the right, and each color represents a different
preference parameter.

2.4. Simulation
In this section, we explore two aspects of our model using simulations. First, we explore
the flexibility of simulated preference sensitivities of the MCDH model, using just a few
number of latent factors. Then, we simulate brand choice data using the MCDH model to
explore the identification of the model.
One may think that we need a large number of latent factors in order to capture flexible
preference dynamics. Here we illustrate that only using four latent factors already allows us
to capture very flexible dynamics of preference parameters. We use four latent factors that
are drawn from GP, such that ul (t) ∼ GP(0, kSE (t, t0 |1, ρl )), where ρl takes value 1, 2, 4, 8.
We fix αk at 0 and draw ωilk independently from N (0, 2). We then compute βik (t) from
these simulated values based on equation 2.1.
In Figure 14, we plot the latent factors that we simulate on the left and the ten random
sampled preference parameters using four latent factors on the right. We can see that the
ten sampled preference parameters represent very different patterns of dynamics. Despite
the few number of latent factors, the model achieves such flexibility through the amplifier
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Figure 15: Simulation recovery of the dynamic latent factors. The shaded bands are post
burn-in posterior draws and the solid lines are the function values used in simulation. The
x-axis marks the time and y-axis marks the function values.
ωikl . If the absolute value of ωikl is the largest, ul plays a bigger role compared to the rest
of the latent factors. In Figure 14, we see that preference dynamics are very different in
terms of smoothness, depending on which ul is playing a bigger role. Moreover, ωikl can
take on negative values, so even if two preference dynamics have similar shapes, they can
develop in opposite direction. Therefore, just a few latent factors can yield great flexibility
for preference parameters in the MCDH model.
We also explore the identification and properties of the model through a simulation and
recovery exercise. We simulate a data set where 100 customers repeatedly choose among
different 6 brands in each of the 5 categories. We assume each customer chooses 20 times in
each period for a total of 10 periods. Besides the brand dummies, we assume that there is
only one observable variable that affects customers’ brand choices. We estimate our MCDH
model with this simulated data. We plot the recovery of the latent factors as well as the
randomly sampled customers’ preferences sensitivities in the Figure 15 and Figure 16. It is
worth noting that the latent factors ul (t) are identified up to the sign. However, this does
not affect the identification of the βik (t), which is the most important aspect of the model.
The hyperparameters of the GPs that generate ul (t) are all very well recovered, and the true
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Figure 16: Simulation recovery of the cross-category dynamics of customer-level preference
sensitivities. Each panel plots the dynamics of a preference sensitivity of a randomly sampled customer. The shaded bands are post burn-in posterior draws and the solid lines are
the function values generated in simulation. The x-axis marks the time and y-axis marks
the function values.
values 1 fall around the modes of the posterior distribution, which ranges between (0.6,1.3).
In Figure 15, we examine the latent function recovered. We can see that the estimated
the function values track the values of the generating process very closely. In Figure 16,
we plot the customer-level dynamics from 9 randomly sampled customers. The estimated
function values still track the true values very well, but the post burn-in posterior draws
are now much wider. This is expected as all choice data contribute to identifying the latent
factors, while a customer’s own choice data across categories help to identify the customerlevel dynamics. The latent factors are more precisely recovered than the individual-level
cross-category dynamics, because of the relatively more abundant data across customers.

2.5. Data
We apply the MCDH model to brand choice in the IRI consumer packaged good panel
data, from January 2001 to December 2012. This period covers the Great Recession, which
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started from December 2007 and ended in June 2009, according to the National Bureau
of Economic Research. We expect to detect interesting patterns of dynamics of preference
sensitivities and price elasticities during the Great Recession. We use six product categories
in this analysis: coffee, paper towels, potato chips, soda, toilet tissues, and frozen pizza. The
IRI consumer packaged good panel data has been used in many papers, including Gordon
et al. (2013), which contains a detailed discussion of the data.
We focus on product choice in six product categories, including coffee, paper towels, potato
chips, soda, toilet tissues, and frozen pizza. The IRI data records the UPC level transactions
of customers of IRI’s BehaviorScan Program. Since we model customer choices at the brand
level, we aggregate the UPC level choice information into brands. For each product category,
we keep the transaction data of the top six brands. The top six brands make up 70% to
90% of the market shares in each product category in our data, and store brands are in the
top six brands in each categories.
To derive the price information of each brand, we aggregate the UPC level price information.
For each week in each store, we aggregate the price of each UPC bought, weighed by the
share of the UPC compared to all UPCs of the brand in that week. Thus, in our cleaned
data, price of a brand varies at the store and week level. Price and brand dummies are the
only explanatory variables that we use in this application. We standardize the price data
before inputting them into the model. Following Gordon et al. (2013), we model the time
variation of preference sensitivities at the quarterly level. For this analysis, we only include
the customers who were active in both the starting 6 quarters and ending 6 quarters of our
sample and were active in all of the above categories for at least 15 quarters. We arrive at
a sample of 141 customers after filtering based on this selection rule. Over the span of the
48 quarters, these customers on average made 723 purchases across all six categories. Soda
is the most purchased category, with an average of 292 purchases over the sample period
across all customers, and paper towel is the least purchased category, with an average of
64 purchases. All customers purchased in at least one category in each of the 48 quarters.
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Figure 17: Posterior draws of latent functions: ul (t). The shaded bands are post burn-in
posterior draws and the solid lines are the posterior medians. The x-axis marks the time
and y-axis marks the function values. Blue dashed line marks the start and the end of the
Great Recession.
We estimate the model with the first 44 quarters (11 years) of the data and leave the last
4 quarters (year 2012) of the data out for evaluating the forecasting performances of the
model.

2.6. Results
2.6.1. Latent Factors
Before diving into analyses based on the MCDH, we first need to determine the number
of dynamic latent factors to use. While there are many approaches for doing so, including
information criteria measures, we chose to do this selection using out-of-sample predictive
validity. Using holdout sample mean hit rate as the metric for forecasting accuracy, we
find that using four latent functions yields the highest mean hit rate. Thus, we focus our
empirical results here on the case that uses four latent functions.
The four latent functions are plotted in Figure 17. Most of the latent functions are relatively
smooth and capture long-term trends. The first latent function captures a slowly decreasing
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trend in customers’ preference sensitivities. The third latent function captures an increasing
trend in the first half of our sample periods and a decreasing trend in the second. The fourth
latent function captures a initially faster decreasing but later slower increasing trend. The
second latent function is particularly interesting. The second latent function is more jagged
than any other ones. Moreover, it shows this sudden change right around the onset of the
Great Recession and a slow recovering trend at the end of the sample period. This latent
function captures more quarter-to-quarter perturbation than other latent factors. Moreover,
because it captures such a trend that matches what we expect from the Great Recession, we
will refer to it as the recession latent factor moving forward. However, as the latent factors
are only identified up to a sign, we need to interpret it with some caution. The dynamics
in the preference sensitivities may not follow the dynamics in the latent factors and have
the opposite trajectory to the dynamics in latent factors, as the ωikl can take on negative
values.
2.6.2. Correlation Among Preference Sensitivities
In this subsection, we explore the dynamic correlations between customers’ price sensitivities
and store brand loyalties across categories. In Table 4 and 5, we report the posterior median
estimates of two submatrices of Λω . Table 4 records the estimates of correlations between
ωpl where p is a subset of the vector K that indicates price sensitivities parameters. Table
5 records the estimates of correlations between ωql where q is a subset of the vector K
that indicates store brand loyalty parameters. These correlation estimates measures how
much weight on the latent factors, ωikl are correlated for different preference sensitivities k.
The larger the correlation estimate, the more that two preference sensitivities rely on the
same latent factors. Thus, these correlation estimates capture how similar two preference
sensitivities’ evolution over time are, and we refer to them as the dynamic correlation
estimates.
We find that customers’ dynamic price sensitivities are positively correlated across all categories and customers’ preferences for store brands are also positively correlated across most
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categories. The dynamic correlation pattern makes intuitive sense. For example, price sensitivity in toilet tissues and paper towels categories, which are considered household items,
are highly correlated. Moreover, price sensitivities in chips and soda, which are considered
snacks, are highly correlated as well.
Table 4: Dynamic correlation between price sensitivities. We report the posterior median
estimate here. Bold text indicates the 95 percent credible interval does not contain 0.

Chips
Coffee
Frozen Pizza
Paper Towel
Soda
Toilet Paper

Chips

Coffee

Frozen Pizza

Paper Towel

Soda

Toilet Paper

1
0.13
0.4
0.19
0.38
0.41

0.13
1
0.14
0.29
0.26
0.42

0.4
0.14
1
0.2
0.11
0.21

0.19
0.29
0.2
1
0.18
0.33

0.38
0.26
0.11
0.18
1
0.41

0.41
0.42
0.21
0.33
0.41
1

Compared to price sensitivities, sensitivities in store brand loyalty across product categories
are dynamically correlated to a lesser degree. The highest correlation of sensitivities in store
brand is between toilet tissues and paper towels. This is not surprising as there is a greater
similarity between these two categories than any other categories that we study here. People
tend to group toilet tissues and paper towels into household items while other other product
categories in our sample do not fall into the bigger category with toilet tissues and paper
towels.
Table 5: Dynamic correlation between store brand loyalty. We report the posterior median
estimate here. Bold text indicates the 95 percent credible interval does not contain 0.

Chips
Coffee
Frozen Pizza
Paper Towel
Soda
Toilet Paper

Chips

Coffee

Frozen Pizza

Paper Towel

Soda

Toilet Paper

1
0.24
0.03
-0.13
0.02
-0.1

0.24
1
0.21
0.09
0.06
0.01

0.03
0.21
1
0.06
0.23
0.16

-0.13
0.09
0.06
1
0.21
0.43

0.02
0.06
0.23
0.21
1
0.34

-0.1
0.01
0.16
0.43
0.34
1
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Figure 18: Dynamics of the estimated preference sensitivities from the paper towel category.
The upper panel display the category level dynamics. The lower panel display the individual
level dynamics, where each colored line represents a different customer.
2.6.3. Brand-level and Individual-level Preference Sensitivities
In this subsection, we explore the estimated dynamics of the preference sensitivities using
the paper towel category as a case study. The MCDH yields interesting insights not only at
the category level, but also at the individual level. On the category level, we notice that the
brand loyalty for the store brand increased substantially. By the end of the sample period,
the store brand becomes one of the top three brands in the category. Most customers
became less price sensitive in the product category at the start, and then gradually became
slightly more price sensitive. The Great Recession did not seem to affect customers’ price
sensitivities much in paper towels.
More interestingly, we see that though individual-level dynamics of preference sensitivities
roughly follow the category-level dynamics, they are largely unrestricted and take on different shape. There is large dynamic heterogeneity in customers’ preference sensitivities.
Customers’ preference sensitivities varies substantially in terms of the shape and the trend.
We see that customers brand loyalty and price sensitivities evolve quite a lot over time but
in a smooth fashion. Leveraging such information will allow us to target customers at the
individual level. We discuss how our targeting strategy may differ had we not used the
MCDH model more in Section 2.8.
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2.7. Forecasting Performance
In this section, we compare the predictive ability of MCDH against a host of both classic and
modern benchmarks, to establish its validity, and show the gains from capturing correlated
dynamics in brand choice.
2.7.1. Benchmarks
For comparison, we estimated the following benchmarks:
Multinomial Logit.

The first model we run is the standard multinomial logit model. Under

this model, customer i0 s utility of choosing brand j in category c is

uicj (t) = βicj + βicp Picjt + icjt ,

where βic1 is restricted to be 0 across all customers and categories. We collapse all the βicj
and βicp into a single vector βi and assume it is drawn from a normal distribution with a
diagonal matrix, such that the k th element of βi , βik ∼ N (µβ k , σβ k ). In this model, there is
no information sharing across a customer’s brand loyalties toward different brand or across
a customer’s price sensitivities in different categories.
Multinomial Logit with Information Sharing. The second model we run is the multinomial
logit model with information sharing. Under this model, customer i0 s utility of choosing
brand j in category c is specified in the same way as model 1, but now βi ∼ N (µβ , Σβ ),
where Σβ is a covariance matrix that captures the correlation across a customer’s different
preference parameters.
Fixed Offsets.

The third model is what Dew et al. (2020) referred to as the fixed offsets

model. In this specification, there are dynamics, but the individual-level patterns are restricted. Here, customer i0 s utility of choosing brand j in category c at time t is modeled
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as
Uicj (t) = βicj (t) + βicp (t)Picjt + icjt .
We collapse βicj (t) and βicp (t) into a 36 × 1 vector βi (t). Then, the k th element of βi (t) is
modeled as βik (t) ∼ N (µk (t), σk ). µk (t) is the population time-varying preference parameter
and is drawn from a Gaussian Process GP(µk , kSE (t, t0 |σ, ρ)). Therefore, this model allows
the population level preference parameter to be time-varying and an individual’s preference
parameter to deviate from the population one, but the deviation is restricted to be constant
across all time periods. Moreover, we do not allow such deviation to pool information across
a customer’s different preference parameters. Specifications like this, where a dynamic mean
is modeled with static heterogeneity, have been used many times in the marketing literature
(Kim et al. (2005), Liechty et al. (2005), Sriram et al. (2006), Lachaab et al. (2006), Guhl
et al. (2018)).
Fixed Offsets with Information Sharing. The fourth model is the offset model with information sharing. In this model, we keep the utility specification and population level
time-varying preference parameter from the offset model. The only thing we change is that
we model βi (t) ∼ N (µ(t), Σβ ). In other words, we allow individual deviation from the
population level function to be correlated across different preference parameters here.
Gaussian Process Dynamic Heterogeneity

The last model we consider is the GPDH model

implemented in Dew et al. (2020). This is the state-of-art choice model that models
dynamics in customer’s preference sensitivities. However, the GPDH model does not allow
any information sharing among product categories or different preference parameters. The
utility specification and population is the same as in the offset model. βik (t) is a draw from
a Gaussian Process, such that βik (t) ∼ GP(µk (t), kse (t, t0 |σk , ρk )). βk (t) is modeled using
autoregressive moving average (ARMA) time series. We use the ARMA(1) specification as
in Dew et al. (2020), such that µk (t) = µkt = α0k + α1k µkt−1 + α2 ζkt−1 + ζkt , ζkt ∼ N (0, τk2 ).
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Table 6: Forecasting performance of all models. Bolded text indicates the best performance
model in the product and metric pair. We report mean hit rate, and macro precision, recall,
and specificity.
Category

Model

Hit Rate

Precision

Recall

Specificity

Chips
Chips
Chips
Chips
Chips
Chips

Logit
Logit + info
Offset
Offset + info
GPDH
MCDH

0.613
0.615
0.599
0.591
0.605
0.639

0.633
0.634
0.631
0.628
0.639
0.657

0.613
0.615
0.599
0.591
0.621
0.639

0.439
0.44
0.453
0.452
0.467
0.496

Coffee
Coffee
Coffee
Coffee
Coffee
Coffee

Logit
Logit + info
Offset
Offset + info
GPDH
MCDH

0.606
0.603
0.611
0.61
0.606
0.645

0.674
0.671
0.674
0.676
0.661
0.686

0.614
0.611
0.621
0.621
0.635
0.655

0.695
0.692
0.687
0.69
0.642
0.69

Pizza
Pizza
Pizza
Pizza
Pizza
Pizza

Logit
Logit + info
Offset
Offset + info
GPDH
MCDH

0.566
0.566
0.564
0.567
0.55
0.631

0.651
0.649
0.651
0.653
0.599
0.693

0.568
0.567
0.565
0.568
0.533
0.633

0.771
0.77
0.767
0.768
0.705
0.802

Towel
Towel
Towel
Towel
Towel
Towel

Logit
Logit + info
Offset
Offset + info
GPDH
MCDH

0.46
0.464
0.444
0.449
0.433
0.499

0.489
0.494
0.489
0.495
0.503
0.508

0.465
0.471
0.451
0.457
0.454
0.503

0.694
0.697
0.69
0.698
0.696
0.708

Logit
Logit + info
Offset
Offset + info
GPDH
MCDH

0.474
0.476
0.453
0.454
0.501
0.498

0.479
0.482
0.471
0.474
0.512
0.501

0.474
0.476
0.454
0.455
0.505
0.498

0.682
0.685
0.675
0.676
0.715
0.701

Logit
Logit + info
Offset
Offset + info
GPDH
MCDH

0.588
0.591
0.586
0.591
0.579
0.611

0.602
0.606
0.615
0.62
0.603
0.632

0.588
0.591
0.586
0.591
0.583
0.611

0.791
0.794
0.809
0.813
0.799
0.825

Frozen
Frozen
Frozen
Frozen
Frozen
Frozen
Paper
Paper
Paper
Paper
Paper
Paper
Soda
Soda
Soda
Soda
Soda
Soda
Toilet
Toilet
Toilet
Toilet
Toilet
Toilet

Paper
Paper
Paper
Paper
Paper
Paper
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2.7.2. Performance
We report in Table 6 the forecasting performance of the MCDH model compared to the
benchmark models, which are all estimated using 44 quarters of data, and evaluated based
on forecasting performance on a holdout sample of 4 quarters. Four different metrics are
used to evaluate the forecasting performances, including the average hit rate, precision,
recall, and specificity. The MCDH outperforms the benchmarks in almost all categories on
all metrics The only exception was in soda, where it is slightly outperformed by the GPDH.
Theoretically, the MCDH should outperform the benchmarks when the focal product category: (1) has interesting dynamics in customers’ sensitivities; (2) is dynamically correlated
with other categories; and (3) has relatively sparse data. When (2) and (3) apply, the
information sharing structure of MCDH should improve predictions in the focal category,
relative even to complex, dynamic models like GPDH that do not pool information across
categories. To explore this, we visualize the difference between mean hit rate of MCDH and
GPDH in two ways in Figure 19. The first factor we are interested in is the number of observations in a category. We believe our model should outperform the GPDH model, when
the number of observations is lower, again because the MCDH allows for more information
sharing across observations. The relationship between hit rate and number of observations
is shown in the left panel of Figure 19.
However, this information sharing should only matter in categories that are actually correlated, as estimated by MCDH. To measure the strength of information between categories,
as estimated by MCDH, we create a metric that measures the amount of pooling that each
product category is getting from the rest. We create the pooling variable by computing
the average of the absolute correlations between the preference parameter of a category
and the preference parameters of all other categories. To define the pooling variable of
category c mathematically, let Jc be the set of row indices (or equivalently, column indices)
of Λ corresponding to the parameters in category c, and let |Jc | be the cardinality of that
set. For instance, if category 2 has 5 parameters, which are elements 6-10 of βi (t), then
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Figure 19: Difference in mean hit rate between MCDH and GPDH. Each point represents
a product category. The line is the smoothed conditional mean of the difference in mean
hit rate, conditional on the variable on the x axis.
Jc = {6, 7, 8, 9, 10}, and |Jc | = 5. Equivalently, denote J−c = {1, . . . , K} \ Jc . We define the
magnitude of pooling for category c as

Poolingc =

X
1 X 1
|Λij |.
|Jc | i∈J |J−c | j∈J
c

−c

Intuitively, this measure just computes the absolute strength of correlation between each
parameter in the focal category, and each parameter not in the focal category, and averages
these together. A higher Poolingc indicates the category c is more strongly correlated with
other categories more generally. We show the relationship between hit rate and this metric
relationship in the right panel of Figure 19.
Figure 19 shows that the fewer observations we have in a product category, the better
forecasting performance MCDH model has over the GPDH model. We have about 40,000
observations in the soda categories, which is more than twice as many as the number of
observations in any other categories, and GPDH outperforms over MCDH slightly in the
soda category. Moreover, figure 19 shows that the more pooling a product category has
from other product categories, the better the forecasting performance will be compared
to GPDH model. These finding makes intuitive sense, as the major advantage of MCDH
over GPDH is the ability to leverage information from other product category to improve
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Figure 20: Difference in mean hit rate between MCDH and GPDH. Each point represents
an individual (on the left) or an individual category pair (on the right). The line is the
smoothed conditional mean of the difference in mean hit rate, conditional on the variable
on the x axis. The pattern is robust to whether we include the rightmost outlier or not.
estimation in the focal product category. When a product category does not pool much
information from others, or when we have many observations in a product category that
it does not need to pool information from other categories, the advantage of MCDH over
GPDH diminishes.
The previous analysis focused on the category-level. However, we can also do this analysis at
the individual-level. Recall that MCDH provides many sources of information sharing across
individuals. Thus, we would expect to see gains following similar patterns for individuallevel predictions. We visualize the relationship between the number of observations of an
individual and the individual-level hit rate in Figure 20. We find that on average, when
there is relatively scarce observation of an individual or an individual category pair, MCDH
performs better than GPDH. This finding is again in line with our intuition that MCDH
will outperform GPDH when there is a larger need for pooling information across categories
or across individuals.
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Figure 21: Dynamics of category-level price elasticities. Each panel represents the a brand
in the chips category. Each color line represents the price elasiticities computed from a
competing model. The grey vertical area marks the start and end of the Great Recession.

2.8. Price Elasticities
2.8.1. Category-level Price Elasticities
While MCDH outperforms the benchmarks in terms of forecasting performance, it also enables richer and more precise insights that are useful for managers. One such insight is
the estimation of dynamic price elasticities. To study the category-level dynamics of price
elasticities, we focus on a single category, chips, as a case study. Computing price elasticities under our framework is simple, and directly follows the standard MNL formulation:
ijt = βiPricec (t) × Priceijt × [1 − pijt ], where i indexes individuals, c category, and j choice
alternatives within c. In Figure 21, we plot the average price elasticity across individuals,
broken out by categories. Besides the elasticities from our MCDH model, we also plot the
price elasticities computed from the GPDH and the standard logit models. The elasticities computed from the logit model are rather static, and suffer from the attenuation bias
previously documented by Dew et al. (2020), where price elasticities estimated from static
models are underestimated compared to models that capture dynamics in preference parameters. The logit model misses the fact that customers were more price elastic during
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Figure 22: Dynamics of individual-level price coefficients in MCDH. Each panel represents
the a category. Each color line represents the price coefficient of a customer. The grey
vertical area marks the start and end of the Great Recession.
the Great Recession. Comparing the price elasticities computed from MCDH and GPDH
model, we see that MCDH model give us smoother price elasticities estimates. The ability
to pool information across categories, through a parsimonious set of latent functions regularizes the function estimates. In the GPDH model, the price elasticities estimates are not
only more jagged, they also become positive in several periods. The noise in the data and
the insufficient information sharing structure in GPDH results in unreliable estimates of
price elasticities.
2.8.2. Individual-level Price Coefficients
Now we move from the category-level price elasticities and zoom in on the individual-level
price coefficients (i.e., sensitivities) in the MCDH model. As a case study, we plot these
coefficients for three randomly sampled customers in Figure 22. The price sensitivities of
these three customers display very different dynamics. For example, customer 73’s price
sensitivities are relatively constant throughout the entire calibration window, while customer 66 and 94 feature strong dynamics, including dramatic changes around the time of
the Great Recession, in almost all categories. Notably, while there are some general trends,
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Figure 23: Dynamics of individual-level price coefficients in GPDH. Each panel represents
the a category. Each color line represents the price coefficient of a customer. The grey
vertical area marks the start and end of the Great Recession.
there are also important individual-level idiosyncrasies in the dynamics: although each of
these customer’s parameters were computed by linear combinations of four latent functions,
the individual-level curves are very different, in important and useful ways. Compare, for
instance, the three consumers in the frozen pizza category: we have one consumer who
experienced a decline in price sensitivity (i.e., became much more price sensitive) gradually throughout the entire calibration window, another consumer whose price sensitivity
remained rather constant, with a slight uptick toward the end, and a third whose price
sensitivity was constant but then dramatically declined at the time of the Great Recession.
These dynamics have important implications for targeting. Consider, for instance a targeted
couponing strategy based on price sensitivity. A strategy based on a static model would
certainly have ignored extremely relevant trends, like for instance that consumers 66 and
73 essentially switched places in terms of the price sensitivity in paper towels, or that
consumer 66 has become much more price sensitive across the board, particularly in chips,
frozen pizza, and paper towels.
While dynamic insights are one of the benefits of MCDH, recently introduced models like
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GPDH also allow for insights about individual-level dynamics. The benefit of MCDH relative to these models is not just that it allows for individual-level dynamics, but it can
estimate these dynamics more precisely. To compare our insights to GPDH, we plot the
price coefficients of the same customers above, but estimated from GPDH, in Figure 23.
We see the estimates are much noisier, and suggest less obvious trends in behaviors. This is
because the GPDH model relies solely on pooling information within a category, through a
category-specific mean, which itself may exhibit noisy dynamics. The increased smoothness
of the MCDH estimates is not merely a statistical gain, though: again, targeting strategies based on MCDH versus GPDH may be very different. For instance, price sensitivities
exhibiting many period-to-period changes that may not be reflective of customers’ true
changes of price sensitivities. More importantly, too much period-to-period variation in
GPDH may also fail to pick up the long term trends of customers’ price sensitivities. Take
the paper towel category as an example. The GPDH estimates a lot of period-to-period
variation in price sensitivities, but with an apparently constant long-term trend, while the
MCDH shows that customer 73 becomes less price sensitive in paper towel gradually and
customer 66 becomes more price sensitive in paper towel as time goes on. These differences
are thus not just a matter of statistical efficiency, but practical relevance.

2.9. Conclusion
In this work, we develop a flexible framework, the MCDH model, to capture cross-category,
dynamic, individual-level marketing sensitivities in the context of brand choice. MCDH
leverages latent, multi-output Gaussian processes and a hierarchical correlation structure
across customers to accurately infer dynamics in customers’ sensitivities to marketing variables. At the heart of the model is a simple specification of dynamic latent factors that
underpin consumers’ sensitivities to marketing variables, which can parsimoniously capture
common trends in markets, and share information across product categories. By allowing
information sharing across individuals, categories, time, and different preference sensitivities, MCDH provides more precise estimates that can be used for the optimization of the
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marketing mix. Using IRI grocery purchase data, we show that the latent factors can uncover interesting dynamics that exist in customers’ price sensitivities, and that the MCDH
considerably improves in forecasting ability over modern benchmarks.
Our work contributes to the literature both methodologically and substantively. Methodologically, our MCDH specification is new to the literature in marketing and machine learning. To our knowledge, it is the first application of multi-output GPs to marketing problems.
More generally, ours is also the first to use MOGP to specify sensitivities, rather than a
regression function. We show the clear gains in doing so: the model parameters retain their
classic interpretations (e.g., as price sensitivities), but are specified in a dynamic, flexible,
correlated fashion. We also show that the MCDH model outperforms previously developed
brand choice models in various forecasting metrics, and achieves more reliable price elasticity estimates than previously developed brand choice models. Substantively, our work
documents interesting dynamics that took place in consumer preferences surrounding the
Great Recession. We also find correlations in dynamics in both customers’ price sensitivities and in their store brand loyalties, but that such correlations are stronger in price
sensitivities than in store brand loyalties.
Our work has some limitations that provide opportunities for future research. First, while
still interesting, our data is also quite limited: we focus on a subset of the IRI data, where
customers were highly active over our sample period and made purchases at the start and
the end of our sample period. Doing so allows us to rule out that the observed dynamic
heterogeneity was driven by customer attrition. However, this precludes us from studying
more sparse settings where the information sharing of the MCDH may even further improve
insights and performance. In general, we see considerable room for application of MCDH
even beyond grocery purchasing data, including to dynamic and sparse settings like ecommerce purchasing.
Finally, the MCDH specification we proposed is simple, and as we have documented, works
well empirically. However, the literature on MOGP models is vast, including a wealth
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of specifications from geostatistical and machine learning applications. Our specification
was inspired by perhaps the simplest of the MOGP models: the semiparametric latent
factor model. Future work may examine more complex specifications for the cross-category
correlations, or even allow the cross-category correlation matrix to itself evolve. Such an
approach is suggested in recent work by Liu et al. (2018). Moreover, the kernel we use in
capturing the latent factors is perhaps the most simple kernel used in the GP literature: the
squared exponential. While we find that our results are not particularly sensitive to this
choice, recent work on MOGP suggests more complex structures that can be used to better
share information across the latent processes (i.e., the different preference parameters),
including the asymmetric kernels described in Liu et al. (2018). All of these suggest
rich possibilities for extending this work, and further improving our ability to understand
correlated, dynamic heterogeneity.
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