We strengthen several classical inequalities concerning the influences of a Boolean function, showing that near-maximizers must have large vertex boundaries. An inequality due to Talagrand states that for a Boolean function f ,
The Poincaré inequality gives an immediate relation between the aforementioned quantities, namely,
This inequality in fact holds for any function, and it is natural to ask whether this can be improved when Boolean functions are considered. A breakthrough paper by Kahn, Kalai and Linial (KKL) [5, Theorem 3.1] showed that this inequality can be improved logarithmically (see below), and their inequality was later generalized by Talagrand [9] who proved the following: Theorem 1. There exists an absolute constant C T > 0 such that for every f : {−1, 1} n → {−1, 1},
Inf i (f ) 1 + log (1/Inf i (f ))
.
(1)
It is known that this inequality is sharp in the sense that for any sequence of influences, there exist examples for which the inequality is sharp [7] .
Talagrand's original proof of this theorem, as well as later proofs (see e.g [2] ), all rely on the hypercontractive principle. In this paper, we give a stochastic-analysis proof of Theorem 1 which bypasses the use of hypercontractivity, and in fact uses classical Boolean Fourier-analysis only sparingly.
The The main contribution of this paper is the following result, which shows that if near-equality is attained in equation (1), then both the inner and outer vertex boundaries of f are large.
Inf i (f ) 1+log(1/Inf i (f )) , and denote r Tal = Var(f ) T (f ) . There exists an absolute constant C B > 0 such that
In fact, a relation between influences, variance and vertex boundary was also shown in a second paper of Talagrand, [11] . In the same paper, Talagrand puts forth a conjecture which is partially settled by our results. We discuss this connection below.
We conclude by applying Theorem 2 to two related functional inequalities -the isoperimetric inequality and the KKL inequality -showing that when either of the inequalities are tight up to a constant, the function must have a large vertex boundary.
Let f : {−1, 1} n → {−1, 1} with Ef ≤ 0 and let A = {x ∈ {−1, 1} n | f (x) = 1} be the support of f , so that µ (A) ≤ 1/2. The edge-isoperimetric inequality [4, section 3] 
with equality if and only if A is a subcube. Our first corollary states that if this inequality is tight up to a constant multiplicative factor, then a constant proportion of the set A is in its inner vertex boundary.
Inf i (f ) . Then there exists a constant c Iso depending only on r Iso such that µ (∂A) ≥ c Iso µ (A) .
Proof. As in Theorem 2, denote r Tal = Var(f ) T (f ) . Observe that for every index i,
This gives a bound on r Tal :
Thus, by Theorem 2, there exists a constant c Iso ≥
The KKL theorem [5, Theorem 3.1] states that a Boolean function must have a variable with a relatively large influence: There exists an absolute constant C > 0 such that for every f :
Our second corollary states that if all influences are of the order Var (f ) log n n , then the function must have a large (inner and outer) vertex boundary.
Corollary 4. Suppose that for some C ≤ √ n, we have Inf i (f ) ≤ C · Var (f ) log n n for all i. Then there exists a constant c KKL depending only on C such that
Proof. In this case, we have
Thus, by Theorem 2, there exists a constant c KKL such that
A relation to a conjecture by Talagrand
For a point x ∈ {−1, 1} n ,denote by h f (x) the number of points y which differ from x in one coordinate such that f (y) = f (x). In [11] , Talagrand conjectured the relation
and proved a similar inequality but with a different power over the logarithmic term. An application of Cauchy-Schwartz on the left hand side of the above display would give
(2)
The result of Theorem 2 can be written as,
In some regimes, the last inequality implies (2), but it is not clear to us whether one of them is stronger than the other in general.
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Background and notation

Boolean functions
For a general introduction to Boolean functions, see [8] ; in what follows, we provide a brief overview of the required background and notation.
Every Boolean function f : {−1, 1} n → R may be uniquely written as a sum of monomials:
where [n] = {1, . . . , n}. Equation (3) may be used to extend a function's domain from the discrete hypercube {−1, 1} n to real space R n . We call this the harmonic extension, and denote it also by f . Under this notation, f (0) = Ef . In general, for x ∈ [−1, 1] n , the harmonic extension f (x) is convex combination of f 's values on all the points y ∈ {−1, 1} n :
where w x (y) = n i=1 (1 + x i y i ) /2.
The derivative of a function f in direction i is defined as
where y i→a has a at coordinate i, and is identical to y at all other coordinates. The gradient is then
Similar to the function f , we denote the harmonic extension of ∂ i f by ∂ i f , and think of it as a function on [−1, 1] n . A short calculation reveals the following properties of the derivative:
1. The harmonic extension of the derivative ∂ i f is equal to the real-differentiable partial derivative ∂ ∂x i of the harmonic extension of f . 2. For functions whose range is {−1, 1}, the derivative ∂ i f takes values in {−1, 0, 1}, and the influence of the i-th coordinate of f is given by
Stochastic processes
For a general introduction to stochastic processes and Poisson processes, see [3] and [6] . A Poisson point process N t is an integer-valued process with rate λ (t) such that N 0 = 0, and for every 0 ≤ a < b, the difference N b − N a distributes as a Poisson random variable with rate b a λ (t) dt. If b a λ (t) dt < ∞ for all 0 ≤ a < b, then the sample-paths of a Poisson point process are right-continuous almost surely. The (random) set of times at which the sample-path is discontinuous is denoted by Jump (N t ).
Let λ (t) be such that b a λ (t) dt < ∞ for all 0 ≤ a < b and let N t be a Poisson point process with rate λ (t). The set Jump (N t ) = {t 1 , t 2 , . . .} is then almost surely discrete. A process X t is said to be a piecewise-smooth jump process with rate λ (t) if X t is right-continuous and is smooth in the interval [t i , t i+1 ) for every i = 1, 2, . . .. This definition can be extended to the case where b 0 λ (t) dt = ∞ but b a λ (t) dt < ∞ for all 0 < a < b (this happens, for example, when λ = 1/t):
In this case Jump (N t ) has only a single accumulation point at 0, and intervals between successive jump times are still well defined.
An important notion in the analysis of stochastic processes is quadratic variation. The quadratic variation of a process X t , denoted [X] t , is defined as
if the limit exists; here P is an n-part partition of [0, t], and the notation lim P →0 indicates that the size of the largest part goes to 0. Not all processes have a (finite) quadratic variation, but piecewisesmooth jump processes do; in fact, it can be seen from definition that if X t is a piecewise-smooth jump process then
where ∆ s = lim ε→0 + (X s+ε − X s−ε ) is the size of the jump at time s. The quadratic variation is especially useful for martingales due to its relation with the variance: If X t is a martingale, then
Var
3 The main tool: A jump process
The proof of Theorems 1 and 2 relies on the construction of a piecewise-smooth jump process martingale B t , described below. One of its key properties is that it will allow us to express the variance of f in terms of derivatives of the harmonic extension:
This integral can then be approximated from above by the right hand side of equation (1) using tools from real analysis and stochastic processes. The process (B t ) t≥0 is characterized by the following properties:
t independent and identically distributed for all i ∈ [n].
B
(i) t is a martingale for all i.
(i) t = t almost surely for all i ∈ [n] and t ≥ 0.
Proposition 5. There exists a right continuous martingale with the above properties. Furthermore, for all t, h > 0, P signB
Proof. Let W s be a standard Brownian motion. Consider the family of stopping times
and define X t = W τ (t) . Then by definition, |X t | = t, and X t is a martingale due to the optional stopping theorem. Observe that X t can fail to be right-continuous only if signW τ (t) is different from signW τ (s) for all s = t in some open interval around t. This event happens with probability 0, and so there exists a modification of X t where paths are right-continuous almost surely. The process B t is defined as
t are independent copies of X t . To prove equation (8), set p = P (signX t+h = signX t | X t ) and use the martingale property:
Rearranging gives p = h 2(t+h) as needed.
It can be readily seen that B (i) t is a piecewise-smooth jump process with rate λ (t) = 1/2t.
Denote its set of discontinuities by
For a function f : {−1, 1} n → R, the harmonic extension process f (x) is a multilinear polynomial. As the product of two independent martingales is also a martingale with respect to its natural filtration, by independence of the coordinates of B t , we conclude that Since f (B t ) is a piecewise-smooth jump process, the quadratic variation of f (B t ) is a sum of squared jumps. A crucial property of B t is that the expected value of these jumps behaves smoothly, as the next lemma shows:
t and almost surely has only a finite number of discontinuity points in the interval [t 1 , t 2 ]. Then
Proof. To prove (9), assume first that t 1 > 0, so that the number of jumps that B
The
is a Poisson process with rate 1/2t, and so the number of jumps in the
The probability of having at least one jump is then equal to
Plugging this into display (10), we get
The factor O 1 N 2 is negligible in the limit N → ∞, since the sum contains only N bounded terms. We are left with
Since both S t and ∂ i f (B t ) are right continuous, by the definition of the Riemann integral, this term is equal to 2E
Then
Proof. The first equality follows by using the fact that B 1 is uniform on the cube {−1, 1} n , and so Var (f ) = Var (f (B 1 )). We turn to the second one. Since f (B t ) is a piecewise-smooth jump process, by (6) its quadratic variation is equal to the sum of squares of its jumps. Now, almost surely, B t can make a jump only in one coordinate at a time, and when the i-th coordinate jumps, the value of f (B t ) changes by 2∂ i f (B t ), since f is multi-linear. By (7) , the variance is the expected value of the quadratic variation, and so
Setting S t = 1 in (9) completes the proof.
Proof. By the martingale property of f (B t ),
Taking the derivative of equation (11) and using the fundamental theorem of calculus on the right hand side gives the desired result.
For every index i, let f i be the harmonic extension of |∂ i f |. For monotone functions we have f i = ∂ i f since the derivatives are positive, but in general,
by convexity. In particular, plugging (12) into Corollary 8, we have
We call the process f i (B t ) the "influence process", because of how the expectation of its square relates to the influence of f : Observe that by (5),
Thus, at time 0, we have
increases from Inf i (f ) 2 to Inf i (f ) as t goes from 0 to 1.
The integral E Proof. Expanding f i as a Fourier polynomial, we have
This is a positive linear combination of log convex-functions e −2s|S| , and is therefore also log-convex
The next lemma is likely to be well-known to experts, and can be derived from hypercontractivity as shown in [2] . We give a different proof based on the analysis of the stochastic process. Later on, we will see how this analysis can be pushed further to obtain the stability results. On an intuitive level and in light of equation (9) the lemma shows that all of the "action" which contributes to the variance of the function happens very close to time 1.
for all 0 ≤ s ≤ γ.
Proof. Let γ > 1 to be chosen later. We start by showing that there exists a constant c γ > 0 such that
Let ψ i (t) = Ef i (B t ) 2 = ϕ i (log 1/t); by applying Corollary 9 to the function f i , we see that ψ i satisfies
The right hand side of equation (18) can be bounded using the following lemma, which is a p-biased version of the "Level-1" inequality. The proof is postponed to the appendix.
Lemma 12. There exists a constant L so that the following holds. Let g : {−1, 1} n → {0, 1} be the harmonic extension of a function, and let x ∈ (−1, 1) n be such that |x i | = t for all i. Then
Taking g = f i and x = B t in equation (19) and substituting this in equation (18), we have
Let h : [0, 1] → R be the solution to the ordinary differential equation
Then, since x log 1 x is positive and increasing for x ∈ 0, 1 e , we have that for all t in an interval
The solution to the differential equation (21) is given by
where in the last equality we used equation (14) and the fact that
Supposing that Inf i (f ) ≤ K Inf := e − 1 2 e 16L (so L = 1 16 log log 1/K 2 Inf ), we have h (t) ≤ 1/e for all t ∈ [0, 1], and so by (22),
Setting c γ = 2e −e −γ log log(1/K 2 Inf ) − 1 gives the desired result: Equation (17) follows because
Using equation (17) together with the log-convexity from Lemma 10, for all 0 ≤ s ≤ γ we can bound ϕ i (s) by
as needed, with c γ = c γ /γ = 2e −e −γ log log(1/K 2 Inf ) − 1 /γ. The theorem then follows by taking γ large enough so that γ ≥ log log log 1/K 2 Inf − log log 2, γ ≥ 1/K Inf , and c γ ≥ 1/2.
Bounds on the influence process
The main lemma of this paper, which relies on the following two propositions, deals with bounding the probability that the influence process f i (B t ) is large. Theorem 2 uses this lemma directly, while Theorem 1 utilizes one of the intermediate propositions.
We first make definitions of several quantities which will be central to our proofs. For a coor-
be the set of times where B t is discontinuous in coordinate i. For a fixed 0 < α ≤ 1 whose value will be chosen later, let
Let
V α can be thought of as the quadratic variation of the process f (B t ), but where big jumps (i.e those larger than tα) are excluded. Finally, define
Proposition 13. Let 0 < α ≤ 1. Then
where γ is the universal constant from Lemma 11.
The integral in equation (24) then splits up into three parts:
For the first integral on the right hand side, we writẽ
For the second and third integrals, we use the fact that trivially,φ i (s) ≤ ϕ i (s) for all s. 
For the third integral, we use the fact that ϕ i (s) is a decreasing function in s (as can be seen from equation (15)). Since γ > 1 and τ ≤ 1 2 γ, we immediately have
Putting these bounds together, when τ < 1 2 γ we get that
Now assume that τ ≥ 1 2 γ. The integral in equation (24) then splits up into two parts:
Again, since ϕ i (s) is decreasing as a function of s and since τ ≥ 1 2 γ > 1 2 , the second integral is smaller than the first, and so by (26),
Inf i (f )
in this case as well.
Proposition 14. If 0 < α < 1/8 and P [F ] < 1
200 Var (f ), then
Proof. Denote M t = f (B t ), and assume without loss of generality that M 0 = Ef ≤ 0 (if not, use −f instead of f ; the variances and the probability P [V α ≥ x] are the same for both functions). Since M t is a piecewise-smooth jump process and since B t almost surely jumps only at one coordinate at a time, by (6) the quadratic variation process
Let τ = inf {t ∈ [0, 1] | M t ∈ (0, 2α)} ∧ 1. By conditioning on the event {τ < 1}, for any x > 0 we have
We start by bounding the probability P [τ < 1]. Let A = {∃t ∈ [0, 1] s.t M t > 0}, and observe that {τ < 1} ⊆ A. Under the event A\ {τ < 1}, the process M t never visited the interval (0, 2α) and yet at some point reached a value larger than 0, and so necessarily had a jump discontinuity of size at least 2α. But a jump occurring at time t due to a discontinuity in B 
Conditioned on B τ , the process M t is a martingale for t ∈ [τ, σ], and so by (7) ,
For the first term on the right hand side, observe that
σ is the sum of squares of the jumps of M t up to time σ, the largest value it can attain is x plus the square of the jump which occurred at time σ, and the size of this jump is bounded by 2. Thus
where the last inequality is by the assumption on P [F ] and equation (28). For the second term on the right hand side, since the event 1 F c forces all jumps to be of size smaller than 2α, we similarly have
Plugging displays (30) and (31) into (29), we get
On the other hand,
and so together with (32) and plugging in x = 1/64 and α < 1/8, 
Using Proposition 13, this means that
On the other hand, by Proposition 14 and Markov's inequality,
Var (f ) , contradicting the assumption that 4γψ (α) T (f ) ≤ 1 1024 Var (f ).
Proof of Theorem 1
Proof of Theorem 1. If there is a coordinate i such that Inf i (f ) ≥ 1/γ (where γ is from Lemma 11), then we are done: The right hand side of (1) is trivially bounded below by the constant 1/γ 1+log(γ) , since x 1+log(1/x) is an increasing function for x ∈ [0, 1]. The left hand side is trivially bounded by 1, and taking C T = γ (1 + log (γ)) suffices.
We can therefore assume that Inf i (f ) < 1/γ for all coordinates i. Then by Proposition 13, for every 0 < α ≤ 1, we have 2 dt, since the derivatives are bounded by 1; the expectation of this expression, as seen in (13), is larger than Var (f ). We thus have
Proof of Theorem 2
Proposition 16. For 0 < α ≤ 1, let F be the event defined in equation (23). Then
It is evident by the definition of the process B t that
Proof of Proposition 16. We prove for ∂ + ; the proof for ∂ − is identical.
Note that for any t 0 > 0, we almost surely have thatB (i) t = 0 only finitely many times for t ∈ [t 0 , 1]. Thus, if 0 < τ < 1, then the infimum in the definition of τ is attained as a minimum, and there exists an i 0 such thatB
In fact, this holds true if τ = 0 as well: In this case, there is a sequence of times t k → 0 and indices i k such that f i k (B t k ) ≥ α andB (i k ) t k = 0. Since there are only finitely many indices, there is a subsequence k so that i k are all the same index i 0 , and the claim follows by continuity of f i 0 and the fact thatB 0 = 0.
When F occurs, τ < 1, sinceB
t is discontinuous. SinceB 1 is uniform on the hypercube,
and so it suffices to show that
Supposing that τ < 1, denote by i 0 a coordinate for whichB
otherwise, almost surely i 0 is the only coordinate ofB τ which is 0, and soB 
Similarly, using the martingale property ofB
Since
t , we finally obtain
Proof of Theorem 2. If there is a coordinate i such that Inf i (f ) ≥ 1/γ, where γ is from the statement of Lemma 11, then we are done: We always have
Var (f ) .
Since r Tal = Var(f ) T (f ) is bounded by C T , we only need to choose C B such that
2γ . We can therefore assume that Inf i (f ) < 1/γ for all coordinates i. Let α < e −1 be such that α log 1 α = 
Plugging this into (37) gives the desired result.
where ν is the harmonic measure w x (y), and A = supp (g). Under this notation, g (x) = ν (A) and ∂ i g (x) = A y i 1 + x i y i dν.
Let {α i } n i=1 be numbers such that n i=1 α 2 i = 1, and let h : {−1, 1} n → R be defined as
Let Y ∈ {−1, 1} n have distribution ν. Recall that the sub-gaussian norm of a random variable R ∈ R is defined as R ψ 2 = inf s > 0 | E exp R 2 /s 2 ≤ 2 , while the sub-gaussian norm of a random vector R ∈ R n is defined as R ψ 2 = sup r∈S n−1 R, r ψ 2 (see e.g [12, Sections 2.5 and 3.4] for more about sub-gaussian norms). The random variable Y i 1+x i Y i is bounded in magnitude by (1 − t) −1 , and so has sub-gaussian norm bounded by C (1 − t) −1 for some constant C. By [12, Lemma 3.4.2], a random vector Z with independent, mean-zero sub-gaussian entries is also sub-gaussian, with Z ψ 2 ≤ C max i Z i ψ 2 . Thus the random vector 
as well. Now choose α i = ∂ i g (x) n i=1 ∂ i g (x) 2 −1/2 , and observe that
Together with (38), this gives the desired result.
