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A NECESSARY CONDITION ON DOMAINS FOR OPTIMAL
ORLICZ-SOBOLEV EMBEDDINGS
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Abstract. We provide a necessary condition on the regularity of domains for the optimal
embeddings of first order (and higher order) Orlicz-Sobolev spaces into Orlicz spaces in the
sense of [3] (and [6]).
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1. Introduction
This article concerns with a necessary condition for optimal Orlicz-Sobolev embeddings, when
the functions do not necessarily vanish on the boundary, in terms of the regularity of the domain.
The first work in this direction was the result of Haj lasz-Koskela-Tuominen [10] for optimal
Sobolev embeddings, in all possible cases. Later, there have been more results for other Sobolev-
type embeddings, namely for fractional Sobolev spaces, variable exponent Sobolev spaces, Besov
and Triebel-Lizorkin spaces in Rn and in metric measure spaces, see [8, 9, 11, 13, 14, 20]. This
seems to be the first attempt for Orlicz-Sobolev spaces and the regularity of the domain which
we concern is so-called the measure density condition. A subset Ω of Rn, n ≥ 2, is said to satisfy
the measure density condition if there exists a positive constant c such that, for all x ∈ Ω and
all 0 < r ≤ 1,
(1.1) |B(x, r) ∩Ω| ≥ crn.
We use the notation |S| for the Lebesgue measure of a set S. Note that sets satisfying mea-
sure density condition are sometimes called in the literature regular, Ahlfors n-regular or n-sets,
[12, 18]. Also note that sets satisfying such a condition have zero boundary measure, [18, Lemma
2.1]. Some examples of sets satisfying the measure density condition are Cantor-like sets such
as Sierpin´ski carpets (or gaskets) of positive measure.
This work was supported by OP RDE project no. CZ.02.2.69/0.0/0.0/16 027/0008495, International Mobility
of Researcher at Charles University.
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In [3, 6], the author has established, for a Young function A, optimal embedding for Wm,A(Ω)
with Ω ∈ G(1/n′) for first order Orlicz-Sobolev spaces and with Ω having Lipschitz boundary
for higher-order Orlicz-Sobolev spaces. Here and in what follows n ≥ 2, n′ = nn−1 and
G(1/n′) = {G ∈ Rn : G is open and N > 0, Q > 0 exist such that
|E|
1
n′ ≤ QP (E;G) for all E such that |E| ≤ N},
P (E;G) denotes the perimeter of E relative to G, [15]. A bounded domain Ω is called a Lips-
chitz domain if each point x ∈ ∂Ω has a neighborhood U such that U ∩Ω is represented by the
inequality xn < f(x1, . . . , xn−1) in some Cartesian coordinate system with function f satisfying
a Lipschtiz condition, [15]. It is easy to see that both these domains satisfy measure density
condition; see [1, 15] for more details about regularity of domains and their relations.
Let A be any Young function such that
∫
0 A˜(t)/t
1+n′ dt <∞ and let An be the Young function
defined by
(1.2) An(s) =
∫ s
0
rn
′−1(Φ−1n (r
n′))n
′
dr,
where Φ−1n is the generalized left-continuous inverse of
(1.3) Φn(s) =
∫ s
0
A˜(t)
t1+n′
dt.
It is proved in [3] that if Ω ∈ G(1/n′), then the continuous embedding
(1.4) W 1,A(Ω) →֒ LA¯n(Ω)
holds, where A¯n is the Young function defined by
A¯n(s) =


An(s) if s ≥ s2
A(s) if 0 ≤ s ≤ s1,
for some 0 < s1 < s2. Moreover, this embedding is optimal in the sense that L
A¯n(Ω) is the
smallest Orlicz space that renders (1.4) true. In this article, we have proved that for any open
set Ω, if the above embedding holds, with some additional restriction on A, then Ω satisfies the
measure density condition, see Theorem 3.1.
Let 1 ≤ m < n and A be any Young function satisfying
(1.5)
∫
0
(
s
A(s)
) m
n−m
ds <∞.
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Note that the conditions (1.5) and
∫
0 A˜(t)/t
1+n′ dt < ∞ are equivalent, [5, Lemma 2]. Let us
define, for s ≥ 0,
(1.6) A n
m
(s) = A ◦H−1n
m
(s),
where H−1n
m
denotes the generalized left-continuous inverse of
H n
m
(r) =
(∫ r
0
(
t
A(t)
) m
n−m
dt
)n−m
n
, for r ≥ 0.
Cianchi [6] has proved that if Ω is a Lipschitz domain then the continuous embedding
(1.7) Wm,A(Ω) →֒ L
A n
m (Ω)
holds and the embedding is optimal. Analogous to Theorem 3.1, we have proved a similar result
here in this article, see Theorem 3.4.
2. Preliminaries
2.1. Young functions. A function A : [0,∞) → [0,∞] is called a Young function if it has the
form
A(s) =
∫ s
0
a(r) dr,
where a : [0,∞) → [0,∞] with a(0) = 0, is an increasing, left-continuous function which is
neither identically zero nor identically infinite on (0,∞). Every Young function is non-negative,
increasing, left-continuous and convex on [0,∞). Moreover, A(s)/s is increasing on (0,∞) and
we have
A(s)
s
≤ a(s) ≤
A(2s)
s
, for s > 0.
Observe that the function A¯ defined by A¯(s) =
∫ s
0 A(r)/r dr is also a Young function and satisfies
(2.1) A¯(s) ≤ A(s) ≤ A¯(2s), for s ≥ 0.
The Young conjugate A˜ of A is given by
(2.2) A˜(s) = sup{sr −A(r) : r > 0}.
Note that ˜˜A = A. Also for any Young function A, and the right-continuous inverses A−1, A˜−1
of A and A˜ respectively, one has, for 0 ≤ r ≤ ∞,
(2.3) r ≤ A−1(r)A˜−1(r) ≤ 2r.
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Given two Young functions A and B, the function B is said to dominate the function A globally
[resp. near infinity] if a positive constant c exists such that A(s) ≤ B(cS) holds for s ≥ 0 [resp.
for s greater than some positive number]. The functions A and B are called equivalent globally
[near infinity] if each dominates the other globally [near infinity]. For more details about Young
functions and their properties, see, for example, [16, 17].
2.2. Orlicz spaces. Let Ω be a measurable subset of Rn. For a Young function A, the Orlicz
space LA(Ω) is the collection of all measurable functions f on Ω such that
(2.4)
∫
Ω
A
(
|f(x)|
λ
)
dx <∞
for some λ > 0. The Orlicz space LA(Ω) is a Banach space endowed with the Luxemburg norm
‖f‖LA(Ω) = inf
{
λ > 0 :
∫
Ω
A
(
|f(x)|
λ
)
dx ≤ 1
}
for a measurable function f on Ω. Notice that for a measurable set E in Ω with positive measure,
we have
(2.5) ‖χE‖LA(Ω) =
1
A−1( 1|E∩Ω|)
,
where χE denotes the characteristic function of E. We refer to [1, 16, 17] for more details about
Orlicz spaces.
2.3. Orlicz-Sobolev spaces. Let Ω ⊂ Rn be open and m be a positive integer. The m-th
order Orlicz-Sobolev space Wm,A(Ω) is defined as
Wm,A(Ω) = {u ∈ LA(Ω) : u is m-times weakly differentiable inΩ and
∇αu ∈ LA(Ω) for every α such that |α| ≤ m}.
Here α is any multi-index having the form α = (α1, . . . , αn) for non-negative integers α1, . . . , αn,
|α| = α1+ · · ·+αn and ∇
αu = ∂
|α|u
∂x
α1
1 ···∂x
αn
n
. The spaceWm,A(G) is a Banach space equipped with
the norm ‖u‖Wm,A(Ω) =
∑
|α|≤m ‖∇
αu‖LA(Ω). More details about this subsection can be found
in [1, 19].
2.4. Boyd index. A local upper Boyd index IA of a Young function A is defined as
IA = inf
0<t<1
log t
log hA(t)
,
where the function hA : (0,∞)→ [0,∞] is given by
hA(t) = lim sup
s→∞
A−1(st)
A−1(s)
, for t > 0.
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We refer to [2] for the definitions of other Boyd indices and more details about them. We will
need the following lemma regarding equivalency of pointwise growth, integral growth and the
local upper Boyd index of a Young function, see [4] or [7] for the proof and for other equivalent
conditions.
Lemma 2.1. Let A be a Young function and let 0 < α < 1. Then the following conditions are
equivalent.
(i) The local upper Boyd index satisfies IA < 1/α.
(ii) There exists a constant k > 1 such that∫ t
1
A˜(s)
s1/(1−α)+1
ds ≤
A˜(kt)
t1/(1−α)
near infinty.
(iii) There exist constants σ > 1 and c ∈ (0, 1) such that
A(σt) ≤ cσ1/αA(t) near infinty.
3. Main results
Here is our main Theorem:
Theorem 3.1. Let A be a Young function such that
∫
0 A˜(t)/t
1+n′ dt < ∞ and IA < n. Let
An be the Young function defined by (1.2) and Ω be any open subset of R
n. Assume that the
continuous embedding W 1,A(Ω) →֒ LA¯n(Ω) holds, where A¯n is equivalent to An near infinity.
Then Ω satisfies the measure density condition.
Remark 3.2. The condition
∫
0 A˜(t)/t
1+n′ dt <∞ does not seem to be so restrictive; A can be
modified, if necessary, near zero in such a way that
∫
0 A˜(t)/t
1+n′ dt <∞ and it leaves the space
W 1,A(Ω) unchanged whenever |Ω| < ∞. However, the condition IA < n seems to be an extra
condition here and we do not know how to get rid of it. Also note that, the function tp logλ(e+t)
satisfies the condition IA < n whenever 1 ≤ p ≤ n.
Proof. For a fixed x ∈ Ω and for any 0 < R ≤ 1, denote BR = B(x,R)∩Ω. We take R˜ < R, the
smallest real number such that
(3.1) |BR˜| =
1
2
|BR|.
For a fixed x ∈ Ω, let u(y) := η(y − x) be a function of y ∈ Ω where η is a cut-off function
satisfying:
1. η : Rn → [0, 1],
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2. spt η ⊂ BR,
3. η|B
R˜
= 1, and
4. |∇η| ≤ c˜/(R − R˜) for some constant c˜.
Now observe that,
‖u‖LA¯n (Ω) ≥ ‖χBR˜‖LA¯n (Ω)
and
‖u‖W 1,A(Ω) = ‖u‖LA(Ω) + ‖∇u‖LA(Ω)
≤ ‖χBR‖LA(Ω) +
c˜
R− R˜
‖χBR\BR˜‖LA(Ω)
≤
2max{1, c˜}
R− R˜
‖χBR‖LA(Ω).
Therefore, from the embedding
(3.2) ‖u‖LA¯n(Ω) ≤ ce‖u‖W 1,A(Ω),
we obtain
R− R˜ ≤ 2cemax{1, c˜}
‖χBR‖LA(Ω)
‖χB
R˜
‖LA¯n (Ω)
.
Then we use (2.5) and (3.1) to get
(3.3) R− R˜ ≤ 2cemax{1, c˜}
A¯−1n
(
2
|BR|
)
A−1
(
1
|BR|
) ,
where A−1 and A¯n
−1
are the right-continuous inverses of A and A¯n respectively.
Now, we need the following Lemma. The construction of the functions in the proof of the Lemma
is due to [3].
Lemma 3.3. Let A and A¯n be the same as Theorem 3.1. Then constants r0 and c0 exist such
that
(3.4)
A¯−1n (2r)
A−1(r)
≤ c0
(
1
r
)1/n
,
for all r ≥ r0.
Proof. Let An and Φn be the Young functions defined by (1.2) and (1.3) respectively. Set
(3.5) Cn(s) = s
n′(Φ−1n (s
n′))n
′
.
Then, we have by (2.1), for s > 0,
(3.6) Cn(
s
2
) ≤ An(s) ≤ Cn(s)
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and hence, for r > 0,
(3.7)
1
2
A−1n (r) ≤ C
−1
n (r) ≤ A
−1
n (r).
Moreover, on setting, for s > 0,
(3.8) Dn(s) = s
n′Φn(s),
we get, for r > 0,
(3.9) C−1n (r) =
r1/n
′
D−1n (r)
.
Here C−1n and D
−1
n are the right-continuous inverses of Cn and Dn respectively. Since IA < n,
we have from Lemma 2.1 that constants s0 and k0 exist such that
(3.10)
∫ s
1
A˜(t)
t1+n′
dt ≤
A˜(k0s)
sn′
, for s ≥ s0.
Let us choose s0 > 2. Then
∫ s
1
A˜(t)
t1+n′
dt and
∫ s
0
A˜(t)
t1+n′
dt are comparable. Consequently, a constant
c1 > 0 exists such that
(3.11) Dn(s) ≤ c1A˜(k0s), for s ≥ s0.
Hence there exist constants r0 and c2 > 1 such that, for r ≥ r0,
(3.12) A˜−1
(
r
c2
)
≤ k0D
−1
n (r),
which yields, after using (2.3) and the increasing property of both A−1 and A˜−1, for r ≥ r0/2,
(3.13)
r
c2A−1(r)
≤
r
c2A−1(r/c2)
≤ A˜−1
(
r
c2
)
≤ A˜−1
(
2r
c2
)
≤ k0D
−1
n (2r).
Therefore, following (3.7), (3.9) and (3.13), we obtain, for r ≥ r0/2,
(3.14)
A−1n (2r)
A−1(r)
≤ 21+1/n
′
k0c2
(
1
r
)1/n
.
Now, since An and A¯n are equivalent near infinity, we get the desired estimate by choosing r0
big enough. 
To finish the proof of Theorem 3.1, let us fix r0 from the above Lemma. It is enough to
consider the case when |BR| ≤
1
r0
, otherwise |BR| >
1
r0
≥ R
n
r0
and there is nothing to prove.
Then the above lemma yields
(3.15)
A¯−1n
(
2
|BR|
)
A−1
(
1
|BR|
) ≤ c0|BR|1/n
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and hence (3.3) becomes
(3.16) R− R˜ ≤ c3|BR|
1/n,
where c3 = 2cec0max{1, c˜}.
To conclude the proof, construct a sequence Ri by setting R0 := R and Ri+1 := R˜i inductively
for i ≥ 0. It follows that
(3.17) |BRi+1 | =
1
2
|BRi |
with limi→∞Ri = 0.
By applying the above method, we observe that
(3.18) Ri −Ri+1 ≤ c3|BRi |
1/n = c32
−i/n|BR|
1/n
and deduce
(3.19) R =
∞∑
i=0
(Ri −Ri+1) ≤
c3
1− 2−1/n
|BR|
1/n,
as desired. 
We get a similar result for higher-order Orlicz-Sobolev embedding as well:
Theorem 3.4. Let 1 ≤ m < n. Let A be any Young function satisfying (1.5) and A nm be the
Young function defined by (1.6). Let Ω be any open set in Rn and Wm,A(Ω) →֒ L
A n
m (Ω). If
IA <
n
m , then Ω satisfies the measure density condition.
Proof. The proof is very similar to that of the previous theorem, we will present only the main
steps. For a fixed x ∈ Ω, let R, R˜ be the same as before and let u(y) := η(y − x) be a function
of y ∈ Ω where η is a cut-off function satisfying:
1. η : Rn → [0, 1],
2. spt η ⊂ BR,
3. η|B
R˜
= 1, and
4. |∇η| ≤ c˜/(R − R˜)|α| for some constant c˜ and for all multi-indices α with |α| ≤ m.
The existence of such function is guaranteed by [10, Lemma 10]. Using this function, the
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embedding yields some positive constant c4 such that
(3.20) (R− R˜)m ≤ c4
A−1n
m
(
2
|BR|
)
A−1
(
1
|BR|
) .
The proof finishes with the same procedure as before after applying the following lemma. 
Lemma 3.5. Let A and A n
m
be the same as Theorem 3.4. Then constants r0 and c0 exist such
that
(3.21)
A−1n
m
(2r)
A−1(r)
≤ c0
(
1
r
)m/n
,
for all r ≥ r0.
Proof. For s ≥ 0, define
Φ n
m
(s) =
∫ s
0
A˜(t)
t1+n/(n−m)
dt and E n
m
(s) =
∫ s
0
C n
m
(t)
t
dt,
where C n
m
(s) = s
n
n−m
(
Φ−1n
m
(
s
n
n−m
)) n
n−m
. Then, by [5, Lemma 2] we know that the condition
(1.5) is equivalent to Φ n
m
(s) <∞ and two constants c1 = c1(
n
m) and c2 = c2(
n
m ) exist such that
E n
m
(c1s) ≤ A n
m
(s) ≤ E n
m
(c2s), for s ≥ 0.
Therefore, for r ≥ 0,
(3.22) c1A
−1
n
m
(r) ≤ E−1n
m
(r) ≤ c2A
−1
n
m
(r).
On the other hand, the same technique as in Lemma 3.3 gives us the existence of two constants
c0 and r0 such that
(3.23)
E−1n
m
(2r)
A−1(r)
≤ c0
(
1
r
)m/n
, for r ≥ r0.
Combining the last two inequalities we obtain the required result. 
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