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Abstract
We present series study of using the method of super-symmetric quantum
mechanics(SUSY QM) solving the spin-weighted spheroidal wave equation. In
this paper, we obtain the first four terms of super-potential of the spin-weighted
spheroidal wave equation in the case of s=1. These results may help summary
the general form for the n-th term of the super-potentialwhich is proved cor-
rect by means of induction. We finally compute the ground eigenvalues and
ground eigenfunction. All the results may be of significative for studies of elec-
tromagnetic radiation processes near rotating black holes and compute radiation
reaction in curved space-time.
Keywords: spheroidal wave equation, supersymmetric quantummechanics, super-
potential, the ground eigenvalue and eigenfunction
PACS:11.30.Pb; 04.25.Nx; 03.65.Ge; 02.30.Gp
1 Introduction
The spin-weighted spheroidal functions are first defined by Teukolsky in the study of
the perturbations of the Kerr black hole, which are indispensable in study of quantum
field theory in curved space-time and black hole perturbation theory, etc. Its differential
equations are[1]−[3][
1
sin θ
d
dθ
(
sin θ
d
dθ
)
+ s+ a2ω2 cos2 θ − 2asω cos θ −
(m+ s cos θ)2
sin2 θ
+ E
]
Θ(θ) = 0,
(1)
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where E is an eigenvalue to be found by imposing appropriate boundary conditions
and the parameter s, which is the spin-weight of the perturbation fields could be
s = 0,±1
2
,±1,±2 correspond to the scalar, neutrino, electromagnetic and gravitational
perturbations respectively. And the boundary conditions requires Θ is finite at θ =
0, pi. In series papers, the perturbation methods in the super-symmetric quantum
mechanics(SUSY QM) are used to study the spheroidal equations and many useful
results are obtained.[4]−[14] Here we continue to study the electromagnetic one, which
is the spin-weighted equations in the case of s = 1.
As done before, defining Θ(θ) = Ψ(θ)√
sinθ
and introducing an artificial small parameterβ =
aω then Eq.(1) leads[4]−[14]
d2Ψ
dθ2
+
[
1
4
+ s+ β2 cos2 θ − 2sβ cos θ −
(m+ s cos θ)2 − 1
4
sin2 θ
+ E
]
Ψ = 0 (2)
Thus, the corresponding boundary conditions being Ψ|θ=0 = Ψ|θ=pi = 0. The potential
in Eq.(2) is
V (θ, β, s) = −
[
1
4
+ s+ β2 cos2 θ − 2sβ cos θ −
(m+ s cos θ)2 − 1
4
sin2 θ
]
, (3)
Super potential W is an important concept in SUSY Q, and it can be determined by
potential with the relation as[15]
W 2 −W ′ = V (θ, β, s)− E0. (4)
And the ground state wave function Ψ0 can be obtained from the super-potential by
Ψ0 = N exp
[
−
∫
Wdz
]
. (5)
Both the Eq.(4) and Eq.(2) are both difficult to solve so that we look for the approxi-
mation methods. In the paper, we will resolve the spin-weighted spheroidal equations
by expanding the super-potential W as a Taylor series in powers of β and the ground
eigenvalue E0 can be also expanded by β
[4]−[14]
W =
∞∑
n=0
Wnβ
n, (6)
E0 =
∞∑
n=0
E0,n;mβ
n, (7)
where n refers to the nth-order item of the series expansion, and m in E0,n;m is referred
to the parameter m in Eq.(2) and the index 0 means belonging to the ground state
energy. Substituting Eqs.(6)and (7) into Eq.(4), one could easily obtain
W ′0 −W
2
0 = E0,0;m + s+
1
4
−
(m+ s cos θ)2 − 1
4
sin2 θ
≡ f0(θ)
2
W ′1 − 2W0W1 = E0,1;m − 2s cos θ ≡ f1(θ)
W ′2 − 2W0W2 = E0,2;m + cos
2 θ +W 21 ≡ f2(θ)
W ′n − 2W0Wn = E0,n;m +
n−1∑
k=1
WkWn−k ≡ fn(θ) (n ≥ 3) (8)
When s =1 , it is straight forward to obtain[12]
E0,0;m = m
2 +m− 2
W0 = −
1 + (m+ 1
2
) cos θ
sinθ
(9)
From Eq.(8) it is easy to see that
Wn(θ) = (tan
θ
2
)−2sin−2m−1θAn(θ) = (1 + cosθ)
2sin−2m−3θAn(θ) (10)
where,
An(θ) =
∫
fn(θ)(1− cosθ)
2sin2m−1θdθ. (11)
We introduce the following formulae to simplify calculation in Eqs.(10)-(11)[15]
P (2m+ 1, θ) =
∫
sin2m+1θdθ = −
cos θ
2m+ 2
[
m∑
k=0
I(2m+ 1, k)sin2m−2kθ
]
(12)
where,
I(2m+ 1, k) =
{
(2m+2)(2m)···(2m+2−2k)
(2m+1)(2m−1)···(2m−2k+1) if k ≥ 0
0 if k < 0
(13)
Here we give some recurrence relations between P (2m + 2n + 1, θ) and P (2m − 1, θ)
for later use. Assuming
P (2m+ 2n+ 1, θ) = P1(2m+ 2n+ 1, θ) + P2(2m+ 2n + 1, θ), (14)
where,
P1(2m+ 2n+ 1, θ) =
− cos θ
2m+ 2n+ 2
[
n∑
k=0
I(2m+ 2n+ 1, k)sin2m+2n−2kθ
]
(15)
P2(2m+ 2n+ 1, θ) =
− cos θ
2m+ 2n+ 2
[
m+n∑
k=n+1
I(2m+ 2n+ 1, k)sin2m+2n−2kθ
]
=
− cos θ
2m+ 2n+ 2
[
m−1∑
p=0
I(2m+ 2n + 1, p+ n+ 1)sin2m−2p−2θ
]
=
(2m− 1)I(2m+ 2n+ 1, n+ 1)
2m+ 2n+ 2
P (2m− 1, θ) (16)
3
So P1(2m + 2n + 1, θ) contains the item like sin
2m+2j θ with j = n − k ≥ 0, which is
the convergent item at 0, pi and P2(2m+ 2n+ 1, θ) can be expressed by P (2m− 1, θ).
Hence P (2m+ 2n+ 1, θ) can be rewritten as
P (2m+ 2n+ 1, θ) =
− cos θ
2m+ 2n+ 2
n∑
k=0
I(2m+ 2n+ 1, k)sin2m+2n−2kθ
+
(2m− 1)I(2m+ 2n+ 1, n+ 1)
2m+ 2n + 2
P (2m− 1, θ) (17)
By using Eq.(17), the calculation of A1 could be further simplified to be
A1(θ) =
∫
(E0,1;m − 2cosθ)(1− cosθ)
2sin2m−1θdθ
= (2E0,1;m + 4)P (2m− 1, θ)− (E0,1;m + 4)P (2m+ 1, θ)
−
E0,1;m + 2
m
sin2mθ +
sin2m+2θ
m+ 1
=
(
2E0,1;m + 4−
2m(E0,1;m + 4)
2m+ 1
)
∗ P (2m− 1, θ)
−
E0,1;m + 2
m
sin2mθ +
sin2m+2θ
m+ 1
+
E0,1;m + 4
2m+ 1
cos θsin2mθ (18)
From Eqs.(10),(12) the term P (2m − 1, θ) in A1(θ) would make W1(θ) blow up at
the boundaries θ = 0, pi, that is to say unless the coefficient of the divergent term
P (2m− 1, θ) in A1 is zero, the eigen-function Ψ(θ) could not finite at the boundaries.
So 2E0,1;m + 4−
2m(E0,1;m+4)
2m+1
= 0, that is
E0,1;m = −
2
m+ 1
(19)
Equ.(19) can simplify A1 in the concise form
A1(θ) =
sin2mθ
m+ 1
[sin2 θ − 2 + 2 cos θ] (20)
Owing to Eq.(10), it is easy to obtain the W1(θ)
W1(θ) = A1(θ)(1 + cosθ)
2(sinθ)−2m−3 = −
1
m+ 1
sin θ (21)
By the same calculation process, one could obtain W2(θ) and W3(θ) as
W2(θ) =
m(m+ 2) cos θ sin θ
(2m+ 3)(m+ 1)2
−
m(m+ 2) sin θ
(2m+ 3)(m+ 1)3
(22)
W3(θ) = −
2m cos θ sin θ
(m+ 1)4(2m+ 3)
+
2m sin θ
(m+ 1)5(2m+ 3)
−
m sin3 θ
(m+ 1)3(2m+ 3)
(23)
4
and the corresponding E0,2;m and E0,3;m are
E0,2;m = −
m3 + 7m2 + 11m+ 3
(m+ 1)3(2m+ 3)
E0,3;m = −
4m2(m+ 2)
(m+ 1)5(2m+ 3)
(24)
2 The general formula of n-th Wn for the super-
potential
In this section, we summarize the general formula for Wn from the results of W1 to W3
as following
Wn(θ) = cos θ
[n
2
]∑
k=1
an,k sin
2k−1 θ +
[n+1
2
]∑
k=1
bn,k sin
2k−1 θ (25)
where the coefficient an,k and bn,k need to satisfy
an,k = 0 if k < 1 or k > [
n
2
]
bn,k = 0 if k < 1 or k > [
n+1
2
]
(26)
Eq.(25) is a form different from the super-potential Wn in Ref.(9), that is
Wn(θ) = sin θ
n−1∑
k=0
aˆn,k cos
2k+1 θ, n = 1, 2, · · · (27)
The next work is to prove its correctness by mathematical induction. Obviously
WN for N = 1, 2, 3 satisfies Eq.(25). Assuming that when N < n, WN meet the general
form, we need to verify Wn(θ) also satisfy the general formula. Back to Eq.(8), taking
Wk(θ) and Wn−k(θ) into
∑n−1
k=1 WkWn−k, that is
n−1∑
k=1
WkWn−k =
[n
2
]+1∑
p=2
hn,p sin
2p−2 θ +
[n
2
]+1∑
p=2
gn,p sin
2p−2 θ cos θ (28)
where hn,p and gn,p are constant coefficients:
[12]
hn,p =
n−1∑
k=1
p−1∑
j=1
(ak,p−jan−k,j − ak,p−1−jan−k,j + bk,p−jbn−k,j)
gn,p =
n−1∑
k=1
p−1∑
j=1
(ak,p−jbn−k,j + bk,p−jan−k,j) (29)
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In order to simplify the calculation process, the maximum limit of p can be written
uniformly as [n
2
] + 1, because of Eq.(26), we can get
hn,p = 0, if p < 2 or p > [
n
2
] + 1
gn,p = 0, if p < 2 or p > [
n+1
2
]
(30)
Taking fn(θ) = E0,n;m +
∑n−1
k=1 WkWn−k into Eq.(11) An(θ) can be written as
An(θ)
=
∫ E0,n;m +
[n
2
]+1∑
p=2
hn,p sin
2p−2 θ + cos θ
[n
2
]+1∑
p=2
gn,p sin
2p−2 θ

 (1− cosθ)2sin2m−1θdθ
= E0,n;m
[
2P (2m− 1, θ)− P (2m+ 1, θ)−
sin2m θ
m
]
+
[n
2
]+1∑
p=2
[
−
gn,p sin
2m+2p θ
2m+ 2p
+
(gn,p − hn,p) sin
2m+2p−2 θ
m+ p− 1
]
+
[n
2
]+1∑
p=2
[2(hn,p − gn,p)P (2m+ 2p− 3, θ) + (2gn,p − hn,p)P (2m+ 2p− 1, θ)] (31)
We simplify the above result according to Eq.(17), that is
An(θ)
= P (2m− 1, θ)× b1 + E0,n;m
[
−
sin2m θ
m
+ cos θ
sin2m θ
2m+ 1
]
+
[n
2
]+1∑
p=2
[
−
gn,p sin
2m+2p θ
2m+ 2p
+
(gn,p − hn,p) sin
2m+2p−2 θ
m+ p− 1
]
+
[n]
2
+1∑
p=2
(2hn,p − 2gn,p)
[
− cos θ
2m+ 2p− 2
p−2∑
j=0
I(2m+ 2p− 3, p− 2− j)sin2m+2jθ
]
+
[n]
2
+1∑
p=2
(2gn,p − hn,p)
[
− cos θ
2m+ 2p
p−1∑
j=0
I(2m+ 2p− 1, p− 1− j)sin2m+2jθ
]
(32)
where b1 is the coefficient of the term P (2m− 1, θ)
b1 =

2(m+ 1)E0,n;m
2m+ 1
+ (2m− 1)
[n
2
]+1∑
p=2
hn,p − gn,p
m+ p− 1
I(2m+ 2p− 3, p− 1)


+(2m− 1)
[n
2
]+1∑
p=2
[
2gn,p − hn,p
2m+ 2p
I(2m+ 2p− 1, p)
]
(33)
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As similar analysis of A1(θ), Wn(θ) blows up at the boundaries θ = 0, pi when b1 6= 0
we must set the coefficient b1 of the term P (2m − 1, θ) in An zero in order that the
eigen-function Ψ0(θ) could finite at the boundaries. Thus b1 = 0 gives
E0,n;m = −
(2m+ 1)(2m− 1)
2(m+ 1)
[ [n2 ]+1∑
p=2
hn,p − gn,p
m+ p− 1
I(2m+ 2p− 3, p− 1)
]
−
(2m+ 1)(2m− 1)
2(m+ 1)
[ [n2 ]+1∑
p=2
2gn,p − hn,p
2m+ 2p
I(2m+ 2p− 1, p)
]
(34)
By the result of the Eq.(34), An(θ) can be simplified as An(θ) = Rn(θ) + cosTn(θ),
where
Rn(θ) = −
E0,n;m
m
sin2m θ +
[n
2
]+1∑
p=2
[
(gn,p − hn,p) sin
2m+2p−2 θ
m+ p− 1
−
gn,p sin
2m+2p θ
2m+ 2p
]
=
[n
2
]+1∑
p=0
Rn,p sin
2m+2p θ (35)
with Rn,0 = −
E0,n;m
m
and Rn,1 =
gn,2−hn,2
m+1
, and when p ≥ 2, Rn,p is
Rn,p =
2gn,p+1 − 2hn,p+1 − gn,p
2m+ 2p
(36)
and
Tn(θ) =
E0,n;m
2m+ 1
sin2m θ +
[n]
2
+1∑
p=2
[
gn,p − hn,p
m+ p− 1
p−2∑
j=0
I(2m+ 2p− 3, p− 2− j)sin2m+2jθ
]
+
[n]
2
+1∑
p=2
[
hn,p − 2gn,p
2m+ 2p
p−1∑
j=0
I(2m+ 2p− 1, p− 1− j)sin2m+2jθ
]
=
E0,n;m
2m+ 1
sin2m θ
+
[n]
2
−1∑
j=0
[n]
2
+1∑
p=j+2
[
gn,p − hn,p
m+ p− 1
I(2m+ 2p− 3, p− 2− j)sin2m+2jθ
]
+
[n]
2∑
j=0
[n]
2
+1∑
p=j+1
[
hn,p − 2gn,p
2m+ 2p
I(2m+ 2p− 1, p− 1− j)sin2m+2jθ
]
=
[n
2
]∑
j=0
Tn,j sin
2m+2j θ (37)
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with
Tn,0 =
E0,n;m
2m+ 1
+
[n]
2
+1∑
p=2
[
gn,p − hn,p
m+ p− 1
I(2m+ 2p− 3, p− 2)
]
+
[n]
2
+1∑
p=1
[
hn,p − 2gn,p
2m+ 2p
I(2m+ 2p− 1, p− 1)
]
(38)
and when j ≥ 1, Tn,j being abbreviated as
Tn,j =
[n]
2
+1∑
p=j+2
[
gn,p − hn,p
m+ p− 1
I(2m+ 2p− 3, p− 2− j)
]
+
[n]
2
+1∑
p=j+1
[
hn,p − 2gn,p
2m+ 2p
I(2m+ 2p− 1, p− 1− j)
]
(39)
Due to Eq.(26), one can get
Rn,j = 0, if j < −1 or j > [
n+1
2
]
Tn,j = 0, if j < −1 or j > [
n
2
]
(40)
According to Eq.(10),
Wn(θ) = [Rn(θ) + cos θTn(θ)] (1 + cos θ)
2 sin−2m−3 θ = Xn + cos θYn (41)
with
Xn =
[
(2Rn + 2Tn)− (Rn + 2Tn)sin
2θ
]
sin−2m−3 θ
=
[n
2
]+1∑
j=0
[
(2Rn,j + 2Tn,j)sin
2j−3θ − (Rn,j + 2Tn,j)sin
2j−1θ
]
=
[n
2
]+1∑
j=−1
Xn,jsin
2j−1θ, (42)
where
Xn,j = 2Rn,j+1 + 2Tn,j+1 − Rn,j − 2Tn,j
=
[n]
2
+1∑
p=j+1
[(2m+ 2p)hn,p − 2gn,p]I(2m+ 2p− 1, p− 1− j)
(m+ j + 1)(2m+ 2p)(2m+ 2p− 2)
+
gn,j
2m+ 2j
(43)
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And Yn can be expressed as
Yn =
[
(2Rn + 2Tn)− Tnsin
2θ
]
sin−2m−3 θ
=
[n
2
]+1∑
j=−1
[2Rn,j+1 + 2Tn,j+1 − Tn,j] sin
2j−1θ
=
[n
2
]+1∑
j=−1
Yn,jsin
2j−1θ, (44)
from Eq.(35) and Eq.(38), we can get
Yn,j = 2Rn,j+1 + 2Tn,j+1 − Tn,j
= −
[n]
2
+1∑
p=j+1
(m+ j)[(2m+ 2p)hn,p − 2gn,p]I(2m+ 2p− 1, p− 1− j)
(m+ j + 1)(2m+ 2p)(2m+ 2p− 2)
(45)
Obviously, in the case of j = −1, 0, the items in Xn,j and Yn,j of An(θ) may cause
Wn(θ) divergent, then we need to checking whether these items are exist
Xn,−1 = 2Rn,0 + 2Tn,0 = 0
Xn,0 = 2Rn,1 + 2Tn,1 − Rn,0 − 2Tn,0 = 0
Yn,−1 = 2Rn,0 + 2Tn,0 = 0
Yn,0 = 2Rn,1 + 2Tn,1 − Tn,0 = 0 (46)
Hence, all the items which can make Wn(θ) divergent are not exist, so that Wn could
be convergent in the boundary region. Wn(θ) now becomes
Wn(θ) =
[n
2
]+1∑
j=1
Xn,jsin
2j−1θ + cos θ
[n
2
]+1∑
j=1
Yn,jsin
2j−1θ
=
[n
2
]+1∑
l=1
bn,lsin
2l−1θ + cos θ
[n
2
]+1∑
l=1
an,lsin
2l−1θ (47)
where
an,l = Yn,j = −
[n]
2
+1∑
p=j+1
(m+ j)[(2m+ 2p)hn,p − 2gn,p]I(2m+ 2p− 1, p− 1− j)
(m+ j + 1)(2m+ 2p)(2m+ 2p− 2)
bn,l = Xn,j =
[n]
2
+1∑
p=j+1
[(2m+ 2p)hn,p − 2gn,p]I(2m+ 2p− 1, p− 1− j)
(m+ j + 1)(2m+ 2p)(2m+ 2p− 2)
+
gn,j
2m+ 2j
(48)
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Note that the maximum limit of l in Eq.(47) is differ with the general formula Eq.(25).
By the relation Eq.(40) we could analysis the maximum limit of l with the parity of n.
When n is even, l gets the maximum l = [n
2
] + 1 = n
2
+ 1, then
an,n
2
+1 = 2Rn,n
2
+2 + 2Tn,n
2
+2 − Tn,n
2
+1 = 0
bn,n
2
+1 = 2Rn,n
2
+2 + 2Tn,n
2
+2 −Rn,n
2
+1 − 2Tn,n
2
+1 = 0 (49)
but when l = [n
2
] = n
2
, an,n
2
and bn,n
2
are both nonzero. Hence under the condition n is
even Wn(θ) becomes
Wn(θ) = cos θ
[n
2
]∑
l=1
an,lsin
2l−1θ +
[n
2
]∑
l=1
bn,lsin
2l−1θ, (50)
When n is odd, l gets the maximum l = [n
2
] + 1 = n+1
2
, then
an,n+1
2
= 2Rn,n+3
2
+ 2Tn,n+3
2
− Tn,n+1
2
= 0
bn,n+1
2
= 2Rn,n+3
2
+ 2Tn,n+3
2
− Rn,n+1
2
− 2Tn,n+1
2
6= 0 (51)
and when k = [n
2
] = n−1
2
, an,n−1
2
and bn,n−1
2
are nonzero. While when n is odd Wn(θ)
has the new form
Wn(θ) = cos θ
[n
2
]∑
l=1
an,lsin
2l−1θ +
[n+1
2
]∑
l=1
bn,lsin
2l−1θ, (52)
with the help [n
2
] + 1 = [n+1
2
]. Through comparing the Eq.(50) and Eq.(52) the super-
potential Wn(θ) can be rewritten as
Wn(θ) = cos θ
[n
2
]∑
l=1
an,lsin
2l−1θ +
[n+1
2
]∑
l=1
bn,lsin
2l−1θ (53)
This completes the suppose of the general formula Wn. That is to say, for any n ≥ 1,
Wn satisfy the form of Eq.(25).
3 The ground eigenfunction
From the super-potential
W = W0 +
∞∑
n=1

cos θ [
n
2
]∑
k=1
an,k sin
2k−1 θ +
[n+1
2
]∑
k=1
bn,k sin
2k−1 θ

 βn (54)
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the ground eigenfunction becomes
Ψ0 = N exp
[
−
∫
Wdz
]
= N exp

∫ 1 + (m+ 12) cos θ
sinθ
dθ −
∞∑
n=1
βn
∫
(cos θ
[n
2
]∑
k=1
an,k +
[n+1
2
]∑
k=1
bn,k) sin
2k−1 θdθ


= N(1 − cos θ) sinm+
1
2 θ exp

− ∞∑
n=1
βn

 [n2 ]∑
k=1
an,k
sin2k θ
2k
+
[n+1
2
]∑
k=1
bn,kP (2k − 1, θ)




(55)
and the ground eigenvalue is
E0,n;m = E0,0;m +
∞∑
n=1
βnE0,n;m = m
2 +m− 2 +
∞∑
n=1
E0,n;mβ
n (56)
E0,n;m has been obtained by Eq.(34).
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