Electricity is one of the most important sources of energy on earth. Today, electricity has become a part of our life. Electricity is the key component to modern technology and without it most of the products that we use simply could not work. Without doubt, the economic growth for almost every country in the world is affected by electricity rates. Therefore, the prediction of electricity sales is very important for Taiwanese economy. This study employs the autoregressive integrated moving average (ARIMA), artificial neural networks (ANN) and the integrated ARIMA-ANN approaches for predicting the industrial electricity and commercial electricity sales (IECES) in Taiwan. The forecasting accuracy measure is based on the mean absolute percentage error. The real dataset, from the years 2006 to 2016, for IECES in Taiwan are collected and analyzed. The prediction results show that the ARIMA-ANN model has the most satisfactory forecasting accuracy for predictions of IECES in Taiwan. autoregressive (AR), pure moving average (MA) and the combined ARMA. Nevertheless, the linear form of ARIMA models may encounter difficulties in capturing the nonlinear pattern of the real data [8]- [10] . The ANN technique contains fewer a priori assumptions. Therefore, ANN can be served as another alternative modeling scheme for predicting IECES because it allows to model nonlinearity and provides good forecasting characteristics [9]- [12] . Nevertheless, ANN is criticized for its long training process in designing the optimal structure [13]- [16] .
Introduction
The 'Energy Development Group' (EDG) in Taiwan was initially established to formulate the energy-related regulations in 1968. One of the major functions of the Bureau of Energy is to forecast or evaluate and plan the energy supply and demand. In addition, the Taiwan Power Company (Taipower), a national electrical power utility company, was established in 1946. The scope of Taipower includes generation, distribution and sales of electricity. In 2014, the electricity sales accounted for 98.4% of Taipower's revenue. Taipower's energy sales reached 205,956 Gigawatt hour (GWh) in 2014, 2% up from 2013. The electricity sector has been a powerful engine and provides competitively priced electricity that is critical for Taiwan's productivity.
The economic growth in a country is indeed affected by stable electricity sales with reasonable rates. Accordingly, the prediction of electricity sales is very important for a rich economy. In contrast to the multiple regression technique [1] - [7] , this study employs two types of forecasting techniques to predict the industrial electricity (IE) and commercial electricity (CE) sales in Taiwan. The first technique is the single-stage forecasting method, which includes the autoregressive integrated moving average (ARIMA) and the artificial neural networks (ANN). ARIMA modeling is appropriate because the seasonal effects would be involved in forecasting industrial electricity and commercial electricity sales (IECES) in Taiwan. ARIMA is a well-known forecasting technique, and it consists of different types of time series process, such as pure
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Autoregressive Integrated Moving Average
A general SARIMA (p, d, q, P, D, Q) model can be described as the following: ,
where δ: an unknown constant, Z t : the working series values as a function of time t, which are stationary after fitting a suitable transformation from the original time series Y, d, D: the values of non-seasonal and seasonal transformations, respectively, : white noise at time t, which are independent and identical (iid) with normal distribution, p,P,q,Q: the order (parameters) of autoregressive (AR) and moving average (MA) models, respectively, B: the backward shift operator, defined as: The original nonstationary time series may be transformed into a stationary working series by taking differencing. The transformation is usually performed using four combinations of d and D; that is, (d, D) = (0,
, (d, D) = (0, 1) and (d, D) = (1, 1). Once the stationary working series have been obtained, we can apply the sample autocorrelation function (ACF) and sample partial autocorrelation function (PACF) to determine the order of p, P, q, and Q for the seasonal ARIMA models. Usually, after performing a diagnostic checking, Ljung-Box test [24] , for the parameters and residuals, one is able to obtain the forecasting models. In this study, the prediction capability of the models is compared using the MAPE criteria. This measurement is described as follows.
( 2) where e t stands for the value of the residual at time t.
Artificial Neural Networks
ANN is a parallel system comprised of highly interconnected processing elements that are based on neurobiological models. ANN processes information through the interactions of a large number of simple processing elements, the neurons. ANN modeling can be described briefly as follows. The relationship between output (y) and inputs ( 1 , 2 , … , ) in an ANN model can be formed as:
where ( = 0, 1, 2, … , b) and ( = 0, 1, 2, … , ; = 0, 1, 2, … , ) are model connection weights; a is the number of input nodes; b is the number of hidden nodes, and is the error term. The transfer function in the hidden layer is often represented by a logistic function,
Accordingly, the ANN in Equation (3) (5) where w is a vector of all model parameters, and f is a function determined by the ANN structure and connection weights.
Results and Discussion
ARIMA Modeling Results
This study divides the IECES data into two sets for ARIMA procedure. The first set has 115 records which are used for the model building, and the second set contains 12 records which are used for the model confirmation. Figures 1 and 2 demonstrate the original time plot for the IE and CE sales in Taiwan, respectively. After performing the ARIMA modeling using SAS package, we have the parameter estimates for IE and CE sales which are listed in Tables 1 and 2 . Therefore, this study employs the Equations (6) and (7) to predict the IE sales and CE sales in Taiwan. 
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ANN Modeling Results
Since more than 75% of ANN applications use the back-propagation neural network (BPNN), this study employs the BPNN in developing the ANN forecasting model [25] - [28] . In addition, since there is only one variable (i.e., y t , or IECES) available, this study uses two designs for ANN modeling. The first design considers the past 2 observations at time t-1 and t-2 (y t-1 and y t-2 ) to predict the observation at current time t (y t ). This design uses two variable, y t-1 and y t-2 , to serve as the inputs and it uses a single variable, y t , to serve as the output for ANN modeling. Accordingly, the first design employs 2 input nodes and one output node for the ANN structure. Also, since the seasonal effects may be involved in the IECES predictions, the second ANN design of this study uses past 12 observations to predict the observation at time t. That is, the second design uses 12 variables, y t-1 , y t-2 , y t-3 , …, and y t-12 to serve as the inputs and it uses a single variable, y t, to serve as the output for ANN modeling. Therefore, the second design employs 12 input nodes and one output node for the ANN structure.
For the ANN developed herein, this study utilizes 2 and 12 input nodes for first and second designs, respectively. The hidden nodes was set to 2 2  n , where n is the number of input variables. Thus, the hidden nodes were chosen as 2, 3, 4, 5 and 6 for the first design. The hidden nodes were chosen as 22, 23, 24, 25 and 26 for the second design. Since the learning rate of 0.01 is a very effective setting [22] , [28] , this study sets the values of learning setting as 0.01 for ANN modeling. After performing the ANN modeling, the first design obtained that the {2-6-1} and {2-2-1} structures provided the best results and a minimum testing MAPE for IE and CE sales, respectively. In this study, {ni-nh-no} represents the number of neurons in the input layer, number of neurons in the hidden layer and number of neurons in the output layer, respectively. For the second design, we have the best structures of {12-25-1} and {12-25-1} for IE and CE sales, respectively. In addition, Tables 3 and 4 lists the corresponding MAPE values for different setting of the ANN topologies for the two designs. 
ARIMA-ANN Modeling Results
Since an SARIMA (2, 1, 0, 0, 1, 1) model was developed for representing process of IE and CE sales, this study uses the past 3 observations at time t-1, t-2 and t-12 (y t-1 , y t-2 and y t-12 ) to predict the observation at current time t (y t ). That is, the ARIMA-ANN design employs 3 input nodes and one output node for the ANN structure. The hidden nodes were chosen as 4, 5, 6, 7 and 8 for this design. Table 5 reports the corresponding MAPE values for different setting of the ANN topologies. For the combined ARIMA-ANN design, we have the best structures of {3-4-1} and {3-7-1} for IE and CE sales, respectively.
The Results and Analysis
The well-known MAPE measure is applied to evaluate the performance of the forecasting models. A low value of MAPE is associated with better forecasting accuracy. This study considers various forecasting International Journal of e-Education, e-Business, e-Management and e-Learning models for predictions IECES in Taiwan. Table 6 displays the MAPE for different forecasting models. As shown in Table 4 , the ARIMA and ANN (second design) models have minimum MAPEs for IE and CE sales, respectively. However, one can notice that the combined ARIMA-ANN has the best averaged performance for both IE and CE sales in Taiwan. In addition, based on the results in Table Ⅵ , we notice that the MAPE percentage improvements of the proposed ARIMA-ANN model over the ANN-first design model are 62.92% and 75.35%, respectively.
Conclusion
This study applies four forecasting modeling schemes to the prediction of IECES Taiwan. The forecasting results are compared and discussed. The results reveal that although the forecasting performances of these four models are all acceptable, the proposed ARIMA-ANN model outperforms the other three forecasting schemes.
The modeling process of this study could provide the guidelines for developing the forecasting models for other energies. In addition, some other forecasting schemes, such as support vector regression (SVR) or extreme learning machine (ELM), can be further investigated to predict the demand or consumption for different types of electricity in the future. 
