Shearer gave a general theorem characterizing the family L of dependency graphs labeled with probabilities pv which have the property that for any family of events with a dependency graph from L (whose vertexlabels are upper bounds on the probabilities of the events), there is a positive probability that none of the events from the family occur.
Introduction
Suppose we would like to show that, with positive probability, none of the events from a finite family A 1 , . . . , A n occur. If the events are independent, then the probability that none occur is (1 − P(A i )) and this conclusion would follow from requiring simply that P(A i ) < 1 for all 1 ≤ i ≤ n. The Lovász Local Lemma, proved by Erdős and Lovász in 1975 [1] , allows the same kind conclusion when the independence condition is relaxed in exchange for stronger bounds on the P(A i ). The relaxation of the independence condition is captured by a dependency graph: Definition 1.1. A graph G with finite vertex set V is a dependency graph for a family {A v } v∈V of events if each A v is independent of any family of events whose corresponding vertices are all nonadjacent to v in G. 
and so in particular, if x v < 1 for all v then we have that
Not only does the Local Lemma allow one to conclude that P A∈AĀ > 0 without having full-blown independence of the A i , it does so with only 'local' conditions; that is, each instance of condition (1) concerns only a single vertex and its neighborhood. For example, if G has maximum degree ∆, then making the assignment x v = 1 ∆+1 for all v gives the conclusion of the Lemma under the condition that for all v we have P(
, and for this condition to be satisfied it is enough to have P(A v ) ≤ 1 e∆ . The fact that the Lemma can be applied with only local conditions on the dependency graph means that it can be applied without detailed knowledge of the structure of the dependency graph: knowledge about the 'local size' is sufficient. This has allowed the Local Lemma to become a central tool in probabilistic combinatorics, used to prove the existence of combinatorial objects with wide ranges of properties.
We define L as the family of graphs G with vertices labeled with real numbers 0 ≤ p v ≤ 1 with the property that for any family of events A v having G as a dependency graph and for which P(A v ) ≤ p v for all v ∈ V (G), the family of events satisfies P( Ā v ) > 0. Separate from the question of when we can fruitfully apply the Local Lemma to a combinatorial problem, there is a natural theoretical question regarding which labeled graphs are in L. Since the Local Lemma only uses 'local' conditions on the graph, it is not surprising that there should be some labeled graphs in L to which the Local Lemma doesn't apply. For example, if K p 2 is a graph with 2 vertices joined by an edge, both labeled with the same probability p, then the conditions of the Local Lemma apply
In [S] , Shearer gave a complete characterization of the family L:
for any set of events A v with P(A v ) ≤ p v for all v and for which G is a dependency graph (with the vertex v corresponding to the event A v ). Furthermore, this bound is best possible, and if there is any S ′ with S(S ′ ) < 0, then there is a family of events A v with P(A v ) ≤ p v for all v and for which G is a dependency graph such that P In spite of its theoretical importance, Shearer's condition is typically computationally intractable in practice. (Apart from likely difficulties in finding independent sets in the graph, note that the sums (4) may contain an exponential number of terms.) In fact, it remains unclear whether or not the problem of deciding whether a given labeled graph is in L is in NP. Nevertheless, we will see that for a restricted class of dependency graphs (which arises combinatorially in the consideration of problems on sequences, for example) determining membership in L is 'easy', and, surprisingly, can be done with only local conditions on the dependency graph. First we need some definitions. Definition 1.4. A tree order is a partial order in which w u, v implies that u and v are comparable.
(In particular, a linear order is a tree order.) Definition 1.5. A graph is a lefthanded graph with respect to a tree-order ≤ if
(w u v) and (v ∼ w) together imply (v ∼ u).
A subtree graph is a graph whose vertex-set is a set of subtrees of some fixed tree, where adjacency corresponds to intersection. The following simple observation gives us an 'order-free' view of the lefthanded graphs: Observation 1.6. A graph is lefthanded with respect to some tree-order if and only if it is isomorphic to a subtree graph.
A proof is given at the beginning of Section 2. In light of Observation 1.6, and recalling that a graph is chordal if it has no cycles of length > 3 as induced subgraphs, the following theorem of Gavril nicely characterizes the lefthanded graphs. 1.7 (Gavril (1974) ). A graph is a subtree graph if and only if it is chordal. Moreover, a subtree graph isomorphic to a given chordal graph can be found in polynomial time.
The second part of Theorem 1.7 implies that we can efficiently find a suitable tree-order for any chordal graph: Corollary 1.8. For any chordal graph G, a tree order ≤ such that (G, ≤) is a lefthanded graph can be found in polynomial time. Figure 1 shows the Goldner-Harary graph (famous for being maximally planar yet non-Hamiltonian) which is chordal, together with the tree-order which realizes it as a lefthanded graph. (The relationship between subtree graphs and lefthanded graphs giving rise to the corollary is made explicit in the proof of Observation 1.6 given at the beginning of Section 2.)
In [P] , we proved a 'Lefthanded Local Lemma', for the purpose of proving the existence of winning strategies in sequence games. Roughly speaking, it allows one to ignore dependencies 'to the right' for lefthanded dependency graphs. For undirected graphs, the Lefthanded Local Lemma can be stated as follows:
Then we have
The version of Theorem 1.9 proved in [P] is, strictly speaking, more general than we have stated it here, applying to some dependency graphs which are not lefthanded in the sense of Definition 1.5. In this note, we prove the following:
Thus, combined with Shearer's theorem, this tells us that for any chordal graph in L, the Lefthanded Local Lemma can be used to prove its membership in Lthus, for chordal graphs, Shearer's condition can be reduced to local conditions on the neighborhood of each vertex. Note that in particular, Theorem 1.10 implies that for a given chordal graph, the choice of the order ≤ is irrelevant-if the Lefthanded Local Lemma applies to G with one tree-order, it will apply with any tree-order satisfying Definition 1.5.
Example 2. Returning to the example of K p n , the only tree order choice to make this a lefthanded graph is a linear order, say, v n v n−1 · · · v 1 . For this ordering, under the assignment
implies that condition (5) is satisfied (with equality in fact) for each k, although the product in the conclusion (6) is 0 since x 1 = 1. Reassigning x 1 as (1 − ε) for ε > 0 shows that the conclusion of the Lovász Local Lemma holds for all p = (1 − ε) 1 n , equivalently to Shearer's theorem. In Section 3 we will see that it can easily and efficiently be checked whether the Lefthanded Local Lemma applies to a given lefthanded graph (by showing that optimal assignments of the x v such as in the previous example can be found easily). Together with Corollary 1.8, this implies that it can be efficiently checked whether any given labeled chordal graph is in the family L. Finally, in Section 4 we remark that the lopsided version of the Lefthanded Local Lemma characterizes the family of lopsidependency graphs to which the conclusion of the Local Lemma holds.
Proof
Recall that ≤ is a tree order. We define
and for any subset U ⊂ V , we let µ(U ) := {u ∈ U (∄w ∈ U )(u w)} be the set of maximal elements of U .
For the sake of completeness, let's return to Observation 1.6. Proving Observation 1.6: Suppose G be a subtree graph where the underlying tree is T , and the vertices are subtrees τ 1 , τ 2 , . . . , τ n ⊂ T . Fix an arbitrary leaf x 0 of T , and let P i denote the unique shortest path from τ i to x 0 . We define the relation ≤ T on subtrees of T by letting τ i ≤ T τ j if either:
1. P i intersects τ j and P j does not intersect τ i , or 2. P i intersects τ j , P j intersects τ i , and i ≤ j.
(Case 2 is ordering the pair arbitrarily according to the order τ 1 , . . . , τ n .) It is not hard to check that ≤ is a tree-order, and that G is a lefthanded graph with respect to ≤.
On the other hand, suppose G is a lefthanded graph with respect to some tree-order ≤. Define a tree T on V (G) where
(These are subtrees by the definition of lefthanded graphs.) It is not hard to check that G is isomorphic to the intersection graph of the subtrees τ v .
We will make use of a few more definitions. We let
It will simplify our proof of Theorem 1.10 to get the following simple observation out of the way. We include a detailed proof so that it is clear how our various definitions are being used.∪ indicates a union which is always disjoint.
Observation 2.1. For any v ∈ V , we have
Proof. We begin by proving containment in the
Next we consider the case where w ∈ µ(D u ) for some u ∈ N v . If w / ∈ N v then it is in F v . We must also have w ∈ µ(F v ) unless there is a vertex z with w z v such that z ∈ N v . Since ≤ is a tree-order z and u must be comparable. But w z u would contradict that w ∈ µ(D u ), and w u z v would contradict condition (2) in the definition of a lefthanded graph, since u ∈ N v but z ∈ N v .
We now prove containment in the ⊃ direction. If w ∈ µ(F v ) is not a maximal element of D v , then there is a vertex u such that w u v, and we can choose u to be a minimal such vertex with respect to ≤. We have u ∈ N v since w is maximal in F v , and w ∈ µ(D u ) by our minimal choice of u. Turning to the case where w ∈ N v instead, we have either that w ∈ µ(D v ), or else we can consider a minimal vertex u satisfying w u v; we have u ∈ N v by condition (2) in the definition of a lefthanded graph and we have w ∈ µ(D u ) by our minimal choice of u. (−1)
Observation 2.2. For any down-closed S ⊂ V , we have
Proof. This follows from the definition of B, observing that since ≤ is a tree order we have that the setsD w (w ∈ µ(S)) form a partition of S, and have no edges between each other.
Observation 2.3. If (G, ≤) is a lefthanded dependency graph labeled with numbers 0 ≤ p v ≤ 1 such that
Proof. It is easy to verify from the definitions (or c.f. [S] ) that
and
The latter sum is at least 0 by line (10), and at most 1 by line (13). This proves (11). Line (12) follows from line (11), coupled with the observation that
Finally, let us note that if B(S) = 0 for any S ⊂ V , then (10) and (14) imply that S(∅) = B(V ) = 0, and so Theorem 1.10 is trivially true. Thus we may assume
We will show that Theorem 1.10 holds with the assignment
which is well-defined by line (16). Observe that lines (11) and (12) imply that 0 ≤ x v ≤ 1 for all v. It can be checked directly that x v ≥ p v as well, but this is also a consequence of our proof. Now for any non-minimal vertex we have that
and Observation 2.1 implies that this product telescopes as
(20) Putting together lines (18), (19), and (20), and then applying Observation 2.2 to both products on the right-hand side of (20), we get that
and so we have completed the proof of the first part (line (7)) of Theorem 1.10. To get the second part (line (8)), observe that with the assignment
we have that
Observation 2.2 applied with S = D v for each v implies that the final product telescopes to
and B(V ) = S(∅) by the definitions of B and S, giving
This completes the proof of Theorem 1.10.
Algorithm
To speak about the efficiency with which we can check whether a given graph is in L, we must say something about the input structure of the labels p v . For our purposes we will just assume that the input structure allows efficient arithmetic and comparison operations (so the labels may be finite decimal expansions, or arbitrary rational numbers given as ratios of integers, etc.). Recall Corollary 1.8, which states that lefthanded orderings of chordal graphs can be found efficiently. In this framework, the following is an algorithmic result:
. . , v n be a linear extension of a lefthanded tree-order ≤ for some labeled chordal graph G. Taking the vertices of G in this order, and recursively computing
for each 1 ≤ i ≤ n, we have that G ∈ L if and only if 0 ≤ x vi < 1 for each x vi .
Proof. Theorems 1.9 and 1.10 imply that to determine membership in L, it is enough to determine whether there is an assignment 0 ≤ x v < 1 satisfying all the conditions
If the assignments x v computed by the described procedure all lie in [0, 1), then they are such an assignment. On the other hand, we see that each computation made according to line (22) is completely determined by the condition (23), so if any computed x v lies outside of [0, 1) then no satisfying assignment exists and Theorem 1.10 implies that G ∈ L.
Example 3. Consider the lefthanded realization of the Goldner-Harary graph shown in Figure 1 . We will verify that the conclusion of the Local Lemma holds for Goldner-Harary graph labeled with 1 8 at each vertex. Beginning at the 'bottom' of the tree order given in Figure 1 , we assign , however, the computed x g is ≥ 1, and so Corollary 3.1 implies that the conclusion of the Local Lemma does not always hold for the Golder-Harary graph with this labeling.
It should also be noted that when leaving p as a variable, the algorithm described here gives a linear number of polynomial inequalities describing the values of p for which uniform labeling by p of a given graph implies membership in L. In the case of the Goldner-Harary graph, for example, the system can be solved by computer algebra software to find that the threshold value of p is the smallest real root of the equation
which lies between .12689 and .126891.
Lopsidedness
In '91, Erdős and Spencer proved a 'Lopsided' version of the Lovász Local Lemma, which relaxed the notion of independence required to apply the Local Lemma. In their Lopsided Local Lemma, the notion of a dependency graph in which events are independent of families of non-neighbors is dropped. They observed that the standard proof of the Local Lemma still works if we instead modify condition (1) to require that Theorem 4.1 (Lefthanded Lopsided Local Lemma [P] ). Consider a family of events {A v } (v∈V ) with lefthanded lopsidependency graph (G, ≤) with labels p v . If there is an assignment of numbers 0 ≤ x v ≤ 1 such that
for all v, then we have
The notion of a lopsidependency graph allows us to define a family L L as the family of graphs G with vertices labeled with real numbers 0 ≤ p v ≤ 1 with the property that any family of events A v having G as a lopsidependency graph satisfies P( Ā v ) > 0. One question that seems natural is whether Theorem 4.1 charaterizes the L L for chordal graphs, as Theorem 1.9 does for L. This is a simple consequence of Theorem 1.10 and the relation L L ⊂ L, however: if a graph G is in L L then it is in L as well, so applying Theorem 1.10 gives an assignment {x v } with which Theorem 4.1 applies.
We close by noting that Scott and Sokal [SS, cf. Thm 3.1] pointed out that Shearer's characterization applies to L L as well, and so L L = L in fact holds. Via this observation, Theorem 4.1 and the Lopsided Local Lemma of Erdős and Spencer can actually be viewed as consequences of their non-lopsided versions.
