The key issue for adaptive pole placement control of linear time-invariant systems is the possible singularity of the Sylvester Matrix corresponding to the coefficient estimate. The methods developed for modifying the estimates are either nonrecurive and with a high computation load or recursive but with random search involved. All the previous works are done under the assumption that the system is controllable. This paper gives necessary and sufficient condition, which is weaker than controllability, for the system to be adaptively stabilizable. While proving the sufficient part, a nonrecursive algorithm is proposed to modify the estimates. It is proved that the algorithm terminates in a finite many steps. Further, under the same condition with the help of stochastic approximation a recursive algorithm is proposed for obtaining the modification parameters; it is proved that these modification parameters are convergent, and this leads to the convergence of the modified coefficient estimates. For both algorithms the Sylvester matrices corresponding to the modified coefficient estimates are asymptotically uniformly nonsingular; thus with these Sylvester matrices, the adaptive pole placement control problem can be solved, i.e., the system can be adaptively stabilized.
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Xi-Ren CAO** It seems natural to deal with the adaptive pole placement problem under the controllability condition. In fact, this is the assumption used in many works in this direction until now. The challenging difficulty is that the Sylvester matrix corresponding t o the system with coefficients replaced by their estimates may be degenerate. This prevents one from obtaining the certaintyequivalency-control which is normally used in adaptive control.
In [l] , by using external excitation signals it is proved that the coefficient estimates tend to the true values and thus the Sylvester matrices corresponding to the coefficient estimates become uniformly nonsingular. This makes it possible to derive the certaintyequivalency-control and thus solves the adaptive stabilization problem. The first theoretically complete s e lution to the problem without invoking external excitation, to the authors' knowledge, belongs to Lozano and Zhao['I, who introduce ii coefficient estimation algorithm which is self-convergent regardless what control is taken. They choose a modification parameter Dn to modify the coefficient estimate at each time so that the corresponding Sylvester matrix is uniformly nondegenerate. However, the modification is nonrecursive and bears a very heavy computation burden. For example, for a third order system each modification requires calculating 46656 determinants of six-dimensional square matrices and the number of modifications is infinite. Later in [3] , the computational load was significally reduced, and a stopping technique is proposed so that the modification terminates after a finite number of steps.
In [4] it is shown that the weighted least squares estimate introduced in [5] is self-convergent and has the same convergent rate as the least squares estimate without any modification. Using this estimate, [4] introduces a random search type algorithm to produce the
I. Introduction
The necessary and sufficient condition of arbitrary pole placement for a linear deterministic system with constant coefficients is the controllability of the system. The problem how to adaptively place poles of a system with unknown coefficients is of practical importance and attracts attentions from many researchers. must be very slow. All these works were done under the controllability assumption.
The contribution of the present paper consists in the following: i) The necessary and sufficient condition for the system to be adaptively stailizable is given. The condition is weaker than controllability, which is as well-known the necessary and sufficient condition for nonadaptvie exact pole placement. ii) In the proof of the sufficient part a coordinate method for modification is proposed. The method is nonrecursive but the modification terminates in a finite time. iii) Under the same condition a recursive method for modifying estimates is proposed. The modification parameter {p,} is generated by a stochastic approximation algorithm. Both the modified coefficient estimate and {p,} are proved to be convergent. Since stochastic approximation is a directed search algorithm] its convergence rate is hopefully faster than random search. By using modification parameter {,&} the adaptive stabilization problem is solved.
The problem
Let us consider the SISO system
where U,, yn and w, are the system input, output, and disturbance, respectively, and
where z is the backward shift operator] zy, = yn-l.
is unknown. System (1) can be written as 
. .
. . control problem. The formulation of adaptive control and the proofs of the desired properties of the closed system are given in [2, 3, 4] . Therefore, the central issue in the adaptive pole placement control problem is to find a bounded sequence of modificaiton parameters {,&} such that (11) is satisfied, and it is natural to give the following definition.
Definition. System (1) Let {e!')} be 1-dimensional with only one nonzero element equal either to +1 or to -1, i = 1 , . . . ,21. Similarly, let {e?)} be 1-dimensional with only j nonzero elements each of which equals either 1 or -1, i = 
If (16) is zero, then
Continuing this procedure, we can finally reach the first nonzero coefficient which is the largest in the sense of absolute value in comparison with other coefficients of the same order. Say, it is achieved at e?). Then Se?), with sufficient small 6 > 0, may serve as the modification parameter for the remaining time.
We now precisely describe the algorithm. Again as shown above, once V k is finite, then (11) holds.
Remark 2. In the proof of Theorem 1 under Condition (14) an algorithm is designed for modifying coefficient estimates. The modification teminates in a finite number of steps. This greatly saves the computation and makes the algorithm practically implementable.
Remark 3. If F = 0, then 6, +6 and Condition(l4) coincides with the controllability of System (1). However, in many cases F # 0 and Condition (14) is easily to be satisfied no matter system (1) is controllable or not.
Adaptive Stabilization by Use of Stochastic Approximation
In this section, using a stochastic approximation algorithm we recursively produce the modification parameter On in (10) which is convergent and satisfies
We first introduce a stochastic approximation algo-(11).
rithm seeking for nonzero roots of the function Let us denote the root set of (21) by J = 5 1 U Jz, where 2 of [ 6 ] ) , it follows that J consists of a finite number of points. ') However, h(P) cannot be directly observed, the real observation is which can be written as Yk+l = h(Pk) + <k+l (25) where &+I = Yk+l -h(,&), and P k is the modification parameter at time k.
For defining the algorithm for P k , let us take a few real sequences defined as follows. 
Concluding Remarks
This paper gives the necessary and sufficent condition for System (1) to be adaptively stabilizable and presents two methods of parameter modification for the adaptive pole placement control problem. One of them is nonrecursive and the algorithm terminates in a finite a number of steps; the other one is recursive and is based on stochastic approximation. Both modifications solve the adaptive pole placement control problem. It is worth noting that any sample path pk discussed in Theorem 2 always converges whenever 6 k and F k are convergent on this sample.
We note for the case f(@) = 0, the origin p = 0 is not a stable equilibrium for the equation Consequently, the truncation at lower bound in (28) should be very rare. The computation will be simpler if there is no lower bound truncation.
It is quite remarkable that the adaptive stabilization can be solved without controllability condition which is necessary for the nonadaptive exact pole placement problem.
