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Introduzione
Nella prima parte di questa tesi viene studiata l’equazione ∆u +
f(u) = 0 in un dominio regolare (che soddisfa la proprieta` della sfera
interna e della sfera esterna) e limitato Ω di RN , dove f(t) e` una fun-
zione regolare positiva, decrescente, e che tende a infinito per t che
tende a zero.
D’ora in avanti useremo il termine ′′funzione regolare′′ per indicare una
funzione che sia almeno continua; in alcuni casi, comprensibili dal con-
testo, essa potra` essere anche derivabile, con derivata continua.
Considerando il problema di Dirichlet omogeneo corrispondente all’e-
quazione ∆u + f(u) = 0 , si osserva che la soluzione u deve tendere a
zero vicino al bordo ∂Ω, percio` ∆u tende all’infinito. Per questo moti-
vo una tale equazione viene detta singolare.
Nella seconda parte della tesi si studia invece l’equazione ∆u = f(u)
in un dominio regolare e limitato Ω di RN , dove f(t) e` una funzione
regolare, crescente per t > 0 e che soddisfa la condizione di Keller-
Osserman. Se si considera la condizione sul bordo u(x) → ∞ per
x → ∂Ω, la soluzione di quest’altro problema di Dirichlet e` chiamata
soluzione blow-up (o esplosiva).
In entrambi i casi si parla di equazione singolare.
Risulta interessante studiare il comportamento, vicino alla frontiera
del dominio, della soluzione di questi problemi; e` possibile stimare la
2
soluzione in funzione della distanza δ(x) di un punto x dal bordo. Sot-
to opportune ipotesi su f(t) si osserva che, in prima approssimazione,
tale stima non dipende dalla geometria del dominio Ω, mentre tale
dipendenza compare solo a partire dal secondo ordine nello sviluppo
asintotico della soluzione stessa.
Problemi che coinvolgono equazioni del tipo di quelle considerate in
questa tesi, in modo particolare nel primo capitolo, sorgono nella teo-
ria della conduzione del calore e in certi problemi della meccanica dei
fluidi, in particolare dei fluidi pseudoplastici ([31], [57], [65]).
Ad esempio, problemi del tipo
∆u+ f(u) = 0 in Ω, u = 0 su ∂Ω (a)
sorgono naturalmente quando si considera un mezzo conduttore che oc-
cupa un dominio Ω; supponiamo che in x ∈ Ω sia mantenuta una certa
differenza di potenziale elettrostatica E(x). Allora passera` un flusso di
corrente elettrica stazionaria e ogni punto di Ω diventera` una sorgente
di calore. La distribuzione di temperatura u in regime stazionario in Ω
deve soddisfare la seguente equazione
σ(x, u(x))div[s(x)∇u(x)] = −E2(x) x ∈ Ω , (b)
dove s(x) denota la conducibilita` elettrica del mezzo nel punto x e
σ(x, u) rappresenta la resistivita` elettrica in x del mezzo quando es-
so e` a temperatura u. Ricordiamo che la conducibilita` elettrica (o
conduttanza specifica, o conduttivita`) e` l’espressione quantitativa del-
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l’attitudine di una unita` dimensionale standard di un conduttore ad
essere percorsa da corrente elettrica, ed e` definita dalla relazione
s(x) =
n e2λ
m v
, (c)
dove λ e` il cosiddetto libero cammino medio, cioe` la distanza media
percorsa da una particella tra un urto e l’altro. Si suppone, infatti
(in base alla teoria di Drude), che i portatori di carica, gli elettroni,
all’interno di un mezzo conduttore si muovano di un moto turbolento
e siano continuamente soggetti ad urti fra loro; le forze agenti sono
quella impulsiva dovuta agli urti, e la forza coulombiana. La quantita`
e che compare nella (c) e` la carica elettronica, n rappresenta il numero
di portatori di carica per unita` di lunghezza, m e` la massa della parti-
cella e v e` la velocita` termica, cioe` la velocita` media degli elettroni in
volo, che e` proporzionale alla radice della temperatura assoluta, per-
cio` varia al variare di quest’ultima. Un conduttore, per esempio un
metallo, ha alta conducibilita`, mentre in un semiconduttore la con-
ducibilita` varia a seconda di differenti condizioni, come l’esposizione
dei materiali a campi elettrici, o a determinate frequenze di radiazioni
elettromagnetiche.
Nella (b) compare anche la resistivita` elettrica (o resistenza specifica)
σ =
1
s
, definita come l’inverso della conducibilita` elettrica; essa e` un
indice della difficolta` opposta da una porzione standard di un materiale
al passaggio della corrente elettrica, e puo` essere definita anche come
rapporto tra l’intensita` del campo elettrico e la densita` di corrente.
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La resistivita` di un metallo solitamente diminuisce linearmente con la
temperatura, fino a raggiungere un valore minimo chiamato resistivita`
residua; nei semiconduttori la resistivita` diminuisce esponenzialmente
con l’aumentare della temperatura, mentre i cosiddetti supercondut-
tori, portati a temperature sufficientemente basse, assumono una resi-
stivita` pari a zero.
Il fattore s(x) che compare nella (b) e` costante solo nei mezzi omogenei
e isotropi, e in tal caso si ha
σ(x, u(x))s∆u(x) = −E2(x) x ∈ Ω .
Se supponiamo che il mezzo che circonda Ω sia a temperatura zero,
la legge di trasmissione di Newton implica, in questo caso, che
u = 0 su ∂Ω ,
che e` la condizione al bordo del nostro problema. E’ ragionevole, dal
punto di vista fisico, supporre che
f(x, u) =
E2(x)
sσ(x, u)
per x ∈ Ω e u > 0
definisca una funzione illimitata quando u → 0 uniformemente per
x ∈ Ω e limitata per u → ∞ uniformemente per x ∈ Ω. La f(u)
del problema (a) soddisfa queste ipotesi, per cui (a) e` un modello per
questo problema fisico.
Per quanto riguarda la modellizzazione del problema di Dirichlet
del tipo
∆u = f(u) in Ω , u(x)→∞ per x→ ∂Ω , (d)
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dove Ω e` un dominio regolare e limitato di RN e f(t) e` una funzione
regolare, crescente per t > 0, tale che f(0) = 0, e che soddisfa la
condizione di Keller-Osserman∫ ∞
1
dt√
2F (t)
<∞ , F (t) =
∫ t
0
f(τ) dτ ,
riportiamo i seguenti esempi ([9], [49]).
Per N = 2, consideriamo la metrica
|ds| = eu(x)|dx| , |dx|2 = |dx1|2 + |dx2|2 .
La curvatura di Gauss corrispondente e` data da
K(x) = −∆u
e2u
.
Se si vuole cheK(x) sia costante e negativa −c2, allora occorre risolvere
l’equazione
∆u = c2e2u .
Se, inoltre, si vuole che tale metrica sia completa, occorre che u(x)→
∞ se x→ ∂Ω.
Per N > 2, sia
|ds| = u 2N−2 |dx| , |dx|2 = |dx1|2 + |dx2|2 .
La curvatura scalare corrispondente e` data da
K(x) = −4(N − 1)
N − 2
∆u
u
N+2
N−2
.
Se si vuole che K(x) sia costante e negativa, allora occorre risolvere
l’equazione
∆u = c2u
N+2
N−2 .
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Anche adesso, se si vuole che tale metrica sia completa, occorre che
u(x)→∞ se x→ ∂Ω.
L’equazione ∆u = up, con 1 < p < 2 e` stata considerata da Dynkin
[30] in problemi di diffusione di un gas.
Infine, un’altra applicazione del problema (d), con f(t) = t2 riguarda
il moto browniano (vedi [48] e altri riferimenti nella bibliografia).
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Capitolo 1
Stime per soluzioni di
equazioni singolari
1.1 Stime della soluzione nel caso ∆u+ u−γ = 0
Consideriamo il problema di Dirichlet
∆u+ f(u) = 0 in Ω, u = 0 su ∂Ω, (1.1)
dove Ω e` un dominio regolare e limitato di RN e f(t) e` una funzione
regolare, positiva, decrescente, che tende a infinito per t che tende a
zero. L’esistenza e l’unicita` per questo problema sono stati studiati da
Crandall, Rabinowitz e Tartar in [24]; nel loro lavoro viene dimostrato
che esiste una soluzione classica u ∈ C2(Ω) ∩ C0(Ω) che, vicino a ∂Ω,
soddisfa la relazione
λΦ(δ(x)) ≤ u(x) ≤ ΛΦ(δ(x)) , (1.2)
dove Φ = Φ(s) e` una soluzione positiva del problema
Φ′′ + f(Φ) = 0, Φ(0) = 0 ,
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δ(x) e` la distanza di x da ∂Ω, λ e Λ sono due opportune costanti
positive.
Nel caso in cui f(t) = t−γ, γ > 1, possiamo prendere Φ = φ, dove
φ = φ(s) puo` essere calcolata esplicitamente; essa e` data da
φ(s) =
(
bγs
) 2
γ+1 , bγ =
γ + 1√
2(γ − 1) . (1.3)
In questo caso speciale, la stima della soluzione vicino al bordo, a
seconda dei valori di γ, puo` essere migliorata rispetto alla (1.2). Infatti,
in [18] viene dimostrato che esiste una costante B tale che
∣∣∣u(x)− φ(δ(x))∣∣∣ ≤ Bδ(x) . (1.4)
Se, inoltre, γ > 3, la (1.4) viene precisata ancora di piu`, come mostrato
in [54]: ∣∣∣u(x)− φ(δ(x))∣∣∣ ≤ B(δ(x)) γ+3γ+1 .
Se 1 < γ < 3, in [17] viene dimostrato che
∣∣∣u(x)− φ(δ(x))∣∣∣ ≤ B(δ(x)) 2γγ+1 .
Ovviamente, la costante B che compare in queste ultime stime non e`
necessariamente sempre la stessa.
L’esistenza di una soluzione del problema di Dirichlet omogeneo e` stato
studiato anche per equazioni ellittiche singolari piu` generali, per esem-
pio nei lavori [26], [37], [41], [47], [67] e [68]. Oltre l’esistenza, e` stato
studiato anche il comportamento della soluzione u(x) vicino al bordo,
ma non esistono risultati che riguardino il calcolo preciso del termine
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del secondo ordine nell’approssimazione di u(x) sul bordo. In questa
tesi viene osservato se e in che modo le caratteristiche geometriche del
dominio intervengono in tale termine e, in alcuni casi, viene stimato
anche il terzo termine nello sviluppo di u(x) in funzione di δ(x) e di
φ(δ(x)).
1.2 Stime della soluzione nel caso ∆u+u−γ+g(u) = 0
Consideriamo il problema (1.1) con f(t) = t−γ + g(t), dove γ > 1 e
g(t) : R → R e` una funzione regolare tale che t−γ + g(t) sia positiva e
decrescente per t > 0.
Osserviamo che questa f(t) e` formata da una ′′parte principale′′ t−γ e
da g(t), che puo` essere considerata una perturbazione. Supponendo che
|g(t)| cresca come la funzione t−ν , con ν < γ, e` interessante osservare in
che modo, e a che livello, questa perturbazione interviene nella stima
della soluzione. Essendo ν < γ, ci aspettiamo che una parte della
stima, trovata nel caso f(t) = t−γ, venga ′′conservata′′, mentre una
parte venga modificata dall’effetto della perturbazione.
I risultati esposti in questo paragrafo si trovano in [4].
Facciamo le seguenti ipotesi:
g(t) = O(1)t−ν , 1 < ν < γ , (1.5)
dove O(1) rappresenta una quantita` limitata. Supponiamo anche che
t−γ + g(t) > 0 e − γ t−γ−1 + g′(t) < 0 ∀ t > 0 . (1.6)
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Definiamo
F (t) =
∫ ∞
t
f(τ)dτ ,
dove f(t) = t−γ + g(t). Dato che
F (t) =
t1−γ
γ − 1 +O(1) t
1−ν ,
si ha che F (t) → ∞ per t → 0 e, per qualche M > 1 e per t piccoli,
F (t) < MF (2t). Tali condizioni sono le ipotesi del Teorema 2.6 di [37],
da cui segue che
lim
x→∂Ω
u(x)
φ(δ(x))
= 1 . (1.7)
Questa stessa stima nel caso f(t) = t−γ, γ > 1, segue dalla (1.4).
Teorema 1.1. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato,
γ > 1 un numero reale, e g(t) una funzione regolare che soddisfa le
(1.5) e (1.6), con
max
[γ − 1
2
, 1
]
< ν < γ .
Se u(x) e` una soluzione del problema (1.1), con f(t) = t−γ+g(t), allora
u(x) = φ(δ)[1 +O(1)δβ] , β =
2(γ − ν)
γ + 1
,
dove φ e` definita dalla (1.3), δ = δ(x) e` la distanza di x da ∂Ω e O(1)
e` una quantita` limitata.
Dimostrazione. Per dimostrare questa stima usiamo il metodo delle so-
pra e sotto-soluzioni.
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Cerchiamo una sopra-soluzione della forma
w(x) = φ(δ)(1 + αδβ)
dove α e` un numero reale positivo da determinare. Calcoliamo
wxi = φ
′(δ)δxi(1 + αδ
β) + αβ φ(δ)δβ−1δxi ,
dove abbiamo denotato con ′ la derivazione rispetto a δ. Ricordiamo
che per δ = δ(x) valgono le seguenti proprieta` [38]:
N∑
i=1
δxiδxi = 1 ,
N∑
i=1
δxixi = −(N − 1)K , (1.8)
dove K = K(x) e` la curvatura media della superficie {x ∈ Ω : δ(x) =
costante}. Posto (N − 1)K = H si ha
∆w = φ′′(δ)(1 + αδβ)− φ′(δ)H(1 + αδβ)
+2αβδβ−1φ′(δ) + αβφ(δ)(β − 1)δβ−2 − αβφ(δ)Hδβ−1 . (1.9)
Usando la (1.3) si trova che la funzione φ = φ(s) soddisfa le seguenti
relazioni
φ′′ = −φ−γ , φ′ = φ−γ γ + 1
γ − 1 s , φ = φ
−γ (γ + 1)
2
2(γ − 1) s
2 . (1.10)
Dalla (1.9) e (1.10) otteniamo
−∆w = (φ(δ))−γ
[
1 + αδβ +
γ + 1
γ − 1 δH(1 + αδ
β)− 2αβγ + 1
γ − 1 δ
β
−αβ(β − 1) (γ + 1)
2
2(γ − 1) δ
β + αβH
(γ + 1)2
2(γ − 1) δ
β+1
]
, (1.11)
da cui segue che
−∆w > (φ(δ))−γ
[
1 + αδβ
(
1− 2γ + 1
γ − 1 β
12
− (γ + 1)
2
2(γ − 1) β(β − 1)−M1δ
)
−M2 δ
]
, (1.12)
dove Mi, i = 1, 2, ..., denotano, qui e nelle righe successive, opportune
costanti positive indipendenti da α. D’ora in avanti prenderemo α e
δ0 > 0 tali che
αδ0
β <
1
2
, (1.13)
e considereremo punti x di Ω tali che δ(x) < δ0. Usando l’ipotesi (1.5)
e lo sviluppo di Taylor si trova
w−γ + g(w) = (φ(δ))−γ
[
(1 + αδβ)−γ +O(1)(φ(δ))γ−ν
]
< (φ(δ))−γ
[
1− γαδβ +M3(αδβ)2 +M4δβ
]
. (1.14)
Dalle (1.12) e (1.14) troviamo che
−∆w > w−γ + g(w) (1.15)
se
1 + αδβ
(
1− 2γ + 1
γ − 1 β −
(γ + 1)2
2(γ − 1) β(β − 1)−M1δ
)
−M2 δ
> 1− γαδβ +M3(αδβ)2 +M4δβ .
Dopo aver semplificato si ha
M4 +M2 δ
1−β
< α
[
(γ + 1)2
2(γ − 1) (β + 1)
(2(γ − 1)
γ + 1
− β
)
−M1δ −M3αδβ
]
. (1.16)
Poiche´ β < 2(γ − 1)/(γ + 1), possiamo prendere α e δ0 in modo tale
che, in aggiunta alla (1.13), risulti
M1δ0 +M3αδ
β
0 <
(γ + 1)2
2(γ + 1)
(β + 1)
(2(γ − 1)
γ + 1
− β
)
.
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Poiche´ (γ − 1)/2 < ν, risulta β < 1. Facciamo crescere α (e decrescere
δ0) finche´ la (1.16) e` verificata per δ(x) < δ0.
Ora mostriamo che e` possibile scegliere α e δ0 in modo tale che
u(x) < w(x) per δ(x) = δ0. Sia ρ = αδ0
β, dove α e δ0 sono presi come
in precedenza. Poiche´ per la (1.7) si ha
lim
x→∂Ω
φ(δ(x))
u(x)
= 1 ,
possiamo far decrescere δ0 (facendo crescere α in accordo con la re-
lazione ρ = αδ0
β) finche´
φ(δ(x))
u(x)
>
1
1 + ρ
per δ(x) ≤ δ0. Moltiplicando per (1 + αδβ) troviamo
w(x)
u(x)
>
1
1 + ρ
(1 + αδβ) .
Allora si ha w(x) > u(x) per δ(x) = δ0. Su ∂Ω si ha w(x) = u(x) = 0.
Quindi, poiche´ t−γ + g(t) e` decrescente, per il teorema del confronto
([38], Theorem 10.1) dalla (1.15) segue che w(x) ≥ u(x) su {x ∈ Ω :
δ(x) < δ0}.
Ora cerchiamo una sotto-soluzione del tipo
v(x) = φ(δ)(1− αδβ) .
Facendo dei calcoli analoghi a quelli fatti per cercare la sopra-soluzione
si trova un’equazione simile alla (1.11) con −α al posto di α, cioe`
−∆v = (φ(δ))−γ
[
1− αδβ + γ + 1
γ − 1 δH(1− αδ
β) + 2αβ
γ + 1
γ − 1 δ
β
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+αβ(β − 1) (γ + 1)
2
2(γ − 1) δ
β − αβH (γ + 1)
2
2(γ − 1) δ
β+1
]
.
Da quest’ultima si ha
−∆v < (φ(δ))−γ
[
1− αδβ
(
1− 2γ + 1
γ − 1 β
− (γ + 1)
2
2(γ − 1) β(β − 1)−M5δ
)
+M6δ
]
. (1.17)
Prendiamo α e δ0 che soddisfino la (1.13). Per δ(x) < δ0, usando
l’ipotesi (1.5) e lo sviluppo di Taylor si trova
v−γ + g(v) = (φ(δ))−γ
[
(1− αδβ)−γ +O(1)(φ(δ))γ−ν
]
> (φ(δ))−γ
[
1− γαδβ −M7δβ
]
. (1.18)
Dalle (1.17) e (1.18) troviamo che
−∆v < v−γ + g(v) (1.19)
se
1− αδβ
(
1− 2γ + 1
γ − 1 β −
(γ + 1)2
2(γ − 1) β(β − 1)−M5δ
)
+M6δ
< 1− γαδβ −M7δβ .
Dopo aver semplificato si ha
M7 +M6δ
1−β < α
[ (γ + 1)2
2(γ − 1) (β + 1)
(
2
(γ − 1)
γ + 1
− β
)
−M5δ
]
. (1.20)
La disuguaglianza (1.20) (che e` simile alla (1.16), ma e` piu` semplice) e`
verificata per δ(x) < δ0, con δ0 abbastanza piccolo e α sufficientemente
grande.
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Mostriamo che e` possibile scegliere α e δ0 in modo tale che v(x) <
u(x) per δ(x) = δ0. Sia ρ = αδ0
β, dove α e δ0 sono scelti come prima.
Dal fatto che
lim
x→∂Ω
φ(δ(x))
u(x)
= 1 ,
possiamo far decrescere δ0 (facendo crescere α in accordo con la re-
lazione ρ = αδ0
β) finche´
φ(δ(x))
u(x)
<
1
1− ρ
per δ(x) ≤ δ0. Moltiplicando per (1− αδβ) troviamo
v(x)
u(x)
>
1
1− ρ (1− αδ
β) .
Allora risulta che v(x) < u(x) per δ(x) = δ0. Dalla (1.19) segue che
v(x) ≤ u(x) su {x ∈ Ω : δ(x) < δ0}.
Abbiamo dunque provato che, per x vicini a ∂Ω e α sufficientemente
grandi si ha
φ(δ)(1− αδβ) ≤ u(x) ≤ φ(δ)(1 + αδβ) ,
cioe` che
u(x) = φ(δ)[1 +O(1)δβ] .
Il teorema e` dimostrato.
Ora enunciamo un altro teorema, che fornisce una stima della soluzione
u(x) dello stesso problema, con g(t) che soddisfa le (1.5) e (1.6), ma
dove ν varia in un intervallo diverso da quello appena considerato.
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Teorema 1.2. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato,
e sia γ > 3 un numero reale e g(t) una funzione regolare che soddisfa
le (1.5) e (1.6), con
1 < ν ≤ γ − 1
2
.
Se u(x) e` una soluzione del problema (1.1) con f(t) = t−γ+g(t), allora
u(x) = φ(δ)
[
1 +
(N − 1)K
3− γ δ +O(1)δ
β
]
, β =
2(γ − ν)
γ + 1
,
dove φ e` definita dalla (1.3), δ = δ(x) e` la distanza di x da ∂Ω e O(1)
e` una quantita` limitata.
Dimostrazione. Definiamo
A =
H
3− γ , H = (N − 1)K , (1.21)
e cerchiamo una sopra-soluzione del tipo
w(x) = φ(δ)(1 + Aδ + αδ1+σ) ,
dove σ e` un numero reale positivo tale che σ < (γ − 3)/(γ + 1) e α e`
un numero reale positivo da determinare. Si ha
wxi = φ
′(δ)δxi(1 +Aδ + αδ
1+σ) + φ(δ)
(
Axiδ +Aδxi + α(1 + σ)δ
σδxi
)
.
Usando anche qui le relazioni (1.8) si trova
∆w = φ′′(δ)(1 + Aδ + αδ1+σ)− φ′(δ)H(1 + Aδ + αδ1+σ)
+2φ′(δ)
(
∇A · ∇δ δ + A+ α(1 + σ)δσ
)
+φ(δ) (∆Aδ + 2∇A · ∇δ − AH + α(1 + σ)σδσ−1 − α(1 + σ)Hδσ) .
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Sfruttando le equazioni (1.10) si ha
−∆w = (φ(δ))−γ
[
1 + Aδ + αδ1+σ +
γ + 1
γ − 1 δH(1 + Aδ + αδ
1+σ)
−2γ + 1
γ − 1 δ
(∇A · ∇δ δ + A+ α(1 + σ)δσ)
− (γ + 1)
2
2(γ − 1) δ
2
(
∆Aδ+2∇A ·∇δ−AH+α(1+σ)σδσ−1−α(1+σ)Hδσ)] .
Come nel teorema precedente, denotiamo con Mi, i = 1, 2, ..., costanti
positive indipendenti da α; ovviamente le Mi usate qui e nelle righe
successive sono in generale diverse da quelle usate in precedenza. Si
ottiene
−∆w > (φ(δ))−γ
[
1 + δ
(
A+
γ + 1
γ − 1 H − 2
γ + 1
γ − 1 A
)
+αδ1+σ
(
1−2γ + 1
γ − 1 (1+σ)−
(γ + 1)2
2(γ − 1) (1+σ)σ−M1δ
)
−M2δ2
]
. (1.22)
Per α fissato, consideriamo δ0 > 0 tale che, per δ(x) < δ0 si abbia
−1
2
< Aδ + αδ1+σ < 1 . (1.23)
Usando l’ipotesi (1.5) e lo sviluppo di Taylor si trova
w−γ + g(w) = (φ(δ))−γ
[
(1 + Aδ + αδ1+σ)−γ +O(1)(φ(δ))γ−ν
]
< (φ(δ))−γ
[
1− γAδ − γαδ1+σ
+M3δ
2 +M4δαδ
1+σ +M5(αδ
1+σ)2 +M6δ
β
]
. (1.24)
Osserviamo che si puo` prendere M6 = 0 quando g(t) ≤ 0. Dalle (1.22)
e (1.24) troviamo che
−∆w > w−γ + g(w) (1.25)
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se
1 + δ
(
A+
γ + 1
γ − 1 H − 2
γ + 1
γ − 1 A
)
+αδ1+σ
(
1− 2γ + 1
γ − 1 (1 + σ)−
(γ + 1)2
2(γ − 1) (1 + σ)σ −M1δ
)
−M2δ2
> 1−γAδ−γαδ1+σ+M3δ2+M4δαδ1+σ+M5(αδ1+σ)2+M6δβ . (1.26)
Usando la (1.21) si ha
A+
γ + 1
γ − 1 H − 2
γ + 1
γ − 1 A = −γA . (1.27)
Quindi la (1.26) puo` essere riscritta come
αδ1+σ
(
1− 2γ + 1
γ − 1 (1 + σ)−
(γ + 1)2
2(γ − 1) (1 + σ)σ −M1δ
)
−M2δ2
> −γαδ1+σ +M3δ2 +M4δαδ1+σ +M5(αδ1+σ)2 +M6δβ ,
da cui, semplificando, si ha
(M2 +M3) δ
2 +M6δ
β < αδ1+σ
[ (γ + 1)2
2(γ − 1)
((γ − 3)
γ + 1
− σ
)
(σ + 2)
−M5αδ1+σ − (M1 +M4)δ
]
. (1.28)
Se prendiamo 1 + σ = β si ha
(M2 +M3)δ
2−β +M6 < α
[ (γ + 1)2
2(γ − 1)
(2(γ − 1)
γ + 1
− β
)
(β + 1)
−M5αδβ − (M1 +M4)δ
]
. (1.29)
Prendiamo α e δ0 > 0 in modo tale che risulti
M5αδ
β
0 − (M1 +M4)δ0 <
(γ + 1)2
2(γ − 1)
(2(γ − 1)
γ + 1
− β
)
(β + 1) .
Facciamo nuovamente crescere α e decrescere δ0 in modo tale che la
(1.29) e la (1.23) (con 1+σ = β) siano vere per δ(x) < δ0. In tal modo
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la (1.25) e` soddisfatta.
Ora, come nella dimostrazione del teorema precedente, mostriamo che
e` possibile scegliere α e δ0 in modo tale che u(x) < w(x) per δ(x) = δ0.
Sia ρ = αδ0
β, dove α e δ0 sono presi come in precedenza. Dal fatto che
lim
x→∂Ω
φ(δ(x))
u(x)
= 1 ,
segue che possiamo far decrescere δ0 (facendo crescere α in accordo con
la relazione ρ = αδ0
β) finche´
φ(δ(x))
u(x)
>
2
2 + ρ
per δ(x) ≤ δ0. Moltiplicando per (1 + Aδ + αδβ) si ha
w(x)
u(x)
>
2
2 + ρ
(1 + Aδ + αδβ) .
Facendo decrescere ancora α in modo da avere αδ0
β = ρ e Aδ0 > −ρ/2,
si ha w(x) > u(x) per δ(x) = δ0. Dato che w(x) = u(x) su ∂Ω,
e t−γ + g(t) e` decrescente, dalla (1.25) segue che w(x) ≥ u(x) su
{x ∈ Ω : δ(x) < δ0}.
Ora cerchiamo una sotto-soluzione del tipo
v(x) = φ(δ)(1 + Aδ − αδ1+σ) .
Facendo dei calcoli analoghi a quelli fatti precedentemente si trova
un’equazione simile alla (1.22) con −α al posto di α, cioe`
−∆v < (φ(δ))−γ
[
1 + δ
(
A+
γ + 1
γ − 1 H − 2
γ + 1
γ − 1 A
)
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−αδ1+σ
(
1−2 γ + 1
γ − 1 (1+σ)−
(γ + 1)2
2(γ − 1) (1+σ)σ−M7δ
)
+M8δ
2
]
. (1.30)
Prendiamo α e δ0 > 0 tali che, per δ(x) < δ0,
−1
2
< Aδ − αδ1+σ < 1 . (1.31)
Usando la (1.5) e lo sviluppo di Taylor si trova
v−γ + g(v) = (φ(δ))−γ
[
(1 + Aδ − αδ1+σ)−γ +O(1)(φ(δ))γ−ν
]
> (φ(δ))−γ
[
1− γAδ + γαδ1+σ −M9δβ
]
. (1.32)
Nel caso in cui g(t) ≥ 0 si puo` prendere M9 = 0. Dalla (1.32) e (1.30)
troviamo che
−∆v < v−γ + g(v) (1.33)
se
1 + δ
(
A+
γ + 1
γ − 1 H − 2
γ + 1
γ − 1 A
)
−αδ1+σ
(
1− 2γ + 1
γ − 1 (1 + σ)−
(γ + 1)2
2(γ − 1) (1 + σ)σ −M7δ
)
+M8δ
2
> 1− γAδ + γαδ1+σ −M9δβ .
Usando la (1.27) e semplificando si trova la seguente disuguaglianza,
simile alla (1.28) ma piu` facile
M8δ
2+M9δ
β < αδ1+σ
[ (γ + 1)2
2(γ − 1)
((γ − 3)
γ + 1
−σ
)
(σ+2)−M7δ
]
. (1.34)
Posto 1 + σ = β troviamo
M8δ
2−β +M9 < α
[ (γ + 1)2
2(γ − 1)
(2(γ − 1)
γ + 1
− β
)
(β + 1)−M7δ
]
. (1.35)
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Prendiamo ora α e δ0 in modo tale che la (1.35) e la (1.31) (con 1+σ =
β) siano verificate per δ(x) < δ0.
Sia ρ = αδ0
β, dove α e δ0 sono scelti come prima. Dal fatto che
lim
x→∂Ω
φ(δ(x))
u(x)
= 1 ,
possiamo far decrescere δ0 (facendo crescere α in accordo con la re-
lazione ρ = αδ0
β) finche´
φ(δ(x))
u(x)
<
2
2− ρ
per δ(x) ≤ δ0. Moltiplicando per (1 + Aδ − αδβ) troviamo
v(x)
u(x)
>
2
2− ρ (1 + Aδ − αδ
β) .
Facendo decrescere ancora δ0 e facendo crescere α in modo da avere
αδ0
β = ρ e Aδ0 < ρ/2, si ha v(x) < u(x) per δ(x) = δ0. Dalla (1.33)
segue che v(x) ≤ u(x) su {x ∈ Ω : δ(x) < δ0}.
Quindi, per x vicino al bordo ∂Ω e per α abbastanza grande si ha
φ(δ)(1 + Aδ − αδβ) ≤ u(x) ≤ φ(δ)(1 + Aδ + αδβ) ,
cioe`
u(x) = φ(δ)[1 + Aδ +O(1)δβ] .
Ricordando la definizione di A data nella (1.21), il teorema e` dimostra-
to.
Un caso particolare di questo teorema si ha quando g(t) ≡ 0; vale
il seguente risultato:
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Teorema 1.3. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato,
γ > 3 un numero reale. Una soluzione u(x) del problema (1.1) con
f(t) = t−γ soddisfa la stima
u(x) = φ(δ)
[
1 +
(N − 1)K
3− γ δ +O(1)δ
1+σ
]
,
dove φ e` definita dalla (1.3), δ = δ(x) e` la distanza di x da ∂Ω, O(1)
e` una quantita` limitata e σ e` un qualunque numero reale positivo tale
che σ < (γ − 3)/(γ + 1).
Dimostrazione. Utilizziamo le stesse notazioni e gli stessi calcoli del
teorema precedente.
Cercando una sopra-soluzione della forma
w(x) = φ(δ)(1 + Aδ + αδ1+σ) ,
troviamo che
−∆w > w−γ
se si verifica la disuguaglianza (1.28) con M6 = 0, cioe` se
(M2 +M3)δ
1−σ < α
[ (γ + 1)2
2(γ − 1)
((γ − 3)
γ + 1
− σ
)
(σ + 2)
−M5αδ1+σ − (M1 +M4)δ
]
. (1.36)
Poiche´ 0 < σ < (γ − 3)/(γ +1), per α fissato la (1.36) e` vera con δ ab-
bastanza piccolo. Dalle stesse argomentazioni usate nella dimostrazione
del Teorema 1.2, segue che possiamo far crescere α e far decrescere δ0
in modo che w(x) > u(x) per δ(x) = δ0. Segue che w(x) e` una sopra-
soluzione su {x ∈ Ω : δ(x) < δ0}.
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Con un ragionamento simile, usando la (1.34) con M9 = 0, troviamo
che la funzione
v(x) = φ(δ)(1 + Aδ − αδ1+σ)
e` una sotto-soluzione in {x ∈ Ω : δ(x) < δ0}.
Il teorema e` dimostrato.
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Capitolo 2
Stime per soluzioni blow-up
2.1 Stime della soluzione nel caso ∆u = up
Consideriamo il problema di Dirichlet
∆u = f(u) in Ω , u(x)→∞ per x→ ∂Ω , (2.1)
dove Ω e` un dominio regolare e limitato di RN e f(t) e` una funzione
regolare, crescente per t > 0, tale che f(0) = 0, e che soddisfa la
condizione di Keller-Osserman∫ ∞
1
dt√
2F (t)
<∞ , F (t) =
∫ t
0
f(τ) dτ .
E’ ben noto ([42], [58]) che sotto queste condizioni il problema (2.1)
ammette una soluzione classica chiamata soluzione blow-up (esplosiva)
sul bordo. Inoltre, il problema unidimensionale
Φ′′ = f(Φ) , Φ(s) > 0 , lim
s→0
Φ(s) =∞
ammette una soluzione che soddisfa∫ ∞
Φ(s)
dt√
2F (t)
= s , F (t) =
∫ t
0
f(τ) dτ . (2.2)
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C. Bandle e M. Marcus [15], sotto l’ipotesi aggiuntiva che F (t)/t2 sia
crescente per t grandi, hanno dimostrato che, nei domini Ω convessi,
ogni soluzione u(x) del problema (2.1) soddisfa la stima
|u(x)− Φ(δ(x))| ≤ Cδ(x)Φ(δ(x)) , (2.3)
dove δ(x) e` la distanza di x dal bordo ∂Ω e C e` una costante opportu-
na.
Nel caso di un dominio Ω generico, C. Bandle e M. Marcus hanno di-
mostrato anche che, se f(t) soddisfa la condizione di Keller-Osserman,
se F (t)/t2 e` crescente per t grandi e se esistono a, b, con 1 < a < b tali
che, per t grandi
a
F (t)
f(t)
≤ L(t)
L′(t)
≤ bF (t)
f(t)
,
dove L(t) =
∫ t
0
√
F (τ)dτ , allora vale la stima
C
(δ(x))2Φ′(δ(x))
Φ(δ(x))
≤ u(x)
Φ(δ(x))
− 1 ≤ Cδ(x) , (2.4)
dove C e` una costante opportuna, non necessariamente la stessa citata
prima.
Nel caso particolare f(t) = tp, p > 1, si puo` prendere Φ = φ, dove
φ = φ(s) e` data da
φ(s) =
(
ap s
) 2
1−p , ap =
p− 1√
2(p+ 1)
. (2.5)
In questo caso, in [7] viene mostrato che la soluzione del problema (2.1)
puo` essere espressa con lo sviluppo
u(x) = φ(δ(x))
[
1 +
(N − 1)H(x)
p+ 3
δ(x) + o(δ(x))
]
,
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dove H(x) denota la curvatura media di ∂Ω nel punto x piu` vicino a
x, e o(δ) rappresenta un infinitesimo di ordine superiore rispetto a δ.
In [12] vengono trovate delle stime della soluzione del problema (2.1)
per una classe speciale di funzioni f(t), mentre stime di ordine piu`
alto sono state trovate per casi speciali in [1],[19],[55]. Altre equazioni
non lineari piu` generali della (2.1) sono state studiate in altri lavori
(si rimanda alla bibliografia, in particolare a [10]). L’influenza della
geometria del dominio nei problemi blow-up e` stata sudiata anche in
[27].
2.2 Stime della soluzione nel caso ∆u = up + g(u)
Consideriamo il problema (2.1) con f(t) = tp + g(t), p > 1, dove
g(t) : [0,∞) → R e` una funzione regolare e tale che tp + g(t) sia
positiva e crescente per t > 0.
Osserviamo che questa f(t) e` formata da una ′′parte principale′′ tp,
mentre g(t) puo` essere considerata una perturbazione. Supponendo
che |g(t)| cresca come la funzione tq, con −1 < q < p, e` interessante
osservare in che modo, e a che livello, questa perturbazione interviene
nella stima della soluzione. Essendo q < p, ci aspettiamo che una parte
della stima, trovata nel caso f(t) = tp, venga ′′conservata′′, mentre una
parte sia modificata dall’effetto della perturbazione.
I risultati riguardanti questo caso nei domini convessi si trovano in [5].
In questa tesi riportiamo i risultati validi per un dominio generico.
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Facciamo le seguenti ipotesi per g(t):
g(0) = 0 e p tp−1 + g′(t) > 0 ∀ t > 0 (2.6)
e
g(t) = O(1)tq , −1 < q < p (2.7)
dove O(1) rappresenta una quantita` limitata. Sotto tali ipotesi la con-
dizione di Keller-Osserman per f(t) = tp + g(t) e` verificata, e il primo
integrale della (2.2) definisce una funzione Φ = Φ(s) tale che Φ(s)→∞
quando s→ 0.
Lemma 2.1. Siano p e q due numeri reali con p > 1 e −1 < q < p.
Sia f(t) = tp + g(t), dove g(t) e` una funzione regolare che soddisfa la
(2.7) la (2.6). Se u(x) e` una soluzione del problema (2.1), allora
u(x) = φ(δ) +O(1)δ
p−3
p−1 +O(1)δ
2(p−q−1)
p−1 ,
dove φ e` la funzione definita dalla (2.5), δ = δ(x) e` la distanza di x da
∂Ω e O(1) e` una quantita` limitata.
Dimostrazione. Prima mostriamo che
Φ(s) = φ(s)(1 +O(1)sβ) , β =
2(p− q)
p− 1 , (2.8)
dove Φ = Φ(s) e` la funzione definita dalla (2.2). Sia ρ(s) = (Φ(s))
1−p
2 .
Poiche´ Φ(s)→∞ per s→ 0, si ha ρ(0) = 0. Dalla (2.2) si trova
Φ′(s) = −(2F (Φ(s))) 12 . (2.9)
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D’altra parte,
ρ′(s) =
1− p
2
(Φ(s))−
p+1
2 Φ′(s) . (2.10)
Abbiamo
F (t) =
tp+1
p+ 1
+G(t), con G(t) =
∫ t
0
g(τ)dτ .
Quindi, dalle (2.10) e (2.9) si ottiene
ρ′(s) =
p− 1√
2
(Φ(s))−
p+1
2
[
(Φ(s))p+1
p+ 1
+G(Φ(s))
] 1
2
=
p− 1√
2(p+ 1)
[
1 + (p+ 1)(Φ(s))−p−1G(Φ(s))
] 1
2 . (2.11)
Essendo q > −1, la (2.7) implica che
G(t) = O(1)t1+q .
Quindi,
(Φ(s))−p−1G(Φ(s)) = O(1)(Φ(s))q−p = O(1)ρβ .
Inserendo quest’ultima stima nella (2.11) si trova
ρ′(s) = ap [1 +O(1)(ρ(s))β] , (2.12)
da cui ρ′(0) = ap. Come conseguenza si ha ρ(s) = O(1)s; quindi, dalla
(2.12) segue che
ρ′(s) = ap[1 +O(1)sβ] .
Integrando quest’ultima su (0, s) si trova
ρ(s) = ap s[1 +O(1)s
β] ,
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cioe`
(ρ(s))
2
1−p = (ap s)
2
1−p [1 +O(1)sβ] .
Da questa segue la (2.8).
Osserviamo che, sotto le ipotesi fatte, la funzione f(t) e` crescente per
t > 0 e F (t)t−2 e` crescente per grandi t. Inoltre, se L(t) =
∫ t
0
√
F (τ)dτ ,
esistono a, b con 1 < a < b tali che, per t grandi, si abbia
a
F (t)
f(t)
≤ L(t)
L′(t)
≤ bF (t)
f(t)
.
Infatti
lim
t→∞
L(t)f(t)
L′(t)F (t)
= lim
t→∞
L(t)
(F (t))
3
2 (f(t))−1
= lim
t→∞
1
3/2− F (t)f ′(t)(f(t))−2 =
2(p+ 1)
p+ 3
.
Allora, usando il Teorema 4 (ii) di [15] segue che possiamo sfruttare la
stima (2.4). Poiche´ nel nostro caso, applicando la regola di de L’Hoˆpital
si trova
lim
δ→0
δΦ′(δ)
Φ(δ)
= lim
t→∞
−
∫∞
t
(2F (τ))−
1
2dτ
t(F (t))−
1
2
= lim
t→∞
(2F (t))−
1
2
(2F (t))−
1
2 − t(2F (t))− 32f(t) = limt→∞
1
1− tf(t)
2F (t)
=
2
1− p ,
la (2.4) conduce nuovamente alla (2.3). Allora, ricordando che δ =
δ(x) e inserendo la (2.8) nella (2.3) otteniamo la stima che volevamo
dimostrare.
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Usiamo le stesse notazioni utilizzate nel capitolo precedente e, ri-
cordando le proprieta` di δ(x) espresse dalla (1.8), definiamo:
H = (N − 1)K , A1 =
H
p+ 3
, (2.13)
A2 =
9− p− 2p2
12
A1
2 +
p− 3
6
∇A1 · ∇δ . (2.14)
Sia m il piu` grande numero intero tale che m < 2(p + 1)/(p − 1);
osserviamo che m ≥ 2. Se m > 2, definiamo A3, ..., Am come segue.
Siano Ck = Ck(A1, ..., Ak) tali che la seguente identita` sia vera per ogni
s
m∑
h=1
(
p
h
)
(A1s+ ...+ Ams
m)h =
m∑
k=1
Cks
k +O(1)sm+1 , (2.15)
dove (
p
h
)
=
p (p− 1) · · · (p− h+ 1)
h!
.
Troviamo
C1 = pA1 , Ck = p Ak + Pk(A1, ..., Ak−1) , k = 2, ...,m,
dove i Pk(A1, ..., Ak−1) sono opportuni polinomi. Per esempio
P2(A1) =
p (p− 1)
2
A1
2 ,
P3(A1, A2) = p (p− 1)A1A2 +
p (p− 1) (p− 2)
6
A1
3 .
Usando questi polinomi definiamo i coefficienti Ak, per 3 ≤ k ≤ m, in
funzione di A1, ..., Ak−1 in accordo con l’equazione
(p− 1)2
2(p+ 1)
(k + 1)
(
k − 2p+ 1
p− 1
)
Ak +
(p− 1
p+ 1
− (p− 1)
2
2(p+ 1)
(k − 1)
)
HAk−1
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+
(
2
1− p
p+ 1
+
(p− 1)2
p+ 1
(k − 1)
)
∇Ak−1 · ∇δ
+
(p− 1)2
2(p+ 1)
∆Ak−2 = Pk(A1, ..., Ak−1) . (2.16)
Dato che k ≤ m, si ha k < 2(p+1)/(p−1); quindi la (2.16) definisce Ak,
k = 3, ...,m in modo ricorsivo. Naturalmente, la (2.16) non e` necessaria
se m = 2.
Nel caso in cui 1 < p ≤ 3 usiamo la seguente ipotesi aggiuntiva (vedi
[13]):
esistono θ0 < 1, t0 > 1 tali che,
∀θ ∈ (θ0, 1), ∀t > t0, si abbia θf(t) > f(θt) . (2.17)
Questa condizione e` verificata, per esempio, se f(t) = tp + Atq, con A
costante e q < p.
Teorema 2.1. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato,
p > 1 un numero reale, ed m il massimo numero intero tale che m <
2(p+ 1)/(p− 1). Sia g(t) una funzione regolare che soddisfa la (2.6) e
la (2.7) con −1 < q < 1+ (m− 2)(1− p)/2. Se 1 < p ≤ 3, supponiamo
anche che f(t) = tp + g(t) soddisfi la (2.17). Se u(x) e` una soluzione
del problema (2.1), con f(u) = up + g(u), allora
u(x) = φ(δ)
[
1 +
m∑
k=1
Akδ
k +O(1)δβ
]
, β =
2(p− q)
p− 1 ,
dove φ e` definita dalla (2.5), δ = δ(x) e` la distanza di x da ∂Ω, O(1)
e` una quantita` limitata e i coefficienti Ak sono definiti dalle (2.13),
(2.14) e (2.15).
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Dimostrazione. Cerchiamo una sopra-soluzione della forma
w(x) = φ(δ)
(
1 +
m∑
k=1
Akδ
k + αδσ
)
,
dove σ e` tale che m < σ < 2(p+1)/(p− 1) e α e` una costante positiva
da determinare. Calcoliamo
wxi = φ
′(δ)δxi
(
1 +
m∑
k=1
Akδ
k + αδσ
)
+φ(δ)
( m∑
k=1
(Ak)xiδ
k +
m∑
k=1
Akkδ
k−1δxi + ασδ
σ−1δxi
)
.
Posto (N − 1)K = H e usando la (1.8) si ha
∆w = φ′′(δ)
(
1 +
m∑
k=1
Akδ
k + αδσ
)
− φ′(δ)
(
H +
m∑
k=1
HAkδ
k + αHδσ
)
+2φ′(δ)
( m∑
k=1
∇Ak · ∇δ δk +
m∑
k=1
kAkδ
k−1 + ασδσ−1
)
+φ(δ)
( m∑
k=1
∆Akδ
k +
m∑
k=1
2k∇Ak · ∇δ δk−1
+
m∑
k=1
k(k − 1)Akδk−2 −
m∑
k=1
kAkHδ
k−1
)
+φ(δ)
(
ασ(σ − 1)δσ−2 − ασHδσ−1
)
. (2.18)
Usando la (2.5) si trova che la funzione φ = φ(s) soddisfa le seguenti
relazioni
φ′′ = φp , φ′ = φ′′
1− p
p+ 1
s , φ = φ′′
(p− 1)2
2(p+ 1)
s2 . (2.19)
Usando la (2.19), dalla (2.18) otteniamo
∆w = (φ(δ))p
[
1+
m∑
k=1
Akδ
k+αδσ+
p− 1
p+ 1
(
Hδ+
m∑
k=1
HAkδ
k+1+αHδσ+1
)
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+2
1− p
p+ 1
( m∑
k=1
∇Ak · ∇δ δk+1 +
m∑
k=1
kAkδ
k + ασδσ
)
+
(p− 1)2
2(p+ 1)
( m∑
k=1
∆Akδ
k+2 +
m∑
k=1
2k∇Ak · ∇δ δk+1
+
m∑
k=1
k(k − 1)Akδk −
m∑
k=1
kAkHδ
k+1
)
+
(p− 1)2
2(p+ 1)
(
ασ(σ − 1)δσ − ασHδσ+1
)]
.
D’ora in poi denotiamo con Mi, i = 1, 2, ..., costanti non negative
indipendenti da α. Le costanti Mi che useremo in questo capitolo,
benche` chiamate allo stesso modo, sono diverse da quelle usate nel
capitolo precedente. Si ha
∆w < (φ(δ))p
{
1 + δ
[
A1 +
p− 1
p+ 1
H + 2
1− p
p+ 1
A1
]
+δ2
[(
1 + 4
1− p
p+ 1
+
(p− 1)2
p+ 1
)
A2 +
(p− 1
p+ 1
− (p− 1)
2
2(p+ 1)
)
HA1
+
(
2
1− p
p+ 1
+
(p− 1)2
p+ 1
)
∇A1 · ∇δ
]
+
m∑
k=3
δk
[(
1 + 2
1− p
p+ 1
k − (p− 1)
2
2(p+ 1)
k(k − 1)
)
Ak
+
(p− 1
p+ 1
− (p− 1)
2
2(p+ 1)
(k − 1)
)
HAk−1
+
(
2
1− p
p+ 1
+
(p− 1)2
p+ 1
(k − 1)
)
∇Ak−1 · ∇δ +
(p− 1)2
2(p+ 1)
∆Ak−2
]
+αδσ
[
1 + 2
1− p
p+ 1
σ − (p− 1)
2
2(p+ 1)
σ(σ − 1) +M1δ
]
+M2δ
m+1
}
. (2.20)
Prendiamo ora α e δ0 in modo tale che, in {x ∈ Ω : δ(x) < δ0}, si abbia
−1
2
<
m∑
k=1
Akδ
k + αδσ < 1 , αδσ < 1 . (2.21)
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Usando lo sviluppo di Taylor si trova
wp = (φ(δ))p
(
1 +
m∑
k=1
Akδ
k + αδσ
)p
> (φ(δ))p
{
1+
m∑
h=1
(
p
h
)( m∑
k=1
Akδ
k+αδσ
)h
−M3
∣∣∣ m∑
k=1
Akδ
k+αδσ
∣∣∣m+1} .
Usando la (2.7) e la (2.21) abbiamo g(w)(φ(δ))−p ≥ −M4(φ(δ))q−p =
−M5δβ. Notiamo che nel caso in cui g(t) ≥ 0 possiamo prendere M5 =
0. Usando questa stima e la disuguaglianza precedente troviamo
wp + g(w) > (φ(δ))p
{
1 + p
( m∑
k=1
Akδ
k + αδσ
)
+
m∑
h=2
(
p
h
)( m∑
k=1
Akδ
k + αδσ
)h
−M3
∣∣∣ m∑
k=1
Akδ
k + αδσ
∣∣∣m+1 −M5δβ} .
Per αδσ < 1 e h ≥ 2 si ha
( m∑
k=1
Akδ
k + αδσ
)h
=
( m∑
k=1
Akδ
k
)h
+O(1)δαδσ +O(1)(αδσ)2 ,
e
∣∣∣ m∑
k=1
Akδ
k + αδσ
∣∣∣m+1 = O(1)δm+1 +O(1)δαδσ +O(1)(αδσ)2 .
Quindi
wp + g(w) > (φ(δ))p
{
1 +
m∑
h=1
(
p
h
)( m∑
k=1
Akδ
k
)h
+pαδσ −M6δαδσ −M7(αδσ)2 −M8δm+1 −M5δβ
}
.
Usando le quantita` Ck definite in accordo con la (2.15) si trova
wp + g(w) > (φ(δ))p
{
1 +
m∑
k=1
Ckδ
k
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+pαδσ −M6δαδσ −M7(αδσ)2 −M9δm+1 −M5δβ
}
. (2.22)
Dalle (2.13) e (2.14), e dalle equazioni
C1 = p A1 , C2 = p A2 +
p(p− 1)
2
A21 ,
troviamo
A1 +
p− 1
p+ 1
H + 2
1− p
p+ 1
A1 = C1 , (2.23)
e (
1 + 4
1− p
p+ 1
+
(p− 1)2
p+ 1
)
A2 +
(p− 1
p+ 1
− (p− 1)
2
2(p+ 1)
)
HA1
+
(
2
1− p
p+ 1
+
(p− 1)2
p+ 1
)
∇A1 · ∇δ = C2 . (2.24)
Usando la (2.16) e ricordando che p Ak + Pk(A1, ..., Ak−1) = Ck, dopo
alcuni calcoli si trova
(
1+2
1− p
p+ 1
k+
(p− 1)2
2(p+ 1)
k(k−1)
)
Ak+
(p− 1
p+ 1
− (p− 1)
2
2(p+ 1)
(k−1)
)
HAk−1
+
(
2
1− p
p+ 1
+
(p− 1)2
p+ 1
(k − 1)
)
∇Ak−1 · ∇δ
+
(p− 1)2
2(p+ 1)
∆Ak−2 = Ck , k = 3, ...,m. (2.25)
Dalle (2.20) e (2.22), usando le (2.23), (2.24) e (2.25) si ha
∆w < wp + g(w) (2.26)
quando
αδσ
(
1 + 2
1− p
p+ 1
σ − (p− 1)
2
2(p+ 1)
σ(σ − 1) +M1δ
)
+M2δ
m+1
< pαδσ −M6δαδσ −M7(αδσ)2 −M9δm+1 −M5δβ .
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Semplificando si ha
(M2 +M9)δ
m+1 +M5δ
β
< αδσ
[ (p− 1)2
2(p+ 1)
(σ + 1)
(2(p+ 1)
p− 1 − σ
)
−(M1 +M6)δ −M7αδβ
]
. (2.27)
Poiche´ m e` il piu` grande intero tale che m < 2(p+1)/(p− 1), abbiamo
m+1 ≥ 2(p+1)/(p−1). Inoltre, dato che q > −1, si ha 2(p+1)/(p−1) >
β, da cui m+ 1 > β. Quindi la (2.27) e` vera per σ = β quando
δm+1−β
(
M2 +M9
)
+M5 < α
[(2(p− q) + p− 1)(q + 1)
p+ 1
−(M1 +M6)δ −M7αδβ
]
. (2.28)
Allora possiamo prendere α e δ0 in modo tale che la (2.28) e la (2.21)
(con σ = β) siano vere per δ(x) < δ0.
Mostriamo ora che e` possibile scegliere α e δ0 in modo tale che u(x) <
w(x) per δ(x) = δ0. Infatti, dal Lemma 2.1, ricordando che φ(δ) =
c δ
2
1−p , abbiamo
u(x)
φ(δ(x))
= 1 +O(1)δ +O(1)δ
2(p−q)
p−1 .
Segue che
lim
x→∂Ω
φ(δ(x))
u(x)
= 1 .
Sia ρ = αδ0
β, dove α e δ0 sono come prima. Facciamo decrescere δ0
(facendo crescere α in accordo con la relazione ρ = αδ0
β) finche´
φ(δ(x))
u(x)
>
2
2 + ρ
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per δ(x) ≤ δ0. Moltiplicando per
1 +
m∑
k=1
Akδ
k + αδβ
troviamo
w(x)
u(x)
>
2
2 + ρ
(
1 +
m∑
k=1
Akδ
k + αδβ
)
.
Facciamo decrescere ancora δ0 (facendo crescere α) in modo da avere∑m
k=1Akδ0
k > −ρ/2 e αδ0β = ρ. Allora w(x) > u(x) per δ(x) = δ0.
Se p > 3, dato che q < 1 abbiamo q < p − 1. Quindi, usando il
Lemma 2.1 troviamo che w(x) − u(x) tende a zero quando x tende
a ∂Ω. Dalla (2.26) segue che w(x) ≥ u(x) su {x ∈ Ω : δ(x) < δ0}.
Se 1 < p ≤ 3, usiamo la condizione (2.17) e un trucco usato in [13].
Siano t0 e θ0 le costanti della condizione (2.17). Facciamo decrescere
δ0 (facendo crescere α in accordo con la relazione ρ = αδ0
β) in modo
tale che u(x) > t0 per δ(x) < δ0. Per θ ∈ (θ0, 1), si ha (banalmente)
w(x) > θ u(x) su {x ∈ Ω : δ(x) = δ0}. D’altra parte, dato che
φ(δ(x))/u(x) → 1 quando x → ∂Ω, troviamo w(x) > θu(x) vicino a
∂Ω. Inoltre, usando la (2.17) si ha
∆(θu) = θ f(u) > f(θu) . (2.29)
Dalla (2.26) e dalla (2.29) segue che w(x) ≥ θu(x) su {x ∈ Ω : δ(x) <
δ0}. Quando θ → 1 troviamo w(x) ≥ u(x) su {x ∈ Ω : δ(x) < δ0}.
Ora cerchiamo una sotto-soluzione del tipo
v(x) = φ(δ)
(
1 +
m∑
k=1
Akδ
k − αδσ
)
,
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dove m e Ak sono gli stessi di prima e α e` una costante positiva da de-
terminare. Facendo dei calcoli analoghi a quelli fatti precedentemente
si trova la seguente disuguaglianza (simile alla (2.20) con −α al posto
di α)
∆v > (φ(δ))p
{
1 + δ
[
A1 +
p− 1
p+ 1
H + 2
1− p
p+ 1
A1
]
+δ2
[(
1 + 4
1− p
p+ 1
+
(p− 1)2
p+ 1
)
A2 +
(p− 1
p+ 1
− (p− 1)
2
2(p+ 1)
)
HA1
+
(
2
1− p
p+ 1
+
(p− 1)2
p+ 1
)
∇A1 · ∇δ
]
+
m∑
k=3
δk
[(
1 + 2
1− p
p+ 1
k − (p− 1)
2
2(p+ 1)
k(k − 1)
)
Ak
+
(p− 1
p+ 1
− (p− 1)
2
2(p+ 1)
(k − 1)
)
HAk−1
+
(
2
1− p
p+ 1
+
(p− 1)2
p+ 1
(k − 1)
)
∇Ak−1 · ∇δ +
(p− 1)2
2(p+ 1)
∆Ak−2
]
−αδσ
[
1 + 2
1− p
p+ 1
σ +
(p− 1)2
2(p+ 1)
σ(σ − 1) +M1δ
]
−M2δm+1
}
. (2.30)
Prendiamo α e δ0 tali che, per {x ∈ Ω : δ(x) < δ0} si abbia
−1
2
<
m∑
k=1
Akδ
k − αδσ < 1 , αδσ < 1 . (2.31)
Usando lo sviluppo di Taylor si trova
vp = (φ(δ))p
(
1 +
m∑
k=1
Akδ
k − αδσ
)p
< (φ(δ))p
{
1+
m∑
h=1
(
p
h
)( m∑
k=1
Akδ
k−αδσ
)h
+M3
∣∣∣ m∑
k=1
Akδ
k−αδσ
∣∣∣m+1} .
Usando la (2.7) e la (2.21) abbiamo g(w)(φ(δ))−p ≤ M4(φ(δ))q−p =
M5δ
β. Notiamo che nel caso in cui g(t) ≤ 0 possiamo prendereM5 = 0.
39
Usando questa stima e la disuguaglianza precedente troviamo
vp + g(v)
< (φ(δ))p
{
1 +
m∑
h=1
(
p
h
)( m∑
k=1
Akδ
k − αδσ
)h
+M3
∣∣∣ m∑
k=1
Akδ
k − αδσ
∣∣∣m+1 +M5δβ} .
Poiche´ si ha
( m∑
k=1
Akδ
k − αδσ
)h
=
( m∑
k=1
Akδ
k
)h
+O(1)δαδσ +O(1)(αδσ)2 ,
e
∣∣∣ m∑
k=1
Akδ
k − αδσ
∣∣∣m+1 = O(1)δm+1 +O(1)δαδσ +O(1)(αδσ)2 ,
troviamo una disequazione simile alla (2.22), cioe`
vp + g(v) < (φ(δ))p
{
1 +
m∑
k=1
Ckδ
k
−pαδσ +M6δαδσ +M7(αδσ)2 +M9δm+1 +M5δβ
}
, (2.32)
dove i Ck sono definiti in accordo con la (2.15). Ricordando le (2.23),
(2.24) e (2.25), dalle (2.30) e (2.32) si ha che
∆v > vp + g(v) (2.33)
quando
−αδσ
(
1 + 2
1− p
p+ 1
σ +
(p− 1)2
2(p+ 1)
σ(σ − 1) +M1δ
)
−M2δm+1
> −pαδσ +M6δαδσ +M7(αδσ)2 +M9δm+1 +M5δβ .
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Semplificando si ha
(M2 +M9)δ
m+1 +M5δ
β
< αδσ
[ (p− 1)2
2(p+ 1)
(σ + 1)
(
2
(p+ 1)
p− 1 − σ
)
−(M1 +M6)δ −M7αδσ
]
, (2.34)
che e` analoga alla (2.27). Osserviamo che le costanti Mi della (2.34)
potrebbero essere differenti dalle Mi usate nella (2.27). La (2.34) e`
verificata con σ = β quando
δm+1−β
(
M2 +M9
)
+M5 < α
[(2(p− q) + p− 1)(q + 1)
p+ 1
−(M1 +M6)δ −M7αδβ
]
. (2.35)
Allora possiamo prendere α abbastanza grande e δ0 abbastanza piccolo
in modo tale che la (2.35) e la (2.31) (con σ = β) siano vere per
δ(x) < δ0.
Sia ρ = αδ0
β, dove α e δ0 sono come prima. Dato che
lim
x→∂Ω
φ(δ(x))
u(x)
= 1 ,
possiamo far decrescere δ0 (facendo crescere α in accordo con la re-
lazione ρ = αδ0
β) finche´
φ(δ(x))
u(x)
<
2
2− ρ
per δ(x) ≤ δ0. Moltiplicando per
1 +
m∑
k=1
Akδ
k − αδβ
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troviamo
v(x)
u(x)
<
2
2− ρ
(
1 +
m∑
k=1
Akδ
k − αδβ
)
.
Facciamo decrescere ancora δ0 (facendo crescere α) in modo da avere∑m
k=1Akδ0
k < ρ/2 e αδ0
β = ρ. Allora v(x) < u(x) per δ(x) = δ0.
Se p > 3, usando il Lemma 2.1 troviamo che v(x) − u(x) tende a
zero quando x tende a ∂Ω. Dalla (2.33) segue che v(x) ≤ u(x) su
{x ∈ Ω : δ(x) < δ0}. Se 1 < p ≤ 3 usiamo la condizione (2.17).
Possiamo supporre che u(x) > t0 per δ(x) < δ0. Per θ ∈ (θ0, 1), si ha
(banalmente) v(x) < u(x)/θ su {x ∈ Ω : δ(x) = δ0}. D’altra parte,
dato che φ(δ(x))/u(x) → 1 quando x → ∂Ω, troviamo v(x) < u(x)/θ
vicino a ∂Ω. Inoltre, usando la (2.17) si ha
∆(u/θ) = f(u)/θ > f(u/θ) . (2.36)
Dalla (2.33) e dalla (2.36) segue che v(x) ≤ u(x)/θ su {x ∈ Ω : δ(x) <
δ0}. Quando θ → 1 troviamo v(x) ≤ u(x) su {x ∈ Ω : δ(x) < δ0}.
Quindi, per x vicini a ∂Ω si ha
u(x) = φ(δ)
(
1 +
m∑
k=1
Akδ
k +O(1)δβ
)
,
che e` la stima enunciata nel teorema.
Un caso particolare di questo teorema si ha quando g(t) ≡ 0, che si
puo` enunciare col
Teorema 2.2. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato e
p > 1 un numero reale. Una soluzione del problema (2.1) con f(u) = up
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soddisfa la stima
u(x) = φ(δ)
[
1 +
m∑
k=1
Akδ
k +O(1)δσ
]
,
dove m e` il piu` grande numero intero tale che m < 2(p + 1)/(p − 1),
φ e` definita dalla (2.5), δ = δ(x) e` la distanza di x da ∂Ω, O(1) e` una
quantita` limitata, i coefficienti Ak = Ak(x), k = 1, ...,m, sono definiti
dalle (2.13), (2.14) e (2.15) e σ e` un qualunque numero reale tale che
m < σ < 2(p+ 1)/(p− 1).
Dimostrazione. Dato che stiamo considerando il caso f(t) = tp + g(t)
con g ≡ 0, utilizziamo le stesse notazioni e gli stessi calcoli del teorema
precedente.
In questo caso speciale troviamo che ∆w < wp quando la (2.27) e`
verificata con M5 = 0. Quindi, ora abbiamo
(M2 +M9)δ
m+1−σ
< α
[ (p− 1)2
2(p+ 1)
(σ + 1)
(
2
(p+ 1)
p− 1 − σ
)
−(M1 +M6)δ −M7αδσ
]
. (2.37)
Perm < σ < 2(p+1)/(p−1), essendom+1 > σ, questa disuguaglianza
e` verificata con α fissato e δ abbastanza piccolo. Possiamo far crescere
α e decrescere δ0 in modo tale che la (2.37) sia verificata per δ(x) < δ0,
e w(x) > u(x) per δ(x) = δ0. D’altra parte, dal Lemma 2.1 con g = 0
si trova
u(x) = φ(δ) +O(1)δ
p−3
p−1 .
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Quindi, se p > 3, allora u(x) − φ(δ(x)) → 0 per x → ∂Ω. Allora si
deve avere w(x) ≥ u(x) su {x ∈ Ω : δ(x) < δ0}. Se 1 < p ≤ 3, usiamo
il ragionamento usato in [13]. Anche in questo caso, dal Lemma 2.1 si
deduce che φ(δ(x))/u(x) → 1 quando x → ∂Ω. Allora per 0 < θ < 1
si ha w(x) > θu(x) per x vicino a ∂Ω. Inoltre ∆(θu) = θup > (θu)p.
Questa disuguaglianza, insieme alla ∆w < wp, implica che w(x) ≥
θu(x) in {x ∈ Ω : δ(x) < δ0}. Per θ → 1 troviamo w(x) ≥ u(x).
Per provare che ∆v > vp arriviamo alla (2.34) conM5 = 0. Ragionando
in modo analogo al caso della sopra-soluzione si ha v(x) ≤ u(x) su
{x ∈ Ω : δ(x) < δ0}. Da cio` segue l’ enunciato del teorema.
Vogliamo sottolineare il fatto che i coefficienti Ak(x) che compaiono
nella stima di u(x) dipendono dalla geometria di Ω e da p, ma sono
indipendenti dalla perturbazione g. Abbiamo gia` notato che, essendo
q > −1, si ha β < 2(p+ 1)
p− 1 ; di conseguenza, essendom+1 ≥
2(p+ 1)
p− 1 ,
risulta m + 1 > β. Inoltre, si ha q < 1 + (m − 2)(1 − p)/2, per cui
β > m.
In particolare, q < 1+ (m− 2)(1− p)/2 se e solo se β > m. Se, invece,
0 < β ≤ m, consideriamo il numero intero n tale che
n < β ≤ n+ 1 .
Si ha che 0 ≤ n ≤ m− 1 e, in tal caso, 1 + (m− 2)(1− p)/2 ≤ q < p.
Allora alcuni termini della somma
∑m
k=1Akδ
k cambiano, e possiamo
enunciare il seguente
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Teorema 2.3. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato,
p > 1 un numero reale ed m il massimo numero intero tale che m <
2(p+1)/(p− 1). Se β = 2(p− q)
p− 1 ≤ m, sia n il numero intero tale che
n < β ≤ n+ 1 .
Si ha 0 ≤ n ≤ m − 1. Sia g(t) una funzione regolare che soddisfa la
(2.6) e la (2.7). Se 1 < p ≤ 3, supponiamo anche che f(t) = tp + g(t)
soddisfi la (2.17). Se u(x) e` una soluzione del problema (2.1), con
f(u) = up + g(u), allora, se n ≥ 1, si ha
u(x) = φ(δ)
[
1 +
n∑
k=1
Akδ
k +O(1)δβ
]
, β =
2(p− q)
p− 1 ,
dove φ e` definita dalla (2.5), δ = δ(x) e` la distanza di x da ∂Ω, O(1) e`
una quantita` limitata e i coefficienti Ak, k = 1, ..., n, sono definiti dalle
(2.13), (2.14) e (2.15). Se n = 0, allora
u(x) = φ(δ)[1 +O(1)δβ] .
Dimostrazione. Consideriamo prima il caso n ≥ 1. Cerchiamo una
sopra-soluzione della forma
w(x) = φ(δ)
(
1 +
n∑
k=1
Akδ
k + αδσ
)
.
Usando gli stessi calcoli del Teorema 2.1 (in particolare la (2.27) con n
al posto di m) troviamo
∆w < wp + g(w) (2.38)
se
(M2 +M9)δ
n+1 +M5δ
β
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< αδσ
[ (p− 1)2
2(p+ 1)
(σ + 1)
(
2
(p+ 1)
p− 1 − σ
)
− (M1 +M6)δ −M7αδσ
]
.
Poiche´ β ≤ n+ 1, l’ultima disuguaglianza e` vera con σ = β quando
M2 +M9 +M5 < α
[(2(p− q) + p− 1)(q + 1)
p+ 1
−(M1 +M6)δ −M7αδβ
]
. (2.39)
Allora possiamo prendere δ0 piccolo e α grande in modo tale che,
per δ(x) < δ0, la disuguaglianza (2.39) sia verificata. Come nella di-
mostrazione del Teorema 2.1, possiamo far decrescere δ0 e far crescere
α in modo da avere w(x) > u(x) per δ(x) = δ0. Ora, se p > 3, dato
che 1 < 2(p− q)/(p− 1), abbiamo q < p− 1. Quindi, usando il Lemma
2.1 troviamo che w(x)−u(x) tende a zero quando x tende a ∂Ω. Dalla
(2.38) segue che w(x) ≥ u(x) su {x ∈ Ω : δ(x) < δ0}. Se 1 < p ≤ 3 si
puo` sfruttare la condizione (2.17) per arrivare alla conclusione.
Con lo stesso ragionamento si dimostra che
v(x) = φ(δ)
(
1 +
n∑
k=1
Akδ
k − αδσ
)
,
con α e δ0 opportuni, e` una sotto-soluzione in {x ∈ Ω : δ(x) < δ0}. Il
teorema e` dimostrato per n ≥ 1.
Se n = 0, cerchiamo una sopra-soluzione della forma
w(x) = φ(δ)[1 + αδβ] .
La dimostrazione e` molto simile al caso precedente ma piu` facile, perche`
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non fa uso delle (2.23), (2.24), (2.25). Si trova che
∆w < wp + g(w)
quando la (2.39) e` verificata. Possiamo prendere δ0 e α in modo tale
che, per δ(x) < δ0, la (2.39) sia verificata e si abbia w(x) > u(x) per
δ(x) = δ0. Se p > 3 e q < p − 1 usiamo il Lemma 2.1 per provare
che w(x) − u(x) tende a zero quando x tende a ∂Ω. Concludiamo
che w(x) ≥ u(x) su {x ∈ Ω : δ(x) < δ0}. Se 1 < p ≤ 3, usiamo la
condizione (2.17) per arrivare alla stessa conclusione.
Allo stesso modo si prova che
v(x) = φ(δ)[1− αδβ]
e` una sotto-soluzione su {x ∈ Ω : δ(x) < δ0}. Il teorema e` dimostrato.
Facciamo ora un esempio che ci aiuta a capire come cambia la stima
della soluzione a seconda dell’intervallo di valori in cui prendiamo q.
Consideriamo il caso in cui p ≥ 5; risultam = 2. Applichiamo i risultati
enunciati al seguente problema:
∆u = up + uq , p ≥ 5 , 0 < q < p , u(x)→∞ per x→ ∂Ω .
i) Se 0 < q < 1 allora u(x) soddisfa la stima
u(x) = φ(δ)
[
1 + A1δ + A2δ
2 +O(1)δβ
]
.
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In tal caso l’effetto della perturbazione uq e` confinato all’ultimo termine
O(1)δβ. Si ha 2 < β < 3.
ii) Se 1 ≤ q < (p+ 1)/2 allora
u(x) = φ(δ)
[
1 + A1δ +O(1)δ
β
]
.
Ora si ha 1 < β < 2 e la perturbazione uq produce un effetto al terzo
livello.
iii) Se (p+ 1)/2 ≤ q < p allora
u(x) = φ(δ)
[
1 +O(1)δβ
]
.
In questo caso 0 < β < 1 e la perturbazione uq produce un cambia-
mento nel termine del secondo livello.
2.3 Stime della soluzione nel caso ∆u = eu
Consideriamo ora il problema di Dirichlet (2.1) dove f(t) e` la funzione
esponenziale:
∆u = eu in Ω , u(x)→∞ per x→ ∂Ω ,
dove Ω e` un dominio regolare e limitato di RN . E’ ben noto fin dal
1916 [20] che questo problema ammette una soluzione classica chiamata
soluzione blow-up (esplosiva) sul bordo. Inoltre, se δ = δ(x) denota la
distanza di x dal bordo ∂Ω si ha [20] che u(x)− log(2/δ2(x))→ 0 per
x → ∂Ω. Recentemente questa stima e` stata migliorata in [7] con lo
sviluppo
u(x) = log
2
δ2(x)
+ (N − 1)H(x) δ(x) + o(δ(x)) ,
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dove H(x) denota la curvatura media di ∂Ω nel punto x piu` vicino a
x, e o(δ) ha il significato usuale. Altre stime sul bordo per equazioni
non lineari piu` generali sono state studiate in altri lavori ([8], [10], [12],
[13], [35], [40], [42], [46], [58]).
2.4 Stime della soluzione nel caso ∆u = eu + g(u)
Consideriamo il problema (2.1) con f(t) = et+ g(t), dove g(t) : R→ R
e` una funzione regolare che soddisfa le seguenti condizioni
et + g(t) > 0 e et + g′(t) > 0 ∀ t ∈ R ; (2.40)
inoltre, supponiamo che
∃ θ ∈ (0, 1) : g(t) = O(1)eθt , (2.41)
dove O(1) e` una quantita` limitata.
Osserviamo che, essendo θ > 0, si ha
∫ t
−∞(e
τ+g(τ)) dτ <∞. Definiamo
la funzione Φ = Φ(s) nel seguente modo∫ ∞
Φ(s)
dt√
2F (t)
= s , F (t) =
∫ t
−∞
(eτ + g(τ)) dτ . (2.42)
Si ha che Φ(s)→∞ per s→ 0.
Cos`ı come nel paragrafo 2.2 abbiamo preso una f(t) formata da una
′′parte principale′′ del tipo tp e da una perturbazione g(t), che cresceva
meno velocemente rispetto a tp, qui prendiamo f(t) = et + g(t), dove
g(t) e` ancora una funzione di tipo esponenziale come la parte principale
et, ma con crescita inferiore rispetto a et; stiamo chiedendo, infatti, che
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|g(t)| cresca come la funzione eθt, con 0 < θ < 1. Osserveremo in
che modo, e a che livello, questa perturbazione interviene nella stima
della soluzione, cioe` quali termini della stima d u(x) dipenderanno da
θ. Essendo θ < 1, ci aspettiamo, anche in questo caso, che una parte
della stima trovata nel caso f(t) = et venga ′′conservata′′, mentre una
parte venga modificata dall’effetto della perturbazione.
Notiamo anche che la funzione f(t) di tipo esponenziale puo` essere
pensata come un caso limite, quando p tende a infinito, delle funzioni
di tipo polinomiale prese in considerazione nei primi due paragrafi.
I risultati riportati in questo paragrafo si trovano in [2].
Lemma 2.2. Sia g(t) una funzione regolare che soddisfa le (2.40) e
(2.41), e sia u(x) una soluzione del problema (2.1) con f(u) = eu+g(u).
Allora
u(x) = log
2
δ2
+O(1)δ2(1−θ) +O(1)δ log
2
δ2
,
dove δ = δ(x) denota la distanza di x dal bordo ∂Ω e O(1) rappresenta
una quantita` limitata.
Dimostrazione. Dalla (2.42) si trova
Φ′(s) = −(2F (Φ(s))) 12 .
Usando la condizione (2.41) si ottiene
F (t) =
∫ t
−∞
eτdτ +
∫ t
−∞
g(τ)dτ = et +O(1)eθt .
Quindi
Φ′(s) = −
√
2
(
eΦ(s) +O(1)eθΦ(s)
) 1
2 . (2.43)
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Posto ρ(s) = e−
Φ(s)
2 , si ha
ρ′(s) = −e−Φ(s)2 Φ
′(s)
2
.
Inserendo la (2.43) in quest’ultima equazione si trova
ρ′(s) =
1√
2
(
1 +O(1) e(θ−1)Φ(s)
) 1
2 . (2.44)
Segue che
ρ′(0) =
1√
2
, ρ(s) = O(1)s , e(θ−1)Φ(s) = O(1)s2(1−θ) .
Quindi dalla (2.44) si trova
ρ′(s) =
1√
2
(
1 +O(1)s2(1−θ)
)
.
Integrando in (0, s) si ottiene
ρ(s) =
s√
2
(
1 +O(1)s2(1−θ)
)
.
Ricordando che ρ(s) = e−
Φ(s)
2 , abbiamo
eΦ(s) = (ρ(s))−2 =
2
s2
(
1 +O(1)s2(1−θ)
)
e
Φ(s) = log
2
s2
+O(1)s2(1−θ) . (2.45)
Dalla (2.43) e dall’espressione di eΦ si ha anche
Φ′(s) = s−1
(− 2 +O(1)s2(1−θ)) . (2.46)
Sotto le ipotesi fatte risulta che la funzione f(t) = et+ g(t) e` crescente
per ogni t > 0 e F (t)t−2 e` crescente per grandi t. Inoltre, usando la
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(2.46) si trova
lim sup
θ→1, δ→0
Φ′(θδ)
Φ′(δ)
<∞ .
Quindi possiamo usare il Teorema 4 (i) di [15], dal quale segue che
u(x) = Φ(δ) +O(1)δΦ(δ) .
Inserendo la (2.45) con s = δ in quest’ultima equazione, segue l’asserto
del lemma.
Enunciamo ora il seguente
Teorema 2.4. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato e
sia g(t) una funzione regolare che soddisfa le (2.40) e (2.41). Se u(x)
e` una soluzione del problema (2.1) con f(u) = eu + g(u), allora
u(x) = log
2
δ2
+Hδ +O(1)δ2(1−θ) ,
dove H = (N − 1)K, δ = δ(x) denota la distanza di x dal bordo ∂Ω e
O(1) rappresenta una quantita` limitata.
Dimostrazione. Cerchiamo una sopra-soluzione della forma
w(x) = log
2
δ2
+Hδ + αδσ ,
dove σ = 2(1−θ) e α e` una costante positiva da determinare. Abbiamo
wxi = −
2
δ2
δxi +Hxiδ +Hδxi + ασδ
σ−1δxi ,
e
∆w =
2
δ2
+
2
δ
H + 2 ∇H · ∇δ +∆Hδ −H2
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+ασ(σ − 1)δσ−2 − ασHδσ−1 .
Denotiamo con Mi, i = 1, 2, ..., costanti non negative indipendenti da
α. Si ha
∆w <
2
δ2
[
1 +Hδ +M1δ
2 + αδσ
(σ(σ − 1)
2
+M2δ
)]
. (2.47)
D’altra parte, usando lo sviluppo di Taylor si trova
ew =
2
δ2
eHδ+αδ
σ
>
2
δ2
(1 +Hδ + αδσ) . (2.48)
Prendiamo ora α e δ0 in modo tale che, per {x ∈ Ω : δ(x) < δ0}, si
abbia
Hδ + αδσ < 1 . (2.49)
Dalla condizione (2.41) abbiamo g(w) = O(1)eθw ≥ −M3( 2δ2 )θ. Notia-
mo che nel caso in cui g(t) ≥ 0 possiamo prendere M3 = 0. Usando
questa stima e la disuguaglianza (2.48) troviamo
ew + g(w) >
2
δ2
[
1 +Hδ + αδσ −M3
( 2
δ2
)θ−1]
. (2.50)
Dalle (2.47) e (2.50) segue che
∆w < ew + g(w) (2.51)
quando
1+Hδ+M1δ
2+αδσ
(σ(σ − 1)
2
+M2δ
)
< 1+Hδ+αδσ−M3
( 2
δ2
)θ−1
.
Semplificando si ha
M1δ
2 +M3
(δ2
2
)1−θ
< αδσ
[(1 + σ)(2− σ)
2
−M2δ
]
. (2.52)
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Poiche´ σ = 2(1− θ), la (2.52) conduce alla
M1δ
2θ +M32
θ−1 < α[(1 + 2(1− θ))θ −M2δ] . (2.53)
Essendo 0 < θ < 1, possiamo prendere α sufficientemente grande e
δ0 sufficientemente piccolo in modo tale che la (2.53) e la (2.49) siano
verificate per δ(x) < δ0. Dal Lemma 2.2 abbiamo
u(x)− w(x) = O(1)δ2(1−θ) +O(1)δ log 2
δ2
−Hδ − αδ2(1−θ) .
Segue che, per α fissato, u(x) − w(x) tende a zero per x → ∂Ω. Mo-
striamo che e` possibile scegliere α e δ0 in modo tale che u(x) < w(x)
per {x ∈ Ω : δ(x) = δ0}. Sia αδ02(1−θ) = ρ, con α e δ0 scelti come
prima. Facciamo decrescere δ0 e crescere α in accordo con la relazione
αδ0
2(1−θ) = ρ e con
O(1)δ2(1−θ) +O(1)δ log
2
δ2
−Hδ − ρ < 0
in {x ∈ Ω : δ(x) = δ0}. Dalla (2.51) e dal principio del confronto ([38],
Theorem 10.1) segue che u(x) ≤ w(x) su {x ∈ Ω : δ(x) < δ0}.
Ora cerchiamo una sotto-soluzione della forma
v(x) = log
2
δ2
+Hδ − αδσ ,
dove, come nel caso precedente, σ = 2(1−θ) e α e` una costante positiva
da determinare. Abbiamo
∆v =
2
δ2
+
2
δ
H + 2 ∇H · ∇δ +∆Hδ −H2
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−ασ(σ − 1)δσ−2 + ασHδσ−1
e
∆v >
2
δ2
[
1 +Hδ −M4δ2 − αδσ
(σ(σ − 1)
2
+M5δ
)]
. (2.54)
Prendiamo ora α e δ0 in modo tale che, per {x ∈ Ω : δ(x) < δ0}, si
abbia
Hδ − αδσ < 1 . (2.55)
Allora, usando lo sviluppo di Taylor si trova
ev =
2
δ2
eHδ−αδ
σ
<
2
δ2
(
1 +Hδ − αδσ +M6
(
δ2 + (αδσ)2
))
. (2.56)
Inoltre, dalla condizione (2.41) e dalla (2.55) abbiamo che g(v) =
O(1)eθv ≤ M7( 2δ2 )θ. Notiamo che nel caso in cui g(t) ≤ 0 possiamo
prendere M7 = 0. Usando questa stima e la disuguaglianza (2.56)
troviamo
ev+g(v) <
2
δ2
[
1+Hδ−αδσ+M6
(
δ2+(αδσ)2
)
+M7
( 2
δ2
)θ−1]
. (2.57)
Dalle (2.54) e (2.57) segue che
∆v > ev + g(v) (2.58)
quando
1 +Hδ −M4δ2 − αδσ
(σ(σ − 1)
2
+M5δ
)
> 1 +Hδ − αδσ +M6δ2 +M6(αδσ)2 +M7
( 2
δ2
)θ−1
.
Semplificando si ha
(M4 +M6)δ
2 +M7
(δ2
2
)1−θ
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< αδσ
[(1 + σ)(2− σ)
2
−M5δ −M6αδσ
]
. (2.59)
Poiche´ σ = 2(1− θ), la (2.59) conduce alla
(M4+M6)δ
2θ+M72
θ−1 < α [(1+2(1−θ))θ−M5δ−M6αδ2(1−θ)] . (2.60)
Possiamo prendere α abbastanza grande e δ0 abbastanza piccolo in
modo tale che la (2.60) e la (2.55) siano vere per δ(x) < δ0. Dal
Lemma 2.2 abbiamo
u(x)− v(x) = O(1)δ2(1−θ) +O(1)δ log 2
δ2
−Hδ + αδ2(1−θ) .
Segue che, per α fissato, u(x) − v(x) tende a zero per x → ∂Ω. Sia
αδ0
2(1−θ) = ρ, con α e δ0 scelti come prima. Facciamo decrescere δ0 e
crescere α in accordo con la relazione αδ0
2(1−θ) = ρ e con
O(1)δ2(1−θ) +O(1)δ log
2
δ2
−Hδ + ρ > 0
in {x ∈ Ω : δ(x) = δ0}. Dalla (2.58) e dal principio del confronto [38]
segue che u(x) ≥ v(x) su {x ∈ Ω : δ(x) < δ0}.
Quindi, vicino a ∂Ω si ha
log
2
δ2
+Hδ − αδ2(1−θ) ≤ u(x) ≤ log 2
δ2
+Hδ + αδ2(1−θ) ,
da cui segue il teorema.
Corollario 2.3. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato
e sia g(t) una funzione regolare che soddisfa la (2.40) e la stima g(t) =
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O(1)tp, dove p e` un numero reale. Se u(x) e` una soluzione del problema
(2.1) con f(t) = et + g(t), allora
u(x) = log
2
δ2
+Hδ +O(1)δσ ,
dove σ e` un qualunque numero reale tale che σ < 2.
Dimostrazione. Dato σ < 2, prendiamo θ = 1 − σ/2. Poiche´ g(t) =
O(1)tp, abbiamo g(t) = O(1)eθt. Il risultato segue allora dal Teorema
2.3.
Osserviamo che, se θ < 1/2, la perturbazione g(t) produce il suo
effetto soltanto al terzo livello della stima. Quando θ ≥ 1/2, allora
2(1− θ) ≤ 1, e il risultato del Teorema 2.3 puo` essere espresso come
u(x) = log
2
δ2
+O(1)δ2(1−θ) .
Quindi, in quest’altro caso la perturbazione g(t) produce il suo effetto
al secondo livello.
2.5 Stime della soluzione nel caso ∆u = eu|u|
β−1
Consideriamo ora il problema (2.1) con f(t) = et|t|
β−1
, dove β > 0.
Si tratta ancora di una funzione di tipo esponenziale, ma con crescita
piu` generale rispetto al caso studiato nel paragrafo precedente. Osservia-
mo che f(t) = et e` un caso particolare di questo quando β = 1.
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I risultati esposti in questo paragrafo si trovano in [3].
Enunciamo prima il seguente
Lemma 2.4. Sia β > 0, f(t) = et|t|
β−1
, F (t) =
∫ t
−∞ f(τ) dτ . Allora
F (t)f ′(t)(f(t))−2 = 1 +O(1)t−β , (2.61)
dove O(1) e` una quantita` limitata.
Dimostrazione. Per t > 0 abbiamo
F (t)f ′(t)(f(t))−2 = f ′(t)(f(t))−2F (0) + f ′(t)(f(t))−2
∫ t
0
f(τ)dτ
= βe−t
β
tβ−1F (0) + e−t
β
∫ t
0
βeτ
β
τβ−1dτ + βe−t
β
∫ t
0
eτ
β
(tβ−1 − τβ−1)dτ
= βe−t
β
tβ−1F (0) + 1− e−tβ + βe−tβ
∫ t
0
eτ
β
(tβ−1 − τβ−1)dτ .
Risulta
lim
t→∞
βtβe−t
β
tβ−1F (0) = 0
e
lim
t→∞
tβe−t
β
= 0 .
Inoltre, usando la regola di de l’Hoˆpital si trova
lim
t→∞
β
∫ t
0
eτ
β(
t2β−1 − tβτβ−1)dτ
etβ
= lim
t→∞
∫ t
0
eτ
β
((2β − 1)tβ−1 − βτβ−1)dτ
etβ
= lim
t→∞
(β − 1)etβ tβ−1 + ∫ t
0
eτ
β
(2β − 1)(β − 1)tβ−2dτ
βetβ tβ−1
=
β − 1
β
+ (2β − 1)(β − 1) lim
t→∞
∫ t
0
eτ
β
dτ
βetβ t
=
β − 1
β
+ (2β − 1)(β − 1) lim
t→∞
1
β(1 + βtβ)
=
β − 1
β
.
Da quanto precede segue la (2.61).
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Osserviamo che, se β = 1, F (t)f ′(t)(f(t))−2 = 1; questo caso e` stato
trattato nel paragrafo 2.4.
Lemma 2.5. Sia Φ = Φ(s) definita da∫ ∞
Φ(s)
(2F (t))−
1
2dt = s , F (t) =
∫ t
−∞
f(τ)dτ , f(τ) = eτ |τ |
β−1
. (2.62)
Allora
−Φ′(s) = [1 +O(1)(Φ(s))−β]sf(Φ(s)) .
Dimostrazione. Dalla relazione (banale)
1− 2(1 +O(1)t−β) = −1 +O(1)t−β ,
usando l’equazione (2.61) si ha
1− 2F (t)f ′(t)(f(t))−2 = −1 +O(1)t−β .
Moltiplicando per (2F (t))−
1
2 troviamo
−(2F (t))− 12 +(2F (t)) 12f ′(t)(f(t))−2 = (2F (t))− 12 +O(1)(2F (t))− 12 t−β ,
e
−((2F (t)) 12 (f(t))−1)′ = (2F (t))− 12 +O(1)(2F (t))− 12 t−β .
Integrando in (t,∞) si ha
(2F (t))
1
2 (f(t))−1
=
∫ ∞
t
(2F (τ))−
1
2dτ +O(1)
∫ ∞
t
(2F (τ))−
1
2 τ−βdτ . (2.63)
Usando la regola di de l’Hoˆpital si trova
lim
t→∞
t−β
∫∞
t
(2F (τ))−
1
2dτ∫∞
t
(2F (τ))−
1
2 τ−βdτ
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= lim
t→∞
(2F (t))−
1
2 t−β + βt−β−1
∫∞
t
(2F (τ))−
1
2dτ
(2F (t))−
1
2 t−β
= 1 + lim
t→∞
β
∫∞
t
(2F (τ))−
1
2dτ
t(2F (t))−
1
2
= 1 + lim
t→∞
− β
1− t(2F (t))−1f(t) = 1 . (2.64)
Nell’ultimo passaggio abbiamo usato il limite
lim
t→∞
tf(t)
F (t)
=∞ , (2.65)
che si puo` verificare facilmente usando la regola di de l’Hoˆpital. Sfrut-
tando la (2.64), la (2.63) puo` essere riscritta come
(2F (t))
1
2 (f(t))−1 =
∫ ∞
t
(2F (τ))−
1
2dτ +O(1)t−β
∫ ∞
t
(2F (τ))−
1
2dτ .
Ponendo t = Φ(s) e usando l’equazione −Φ′(s) = (2F (Φ(s))) 12 , segue
l’asserto del lemma.
Teorema 2.5. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato
e sia β > 0. Se u(x) e` una soluzione del problema (2.1) con f(u) =
eu|u|
β−1
, allora
u(x) = Φ(δ) + β−1Hδ(Φ(δ))1−β +O(1)δ(Φ(δ))1−2β ,
dove H = (N − 1)K, δ = δ(x) denota la distanza di x dal bordo ∂Ω,
O(1) rappresenta una quantita` limitata e Φ e` definita dalla (2.62).
Dimostrazione. Cerchiamo una sopra-soluzione della forma
w(x) = Φ(δ) + β−1Hδ(Φ(δ))1−β + αδ(Φ(δ))1−2β ,
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dove α e` una costante positiva da determinare. Abbiamo
wxi = Φ
′(δ)δxi + β
−1Hxiδ(Φ(δ))
1−β
+β−1H
(
δ(Φ(δ))1−β
)′
δxi + α
(
δ(Φ(δ))1−2β
)′
δxi ,
e
∆w = Φ′′(δ)−Φ′(δ)H+β−1∆Hδ(Φ(δ))1−β+2β−1∇H ·∇δ(δ(Φ(δ))1−β)′
+β−1H
(
δ(Φ(δ))1−β
)′′ − β−1H2(δ(Φ(δ))1−β)′
+α
(
δ(Φ(δ))1−2β
)′′ − αH(δ(Φ(δ))1−2β)′ . (2.66)
Essendo f(t) = et|t|
β−1
, dalla (2.62) si ha Φ′′(δ) = f(Φ(δ)). Dal Lemma
2.5 segue che
−Φ′(δ) = (1 +O(1)(Φ(δ))−β)δf(Φ(δ)) . (2.67)
Usando la (2.67) e l’equazione Φ′(δ) = −(2F (Φ(δ))) 12 si ha
lim
δ→0
(Φ(δ))1−β
δ(Φ(δ))−βf(Φ(δ))
= lim
δ→0
Φ(δ)
−Φ′(δ)
= lim
δ→0
Φ(δ)
(2F (Φ(δ)))
1
2
= lim
t→∞
( t2
2F (t)
) 1
2
= lim
t→∞
( t
f(t)
) 1
2
= 0 .
Riscriviamo quest’ultimo risultato come
(Φ(δ))1−β = o(1)δ(Φ(δ))−βf(Φ(δ)) , (2.68)
dove o(1) denota una quantita` che tende a zero quando δ → 0. Usando
nuovamente la (2.67) si trova
lim
δ→0
(Φ(δ))−βΦ′(δ)
δ(Φ(δ))−βf(Φ(δ))
= −1 . (2.69)
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Quindi
(
δ(Φ(δ))1−β
)′
= (Φ(δ))1−β + (1− β)δ(Φ(δ))−βΦ′(δ)
= o(1)δ(Φ(δ))−βf(Φ(δ)) . (2.70)
Differenziando ulteriormente si trova
(
δ(Φ(δ))1−β
)′′
= 2(1− β)(Φ(δ))−βΦ′(δ)
−β(1− β)δ(Φ(δ))−β−1(Φ′(δ))2 + (1− β)δ(Φ(δ))−βf(Φ(δ)) . (2.71)
Inoltre, ricordando la (2.65), troviamo
lim
δ→0
δ(Φ(δ))−β−1(Φ′(δ))2
δ(Φ(δ))−βf(Φ(δ))
= lim
δ→0
2F (Φ(δ))
Φ(δ)f(Φ(δ))
= lim
t→∞
2F (t)
tf(t)
= 0 .
Usando quest’ultimo limite e la (2.69), dalla (2.71) si ha
(
δ(Φ(δ))1−β
)′′
= O(1)δ(Φ(δ))−βf(Φ(δ)) . (2.72)
Allo stesso modo, si trova
(
δ(Φ(δ))1−2β
)′
= o(1)δ(Φ(δ))−2βf(Φ(δ)) (2.73)
e (
δ(Φ(δ))1−2β
)′′
= O(1)δ(Φ(δ))−2βf(Φ(δ)) . (2.74)
Come abbiamo fatto nei paragrafi precedenti, denotiamo con Mi, i =
1, 2, ... costanti non negative indipendenti da α; usando le (2.67), (2.68),
(2.69), (2.72), (2.73) e (2.74), dalla (2.66) si ha
∆w < f(Φ(δ))
[
1 +Hδ +M1δ(Φ(δ))
−β + αM2δ(Φ(δ))−2β
]
. (2.75)
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D’altra parte si ha
f(w) = e
(
Φ(δ)+β−1Hδ(Φ(δ))1−β+αδ(Φ(δ))1−2β
)β
= e(Φ(δ))
β
(
1+β−1Hδ(Φ(δ))−β+αδ(Φ(δ))−2β
)β
.
Prendiamo α e δ0 tali che, per {x ∈ Ω : δ(x) < δ0}, si abbia
−1
2
< β−1Hδ(Φ(δ))−β + αδ(Φ(δ))−2β < 1 . (2.76)
Allora, usando lo sviluppo di Taylor, si ha
f(w) > e(Φ(δ))
β
(
1+Hδ(Φ(δ))−β+αβδ(Φ(δ))−2β−M3
(
δ(Φ(δ))−β
)2
−M4
(
αδ(Φ(δ))−2β
)2)
= f(Φ(δ)) eHδ+αβδ(Φ(δ))
−β−M3δ2(Φ(δ))−β−M4(αδ)2(Φ(δ))−3β
> f(Φ(δ))
[
1 +Hδ + αβδ(Φ(δ))−β
−M3δ2(Φ(δ))−β −M4(αδ)2(Φ(δ))−3β
]
. (2.77)
Dalle (2.75) e (2.77) segue che
∆w < f(w) (2.78)
quando
1 +Hδ +M1δ(Φ(δ))
−β + αM2δ(Φ(δ))−2β
< 1 +Hδ + αβδ(Φ(δ))−β −M3δ2(Φ(δ))−β −M4(αδ)2(Φ(δ))−3β .
Semplificando si ha
M1 +M3δ < α [β −M4αδ(Φ(δ))−2β −M2(Φ(δ))−β] . (2.79)
Possiamo prendere α sufficientemente grande e δ0 sufficientemente pic-
colo in modo tale che la (2.79) e la (2.76) siano verificate per δ(x) < δ0.
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La funzione f(t) = et|t|
β−1
e` positiva e crescente per ogni t, e F (t)t−2
e` crescente per grandi t. Inoltre, se L(t) =
∫ t
0
√
F (τ)dτ , per a e b tali
che 1 < a < 2 < b si ha
a
F (t)
f(t)
≤ L(t)
L′(t)
≤ bF (t)
f(t)
per grandi t ,
perche´, usando il Lemma 2.4, si ha
lim
t→∞
L(t)f(t)
L′(t)F (t)
= lim
t→∞
L(t)
(F (t))
3
2 (f(t))−1
=
lim
t→∞
1
3/2− F (t)f ′(t)(f(t))−2 = 2
Quindi, per il Teorema 4 (ii) di [15] possiamo usare la stima (2.4), che
possiamo riscrivere come
Cδ2Φ′(δ) + Φ(δ) ≤ u(x) ≤ Φ(δ) + CδΦ(δ) . (2.80)
Usando la parte destra di quest’ultima stima si trova
w(x)− u(x) ≥ Φ(δ)[β−1Hδ(Φ(δ))−β + αδ(Φ(δ))−2β − Cδ] . (2.81)
Prendiamo α e δ0 in modo tale che la (2.79) sia verificata e poniamo
αδ0(Φ(δ0))
−2β = ρ. Facciamo decrescere δ0 e crescere α in modo tale
che αδ0(Φ(δ0))
−2β = ρ e
β−1Hδ(Φ(δ))−β + ρ− Cδ > 0
per δ(x) = δ0. Allora, w(x) ≥ u(x) su {x ∈ Ω : δ(x) = δ0}. Quando
α e` fissato, dalla (2.81) si trova lim infx→∂Ω[w(x)− u(x)] ≥ 0. Quindi,
dalla (2.78) segue che w(x) ≥ u(x) su {x ∈ Ω : δ(x) < δ0}.
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Ora cerchiamo una sotto-soluzione della forma
v(x) = Φ(δ) + β−1Hδ(Φ(δ))1−β − αδ(Φ(δ))1−2β ,
dove α e` una costante positiva da determinare. Al posto della (2.75)
ora troviamo
∆v > f(Φ(δ))
[
1 +Hδ −M1δ(Φ(δ))−β − αM2δ(Φ(δ))−2β
]
. (2.82)
Naturalmente, le costantiMi della (2.82) e leMi che useremo in seguito
non sono necessariamente le stesse del caso precedente.
Ora abbiamo
f(v) = e(Φ(δ))
β
(
1+β−1Hδ(Φ(δ))−β−αδ(Φ(δ))−2β
)β
.
Prendiamo δ0 e α tali che, per {x ∈ Ω : δ(x) < δ0} si abbia
−1
2
< β−1Hδ(Φ(δ))−β − αδ(Φ(δ))−2β < 1 . (2.83)
Allora
f(v) < e(Φ(δ))
β
(
1+Hδ(Φ(δ))−β−αβδ(Φ(δ))−2β+M3
(
δ(Φ(δ))−β
)2
+M4
(
αδ(Φ(δ))−2β
)2)
= f(Φ(δ))eHδ−αβδ(Φ(δ))
−β+M3δ2(Φ(δ))−β+M4(αδ)2(Φ(δ))−3β .
Nel prossimo passaggio, prendiamo δ0 e α tali che
αδ(Φ(δ))−β < 1 e Hδ − αβδ(Φ(δ))−β
+M3δ
2(Φ(δ))−β +M4(αδ)2(Φ(δ))−3β < 1 . (2.84)
Allora troviamo
f(v) < f(Φ(δ))
[
1 +Hδ − αβδ(Φ(δ))−β
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+M5δ
2 +M6(αδ)
2(Φ(δ))−2β
]
. (2.85)
Dalla (2.82) e (2.85) troviamo che
∆v > f(v)
se
1 +Hδ −M1δ(Φ(δ))−β − αM2δ(Φ(δ))−2β
> 1 +Hδ − αβδ(Φ(δ))−β +M5δ2 +M6(αδ)2(Φ(δ))−2β .
Semplificando si ha
M1 +M5δ(Φ(δ))
β < α [β −M2(Φ(δ))−β −M6αδ(Φ(δ))−β] . (2.86)
Dato che δ(Φ(δ))β → 0 per δ → 0, la disuguaglianza (2.86) (in aggiunta
alle (2.83) e (2.84)) e` vera per δ(x) < δ0 con δ0 e α opportuni.
Usando la parte sinistra della (2.80) troviamo
v(x)− u(x) ≤ β−1Hδ(Φ(δ))1−β − αδ(Φ(δ))1−2β − Cδ2Φ′(δ)
= (Φ(δ))1−β
[
β−1Hδ − αδ(Φ(δ))−β − Cδ2Φ′(δ)(Φ(δ))β−1] . (2.87)
Prendiamo α e δ0 tali che la (2.86) sia vera e poniamo αδ0(Φ(δ0))
−2β =
ρ. Facciamo decrescere δ0 e crescere α in modo tale che αδ0(Φ(δ0))
−β =
ρ e
β−1Hδ − ρ− Cδ2Φ′(δ)(Φ(δ))β−1 < 0
per δ(x) = δ0. Osserviamo che la disuguaglianza precedente e` vera per
δ piccoli perche`, come si puo` provare usando il Lemma 2.5 e la regola
di de l’Hoˆpital, si ha
lim
δ→0
δ2Φ′(δ)
(Φ(δ))1−β
= lim
δ→0
−δ3f(Φ(δ))
(Φ(δ))1−β
= lim
t→∞
−etβ( ∫∞
t
(2F (τ))−
1
2dτ
)3
t1−β
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= lim
t→∞
(
−
∫∞
t
(2F (τ))−
1
2dτ
e−
1
3
tβ t
1−β
3
)3
= lim
t→∞
( (2F (t))− 12
e−
1
3
tβ t
2
3
(β−1)[β
3
+ β−1
3
t−β
])3
= lim
t→∞
(e 23 tβ t 43 (1−β)∫∞
t
eτ−β
) 3
2
= 0 .
Segue dalla (2.87) che v(x) ≤ u(x) su {x ∈ Ω : δ(x) = δ0}. Dalla
(2.87) si trova anche che v(x) − u(x) ≤ 0 su ∂Ω. Quindi v(x) ≤ u(x)
su {x ∈ Ω : δ(x) < δ0}. Il teorema segue.
2.6 Stime della soluzione nel caso ∆u = eu+e
u
Consideriamo adesso il problema (2.1) con f(t) = et+e
t
.
Anche questa f(t) e` di tipo esponenziale, ma cresce ancora piu` veloce-
mente delle funzioni considerate nei paragrafi 2.3, 2.4 e 2.5. Essa puo`
essere considerata come un caso limite di f(t) = et|t|
β−1
quando β tende
a infinito.
I risultati esposti in questo paragrafo si trovano in [3].
Enunciamo prima il seguente
Lemma 2.6. Sia f(t) = et+e
t
, F (t) =
∫ t
−∞ f(τ) dτ . Allora
F (t)f ′(t)(f(t))−2 = 1 +O(1)e−t , (2.88)
dove O(1) e` una quantita` limitata.
Dimostrazione. Facendo i calcoli si trova
F (t)f ′(t)(f(t))−2 = 1 + e−t − e−et − e−t−et .
Il lemma segue da questa equazione.
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Lemma 2.7. Sia f(t) = et+e
t
, F (t) =
∫ t
−∞ f(τ) dτ . Se Φ = Φ(s) e`
definita da ∫ ∞
Φ(s)
(2F (t))−
1
2dt = s (2.89)
si ha
−Φ′(s) = [1 +O(1)e−Φ(s)]s f(Φ(s)) .
Dimostrazione. Dalla relazione (banale)
−1 + 2(1 +O(1)e−t) = 1 +O(1)e−t ,
usando l’equazione (2.88) si ha
−1 + 2F (t)f ′(t)(f(t))−2 = 1 +O(1)e−t .
Moltiplicando per (2F (t))−
1
2 troviamo
−(2F (t))− 12 + (2F (t)) 12f ′(t)(f(t))−2 = (2F (t))− 12 +O(1)(2F (t))− 12 e−t ,
e
−((2F (t)) 12 (f(t))−1)′ = (2F (t))− 12 +O(1)(2F (t))− 12 e−t .
Integrando in (t,∞) si ha
(2F (t))
1
2 (f(t))−1
=
∫ ∞
t
(2F (τ))−
1
2dτ +O(1)
∫ ∞
t
(2F (τ))−
1
2 e−τdτ . (2.90)
Usando la regola di de l’Hoˆpital si trova
lim
t→∞
e−t
∫∞
t
(2F (τ))−
1
2dτ∫∞
t
(2F (τ))−
1
2 e−τdτ
= 1 + lim
t→∞
∫∞
t
(2F (τ))−
1
2dτ
(2F (t))−
1
2
= 1 . (2.91)
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Usando la (2.91), la (2.90) puo` essere riscritta come
(2F (t))
1
2 (f(t))−1 =
∫ ∞
t
(2F (τ))−
1
2dτ +O(1)e−t
∫ ∞
t
(2F (τ))−
1
2dτ .
Ponendo t = Φ(s) e usando l’equazione −Φ′(s) = (2F (Φ(s))) 12 , il
lemma e` dimostrato.
Teorema 2.6. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato.
Se u(x) e` una soluzione del problema (2.1) con f(u) = eu+e
u
, allora
u(x) = Φ(δ) +Hδe−Φ(δ) +O(1)δe−2Φ(δ) ,
dove H = (N − 1)K, δ = δ(x) denota la distanza di x dal bordo ∂Ω,
O(1) rappresenta una quantita` limitata e Φ e` definita dalla (2.89).
Dimostrazione. Cerchiamo una sopra-soluzione della forma
w(x) = Φ(δ) +Hδe−Φ(δ) + αδe−2Φ(δ) ,
dove α e` una costante positiva da determinare. Abbiamo
wxi = Φ
′(δ)δxi +Hxiδe
−Φ(δ) +H
(
δe−Φ(δ)
)′
δxi + α
(
δe−2Φ(δ)
)′
δxi ,
e
∆w = Φ′′(δ)− Φ′(δ)H +∆Hδe−Φ(δ) + (2∇H · ∇δ −H2)(δe−Φ(δ))′
+H
(
δe−Φ(δ)
)′′
+ α
(
δe−2Φ(δ)
)′′ − αH(δe−2Φ(δ))′ . (2.92)
Per il Lemma 2.7 si ha −Φ′(δ) = (1 + O(1)e−Φ(δ))δf(Φ(δ)), e Φ′′(δ) =
f(Φ(δ)). Inoltre, dato che Φ′(δ)δ → 0 quando δ → 0, per δ piccoli si
ha anche che
0 <
(
δe−Φ(δ)
)′
= e−Φ(δ) − δe−Φ(δ)Φ′(δ) < C1e−Φ(δ) .
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Denotiamo con Ci costanti positive (indipendenti da α). Ricordando
che
− (Φ′(δ))
f(Φ(δ))δ
→ 1 (Lemma 2.7), e dato che si ha
lim
δ→0
f(Φ(δ))δ2 = lim
δ→0
( δ
f(Φ(δ))−
1
2
)2
= lim
t→∞
(∫∞
t
(2F (τ))−
1
2dτ
e−
1
2
(t+et)
)2
= lim
t→∞
( −(2F (t))− 12
−1
2
(1 + et)e−
1
2
(t+et)
)2
= lim
t→∞
1(
2
∫ t
−∞ e
τ+eτdτ
)
(1+et)2
4
e−(t+et)
= 0
risulta
0 <
(
δe−Φ(δ)
)′′
= −2e−Φ(δ)Φ′(δ)− e−Φ(δ)f(Φ(δ))δ
+e−Φ(δ)(Φ′(δ))2δ < C2e−Φ(δ)f(Φ(δ))δ .
Allo stesso modo si trova che
0 < (δe−2Φ(δ))′ < C3e−2Φ(δ)
e
0 <
(
δe−2Φ(δ)
)′′
< C4e
−2Φ(δ)f(Φ(δ))δ .
Quindi, indicando con Mi delle costanti positive indipendenti da α,
dalla (2.92) si trova
∆w < f(Φ(δ))
[
1 +Hδ +M1δe
−Φ(δ) + αM2δe−2Φ(δ)
]
. (2.93)
D’altra parte, essendo
ew = eΦ(δ)+Hδe
−Φ(δ)+αδe−2Φ(δ) > eΦ(δ)
[
1 +Hδe−Φ(δ) + αδe−2Φ(δ)
]
,
si trova
f(w) = ew+e
w
> eΦ(δ)+Hδe
−Φ(δ)+αδe−2Φ(δ)+eΦ(δ)
[
1+Hδe−Φ(δ)+αδe−2Φ(δ)
]
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= eΦ(δ)+e
Φ(δ)e
[
Hδe−Φ(δ)+αδe−2Φ(δ)+Hδ+αδe−Φ(δ)
]
> f(Φ(δ))
[
1−M3δe−Φ(δ) +Hδ + αδe−Φ(δ)
]
. (2.94)
Dalla (2.93) e (2.94) abbiamo
∆w < f(w) (2.95)
quando
1 +Hδ +M1δe
−Φ(δ) + αM2δe−2Φ(δ) < 1−M3δe−Φ(δ) +Hδ + αδe−Φ(δ)
Semplificando si ha
M1 +M3 < α [1−M2e−Φ(δ)] . (2.96)
La disuguaglianza (2.96) e` verificata se δ e` sufficientemente piccolo e α
sufficientemente grande.
La funzione f(t) = et+e
t
e` positiva e crescente per ogni t. Se F (t) e`
definita come nel Lemma 2.6, la funzione F (t)t−2 e` crescente per grandi
t. Inoltre, se L(t) =
∫ t
0
√
F (τ)dτ , per 1 < a < 2 < b si ha
a
F (t)
f(t)
≤ L(t)
L′(t)
≤ bF (t)
f(t)
per grandi t .
Infatti usando il Lemma 2.6, si ha
lim
t→∞
L(t)f(t)
L′(t)F (t)
= lim
t→∞
L(t)
(F (t))
3
2 (f(t))−1
=
lim
t→∞
1
3/2− F (t)f ′(t)(f(t))−2 = 2
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Quindi, dal Teorema 4 (ii) di [15] vale la stima (2.4), che riscriviamo
nella forma
Cδ2Φ′(δ) + Φ(δ) ≤ u(x) ≤ Φ(δ) + CδΦ(δ) . (2.97)
Usando la parte destra della (2.97) si trova
w(x)− u(x) ≥ Hδe−Φ(δ) + αδe−2Φ(δ) − CδΦ(δ) . (2.98)
Prendiamo α e δ0 in modo tale che la (2.96) sia vera per δ(x) = δ0 e
poniamo αδ0e
−2Φ(δ0) = ρ. Facciamo decrescere δ0 e crescere α in modo
tale che αδ0e
−2Φ(δ0) = ρ e
Hδe−Φ(δ) + ρ− CδΦ(δ) > 0
per δ(x) = δ0. Ricordiamo che δΦ→ 0 per δ → 0. Allora w(x) ≥ u(x)
su {x ∈ Ω : δ(x) = δ0}. Inoltre, per la (2.98) abbiamo w(x) ≥ u(x)
su ∂Ω. Quindi, usando la (2.95) e il teorema del confronto si trova
w(x) ≥ u(x) su {x ∈ Ω : δ(x) < δ0}.
Ora proviamo che la funzione
v(x) = Φ(δ) +Hδe−Φ(δ) − αδe−2Φ(δ)
e` una sotto-soluzione se α e` una opportuna costante positiva. Facendo
i calcoli, al posto della (2.85) si trova
∆v > f(Φ(δ))
[
1 +Hδ −M4δe−Φ(δ) − αM5δe−2Φ(δ)
]
. (2.99)
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Il prossimo passaggio risulta leggermente piu` delicato. Prendiamo α e
δ tali che
eαδe−Φ(δ) < 1 e Hδe−Φ(δ) − αδe−Φ(δ) < 1 . (2.100)
Allora, usando la seconda disuguaglianza della (2.100) si ha
ev = eΦ(δ)+Hδe
−Φ(δ)−αδe−2Φ(δ)
< eΦ(δ)
[
1 +Hδe−Φ(δ) − αδe−2Φ(δ) + e(Hδe−Φ(δ))2 + e(αδe−2Φ(δ))2] .
Quindi, usando la prima disuguaglianza della (2.100) si ha
f(v) = ev+e
v
< eΦ(δ)+Hδe
−Φ(δ)−αδe−2Φ(δ)+eΦ(δ)+Hδ−αδe−Φ(δ)+eH2δ2e−Φ(δ)+eα2δ2e−3Φ(δ)
< f(Φ(δ))eHδ+M6δe
−Φ(δ)−αδe−Φ(δ)
< f(Φ(δ))
[
1 +Hδ +M7δe
−Φ(δ) − αδe−Φ(δ) +M7(αδe−Φ(δ))2
]
.
Confrontando l’ultima stima con la (2.99) si ha
∆v > f(v) (2.101)
se
1 +Hδ −M4δe−Φ(δ) − αM5δe−2Φ(δ)
> 1 +Hδ +M7δe
−Φ(δ) − αδe−Φ(δ) + (αδe−Φ(δ))2 .
Semplificando, l’ultima disuguaglianza porta alla
M4 +M7 < α
[
1− αδe−Φ(δ) −M5e−Φ(δ)
]
. (2.102)
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Naturalmente, la (2.102) e la (2.100) sono vere se α e` abbastanza grande
e se δ e` abbastanza piccolo. Usando la parte sinistra della (2.97),
facendo decrescere δ0 e crescere α se necessario, si prova che v(x) −
u(x) ≤ 0 in tutti i punti di Ω tali che δ(x) = δ0. Inoltre, usando di
nuovo la (2.97) osserviamo che v(x) − u(x) ≤ 0 su ∂Ω. Quindi, dalla
(2.101) per il teorema del confronto si ha che v(x) e` una sotto-soluzione
su {x ∈ Ω : δ(x) < δ0}. Il teorema e` dimostrato.
2.7 Stime della soluzione nel caso ∆u = f(u) con
f(t) a crescita polinomiale.
Finora abbiamo studiato il problema (2.1) per particolari esempi di
funzioni f(t). In questo paragrafo cerchiamo una stima della soluzione
del problema (2.1) per una classe di funzioni che abbiano crescita di
tipo polinomiale. Evidentemente, le funzioni prese in considerazione
nei paragrafi 2.1 e 2.2 rientrano in questa classe.
I risultati esposti in questo paragrafo si trovano in [6].
Supponiamo che f(t) : [0,∞) → R sia regolare, crescente in [0,+∞),
con f(0) = 0, e siano p > 1, β > 0 tali che, per t grandi, si abbia
f ′(t)F (t)
(f(t))2
=
p
p+ 1
+O(1)t−β F (t) =
∫ t
0
f(τ)dτ , (2.103)
dove O(1) denota, come nei casi precedenti, una quantita` limitata.
Scriviamo la (2.103) come
(F (t))
1
p+1
((F (t)) pp+1
f(t)
)′
+O(1)t−β = 0 .
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Integrando per parti in (1, t) si ha
F (t)
tf(t)
=
1
p+ 1
+ g(t), (2.104)
dove
|g(t)| ≤

Ct−β se 0 < β < 1 ,
Ct−1 log t se β = 1 ,
Ct−1 se β > 1 .
(2.105)
Qui abbiamo indicato con C una costante opportuna, che naturalmente
non e` sempre la stessa nelle varie disuguaglianze. Usando di nuovo le
stime (2.103) e (2.104) abbiamo
tf ′(t)
f(t)
= p+ g(t), (2.106)
dove g(t) non e` necessariamente la stessa della (2.104), ma soddisfa
ancora la stima (2.105).
Sia 0 < ² < p − 1. Dalla (2.106) si trova, per qualche costante
C = C² > 1 e per t grandi
1
C
tp−² < f(t) < C tp+²,
1
C
tp+1−² < F (t) < C tp+1+² , (2.107)
dove, come prima, la costante C che compare nelle varie espressioni
non e` necessariamente la stessa. Anche nel seguito diverse costanti
verranno indicate sempre con C per comodita`.
Sia Φ = Φ(s) definita dalla (2.2). Allora, usando le stime (2.107), per
s piccoli si trova
1
C
s
2
p−1−² < (Φ(s))−1 < Cs
2
p−1+² . (2.108)
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Lemma 2.8. Se vale la (2.103) e se Φ = Φ(s) e` definita come nella
(2.2), allora si ha
lim
s→0
Φ(s)
s2f(Φ(s))
=
(p− 1)2
2(p+ 1)
. (2.109)
Dimostrazione. Per provare la (2.109) scriviamo
Φ(s)
s2f(Φ(s))
=
(
(Φ(s))
1
2 (f(Φ(s)))−
1
2∫∞
Φ(s)
(2F (τ))−
1
2dτ
)2
. (2.110)
Ricordiamo che la (2.103) implica la (2.104). Posto Φ(s) = t, usando
la regola di de l’Hoˆpital, la (2.103) e la (2.104) si trova
lim
s→0
(Φ(s))
1
2 (f(Φ(s)))−
1
2∫∞
Φ(s)
(2F (τ))−
1
2dτ
= lim
t→∞
t
1
2 (f(t))−
1
2∫∞
t
(2F (τ))−
1
2dτ
=
1
2
lim
t→∞
t−
1
2 (f(t))−
1
2 − t 12 (f(t))− 32f ′(t)
−(2F (t))− 12
=
1
2
lim
t→∞
[
−
( tf(t)
2F (t)
)− 1
2
+
( tf(t)
2F (t)
) 1
2
2
f ′(t)F (t)
(f(t))2
]
=
1
2
[
−
(p+ 1
2
)− 1
2
+
(p+ 1
2
) 1
2 2p
p+ 1
]
=
(p+ 1
2
) 1
2 p− 1
p+ 1
.
Questa stima e la (2.110) danno la (2.109). Il lemma e` dimostrato.
Lemma 2.9. Se vale la (2.103) e se Φ = Φ(s) e` definita come nella
(2.2), allora si ha
−Φ′(s)
f(Φ(s))
=
p− 1
p+ 1
s+O(1)(Φ(s))−βs. (2.111)
Dimostrazione. Dalla relazione
−1 + 2
( p
p+ 1
+O(1)t−β
)
=
p− 1
p+ 1
+O(1)t−β,
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usando la (2.103) si ha
−1 + 2F (t)f ′(t)(f(t))−2 = p− 1
p+ 1
+O(1)t−β.
Moltiplicando per (2F (t))−
1
2 troviamo
−(2F (t))− 12 + (2F (t)) 12f ′(t)(f(t))−2
=
p− 1
p+ 1
(2F (t))−
1
2 +O(1)(2F (t))−
1
2 t−β,
e
−((2F (t)) 12 (f(t))−1)′ = p− 1
p+ 1
(2F (t))−
1
2 +O(1)(2F (t))−
1
2 t−β.
Usando la (2.107) osserviamo che (2F (t))
1
2 (f(t))−1 → 0 quando t→∞.
Quindi, integrando su (t,∞) si ha
(2F (t))
1
2 (f(t))−1
=
p− 1
p+ 1
∫ ∞
t
(
2F (τ)
)− 1
2dτ +O(1)
∫ ∞
t
(2F (τ))−
1
2 τ−βdτ. (2.112)
Usando la regola di de l’Hoˆpital e la (2.104) si trova
lim
t→∞
t−β
∫∞
t
(2F (τ))−
1
2dτ∫∞
t
(2F (τ))−
1
2 τ−βdτ
= 1 + β lim
t→∞
∫∞
t
(2F (τ))−
1
2dτ
t(2F (t))−
1
2
= 1 + β lim
t→∞
−1
1− t(2F (t))−1f(t) = 1 +
2β
p− 1 .
Usando quest’ultimo risultato, l’equazione (2.112) puo` essere riscritta
come
(2F (t))
1
2
f(t)
=
p− 1
p+ 1
∫ ∞
t
(
2F (τ)
)− 1
2dτ +O(1)t−β
∫ ∞
t
(2F (τ))−
1
2dτ.
Posto t = Φ(s) e ricordando che −Φ′(s) = (2F (Φ(s))) 12 , il lemma
risulta dimostrato.
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Per dimostrare il seguente teorema, abbiamo bisogno di una ulterio-
re ipotesi. Supponiamo che esista una costante M tale che, per ogni
θ ∈ (1/2, 2) e per t grandi si abbia
|f ′′(θt)|t2
f(t)
≤M. (2.113)
Teorema 2.7. Sia Ω ⊂ RN , N ≥ 2 un dominio regolare e limitato,
siano p > 1, β > 0 numeri reali e sia f(t) : [0,∞) → R una funzione
regolare, crescente in [0,∞), tale che f(0) = 0, che soddisfa la (2.103)
e la (2.113). Se u(x) e` una soluzione del problema (2.1), allora
u(x) = Φ(δ)
[
1 +
N − 1
p+ 3
Kδ +O(1)δσ
]
,
dove Φ e` definita dalla (2.2), δ = δ(x) e` la distanza di x da ∂Ω, K =
K(x) e` la curvatura media della superficie {δ(x) = costante}, O(1) e`
una quantita` limitata, 1 < σ ≤ 2, con σ < 2β
p− 1 + 1 per 0 < β ≤ 1 e
σ <
2
p− 1 + 1 per β > 1.
Dimostrazione. Cerchiamo una sopra-soluzione della forma
w(x) = Φ(δ) + AΦ(δ)δ + αΦ(δ)δσ,
dove
A =
H
p+ 3
, H = (N − 1)K (2.114)
e α e` una costante positiva da determinare. Si ha
wxi = Φ
′(δ)δxi + AxiΦ(δ)δ + A
(
Φ(δ)δ
)′
δxi + α
(
Φ(δ)δσ
)′
δxi .
Ricordando la (1.8) si trova
∆w = Φ′′(δ)− Φ′(δ)H +∆AΦ(δ)δ + 2∇A · ∇δ(Φ(δ)δ)′
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+A
(
Φ(δ)δ
)′′ − A(Φ(δ)δ)′H + α((Φ(δ)δσ)′′ − (Φ(δ)δσ)′H)
= Φ′′(δ)− Φ′(δ)(H − 2A) + ∆AΦ(δ)δ + 2∇A · ∇δ
(
Φ′(δ)δ + Φ(δ)
)
+AΦ′′(δ)δ − A
(
Φ′(δ)δ + Φ(δ)
)
H
+α
(
Φ′′(δ)δσ + 2σΦ′(δ)δσ−1 + σ(σ − 1)Φ(δ)δσ−2
−Φ′(δ)δσH − σΦ(δ)δσ−1H
)
. (2.115)
Dalla (2.2) si ha
Φ′′(δ) = f(Φ(δ)).
Inoltre, dalla (2.109) con s = δ si ricava
Φ(δ)
f(Φ(δ))
=
(p− 1)2
2(p+ 1)
δ2 + o(1)δ2,
dove o(1) denota una quantita` che tende a zero quando δ tende a zero.
Usando le ultime due equazioni e la (2.111) con s = δ, dalla (2.115)
segue che
∆w = f(Φ(δ))
[
1 +
(p− 1
p+ 1
(H − 2A) + A
)
δ +O(1)(Φ(δ))−βδ +O(1)δ2
+αδσ
(
1− 2σp− 1
p+ 1
+ σ(σ − 1) (p− 1)
2
2(p+ 1)
+ o(1)
)]
. (2.116)
Dato che O(1) e` una quantita` limitata, possiamo trovare opportune
costanti positive Mi, i = 1, 2, tali che
∆w < f(Φ(δ))
[
1 +
(p− 1
p+ 1
(H − 2A) + A
)
δ +M1(Φ(δ))
−βδ +M2δ2
+αδσ
(
1− 2σp− 1
p+ 1
+ σ(σ − 1) (p− 1)
2
2(p+ 1)
+ o(1)
)]
. (2.117)
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D’altra parte, usando lo sviluppo di Taylor si ha
f(w) = f(Φ(δ))
[
1 +
f ′(Φ(δ))
f(Φ(δ))
Φ(δ)(Aδ + αδσ)
+
f ′′(Φ(δ))
f(Φ(δ))
(Φ(δ))2
2
(Aδ + αδσ)2
]
, (2.118)
dove Φ(δ) e` compreso fra Φ(δ) e Φ(δ)(1 + Aδ + αδσ). Dopo che α e`
fissato, consideriamo solo punti x ∈ Ω tali che
−1
2
< Aδ + αδσ < 1. (2.119)
Cio` significa che 1/2 < 1 + Aδ + αδσ < 2. Quindi, il termine Φ(δ) che
compare nella (2.118) soddisfa la relazione Φ(δ) = θΦ(δ) con 1/2 <
θ < 2, e possiamo usare la (2.113). Usando la (2.105) e la (2.113), per
la (2.118) si ha
f(w) = f(Φ(δ))
[
1 + pAδ + αpδσ
+ O(1)g(Φ(δ)) δ+O(1)g(Φ(δ)) αδσ +O(1)δ2 +O(1)(αδσ)2
]
. (2.120)
Per la (2.120), possiamo prendere anche opportune costanti Mi, i =
3, 4, ... indipendenti da α tali che
f(w) > f(Φ(δ))
[
1 + pAδ + αpδσ
−M3|g(Φ(δ))| δ −M4δ2 −M5|g(Φ(δ))| αδσ −M6(αδσ)2
]
. (2.121)
Poiche´ dalla (2.114) risulta
p− 1
p+ 1
(H − 2A) + A = pA,
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dalla (2.117) e dalla (2.121) si ha
∆w < f(w) (2.122)
se
M1(Φ(δ))
−βδ +M2δ2 + αδσ
(
1− 2σp− 1
p+ 1
+ σ(σ − 1) (p− 1)
2
2(p+ 1)
+ o(1)
)
< αpδσ −M3|g(Φ(δ))| δ −M4δ2 −M5|g(Φ(δ))| αδσ −M6(αδσ)2.
Semplificando, e usando nuovamente la (2.105) si ha
M1(Φ(δ))
−βδ1−σ +M3|g(Φ(δ))|δ1−σ + (M2 +M4)δ2−σ
< α
(
p− 1 + 2σp− 1
p+ 1
− σ(σ − 1) (p− 1)
2
2(p+ 1)
− o(1)−M6αδσ
)
. (2.123)
Discutiamo la disuguaglianza (2.123). Usando la (2.107) si ha
(Φ(δ))−βδ1−σ < Cδ
2β
p−1+² +1−σ.
Se 0 < β ≤ 1, per ipotesi abbiamo σ < 1 + 2β
p−1 , e possiamo trovare
² > 0 tale che 2β
p−1+² + 1 − σ > 0; se β > 1, abbiamo σ < 1 + 2p−1 , e
possiamo trovare ² > 0 tale che 2β
p−1+² +1−σ > 0. Quindi, in entrambi
i casi (Φ(δ))−βδ1−σ → 0 quando δ → 0.
Se 0 < β < 1, dalla (2.105) si ha |g(Φ(δ))| < C(Φ(δ))−β; quindi,
usando il ragionamento precedente, si ha che |g(Φ(δ))|δ1−σ → 0 quando
δ → 0. Se β = 1, allora |g(Φ(δ))| < C(Φ(δ))−1 log(Φ(δ)) e, usando
la (2.108) si ha che |g(Φ(δ))|δ1−σ < Cδ 2p−1+²+1−σ log(δ−1). Poiche` σ <
1 + 2
p−1 , possiamo prendere ² > 0 tale che σ < 1 +
2
p−1+² . Segue che
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|g(Φ(δ))|δ1−σ → 0 quando δ → 0 anche per β = 1. Se β > 1, allora
|g(Φ(δ))| < C(Φ(δ))−1. Usando di nuovo la (2.108) si trova
|g(Φ(δ))|δ1−σ < Cδ 2p−1+²+1−σ .
Poiche´ ora σ < 1+ 2
p−1 , possiamo trovare ² > 0 tale che σ < 1+
2
p−1+² .
Quindi, per δ → 0 |g(Φ(δ))|δ1−σ → 0 anche in questo caso.
Chiaramente, dato che σ ≤ 2, risulta che δ2−σ e` limitato per δ → 0.
Inoltre si ha
p−1+2σp− 1
p+ 1
−σ(σ−1) (p− 1)
2
2(p+ 1)
=
(p− 1)2
2(p+ 1)
(σ+1)
(
2
p+ 1
p− 1−σ
)
> 0.
Quindi possiamo prendere α abbastanza grande e δ0 abbastanza piccolo
in modo tale che la (2.119) e la (2.123) siano vere per δ(x) < δ0.
Mostriamo ora che e` possibile scegliere δ0 tale che u(x) < w(x) per
δ(x) = δ0. Usando la (2.104) vediamo che F (t)t
−2 e` crescente per t
grandi. Inoltre, se L(t) =
∫ t
0
√
f(τ)dτ , usando la regola di de l’Hoˆpital
e la (2.103) si trova
lim
t→∞
L(t)f(t)
L′(t)F (t)
= lim
t→∞
L(t)
(F (t))
3
2 (f(t))−1
= lim
t→∞
1
3/2− F (t)f ′(t)(f(t))−2 =
2(p+ 1)
p+ 3
> 1 .
Allora, usando il Teorema 4 (ii) di [15], vale la stima (2.4). Nel nostro
caso, il lato sinistro della (2.4) puo` essere migliorato. Infatti vogliamo
provare che ∣∣∣∣ u(x)Φ(δ(x)) − 1
∣∣∣∣ ≤ Cδ(x) . (2.124)
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Ricordiamo che la (2.103) implica la (2.104). Posto Φ(s) = t, usando
la regola di de l’Hoˆpital e la (2.104) si ha
lim
s→0
Φ(s)
−sΦ′(s) = limt→∞
t(2F (t))−
1
2∫∞
t
(2F (τ))−
1
2dτ
= lim
t→∞
(2F (t))−
1
2 − t(2F (t))− 32f(t)
−(2F (t))− 12
= −1 + lim
t→∞
tf(t)
2F (t)
= −1 + p+ 1
2
=
p− 1
2
.
La disuguaglianza (2.124) segue dalla (2.4) e dalla stima appena trova-
ta. Dalla (2.124) segue che
lim
x→∂Ω
Φ(δ(x))
u(x)
= 1.
Sia ρ = αδσ, dove α e δ sono scelti come prima. Possiamo far decrescere
δ (facendo crescere α in accordo con la relazione αδσ = ρ) finche´
Φ(δ(x))
u(x)
>
2
2 + ρ
per δ(x) ≤ δ0. Di conseguenza si ha
w(x)
u(x)
>
2
2 + ρ
(
1 + Aδ + αδσ
)
.
Facciamo decrescere ancora δ0 (facendo crescere α) in modo che si
abbia Aδ0 > −ρ/2 e αδσ0 = ρ. Allora w(x) > u(x) per δ(x) = δ0. Dalla
(2.122) segue che w(x) ≥ u(x) per δ(x) < δ0.
Ora cerchiamo una sotto-soluzione della forma
v(x) = Φ(δ) + AΦ(δ)δ − αΦ(δ)δσ,
dove A e` definita come prima e α e` una costante positiva da deter-
minare. Al posto della (2.116) ora si ha
∆v = f(Φ(δ))
[
1 +
(p− 1
p+ 1
(H − 2A) + A
)
δ +O(1)(Φ(δ))−βδ +O(1)δ2
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−αδσ
(
1− 2σp− 1
p+ 1
+ σ(σ − 1) (p− 1)
2
2(p+ 1)
+ o(1)
)]
.
Cio` significa che possiamo trovare opportune costanti Mi (non neces-
sariamente le stesse di prima) tali che
∆v > f(Φ(δ))
[
1 +
(p− 1
p+ 1
(H − 2A) + A
)
δ −M1(Φ(δ))−βδ −M2δ2
−αδσ
(
1− 2σp− 1
p+ 1
+ σ(σ − 1) (p− 1)
2
2(p+ 1)
+ o(1)
)]
. (2.125)
Dopo che α e` fissato, consideriamo solo punti x ∈ Ω tali che
−1
2
< Aδ − αδσ < 1. (2.126)
Usando lo sviluppo di Taylor, la (2.105) e la (2.113) si ha
f(v) < f(Φ(δ))
[
1 + pAδ − αpδσ
+M3|g(Φ(δ))|δ +M4δ2 +M5|g(Φ(δ))|αδσ +M6(αδσ)2
]
. (2.127)
Ricordando che
p− 1
p+ 1
(H − 2A) + A = pA,
dalla (2.125) e dalla (2.127) si ha
∆v > f(v) (2.128)
quando
−M1(Φ(δ))−βδ −M2δ2
−αδσ
(
1− 2σp− 1
p+ 1
+ σ(σ − 1) (p− 1)
2
2(p+ 1)
+ o(1)
)
> −αpδσ +M3|g(Φ(δ))|δ +M4δ2 +M5|g(Φ(δ))|αδσ +M6(αδσ)2.
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Semplificando si trova
M1(Φ(δ))
−βδ1−σ +M3|g(Φ(δ))|δ1−σ + (M2 +M4)δ2−σ
< α
(
p− 1 + 2σp− 1
p+ 1
− σ(σ − 1) (p− 1)
2
2(p+ 1)
− o(1)−M6αδσ
)
,
che e` simile alla (2.123). Quindi possiamo prendere δ0 sufficientemente
piccolo e α sufficientemente grande in modo da soddisfare questa disu-
guaglianza per δ(x) < δ0. Prendiamo α e δ come prima e poniamo
αδσ = ρ. Usando nuovamente la relazione
lim
x→∂Ω
Φ(δ(x))
u(x)
= 1
possiamo far decrescere δ (facendo crescere α in accordo con la relazione
ρ = αδσ) finche´
Φ(δ(x))
u(x)
<
2
2− ρ
per δ ≤ δ0. Come conseguenza si ha
v(x)
u(x)
<
2
2− ρ
(
1 + Aδ − αδσ).
Facciamo decrescere ancora δ0 (facendo crescere α) in modo che si abbia
Aδ0 < ρ/2 e αδ
σ
0 = ρ. Allora v(x) < u(x) per δ(x) = δ0. Dalla (2.128)
e dal teorema del confronto segue che v(x) ≤ u(x) per δ(x) < δ0. Il
teorema segue dalle stime trovate per w(x) e v(x).
2.8 Stime della soluzione nel caso ∆u = f(u) con
f(t) a crescita super-polinomiale.
Analogamente a come abbiamo fatto per le funzioni f(t) con crescita di
tipo polinomiale, vogliamo ora studiare il problema (2.1) cercando una
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stima della soluzione per una classe di funzioni che abbiano crescita di
tipo super-polinomiale. Le funzioni f(t) studiate nei paragrafi 2.3, 2.4
e 2.5 sono casi particolari di questo.
Supponiamo che f(t) : R→ R sia regolare e tale che
f(t) > 0, f ′(t) ≥ 0,
∫ t
−∞
f(τ)dτ <∞. (2.129)
Al posto della (2.103) facciamo, ora, questa ipotesi:
F (t)f ′(t)
(f(t))2
= 1 +O(1)t−β, F (t) =
∫ t
−∞
f(τ)dτ, (2.130)
dove O(1) e` una quantita` limitata e β > 0. Inoltre, supponiamo che,
per qualche 0 ≤ q < β, si abbia
f((1 + θ)t) = f(t)
[
1 + βθtβ +O(1)θtq
]
(2.131)
dove O(1) e` una quantita` limitata per −1/2 < θt2β−q < 1 e t > 1.
Una famiglia di funzioni che soddisfa le (2.129), (2.130) e (2.131) e`
f(t) = et|t|
β−1+P (t) ,
dove P (t) e` una funzione regolare non negativa, non decrescente e, per
qualche q < β e qualche C > 0, tale che P (t) ≤ Ctq, tP ′(t) ≤ Ctq,
t2P ′′(t) ≤ Ctq, t3P ′′′(t) ≤ Ctq.
Proviamo che tali funzioni soddisfano la (2.130). Si ha
F (t)f ′(t)
(f(t))2
=
F (0)f ′(t)
(f(t))2
+
f ′(t)
∫ t
0
f(τ)dτ
(f(t))2
.
Poiche´, per t > 0, risulta
f ′(t) = f(t)
(
βtβ−1 + P ′(t)
)
,
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si ha
lim
t→∞
tβf ′(t)
(f(t))2
= lim
t→∞
tβ
(
βtβ−1 + P ′(t)
)
etβ+P (t)
= 0 .
Inoltre,
f ′(t)
∫ t
0
f(τ)dτ
(f(t))2
=
(
βtβ−1 + P ′(t)
) ∫ t
0
eτ
β+P (τ)dτ
etβ+P (t)
=
∫ t
0
eτ
β+P (τ)
(
βτβ−1 + P ′(τ)
)
dτ
etβ+P (t)
+
∫ t
0
eτ
β+P (τ)
(
βtβ−1 + P ′(t)− βτβ−1 − P ′(τ))dτ
etβ+P (t)
1− e
P (0)
etβ+P (t)
+
∫ t
0
eτ
β+P (τ)
(
βtβ−1 + P ′(t)− βτβ−1 − P ′(τ))dτ
etβ+P (t)
.
Poiche´
lim
t→∞
tβ
etβ+P (t)
= 0 ,
e` sufficiente mostrare che la quantita`
tβ
∫ t
0
eτ
β+P (τ)
(
βtβ−1 + P ′(t)− βτβ−1 − P ′(τ))dτ
etβ+P (t)
e` limitata quando t tende a infinito. Usando piu` volte la regola di de
l’Hoˆpital si ha
lim
t→∞
∫ t
0
eτ
β+P (τ)
(
βt2β−1 + tβP ′(t)− tβ(βτβ−1 − P ′(τ)))dτ
etβ+P (t)
= lim
t→∞
∫ t
0
eτ
β+P (τ)
(
β(2β − 1)t2β−2 + βtβ−1P ′(t))dτ
etβ+P (t)
(
βtβ−1 + P ′(t)
)
+
∫ t
0
eτ
β+P (τ)
(
tβP ′′(t)− βtβ−1(βτβ−1 − P ′(τ)))dτ
etβ+P (t)
(
βtβ−1 + P ′(t)
)
= lim
t→∞
βtβ−1
βtβ−1 + P ′(t)∫ t
0
eτ
β+P (τ)
(
β(2β − 1)tβ−1 + βP ′(t) + tP ′′(t)− β(βτβ−1 − P ′(τ)))dτ
βetβ+P (t)
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= lim
t→∞
β(β − 1)tβ−1 + tP ′′(t)
β
(
βtβ−1 + P ′(t)
)
+ lim
t→∞
β(2β − 1)(β − 1)tβ−1 + (β + 1)tP ′′(t) + t2P ′′′(t)
β
(
βtβ−1 + P ′(t)
) ∫ t0 eτβ+P (τ)dτ
tetβ+P (t)
=
β − 1
β
+
(2β − 1)(β − 1)
β
lim
t→∞
∫ t
0
eτ
β+P (τ)dτ
tetβ+P (t)
=
β − 1
β
.
Abbiamo provato che la (2.130) e` vera per questa classe di funzioni
f(t).
Ora mostriamo che anche la (2.131) vale. Per t > 0, usando lo sviluppo
di Taylor si ha
f((1+θ)t) = e(t+θt)
β+P (t+θt) = et
β+βθtβ+β(β−1)(1+θ1)β−2 θ22 tβ+P (t)+P ′(t+θ2t)θt ,
dove θ1 e θ2 sono tra 0 e θ. Dato che prendiamo
−1/2 < θt2β−q < 1 , (2.132)
per t > 1 abbiamo −1/2 < θ < 1. Inoltre, poiche´ 0 < tP ′(t + θ2t) ≤
Ctq, abbiamo
f((1 + θ)t) = et
β+P (t)eβθt
β+O(1)θtq = f(t)eβθt
β+O(1)θtq .
Usando nuovamente lo sviluppo di Taylor, questa volta per la funzione
esponenziale, e osservando che dalla (2.132) si ha che βθtβ +O(1)θtq e`
una quantita` limitata quando t tende a infinito, si trova
f((1 + θ)t) = f(t)[1 + βθtβ +O(1)θtq +O(1)(θtβ)2] .
Poiche´, dalla (2.132) si ha che (θtβ)2 = O(1)θtq, segue che la (2.131) e`
vera.
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Facciamo vedere, ora, che valgono alcune stime per una funzione
f(t) che soddisfi la (2.129) e la (2.130). Sia ² > 0. Dalla (2.130) si ha
che esiste t² tale che
F (t)f ′(t)
(f(t))2
> 1− ²
per t > t². Come conseguenza, dato un qualunque numero positivo p,
esiste tp tale che F (t) > t
p per t > tp. Scriviamo la (2.130) come(F (t)
f(t)
)′
= O(1)t−β.
Integrando in (1, t) si trova
F (t)
f(t)
− F (1)
f(1)
= O(1)
∫ t
1
τ−βdτ.
Dall’ ultima stima segue che
lim
t→∞
F (t)
tf(t)
= 0. (2.133)
Ricordando che F (t) > t2 per t grandi, dalla (2.133) si ha
lim
t→∞
(F (t))
1
2
f(t)
= 0. (2.134)
Lemma 2.10. Sia f una funzione che verifica la (2.129) e la (2.130),
e sia Φ = Φ(s) definita da∫ ∞
Φ(s)
(
2F (t)
)− 1
2dt = s, F (t) =
∫ t
−∞
f(τ)dτ. (2.135)
Allora
− Φ
′(s)
f(Φ(s))
= s+O(1)
(
Φ(s)
)−β
s.
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Dimostrazione. Dalla relazione
−1 + 2(1 +O(1)t−β) = 1 +O(1)t−β,
usando la (2.130) si ha
−1 + 2F (t)f ′(t)(f(t))−2 = 1 +O(1)t−β.
Moltiplicando per (2F (t))−
1
2 si trova
−(2F (t))− 12 + (2F (t)) 12f ′(t)(f(t))−2 = (2F (t))− 12 +O(1)(2F (t))− 12 t−β,
e
−((2F (t)) 12 (f(t))−1)′ = (2F (t))− 12 +O(1)(2F (t))− 12 t−β.
Integrando in (t,∞) e ricordando la (2.134) si ha
(2F (t))
1
2 (f(t))−1
=
∫ ∞
t
(
2F (τ)
)− 1
2dτ +O(1)
∫ ∞
(2F (τ))−
1
2 τ−βdτ. (2.136)
Usando la regola di de l’Hoˆpital si trova
lim
t→∞
t−β
∫∞
t
(2F (τ))−
1
2dτ∫∞
t
(2F (τ))−
1
2 τ−βdτ
= 1 + lim
t→∞
β
∫∞
t
(2F (τ))−
1
2dτ
t(2F (t))−
1
2
.
Si ha
lim
t→∞
β
∫∞
t
(2F (τ))−
1
2dτ
t(2F (t))−
1
2
= lim
t→∞
−β
1− t(2F (t))−1f(t) = 0.
Nell’ultimo passaggio abbiamo usato la (2.133). Quindi si trova
lim
t→∞
t−β
∫∞
t
(2F (τ))−
1
2dτ∫∞
t
(2F (τ))−
1
2 τ−βdτ
= 1. (2.137)
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Usando la (2.137), l’equazione (2.136) puo` essere riscritta come
(2F (t))
1
2 (f(t))−1 =
∫ ∞
t
(
2F (τ)
)− 1
2dτ +O(1)t−β
∫ ∞
t
(2F (τ))−
1
2dτ.
Posto t = Φ(s) e usando l’equazione −Φ′(s) = (2F (Φ(s))) 12 , segue
l’enunciato del lemma.
Teorema 2.8. Sia Ω ⊂ RN , N ≥ 2, un dominio regolare e limitato,
siano β > 0 e 0 ≤ q < β. Se u(x) e` una soluzione del problema (2.1),
con f(t) che verifica le (2.129), (1.130) e (1.131), allora
u(x) = Φ(δ)
[
1 + β−1(N − 1)Kδ(Φ(δ))−β +O(1)δ(Φ(δ))q−2β],
dove Φ e` definita dalla (2.135), δ = δ(x) e` la distanza di x da ∂Ω,
O(1) e` una quantita` limitata e K = K(x) e` la curvatura media di
{x ∈ Ω : δ(x) = costante}.
Dimostrazione. Cerchiamo una sopra-soluzione della forma
w(x) = Φ(δ) + β−1Hδ(Φ(δ))1−β + αδ(Φ(δ))1+q−2β,
dove H = (N − 1)K e α e` una costante positiva da determinare. Si ha
wxi = Φ
′(δ)δxi + β
−1Hxiδ(Φ(δ))
1−β
+β−1H
(
δ(Φ(δ))1−β
)′
δxi + α
(
δ(Φ(δ))1+q−2β
)′
δxi .
Sfruttando la (1.8) si ha
∆w = Φ′′(δ)−Φ′(δ)H+β−1∆Hδ(Φ(δ))1−β+2β−1∇H ·∇δ(δ(Φ(δ))1−β)′
+β−1H
(
δ(Φ(δ))1−β
)′′ − β−1H2(δ(Φ(δ))1−β)′
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+α
(
δ(Φ(δ))1+q−2β
)′′ − α(δ(Φ(δ))1+q−2β)′H. (2.138)
Dal Lemma 2.10 con s = δ si ha
−Φ′(δ) = [1 +O(1)(Φ(δ))−β]δf(Φ(δ)). (2.139)
Usando la (2.139), l’equazione Φ′(δ) = −(2F (Φ(δ))) 12 , e ricordando
che F (t) > tp per p > 2 si trova
lim
δ→0
(Φ(δ))1−β
δ(Φ(δ))−βf(Φ(δ))
= lim
δ→0
Φ(δ)
−Φ′(δ)
= lim
δ→0
Φ(δ)
(2F (Φ(δ)))
1
2
= lim
t→∞
( t2
2F (t)
) 1
2
= 0.
Scriviamo l’ultimo risultato come
(Φ(δ))1−β = o(1)δ(Φ(δ))−βf(Φ(δ)), (2.140)
dove o(1) denota una quantita` che tende a zero quando δ → 0.
Usando di nuovo la (2.139) si ha
lim
δ→0
(Φ(δ))−βΦ′(δ)
δ(Φ(δ))−βf(Φ(δ))
= −1. (2.141)
Quindi, usando la (2.140) e la (2.141)
(
δ(Φ(δ))1−β
)′
= (Φ(δ))1−β + (1− β)δ(Φ(δ))−βΦ′(δ)
= o(1)δ(Φ(δ))−βf(Φ(δ)). (2.142)
Derivando di nuovo si ha
(
δ(Φ(δ))1−β
)′′
= 2(1− β)(Φ(δ))−βΦ′(δ)
−β(1− β)δ(Φ(δ))−β−1(Φ′(δ))2 + (1− β)δ(Φ(δ))−βf(Φ(δ)). (2.143)
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Inoltre, ricordando la (2.133) si ha
lim
δ→0
δ(Φ(δ))−β−1(Φ′(δ))2
δ(Φ(δ))−βf(Φ(δ))
= lim
δ→0
2F (Φ(δ))
Φf(Φ(δ))
= lim
t→∞
2F (t)
tf(t)
= 0.
Poiche´ Φ′′(δ) = f(Φ(δ)), usando gli ultimi risultati e la (2.141), dalla
(2.143) si trova
(
δ(Φ(δ))1−β
)′′
= O(1)δ(Φ(δ))−βf(Φ(δ)). (2.144)
Allo stesso modo si trova
(
δ(Φ(δ))1+q−2β
)′
= o(1)δ(Φ(δ))q−2βf(Φ(δ)), (2.145)
e (
δ(Φ(δ))1+q−2β
)′′
= O(1)δ(Φ(δ))q−2βf(Φ(δ)). (2.146)
Denotiamo con Mi, i = 1, 2, ... costanti non negative opportune, in-
dipendenti da α; usando le (2.139), (2.140), (2.142), (2.144), (2.145) e
(2.146), dalla (2.138) si ha
∆w < f(Φ(δ))
[
1 +Hδ +M1δ(Φ(δ))
−β + αM2δ(Φ(δ))q−2β
]
. (2.147)
D’altra parte, dalla (2.131) con t = Φ(δ) si ha
f(w) = f((1 + θ)Φ(δ)) = f(Φ(δ))
[
1 + βθ(Φ(δ))β +O(1)θ(Φ(δ))q
]
per −1/2 < θ(Φ(δ))2β−q < 1. Poniamo
θ = β−1Hδ(Φ(δ))−β + αδ(Φ(δ))q−2β
e prendiamo δ0 > 0 e α tali che, per {x ∈ Ω : δ(x) < δ0} si abbia
−1
2
< β−1Hδ(Φ(δ))β−q + αδ < 1. (2.148)
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Allora −1/2 < θ(Φ(δ))2β−q < 1 e
f(w) > f(Φ(δ))
[
1 +Hδ + αβδ(Φ(δ))q−β
−M3δ(Φ(δ))q−β −M4αδ(Φ(δ))2q−2β
]
. (2.149)
Dalla (2.147) e dalla (2.149) si trova
∆w < f(w) (2.150)
quando
1 +Hδ +M1δ(Φ(δ))
−β + αM2δ(Φ(δ))q−2β
< 1 +Hδ + αβδ(Φ(δ))q−β −M3δ(Φ(δ))q−β −M4αδ(Φ(δ))2q−2β.
Semplificando si ha
M1(Φ(δ))
−q +M3 < α
[
β −M2(Φ(δ))−β −M4(Φ(δ))q−β
]
. (2.151)
Quindi possiamo prendere δ0 piccolo e α grande in modo tale che la
(2.151) e la (2.148) siano vere per δ(x) < δ0.
La nostra funzione f(t) e` positiva e crescente per ogni t, e F (t)t−2
e` crescente per t grandi. Inoltre, se L(t) =
∫ t
0
√
F (τ)dτ , usando la
(2.130) si trova
lim
t→∞
L(t)f(t)
L′(t)F (t)
= lim
t→∞
L(t)
(f(t))−1(F (t))
3
2
= lim
t→∞
1
3/2− (f(t))−2F (t)f ′(t) = 2.
Segue che, per 1 < a < 2 < b abbiamo
a
F (t)
f(t)
≤ L(t)
L′(t)
≤ bF (t)
f(t)
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per t grandi, quindi dal Teorema 4 (ii) di [15] segue che possiamo usare
la (2.4)
C δ2Φ′(δ) + Φ(δ) ≤ u(x) ≤ Φ(δ) + C δΦ(δ). (2.152)
Usando il lato destro della (2.152) si trova
w(x)− u(x)
≥ (Φ(δ))1+q−2β[β−1Hδ(Φ(δ))β−q + αδ − C δ(Φ(δ))2β−q]. (2.153)
Prendiamo α e δ0 tali che la (2.151) e la (2.148) siano vere, e poniamo
αδ0 = ρ. Facciamo decrescere δ0 e crescere α in modo tale che αδ0 = ρ
e
β−1Hδ(Φ(δ))β−q + ρ− C δ(Φ(δ))2β−q > 0
per δ(x) = δ0. Notiamo che cio` e` possibile perche´, per ogni numero
reale r si ha
lim
δ→0
δ(Φ(δ))r = lim
t→∞
∫∞
t
(2F (τ))
1
2dτ
t−r
= lim
t→∞
tr+1
r(2F (t))
1
2
= 0 .
Allora w(x) ≥ u(x) su {x ∈ Ω : δ(x) = δ0}. Quando α e` fissato,
dalla (2.153) si trova lim infx→∂Ω[w(x) − u(x)] ≥ 0. Quindi, usan-
do la (2.150) e il solito teorema del confronto si ha w(x) ≥ u(x) su
{x ∈ Ω : δ(x) < δ0}.
Cerchiamo ora una sotto-soluzione della forma
v(x) = Φ(δ) + β−1Hδ(Φ(δ))1−β − αδ(Φ(δ))1+q−2β,
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dove α e` una costante positiva da determinare. Al posto della (2.147),
ora si trova
∆v > f(Φ(δ))
[
1 +Hδ −M1δ(Φ(δ))−β − αM2δ(Φ(δ))q−2β
]
. (2.154)
Naturalmente, le costanti Mi che compaiono nella (2.154) e le costanti
Mi che useremo in seguito non sono necessariamente le stesse del caso
precedente. Prendiamo δ0 > 0 e α tali che, per {x ∈ Ω : δ(x) < δ0} si
abbia
−1
2
< β−1Hδ(Φ(δ))β−q − αδ < 1. (2.155)
Allora, se
θ = β−1Hδ(Φ(δ))−β − αδ(Φ(δ))q−2β
abbiamo −1/2 < θ(Φ(δ))2β−q < 1 e, usando la (2.131) si ha
f(v) < f(Φ(δ))
[
1 +Hδ − αβδ(Φ(δ))q−β
+M3δ(Φ(δ))
q−β +M4αδ(Φ(δ))2q−2β
]
. (2.156)
Dalla (2.154) e dalla (2.156) si trova che
∆v > f(v) (2.157)
se
1 +Hδ −M1δ(Φ(δ))−β − αM2δ(Φ(δ))q−2β
> 1 +Hδ − αβδ(Φ(δ))q−β +M3δ(Φ(δ))q−β +M4αδ(Φ(δ))2q−2β.
Semplificando si ha
M1(Φ(δ))
−q +M3 < α
[
β −M2(Φ(δ))−β −M4(Φ(δ))q−β
]
. (2.158)
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La disuguaglianza (2.158) (insieme alla (2.154) e alla (2.155)) e` vera
per δ(x) < δ0 con δ0 e α opportuni.
Usando il lato sinistro della (2.152) troviamo
v(x)− u(x) ≤ β−1Hδ(Φ(δ))1−β − αδ(Φ(δ))1+q−2β − C δ2Φ′(δ)
= (Φ(δ))1+q−2β
[
β−1Hδ(Φ(δ))β−q − αδ − C δ2 Φ
′(δ)
(Φ(δ))1+q−2β
]
. (2.159)
Dal fatto che Φ′(δ) = −(2F (Φ(δ))) 12 , si ha
− lim
δ→0
δ2
Φ′(δ)
(Φ(δ))1+q−2β
= lim
δ→0
(
δ
(2F (Φ(δ)))
1
4
(Φ(δ))
1+q−2β
2
)2
. (2.160)
Inoltre
lim
δ→0
δ
(2F (Φ(δ)))
1
4
(Φ(δ))
1+q−2β
2
= lim
t→∞
∫∞
t
(2F (τ))−
1
2dτ
t
1+q−2β
2 (2F (t))−
1
4
= lim
t→∞
(2F (t))−
1
2
2β−q−1
2
t
−1+q−2β
2 (2F (t))−
1
4 + 1
2
t
1+q−2β
2 (2F (t))−
5
4f(t)
= lim
t→∞
t
2β−q+1
2
(2F (t))
1
4
2F (t)
tf(t)
1
2β−q−1
2
2F (t)
tf(t)
+ 1
2
= 0 . (2.161)
Nell’ultimo passaggio abbiamo usato la (2.133) e il fatto che F (t) > tp
per ogni p e per t grandi. Usando la (2.160) e la (2.161) si ha
lim
δ→0
δ2
Φ′(δ)
(Φ(δ))1+q−2β
= 0 .
Prendiamo α e δ0 tali che (2.158) sia vera, e poniamo αδ0 = ρ. Facciamo
decrescere δ0 e crescere α finche´
β−1Hδ(Φ(δ))β−q − ρ− C δ2 Φ
′(δ)
(Φ(δ))1+q−2β
< 0
per δ(x) = δ0. Dalla (2.159) si ha che v(x) − u(x) ≤ 0 per δ(x) = δ0.
Notiamo anche che, per α fissato, lim supx→∂Ω[v(x)−u(x)] ≤ 0. Quindi,
97
dalla (2.157) si deve avere v(x) ≤ u(x) on {x ∈ Ω : δ(x) < δ0}. Il
teorema segue dalle relazioni
v(x) ≤ u(x) ≤ w(x)
e dalle stime trovate per w(x) e v(x).
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