Abstract. In this work we study the Sobolev spaces generated by pseudo-differential operators associated with the group of symmetry of general first order hyperbolic systems. In these spaces we establish pointwise estimates of the solutions of a class of first order systems having convex eigenvalues. Various physical models belong to this class. For example, we consider crystal optics systems and anisotropic elasticity equations.
Introduction
The aim of this work is to study the Sobolev spaces generated by pseudo-differential operators associated with the group of symmetry of general first order hyperbolic systems.
More precisely we consider the following first order system we assume that A * j = A j for j = 1, · · · , n; A(ξ) has real eigenvalues of constant multiplicity for ξ ∈ R n \ {0}.
(H 1 )
It is easy to see that the above assumption implies that the number of different non-zero eigenvalues is even; in particular these eigenvalues can be ordered as follows λ −K (ξ) < · · · < λ −1 (ξ) < λ 1 (ξ) < · · · < λ K (ξ).
These eigenvalues are homogeneous functions of degree 1 in ξ. Moreover, we require that the surface Σ λ k := {λ k (ξ) = 1}, is strictly convex (H 2 ) for each non-zero eigenvalue λ k , with k = 1, · · · , K.
This class of systems includes, for example -Dirac-Pauli system; -Maxwell system for uniaxial crystals;
-Wave equations with different speeds of propagation;
-Equations of elasticity in some anisotropic media.
The natural group of translations in the space and time leaves the solutions of (1. 
has been introduced in [2] . Here [A, B] denotes commutator of the operators A, B.
The main goal of this work is to obtain a decay estimate of the L ∞ norm of the solution of the form |u(x, t)| ≤ C(t + |x|)
It is well-known (see [6] ) that such estimate in combination with energy type estimates can be used to obtain global existence results for small data solutions of nonlinear systems.
In fact, using the estimate of Corollary 5.2 (see section 5 below) one obtains the above estimate with a = (n − 1)/2, if n ≥ 4. (similar result for the wave equation is obtained in [5] ). If the nonlinearity is F (u) is quadratic in u and the space dimension is n ≥ 4, then by means of the above estimate one can look for a global solution provided the initial data are small enough. If the space dimension is n = 3, then a = 1 + ε, where ε is arbitrary positive number (a similar estimate for the wave equation is true, see [5] ).
In order to establish L 2 -L ∞ estimate, we reduce the system to n pseudo-differential equations. For each of these equations we apply the stationary phase method and get a suitable dispersive inequality. The proof is contained in Section 3. Section 4 is the main part of this paper: here we show how to associate generalized Sobolev spaces to first order systems. In Section 5 we obtain estimates of type (1.2) for the solution of the system. In the last section we treat the examples mentioned above. A particular attention is devoted to some elliptic conditions which arise in the case of vanishing eigenvalues.
Finally, we shall mention some previous results. In [11] we have established L 1 -L ∞ estimate for the solutions of homogeneous systems using a reduction to pseudo-differential equations. In this case the initial data appear in classical Sobolev norm. Instead here we treat the inhomogeneous estimates and we use modified Sobolev spaces generate by {Γ i }.
The relevance of the convexity of Σ λ k is discussed by Liess in [9] where an important counter-example of a non-convex surface Σ λ k is studied and a loss of decay rate appears.
In this direction Sugimoto, in [14] , studied some generalizations of L p -L p ′ estimates for higher order hyperbolic equations such that Σ λ k is convex, but not strictly convex. The order of the contact between the surface and its tangent hyperplane plays a crucial role in that paper.
For the case of non-elliptic j A j ∂ j , i.e. when ker A(ξ) = {0}, we refer to [12] , where the ellipticity assumption is relaxed to suitable elliptic complex assumptions.
Notations. The inner product in R n will be denoted by ·, · .
Our choice for the coefficients of the Fourier transform iŝ
If f depends also on t ∈ R, then we use Fourier transform with respect to the space variable only.
The support of the function x → F (x, t), for fixed t ∈ R, is denoted by supp x F (x, t).
We omit to write R n if it is a domain of a function space; we also denote by · p the
We indicate with p(x, D) a pseudo-differential operator with symbol p(x, ξ):
for any function f ∈ S(R n ). In particular p(D) is called convolution type operator.
Finally A(x) ∼ B(x) means that there exists a constant C > 0, independent of x, such
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2. Generalized Sobolev spaces on Σ λ
Consider the following Cauchy problem
where λ(D) is a pseudo-differential operator with symbol λ(ξ) homogeneous of order 1.
We suppose that λ : R n → R is positive, homogeneous of degree 1. Moreover let
be the unit surface associated with this symbol.
Our first step is to find a family of operators Y that satisfy the commutator relations
2)
are n + 1 vector fields that commute with P.
For the case of λ(ξ) = |ξ| one can use the generators
of SO(n), so that these generators commute with |ξ|. In order to consider the general case of λ(ξ) homogeneous of degree 1, following [2] , we consider a pseudo-differential operators
Thus, we have
and also
We see that these operators commute with λ(D).
Lemma 2.1. With the above notations, one has: 
Since (x j f ) ∧ = i∂ jf , integrating by parts, we get
for any convolution type operator a(D). Whence,
This gives the conclusion. Let us denote by S the scaling operator
. This relation is a natural analogue of the well-known property for wave equation:
Next step is to introduce the Sobolev spaces associated with the generators
For brevity these generators shall be denoted by
Thus, Y j are pseudo-differential operators and they generate a Lie algebra if
It is possible to define a Sobolev space associated with these generators whenever the structural coefficients c m jk satisfy suitable a-priori estimates. In our specific case we shall see that these coefficients are zero order homogeneous pseudo-differential operators of convolution type. 
Proof. It is evident that [∂
By using (2.5), we see that
The last relation is obtained applying once more (2.5) . 2
This lemma assures that the operators (2.7) generate a Lie algebra A λ ; one can consider the Sobolev norm associated to A λ :
On the other hand usual Sobolev spaces on Σ λ are defined by means of the norm
HereΩ jk are the operatorsΩ
They generate the tangent space to Σ λ . In term of symbols we see that
In [11] we studied fractional version of these spaces and gave a proof of the following result based on stationary phase method.
Theorem 2.3. Consider a smooth function λ : R n \ {0} → R homogeneous of degree 1.
We remark that the assumption of strict convexity for Σ λ means that {λ(x) ≤ 1} is a convex and compact set whose boundary Σ λ has strictly positive Gaussian curvature. If λ k is smooth, for some k ∈ N, then these surfaces are called ovaloids (see [4] ). A basic example is the ellipsoid
In this case we have symmetry in ξ. This assumption appears in [11] Theorem 2.10, but a slight different proof shows that the result holds in non-symmetric case.
A relation between H s (Σ λ ) and the Sobolev spaces generated by the algebra A involves real power of λ(D). Let a(D) a convolution type operator; it is clear that for any s ∈ N,
On the right side we can use complex interpolation and define (a(D)) s for any real s ≥ 0 in such a way that (2.13) holds. After this preparation one has the following.
Lemma 2.4. For any integer s ≥ 0, and any δ ≥ 0, it holds
Proof. Using the explicit norm (2.10) it follows that
Here we use the relation (2.12). 2
From this lemma we deduce the next result.
Proof. As usual, by Schwartz inequality we have
The right side is finite if 0 < d + 1 < δ. From the previous lemma we get the claim. 2
L 2 -L ∞ estimate for non homogeneous scalar equation
In this section we plan to evaluate the L ∞ norm of the solution of (2.1) by means of Sobolev norm of the data F .
Before stating the main result we shall justify a suitable localization of the inhomoge-
Lemma 3.1. Let t ≥ 1 and λ homogeneous of degree 1. Set
Assume that
Then, for |x| ≤ C 0 t, the solution of u t − iλ(D)u = F having zero initial data satisfies
Proof. We start with the representation
where the kernel K is given by the following oscillatory integral
The assumptions (3.1) and |x| ≤ C 0 t imply that the gradient with respect to ξ of the phase function
has norm greater than C 0 t so integrating by parts, we get
More precisely, we make the decomposition
ϕ is a smooth cut-off function identically one near the origin. For K 1 we have
In order to estimate K 2 we employ the operator
Being Le iψ = e iψ , integrating by parts n + 1 times we obtain
From this the assertion follows, since we find
In turn this implies (3.3). Coming back to the representation formula (3.2) we get the desired estimate. It remains to establish (3.4) . This estimate is consequence of the relations
This completes the proof. 2
The main result of this section is the following. (ii) λ(ξ) > 0 for all ξ ∈ R n \ {0};
(iii) Σ λ is strictly convex.
Let t ≥ 1. There exists a suitable constant σ > 0 such that for the solution of (2.1), the following estimates hold:
Here k = 1 for even n, k = 2 for odd n. Moreover Y i (λ) ∈ A λ the Lie algebra generated
Proof. The solution of (2.1) is given by
Using polar coordinates
we find
We can write
whereF t is the truncated Fourier transform
Notice that this is a truncated space-time Fourier transform; indeed if we definẽ
. Moreover, we have
The involved phase is
In order to integrate by parts with respect to ρ, it is necessary to distinguish the cases φ x,t (ω) ≥ C and φ x,t (ω) ≤ C for a fixed constant C. To this aim we put
. This is well-posed due to our assumption on λ. Moreover for all
In what follows, we put σ = min{σ, C 0 }, where C 0 = max |∇λ|.
The case |x| ≤ σt. After integration by parts, we get
Let S be the scaling operator defined in (2.6); since
We apply further integration by parts and obtain by induction:
First we estimate T j . Fix a ∈ N, b ∈ R; using the Cauchy-Schwartz inequality with respect to dρ, we have
The first integral converges whenever the following condition is fulfilled:
Coming back to the original coordinates, since λ(ξ) ≃ |ξ|, we get
. Combining (3.5) with Minkowski inequality, we find
In this contest, extended Hardy inequality implies (see [3] ):
In our case, this gives
Being |x| ≤ C 0 t, Lemma 3.1 shows that we lose no generality assuming supp y F (y, s) ⊆ {|y| ≤ 3C 0 t}, we find
A similar argument works for B h :
where the conditions
are fulfilled. In conclusion, for any k ∈ N, if |x| ≤ σt then
where a, b, a h , b h ∈ R satisfy (3.6) and (3.7).
The case |x| ≥ σt. We put |u(x, t)| ≤ I + II, where
Combining Cauchy-Schwartz inequality and Lemma 2.4, we get
In the last estimate we use (3.5) and Minkowski inequality. In order to deal with II we need Theorem 2.3, so that
On the other hand, we know
At this point we can apply Corollary 2.5 with d = −1/2, a = 1, obtaining
Being t ≥ 1 and |x| ≥ σt, we can conclude
It remains to combine this expression with (3.8). In particular we have to take k ≥ n−1 2 . Since k represents the loss of derivatives in the integration by parts, we can take k = [n/2].
This means that in (3.8) for odd n we can choose b = b h = 0 and a = a h = 1. The situation is slightly different for even n: we fix b = 1/2 and a = 1 while b 1 = 0 and a 1 = n/2, b h = 1/2 and a h = n/2 + 1 − h for h ≥ 2. This inequality and (3.9) give the conclusion. 2 Remark 3.1. In the case n = 2, the proof of Theorem 3.2 is available except that the conditions (3.7) leads to
so that we can not take b 1 = 0. Than we choose b 1 = ε > 0 and a 1 = 0 obtaining |u(x, t)| ≤ C(t + |x|)
Remark 3.2. Theorem 3.2 holds when λ is negative and Σ −λ is strictly convex.
First order systems
We consider a first order system
with u, F : R n × R → R N and A j constant matrices of order N . We associate the matrix symbol A(ξ) = j A j ξ j and assume that it satisfies (H 1 ). In correspondence to non-zero eigenvalues we can take the Lie algebra generated by
On the other hand, we can consider the operator
where π m (ξ) is the projection on the eigenspace related to λ m (ξ). We recall that
First of all, we investigate the invariance properties of Ω j,k with respect to the operator
Lemma 4.1. Denoting by A the operator having symbol A(ξ) we get
Proof. Since λ m and π m are convolution type operators, we can write
Recalling that convolution type operators commute, we find A consequence of (2.5) is the following:
In fact we have
On the other hand (4. In detail
From (4.6) and (4.7) we obtain the conclusion. Another consequence of (4.5) is the following:
The last lemma gives the possibility to consider the Lie algebra A generated by [
It is also clear that [∂ t , Ω j,k ] = 0 and [∂ t , π j ] = 0. An application of (2.8) leads to
In order to obtain Lemma 4.2. Let A be generated by {∇ x , ∂ t , S, Ω j,k }, with Ω j,k associated with hyperbolic
where c r l,m is a matrix-pseudo-differential operator of convolution type with symbol homogeneous of order 0 and N = (n 2 + n + 4)/2. This lemma gives the possibility to define Sobolev spaces associate to A. We want to relate the norm of this space with the norms of generalized Sobolev spaces associated to each eigenvalue. This means to prove the following equivalence
being Γ ∈ A and Γ(l) ∈ A l . It is obvious that
Using (4.7) one can see that
This gives
It follows that (4.9) holds when |α| = 1.
For |α| ≥ 2 the equivalence (4.9) can be proved by induction applying different times the relations (4.5) and (4.8).
5. L 2 -L ∞ estimate for first order system Combining Theorem 3.2 and the results contained in the previous section we have the following Theorem 5.1. Let n ≥ 3 and t ≥ 1. Let A(ξ) = j A j ξ j satisfy the assumption (H 1 ), (H 2 ) and ker A(ξ) = {0} for all ξ. Given F : R n × R → R N , the solution of
having zero initial data satisfies the following estimates:
Here k = 1 for even n ≥ 3 and k = 2 for odd n ≥ 3 and
Moreover Γ(λ) ∈ A is the Lie algebra generated by {∂ t , ∇, S, Ω j,k }.
Proof. For simplicity we consider only the case |x| ≤ σt, since the case |x| ≥ σt follows from (3.9) and the argument presented below. The relation (4.3) implies
so that we can write (5.1) in the form
Applying π h (D), we find
By using Theorem 3.2 we get
On the right side we apply (4.9), obtaining the required L 2 -L ∞ estimate. 2
Corollary 5.2. Let n ≥ 3 and t ≥ 1. Let A(ξ) = j A j ξ j satisfy the assumption (H 1 ), (H 2 ) and ker A(ξ) = {0} for all ξ. Given F : R n × R → R N , the solution of (5.1) having zero initial data satisfies the following estimate:
and Γ(λ) ∈ A is the Lie algebra generated by {∂ t , ∇, S, Ω j,k }.
Proof. First we consider the case, when |x| ≥ σt. Then (5.3) gives the desired inequality.
Let |x| ≤ σt. The right side of the inequality (5.2) can be estimated from above by constant times (1 + t)
It is sufficient to note that
where the constant a is defined in (5.7). 2
In the case ker A(ξ) = {0} the relation (4.3) gives
We can still deduce (5.5), but we have to consider the relation
If π ker A (D)F = 0, then we have the conservation law
In order to have L 2 -L ∞ estimate we assume that the initial data satisfy Suppose in addition thatF
Then (5.6) holds.
In the introduction we refer to the assumptions (5.8) like elliptic conditions which guar-
antee that all components of u decay.
Remark 5.1. By the aid of Remark 3.1, one can write a similar estimate to (5.6) for the case n = 2 with weights of type t ε like in (3.10).
6. Examples 6.1. Dirac system. An important hyperbolic problem (see [16] ) is the Dirac system
The solution ψ(t, x) : R 3 × R → C 4 is called spinor the coefficients γ µ are the Dirac matrices defined as follows
The Pauli matrices σ k are determined by
We rewrite (6.1) in the form (∂ t − j A j ∂ j )ψ(x, t) with
. This is hermitian matrix; our technique still works since we use the symmetry of A just to prove that the eigenvalues are real and the eigenspaces are orthogonal. The correspondent characteristic form det(A(ξ) − λI) = 0 is
We see that the eigenvalues are strictly convex:
For this system the estimate (5.6) holds, taking only one field Ω j,k (λ) = x j ∂ k − x k ∂ j . In this example is evident that our methods works for not-strictly hyperbolic systems.
6.2. Maxwell system for uniaxial crystals. We consider Maxwell system in anisotropic media:
Here E(x, t), H(x, t), F 1 (x, t), F 2 (x, t) ∈ R 3 , and x ∈ R 3 , t ∈ R. Moreover ǫ 0 is a diagonal 3 by 3 matrix:
Taking
we can rewrite this system as
In particular
The characteristic form det(B(ξ) − λI) = 0 is given by
where
In the case b = c, B(ξ) has eigenvalues
The most relevant point is that Σ λ j is strictly convex for j ≥ 3. On the contrary for b = c, taking λ = 1 in (6.3), one finds Fresnel surface with four singular points. Hence Σ λ is not strictly convex. This is consequence of the variable multiplicity of the characteristic roots.
Our technique is not available. We state that our estimates works in uniaxial case. In this case
We observe that the fields Ω 1,2 (λ 3,4 ), Ω 1,3 (λ 3,4 ), are different from those used in [6] . It remains to consider the conditions due to the presence of null eigenvalues. We notice that the following conditions are equivalent
In fact w ∈ Ker B(ξ) if and only if w = (w 1 , w 2 ) satisfies ǫ
0 ξ, for some α, β ∈ R. Hence, the following conditions are equivalent
In conclusion, considering ǫ 0 having two different entries, if
then (5.6) holds for the solution of (6.2). In this case the elliptic conditions connected with null eigenvalue have a clear physical meaning.
We remark that L 1 -L ∞ estimate in usual Sobolev space are known (see [10] for uniaxial crystals and [9] for biaxial case); the main point here is to associate to Maxwell system generalized Sobolev spaces.
6.3. Wave equations with different propagation speeds. Some recent papers (see [7] ) concern system of semilinear wave equations with different speeds of propagation:
Here c i ∈ R\{0} represents the propagation speed of u i . Let us set
The system (6.4) can be written in the form
The blocks on the diagonal have the following form:
We see that
Non vanishing eigenvalues have the form λ i,± = ± √ c i |ξ|; the correspondent surfaces Σ λ i,±
are strictly convex and we can take eigenvectors V i,± = (0, . . . , V i,± , 0 . . . 0) with V i± orthogonal eigenvectors for B i .
It remains to discuss the conditions due to the presence of the null eigenvalue. We observe thatV = (V 1 , . . . ,V N ) ∈ ker A(ξ) if and only ifV i ∈ ker B i (ξ). The last condition is equivalent to ξ kVi0 = 0 and k ξ kVik = 0. In turn this gives V i0 = 0. In our case ξ is parallel toÛ ′ i = √ c i (∂ x 1 u i , . . . , ∂ xn u i ) ∧ , so thatÛ i (0) ⊥ ker B i (ξ). The condition for F i = (f i , 0, . . . , 0) is trivial, in factF i ⊥ ker A(ξ) meansf iv0 = 0 with v 0 = 0.
In conclusion without any assumptions on the initial data the solution of (6.4) satisfies (5.6). The involved Lie algebra contains the fields i c i (x j ∂ k − x k ∂ j )π i (D).
6.4. Equations of elasticity in anisotropic media. The motion of homogeneous elastic material is described by the system Moreover,
For a physical discussion of this model see [1] , [8] , [13] . We consider the following ansatz for σ σ(∇u) = c · ∇u + d tr(∇u)I with c a constant 3 × 3 matrix, A · B is the matrix product, d ∈ R and ∇u represented by a matrix in which each column is the gradient of u j , j = 1, 2, 3.
In isotropic case we have c = µI, d = λ + µ, λ, µ ∈ R + for the Lamé coefficients. In order to study some anisotropic media we assume Due to (6.6), the corresponding surfaces Σ λ i are strictly convex.
Next step is to reduce (6.7) in the form of first order system. We observe that ξ = (ξ 1 , ξ 2 , ξ 3 ) is an eigenvector associated to µ(ξ), and w 1 = (−ξ 3 , 0, ξ 1 ), w 2 = (−ξ 2 , ξ 1 , 0) are orthogonal eigenvectors associated to λ(ξ). This means that we have two projectors: The corresponding eigenvalues are ±λ(ξ) and ±µ(ξ). This enable us to associate to (6.5) a generalized Sobolev space and derive L 2 -L ∞ estimates for these equations.
