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Abstract
We prove a combinatorial theorem on families of disjoint sub-boxes of a discrete cube, which
implies that there are at most 2d+1 − 2 nearly neighbourly simplices in Rd .
1 Introduction
A family of d -simplices in Rd is nearly neighbourly if every two members are separated by a hyper-
plane that contains a facet of each. This notion is related to themore restrictive neighbourliness. Let
us recall that a family of d -simplices is called neighbourly if the common part of every twomembers
is a (d −1)-dimensional set.
It has been repeatedly conjectured that the maximum cardinality cd of a neighbourly family of
d -simplices is 2d (see [11] for further references). The conjecture is verified only up to dimension 3.
F. Bagemihl [2] proved that 8≤ c3 ≤ 17. V. Baston [3] proved c3 ≤ 9. The final step, c3 = 8, wasmade by
J. Zaks [12]. The same author [11] showed by a clever construction that cd ≥ 2
d . It was M. A. Perles
[8] who had verified cd ≤ 2
d+1. A slightly better estimate cd ≤ 2
d+1 − 1 was shown in [1, Chapter 14].
(This chapter, together with a recent post [6]onG.Kalai’s blog, is a great introduction to the subject of
(nearly) neighbourly families of simplices.) Recently, the present authors [7] improved this estimate
by 1. This small progress has been achieved by using methods of discrete geometry.
Even less is known about nearly neighbourly families of d -simplices. By the same argument as
in [1], one can prove that there are no more than 2d+1 − 1 simplices in such a family. On the other
hand, our reasoning in [7] does not extend to this case as it heavily depends on the fact that for every
twomembers of a neighbourly family of simplices there is only one hyperplane separating them that
contains a facet of each. The aimof the present note is to show that 2d+1−2 is also anupper bound for
the cardinality of a nearly neighbourly family of d -simplices. This result seems to be new, excluding
the case d = 3, which was resolved by S. Furino, B. Gamble and J. Zaks (see [4] or [12]). Their long and
involved proof utilises the technique developed by H. Tverberg (see [9] or [1]) to prove the Graham-
Pollak theorem. Our proof is considerably shorter, and works in all dimensions.
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2 Main result
Let B = B1×· · ·×Bn be a box contained in {0,1}
n . We define the following subset of [n ] = {1,2, . . . ,n}:
prop (B ) = {i : Bi 6= {0,1}}.
THEOREM 1 Let 3 ≤ k < n be integers. Let B be a family of boxes in {0,1}n satisfying the following
conditions:
(α) |prop (B )|= k for B ∈B ;
(β ) prop (A) 6= prop (B ), whenever A,B ∈B and A 6= B ;
(γ) boxes belonging to B are pairwise disjoint.
Then |B| ≤ 2k −2.
Let us note that (γ)means there is i such that Ai = {0} and Bi = {1}, or vice versa.
Let us recall some basic facts concerning Fourier transforms before going into the proof. Further
details can be found in [5] or [10].
LetV be theEuclidean vector space of all real-valued functions f : {0,1}n →Rwith scalar product
defined by
〈 f ,g 〉=
1
2n
∑
x∈{0,1}n
f (x )g (x ).
For every S ⊆ [n ], let us define χS : {0,1}
n →R by
χS (x ) = (−1)
∑
i∈S xi .
The functions χS form an orthonormal basis in V . Let fˆ (S ) be the coefficients of the Fourier expan-
sion of f : {0,1}n →Rwith respect to this basis; that is,
fˆ (S ) = 〈 f ,χS 〉.
This defines the Fourier transform fˆ : 2[n ]→R of f .
For every pair of functions F,G : 2[n ]→R, we define their convolution
F ∗G (S ) =
∑
T ∈2[n ]
F (S△T )G (T ),
where△denotes the symmetric difference. Recall that if f g is thepointwise product of f ,g ∈ V , thenÓf g = fˆ ∗ gˆ (see e.g. [5, Theorem 1.27]). In particular, if f is an indicator function (that is, f 2 = f ),
then
fˆ = fˆ ∗ fˆ . (1)
We shall also need the following lemma:
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LEMMA 1 Let k be a positive integer and let v be the 2-adic order of k . If G ⊆ 2[n ] is a group under the
operation of symmetric difference and |C |= k for every C ∈G ′ =G \ {;}, then
|G | ≤ 2v+1. (2)
Proof. We may suppose that |G | ≥ 4, otherwise there is nothing to prove. Let us fix K ∈ G ′. Since
there is yet another element C in G ′, we deduce that K △C belongs to G ′. Since all these elements
are of the same cardinality k , it follows that k is even. If we interpretG as a vector space over F2, then
it is easily seen that there is a subgroupH of G such that G decomposes into the direct sum
G =H ⊕{;,K }.
Let us consider the mappingH ∋ L
ϕ
7→ L ∩ K . Observe that it is a group isomorphism onto ϕ(H ).
Indeed, it is a homomorhism, and if L 6= ;, then |L ∩ K | = k2 , which implies injectivity of ϕ. Let
ϕ(H )′ =ϕ(H ) \ {;}. Since every element of ϕ(H )′ is of cardinality k2 , we deduce by induction that
|G |= 2|ϕ(H )| ≤ 2×2v = 2v+1.

Proof of the theorem. Let f =
∑
B∈B 1B . By (α) and (β ),
fˆ (prop (B )) ∈
§
−
1
2k
,
1
2k
ª
,
for every B ∈B . Let m = |B|. Then
fˆ (;) =
m
2k
.
By (γ) and Bessel’s inequality,
m
2k
= 〈 f , f 〉 ≥ fˆ (;)2+
∑
B∈B
fˆ (prop (B ))2 =
m2 +m
22k
.
Therefore,
m ≤ 2k −1
and equality holds if and only if the support of fˆ is equal toM = {;} ∪ {prop (B ): B ∈B}. Let us fix
C ∈ B , and set K = prop (C ). Let us suppose thatM is indeed the support of fˆ . Since (γ) implies
that f is an indicator function, we get by (1)
fˆ (K ) =
∑
Y ∈M
fˆ (K △Y ) fˆ (Y ).
LetN =M \{;,K }. Then the preceding equation can be rearranged as follows
1= 2 fˆ (;) +
1
fˆ (K )
∑
Y ∈N
fˆ (K △Y ) fˆ (Y ).
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Consequently,
1−
1
2k−1
= 2 fˆ (;)−1=−
1
fˆ (K )
∑
Y ∈N
fˆ (K △Y ) fˆ (Y ).
Observe that fˆ (K △Y ) ∈ {− 1
2k
, 0, 1
2k
} for every Y ∈N . Therefore,
1−
1
2k−1
≤
1
| fˆ (K )|
∑
Y ∈N
| fˆ (K △Y ) fˆ (Y )| ≤
m −1
2k
= 1−
1
2k−1
.
This readily implies that K △Y is a nonempty element of the support of fˆ for every Y ∈N . Thus, we
have proved thatM is a group under the symmetric difference. This group satisfies the assumptions
of Lemma 1 and consequently we deduce that if v is a 2-adic order of k , then
|M | ≤ 2v+1 ≤ 2k < 2k ,
which is a contradiction. 
Now, we demonstrate how to use Theorem 1 to show the corresponding result for nearly neigh-
bourly simplices. We shall follow the approach that originates from [3] and further developed in [8].
Let F be a nearly neighbourly family of d -simplices in Rd , d ≥ 2. Let us arrange all the hyper-
planes spanned by the facets of simplices belonging toF into a sequence H1, . . . ,Hn . Each Hi splits
R
d into two halfspaces. Let us call them H 0i ,H
1
i . For every simplexσ ∈F , let us define a unique box
B = B (σ) = B1×B2× · · · ×Bn ⊆ {0,1}
n as follows
Bi =


{0}, if Hi is spanned by a facet ofσ andσ ⊂H
0
i ;
{1}, if Hi is spanned by a facet ofσ andσ ⊂H
1
i ;
{0,1}, otherwise.
LetB = {B (σ): σ ∈F}. It is clear that the family of boxesB satisfies the assumptions of Theorem 1
with k = d +1. Therefore, |B| ≤ 2d+1−2 and we have:
COROLLARY 1 For every nearly neighbourly family F of d -simplices inRd
|F | ≤ 2d+1−2.
(This holds true for d = 1 as well.)
3 Remarks
1. For a fixedpair (k ,n ), 3≤ k < n , let us consider all familiesB of boxes satisfying the assumptions of
Theorem 1. Let bk ,n be themaximumof the numbers |B|. Let bk =maxn bk ,n . We show bymeans of
examples that the upper bound given by our theorem is tight for k = 3 and k = 4; that is, b3 = b3,5 = 6
4
and b4 = b4,7 = 14. To this end, let us encode each box B ⊆ {0,1}
n as a word w = w1w2 · · ·wn over
the alphabet {0,1,∗}. The encoding is defined by the correspondence: {0}↔ 0, {1}↔ 1, {0,1}↔ ∗.
Now, we can describe suitable families of boxes as follows:
∗ ∗ 0 0 0
∗ 0 ∗ 0 1
∗ 0 0 1 ∗
∗ 0 1 ∗ 0
0 1 ∗ ∗ 1
1 1 ∗ 1 ∗ ,
∗ ∗ 1 1 0 1 ∗
∗ ∗ 1 1 1 ∗ 0
∗ 0 ∗ 1 0 0 ∗
∗ 0 0 ∗ 1 0 ∗
∗ 0 0 1 ∗ 1 ∗
∗ 1 ∗ 0 1 ∗ 0
∗ 1 0 1 ∗ ∗ 0
∗ 1 1 0 0 ∗ ∗
0 ∗ 0 0 0 ∗ ∗
0 0 1 0 ∗ ∗ ∗
0 1 ∗ ∗ 1 ∗ 1
1 ∗ 1 ∗ 1 ∗ 1
1 0 ∗ 0 0 ∗ ∗
1 1 0 ∗ ∗ ∗ 1 .
It can be easily shown that bk+1 ≥ 2bk (see [7, Sect. 3]) for all k , and thus b4 = 14 implies bk ≥
7
82
k for
k ≥ 4. The evaluation (or estimate) of bk seems to be an interesting problem on its own. The referees
guess that limk→∞(2
k − bk ) =∞.
2. Our main result is stronger than [7, Theorem 1]. We wish to underline, however, that the methods
we have used in order to prove the two results are quite different. At present, we are not able to
determine which of them, if any, will bemore effective in searching for a more realistic upper bound
for the cardinalities of neighbourly families of simplices.
3. We will not be surprised if Lemma 1 proves to be known. Nevertheless, let us remark that the
inequality (2) is sharp if n is sufficiently large. It can be shown by the following construction:
Let N be the set of positive integers. We define a sequence (Gv ⊂ 2
N : v ≥ 0) by in-
duction. Let G0 = {;,{1}}. Suppose that Gv is already defined. Set mv =max
⋃
Gv . For
A ∈G ′v =Gv \ {;}, let A
# = A ∪ (A+mv ). Let K = (
⋃
Gv +mv )∪{2mv +1}. Then define
Gv+1 = {A
# : A ∈G ′v }∪ {K △A
# : A ∈G ′v }∪ {;,K }.
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(For example, G1 = {;,{1,2},{1,3},{2,3}}.) It is easily checked that G
′
v ⊂
 
N
2v

, |Gv | = 2
v+1
and mv = 2
v+1 − 1. Moreover Gv is a group under the symmetric difference. Conse-
quently, for k = 2v , G =Gv and n = 2
v+1−1 the inequality (2) becomes an equality.
For general k , we proceed as follows. Write k as a product k = 2v p , where v is the 2-
adic order of k . (Then p is an odd number.) Define f : N→N by the formula f (n ) = ⌈np ⌉.
Set
G = { f −1(A): A ∈Gv }.
Clearly, it shows that for every k , one can find a group G ⊆
 
[n ]
k

so that (2) becomes an
equality, whenever n ≥ 2k −p .
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