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Abstract
We extend the definition of the limiting Fréchet subdifferential and the limiting Fréchet normal cone from
Asplund spaces to Asplund generated spaces. Then we prove a sum rule, a mean value theorem, and other
statements for this concept.
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Let X be a separable, or more generally, a weakly compactly generated Banach space. Then
X admits an equivalent Gâteaux smooth norm, and hence X is a weakly trustworthy space. This
means that, in X, we have at hand a suitable fuzzy calculus for Gâteaux-like subdifferentials.
Unfortunately, such a calculus is not strong enough for handling some problems of nonlinear
analysis. A suitable concept for attacking such problems is a Fréchet-like subdifferential. How-
ever, the occurrence of such a subdifferential is more or less equivalent with the property of the
* Corresponding author.
E-mail addresses: fabian@math.cas.cz (M. Fabian), loew@math.ubc.ca (P.D. Loewen), boris@math.wayne.edu
(B.S. Mordukhovich).
1 Research was partly supported by the Institutional Research Plan of the Academy of Sciences of Czech Republic
AVOZ 101 905 03 and by grants GA ˇCR 201/01/1198, GA ˇCR 201/04/0090.
2 Research was partly supported by Canada’s Natural Science and Engineering Council.
3 Research was partly supported by the National Science Foundation under grant DMS-0304989 and by the Australian
Research Council under grant DP-0451168.0022-247X/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.09.058
788 M. Fabian et al. / J. Math. Anal. Appl. 322 (2006) 787–795space to be Asplund. This note is an attempt to go on, beyond the framework of Asplund spaces,
and still working with a subdifferential sharing some of the features of the Fréchet-like subdif-
ferential. The point is that, if X is a separable, or more generally, a weakly compactly generated
Banach space, we have at hand a better object than just the Gâteaux (sub)differential. Actually,
such spaces contain a dense set, which is, when endowed with a suitable norm, an Asplund space.
This fact then allows us to define, in Asplund generated spaces, a limiting Fréchet subdifferen-
tial and a limiting Fréchet normal cone with properties imitating those of the limiting Fréchet
subdifferential and a limiting Fréchet normal cone known from Asplund spaces [6,8].
We conjecture that the theory of limiting Fréchet subdifferentials and limiting Fréchet normal
cones developed by Mordukhovich and Shao in [8] for Asplund spaces (see also the books [6,7]
for a comprehensive theory and applications of these constructions) can be extended to the larger
class of Asplund generated spaces. The aim of this note is to support this belief by proving several
statements in this vein, which extend those from [8] to the Asplund generated setting.
Consider a Banach space (X,‖ · ‖X) such that there exists an Asplund space (Y,‖ · ‖Y ), satis-
fying Y ⊂ X and Y ‖·‖X = X, and is such that ‖y‖X  ‖y‖Y for every y ∈ Y . Let i : Y → X be the
inclusion mapping; note that i is continuous. The situation described above, that is, the pentad
(X,Y,‖ · ‖X,‖ · ‖Y , i), with Y Asplund, will be called an Asplund generated scheme. Note that
any Asplund generated space yields an Asplund generated scheme and vice versa. A theory of
Asplund generated spaces can be found, e.g., in [1, Chapter 1]. In what follows, we always con-
sider a fixed Asplund generated scheme (X,Y‖ ·‖X,‖ ·‖Y , i). Let BX and BY denote the unit ball
in (X,‖·‖X) and (Y,‖·‖Y ), respectively. The symbol ⇁ will mean the convergence in the weak∗
topology. Given a function ϕ :X → R = (−∞,+∞], we use the symbol ϕ|Y for the restriction
of ϕ to Y . Thus, i∗(x∗) = x∗|Y for x∗ ∈ X∗. For x∗ ∈ X∗ we define ‖x∗‖X∗ = sup〈x∗,BX〉, and
for y∗ ∈ Y ∗ we define
‖y∗‖Y ∗ = sup〈y∗,BY 〉 and ‖y∗‖X∗ = sup〈y∗,BX ∩ Y 〉.
Note that if y∗ ∈ Y ∗ and ‖y∗‖X∗ < +∞, then y∗ is extendable to all of X, i.e., there is
x∗ ∈ X∗ such that x∗|Y = i∗(x∗) = y∗ and ‖x∗‖X∗ = ‖y∗‖X∗ . Given a function ψ :Y → R and
y ∈ domψ , the symbol ∂ψ(y) means the usual limiting Fréchet subdifferential of ψ at y, see,
e.g., [6,8], that is,
∂ψ(y) = {η ∈ Y ∗; ∃yn ∈ Y, ∃εn  0, ∃ηn ∈ ∂ˆεnψ(yn), n ∈N, so that ‖yn − y‖Y → 0,
εn ↓ 0, and ηn ⇁ η
}
.
Note that ∂ˆεψ(y) means the Fréchet ε-subdifferential of ψ at y, see [4,8]. We also use ∂∞ψ(y)
as defined in [6,8]. Note that once Y is Asplund (as it always is in this note), then we can replace
the εn’s by 0 in the above formula [8]. Given a set Ω in a Banach space Z, we put δΩ(z) = 0
if z ∈ Ω and δΩ(z) = +∞ if z ∈ Z \ Ω . Such a δΩ is called an indicator function of Ω . The
limiting Fréchet normal cone of Ω at z ∈ Ω is defined as N(z;Ω) = ∂δΩ(z).
Now we are ready to introduce our new concepts.
Definition. Let (X,Y,‖ · ‖X,‖ · ‖Y , i) be an Asplund generated scheme. Let ϕ :X → R be a
function and x ∈ domϕ ∩ Y . Then we define
∂Y ϕ(x) = i∗−1
(
∂(ϕ|Y )(x)
)
, ∂∞Y ϕ(x) = i∗−1
(
∂∞(ϕ|Y )(x)
)
.
Further, given a set Ω ⊂ X and x ∈ Ω ∩ Y , we define
NY (x;Ω) = ∂Y δΩ(x).
M. Fabian et al. / J. Math. Anal. Appl. 322 (2006) 787–795 789Definition. Given z ∈ M ⊂ Z, we say that M is sequentially normally compact (SNC) at z if
‖ζn‖ → 0 whenever zn ∈ Z, εn ↓ 0, ζn ∈ ∂ˆεnδM(zn), n ∈ N, ‖zn − z‖ → 0, and ζn ⇁ 0. Given
a function ψ :Z → R and z ∈ domψ , we say that ψ is SNC at z if epiψ is SNC at the point
(z,ψ(z)) in the space Z ×R.
Note that if Z is an Asplund space, we can take εn = 0 above; see [8, Theorem 2.9(iii)].
Definition. Let (X,Y,‖ · ‖X,‖ · ‖Y , i) be an Asplund generated scheme. Consider a set Ω ⊂ X
and x ∈ Ω ∩ Y . We say that Ω is Y -SNC at x if Ω ∩ Y is SNC at x (in the space Y ). Consider
a function ϕ :X → R and x ∈ domϕ ∩ Y . We say that ϕ is Y -SNC at x if the restriction ϕ|Y is
SNC at x (in the space Y ).
Remarks. Note that, in the special case when Y = X, we get the concepts known from Asplund
spaces:
∂Xϕ(x) = ∂ϕ(x), ∂∞X ϕ(x) = ∂∞ϕ(x), NX(x;Ω) = N(x;Ω).
Also X-SNC is just SNC. Moreover, it is straightforward to check that
NY (x;Ω) = i∗−1
(
N(x;Ω ∩ Y)),
where N(x,Ω ∩ Y) is the limiting Fréchet normal cone in the space Y , as it is defined in [8].
Indeed
i∗−1
(
N(x;Ω ∩ Y))= i∗−1(∂δΩ∩Y (x))= i∗−1(∂((δΩ)|Y )(x))= ∂Y δΩ(x) = NY (x;Ω).
Also, it is not difficult to prove that
∂∞Y ϕ(x) =
{
x∗ ∈ X∗; (x∗,0) ∈ NY×R
((
x,ϕ(x)
); epiϕ)}.
Indeed,
∂∞Y ϕ(x) = i∗−1∂∞
(
(ϕ|Y )(x)
)
= i∗−1{y∗ ∈ Y ∗; (y∗,0) ∈ N((x,ϕ(x)); epi(ϕ|Y ))}
= i∗−1{y∗ ∈ Y ∗; (y∗,0) ∈ N((x,ϕ(x)); epiϕ ∩ (Y ×R))}
= {i∗−1y∗; (i∗−1y∗,0) ∈ (i × id)∗−1N((x,ϕ(x)); epiϕ ∩ (Y ×R))}
= {x∗ ∈ X∗; (x∗,0) ∈ NY×R
((
x,ϕ(x)
); epiϕ)}.
Moreover, we can readily see that
x∗ ∈ ∂Y ϕ(x) ⇔ (x∗,−1) ∈ NY
((
x,ϕ(x)
); epiϕ).
Further, we can easily verify that a function ϕ : X → R is Y -SNC at x ∈ domϕ ∩ Y if and only
if the set epiϕ is Y ×R-SNC at the point (x,ϕ(x)).
Now we are ready to formulate a sum rule in Asplund generated spaces for the new concepts
∂Y ϕ and ∂∞Y ϕ.
Theorem 1. Let (X,Y,‖ · ‖X,‖ · ‖Y , i) be an Asplund generated scheme. Consider two lower
semicontinuous functions ϕ1, ϕ2 :X → R and x ∈ domϕ1 ∩ domϕ2 ∩ Y . Assume that
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(ii) ∂∞Y ϕ1(x) ∩ −∂∞Y ϕ2(x) = {0},
(iii) i∗(∂Y ϕj (x)) = ∂(ϕj |Y )(x) for some j ∈ {1,2}, and
(iv) i∗(∂∞Y ϕj (x)) = ∂∞(ϕj |Y )(x) for some j ∈ {1,2}.
Then
∂Y (ϕ1 + ϕ2)(x) ⊂ ∂Y ϕ1(x) + ∂Y ϕ2(x) and
∂∞Y (ϕ1 + ϕ2)(x) ⊂ ∂∞Y ϕ1(x) + ∂∞Y ϕ2(x).
Proof. Take any ξ ∈ ∂Y (ϕ1 + ϕ2)(x) (if it exists; otherwise we are done). Then
ξ |Y = i∗(ξ) ∈ ∂
(
(ϕ1 + ϕ2)|Y
)
(x) = ∂(ϕ1|Y + ϕ2|Y )(x) ⊂ ∂(ϕ1|Y )(x) + ∂(ϕ2|Y )(x).
Here the inclusion follows from [8, Theorem 4.1]. Indeed, ϕj |Y are lower semicontinuous func-
tions on Y . Also, ∂∞(ϕ1|Y )(x) ∩ −∂∞(ϕ2|Y )(x) = {0}. In fact, take any η in this intersection.
Assuming that (iv) holds for, say, j = 2, we get that −η = i∗(x∗) = x∗|Y for some x∗ ∈ ∂∞Y ϕ2(x).
Then i∗(−x∗) = η ∈ ∂∞(ϕ1|Y (x) and so −x∗ = i∗−1(η) ∈ ∂∞Y (ϕ1)(x). Therefore, by (ii), x∗ = 0
and so η = 0. Thus, by [8, Theorem 4.1], ξ |Y = η1 + η2, with suitable ηj ∈ ∂(ϕj |Y (x), j = 1,2.
But (iii) guarantees that, say, η1 ∈ i∗(X∗). Then η2 ∈ i∗(X∗) as well, and so
ξ = i∗−1(η1) + i∗−1(η2) ∈ i∗−1
(
∂(ϕ1|Y (x)
)+ i∗−1(∂(ϕ2|Y (x))= ∂Y ϕ1(x) + ∂Y ϕ2(x).
The second inclusion, dealing with ∂∞Y , can be proved analogously. 
Remark. If X is an Asplund space itself, then we can put Y = X in Theorem 1 and we thus get
exactly [8, Theorem 4.1] for n = 2.
Corollary 1. Let (X,Y,‖ · ‖X,‖ · ‖Y , i) be an Asplund generated scheme and consider functions
ϕ1, ϕ2 :X → R and a point x ∈ domϕ1 ∩domϕ2 ∩Y such that ϕ1 is Lipschitzian and ϕ2 is lower
semicontinuous in a ‖ · ‖X-vicinity of x. Then
∂Y (ϕ1 + ϕ2)(x) ⊂ ∂Y ϕ1(x) + ∂Y ϕ2(x) and ∂∞Y (ϕ1 + ϕ2)(x) ⊂ ∂∞Y ϕ1(x) + ∂∞Y ϕ2(x).
Proof. The proposition below guarantees that (i)–(iv) in Theorem 1 are satisfied. 
Theorem 2. Let (X,Y,‖ · ‖X,‖ · ‖Y , i) be an Asplund generated scheme and consider two closed
sets Ω1,Ω2 ⊂ X and a point x ∈ Ω1 ∩ Ω2 ∩ Y . Assume that
(i) Ωj is Y -SNC at x for some j ∈ {1,2},
(ii) NY (x;Ω1) ∩ −NY (x;Ω2) = {0}, and
(iii) i∗(NY (x;Ωj)) = N(x;Ωj ∩ Y) for some j ∈ {1,2}.
Then
NY (x;Ω1 ∩ Ω2) ⊂ NY (x,Ω1) + NY (x,Ω2).
Proof. We observe that, if z ∈ M ⊂ Z, then
∂δM(z) = N(z,M) = ∂∞δM(z).
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some elementary calculation. Thus, in the space Y ,
∂δΩj∩Y (x) = N(x;Ωj ∩ Y) = ∂∞δΩj∩Y (x), j = 1,2.
And, as δΩj∩Y = (δΩj )|Y , we get
∂Y δΩj (x) = NY (x;Ωj) = ∂∞Y δΩj (x).
Then our condition (ii) yields immediately the condition (ii) in Theorem 1. (Yes, i∗ is injective.)
Also, by our condition (iii), we have
i∗
(
∂Y δΩj (x)
)= i∗(NY (x;Ωj))= N(x;Ωj ∩ Y) = ∂δΩj∩Y (x) = ∂
(
(δΩj )|Y
)
(x)
and thus (iii) in Theorem 1 is verified. And, as ∂Y δΩj (x) = ∂∞Y δΩj (x), we got also (iv) in Theo-
rem 1.
Let us check (i) in Theorem 1. Our (i) says that, say, Ω1 ∩ Y is SNC at x (in the space Y ). By
the fact below, δΩ1∩Y is SNC at x. But δΩ1∩Y = (δΩ1)|Y . Hence, by definition, ϕ1 = δΩ1 is Y -
SNC, which is the condition (i) in Theorem 1. We thus verified all the assumptions of Theorem 1.
Hence
NY (x;Ω1 ∩ Ω2) = ∂Y δΩ1∩Ω2(x) = ∂Y (δΩ1 + δΩ2)(x)
⊂ ∂Y δΩ1(x) + ∂Y δΩ2(x) = NY (x;Ω1) + NY (x;Ω2).
It remains to formulate and prove the following
Fact. Assume that Ω ⊂ Y is SNC at y ∈ Ω . Then the function δΩ is SNC at y.
In order to prove this, observe that epi δΩ = Ω × [0,+∞). So let (yn, tn) ∈ Y × R, εn  0,
(ηn, sn) ∈ ∂ˆεnδΩ×R(yn, tn), n ∈ N, ‖yn − y‖Y → 0, εn ↓ 0, and η ⇁ 0, sn → 0. We immediately
have that ηn ∈ ∂ˆεnδΩ(yn), n ∈ N. And, as Ω was SNC at y, we get that ‖ηn‖Y → 0. We thus
proved that epi δΩ is SNC at (y,0). And this, by the definition, means that δΩ is SNC at y. 
Remark. If X is an Asplund space itself, then we can put Y = X in Theorem 2 and we thus get
exactly [8, Corollary 4.5] for n = 2.
Corollary 2. Let (X,Y,‖ · ‖X,‖ · ‖Y , i) be an Asplund generated scheme. Consider two closed
sets Ω1,Ω2 ⊂ X × R, where Ω1 = epiϕ1, and ϕ1 :X → R is ‖ · ‖X-Lipschitzian in an ‖ · ‖X-
vicinity of some x ∈ Y . Assume that (x,ϕ1(x)) ∈ Ω2. Then
NY (x;Ω1 ∩ Ω2) ⊂ NY (x,Ω1) + NY (x,Ω2).
Proof. Use proposition below and Theorem 2. 
Now we prove the following proposition, which provides a raison d’être for the new con-
cepts ∂Y and NY .
Proposition. Let (X,Y,‖ · ‖X,‖ · ‖Y , i) be an Asplund generated scheme. Let ϕ :X → R be a
function, which is ‖ · ‖X-Lipschitzian in a ‖ · ‖X-vicinity of some x ∈ Y . Then
(i) i∗(∂Y ϕ(x)) = ∂(ϕ|Y )(x) (= ∅),
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(iii) (i∗ × identity)(NY×R((x,ϕ(x)); epiϕ)) = N((x,ϕ(x)); epi(ϕ|Y )) (= {(0,0)}),
(iv) ϕ is Y -SNC at x.
Proof. (i) Take any η ∈ ∂(ϕ|Y )(x). Find yn ∈ Y , εn  0, ηn ∈ ∂ˆεn(ϕ|Y )(yn), n ∈ N, such that
‖yn − x‖Y → 0, εn ↓ 0, and ηn ⇁ η. Find Δ > 0 such that ϕ is Lipschitzian on {x ∈ X;
‖x − x‖X < 2Δ}, with Lipschitz constant L > 0, say. Fix any h ∈ Y , with ‖h‖X = 1. Fix any
n ∈N such that ‖yn − x‖Y < Δ. Then for every ε > 0 there is δ(ε) ∈ (0,Δ) so that
ϕ(y) − ϕ(yn) 〈ηn, y − yn〉−(ε + εn)‖y − yn‖Y
whenever y ∈ Y and ‖y − yn‖Y < δ(ε). Then
〈ηn, y − yn〉 (ε + εn)‖y − yn‖Y + L‖y − yn‖X
for all y ∈ Y , with ‖y − yn‖Y < δ(ε). For 0 < t < δ(ε)/‖h‖Y we have
〈ηn, th〉 (ε + εn)‖th‖Y + L‖th‖X,
and so 〈ηn,h〉 (ε+ εn)‖h‖Y +L. This holds for all ε > 0. Thus 〈ηn,h〉 εn‖h‖Y +L, and for
n → ∞ we get 〈η,h〉 = limn→∞〈ηn,h〉  L. Therefore ‖η‖X∗ = sup〈η,BX ∩ Y 〉  L. Hence
η is “extendable” to X and so η ∈ i∗(X∗). We thus proved that η ∈ i∗(∂Y ϕ(x)). The reverse
inclusion in (i) holds always.
(ii) This follows from the fact ∂∞(ϕ|Y )(x) = {0} as ϕ|Y is ‖ · ‖Y -Lipschitzian. However,
because of further purposes and the ease of the reader, we include the proof. So, take any ξ ∈
∂∞Y ϕ(x). Thus ξ |Y ∈ ∂∞(ϕ|Y )(x). Find then yn ∈ Y , tn ∈ R, (ηn, sn) ∈ N̂((yn, tn); epi(ϕ|Y )),
n ∈ N, so that ‖yn − x‖Y → 0, tn → ϕ(x), ηn ⇁ ξ |Y , and sn → 0. Find Δ > 0 so that ϕ is
Lipschitzian on {x ∈ X; ‖x − x‖X < 2Δ}, with Lipschitz constant L > 0, say. Fix any h ∈ Y ,
with ‖h‖X = 1. Fix any n ∈ N such that ‖yn − x‖Y < Δ. Fix any n ∈ N. (As Y is Asplund, we
can take εn = 0.) Then
lim sup
y→yn, t→tn,
(y,t)∈epiϕ|Y
〈ηn, y − yn〉 + sn(t − tn)
‖y − yn‖Y + |t − tn|  0.
We can easily check that tn > ϕ(yn) implies (ηn, sn) = (0,0). So, next assume that tn = ϕ(yn).
Then for every ε > 0 we can find δ(ε) > 0 so that
〈ηn, y − yn〉 + sn
(
ϕ(y) − ϕ(yn)
)
 ε‖y − yn‖Y + ε
(
ϕ(y) − ϕ(yn)
)
whenever y ∈ Y and ‖y − yn‖Y < δ(ε). (Yes, ϕ|Y is continuous at yn.) Then, as ϕ is Lipschitzian
in ‖ · ‖X-norm, with constant L, we have that
〈ηn, y − yn〉 ε‖y − yn‖Y +
(
ε + |sn|
)
L‖y − yn‖X
whenever y ∈ Y and ‖y − yn‖Y < δ(ε). Thus for 0 < t < δ(ε)/‖h‖Y we have
〈ηn, th〉 ε‖th‖Y +
(
ε + |sn|
)
L‖th‖X,
and so
〈ηn,h〉 ε‖h‖Y +
(
ε + |sn|
)
L.
And, letting ε ↓ 0, we get 〈ηn,h〉  |sn|L. Therefore we obtain 〈ξ,h〉  limn→∞〈ηn,h〉 
limn→∞ |sn|L = 0. This holds for all h belonging to a dense set of the unit sphere of X. Hence
ξ = 0.
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epi(ϕ|Y )), n ∈N, so that ‖yn −x‖Y → 0, tn → ϕ(x), ηn ⇁ η, and sn → s. Then, exactly as in the
proof of (ii), we get that ‖ηn‖X∗  |sn|L for every n ∈ N. Thus ‖η‖X∗  lim supn→∞ ‖ηn‖X∗ 
lim supn→∞ |sn|L = |s|L, and hence (η, s) ∈ i∗(NY×R((x,ϕ(x)); epiϕ)). The reverse inclusion
holds always.
(iv) We have to prove that epiϕ ∩ (Y ×R), that is, epi(ϕ|Y ) is SNC at (x,ϕ(x)) in the space
Y ×R. So, consider yn ∈ Y , tn ∈R, (ηn, sn) ∈ N̂((yn, tn), epiϕ|Y ), n ∈ N, with ηn ⇁ 0, sn → 0.
Then as in the proof of (ii), we get that ‖ηn‖X∗  |sn|L and hence ‖ηn‖Y ∗  ‖ηn‖X∗ → 0 as
n → ∞. 
The next statement is a mean value theorem imitating [8, Theorem 8.2]. For a, b ∈ Y we put
[a, b] = {ta + (1 − t)b; t ∈ [0,1]} and (a, b) = {ta + (1 − t)b; t ∈ (0,1)}.
Theorem 3. Let (X,Y,‖ · ‖X,‖ · ‖Y , i) be an Asplund generated scheme, and a, b ∈ Y . Let
f :X → (−∞,+∞] be a lower semicontinuous function, which is ‖ · ‖X-Lipschitzian on an
‖ · ‖X-open set [a, b] ⊂ Ω ⊂ X, and assume that f (a) < +∞, f (b) < +∞. Then either
(i) there are c ∈ [a, b] and ξ ∈ ∂Y f (c) such that 〈ξ, b − a〉 = f (b) − f (a), or
(ii) there are ξ ∈ ∂Y f (a) and ζ ∈ ∂Y f (b) so that
〈ξ, b − a〉 > f (b) − f (a) > 〈ζ, b − a〉.
Furthermore, if f is continuous on Ω , then (i) holds for either f or for f := −f .
Proof. Note that f |Y is ‖ · ‖Y -lower semicontinuous. An inspection of the proof of Theorem 3.1
from [5] reveals that this statement, originally proved in spaces with Fréchet smooth norm,
can be extended to all Asplund spaces. Indeed, it is enough to use a fuzzy sum rule from
[2, Theorem 3]. Applying then [5, Theorem 3.1], we get that either
(i) there are c ∈ [a, b], a sequence (yn) in Y , such that ‖yn − c‖Y → 0, f (yn) → f (c), and
ηn ∈ ∂ˆ(f |Y (yn)), n ∈N, such that limn→∞〈ηn, b − a〉 = f (b) − f (a), or
(ii) there are sequences (yn), (y′n) in Y , with ‖yn − a‖Y → 0, ‖y′n − b‖Y → 0, and ηn ∈
∂ˆ(f |Y (yn)), η′n ∈ ∂ˆ(f |Y (y′n)), n ∈N, so that
lim
n→∞〈ηn, b − a〉 > f (b) − f (a) > limn→∞〈η
′
n, b − a〉.
Furthermore, if f is continuous on Ω , then (i) holds for either f or for f := −f .
Assume first that (i) occurs. Since ‖yn−c‖X  ‖yn−c‖Y , we may and do assume that yn ∈ Ω
for all n ∈ N. Since f is ‖ · ‖X-Lipschitzian on Ω with constant L, say, an argument like in the
proof of Proposition (i) guarantees that ηn = i∗(ξn) for a suitable ξn ∈ X∗ and that ‖ξn‖X∗  L
for all n ∈ N. We recall that the dual unit ball in X∗ is weak∗ sequentially compact, see, e.g.,
[1, Chapter 2]. Therefore there exists ξ ∈ ∂Y f (c) such that 〈ξ, b − a〉 = f (b) − f (a).
If (ii) occurs we proceed similarly. We again profit from the ‖ · ‖X-Lipschitz property of f |Ω .
The last statement also follows from [5, Theorem 3.1]. 
In Asplund spaces we have a representation formula for the Clarke’s subdifferential ∂C
in terms of the Fréchet limit subdifferential ∂Cϕ(x) = co∗[∂ϕ(x)] provided that ϕ :X → R
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(X,Y,‖ · ‖X,‖ · ‖Y , i), if ϕ :X → R is ‖ · ‖X-Lipschitzian around x ∈ Y , we have
∂Cϕ(x) ⊃ co∗
[
∂Y ϕ(x)
]
.
Indeed, take any ξ ∈ ∂Y ϕ(x). Then ξ |Y = i∗(ξ) ∈ ∂(ϕ|Y )(x). Find yn ∈ Y , with ‖yn − x‖Y → 0,
εn ↓ 0, and ηn ∈ ∂ˆεnϕ|Y (yn) such that ηn ⇁ ξ |Y . Fix any k ∈ Y and find tn ↓ 0 so that 〈ηn, k〉 −
2εn < 1tn (ϕ(yn + tnk) − ϕ(yn)). Then
〈ξ, k〉 lim sup
n→∞
1
tn
(
ϕ(yn + tnk) − ϕ(yn)
)
 ϕ◦(x)(k).
And, as ϕ was ‖ · ‖X-Lipschitzian around x, we get 〈ξ,h〉 ϕ◦(x)(h) for every h ∈ X. Therefore
ξ ∈ ∂Cϕ(x) and the inclusion is proved.
We do not see how to prove the reverse inclusion. Indeed, the Clarke subdifferential uses in
its definition the convergence in the space (X,‖ · ‖X) while ∂Y is defined via the convergence in
(Y,‖ · ‖Y ). Yet there exist expressions for ∂C , in the Asplund generated setting, in terms of other
concepts of ε-subdifferential and even ε-differential, see [3].
Remarks.
(1) Let X be an Asplund generated space. Then, of course, there are plenty of Y ’s witnessing for
X to be Asplund generated. And we do not know if it impossible to define some reasonable
subdifferential not depending on the concrete Y .
(2) Let (X,Y,‖ · ‖X,‖ · ‖Y , i) be an Asplund generated scheme such that X is not Asplund.
Let f :X → R be a Lipschitz concave function which is nowhere Fréchet differentiable
[9, Corollary 2.35]. Then ∂ˆ0f (x) = ∅ for every x ∈ X while our proposition guarantees that
∂Y f (y) is nonempty for every y ∈ Y .
(3) In what follows we shall show which Y can be chosen for some concrete Asplund generated
spaces X.
(a) Let X be a separable Banach space. Let {xn; n ∈ N} be a countable dense set in the
unit ball of X. Define T :2 → X by T (an) =∑∞n=1 an2−nxn, (an) ∈ 2; this is a linear
bounded mapping with dense range. Since the quotient 2/T −1(0) is again a Hilbert
space, we get a linear bounded and injective mapping S :2 → X with dense range. Put
Y = S(2) and define ‖y‖Y = ‖S‖−1‖S−1y‖2, y ∈ Y . Then (Y,‖ · ‖Y ) is isomorphic
with 2, and hence Asplund. Moreover, ‖y‖X  ‖y‖Y for every y ∈ Y .
(b) More generally, let X be a weakly compactly generated Banach space. According to
an interpolation theorem, see, e.g., [1, Theorem 1.2.3], X is Asplund generated, with Y
even reflexive, witnessing for this. Note that the proof of this theorem is constructive,
starting from a given weakly compact subset of X which is linearly dense in it. It should
also be noted that the space C(K) of continuous functions on K is weakly compactly
generated if and only if K is an Eberlein compact, see, e.g., [1, Theorem 1.2.4].
(c) If μ is a finite measure and X = L1(μ), it is enough to take Y = L2(μ) and ‖ · ‖Y =
‖ · ‖L2 . Here, of course L2(μ) is Hilbert, hence an Asplund space. Note that L1(μ) is
also weakly compactly generated.
(d) According to Stegall [10], [1, Theorem 1.5.4], a compact space K is homeomorphic to
a weak∗ compact subset of a dual to an Asplund space if and only if C(K) is Asplund
generated. In this case, the construction of Y requires more care.
M. Fabian et al. / J. Math. Anal. Appl. 322 (2006) 787–795 795(4) We are convinced that our note provides an important tool for extending the nonlinear analy-
sis from the framework of Asplund spaces to a much larger class of Asplund generated
spaces. In particular, we do not see any serious obstacle for extending many results from the
paper [8] in this vein.
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