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$Ax=b$ $x^{l}$ $b+\Delta b$ x$*+\Delta$
$A$ cond$(A)$ :
$\frac{||\Delta x^{*}||_{2}}{||x^{l}||_{2}}\leq$ cond$(A) \frac{||\Delta b||_{2}}{||b||_{2}}.$
$A$ Horn and Johnson [11, Section 5.8]
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Tanaka and Nakata [16]
$n$ $S^{n}$ :
minimize $||X-\overline{X}||$








$0$ [3, Section 10.2].
:
minimize $||X-\hat{X}||$
subject to $X\in \mathcal{S}_{+}^{n},$
cond(X) $\leq\kappa$, (2)
$X_{ij}\geq 0 ((i,j)\in P)$,
$X_{ij}\leq 0 ((i,j)\in N)$ .
$P,N\subset\{1, \ldots,n\}^{2}$












subject to $X\in \mathcal{S}_{+}^{n},$
cond(X) $\leq\kappa,$ (3)
$X_{ii}=1 (i=1,\ldots,n)$ ,
$X_{i;}\geq 0 ((i,j)\in P)$,
$X_{ij}\leq 0 ((i,j)\in N)$ .
$P=N=\emptyset$
Higham [10], $Qi$ and Sun [14]
(1) (1) $\}$
(1) (1) Frobenius
Tanaka and Nakata [17]
[2,7,9]








$|_{subjectto}^{\min imize} x\in C_{i}||x-\urcorner x| (i=1, \ldots,m)$
, (4)
$\hat{}$x $\in \mathbb{R}$n $x\in \mathbb{R}^{n}$ $||\cdot||$ $\mathbb{R}^{n}$
$C_{1},$ $\ldots,C_{m}$ $\mathbb{R}^{n}$ -x im${}_{=1}C_{i}$
(2) $C_{i}$
1 $P_{i}\cap x$ $\hat{x}$ $C$;
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:$|_{subjectto}^{\min imize} x\in C_{i}\Vert x-\neg x.|$
$\frac{ \Delta 1 .(2) ,\epsilon }{1:x^{(0)}m:=\hat{x,}y_{1}^{(0)},..\prime y_{m}^{(0)}:=0andk=0}$
2: while $x^{(k)}$ do
3: $x_{0}^{(k+1)}:=x^{(k)}$





$9$ : end while




3(Han [9, Theorem 4.81). $C_{1},$ $\ldots,C_{p}$ $C_{p+1},\ldots,C_{m}$ $( \bigcap_{i=1}^{p}C_{i})$




$C_{poly}=\{X\in \mathcal{S}^{n} : X_{ij}\geq 0((i,j)\in P),X_{ij}\leq 0((i,j)\in N)\},$
$C_{cond}=\{X\in \mathcal{S}_{+}^{n}$ : cond(X) $\leq\kappa\}.$
(1) $C_{poly}$ :







$\lambda_{\dot{m}n}(X)$ $\lambda_{\max}(X)$ $X$ $\lambda_{\dot{m}n}(\cdot)$ $\lambda_{\max}(\cdot)$
[11, Theorem 2.4.9.2] $C_{cond}$
$C_{cond}$ $A,B\in C_{cond}$ $\alpha\in[0,1]$










$P_{poly}(\cdot)$ $P_{cond}(\cdot)$ $C_{poly}$ $C_{cond}$ $P_{poly}(\cdot)$
(1) $P_{poly}(\cdot)$ :
$[P_{poly}(X)]_{ij}=\{\begin{array}{ll}1 i=j 0 i\neq j X_{i;} \end{array}$
$P_{cond}(\cdot)$ Tanaka and Nakata [16] 2
(1) (1) 2
(1) (1)
5. $\kappa>1$ 2 $\{X_{po1y}^{(k)}\}$ $karrow\infty$ (1)
(1)
$C_{poly}$ 4 $C_{cond}$ $\kappa>1$
$I\in C_{poly}\cap$ int $C_{cond}$ 3 $\{X_{po1y}^{\{k)}\}$
$\square$
6. $\kappa>1$ $\kappa=1$ $C_{cond}$
$\{\alpha I:\alpha\geq 0\}$ $I\in C_{poly}\cap C_{cond}$ 3
2 $(tr(\overline{X})/n)I$
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2 (1) (1) #
$\overline{1:Y_{po1y’}^{(0)}Y_{cond}^{(0)}\cdot=O,X_{po1y}^{(1)}.=P_{poly}(\overline{X}),k=1}$
2: while $X^{(k)}$ dopoly
3: $X_{cond}^{(k+1)};=P_{cond}(X_{po1y}^{(k)}+Y_{cond}^{(k)})$
4: $Y^{(k+1)};=X^{(k)}$ $+Y^{(k)}$ $-X^{(k+1)}$cond poly cond cond
5: $X_{po1y}^{(k+1)}:=P_{poly}(X_{cond}^{(k+1)}+Y_{po1y}^{(k)})$





subject to $\ovalbox{\tt\small REJECT} X=b,$
$X\in \mathcal{S}_{+}^{n,}$
$cond(X)\leq\kappa.$
: $\mathcal{S}^{n}arrow \mathbb{R}^{m}$ $b\in \mathbb{R}^{m},\hat{X}\in \mathcal{S}^{n}$ $X\in \mathcal{S}^{n}$
$C_{poly}=\{X\in \mathcal{S}^{n}; fflX =b\}$
$\ovalbox{\tt\small REJECT}^{T}$ : $\mathbb{R}^{m}arrow S^{n}$ :
$P_{poly}(\hat{X})=\hat{X}+ffl^{T}(\ovalbox{\tt\small REJECT}_{t}\hslash^{T})^{-1}(b-\ovalbox{\tt\small REJECT}\overline{X})$.









$U\in \mathbb{R}^{n\cross n}$ $\hat{X}=U+U^{T}$ $P$ $N$ $\hat{X}$
$2n$ $\kappa=10^{6}$
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(1) (1) 1 2 $un”$
’/ [ ]’/ ’/ ’/
1 (1) 2 (1)
$\overline{\hslash_{\iota}fi_{\backslash }^{\backslash }k}\overline{ }$$-$ $n$ – [ ] [ ]20 $3.5\cross 10^{-1}$ $5.6\cross 10^{-2}$ 98 20 $3.7\cross 10^{-1}$ $5.5\cross 10^{-2}$ 9730 $1.1\cross 10^{0}$ $9.7\cross 10^{-2}$ 133 30 $9.7\cross 10^{-1}$ $9.9\cross 10^{-2}$ 13040 $3.1\cross 10^{0}$ $9.7\cross 10^{-2}$ 94 40 $3.3\cross 10^{0}$ 1.$7x10^{-1}$ 154
50 $9.1\cross 10^{0}$ $1.1\cross 10^{-1}$ 75 50 $8.8\cross 10^{0}$ $2.3\cross 10^{-1}$ 176
60 $2.6\cross 10^{+1}$ $1.3\cross 10^{-1}$ 79 60 $2.7\cross 10^{+1}$ $2.9\cross 10^{-1}$ 186
70 $1.0\cross 10^{+2}$ $1.8\cross 10^{-1}$ 78 70 $1.0\cross 10^{+2}$ $3.7\cross 10^{-1}$ 195
80 $3.1\cross 10^{+2}$ $1.7\cross 10^{-1}$ 70 80 $3.1\cross 10^{+2}$ $4.8\cross 10^{-1}$ 211
90 $7.4\cross 10^{+2}$ $2.3\cross 10^{-1}$ 69 90 $7.9\cross 10^{+2}$ $7.1\cross 10^{-1}$ 219




3 (1) 4 (1)
$n$ [ ] $n$ [ ]
$128 4.3\cross 10^{-1} 60 128 1.1\cross 10^{0} 237$
$256 1.4\cross 10^{0} 49 256 6.0\cross 10^{0} 308$
$512 5.1\cross 10^{0} 45 512 4.5\cross 10^{+1} 402$
$1024 2.4\cross 10^{+1} 42 1024 2.7\cross 10^{+2} 481$
$2048 1.5\cross 10^{+2} 38 2048 2.5\cross 10^{+3} 654$
$4096 1.1\cross 10^{+3} 36 4096 2.5\cross 10^{+4} 826$
$8192 8.4\cross 10^{+3} 35 8192 2.7\cross 10^{+5} 1115$
$\{X_{po1y}^{(k)}\}$ $X^{\cdot}$
(1) $n=100$ $\{X_{po1y}^{(k)}\}$
$||X_{po1y}^{(k)}-X’||$ 1 $\{X_{po1y}^{(k)}\}$ $X$: 1
(1) $n=100$ ( 2).
40
1 (1) $||X_{po1y}^{(k)}-X^{*}\Vert_{F}$ 2 (1) $||X_{po1y}^{(k)}-X^{*}||_{F}$
4








( ) Frobenius $||X||_{p}=\sqrt{\sum_{i,j}X_{ij}^{2}}$
$||H\circ X||_{F}=\sqrt{\sum_{i,j}H_{ij}^{2}X_{ij}^{2}}$
$P_{cond}(\cdot)$
Tanaka and Nakata [16] 2
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