We consider a spin imbalanced Fermi gas at zero temperature in the normal phase and located on the BCS side of the BCS-BEC crossover. We compute the critical polarization for pairing, the correlated occupation numbers and the contact in the framework of particle-particle RPA (Tmatrix approach). The so-called renormalized RPA consists in computing the T -matrix with selfconsistently determined occupation numbers. In this way, the result for the critical polarization, strongly overestimated in standard RPA, is clearly improved. We also discuss some problems of this approach.
what is known in nuclear physics as the particle-particle Random-Phase Approximation (pp-RPA) which was applied to polarized Fermi gases in [18] . The pp-RPA gives satisfactory results on the BCS side for not too strong interaction but at unitarity it overestimates strongly the critical polarization.
From a general perspective, the RPA describes correlations in the medium, e.g., the correlation energy or correlated occupation numbers, starting from an uncorrelated ground state. In this sense, the RPA is not fully consistent. Different extensions of RPA were developed to take into account these correlations in a more consistent way. One of them is the self-consistent RPA (SCRPA) [19] [20] [21] , which is based on the correlated RPA ground state. In practice, however, the SCRPA is very difficult to implement except in simple toy models. An approximation to the SCRPA is the renormalized RPA (r-RPA) [22, 23] , which instead of using the correlated ground state uses only the correlated occupation numbers in the calculation. The inclusion of the correlated occupation numbers can be expected to solve, at least partially, the problem of the critical polarization in the polarized Fermi gas at zero temperature.
Our article as organized as follows. In Sec. II, we recall briefly the pp-RPA formalism and describe the basic idea of the self-consistent processing of the occupation numbers. We use two differents methods to obtain the occupation numbers, one based on the Dyson equation truncated at first order and the other using the full Dyson equation. We will discuss the results obtained for the occupation numbers and the contact. In Sec. III, we present the calculation of the critical polarization, first in the case of RPA and then in the case of the r-RPA. Finally, we conclude in Sec. IV.
II. SELF-CONSISTENT OCCUPATION NUMBERS
A. Recapitulation of pp-RPA at zero temperature Let's start by recalling the pp-RPA for a zerotemperature polarized fermion gas. The fact of being at zero temperature implies fixing the densities of up and arXiv:1908.00530v1 [cond-mat.quant-gas] 1 Aug 2019 down populations, denoted ρ ↑ and ρ ↓ , unlike at finite temperature where the chemical potentials are fixed. The polarization P of the gas is then defined as
assuming ρ ↑ > ρ ↓ as convention. The pp-RPA is based on the formalism of the inmedium T matrix which is written as the sum of ladder diagrams. In the case of cold atoms, it is appropriate to take a contact interaction with coupling constant g. The vertex function Γ is written as
with J(k, ω) = J hh (k, ω) + J pp (k, ω), including both particle-particle (pp) and hole-hole (hh) propagation. The function J needs to be regularized [24] which gives the following expressions:
with ε k = k 2 /(2m), n ↑ and n ↓ the occupation numbers of spin up and down, andn σ = 1 − n σ where σ corresponds to the spin. In the case of standard RPA, the expression of n σ is n σ (k) = θ(k σ F − k). To calculate the correlated occupation numbers n σ in standard RPA, one uses the Dyson equation truncated at first order, i.e.,
where G is the dressed Green's function, G 0 the bare Green's function and Σ the self-energy. This is the same approximation that is used at finite temperature in the NSR theory [11] . The general expression for the occupation numbers reads [25] 
The resulting expressions for the occupation numbers of the holes and particles are respectively [18] 
where
F )/(2m) is the energy separating the two-particle and two-hole continua andσ denotes the spin opposite to σ. The occupation numbers that we obtain can be decomposed into a continuous part n c and a step of height
On the one hand, the procedure of keeping in Eq. (6) only the first order in the self-energy makes it possible to satisfy the Luttinger theorem, i.e., that the correlations do not modify the densities of the gas. On the other hand, it leads to a pathology when the interaction becomes too strong, the height of the step Z becoming negative (and occupation numbers can become negative, too) [18] .
B. Renormalized pp-RPA
The idea of renormalized RPA (r-RPA) is to reuse the pp-RPA formalism presented in the preceding subsection but in which the occupation numbers in Eqs. (4) and (5) are no longer Heaviside functions but the correlated occupation numbers writted in Eq. (10) .
By including the correlations (Z σ < 1) in the calculation of the two-particle propagator J, the logarithmic singularity of Re J, responsible for the instability of the normal phase [25] , will be reduced. This can be seen in Fig. 1 , where we show J(k, ω) for small non-vanishing k for better visibility. This softening of the singularity will allow the normal phase to remain stable at lower polarization.
With this formalism, the results of the pp-RPA can be considered as the first iteration of the self-consistent calculation. To carry out the iteration, the correlated occupation numbers are calculated according to Eqs. (8) and (9) and are reinjected into the functions J, Eqs. (4) and (5) . This procedure is repeated until convergence is reached. One important thing to notice is that the converged result is independent of the initial occupation numbers. The comparison between the RPA and r-RPA occupation numbers is shown in Fig. 2 for different values of the interaction strength. For weak interactions, i.e., |a k ↑ F | < 1, the r-RPA provides virtually no correction to the RPA. In contrast, for stronger interactions, the r-RPA reduces the value of Z more strongly than the RPA calculation. Therefore the self-consistent treatment does not cure the pathology of RPA that the value of Z becomes negative for interactions that are too strong; on the contrary, the negative step appears already for weaker interactions (for instance, in Let us note that it follows from the spectral representation of the two-particle Green function J (see chapter 15.2 of [26] ) that in principle the two-hole continuum of Im J hh should be restricted to energies below Ω F and the two-particle continuum of Im J pp to energies above Ω F , as it is the case in standard pp-RPA. In the selfconsistent treatment, i.e., by including the correlations in the calculation of J, we see that the two-particle continuum J pp extends into the two-hole continuum and vice versa as shown in Fig. 3 . This is a general problem of the r-RPA approach.
C. Contact
A very interesting property of the occupation numbers is the asymptotic behavior of the momentum distribution tails. In the case of a contact interaction, the asymptotic behavior (k k σ F ) follows a power law, i.e., n σ (k) ∼ C/k 4 , where the coefficient C, which is called contact [27, 28] , is independent of the spin. This relationship has been restated in a field theory context in Ref. [29] . The value of the contact C is related to different thermodynamic properties of the Fermi gas [28, 30] . Figure 4 shows the dependence of the contact C on the interaction and polarization parameters for the RPA and the r-RPA. Note that the value of the contact is almost identical within the RPA and the r-RPA, we do not know if the small difference between these curves is only due to the numerical precision or not. In the limit of weak interaction (large −1/(a k 
The blue line is the imaginary part of J for holes and the red dashed line for particles. As can be seen each curve extends into the energy zone of the other.
in Fig. 4 . 
D. Occupation numbers calculated with the full Dyson equation
The problem of the negative step that appears in the RPA when the interaction becomes too strong is not improved by the self-consistent treatment. One way to cure this pathology is to use the complete Dyson equation instead of the truncated version (6) presented in Sec. II A, i.e., to dress the Green function as
When we consider the complete equation (11) to calculate the occupation numbers, the self-energy Σ must be explicitly calculated, which is not the case when using the first-order truncated Dyson equation (6) as done before. The expressions for the self-energy Σ = Σ hh + Σ pp are given by [18] 
and the corresponding real parts are calculated with a dispersion relation. Then we calculate the spectral function
We have introduced the quantity U σ = Re Σ σ (k F , ε F ) to take into account the shift of the Fermi energy caused by the real part of Σ. A useful property of the spectral function is
The occupation numbers are obtained from
with + for holes and − for particles. To avoid having to integrate the peak present in the spectral function when calculating the occupation numbers of the holes, we use Eq. (15) that normalizes the spectral function and integrate over the complementary interval where there is no peak. Finally this leads to the formulas
By comparing the results of this method, denoted RPA(∞), and those of the standard RPA (RPA(1st)), we see in Fig. 5 that the occupation numbers within the RPA(∞) are less modified than those within RPA(1st).
In particular, the negative step disappears even at the strongest interactions. Roughly speaking, since Z 1st 1 + dΣ/dω and Z ∞ 1/(1 − dΣ/dω) the step heights of the two methods are related by Z 1st 2 − 1/Z ∞ . For weak interactions, both methods give similar results.
To set up self-consistency, we adopt the same approach as in Sec. II B. Figure 6 shows the difference of the occupation numbers calculated with the r-RPA(1st) and r-RPA(∞). Again, in the occupation numbers calculated with the full Dyson equation, the problem of the negative 
The solid blue lines represent the occupation numbers calculated with RPA(1st), i.e., the truncated Dyson equation (6) and the dashed red lines represent the occupation numbers calculated with RPA(∞), i.e., the complete Dyson equation (11) . The polarization is fixed at k
↓ calculated with RPA(∞) decreases much less than with the RPA(1st). step (and even negative occupation numbers) present in the r-RPA(1st) has disappeared.
However there is a price to pay. If we define ρ
2 ), the Luttinger theorem [32] states that the density ρ σ calculated as the integral of the correlated occupation numbers satisfies the relation ρ σ = ρ L σ . As shown in [18] this is exactly fulfilled within RPA(1st), but it is no longer true if the occupation numbers are calculated with the full Dyson equation (RPA(∞)). More quantitatively, we define the relative error ∆ Table I shows the violation of the Luttinger theorem for one specific example (a k
We see that only the RPA(1st) satisfies the Luttinger theorem exactly. However, the r-RPA(1st) violates the Luttinger theorem only very slightly and the error observed can be due to the accumulation of numerical er- rors. The RPA(∞), on the contrary, clearly violates the Luttinger theorem and therefore the r-RPA(∞), too. At stronger interactions, the violation within RPA(∞) and r-RPA(∞) can be much worse, e.g., near the critical polarization at the unitary limit (see Sec. III C).
III. CRITICAL POLARIZATION A. FFLO transition
The Thouless criterion [33] states that the superfluid transition occurs when a pole appears in the T matrix at ω = Ω F , i.e., 1/g − J(k, ω = Ω F ) = 0. As long as the condition 1/g − J(k, Ω F ) < 0 is fulfilled for all k, we are in the normal phase as shown in Fig. 7 .
In the case of a non-polarized gas at finite temperature, approaching T c from above, the instability of the normal phase sets in first at k = 0. However, in the case of a polarized gas, the difference between the Fermi levels favors the creation of pairs with non-zero total momentum, resulting in the emergence of a new type of superfluidity called FFLO phase [1, 2] . Now we look for the appearance of the pole when approaching P c from above. Considering 1/g − J(k, Ω F ) as function of k for different values of P , as shown in Fig. 7 , we notice that the pole at k = 0 appears at a higher polarization than the one at k = 0. The value of k at which the pole appears first, coming from strong polarization, is denoted k FFLO . It more or less corresponds to the wave vector of the order-parameter oscillations in the FFLO phase. We define k FFLO by
To determine the critical polarization, we must therefore determine the value of P such that
B. Implementation of self-consistency
For a fixed value of k ↑ F , the method to find the critical polarization is to determine the zero of 1/g−J(k FFLO , Ω F ) as a function of P , i.e., in practice as a function of k
This curve is shown in Fig. 8 . Small values of k 
as function of k for three values of polarization P . At the polarization associated with the blue dashed line, the system is in the normal phase. The green solid line is at the critical polarization where the function vanishes for a value of k which corresponds to kFFLO. The red dash-dotted line is obtained for the value of the polarization which gives the pole at k = 0 (BCS superfluidity), but it lies already in the FFLO superfluid region.
, we are in the normal phase, otherwise we are in the superfluid phase which cannot be described with our theory.
However, it is impossible to compute this curve for the r-RPA up to the corresponding k To avoid going through the superfluid zone, we need to find initial conditions that maximize the correlations and at the same time k ↓ F,c so that it decreases with each iteration. Fortunately the result is independent of the initial occupation numbers. The occupation numbers for the initialization are constructed from those calculated with the RPA by artificially increasing as much as possible the correlated part δn Fig. 9 ). We then use the procedure described in the preceding section to find the k FFLO and the critical value of k ↓ F . An interesting thing to note about the value of k FFLO is that it does not seem to change in the self-consistent iteration as can be seen in Fig. 10 .
C. Phase diagram
The phase diagram obtained with the r-RPA(1st) and r-RPA(∞) giving the critical polarization as a function of the interaction strength is presented in Fig. 11 . We see that, as expected, the critical polarization in r-RPA is always lower than in RPA. Notice that the r-RPA(1st) (red lines) breaks down at interactions stronger than
−0.675 where a negative step appears in the occupation numbers. Nevertheless, it is still possible to reach convergence and these results are shown as red dotted lines in Fig. 11 . In contrast to the r-RPA(1st), the r-RPA(∞), shown as the green dashed lines, allows us to describe the whole range of interactions up to the unitary limit, since a negative step does not appear. At weak interaction, the computation with r-RPA(∞) gives the same result as r-RPA(1st) which is obvious since the occupation numbers are practically the same in this case. In the unitary limit, standard RPA predicts P c = 0.834 which corresponds to the result one obtains in meanfield including the possibility of the FFLO phase but no phase separation [34] , while the experimental result is P c = 0.36 [5] . Thus the r-RPA(∞) result of P c = 0.543 (thick dashed line) would be a significant improvement compared to the RPA, although the experimental point is still lower than the theoretical prediction. However this low P c is to some extent a consequence of the violation of the Luttinger theorem. In fact, if one computes P c under the assumption that the Luttinger theorem is satisfied, i.e., P
, one obtains only a weaker reduction from 0.834 to 0.709 (thin dashed line).
Since in RPA(1st) the Luttinger theorem is exactly fulfilled, we have P L c (RPA(1st)) = P c (RPA(1st)) (thin blue line). Since the RPA(∞) uses the same uncorrelated occupation numbers as the RPA(1st), it is clear that also P L c (RPA(∞)) = P c (RPA(1st) ). The reduction of P c (RPA(∞)) (thick blue line) near unitarity is therefore only due to the violation of the Luttinger theorem. The violation of the Luttinger theorem in RPA(∞) and r-RPA(∞) gets stronger and stronger as we approach the unitary limit. It becomes visible in the region of interaction and polarization parameters where the RPA(1st) and r-RPA(1st) give a negative step. On the contrary, for the r-RPA(1st), we have P c (r-RPA(1st)) P L c (r-RPA(1st)) for all values of interaction, therefore we tend to suspect that the Luttinger theorem is fulfilled for the r-RPA(1st) and that the small discrepancy comes from the accumulation of numerical errors. Finally, treating the RPA with the Dyson equation avoids occupation numbers with negative steps but there are still unphysical features.
It should also be noted that our theory predicts a second-order phase transition from the normal phase to the superfluid FFLO phase, whereas experimentally, at the unitary limit, it seems to be a first-order phase transition with phase separation into an unpolarized superfluid and a polarized normal phase [3, 4] . However, as it was pointed out, e.g., in [8] , the harmonic potential of the trap makes it difficult to detect the FFLO phase. Furthermore, FFLO and phase separation can perhaps be reconciled by interpreting the FFLO phase as a periodic "micro-phase separation" [8] .
IV. CONCLUSION
We have implemented a self-consistent calculation of the occupation numbers in the formalism of the r-RPA. On the one hand, in the context of polarized Fermi gases, this method is interesting because it reduces the critical polarization at T = 0 that is strongly overestimated with RPA. The r-RPA is therefore an improvement in the description of this system. On the other hand, the formalism does not cure the pathologies specific to the RPA and moreover loses the property to preserve the number of particles. One way to cure the pathology related to the negative step is to consider the complete Dyson equation. This method does not conserve the number of particles but it gives at least physical occupation numbers for arbitrary strength of interaction.
Other self-consistent calculations exist to treat inmedium correlations in cold atoms. These numerically demanding methods are based on the self-consistent Green functions also called Luttinger-Ward formalism at finite temperature. These methods were applicated to study the finite temperature BCS-BEC crossover, in particular the phase diagram of non-polarized [35, 36] and polarized [37] gases. In [38] , it was shown that within the Luttinger-Ward formalism, the Luttinger theorem is exactly fulfilled with the full Dyson equation.
As mentioned before, the FFLO phase arouses a strong interest, in particular its competition with the phase separation [39] [40] [41] [42] . It is also studied in the context of imbalanced gases with two components of different masses [43] .
