Abstract. In this paper we obtain a global characterization of the dynamics of even solutions to the one-dimensional nonlinear Klein-Gordon (NLKG) equation on the line with focusing nonlinearity |u| p−1 u, p > 5, provided their energy exceeds that of the ground state only sightly. The method is the same as in the three-dimensional case [15], the major difference being in the construction of the center-stable manifold. The difficulty there lies with the weak dispersive decay of 1-dimensional NLKG. In order to address this specific issue, we establish local dispersive estimates for the perturbed linear Klein-Gordon equation, similar to those of Mizumachi [14] . The essential ingredient for the latter class of estimates is the absence of a threshold resonance of the linearized operator.
Introduction
In this paper we address the long-time evolution of solutions to the nonlinear Klein-Gordon equation Our goal in this paper is to prove the following result, where
is the conserved energy. have the property that the solutions u(t) of (1.1) associated with these data exhibit the following trichotomy:
• u blows up in finite positive time
• u exists globally and scatters to zero as t → ∞ • u exists globally and scatters to Q, i.e., there exist (v 0 , v 1 ) ∈ H 1 × L 2 with the property that (u(t),u(t)) = (Q, 0) + (v(t),v(t)) + o H (1) t → ∞ (1.5)
for some free Klein-Gordon solution (v(t),v(t)) ∈ H 1 × L 2 .
In addition, the set of even data as in (1.4) splits into nine nonempty disjoint sets corresponding to all possible combinations of this trichotomy as t → ±∞.
Moreover, we obtain a characterization of the threshold solutions, i.e., those with energies E( u) = E(Q, 0), cf. [5] , [6] . In fact, we find the following. Corollary 1.2. The even solutions to (1.1) with energy E( u) = E(Q, 0) can be characterized as follows:
• they blow up in both the positive and negative time directions
• the exist globally on R and scatter as t → ±∞ • they are constant ±Q • they equal one of the following solutions, for some t 0 ∈ R:
σW + (t + t 0 , x), σW − (t + t 0 , x), σW + (−t + t 0 , x), σW − (−t + t 0 , x)
where (W ± (t, ·), ∂ t W ± (t, ·)) approach (Q, 0) exponentially fast in H as t → ∞, and σ = ±1. As t → −∞, W + scatters to zero, whereas W − blows up in finite time.
As usual, the image of W ± and Q form a one-dimensional stable manifold associated with (Q, 0), cf. [2] . The unstable manifold is obtained by time-reversal. Moreover, the solutions in Theorem 1.1 which scatter to Q form a C 1 manifold 1 in H of co-dimension 1 which is the center-stable manifold associated with (Q, 0). The center manifold is obtained by the transverse intersection of the two center-stable manifolds corresponding to t → ±∞, respectively. We remark that the case of energies E( u) < E(Q, 0) was settled in [18] . There it was found that one either has global existence or blowup in both time directions. That global existence entails scattering to zero was only recently shown in [8] .
The restriction p > 5 in Theorem 1.1 appears to be a technical one; in fact, it seems reasonable to believe that Theorem 1.1 remains valid in the range p > 3, and possibly even for some p ≤ 3. At p = 3 the linearized operator L + has a threshold resonance which might affect the result. But more importantly, in the range p < 5 small data scattering cannot be done on the basis of Strichartz estimates alone which is of course a serious obstacle at this point. The case p = 5 is perhaps accessible, but we exclude it here (as in [8] ). We remark that unlike the NLS case, the hyperbolic structure underlying our proof of Theorem 1.1 is still present for all 1 < p ≤ 5. This refers to the fact that the structure of the spectrum of the linearized form of (1.1) around Q does not change significantly.
This paper is closely related to [15] , and for many details in the following section we refer the reader to that paper. The main difference lies with the construction of the center-stable manifold. The radial assumption in [15] was removed in [17] , and we expect similarly that one can obtain Theorem 1.1 for all data, and not just even ones; but we do not pursue that here. Finally, see [16] for similar results on three-dimensional cubic NLS, and [12] for the critical wave equations in three and five dimensions.
Global existence vs. finite time blowup
In this section we recall the statement and proof of the "nine set theorem" from [15] . That theorem is weaker than Theorem 1.1 in the sense that "scattering to Q" is replaced by "trapped by Q", which means that the solution remains in a small neighborhood of Q for all times (positive or negative). In the following section we shall than take up the issue of proving that trapped by Q actually implies the stronger scattering property. This amounts to proving the existence of a centerstable manifold as in [15] . It is at that point that this paper differs most from [15] , due to the fact that the one-dimensional equation exhibits much less dispersion than the three-dimensional one. Let u = (u,u) and set 2.1. Hyperbolic and variational structures. We now recall the main steps in the three-dimensional proof from [15] , which in essence carries over to the onedimensional case with only minimal changes. Next to the conserved energy E, we require the "static energy" or "action"
and the functionals (x∂ x + ∂ x x) the generator of dilations. It is standard that ±Q(· + x 0 ) as in (1.2) are the only solutions of the static equation
which are in H 1 , and they uniquely minimize J(φ) subject to K s (φ) = 0, s = 0, 2. Setting
where σ = ±, one obtains
where
. We now define
where 0 < δ E ≪ 1 and χ is a suitable cut-off function so that
The eigenmode dominance and the ejection process from [15] carry over to this setting without changes. For the sake of completeness, we reproduce these statements here, but refer the reader to [15] for the proofs.
The following ejection lemma is most important in the proof of Theorem 2.1 and Theorem 1.1. It states that a solution which penetrates a small neighborhood of ±(Q, 0) deep enough (compared to ε) in H ε , but which is not trapped by these equilibria, is necessary ejected from the neighborhood via the exponentially increasing mode. The nontrapping here is formulated via the condition 
and for some t 0 ∈ (0, T ),
Then d Q ( u(t)) increases monotonically until reaching δ X , and meanwhile,
for either s = +1 or s = −1, where C * ≥ 1 is a constant.
One point in which the proofs depend on the dimension and the power of the nonlinearity is the linearization of the K functionals. Here they are
Next, we require the following variational lower bounds, which are proved as in dimension three (but one needs to use the concentration compactness principle as in [17] ).
12)
one has either
Combining the signs of λ and K s one now obtains a global sign functional.
Lemma 2.5. Let δ S := δ X /(2C * ) > 0 where δ X and C * ≥ 1 are constants from Lemma 2.3. Let 0 < δ ≤ δ S and 
where we set sign0 = +1 (a convention for the case u = 0).
The free energy is uniformly bounded in the region S = 1. More precisely, one has the following result.
For the proofs of these statements, see [15] .
2.2.
Absence of almost homoclinic orbits. In the section, we recall the onepass theorem from [15] . We present the proof of this result for the sake of completeness. We begin with the following result on global scattering which excludes the degenerate case of K 2 (u(t)) > 0 being to small for too long. 
for some µ ∈ (0, µ 0 ]. Then u extends to a global solution and scatters to 0 as t → ±∞, and moreover
Proof. First we see that u can be approximated by the free solution
This follows simply from the Duhamel formula
where we used Hölder's inequality, Sobolev embedding, and p ≥ 5. In particular,
, where v denotes the Fourier transform in x of v. Now we use the Strichartz estimate for the free Klein-Gordon equation
, see (3.39) below. Combining it with Sobolev, we obtain with p > 5 fixed, α, q as in (2.18), and β = 1 2
if µ 0 is sufficiently small depending on M. Therefore, we can identify u as the fixed point for the iteration in the global Strichartz norm
which automatically scatters.
Using the constants in Lemmas 2.3-2.7, we choose ε * , δ * , R * , µ > 0 such that
Suppose that a solution u(t) on the maximal existence interval I ⊂ R satisfies for some ε ∈ (0, ε * ], R ∈ (2ε, R * ], and τ 1 < τ 2 < τ 3 ∈ I,
Then there exist T 1 ∈ (τ 1 , τ 2 ) and T 2 ∈ (τ 2 , τ 3 ) such that
Lemma 2.5 gives us a fixed sign
Based on the exact same virial identity as in [15] , viz.
with some suitable time-dependent cut-off w (for which the error is controlled by the energy outside of some space-time rhombus) we now obtain the following result.
Theorem 2.8 (One-pass theorem). Let ε * , R * > 0 be as in (2.19) . If a solution u of NLKG on an interval I satisfies for some ε ∈ (0, ε * ], R ∈ (2ε, R * ], and τ 1 < τ 2 ∈ I,
Moreover, there exist disjoint subintervals I 1 , I 2 , · · · ⊂ I ′ with the following property: On each I m , there exists t m ∈ I m such that
where s := S( u(t)) ∈ {±1} is constant, d Q ( u(t)) is increasing for t > t m , decreasing for t < t m , equals to δ X on ∂I m . For each t ∈ I ′ \ m I m and s = 0, 2, one has
By the monotonicity, we can keep applying the above theorem at each t > τ 2 until d Q ( u) reaches R * . Besides, one concludes that at any later time t m > τ 2 necessarily d Q ( u) > R * . In other words, u cannot return to the distance R * to ±Q, after it is ejected to the distance δ X > R * .
2.3. Blowup in S = −1. If follows from the one-pass theorem that the sign S stabilizes, i.e., if u(t) exists on some maximal time-interval I = [0, T * ), then there is 0 < T 0 ∈ I with the property that S( u(t)) = 1 or −1 on T 0 < t < T * . We now show by the usual Payne-Sattinger convexity argument that necessarily T * < ∞ if S( u(t)) = −1.
Suppose not, and define y(t) = u(t)
implies together with the uniform negative upper bound on K 0 (u(t)) for large times that y(t) → ∞ as t → ∞. In particular,
for large times, whence also, with α =
for large times. But this is a contradiction to y(t) → ∞.
2.4.
Global existence and scattering in S = 1. It is clear that T * = +∞ if S = 1. Indeed, this follows from the fact that K 0 (u(t)) ≥ 0 forces
for all times. On the other hand, scattering is harder but can be obtained via the Kenig-Merle by essentially the exact same arguments as in [15] . The only difference is that the Bahouri-Gerard [3] (as well as Merle-Vega [13] ) decomposition and the perturbation lemma need to be stated in terms of Strichartz norms of the 1-dimensional equation. But this has already been done in [8] , and we see no reason to write this out again. Hence, we now obtain the following scattering result in this case.
The proof of Theorem 2.1 now follows by the exact same arguments as in [15] .
Perturbation theory near the soliton for even solutions
The goal of this section is to construct the center-stable manifold near Q for even solutions of the NLKG equation (1.1). Due to the lack of adequate dispersion in one dimension, we will need to invoke weighted estimates in our construction similar to those appearing in [14] . To formulate the theorem, we recall the basic hyperbolic/dispersive dynamics near the soliton. Linearizing (1.1) around Q yields the operator
which has a ground state L + ρ = −k 2 ρ, k > 0, ρ > 0, a zero eigenvalue L + ∂ x Q = 0, no other eigenvalues, and no threshold resonance (provided p > 3, which is the sharp condition for these properties), see for example [11, Lemma 9.1] . Similarly,
has no negative spectrum, Q as a ground state since L − Q = 0, and no other eigenvalues, and no threshold resonance (again for p > 3).
We now seek solutions of the form 2 u = Q + v = Q + µρ + w with v small, and w ⊥ ρ. We write u = (u,u). 
at (Q, 0) in the sense that
Any data (u 0 , u 1 ) ∈ M lead to global evolutions of (1.1) of the form u = Q + v = Q + µρ + w where v satisfies
and scatters to a free Klein-Gordon solution in H, i.e., there exists a unique free Klein-Gordon solution w ∞ such that
Finally, any solution that remains inside B ν (Q, 0) for all t ≥ 0 necessarily lies entirely on M, and M is invariant under the flow for all t ≥ 0.
The regularity of the graph M is better than C 1 (depending on p), but for general p the nonlinearity is not smooth and one can therefore not expect M to be smooth (if the nonlinearity is given by an integer power such as p = 5, 7 then M is smooth). The remainder of this section is devoted to proving this result. As in [14] , [4] , we shall use weighted L ∞ x L 2 t bounds to overcome the weaker dispersion in one dimension. These estimates hinge on the fact that L ± have no threshold resonance which is reflected by the regularity of the spectral measure near zero energy. The latter then guarantees faster local decay of the Klein-Gordon evolutions relative to L ± . To obtain these bounds we shall use the distorted Fourier transform.
3.1. The distorted Fourier transform. We begin by recalling the distorted Fourier transform relative to a Schrödinger operator on the line
with real-valued potential. In our case
for suitable α, β > 0, but for the moment we only need V ∈ L 1 loc (R) and L in the limit-point case at ±∞. This material is of course standard, see for example Section 2 of [7] . Define φ α (x, x 0 ; z), θ α (x, x 0 ; z) to be the fundamental system of solutions of
where x 0 ∈ R and α ∈ [0, π). Their Wronskian is
The Weyl-Titchmarsh solutions are defined as the unique solutions ψ ±,α (·, x 0 ; z) ∈ L 2 ([x 0 , ±∞), dx) for z ∈ C \ R which satisfy the boundary condition ψ ′ ± (x 0 , x 0 ; z) sin α + ψ ± (x 0 , x 0 ; z) cos α = 1 This boundary condition ensures that
and the Wronskian
The Weyl-Titchmarsh functions m ±,α are Herglotz functions, and the associated Weyl-Titchmarsh matrix
is a Herglotz matrix. This implies that there exists a nonnegative 2 × 2-matrix valued measure Ω α (dλ, x 0 ) so that the representation
holds. The measure Ω α satisfies
The matrix measure Ω α plays the role of the spectral measure, as can be seen from the following Fourier representation relative to L.
This Fourier transform establishes a unitary correspondence between L 2 (R, dx) and
For example, for the free case one finds that, with α = 0, x 0 = 0,
This can be seen to lead to the usual Fourier transform on the line, but written as sin, cos transform, with the Fourier variable in the positive half-axis.
3.2. The wave operators. Throughout this section, we will assume for simplicity that the potential V in (3.6) is a Schwartz function. Although much less is required for the following results to hold, it will be sufficient for our purposes to do so (since the soliton is a Schwartz function). Recall that the wave operators
exist and are isometries
as an identity between projection valued measures, where E 0 , E L are the spectral resolutions of −∂ 2 x and L, respectively. One refers to (3.16) as the "intertwining property". It is equivalent to the statement that
for every continuous, bounded f on the line. Weder [19] and Artbazar, Yajima [1] , proved that under our assumptions, the wave operators W ± are bounded on all W k,p , k ≥ 0, 1 < p < ∞. This is very useful, as it allows one to transfer estimates from the free case to L by means of (3.17). For example, one has the following multiplier result.
Then m is a bounded Fourier multiplier on P c (L)L p (R) for 1 < p < ∞. By "Fourier multiplier" we mean a function m(λ) that multiplies both components of the vector h α in Proposition 3.2.
Proof. With F denoting the distorted, and F 0 the free (as in (3.15)) Fourier transforms, respectively, one has
where M m is the component-wise multiplication operator by m(λ).
3.3.
Specializing to L ± . Now we consider the case of L : (3.7) . In fact, we shall only use here that V is an even Schwartz function and that L has no zero energy resonance. Recall that this means that there is no globally bounded solution of Lf = 0. Note that the free case does have a zero energy resonance, as does
which is the operator one obtains from linearizing the cubic NLKG equation. Perturbatively in λ, we now obtain from u j,+ (x) unique eigenfunctions u j,+ (x, λ) satisfying Lu j,+ = λu j,+ , as well as for small λ and |λx 2 | ≪ 1,
Indeed, u j,+ (x, λ) are given in terms of the Volterra equations
Similarly, the Jost solutions
As usual, this follows from the Volterra representation of these functions. Moreover, one has
Therefore, for any small ε > 0
as λ → 0. In conclusion,
where c 0 , c 1 ∈ R with c 0 = 0. The matrix in (3.10) is
and the measure Ω 0 (λ) satisfies, for small λ, by (3.12)
For large λ, the free representation (3.15) describes Ω 0 to leading order.
Evolution estimates.
We now establish some estimates on the Klein-Gordon evolution relative to L ± on the line. These are analogous to those for the Schrödinger evolution obtained in [14] .
Lemma 3.5. Let L ± be as in (3.1), (3.2), respectively, with p > 3. Then one has the following bounds
for all Schwartz functions f on the line.
Proof. We begin with the first. Write w(x) = x −1 . Then by duality we need to estimate, with g = g(t, x), and F denoting the distorted Fourier transform of Proposition 3.2,
where Ω 0 (dλ) = diag(µ 1 , µ 2 ) dλ, and θ, φ are θ 0 (x, 0; z), φ 0 (x, 0; z) from above. Here λ denotes the spectral variable of L = L ± − 1. For small λ one has
(1 + λ)
Up to change of variable in λ (which we ignore) we can therefore view the small λ integral as the usual Fourier transform. Denoting the Fourier transform of g(t, x) in time by g(λ, x) we can bound the contribution of small λ to (3.25) by means of (3.23) as follows:
In the final step we used the unitarity of the Fourier transform, both in the free and distorted cases, as well as the fact that uniformly in λ > 0
. Hence, the first component for these λ-values is bounded by (we can ignore w(x) in this regime, as well as θ, cf. (3.15)),
The final estimate here follows by the free asymptotics (3.15) . For the second inequality in the lemma one proceeds in a similar fashion. In fact, using the notation from the first part of the proof,
Carrying out the t-integration, and performing similar arguments as in the previous case, shows that the two final expressions here are
Note that (3.24) cannot hold for the free case, i.e., e it ∂ 2 x 1 2 since the best point-wise decay of the latter evolution is t − 1 2 . For the nonlinear analysis, it will be technically advantageous to work in L 2 x rather than with L ∞ x on the left-hand side of (3.24) . This can easily be done just by switching to faster decaying weights. In addition, we shall add half of a derivative to the left-hand side, reflecting the fact that we are working in the energy space H 1 . As standard derivatives do not commute with L + , this step requires some care. While one could use powers of L + , via Lemma 3.3, we instead rely on some algebra involving L − . The precise statement is as follows. Recall that ρ is the ground state of L + , and that Q ′ satisfies L + Q ′ = 0.
Proof. By Lemma 3.5, any u as in (3.28) satisfies
The left-hand side dominates
In order to estimate the derivative, we use the special one-dimensional property
where C denotes positive constants dependent on p.
In particular, with u as before, v := Uu andF = UF satisfies (3.32), whence
Interpolating it with the estimate without the derivative yields
as claimed.
The significance of (3.29) lies with the perturbative nonlinear analysis of Section 3.5. In fact, placing a nonlinear term such as
for H 1 solutions u. This will allows us to close our estimates very easily. We shall also require Strichartz estimates on the Klein-Gordon equation relative to L. Note that unlike Lemma 3.5, Corollary 3.7 has nothing to do with L having a zero energy resonance or not.
. In particular, one can take r = 2p for any 5 ≤ p < ∞.
Proof. We first recall the following Strichartz estimates for the free case, see for example [8, Section 4.2] : for any Schwartz function u in R 1+1 t,x there is the aprori bound u
Here B σ p,2 are the usual inhomogeneous Besov spaces. By interpolation, one obtains the following bounds: for any 4 ≤ p ≤ ∞, and any 2 ≤ q ≤ ∞,
. Finally, (3.37) follows from (3.40) and the L r -boundedness of the wave operators of L for 1 < r < ∞.
The condition p ≥ 5 is significant for the Strichartz-based small data scattering theory: indeed, consider the equation
. However, the latter means that we need 1 2p
, or p ≥ 5 (the latter being the L 2 -critical power in dimension 1).
3.5. Proof of Proposition 3.1. We shall now show that for even functions one can construct the center-stable manifold for
in 1-dim where p > 5 is fixed. Writing u = Q + v with v small, one has
The nonlinearity N satisfies the bound
The operator L + has negative spectrum, L + ρ = −k 2 ρ and one therefore has to write v(t, x) = µ(t)ρ + w(t, x). The resulting equations are
To control the w-equation we shall use the Strichartz norm
as well as the localized norm
We now close the estimates for w in the space w X = w S + w L , and those for µ in the space
Applying the Strichartz estimates for L + and using (3.36) yields It is now straightforward to show that the iteration (or, the fixed-point argument) yields a unique solution (µ, w) ∈ X 0 × X, where X 0 = L 1 ∩ L ∞ ((0, ∞)) and X is as before, with (µ, w) X 0 ×X δ. Moreover, w scatters with scattering data Hence also (µ, w) X δ and one obtains the claim from the uniqueness of the fixed point. Finally, (3.4) holds since the distance on the left-hand side of that inequality is proportional to µ + (0) as given by (3.51). Since the integral in the expression is of size O(δ 2 ), we are done.
3.6. Proof of Theorem 1.1 and Corollary 1.2. We only need to address the behavior of those solutions in Theorem 2.1 which are trapped as t → ∞. If so, then the uniqueness part of Proposition 3.1 states that u(t) lies on the manifold M constructed in that proposition for all large t. Therefore, the set of all data which lead to solutions trapped by Q in forward times is the maximal backward evolution of M under the flow of (1.1). This can easily be seen to be a C 1 manifold (in fact, it has better smoothness). The scattering to Q was shown in Proposition 3.1, which concludes the proof of Theorem 1.1.
For the corollary, we proceed as in [15] . Thus, if E( u) = E(Q, 0) and if the solution is trapped, then w ∞ = 0. Therefore, the entire dynamics is controlled by a single quantity, namely µ − (t). This in turn is determined uniquely by µ − (0). It is clear that µ − (0) = 0 forces µ − ≡ 0, or in other words, u = Q for all times. If µ − (0) = 0, then it can never change sign which leads to the two solutions W ± . Since these are clearly one-dimensional and time-translation is a symmetry for these special solutions, they are all obtained by time-translation of two fixed representatives of solutions converging to Q. Since the sign of K 0 is the same as that of −µ − upon ejection from a neighborhood of (Q, 0), we see that W ± have the behavior as t → −∞ as described in Corollary 1.2.
