Abstract. We consider a locally compact group G and a limiting measure µ of a commutative infinitesimal triangular system (c.i.t.s.) ∆ of probability measures on G. We show, under some restrictions on G, µ or ∆, that µ belongs to a continuous one-parameter convolution semigroup. In particular, this result is valid for symmetric c.i.t.s. ∆ on any locally compact group G. It is also valid for a limiting measure µ which has 'full' support on a Zariski connected F-algebraic group G, where F is a local field, and any one of the following conditions is satisfied: (1) G is a compact extension of a closed solvable normal subgroup, in particular, G is amenable, (2) µ has finite one-moment or (3) µ has density and in case the characteristic of F is positive, the radical of G is F-defined. We also discuss the spectral radius of the convolution operator of a probability measure on a locally compact group G, we show that it is always positive for any probability measure on G, and it is also multiplicative in case of symmetric commuting measures.
Introduction
In probability theory, one-parameter convolution semigroups on R n play an important role and often arise as limits of partial products of infinitesimal triangular systems (arrays), and it is a celebrated theorem that in Euclidean space such a limit µ always belongs to a one-parameter convolution semigroup. In this paper, we show under mild conditions that this property remains valid in the general setting of a locally compact group G, instead of R n , provided the triangular system is commutative and in particular if G is of "Lie type" over one of the three classes of local fields. Our work corresponds to a part of the solution of the so-called central limit problem for the convolution structure on G (see the introduction in [H] ). The aspects of this problem connected with the normalisation of iterates of a given probability measure µ are not considered in this paper. We refer to [G4] for a survey on these important aspects.
Let G be a locally compact (Hausdorff, second countable) group with identity e and let M 1 (G) be the topological convolution semigroup of probability measures on G endowed with weak topology. For x ∈ G, let δ x denote the Dirac measure supported on x. An element µ ∈ M 1 (G) is said to be embeddable if there exists
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a continuous one-parameter convolution semigroup {µ t } t≥0 in M 1 (G) such that µ 1 = µ. In this case the probability measure µ 0 = lim t→0 µ t is an idempotent, hence is the normalised Haar measure ω K of a compact subgroup K (cf. [P] , p. 62). A sequence of finite ordered sets of M 1 (G), ∆ = {µ ij ∈ M 1 (G) | i ∈ N, 1 ≤ j ≤ n i , lim i→∞ n i = ∞} is said to be a triangular system in M 1 (G); we will sometimes write ∆ = (µ ij ) n i i∈N,j=1 . ∆ is said to be commutative if for every fixed i, µ ij commutes with µ ij for all j, j ; it is said to be ω K -infinitesimal if as i → ∞, lim i→∞ µ ij = ω K uniformly in j. We say that ∆ converges to µ if lim i→∞ µ i1 * · · · * µ in i = µ, where ' * ' denotes the convolution of measures. For brevity we say that ∆ is a c.i.t.s. if ∆ is a commutative infinitesimal triangular system. Clearly, if Σ = {µ t } t≥0 ⊂ M 1 (G) is a continuous one-parameter semigroup with µ 0 = ω K , then µ 1 is the limit of a c.i.t.s. This is valid more generally if µ belongs to a semigroup of the form CΣ = {δ x * µ t | x ∈ C, t ≥ 0} ⊂ M 1 (G), where Σ is as above and C is a compact connected abelian subgroup whose elements commute with those of Σ. Let Σ = {µ t } t≥0 be a continuous one-parameter semigroup with µ 0 = ω H for some compact subgroup H ⊂ G, and let C be a compact subgroup whose elements commute with those of Σ, contains H as a normal subgroup and C/H is connected and abelian. We say that µ is quasi-embeddable in Σ relative to
. It is easy to see that quasi-embeddability of µ implies that µ is the limit of a c.i.t.s. in M 1 H (G). Also, it implies the infinite divisibility of µ, i.e. the existence of an nth root for every n ∈ N and embeddability of xµ = δ x * µ for some x ∈ C. We conjecture that for a large class of locally compact groups including all the connected Lie groups, if µ is the limit of a c.i.t.s. and if Z 0 µ /Z 0 is compact (see notations below), then it is quasi-embeddable and we prove this property under some mild conditions. In order to simplify this exposition, we will only consider c.i.t.s. such that ω K = δ e . We may note here that all the relevant results are valid for a general c.i.t.s.
In the case G = R n , the structure of continuous one-parameter semigroups in M 1 (G) was obtained by P. Lévy, and his work has led to the following description of the relation between continuous convolution semigroups and their discrete approximations; we have the following equivalent properties:
(a) µ is the limit of a c.i.t.s. (b) µ is embeddable. (c) µ is infinitely divisible, i.e. it has an nth root for all n ∈ N.
One can refer to [F] (pp. 294, 550) for a proof, in particular for a Fourier analytic proof of the equivalence of (a) and (b) on the real line and to [L] (chap. 5) for a different proof.
For a Lie group G, the structure of one-parameter convolution semi-groups on G was obtained by G. A. Hunt in [Hu] and extended to the locally compact setting in [H] . The problem of full extension of Lévy's results to a Lie group was considered there, as well as in subsequent works, in particular [W] , [Ca] , [Fe] , [Ga] , [PRaV] , [Si] , [StV] and the book [Gr] . It was observed in [Hu] that equivalence of (a) and (b) cannot hold in general without the commutativity condition in the definition of c.i.t.s. On the other hand, using real algebraic group techniques, the equivalence of (b) and (c) for connected linear groups has been shown in [DM] . Here we are interested in the relation between (a) and (b), and we show its equivalence under some conditions. Our method is based on the algebraic approach to this class of problems initiated in [Ke] and further developed in [RuzS] , in the general framework of Delphic semigroups, and on a detailed group theoretic analysis.
In order to state our results we fix some notations. We denote by Z the center of G, and by H 0 the connected component of the identity in a subgroup H ⊂ G. We denote byĜ the real vector space of continuous homomorphisms of G into the additive group of R. For µ ∈ M 1 (G), we denote by G µ the closed subgroup generated by the support of µ and Z µ = {g ∈ G | gµg −1 = µ}. Furthermore, µ is said to be symmetric (resp. normal) if µ =μ (resp. µμ =μµ), whereμ is defined bỹ µ(X) = µ(X −1 ) for any Borel set X ⊂ G. We say that ∆ = (µ ij ) n i i∈N,j=1 in M 1 (G) is symmetric (resp. normal) if each µ ij is symmetric (resp. normal). We denote by F µ the set of two-sided factors of µ, i.e. the elements α ∈ M 1 (G) such that for some α ∈ M 1 (G), α * α = α * α = µ. For any bounded complex measure λ and any complex function f on G, λ(f ) will denote, when convenient, the integral of f with respect to λ, i.e. λ(
We consider the space L 2 (G) of square integrable complex functions on G with respect to a left Haar measure, and the left regular representation ρ of G. For λ ∈ M 1 (G), we denote by ρ(λ) = ρ(g) d λ(g) the operator on L 2 (G) corresponding to λ, and r(λ) will denote its spectral radius. We say that µ has finite 1-moment if for every positive Borel sub-additive function δ on G, we have µ(δ) < ∞. If V ⊂ G is a compact neighbourhood of e, such that G = n≥0 V n , and δ V (g) = inf{n ∈ N ∪ {0} | g ∈ V n }, this condition is equivalent to µ(δ V ) < ∞ (cf. [G2] ). The subsemigroup of elements in M 1 (G) which satisfy this condition will be denoted by M 1,m (G). As special cases of locally compact groups we shall consider subgroups of Frational points of Zariski connected algebraic groups defined over a local field F, i.e. a finite algebraic extension of either the real field R, or the field Q p of p-adic numbers or the field F p ((x)) of Laurent power series over the finite field F p of p elements, (where p is a prime). We know (see [Ma] , p. 56) that such a group G is Zariski dense in the corresponding given algebraic group G. For any subgroup H ⊂ G we denote by Z c (H) (resp. Z c (H)) the Zariski closure of H in G (resp. G), i.e. the set of zeros of polynomials with coefficients in F which vanish on H (cf. [Bo] Remark. In a compact connected abelian group G which is not arcwise connected, (for e.g. the p-adic solenoid), any element x which is outside the arc-component of the identity is infinitesimally divisible, infinitely divisible but not embeddable.
Theorem 1.2. Suppose G is a locally compact group and µ is the limit of a symmetric c.i.t.s. Then µ is embeddable.
In the case where the c.i.t.s. ∆ = (µ ij ) n i i∈N,j=1 (n i → ∞) has equal components, i.e. if µ ij = µ i , µ i → δ e , ∆ converges to µ if µ 
The following special cases of the above result were already known: G compact (cf. [Ca] ), G connected nilpotent (cf. [Sh3] ). The first part of the above was known if G is totally disconnected (cf. [Sh3] 
In the ultrametric situation in Theorems 1.4 and 1.5, the condition
is compact is a "fullness" condition on supp µ which is satisfied for example if G is R-algebraic and Z c (G µ ) = G (cf. [DM] , Theorem 3.2) or if G is totally disconnected; the above result for the Lie group case does not hold without this condition (see section 9).
In the case G is an abelian Lie group, normality is satisfied and the result corresponds (in a stronger form) to Theorem 5.2 in ( [P] , p. 96). For G semisimple and systems of isotropic distributions on the associated symmetric space, normality is also satisfied and it corresponds to Theorem 7.2 in [Ga] .
In the case G is a countable subgroup of a connected Lie group or of GL(n, F), the hypotheses of normality can be removed (see [Sh3] 
For the proofs of the above theorems we construct multiplicative functions on closed subsets of M 1 (G) which are continuous at δ e with respect to weak topology. This gives results of independent interest. For example, we have the following results, the first one being the multiplicativity property for spectral radius. Theorem 1.8. Suppose µ, ν ∈ M 1 (G) are normal and commute with each other. Then r(µ * ν) = r(µ)r(ν) and lim ν→δ e r(µ * ν) = r(µ).
Suppose G is a semisimple algebraic group which is Zariski connected and defined over the local field F. We fix a maximal F-split torus T in G and a basis Π = {α 1 , . . . , α r } of the restricted root system of G. We denote by P the minimal parabolic subgroup defined by Π (see [Bo] ), by Z T the centraliser of T in G, by U the unipotent radical of P, and by G, T, P, Z T , U the corresponding subgroups of F-points, so that we have P = Z T · U , a semidirect product. Every F-character of Z T defines an elementχ ofẐ T through the formulâ
and these elements form a lattice inẐ T . Hence, if A is the dual vector space ofẐ T , then for every z ∈ Z T , a vectorẑ ∈ A is defined through the above formula and the kernel of the map z →ẑ is the maximal compact subgroup Z c of Z T (see [T1] ). We fix a scalar product of A which is invariant under the action of the restricted Weyl group of G, we denote by A + ⊂ A the Weyl chamber defined by Π ⊂ Z T and byÂ + ⊂ A the orthogonal cone of A + , and we consider the order on A defined bŷ A + . From [T1] we know that there exists a maximal compact subgroup K of G containing Z c such that the following Iwasawa and polar decompositions are valid: H(g, x) depends only on g and the projection x of k in the flag space
and we denote by S(α) ⊂ M 1 (F) the set of α-stationary measures, i.e. probability measures η such that α * η = g · η d α(g) = η. An element g ∈ G is said to be proximal if its action on G/P has a unique fixed attracting non-neutral point x ∈ G/P , i.e. there exists a co-dimension one algebraic submanifold V ⊂ G/P such that x ∈ V , gV ⊂ V , and for every y ∈ V , lim n g n · y = x. Theorem 1.9. Suppose G is the group of F-rational points of an algebraic group G defined over a local field F, which is semisimple and Zariski connected and let α ∈ M 1,m (G). Then with the above notations we have the following:
+ is equivalent to the fact that the semigroup generated by supp α contains a proximal element.
We explain in the next section the main lines of our approach. In sections 3-4, we develop constructions of partial homomorphisms. In section 5, we prove the statements from section 2, which are crucial for the proofs. In section 6, we construct suitable semigroups in the amenable case. In sections 7-9, we give proofs, complements, examples and counterexamples.
Partial homomorphisms and divisibility with respect to convolution semigroups
Our approach is based on the properties of a family of closed abelian subsemigroups (with identity) of M 1 (G) or its quotients. For such a semigroup S with identity e, and s ∈ S, we denote by F s the set of two-sided factors of s in S. For a closed subset X ⊂ S, with e ∈ X, we denote by X * the set of multiplicative partial homomorphisms of X into [0, 1], which are continuous at e. Hence f ∈ X * is equivalent to f (st) = f (s)f (t) if s, t, st ∈ X and lim s n →e f (s n ) = 1. Here, two properties of F s are essential for us. The first one is the boundedness of the number of factors in appropriate decompositions of s, which is closely related to compactness of F s modulo invertible elements (cf. Lemma 5.1 and [Sh3] ), and is a consequence of the study of concentration functions (cf. [DSh] , [JRoW] ). The second one is the existence of a non-trivial and non-vanishing element in F * s . Here we consider a c.i.t.s. converging to µ and we need to construct a "nice" abelian semigroup S in which µ is infinitesimally divisible, and then to get, using properties of S, a continuous oneparameter semigroup {µ t } t≥0 ⊂ S containing µ. The construction of S depends on the first property; the existence of {µ t } t≥0 depends also on it, as well as on the construction of non-trivial elements in F * s or X * , where X ⊂ F s . Here, we use the spectral methods of [DeG] and [BC] , Gelfand's theory of C * Banach algebras and then the boundary theoretical methods of [Fu] . Then we develop the ideas of [Ke] and [Ruz] as well as the techniques of [Sh3] , but we modify the definitions of [RuzS] in order to fit with the setting of sub-semigroups of M 1 (G) and their quotients. Let us recall some definitions.
Let µ, ν ∈ M 1 (G) and let x ∈ G. We will sometimes use µν instead of µ * ν for the convolution product of µ and ν, let xµ = δ x * µ and we identify x with δ x and any set X of G with the set {δ x | x ∈ X}. Let supp µ denote the support of µ in G and let
H is a compact subgroup, we denote by ω H its normalised Haar measure, and let
Let S be a Hausdorff semigroup with identity e and let s ∈ S. Let F s (in S) denote the set of two sided factors of s, that is, F s = {t ∈ S | tr = rt = s for some r ∈ S}. An element h ∈ S is said to be an idempotent if h 2 = h. A subset X of S is said to be idempotent-free (in S) if X does not contain any idempotent except possibly identity e. Elements x, y of S are said to be associates if x ∈ F y and y ∈ F x . A subset X is said to be associate-free if X does not contain any two elements which are associates. We denote by S u the subgroup of units, i.e. the invertible elements, in S. Also, if S is abelian, we consider the congruence relation (≈) mod S u , we denote by ξ the canonical map of S onto S ξ = S/S u , and for brevity we write ξ(s) = s for all s ∈ S. In the case S ⊂ M 1 (G), the congruence relation (∼) mod Z 0 will also be considered. In that case we denote by π the canonical map from S onto S π = S/Z 0 . Definition. Let S be a Hausdorff first countable abelian semigroup with identity e and let s ∈ S. Let {U n } n∈N be a neighbourhood basis of e in S such that U n+1 ⊂ U n for all n. Let X ⊂ F s . Then s is said to be {U n }-tree-like divisible in X if s has a sequence of U n -decompositions which are X-closed and are finer and finer (i.e. for each n, the U n+1 -decomposition is finer than the U n -decomposition above).
Clearly, any element which is {U n }-tree-like divisible in any set X is infinitesimally divisible. Conversely, if s ∈ S is such that every α ∈ F s is infinitesimally divisible, then s is {U n }-tree-like divisible in F s for any neighbourhood basis {U n } of e as above.
Definition. Let S be a Hausdorff abelian semigroup with identity e and let s ∈ S \{e}. Let F (s) be a closed subset of F s 
The following results are fundamental in our approach. The first two results are generalisations of Statement 8.2 in [Ruz] and Theorem 2.3 in [Sh2] , respectively. 
The proof of the above theorem in section 5 is somewhat similar to that of Statement 8.2 in [Ruz] except for some crucial modifications needed for the present situation. One has to use the set F (s) instead of F s and use the decomposition given by condition (2) in the hypothesis instead of infinitesimal divisibility. This generalisation is used in proving the first part of Theorem 1.1, where the original result of [Ruz] does not apply. The proof is essentially the same as the proof of Ruzsa's Theorem (cf. [Ruz] , Theorem on p. 118) using Theorem 2.1. So we will not repeat it here.
The following is the basic theorem which allows us to pass from limits of infinitesimal triangular systems to infinitesimal divisibility inside a "nice" semigroup S. 
It is well known that for any µ ∈ M 1 (G), r(µ) = 1 if and only if G µ is amenable (cf. [DeG] , [BC] ). Until Theorem 3.6, we are mainly interested in the case when G µ is non-amenable, since otherwise the following statements are obvious.
In order to give the proof of Theorem 1.8, we introduce a new notation and establish some lemmas.
If V is a compact symmetric neighbourhood of the identity e in G, then we
is super-multiplicative. 
This implies that for γ > c/2, e
The last inequality follows from Lemma 3.2 sinceμ n (e −δ ) = µ n (e −δ ) and [µ n (e −δ )] 1/n converges to its supremum.
Lemma 3.4. Suppose µ is normal. Then for any
Proof. It is proved in Theorem 1 in [BC] that if ν is symmetric and positive definite
Hence it suffices to take ν = µ * μ and to observe that µ n * μ n = (µ * μ)
On the other hand, from Lemma 3.3,
Proof of Theorem 1.8. We observe that µ * μ and ν * ν are symmetric. Moreover, since µ and ν commute and are normal, it is known that µ * ν is normal and µ * μ and ν * ν commute. Also, r(λ) = r(λ * λ) 1/2 for any normal measure λ. Therefore, without loss of generality we may assume that µ and ν are symmetric. In particular, r(µ) = ρ(µ) , r(ν) = ρ(ν) and hence
On the other hand, if
. Therefore, using Lemma 3.2, we get
. From the proof of Lemma 3.3, we know that for any n > 0,
−γδ V is continuous at e and also strictly positive near e, we haveμ n * µ n (e −γδ V ) > 0 and hence r(µ) > 0. We have as above, for every k,
Since µ is normal, using Lemma 3.5,
Corollary 3.7. On a locally compact group G, suppose µ belongs to a commutative semigroup S consisting of normal measures with identity ω H and G µ is nonamenable. Then the map
However, in the more general case where G µ is arbitrary, we have the following:
] generated by S. We recall that ρ is injective on M (G). We denote by Γ the Gelfand spectrum of the 
a probability measure on Γ (the spectral measure of ψ). Moreover, since ρ(ν) has norm at most 1, we have |ν(γ)| ≤ 1.
Sinceμ * µ is not an idempotent, there exists γ 0 ∈ Γ with 0 < |μ(γ 0 )| < 1. Hence from the continuity ofμ(γ), we can find an open set U ⊂ Γ and an > 0 such that
Since every u ∈ C + (Γ) has a square root in C + (Γ) which corresponds to a non-zero
On the other hand, if ν ∈ F µ and γ ∈ U , we have the basic relation
Then, since − log |ν(γ)| is continuous on U , we can define a functional f on F µ by the formula
The additivity of f on F µ follows from the multiplicativity of the map ν →ν(γ) and the definition of f (ν).
In order to show the continuity of f at ω H , suppose ν n ∈ F µ converges to ω H . We observe that since |ν(γ)| 2 is between 2 and 1, we have
From the weak convergence ofν n * ν n to ω H , we get the convergence of the above expression to zero, hence lim n→∞ f (ν n ) = 0.
Remark. The above construction is reminiscent of the construction of a so-called Khinchine functional in the setting of a locally compact abelian group G through the formula
whereν is the Fourier transform of ν and U is a suitable neighbourhood of zero in the dual group of G.
Construction of partial homomorphisms using boundary theory
Here, as in the Introduction, G is the group of F-rational points of a semisimple Zariski connected algebraic group defined over a local field F. Let S be a commutative semigroup of M 1 (G) with identity ω H , and let µ ∈ S be such that Z c (G µ ) = G. Below we give constructions of elements of F * µ in two special cases: when µ has a density or when µ has finite 1-moment.
a) When µ has a density
We denote by m = d x the unique K-invariant measure on F = G/P and we consider the corresponding Hilbert space L 2 (F) . In this situation we use the unitary
Clearly ρ 0 is unitary and for any λ ∈ M 1 (G), the operator ρ 0 (λ) defined by
If λ has a density, it is a limit of measures λ n with continuous densities with compact support. For such measures, ρ 0 (λ n ) is given by a continuous kernel on F × F, hence is a compact operator. Since lim n ρ 0 (λ n ) − ρ 0 (λ) = 0, the same is true of ρ 0 (λ).
where H is a compact subgroup of I(µ), c ∈ [0, 1[ and µ n,H has a positive density. Then there exists a continuous homomorphism f of S into
For the proof we need the following lemma.
Lemma 4.2. With the above notations, we denote
, hence from a classical theorem of Krein-Rutmann (see [KRut] 
Hence we have, using the compactness of ρ 0 (µ n ),
preserves H r and that its restriction to H r is the identity operator. Hence
Therefore, ρ 0 (µ n ) also preserves H r and it acts on H r as (r + c) Id, i.e. we have H r ⊂ H r . The same reasoning is valid for ρ 0 (µ n ) acting on H r , hence H r ⊂ H r . So we have
Proof of Theorem 4.1. We consider for any α ∈ S the operator ρ 0 (α). Since α commutes with µ, ρ 0 (α) leaves H r invariant, where H r is as in the lemma above.
0 (α) is well defined as well as its determinant since dim
Since absolute values of eigenvalues of ρ
It is clear that f is multiplicative and maps S into [0, 1]. Also, 0 < f (µ) = r(µ) < 1, as G is semisimple and µ has density and hence f (F µ 
b) When µ has finite 1-moment
We complete the notations set down before. Observe that since Z T is reductive we have Z T = Z T · T, where Z T is the derived group of Z T and Z T ∩ T is finite (cf. [Bo] ). Hence there exists r ≥ 0 such that, for any character χ of T, χ r also defines a character of Z T . In particular, log |χ| also defines an element ofẐ T which we again denote byχ. Then the elementsα i form a basis ofẐ T and the Weyl chamber
, we know that for any i ∈ {1, . . . , r} there exists an irreducible representation ρ i of G into the F vector space V i with highest weight ω i such thatω i is proportional toα i . Furthermore the weight-space of T defined by ω i is one-dimensional and the other weights of T on V i are of the form ω i − r j=1 n j α j with n j ∈ N ∪ {0}. We denote by e i a highest weight vector in V i . Such a representation ρ i will be said to be fundamental. It follows that we can put a norm on V i in such a way that
for any z ∈ Z + T and K acts by isometries on V i (while T acts by diagonal matrices). Since P = Z T U stabilises the line Fe i we have the formula
For the proof of Theorem 1.9, we need some lemmas and the following proposition which summarises in appropriate notations some known facts (see [GR1, GR2] ).
Proposition 4.3. For any g, g ∈ G, we have
(1) H(gg ) ≺ H(g) + H(g ).
Suppose V is a compact neighbourhood of e in G and denote
For any α ∈ M 1,m (G) the following limit exists and belongs to A + :
For any fundamental representation ρ i with highest weight ω i we have
Proof. By the definition of the order on A, formula (1) follows from the relationŝ
From above, this can be written as
and this follows from sub-additivity of the map g → log ρ i (g) . From the equivalence of norms on A we have, for some constant d > 0,
Hence for any g ∈ G, from above,
Since, for any i, ρ i (g) is subadditive and
On the other hand, we can choose V to be of the form V = KV + K, where (2) is valid with c = 1 and c = sup 1≤i≤r rdc i .
The
, and formula (4) follows clearly from the definitions, integration and taking the limit.
Lemma 4.4. There exists a constant c > 0 such that for any
Proof. By definition, it suffices to show that, for any fundamental weight
We denote by θ the image of measure d k under the map k → ρ i (k)e i = v. The above relation can be written as
Clearly θ is K-invariant and has support equal to the algebraic submanifold
Suppose that the above inequality is not true. Then for some sequence {g n } ⊂ G, we have lim
We can find c n ∈ F and choose g n ∈ G such that {c
is an algebraic submanifold of Q i with codimension N ≥ 1 and since θ is the natural measure on Q i , there exists a constant c > 0 such that for any t > 0
Hence (using charts on Q i and the homogeneity of the Haar measure on F)
This leads to a contradiction, hence the assertion follows.
hence from Proposition 4.3, we get that
In the limit: H(α, η) and the supremum (with respect toÂ
Proof. As observed in the proof of Lemma 4.4, we have
Conversely, we can construct a measure
From the sequence {α n * θ} of M 1 (F) one can extract a convergent subsequence converging to an α-stationary measure η and
From Lemma 4.4, we have
Hence, by the definition of L,
In order to obtain the second assertion, we show that, for any i ∈ {1, . . . , r} and for any ρ i (α)-stationary probability measure λ on P (V i ),
where
n (g) is the largest characteristic exponent of the random matrix product ρ i [S n (ω)]. Since the stabiliser of e i ∈ P (V i ) is a standard parabolic subgroup P i of G (see [Bo] 
We denote by η i the corresponding projection of η on P (V i ); clearly η i is ρ i (α)-stationary and, from above,
We consider the product space G N , the shift transformation σ on G N , the product measure π = α ⊗N on G N , and we use the multiplicative ergodic theorem for
where J(ω, y) has value equal to one of the characteristic exponents of
Furthermore, from the first part, there exists η ∈ S(α) with
, and for any n ∈ N and y ∈ V i , we have
In particular, there exists v 0 ∈ V i such that
We consider the set (ω, v) and the fact that π is a product measure implies that V − i is invariant under the action of the support of
, θ can be supposed to be ergodic and then the Birkhoff ergodic theorem implies that
The first fact of the second assertion already follows from this: for any η ∈ S(α), we have, for i ∈ {1, . . . , r},
, we can use the arguments as in the beginning of the proof. We have, with the same notations,
for any sequence {x n } in F. We can always extract convergent subsequences from the bounded sequences {H(α, α n * δ x n )} and {α n * δ x n } and suppose that
On the other hand, the relation α
hence the required uniform convergence.
Definition.
A representation ρ of a group L on a vector space is said to be totally irreducible if the restriction of ρ to any subgroup of L of finite index is irreducible.
The following is an extension of a well-known lemma of [Fu] .
Lemma 4.7. Suppose that L is a locally compact amenable group, F is a local field and is a representation of
Proof. If possible, suppose there exists a sequence {g n } ⊂ L such that
Since, when F is ultrametric, the absolute values in F * = F \ {0} are the numbers |π| n (n ∈ Z), where π is a uniformizer in F, we can find for general F, {c n } ⊂ F such that, for all n, |c n | ≤ (g n ) ≤ |π| |c n |. We denote by u n = c −1 n (g n ) and observe that
Hence, from the above choice of c n ,
We can suppose that lim n u n = u ∈ GL(V ), hence det u = 0. We denote by D 1 and D 2 the non-trivial subspaces of P (V ), corresponding to Ker u, Im u.
Since L is amenable, there exists an L-invariant probability measure ν on P (V ), hence
We write ν = ν 1 + ν 2 , where ν 1 (resp. ν 2 ) has support in D 1 (resp. P (V ) \ D 1 ). We denote by u · x ∈ D 2 the image of x ∈ P (V ) \ D 1 under the quasi-projective map defined by u. We can suppose that the sequence {g n · ν 1 } of bounded measures converges to a measure ν 3 supported on a proper subspace
This means that ν is supported on D 2 ∪ D 3 . Then we can consider D, the smallest finite union of projective subspaces such that ν(D) = 1, and observe that D is L-invariant. This contradicts the total irreducibility of .
The following is an extension to the positive characteristic case of results in [G1] . Proof. Clearly, we can suppose H to be Zariski connected. We consider a fundamental representation ρ i of the semisimple group H/R, hence of H into V i . Since H/R is connected and ρ i is irreducible, it follows that ρ i is totally irreducible. Since
Since the linear formsω i generateẐ T , we see that the kernel of the representation ρ = r i=1 ρ i is a finite extension of the F -anisotropic component of H/R. Since the group of F -rational points of this component is compact and the projection of H into the group of F -rational points of H/R is closed (see [Ma] , pp. 50-54), it follows that the kernel of ρ in H /R is compact and the projection of L into H /R is relatively compact.
Lemma 4.9. Let W be a F vector space, let G be a semisimple subgroup of GL (W ) and let α ∈ M 1,m (G). Suppose that G α is amenable and that every
Proof. We decompose the proof in several steps. a) Using a finite algebraic extension of F, we can suppose that there exists a decreasing sequence of subspaces
1 is reductive and the connected component U of identity in U 1 is the unipotent radical of H. We consider the subgroup H (resp. U ) of F-rational points of H (resp. U), the factor group X = H/U , the projection h → h of H into X, a Borel section σ of X into H and we write, for any h ∈ H, h = σ(h)η(h) with η(h) ∈ U . More generally we consider the cocycle η from H × X to U given by
We are led to estimate the integrals log τ (h) d α n (h), log σ(h) d α n (h) and log η(h, e) d α n (h). We note that, in view of ( [Bo] , p. 209), X = H/U is isomorphic to the subgroup X of F-rational points of H/U. b) For any h ∈ X, we write
Then θ and w are continuous sub-multiplicative functions on X and we show that, for some constants c and c ,
Since H/U is reductive, we can write the group X of its F-rational points as X = n≥0 V n , where V is a compact neighbourhood of e in X (see [Ma] , p. 54). Since the kernel of τ in H/U is finite, as in the proof of Proposition 4.3, we obtain
where A and A are constants. Using sub-additivity of log θ on X we can write log θ(h) ≤ Bδ V (h) for some constant B > 0, hence
c) By the definition of θ(h), the section σ of X into H can be chosen so that
Then from b)
with the constants c, c from b). 
Hence there exists another constant c 2 such that
We consider the F-character χ 
where |Y | is the cardinality of Y . We note that the cocycle property of γ implies that
Then the hypothesis in the lemma implies
From symmetry of this hypothesis,
Now we can use the subadditive ergodic theorem for the sequence log τ (h n · · · h 1 ) ; hence we have
a.e. with respect to the product measure α ⊗N on G N . It follows that
From the inequality stated in c) we conclude that
f) We observe that U is contained in the subgroup of (d × d) strictly upper triangular matrices U d with coefficients in F. On U d , there are natural subadditive functions comparable to the norm (see [G1] 
and one can verify that, for any u, v ∈ U d , |uv| ≤ |u| + |v|. On the other hand, by the definition of |u|, we have for some D > 0,
We will use these inequalities in order to estimate |η(S n )|, where S n is the random product h n · · · h 1 with respect to the product measure α ⊗N .
g)
We use the decompositions of S n = h n · · · h 1 introduced in a) and the property stated in f):
, so that in order to show that lim n 1 n log S n ≤ 0, it suffices to show that lim n 1 n log σ(S n ) ≤ 0 and lim
The first relation has been proved in e). In order to prove the second one, we note that, using the notation in b), for every h ∈ H, x ∈ X, for a = 4e
We fix > 0 and use e) to obtain w(b k ) 2dc ≤ e k with probability 1, for k large (k > N). Since log sup{ h , h −1 } d α(h) < ∞, we have, also with probability
Hence we have
where a > 0 is independent of n and N < n. It follows that
Since is arbitrary,
Finally,
From the symmetry of hypothesis, we get
Lemma 4.10. Suppose α ∈ M 1,m (G). The condition that L(α) = 0 implies G α is amenable and α[log |f |] = 0 for every algebraic
Proof. As in the proof of Proposition 4.3, we have
where δ V is the sub-additive function considered earlier. Then, Proposition 4.3 implies that, for any
n .
From Lemma 3.1 we know that, for some γ > 0, e −γδ V ∈ L 2 (G). Then, it follows from Lemma 3.3 that
Hence, the condition L(α) = 0, implies r(α) = 1 and hence, the amenability of G α (cf. [DeG] ). We consider a faithful representation ρ of G in a F vector space V. Since log ρ(g) is sub-additive and continuous, there exists c > 0 such that with δ V as above,
Since L(α) = 0, we know from the proof above that lim n 1 n α n (δ V ) = 0. Hence
If f is an algebraic F-character of Z c (G α ), it is the restriction of a polynomial p on G to Z c (G α ), and we can write this polynomial p as a polynomial in the coefficients of ρ(g). Hence for some integer r > 0:
Proof of Theorem 1.9. The first three assertions are already stated in Propositions 4.3, 4.6 and Lemma 4.5. If α, β ∈ F µ and µ = α * β, then, with δ as above, we
it follows that β(δ) < ∞. Hence L is well defined on F µ . In order to obtain assertion (4), we note that, since η ∈ S(α) ⊂ S(α n ),
Hence H(α, η) is constant on S(α) and Proposition 4.6 implies H(α, η) = L(α).
To get the second part we observe that, since α * β = β * α, the theorem of MarkovKakutani implies S(α) ∩ S(β) = ∅, hence we have from above, for ν ∈ S(α) ∩ S(β),
This implies L(α * β) = L(α) + L(β).
Now we show the continuity of L(α). Suppose {α n } ⊂ F µ converges to α ∈ F µ . Let µ = α n * α n , α n ∈ F µ , (n ∈ N). It follows that {α n } is relatively compact (cf. [P] ), hence we can suppose that it has a limit (say) α ∈ F µ and µ = α * α . In view of Proposition 4.6, we have
Hence if {L(α n )} has a subsequence converging to L(α) − (where ≥ 0), we get, from above,
In view of the third assertion, we have = 0, i.e. lim n L(α n ) = L(α).
Since H(α, η) depends continuously on α ⊗ η, assertion (5) follows easily from assertion (4).
One part of the equivalence in assertion (6) follows directly from Lemma 4.10; the converse part follows from Lemma 4.9 and formula (4) in Proposition 4.3.
We now explain briefly the proof of assertion (7), since it is an easy extension to the ultrametric situation of known results in the case F = R (see [GR1] , [G3] ). First, if {g n } is a sequence such that lim n g n · m = δ x , where x ∈ F, the use of the decomposition g n = k n a n k n shows that
where H(g n ) ∈ A + is defined in the Introduction. The condition lim nαi [H(g n )] = ∞ (for all i) extends the notion of contracting sequence considered in [GR1] . From the definition of a proximal element in the Introduction we see that if g is proximal, then the sequence g n = g n is contracting. The proof of Theorem 3.1 in [GR1] shows that its statement remains valid for a local field F, since the Zariski density implies the total irreducibility used there and the contraction property is satisfied. Hence, we have the following uniform convergence on F:
where η ∈ M 1 (F) is the unique α-stationary measure on F. Then the property L(α) ∈ A + follows from assertion (2) in the theorem. In order to show the converse, we need to recall the representation used in [Pr] in the case F = R. We recall that U is the unipotent radical of the minimal parabolic subgroup P associated with A + . Let G (resp. U) be the Lie algebra of G (resp. U ), p = dim U. Let be the natural extension to p G of the adjoint representation of G, and let u be a non-zero element in p U. We denote by W the subspace of p G generated by G · u. Then the restriction of to W is irreducible (cf. [Pr] ), and we will again denote it by . If Σ + is the system of positive roots defined by T and Π, m λ is the multiplicity of λ ∈ Σ + , the highest weight of is τ = λ∈Σ + m λ λ, and τ − α i (1 ≤ i ≤ r) are also weights; the other weights are of the form τ − r i=1 m i α i with m i ≥ 0 and r i=1 m i > 0. We observe that the orbit G · u in p G is equal to G/P = F, and that the condition of proximality of g ∈ G is satisfied if (g) has a simple dominant eigenvalue. We observe that, in that case, (g) −1 also has a simple dominant eigenvalue. As in the proof of Proposition 4.6, we consider the random product S n (ω) = g n · · · g 1 , where Ω = G N is endowed with the product
where the τ i are F-characters of Z T , it is easy to show, using the description of Lyapunov exponents given in [R] and the polar decomposition of S n (ω), that the exponents of the product of random matrices ξ(
From the description of the weights of , we see that the largest Lyapunov exponent of (S n ) isτ [L(α) ], while the second one isτ [L(α) 
has multiplicity one. Then we can apply Proposition I.3 of [G3] , hence there exists a subsequence {n k (ω)} (of positive density) such that [S n k (ω)] and [S −1 n k (ω)] have simple dominant eigenvalues. From above, this implies that for each k, [S n k (ω)] is proximal. Since S n k (ω) belongs to the semigroup of G generated by supp α, assertion (7) is proved.
Remark. In [Pr] , for F = R, the notion of an R-regular element is used instead of the equivalent notion of proximality. Furthermore, it is shown that the Zariski density of G α implies the existence of proximal elements. This property allows us to recover easily from Theorem 1.9 the simplicity of the Lyapunov spectrum shown in [GoMa] under the condition of Zariski density of G α .
On the other hand, for general F, we can define the notion of F-regular elements as in [Pr] : g ∈ G is said to be F-regular if m(g), the number of eigenvalues of Ad g which have modulus 1 is less than m(h) for any h ∈ G. Then we can show that proximality of g is equivalent to F-regularity of g or to (g) having a simple dominant eigenvalue.
Furthermore, from [Be] , we see that if s g n denotes a suitable conjugate of the semisimple part of g n into Z T (for some n it belongs to
It follows that proximality of g is equivalent to L(g) ∈ A
+ . Also, we see that if α = δ g , then assertion (6) is the statement of Lemma 4.5 in [Ma] (p. 182).
Triangular systems, infinitesimal divisibility and embedding:
Proofs of Theorems 2.1, 2.3, 1.3
Proof of Theorem 2.1.
Step 1. As in the hypothesis, S is a Hausdorff abelian semigroup with identity e and s ∈ S \ {e}. Let {U n } n∈N be a neighbourhood basis of e in S such that U n+1 ⊂ U n , for every n, and let F (s) and f s be as in the hypothesis such that e, s ∈ F (s) ⊂ F s and conditions (1)- (3) are satisfied. Here f s is continuous at e and f s (s) > 0. Since s is {U n }-tree-like divisible in F (s), there exist U n -decompositions s = s n1 · · · s nm n (s ni ∈ U n ), which are F (s)-closed and the U n+1 -decomposition is finer than the U n -decomposition for each n. Let
Then it is easy to see that s ∈ F ⊂ F (s) and any a ∈ F is also {U n }-tree-like divisible in F .
For > 0 such that < 1/2, and a
which is obvious if we choose k to be the maximal integer for which
Step 2. Without loss of generality, we may assume f s (s) = 1 and let { j } be a sequence of positive numbers ∞ j=1 (1 − j ) > 1/2. Now we construct a "tree" decomposition of s in F ⊂ F (s); for indexing we will use sequences δ = (d 1 , . . . , d k ) of 0 and 1, where k ∈ N. For k = 0, we use trivial decomposition s = t ∅ . We take two elements x and y in F according to Step 1 above with
Step 1, and k is chosen as in Step 1 such that the above condition is satisfied. Also,
, which is defined in Step 1. Now we take U rdecomposition of s = s r1 · · · s rm r as in Step 1. We know that U r -decomposition of s consists of U r -decompositions of all s b(k)i and hence decomposition of t δ , where
, where x and y in F are chosen as in Step 1 from
Step 3. For d = 0 or 1, let x kd be the product of all t δ for the sequence δ of length k whose kth term is d. Then for all k, x kd ∈ F b(k) for d = 0, 1, and Also, y kmdf ∈ F b(n) and since it is a product of 2 n−2 t δ 's of length n; we have
For every j assign j > j and consider a sequence of points in (F (s) ) 4 ,
Passing to a subsequence of {k j } and denoting it by the same notation, we get that lim n→∞ z j = z ∈ (F (s)) 4 , where z = (y 00 , y 01 , y 10 , y 11 ).
From (5), it follows that x 0 = y 00 y 01 = y 00 y 10 and x 1 = y 10 y 11 = y 01 y 11 .
Multiplying the above two equations, we get that s = x 0 x 1 = y 00 y 2 01 y 11 . Equation (6) and the assumption that f s is continuous at e implies that y 01 = e. Also y 01 ∈ F ⊂ F (s).
The basic finiteness property of factors is given by the following: 
if µ is the limit of a c.i.t.s. with equal components, then for
any neighbourhood U of J µ there exist n, λ and ν such that µ = λ n ν, where λ, ν ∈ Z 0 µ U and they commute. The proof follows as in the proof of Proposition 2.9 of [Sh3] , by replacing Z by Z 0 there: the proof uses Theorem 2.4 of the same paper which is based on concentration functions on locally compact groups. We observe that the proof of (2) uses the same construction as in [L] (see pp. 168-171), which was also based on concentration functions in R n . 
Proposition 5.2. Let µ be the limit of a c.i.t.s. ∆ = (µ ij )
; ∆ α = (µ l(i,j) k(i)j z i ), where {z i } ⊂ Z 0 and {l(i, j)} ⊂ N ∪ {0} both depend on α (λ 0 = δ e for all λ ∈ M 1 (G)). (3) Let U be any neighbourhood of identity h in S and let α ∈ F µ (in S). Then (a) α has a S u U -decomposition. (b) In case µ ij = µ i , i.e. µ
is the limit of a c.i.t.s. with equal components, then there exists n such that
Proof. The assertions (1)- (4) follow easily as in the proof of Proposition 2.9 of [Sh3] . We give the ideas below and sketch part of the construction of S here for the sake of understanding the underlying technique which we need to prove (5).
Let J µ be the compact semigroup defined as in Lemma 5.1. Since µ is the limit of a c.i.t.s. and Z 0 µ /Z 0 is compact, by Lemma 5.1, given any neighbourhood U of
, where V is a relatively compact neighbourhood of e such that V I(µ) is contained in an almost connected subgroup of G. Then for every n, , i) , n, l) (which is a disjoint union), and {k(n + 1, i)} is a subsequence of {k(n, i)}. Hence by a diagonalisation procedure we can choose one sequence {k(i)} such that
is as above. Also, for each i, A(k(i), n, l) depend on n and l, and for every i, {1,
Now let X = n {s n1 , . . . , s nj n }, s nl defined as above. Let S(1) π be the closed semigroup generated by X in π(M 1 (G)) and let S(1) = π −1 (S(1) π ). Clearly, S(1) is generated by π −1 (X) as a closed semigroup. Since any element
is a non-empty closed (resp. compact) abelian semigroup. From above, it follows that µ has a J 1 U -decomposition for any neighbourhood U of J in S(1). Now let h = ω H be a maximal idempotent in J (it exists because J is compact). Then H ⊂ I(µ) is a compact subgroup and Jh is a compact abelian group with identity h (see [H] , p. 88). Now since π(
] is a compact semigroup, it has a maximal idempotent, and since it is contained in π(J), it is same as π(h). Therefore, J 1 h is also an abelian group with identity h. Let S = S(1)h and S π = S(1) π π(h), which are abelian semigroups with identity h and π(h) respectively,
is idempotent-free and hence so is F π(µ) . Also,
That is, µ and also any s nl have a S u U -decomposition in S. Now for any α ∈ F µ , α = lim n α n x n , where x n ∈ S u , α n are products of s nl which have S u U -decomposition, using the facts that F α ⊂ F µ , α n 's have S u U -decompositons and (1) of Lemma 5.1, one can show that α has S u U -decomposition. Statements (1)-(3) are proven above. From (2) we have that any
Using these facts and the boundedness of number of factors of elements in F π(µ) as in (1) of Lemma 5.1, statement (4) can be proven as in the proof of Proposition 2.8 in [Sh3] , (also see (2)- (3) of Lemma 5.1).
Since S is commutative, for any α ∈ S and u ∈ S u , α = uαu
[Sh3], Lemma 2.1). Here, x is the limit of a c.i. i∈N,j=1 which converges to x. As U is a neighbourhood of δ e , without loss of generality we may assume that each λ ij ∈ U . Now for every i, if possible, let c i > 1 be such that *
Here, c i exists for all large i, because if *
Kh, which contradicts our assumption. Here,
is compact, passing to a subsequence, we may assume that {z i λ i } converges to (say) β for some
From the choice of the system ∆ x , we know that β commutes with all the elements of S(1) and hence of S. Also, β ∈ F x (in M 1 (G)). Since x = xh = δ g ω H for some g ∈ G, β is supported on a coset of H and β 1 = βh = δ g 1 h = hδ g 1 for some g 1 ∈ G. Also, for any γ ∈ S, g 1 γ = β 1 γ = γβ 1 = γg 1 , and hence γ = g 1 γg
Proof of Theorem 2.3. Since the hypothesis of the Proposition 5.2 is satisfied, we get closed abelian semigroups S and S π = S/Z 0 satisfying conditions (1)-(4). By (4) above, we know that
Here, L 1 as above is a closed connected group isomorphic to a subgroup of N (H)/H, where [Ho] , which also holds for connected groups). Also, since
(S). Now the set (S )
u , the group of units in S , is clearly the same as the group C which is a connected abelian group, and it is compact modulo Z 0 h. Clearly for π as above, the statements (1) and (2) and (4) and (5) of Proposition 5.2 imply that the same statements hold for S and π(S ). Renaming S by S, the assertions (1)-(3) of the theorem hold.
In the case µ is the limit of a c.i.t.s. with equal components, then for a neighbourhood basis
In the case of a normal system, it is clear that each element in S is normal since it comes as a limit of a subsystem with a suitable shift which is also normal.
Lemma 5.3. Let G be a locally compact group and let µ ∈ M 1 (G). Suppose µ is infinitely divisible and suppose for every n there exists an n-root µ n such that the set A = {µ
Proof. Since A/Z 0 is relatively compact and since Z 0 is a connected central subgroup, A is relatively compact (see Lemma 3.2 in [Sh1] or the proof of Proposition 8 in [M] ). Therefore, µ is rationally embeddable in {ψ(r)
is a compact connected abelian group with identity ω H and there exists Σ = {µ t } t≥0 ⊂ ψ(Q) ⊂ A, µ 0 = ω H , and k ∈ K such that k = xω H and kµ = xµ = µ 1 , i.e. xµ = µx is embeddable (see Theorems 3.1.32, 3.5.1 in [H] ). Let C = {g ∈ G | gω H ∈ K}. Then C is a compact subgroup of Z µ and C/H is connected and abelian, also C ⊂ ∩Z µ t . Now, since µ ∈ CΣ, µ is quasi-embeddable in Σ with respect to C. Also, Cω H = K ⊂ A. Here, C 0 is compact and connected and C = C 0 H. If C/H is also arcwise connected, then so is K. This implies that k −1 = x −1 ω H is embeddable, and hence µ is embeddable. 
Construction of semi-groups and s-norms using harmonic analysis
In this section, for a 'full' measure µ which is the limit of a c.i.t.s. on an amenable subgroup of an algebraic group, we construct an abelian semigroup containing µ with properties required in Corollary 2.2. In this case, it is easy to find required abelian semigroups (see Theorem 2.3) but s-norms will in general exist only on subsets of such semigroups, hence a detailed analysis using finite-dimensional representations is needed. The main point is constructing F (s) and s-norm on F (s) satisfying the conditions of Theorem 2.1. We start by proving a basic proposition. Proof. Since φ(S u ) = {δ e }, we have φ(β) = φ(βx) for all β ∈ S and x ∈ S u and hence we can define φ :
Here, φ is a continuous homomorphism. We may also identify x and δ x for any x ∈ S 1 . Since φ(λ) = x 0 = e, each element of φ (F λ 
where for each j,
Then since F λ is compact, passing to a subsequence if necessary, we may assume that
Since φ(λ) = x 0 = e and φ(γ ) = e, either φ(α ) or φ(β ) is non-trivial. Hence with possible interchange of φ(α ) and φ(β ) −1 we can suppose φ(α ) = a = e. We now choose a sequence {m (n)}, where m (n) ≤ m(n) for all n, as follows: Let
Here, UU ⊂ V . Now again passing to a subsequence if necessary, we get that * m (n) j=1 α nj converges to α, for some α ∈ F λ ; i.e. α is the limit of a c.i.t.s.
as in the proof of Lemma 2.6 of [Sh3] or using Lemma 5.1 above, we can show that α has a U n -decomposition obtained as a limit of the subsystem ∆ α in S ξ , where U n is the image of U n in S ξ . As in the proof of Proposition 5.2 above, we get a U n -decomposition of α, which is obtained successively from the system ∆ α in S ξ , i.e.
where s n1 , . . . , s nr(n) are also limits of the partial products of a same subsystem of ∆ α and for every n, the U n+1 -decomposition is finer than the U n -decomposition. Let us fix any n ∈ N. Let
Now, it is easy to see that for each n, F n ⊂ F n+1 and φ(ν) ∈ V + , for all ν ∈ F n . Hence defining F (α) = n F n , we have φ [F (α) F (α) . Since λ, F λ satisfy condition (1) of Theorem 2.1, the same is true for α, F α .
Furthermore, from the above construction, α is U n -tree-like divisible in F (α). Also φ [F (α) 
Hence condition (3) of Theorem 2.1 is satisfied.
Remarks. 1. Later on, we will encounter homomorphisms from G to a locally compact abelian group G , but composing them with a non-trivial character from G to S 1 , we can apply the above proposition. 2. The above proposition is also valid if we have a continuous homomorphism from the semigroup S as above to S 1 or even a partial homomorphism from F λ (in S) to S 1 , along with the rest of the hypothesis.
The following can be derived easily using the above result and Proposition 2.8 of [Sh3] or Theorem 2.3. It shows in particular the essential role of the spectral properties in the problem. 1} and ρ(γ) is invertible in the commutative algebra generated by ρ(S 1 ) with identity ρ(ω H ).
Remark. The above in particular implies that the limit µ of a c.i.t.s. on a discrete group G is embeddable if any ω H -infinitesimally divisible element ν ∈ F µ , with the spectrum of ρ(ν) contained in {0, 1}, is an idempotent. This, in particular, holds and is easy to see if G ν ⊂ G is contained in a group which is a compact extension of a closed solvable normal subgroup. This property also holds for any countable linear group G over a local field F. (We do not know any counterexample to the above property.) In particular, using Lemma 4.8 and [DeG] , we obtain an extended form of Theorem 3.9(3) of [Sh3] 
for any y ∈ supp ν. Since ν is infinitesimally divisible, so is φ(y), and hence φ(y) belongs to the connected component of the identity in G(λ)/CN λ . Hence, since
= {δ e }. Now if we take S λ to be the closed semigroup generated by F λ in S, then S λ ⊂ M 1 (G(λ)) and S u λ = S u , hence by Proposition 6.1 and Remark 1 following it, we can construct α ∈ F λ and F (α) ⊂ F λ as desired.
Step 2: Now suppose G(λ) = CN λ . Since C/Z 0 is relatively compact, we have C = K × V , where V ⊂ Z 0 is a vector group, K is a compact group and H as above
which is a compact extension of a closed solvable normal subgroup R µ (say). Since V is central, this implies that V R µ is solvable and V L µ /V R µ is compact. Now, without loss of generality we may assume that S is generated by
without loss of generality we may assume that λ = λ and S = S and hence
loss of generality we may assume that G = V L µ which is a compact extension of the closed solvable normal subgroup V R µ .
Step 3: Let π 1 : G → G/G 0 be the natural projection and suppose that π 1 (λ) is not a translate of an idempotent. Then since it is infinitesimally divisible in
is well defined and is a λ-norm on F (λ) = F λ in S ξ , and the assertion holds for α = λ. Now let π 1 (λ) be a translate of an idempotent. Then π 1 (λ) = π 1 (ω H ) as λ is infinitesimally divisible in S (cf. [Sh3] , Lemma 3.2). Therefore, since V ⊂ G 0 , we have G(λ) = V N λ ⊂ HG 0 . Also, since HG 0 is an amenable almost connected group, HG 0 /R is compact, where R is the maximal connected solvable normal subgroup of G. Therefore, we may assume that G = HG 0 .
Step 4: Let π 2 : G → G/R be the natural projection. Suppose π 2 (λ) is not a translate of an idempotent. Then since G/R is compact, by Lemma 3.3 of [Sh3] there exists a π 2 (λ)-norm on F π 2 (λ) in S 2 = π 2 (S), and the assertion follows as in Step 3. Now let π 2 (λ) be a translate of and idempotent. Then by Lemma 3.1 of [Sh3] , π 2 (λ) = δ x * ω π 2 (H) = ω π 2 (H) * δ x , for some x, and hence N λ ⊂ HR.
Hence we may assume that G = HR.
Step 5: We now prove that there exists a λ-norm on F λ in S. Then α = λ and F (α) = F λ will satisfy conditions of Theorem 2.1. We prove this by induction on the length n of R, where G = HR, i.e. the smallest n, such that R n = {e}, where
Then, as λ is not a translate of an idempotent, the result follows exactly as in
Step 4 of the proof of Theorem 3.4 of [Sh3] , i.e. there exists a λ-norm on F λ in S. Now suppose the statement holds for a group G = HR with length of R less than n. Now assume that the length of R is n. Let L = V R 1 and let
is not a translate of an idempotent, then as above, there exists a π 3 (λ)-norm f on F π 3 (λ) in S 3 = π 3 (S), and we can define a λ-norm on F λ as f λ = f • π 3 . Now suppose π 3 (λ) is a translate of an idempotent. Here, H(1) = π 3 (H) ∩ R is normal and G(1)/H(1) is a semidirect product of H = π 3 (H)/H(1) and R = R /H(1).
As in
Step 4 of the proof of Theorem 3.4 in [Sh3] 
This implies that π 3 (λ) = ω π 3 (H) = π 3 (ν) for any ν ∈ F λ . Hence, without loss of generality we may assume that G = HL. Since V is central, L = V R 1 has length less than n; hence by the induction hypothesis there exists a λ-norm F λ in S. This completes the proof. 
0 , it is idempotent-free and the set S u of invertible elements in S is a connected abelian subgroup such that S u /Z 0 h is compact. Then S ξ = S/S u is an abelian semigroup with identity h = ξ(h), and any α ∈ F µ is infinitesimally divisible and F µ is compact, idempotent-free and associate-free in S ξ . Also, S consists of normal measures if ∆ is normal. Now suppose µ satisfies condition (1) of the hypothesis. By Proposition 6.4, for every λ ∈ F µ \ S u there exists α ∈ F µ \ S u and a subset F (α) ⊂ F α , such that α and F (α) satisfy conditions (1)-(3) of Theorem 2.1. Now suppose condition (2) of the hypothesis is satisfied. Let λ ∈ F µ \ S u . We first show that λ is not a translate of an idempotent. Suppose the contrary. Then since it is normal, λ * λ =λ * λ is an idempotent, say ω H , for some compact group H . Then for any ν ∈ F λ , νν =νν is supported on H . Also, for any two element α, β in S, αα, ββ commute. Therefore, λλ is infinitesimally divisible in M 1 H (H ) and hence λλ = ω H (cf. [Sh3] , Lemma 3.1). That is, λ = δ y * ω H ∈ S u , a contradiction. Now by Theorem 3.8, there exists a λ-norm f λ on F λ . Since S u is a group, f λ (S u ) = {0}. Hence we can define a λ-norm on F λ as f λ (ν) = f λ (ν) for all ν ∈ F λ . Now conditions of Theorem 2.1 are satisfied by λ and F λ .
So in either case, by Corollary 2.2 there exists a continuous one-parameter semigroup {φ(t)} t>0 ⊂ S ξ such that φ(1) = µ = ξ(µ). In particular, for every n there exist ν n ∈ S and a n ∈ S u such that ν n n a n = µ. Since S u is a connected abelian group, it is divisible and hence µ n n = µ, for all n, where µ n = ν n b n and b n n = a n . That is, µ is infinitely divisible in F µ (in S) and F µ /Z 0 is compact. Now by Lemma 5.3, A = {µ m n ∈ S | µ n n = µ, 1 ≤ m ≤ n, n ∈ N} is relatively compact and there exists a continuous one-parameter semigroup Σ = {µ t } t≥0 ⊂ A, µ 0 = ω H , and a compact subgroup C ⊂ Z µ which commutes with Σ, such that µ is quasiembeddable in Σ with respect to C. Moreover, µ itself is embeddable if C/H is arcwise connected.
Proof of Theorem 1.4. In the case G is a Lie group, then every compact connected subgroup of G is arcwise connected, and in the case G is totally disconnected, Z 0 µ is trivial and hence so is every subgroup of it. Also condition (1) of Theorem 1.1 is satisfied and Z 0 µ /Z 0 is compact; it implies that µ is embeddable. In the case G is F-algebraic, then G is either a Lie group or a totally disconnected group. Moreover if G is real algebraic, Z c (G µ ) = G implies that Z 0 µ /Z 0 is compact. In the general case, if G µ is amenable, Lemma 4.8 implies that G µ is contained in a compact extension of a closed solvable normal subgroup and hence the assertion follows from above.
Proof of Theorem 1.5. If µ is the limit of a normal c.i.t.s., then condition (2) of Theorem 1.1 is satisfied and the assertion follows as in the proof of Theorem 1.4.
Proof of Theorem 1.2. Let µ be the limit of any symmetric c.i.t.s. By Proposition 2.8 of [Sh3] , there exists a closed subsemigroup S of M 1 H (G µ ) with identity ω H such that F µ is compact, associate-free and idempotent-free; and as above, we can suppose that each ν ∈ F µ is infinitesimally divisible in S. Now let λ ∈ F µ \ {ω H }. If λ is a translate of an idempotent, then it is an idempotent, as it is symmetric, which contradicts the fact that F µ is idempotentfree. Now by Theorem 3.8, there exists a λ-norm on F λ (in S), which in turn implies the embeddability of µ by Corollary 2.2.
Remark. In the proof of Theorem 1.2 in the case of Lie projective groups, the partial homomorphisms can be obtained from Theorems 1.8, 3.6 above and Corollary 3.5 of [Sh3] instead of from Theorem 3.8.
8. Proofs of Theorems 1.6-1.7
Here, we prove a result which contains Theorems 1.6-1.7. (G) . Let R be the radical of G and let π 1 : G → G/R be the natural projection. We suppose first that the radical R of G is F-defined and we denote by G 1 the subgroup of F-rational points in G/R. We know that π 1 (G) is open and closed in G 1 (see [Ma] , p. 50). For any ν ∈ M 1 (G), let ν = π 1 (ν). Let λ ∈ F µ \ S u and suppose r = r(λ ) < 1. Then r(µ ) < 1, since λ ∈ F µ and hence G µ is non-amenable (cf. [DeG] ). Since G µ ⊂ π 1 (G) and π 1 (G) is open and closed in G 1 , G 1 is non-amenable, hence non-compact. Moreover from Theorem 3.6, it follows that r(λ ) > 0 and hence 0 < r < 1. Now for some n ∈ N, suppose µ n,H is a positive measure with density (see condition (1)), so is µ n,H on G 1 . Since G/R is a semisimple algebraic group, G 1 is non-compact and µ n,H has density on G 1 , we can apply Theorem 4.1 and get a continuous homomorphism f of S = π 1 (S) into [0, 1] such that 0 < f(µ ) = r(µ ) < 1, 0 < f(λ ) < 1.
Then we get a λ-norm on F λ by the following formula:
The condition f (µ ) > 0 and the multiplicativity of f implies f (ν ) > 0 for any ν ∈ F µ . Hence f λ is well defined and continuous on F λ . Furthermore, since f (λ ) ≤ r < 1, we have f λ (λ) > 0. Now let µ satisfy the moment condition (2). Since π 1 is continuous as a map from G to G 1 , the moment condition for µ carries over to µ ∈ M 1 (G 1 ). We also have Z c (G µ ) = G/R. Hence we can apply Lemma 4.10. Since G λ is non-amenable, there exists s ∈Â + , such that s [L(λ ) ] > 0. Then we get a λ-norm through the formula f λ (ν) = s [L(ν ) ], ν ∈ F µ . Clearly, f λ is a continuous function on F µ and f λ (λ) = s [L(λ ) ] > 0 (cf. Theorem 1.9).
In both of the above cases, since f λ (S u ) = {0}, we can define a λ-norm on F λ as f λ = f λ • ξ −1 , which is well defined, and the conditions of Theorem 2.1 are satisfied for α = λ and F (α) = F λ . Now suppose r(λ ) is 1. Then G λ is amenable, so is π −1 1 (G λ ), as well as its closed subgroup G λ . Now, since we want to have F λ to satisfy conditions of Theorem 2.1, without loss of generality we may take S(1) to be the closed semigroup generated by F λ and show that it satisfies the conditions of Theorem 2.1. Let G(λ) be the closed subgroup of G generated by {supp ν | ν ∈ F λ }. Since the elements of λ are supported on cosets of G λ in N (G λ ), the normaliser of G λ in G, and since S is abelian, we have that G(λ)/G λ is abelian and hence G(λ) is amenable. Hence from Lemma 4.8, G(λ) is contained in a compact extension of a closed solvable normal subgroup. Here, S(1) ⊂ M 1 (G(λ)), S u ⊂ S(1), and S(1) ξ = ξ[S(1)]. Now by Proposition 6.4, there exist α ∈ F λ and a compact subset F (α) ⊂ F α such that α and F (α) satisfy conditions of Theorem 2.1.
In the case R is not F-defined and µ ∈ M 1,m (G), we consider a finite algebraic extension F of F such that R is F -defined and we replace G by G , the subgroup of F -rational points of G. The Zariski closure condition of G µ is also satisfied inside G , and moreover since G is closed in G , we have also µ ∈ M 1,m (G ). Hence we are reduced to the above situation and the assertion follows.
Proof of Theorem 8.1. Let G be a F-algebraic group. Let µ ∈ M 1 (G) be the limit of a c.i.t.s. such that Z c (G µ ) = G. Suppose G is real algebraic. Now since the centraliser of G µ , Z(G µ ) = Z, by Theorem 3.2 of [DM] , F µ /Z, and hence F µ /Z 0 is compact as Z has only finitely many connected components. In particular, Z 0 µ /Z 0 ⊂ F µ /Z 0 is also compact. If F is ultrametric, then G is totally disconnected and Z 0 µ = {e} = Z 0 . Now by Theorem 2.3, there exists a closed abelian semigroup S ⊂ M 1 H (G) with identity ω H such that µ ∈ S, every element in F µ is infinitesimally divisible and F π(µ) is compact and idempotent-free, and the group S u of invertible elements in S is connected. This implies that S ξ = S/S u is an abelian semigroup with identity ξ(ω H ), F ξ(µ) is compact, idempotent-free and associate-free and every element in F ξ(µ) is infinitesimally divisible. Now, since µ satisfies condition (1) or (2) of the hypothesis, by Proposition 8.2, the conditions of Theorem 2.1 are satisfied. Therefore, we get as in the last step of the proof of Theorem 1.1 that µ is embeddable.
Remark. It is obvious from the proof of Theorem 8.1 that, on a Lie group G with finitely many connected components, a measure µ is embeddable if µ is the limit of a c.i.t.s., Z 0 µ /Z 0 is compact and µ satisfies condition (1) of the theorem.
Complements
The condition that Z 0 µ /Z 0 is compact is a fullness condition on µ which is used in particular in Theorem 2.3 in order to get infinitesimal divisibility of µ. A seemingly more natural condition is the compactness of Z
0 , since it is satisfied by Dirac measures as well as any measure µ on an algebraic group (cf. Theorem 3.2, [DM] ) (where Z(G µ ) is the centraliser of G µ in G). We discuss below the relations of these two conditions with embeddability, infinitesimal divisibility and being the limit of a c.i.t.s., starting from the case of Dirac measures. The first example shows that the compactness of Z is not sufficient. Let G be a connected Lie group, with Lie algebra G, such that the image of the exponential map is not closed. Let µ n = δ g n = exp X n be a sequence of Dirac measures with X n ∈ G and µ = δ g = lim n µ n with g ∈ exp G. Since we have g n = (exp X n n ) n , it is clear that µ n defines a c.i.t.s. converging to µ. However, µ = δ g cannot be embedded in a one-parameter (semi)group, contrary to the conclusion of Theorems 1.4, 1.5 and 1.3. We observe from Theorem 1.5 that Z 0 µ /Z 0 cannot be compact in such a situation.
A corresponding simple example is the following: Example 1. Let G = SL(2, R). Its Lie algebra G is given by G = {X ∈ M (2, R) | Tr X = 0}. It can be easily verified that
Hence the boundary of exp G is
It is non-trivial and consists of the matrices g = − Id, with the unique eigenvalue −1.
Theorem 9.1. Let G be any locally compact group and µ = δ x , for some x ∈ G. Then the following are equivalent:
(a) µ = δ x is infinitesimally divisible in M 1 (G). 
