We assess the impact of the location of genuinely new ventures and spinoffs on these firms' survival, productivity and growth. The study distinguishes between four different categories of locations: metro cities, metro regions, urban areas, and rural areas. Using a unique database covering more than 23,000 new entrants between 2000 and 2004 in Sweden and observing them for 5 years, several conclusions may be drawn from our study. First, there is a substantial difference in ex-post entry performance between the manufacturing and service sectors. Second, the proposed superiority of start-ups by ex-employees depends on the performance measures and the sector. Third, knowledge and technology intensity of the industry matter for the viability of the new firms.
INTRODUCTION
Entrepreneurship is recognized as an engine of economic dynamics, and start-ups by exemployees of incumbent firms are found to be a distinctive class of new firms (Agarwal et al. 2004 ; Klepper and Sleeper 2005; Andersson et al. 2012 .) However, a new company is not just affected by inherited experience from other companies via entrepreneurial spawning.
Experience and knowledge of technical and organizational solutions, markets, and other factors can also spill over from the geographical environment in the form of industrial clusters, agglomerations, labor mobility and proximity to dominant customers. A large body of literature has examined how aggregate knowledge sources inside a region generate spillovers and affect the outcome of firms located in a region (e.g., Jaffe 1986; Audretsch and Feldman 2004) .
Despite a large interest in both performance of new firm formations and the spatial importance of new ventures, there are remarkably few systematic studies on both these factors within the same framework. Our primary contribution is a unique systematic comparison of the survival, productivity and growth of spinoffs and other new firms in different geographical locations. Most previous studies have used samples of new firms or new firms in a specific industry, while our study is based on population data and covers the entire economy except for the primary sector. We study approximately 23,000 Swedish ex-employee start-ups and genuinely new entrants (GNV) in metro-cities, metro-regions outside metro-cities, largecities, and rural areas from the period of 2000 to 2008.
Location-specific benefits can differ both between manufacturing and services and between knowledge-intensive production and other specialties. Therefore, we analyze new firm formation across regions in two categories of manufacturing with distinctly different technology intensities, and two categories of services with distinctly different knowledge intensities. The rich data set allows us to follow the companies throughout the entire critical first five-year period in the market.
In the econometric analysis, we first apply a discrete-time hazard model to study survival.
Then, a dynamic panel data approach is used to assess productivity and growth. The paper 4 establishes the following regularities. First, spinoffs in services have a significantly higher survival rate than other new ventures, wherever they are located. Among manufacturing firms, only spinoffs outside metro areas are more prone to survive the first five years than genuinely new entrants. Second, manufacturing spinoffs in metro-cities have a superior productivity to that of other new firms in the same sector. In services, spinoffs are more productive than other new ventures across all regions. Third, new manufacturing firms linked to a father firm do not differ in productivity growth compared to other new manufacturers. Concerning services, we find that both spinoffs and other new businesses benefit from presence in metro-cities in terms of productivity growth, regardless of their knowledge intensity. The results for employment growth among new firms are mixed.
The rest of paper is organized as follows. Section 2 provides a brief literature review, section 3 provides data and section 4 provides the model. The results are reported in section 5, and section 6 concludes the paper. Mansfield (1962) was one of the first to study new firms' entry processes and their determinants in a systematic way, while Dosi (1988) , in contrast to the neoclassical view, discussed the microeconomic variety characterizing new entrants. Jovanovic (1982) represents the earliest attempt to formally model the post-entry evolution of new entrants. The noisy selection model predicts that only efficient firms survive and grow.
PREVIOUS LITEARATURE
More recent research tries to incorporate the space with the analysis. Acs et al. (2007) suggest that the conditions for survival, productivity and growth of heterogeneous newborn firms vary not only with firm-and industry-specific factors but also with location attributes. Regional variations in both survival and survivors' performances might be correlated with particular industry factors such as knowledge and technology intensity (Brixy and Growtz 2007) , industry clusters (Saxenian 1994) , and a variety of firm-specific factors such as close attachment to a previous employer, managerial capacity and human capital. 
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Recent research has documented several regularities in new firm formation with potential impact on firms' futures. About two out of three new founders come from the same region and the same sector as their previous employment or business activity, while the remainder are in-migrating entrepreneurs or young people with no previous job experience (Shane 2000; Renski 2009 ). People with experience from incumbent firms, people who start a new firm in the same sector and the same region as the parent firm or previous employers are more likely to be successful than leaders of other new firms (Storey 1994; Klepper 2002; Andersson et al. 2012 ). New firms created by locals are bigger, more valuable and better financed than startups created by non-locals (Michelacci and Silva 2005) .
It has also been shown that human capital and specific rather than generic education and skills in economic, managerial, technical and scientific fields increase both the likelihood of survival and the economic performance of new firms (Becker 1964; Brüderl et al. 1994; Almus and Nerlinger 1999; Colombo and Grilli 2005) .
The primary motivation to start a new venture has been found to be a predictor of post-entry profitability and growth. The research differs between dynamic factors such as new innovative ideas and more defensive factors such as escape from unemployment (see Vivarelli and Audretsch 1998; Arrighetti and Vivarelli 1999; Andersson and Klepper 2013) . The literature suggests that the risk of unemployment and similar motivations for starting a new business are associated with higher death-risk and lower productivity (Pfeiffer and Rize 2000; Andersson and Wadensjö 2006) . Because dynamic factors are more frequent in agglomeration areas, the underlying motivation will influence interregional variations in new business survival and growth.
However, few studies have systematically examined geographical variation in survival, productivity and growth among new businesses. One main reason is lack of suitable micro data. In fact, very few countries have databases that allow for creating matched employeremployee data that is suitable for the systematic examination of spatial variations in new firm entry, survival and performance. The three Nordic countries, Denmark, Norway and Sweden, 6 are among the few countries where such studies are possible. Portugal and Brazil have similar data, while studies in other countries are performed using second-best data solutions.
Typically, existing studies on interregional variation in the viability of new ventures build on cross-sectional samples or panel data on selected geographical areas, preferably metropolitan economies. Most studies have not been able to confirm the prediction by Hoover and Vernon (1959) that central locations are advantageous for new businesses. See, for instance, Audretsch and Fritsch (1994) , Keeble and Walker (1994) , Reynolds (1994) , Reynolds et al. (1995) , Fotopoulos and Spence (1999) , Armington and Acs (2002) , Rosenthal and Strange (2003) , Lee et al. (2004) , Fritsch and Mueller (2005) , and Feser et al. (2008) .
The justifications for rejecting the Hover and Vernon hypothesis include the following: (i) new firms that compete through innovation have a higher risk of failure, and because this type of firm is disproportionately located in the core, large cities will have higher rates of failure than less dense areas (Renski 2009 ); (ii) complex, sticky and tacit knowledge spillovers are believed to be strongly dependent on proximity (Lamorgenese et al. 2010; Greenstone et al. 2010; Lychagin et al. 2010 ), but these spillovers will benefit knowledge-intense businesses more than other startups (Campi et al. 2004) ; and (iii) firms entering in the metropolitan fringe may benefit from the size and density of the nearby area without incurring the same costs (Phelps et al. 2001) . Some studies are able to establish a positive link between new firm formation and population size. Grek et al. (2009) show that the market potential as measured by local and external accessibility to gross regional product has a strong, significant impact on the entry of new firms. (See also Hoogstra and van Dijk (2004) and Gabe (2004) ). Some studies indicate that spinoffs are more prone to take advantage of agglomerations than other firms (see, for instance, Nicolaou and Birely 2003 and Acs et al. 2009 ).
The existing study most similar to ours is Renski (2009) , which examines variation in entry, survival and growth inside and outside areas in the U.S. Renski finds that new knowledgeintense firms in central cities have higher failure rates but that employment growth is faster than at corresponding firms in other places. The study also reports that suburbs, small cities and rural segments of metropolitan cities tend to be good incubators for new entering firms.
However, no local milieu favors entrepreneurship across all sectors and performance measures.
DATA AND VARIABLES
The firm-level data used in this study were originally constructed from audited register information on firm characteristics based on annual reports on firms in Sweden provided by Statistic Sweden (SCB). Based on both firm-and individual-level data, the new firms are classified into two different categories: employee-start ups and genuinely new ventures, which are not directly tied to any existing firms through employment migration. We are thus able to follow the development 4 Firms that were a minority in the parent firm the year before the transition to the new venture but a majority in the new firm the year after the transition are considered to be entrepreneurial spawns or spinouts. 5 To be considered a spinout, the new venture cannot be a branch of an existing business. Some firms may erroneously be classified as new if they have been inactive for some time or if they have high turnover. With applying two identifiers coming from Business Statistic and statistic Sweden and by tracking each firm during the years prior to their entry (our records date back to 1997), we avoid misclassifying these firms as new.
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of each of the new firms for 5 years after their entry. 6 In our data, we observe a total of 5,195 unique entrants spawned by incumbent firms over the period 2000-2004 and 17,842 unique genuinely new firm entrants. In the first part of the analysis, we use all of the approximately 103,000 observations on these firms to estimate the likelihood of survival in the first five years on the market. The second part of our study considers growth performance, and following the tradition started with Audretsch (1995) , the sole focus is on survived firms. In total, 2,095 spinoffs and 5,629 genuinely new firms remained active five years after entry.
In the analysis, we separate the basic sample into four subsamples: firms specializing in high and high-medium manufacturing technology, low and low-medium manufacturing technology, knowledge-intensive services and other services. 7 The motivation is that a variety of fields of the literature on entrepreneurship, economics of innovation and economic geography explain advantages of firm location with factors such as natural advantages due to path dependency, pecuniary economics related to transportation cost and scale economics, proximity to consumers, suppliers and competitors, access to specialized inputs and specialized workers, technological spillovers and other externalities (this literature includes Marshall 1920 , Porter 1990 , Krugman 1991 , Krugman and Venables 1995 , Fujita and Thisse 2002 , Acs and Armington 2004 , Iammarino 2005 and Lychagin et al. 2010 ). Location-specific benefits differ between both manufacturing and services and between knowledge-intensive production and other specialties.
We distinguish between four types of locations of the new firms: "metro cities", "metro regions", "urban areas" and "rural areas". Sweden's three metropolitan cities, Stockholm, Gothenburg and Malmö, are classified as metro cities. Metro regions include municipalities where 100 percent of the population live within cities (except for Stockholm, Gothenburg and Malmö) or within a 30 km distance from these cities. Municipalities with a population of at least 30,000 inhabitants and where the largest city has a population of 25,000 people or more are classified as urban areas. The remainder of the municipalities composes the final category of rural areas. "Metro cities" represent 17% of the Swedish population. "Metro regions", "urban areas" and "rural areas" represent 18%, 30% and 35% of the population, respectively.
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The distribution of spinoffs and genuinely new firms across industries and regions is displayed in Previous literature has shown that start-ups linked to incumbent firms belong to a specific type of new firm formation in terms of productivity and profitability (Agrawal et al. 2004 , Klepper 2007 , Andersson et al. 2012 . Typically, this literature does not consider the relevance of geography. In this paper, we focus on two aspects of new firm formation: the capacity to survive and surviving firms' capacity to grow. The dependent variable in the first part of the study is the duration that a firm remains in the business. The three other dependent variables are the log of value added, the growth of value added and the growth of labor in each period of time.
The key explanatory variables used in this study are interaction variables between location dummies and types of new firms. The reference group in all the regressions comprises genuinely new firms located in "rural areas".
Our control variables are related to the characteristics of firms. We control for the level of the human capital of new ventures, expressed as the fraction of employees with at least 3 years of university education, physical capital, measured as log annual investment in machineries, size, which is measured as the log value of the number of employees, and ownership, which distinguishes between non-affiliate and members of a domestic group, a domestic multinational group and a foreign multinational group. We also control for the particular 2-digit industry to which the new firms belong. All parametric regressions include year dummies. In the growth regressions, we also control for time-invariant non-observed heterogeneity. Our hazard function estimation is
where  it is the failure rate of a new firm i at time t (t) is the baseline failure rate as a faction of time, and  is a vector of parameters measuring the influence of explanatory variables (x) on the baseline failure rate. We assume that u it is the normally distributed error with zero mean.
The general growth model is a standard Cobb-Douglas production function. The data are repeated measurements at different points in time for the same firms. The variables we would like to explain are productivity growth and employment growth. The key interest is to determine the elasticity of productivity and growth and employment growth with respect to different locations. Specified in logarithmic transformation, the basic model may be expressed as follows:
where y it is the log productivity of firm i in year t, are controls for fixed effects (firm-specific, industry-specific and time-specific, respectively), is lagged log productivity, LGNV refers to interaction dummies between 4 different locations and GNVs, LSO is a similar interaction variable between location and spinoffs, EMP and PC are the log values of employment and physical capital, respectively, HC is the fraction of employees with at least three years of university education, OW represents corporate ownership categorical dummies and  is the idiosyncratic error term. The EMP variable is omitted in the employment growth regression. In this regression, the dependent variable y it in equation (3) is labor.
The empirical model that we apply is a dynamic one-step system GMM estimator (Arellano and Bover 1995; Blundell and Bond 2000) . To estimate equations 2 and 3, we must classify the variables as endogenous, predetermined, weakly exogenous and strictly exogenous. Based on the literature, we treat the determinants of productivity, human capital, physical capital and firm size (employment) as endogenous regressors. The endogeneity concern reflects the possible correlation between these variables and unobserved productivity shocks.
Our location interaction dummies and all the other dummy variables are all treated as exogenous in the model. It should be noted that the variation over time in LGNV and LSO is almost zero, as most firms do not change their location during the 5-year observation period.
Finding a plausible instrument for this almost constant variable is not possible in the present application (for a similar case, see Lychagin, 2010).
RESULTS
In this section, we present the results of the survival analysis and the performance regressions. whereas tables 5-7 present performance results in terms of labor productivity and growth rates of productivity and employment during the first five years of operations for surviving firms.
Each of the tables presents results from four different regressions: (i) high and medium-high manufacturing technology, (ii) low and medium-low manufacturing technology, (iii)
knowledge-intensive services and, (iv) low and medium knowledge-intensive services.
Survival of new firms
We begin the empirical analysis by considering the survival estimations in table 4. It should be noted that non-survival is not always a failure. In some cases, companies have disappeared from the market due to acquisition. However, for the vast majority of businesses, shutting down is the result of weak performance.
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The table reports the hazard rate, which is the likelihood that a new entrant will fail at a specific point of time, given that it has survived up to that point. Composing the reference group are genuinely new ventures in rural areas.
To interpret table 4, consider the first column, which presents the results for manufacturing firms in high and medium-high manufacturing. The first row in this column contains the correlation coefficient for the difference between the reference group and GNVs in metro cities. Estimates lower than unity correspond to a higher survival rate than the reference, and estimates larger than unity correspond to a lower survival rate than the reference. The estimate, 0.967, is close to unity and is not significantly different from the reference alternative. The second and third rows also report non-significant results. Rows 4-7 show the estimates for spinoffs (SO). The interpretations are as follows: technology-intensive SOmanufacturing firms outside metro areas are significantly more likely than all other new firms in this category to survive. The point estimate for the average firm in a metro region outside a metro city is also significant, although only at the 10% level.
Continuing with medium-low and low technology manufacturing, column 2 indicates that starting a GNV in a metro city is a risky project. The likelihood of survival during the first five years is significantly lower compared to market entry in all other locations. With regard to spinoffs, the table reports that start-ups in urban and rural areas are most likely to survive.
The regression results for services show that GNVs in rural areas exhibit a significantly higher viability than GNVs in both high and less high knowledge-intensive sectors. There are several not mutually exclusive interpretations. For instance, it might be a more significant step to start a service business in a rural area, as doing so requires a more detailed analysis of market conditions and the consequences of a failure. Alternatively, the competition is weaker and the firm might survive, even if the profitability is low. Spinoffs in the service sector are more prone to survive across all locations relative to the reference group, but the point estimates indicate that the likelihood of survival decreases with spatial proximity for both knowledge-intensive firms and other services.
14 [Insert Table 4 about here] Table 5 reports the first of three sets of production function estimates. The performance measure is log value added, controlling for firm size. Previous studies have shown that entrepreneurial ventures spawning from a father firm are superior to other types of newcomers in terms of profitability and productivity. Table 5 adds a spatial dimension to this literature.
Start-up productivity performance
Looking across the four equations, we see a striking similarity between the two categories of manufacturing firms as well as between the two categories of service firms. The first two columns suggest that only ex-employee manufacturing start-ups in metro cities are more productive than new firms without any ties to a father firm. Spinoffs in other geographical areas are not more productive than other new firms, wherever they are located.
Moreover, we see that the average GNV specializing in high or low technology does not benefit from closeness to proximity areas and potential knowledge spillovers.
The main finding from the two service regressions is that spinoffs are always more productive than other new service ventures. In contrast to manufacturing, there is no metro city premium among either knowledge-intensive spinouts or spinoffs in other service industries. In addition, similarly to manufacturing, we cannot establish any productivity difference between GNV across various locations.
The point estimates for the controls are quite heterogeneous across the table. The most robust results are that value added increases with firm size (not significant for high and medium-high technology firms) and that foreign-owned firms are more productive than domestic new entrants (not significant for low-medium and low technology manufacturing firms).
Moreover, with locations controlled for, the results indicate that human capital is more important for services than other factors.
[Insert Table 5 about here] GNVs, although the difference is not significant in some cases. Table 7 presents regression results for labor growth. Considering both high and medium-high technology manufacturing and knowledge-intensive services, no statistically significant differences in point estimates from the reference alternative are reported. Representing the only exception are knowledge-intensive service spinoffs in rural areas. Here the estimate is negative but only weakly significant. Somewhat surprisingly, the results suggest that spinoffs in low and medium-low manufacturing and located in metropolitan areas are growing more slowly in terms of labor than other firms in this category. Finally, table 7 shows that both GNV and spinoffs in services with low knowledge intensity tend to grow at a higher rate if they are located in metro cities.
Growth rates

Test statistics
Our GMM results are sensitive to both the number of instruments, identification and serial correlation. The bottom sections of tables 5-7 report test statistics on the validity of the regressions. First, we observe that the number of instruments is acceptable across the 12 regressions. The AR (2) statistics indicate that the regressions do not suffer from a correlation problem. Regarding the exogeneity of the instruments, the Hansen test indicates satisfying results in 10 regressions. The results for knowledge-intensive services in table 6 (growth in value added) is close to the critical value, whereas the test indicates that the orthogonality conditions are not fulfilled in table 6 for less knowledge-intensive services. Our overall conclusion on the test statistics is the model specifications are valid. Comparing the dynamic GMM results with both OLS and random effects regressions, we find that the general pattern of the results is similar. The main difference is the size of the estimates.
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[Insert Table 6 about here]
[Insert Table 7 about here]
CONCLUSIONS
Previous studies have shown that entrepreneurial spawning from incumbent firms represent a distinguished type of new firm formation. In this paper, we ask whether this is true when the place of location is considered. Approximately 35 percent starters with at least two employees survive the first five critical years on the market.
Several conclusions may be drawn from our study. First, there is a substantial difference in ex-post entry performance between manufacturing and services. Second, the proposed superiority of start-ups by ex-employees depends on the performance measure and sector..
Third, knowledge and technology intensity of the industry matters for the viability of the new firms.
We find that spinoffs in services have a significantly higher survival rate than other new ventures regardless of their location. This finding stands in sharp contrast to new firm formation in manufacturing. In this case, only spinoffs outside metro areas are more likely than genuinely new entrants to survive the first five years of operations. The superiority of spinoffs in manufacturing is limited to firms located in metro cities. In services, spinoffs are more productive than other new ventures across regions with various population densities.
Turning to growth rates, we show that new manufacturing firms linked to a father firm do not grow faster in terms of value added or employment than other new manufacturers. In fact, entrepreneurial spawning in metro cities or metro regions corresponds to the poorest performance in employment growth among start-up firms in low-technology manufacturing.
Concerning services, the relations between location and growth is somewhat more complex.
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All new firms benefit in terms of productivity growth from their local milieu in metro cities.
The advantage of proximity is greatest for knowledge-intensive services and spinoffs. No difference in firm size growth with respect to the firms' origin location is found among knowledge-intensive service firms. However, both genuinely new firms and spinoffs in services medium-low or low knowledge intensity tend to have faster employment growth than other firms in this category.
What policy implications may be driven from the study? Spinoffs are often considered a highperforming type of new firm. However, this outperformance represents only one part of the story. We may conclude that the relative performance of ex-employee firms becomes more complex when we include geography into the analysis. We also show that the beneficial effect of the location of new firms differs with regard to the firm's background, industry specification and performance measure used. The location quotient is a measure of the relative specialization of each area type in new entrants, which is calculated by dividing each area type's share of new firms by its share of the population. 
