Magnetorheological dampers have become prominent semi-active control devices for vibration mitigation of structures which are subjected to severe loads. However, the damping force cannot be controlled directly due to the inherent nonlinear characteristics of the magnetorheological dampers. Therefore, for fully exploiting the capabilities of the magnetorheological dampers, one of the challenging aspects is to develop an accurate inverse model which can appropriately predict the input voltage to control the damping force. In this article, a hybrid modeling strategy combining shuffled frogleaping algorithm and adaptive-network-based fuzzy inference system is proposed to model the inverse dynamic characteristics of the magnetorheological dampers for improving the modeling accuracy. The shuffled frog-leaping algorithm is employed to optimize the premise parameters of the adaptive-network-based fuzzy inference system while the consequent parameters are tuned by a least square estimation method, here known as shuffled frog-leaping algorithm-based adaptive-network-based fuzzy inference system approach. To evaluate the effectiveness of the proposed approach, the inverse modeling results based on the shuffled frog-leaping algorithm-based adaptive-network-based fuzzy inference system approach are compared with those based on the adaptive-network-based fuzzy inference system and genetic algorithm-based adaptive-network-based fuzzy inference system approaches. Analysis of variance test is carried out to statistically compare the performance of the proposed methods and the results demonstrate that the shuffled frogleaping algorithm-based adaptive-network-based fuzzy inference system strategy outperforms the other two methods in terms of modeling (training) accuracy and checking accuracy.
Introduction
Nowadays, it is challenging to find an effective means of protecting structures from dynamic hazards such as earthquakes and strong winds that may cause casualties and tremendous economic loss. Several control systems such as passive, active, and semi-active control systems have been developed to reduce structural vibration in the past two decades. Among these systems, the semi-active control system has become a hotspot recently, because it combines high reliability and low power requirement of the passive control system and significant adaptability and versatility of the active control system. 1 As one of the most promising semi-active control devices, the magnetorheological (MR) damper has received considerable interest. [2] [3] [4] [5] [6] [7] It employs a type of smart material, that is, MR fluid to work reliably. The MR fluid has capability to change its viscosity from a viscous-fluid state to a semi-solid state instantaneously and reversibly by an applied magnetic field. Besides, it can generate large shear yield stress with low input voltage. Therefore, the MR damper exhibits many advantages such as large force capacity, high dynamic range, low power requirement, robustness, and mechanical simplicity.
To fully utilize the performance of the MR damper, it is desirable to control the damping force accurately generated by the MR damper. However, due to the multi-physics and intrinsic nonlinear dynamics of the MR damper, the damping force cannot be commanded directly. Only the input voltage of the MR damper can be directly controlled. Therefore, one of the important issues in the application of the MR damper is to develop an inverse model which can predict the input voltage to control the damping force accurately.
The techniques for developing the MR damper inverse model can be broadly classified into two categories: parametric and non-parametric techniques. The parametric inverse models of the MR damper are always derived from parametric forward models. Several parametric forward models described in terms of analogous mechanical elements have been developed. [8] [9] [10] [11] [12] [13] Among them, the modified Bouc-Wen model is the most recognized one, which can accurately depict the nonlinear hysteresis of the MR damper over a wide range of operating conditions. 9 However, its corresponding inverse model is difficult to obtain due to its nonlinearity and complexity. On the other hand, the non-parametric inverse modeling techniques for the MR damper have received considerable attention recently. These techniques mainly include fuzzy logic system, 14 artificial neural networks (ANN), 3, [15] [16] [17] and adaptive neuro-fuzzy inference system (ANFIS). 4, 18 As for the fuzzy modeling technique, it has attractive advantages in handling uncertainties, high nonlinearities, and heuristic knowledge. However, the accuracy of the model highly depends on expert experience in selecting the large number of parameters that are used to define the membership functions (MFs) and the inference mechanisms. Therefore, fuzzy modeling the MR damper remains a challenging task. ANN can imitate the cognitive mechanism of the human brain to create an accurate model throughout learning and computation. However, it is challenging to design and analyze ANN in a transparent way because it is a black-box modeling framework.
ANFIS proposed by Jang 19 adopts the combination of the fuzzy system and ANN to utilize the strengths of both, that is, the reasoning of fuzzy logic system and simple learning procedures and computational power of ANN. It has attracted the attention of many researchers and engineers and has been successfully applied in various fields. [20] [21] [22] [23] [24] Schurter and Roschke 25 initially adopted the ANFIS to model the forward dynamic behavior of the MR damper. Zeinali et al. 26 built the forward model with the ANFIS technique for two MR dampers of different strokes and investigated the effect of MF selection of the ANFIS on the model accuracy. Arsava and Kim 5 successfully developed the MR damper forward model under a variety of impact loads on the basis of the ANFIS approach. It was experimentally demonstrated that the proposed ANFIS model performed better than other two parametric models. It can be pointed out here that researches dealing with the inverse dynamic behaviors of the MR damper with the ANFIS approach are relatively few. Nugroho et al. 4 designed a MR damper inverse model using the ANFIS technique for the vibration control of a vehicle suspension. The results demonstrated that through the MR inverse model, the desired damping force can be accurately tracked by the predicted damping force.
Although ANFIS is a robust modeling technique, it needs an effective training algorithm to work successfully. In general, ANFIS employs a hybrid training algorithm combining gradient descent (GD) and least square estimation (LSE) methods to solve the parameter optimization. 27 The GD method may be good at recursive and exact computation, but it suffers from the problem of low convergence rate. Moreover, this algorithm gets stuck at local optima easily, thus definitely affecting the model accuracy. 27 Compared with the GD method, evolutionary algorithms (EAs) are more robust and efficient approaches for solving complex problems. For example, genetic algorithm (GA) is a kind of EAs which searches the optimal solution via simulating natural evolutionary process. 28 To overcome the drawbacks due to the GD method, some EAs and their variants have been introduced to determine the parameter setting of ANFIS such as GA, 29 particle swarm optimization (PSO) [30] [31] [32] and ant colony algorithm. 33 As a new member of EA family, shuffled frogleaping algorithm (SFLA) was initially proposed and applied to the water distribution network by Eusuff and Lansey 34 in the year 2003. The SFLA conducts local search and global exploration for memetic evolution in the form of infection of ideas. The local search is similar to a PSO algorithm in concept. Compared with GA, SFLA is more simple and easy to be performed, because it neither has evolution operations such as crossover and mutation nor needs to adjust too many parameters. Actually, it combines the advantages of the genetic-based memetic algorithm and the social behavior-based PSO, 34 so it has attracted considerable attention in recent years.
Zhu and Zhang 35 proposed a modified SFLA to solve component pick-and-place sequencing optimization problem. The results demonstrated that both of the traditional SFLA and improved SFLA outperformed GA in terms of convergence accuracy. GomezGonzalez et al. 36 used SFLA to estimate induction motor double-cage model parameters. The results revealed that SFLA surpassed PSO, GA, and a kind of modified Newton method. Perez et al. 37 employed SFLA to identify the equivalent circuit parameters of induction machines. The results indicated that SFLA performed better than PSO, GA, and differential evolution. Naghizadeh et al. 38 applied SFLA to determine parameters of Jiles-Atherton hysteresis model for representing magnetization in electrical steel sheets. The results showed that SFLA was faster and more accurate in comparison with other EAs including PSO, GA, differential evolution, and simulated annealing. Besides, in our previous study, 39 an intelligent control strategy integrating modified shuffled frog-leaping algorithm (MSFLA) and fuzzy logic controller (FLC) was proposed to mitigate the seismic vibration of structures installed with MR dampers. The MSFLA was used to adaptively optimize the FLC parameters. Then, the MSFLA-optimized FLC was employed to establish optimal relationship between seismic responses and command voltages of MR dampers. The results demonstrated that MSFLA performed better than GA in terms of convergence accuracy, and the MSFLAoptimized controller achieved better control of structural responses than the GA-optimized controller. Moreover, SFLA has also been successfully used to solve other challenging problems such as job shop scheduling, 40 compensation of atmospheric turbulence in optical communication systems, 41 in-core fuel management optimization, 42 and photovoltaic model identification. 43 In a word, SFLA has been proved to be a very promising and encouraging algorithm. In this study, motivated by the obvious advantages of SFLA, the algorithm is considered for an application in ANFIS parameter optimization, here known as SFLA-based ANFIS approach. To the best of our knowledge, this problem has not been studied before. Noted that although SFLA was also investigated in our previous study, 39 this study proposes a hybrid inverse modeling strategy for a MR damper, while Lin and Chen 39 proposed a hybrid control strategy for reducing the seismic responses of a structural building with MR dampers. In this study, for selecting the optimum parameters for SFLA, two-way analysis of variance (ANOVA) is employed to study the influences of the parameters for SFLA on the best solutions. To control the damping force of the MR damper more accurately, the SFLAbased ANFIS approach is proposed to develop the inverse model to predict input voltage of the MR damper. As far as we know, there has not been literature published about developing inverse model of the MR damper using the EA-optimized ANFIS strategy. Since GA is always a benchmark in EAs, for the sake of comparison, GA-based ANFIS strategy is also employed to model the inverse dynamic behaviors of the MR damper. The proposed hybrid strategy yields promising results as follows: (1) The SFLA-based ANFIS and GA-based ANFIS strategies significantly perform better than the ANFIS approach in terms of convergence accuracy and convergence speed. (2) The SFLA-based ANFIS strategy is superior to the GA-based ANFIS strategy in terms of training accuracy and checking accuracy. (3) The EA-optimized ANFIS with the fitness function F 2 yields better results than with fitness function F 1 in terms of convergence accuracy for both of training and checking data. (4) The target damping force can be most accurately tracked by the predicted damping force with the SFLA-based ANFIS strategy.
Description of the inverse MR damper model
The control of the MR damper is very important for all applications, but it is the input voltage, not the MR damping force that can be directly controlled. Therefore, an inverse model of the MR damper is required to build to predict the voltage for accurately controlling the damping force.
Inverse model of the MR damper and its application Figure 1 illustrates the scheme of building and applying the MR damper inverse model. The modeling part in the figure describes how to develop the inverse model. At first, the modified Bouc-Wen model 9 is chosen to build the MR damper forward model due to its high accuracy of characterizing the nonlinear dynamics. If displacement, velocity, and voltage (target voltage) are given, target damping force can be calculated through the forward model, which will be detailed in the following subsection. Then, the structure of the MR damper inverse model is designed with three inputs: displacement, velocity, and damping force. Finally, the inverse model is trained with the proposed SFLA-based ANFIS strategy until the smallest error between the predicted voltage (the output of the inverse model) and target voltage is attained, thus obtaining an optimal inverse model. The application part in the figure shows that on the basis of the predicted voltage, the forward model can output the predicted damping force to track the target damping force for vibration control.
Forward model of MR damper
The forward dynamic behavior of the MR damper is portrayed by the modified Bouc-Wen model proposed by Spencer et al. 9 The model is described as follows
where the evolutionary variable y and z are governed by
respectively. Here, f is the damping force; x and _ x are the displacement and velocity, respectively; k 1 is the accumulator stiffness; x 0 is the initial displacement of spring k 1 associated with the nominal damper force due to the accumulator; k 0 is the constant to control the stiffness at large velocities; g, b, and A are hysteresis parameters for the yield element; a is evolutionary coefficient; c 0 and c 1 are viscous damping observed at large velocities and low velocities, respectively. a, c 0 , and c 1 are calculated as follows
respectively, where u is given as the output of a firstorder filter calculated as
and v is the input voltage of the MR damper. A total of 14 model parameters of the MR damper are listed in the literature. 9 Hybrid technique combining SFLA and ANFIS
An overview of SFLA
SFLA is a meta-heuristic optimization method which is inspired by the behavior of frogs when seeking for food. 34 The SFLA conducts searching using a population of frogs (solutions) which correspond to individuals in GA. In SFLA, each frog carries a single meme to represent its position which corresponds to a chromosome carried by the individual in GA. The frogs are allowed to communicate with each other to improve their memes and search for better location of food.
SFLA begins by randomly generating N frogs and sorting them according to the descending order of their fitness values. Next, the frogs are divided into m memeplexes, each containing n (m 3 n = N) frogs. The frogs are organized into the memeplexes in the way as follows: the frog ranked first is assigned into the first memeplex, the one ranked second into the second memeplex, the one ranked nth into the nth memeplex, the one ranked n + first into the first memeplex, the one ranked n + second into the second memeplex, and the sequence continues until all frogs are assigned.
In each memeplex, to avoid from falling in a local optimum, q frogs are selected to form a sub-memeplex with a strategy of triangular probability distribution. 34 The probability assigned to each frog is expressed as
With this strategy, the frogs with larger fitness values (also called better frogs) have higher chances of being included in the sub-memeplex due to higher probabilities. Then, the worst and best frogs are searched from the sub-memeplex which are donated as X W and X B , respectively. In nature, the X W tends to jump in the direction of the location of the X B for having more food. However, due to imperfect perception, the X W cannot locate exactly the position of the X B . Moreover, it is possible that the X W could jump over the X B . Therefore, here a frog-leaping rule in Eusuff and Lansey 34 is adopted which is seen in equation (9) 
where k is the iteration number of the memeplex. The length of X W , X B , and R is l. R consists of l random numbers between 0 and 1. If the new frog is better than the previous frog, the previous frog will be replaced by the new one. Otherwise, the calculation in equation (9) is repeated in which the global best frog X G substitutes the X B . If still no improvement becomes possible, a new frog will be generated randomly to replace the X W .
After each iteration, the memeplex will be updated. If the fitness value of the new frog is larger than that of the global best frog X G , then the X G will be replaced with the new frog. Repeat this updating operation in each memeplex until the pre-defined iteration number k is satisfied. After finishing the local deep-searching for all memeplexes, all of the frogs are shuffled into a new population and then reassigned into different memeplexes.
The local searching and the shuffling processes alternate until the defined convergence criterion is satisfied. The flowchart of SFLA is illustrated in Figure 2 .
Architecture of ANFIS
The ANFIS model is a combination of a fuzzy system and a neural network. It can accurately predict the nonlinear behavior and generate input-output with high degree of accuracy. Figure 3 shows the structure of a two-input two-rule ANFIS which consists of the following five layers: 19 Layer 1: every node i in this layer is a square node with an output defined by
where x 1 (or x 2 ) is the input to node i and
is the linguistic label (small, medium, large, etc.) associated with this node. m A (or m B ) is a value of a MF which specifies the degree to which the input value belongs to a fuzzy set. Taking a generalized bell-shaped MF as an example, the MF value is expressed as follows
where a i , b i , and c i are called MF parameters or premise parameters which represent the width, the slope at 0.5 membership grade and the central position of the MF, respectively.
Layer 2: every node in this layer is a circle node labeled p whose output is the product of all the incoming signals
Each output node represents the firing strength of a rule.
Layer 3: every node in this layer is a circle node labeled N. The ith node calculates the ratio of the ith rule's firing strength to the sum of all rules' firing strengths
Outputs are called normalized firing strengths.
Layer 4: if the rules' format for the network in Figure 3 is
Rule i: If x 1 is A and x 2 is B, then f i = p i x 1 + q i x 2 + r i , where A and B are linguistic terms, then the output of this layer is calculated by
where p i , q i , and r i are called rule parameters or consequent parameters.
Layer 5: the single node in this layer is labeled S which computes the overall output as the summation of incoming signals
SFLA-based ANFIS strategy for inverse modeling
The ANFIS structure shows that the nodes in Layers 1 and 4 are adaptive while the others are fixed. These adaptive nodes employ premise and consequent parameters which need to be optimized. The purpose of learning the ANFIS is to tune these parameters. Generally, the learning process of the ANFIS consists of two parts in each iteration. In the first part, the inputs are propagated forward and the consequent parameters are identified by the LSE method, while the premise parameters are assumed to be fixed. Observed from the above ANFIS architecture, based on the inputs, initial premise parameters and initial consequent parameters, the overall output y can be finally expressed as follows
where u = {p 1 , q 1 , r 1 , p 2 , q 2 , r 2 } is a set of consequent parameters. If there are N sets of training data, the dimension of y, A, and u are N 3 1, N 3 6 and 6 3 1, respectively. Here, 6 is the number of the consequent parameters.û, also called estimated u, is computed by the LSE method as shown in equation (17) . Then, the output yˆfor the training data estimated by ANFIS is calculated according to equation (18) 
u is calculated to minimize the root-mean-square error (RMSE) between the overall output y and the estimated output yˆfor the training data. Here, the RMSE value is calculated as
where N is the number of the training data sets. In the second part, the RMSE value is propagated backward while the estimated consequent parameter set is fixed, then the GD method is used to update the premise parameters. A general description of the GD algorithm is given by Haykin. 27 This hybrid learning procedure is iterated until the error is reduced to a desired goal or until a maximum number of training cycles is reached.
However, the GD method suffers from the problems of local minima and low convergence rate. Due to the superior performance of SFLA in solving complex problems, in this study, SFLA is introduced instead of GD to determine the premise parameters of ANFIS, while the LSE method is still used to solve the consequent parameters. The specific operation steps of the proposed SFLA-based ANFIS approach for developing the MR damper inverse model are detailed as follows:
1. Determining the ANFIS structure: the factors that determine the ANFIS structure should be pre-determined such as the number of inputs and outputs and the type and number of the MFs for each input. 2. Generating training data sets and checking data sets: the training data sets are used for training and determining the ANFIS parameters while the checking data sets are used for validating the generalization capability of the trained ANFIS. 3. Determining the parameter boundaries and encoding strategy: define the constraints of the premise and consequent parameters of the ANFIS according to the training data. Besides, real-number encoding strategy is employed. Taking the generalized bell-shaped MF as an example, the encoding of the premise parameters is shown as follows
where i is the number of MFs for all inputs. The initial consequent parameters are generated randomly and also encoded with real numbers. Assuming that the number of inputs is 2 as shown in Figure 3 , the consequent parameters are encoded as follows
where j is the number of rules.
4. Building fitness function: fitness function is an effective function for measuring new solutions to distinguish the improved ones. It varies on different problems and purposes. In this study, two fitness functions are used in the proposed strategy. One fitness function is defined as follows
where the RMSE is the training error defined in equation (19) . The smaller the RMSE is, the larger the fitness value is. The other fitness function is defined as follows
where w is a weighting coefficient reflecting the relative importance of RMSE and RMSE chk . RMSE chk is the error between the actual output y chk and the predicted output yˆc hk for the checking data sets which is calculated as
where N is the number of the checking data sets. yˆc hk can be calculated by reference to equation (18) through the checking data.
5. Initializing the SFLA: initialize the parameters such as population size, memeplex size, local iteration number, and global convergence criterion. 6. In the first cycle, generating initial solutions (frogs) and consequent parameters: based on the defined parameter boundaries and the SFLA's setting parameters, randomly generate an initial population of solutions and the corresponding sets of consequent parameters us. Then define each solution as a set of premise parameters. 7. Calculating the fitness values: here the abovementioned two-input two-rule ANFIS is taken as an example. First, based on the inputs and the premise parameters, calculate the values of MFs m A and m B , the firing strength w i , normalized firing strength w i , and the coefficient matrix A using equations (11), (12), (13) , and (16) in sequence. Second, determine the overall output y based on the consequent parameter set u according to equation (16) . Third, identify the estimated consequent parameter set by the LSE method using equation (17) . It should be noted thatû will be used as the consequent parameter set u for next LSE calculation. Fourth, useû to compute the predicted output yˆbased on equation (18) . Finally, the RMSE and the value of the fitness function F 1 are calculated according to equations (19) and (20), respectively. The premise parameters and the correspondingû can determine an ANFIS by which the predicted output yˆc hk for the checking data is computed by reference to equation (18) and then RMSE chk is calculated with equation (22) . Then, the fitness value of the fitness function F 2 can be calculated through equation (21) . In the end, the best solution having the largest fitness value and its corresponding should be recorded no matter which fitness function is used. 8. Judging whether the iteration terminates: if the convergence criterion is satisfied, output the best solution and the correspondingû; otherwise, increase the cycle. 9. Updating the solution and the correspondinĝ u: the updating process consists of local searching in each memeplex and global searching in the whole population. For each local searching, find the worst frog in the sub-memeplex X W along with the corresponding consequent parameters u. Then, update the X W with the best frog in the sub-memeplex X B according to equation (9) and then calculate theû and fitness value by reference to Step (7) . If the fitness value of the new frog is smaller than that of the X W , update the X W with the global best frog X G and calculate theû and fitness value. If still no improvement for the frog, randomly generate a frog to replace the X W and calculate theû and fitness value. It should be noted that during the updating process of the worst frog, the consequent parameter set u is kept unchanged. Then, update the X G and memeplex along with theûs. After the local iteration for all memeplexes is finished, shuffle all the frogs into a new population along with the correspondinĝ us. Finally, conduct the global searching to find the global best frog X G along with the correspondingû of this cycle. 10. Continuing the iteration of Step (9): the iteration stops when the defined convergence criterion is satisfied. Finally, the global best frog standing for the optimal premise parameters and the corresponding estimated consequent parameters standing for the optimal consequent parameters are determined. 11. Building up the optimized ANFIS and calculating the predicted voltage and damping force:
first, use the optimal premise and consequent parameters to construct an ANFIS, thus obtaining the optimal inverse model with the proposed strategy. Second, employ the model to predict the voltage based on the training data. Finally, on the basis of the predicted voltage, calculate the predicted damping force through the forward model of the MR damper. The flowchart for the proposed SFLA-based ANFIS strategy is shown in Figure 4 . The local searching of the SFLA-based ANFIS strategy is also illustrated in the figure.
Simulation test
To evaluate the effectiveness of the proposed SFLAbased ANFIS strategy, a numerical test is conducted to compare the training and checking errors of the inverse model obtained with the SFLA-based ANFIS approach and those obtained with GA-based ANFIS and ANFIS approaches.
Data preparation
The data for training and checking are prepared through simulation conducted in MATLAB/Simulink. To insure a valid inverse model, the size of inputoutput data must be large enough and cover all frequency and amplitude ranges for fine tuning the parameters. For this reason, the input displacement is generated by using band-limited, Gaussian white-noise signals with amplitude of 4 cm and frequency between 0 and 3 Hz. The velocity is obtained from the displacement signals according to a second-order backward difference method. The input voltage generated by the same signals ranges between 0 and 4 V with frequency of 0-3 Hz. 25 The modified Bouc-Wen model is extremely sensitive to the change in velocity, so if there is a sudden change in the velocity the model will behave erratically. Besides, the Gaussian white-noise signals contain high-frequency signal components such as noise which are typically of no interest. Therefore, both of displacement and voltage signals should be post-processed. Here, a digital Butterworth low-pass filter is chosen to process the signals. Finally, based on the displacement, velocity, and voltage, the damping force which is used to be one of the inputs of the inverse model is calculated using the modified Bouc-Wen model.
The investigation data are collected for 20 s and sampled at 1000 Hz. Therefore, 20,000 points (sets) of data are generated. The odd sequence numbers of these data (10,000 points) are chosen to be training data sets while the even sequence numbers (other 10,000 points) are used as checking data sets.
Factors of the ANFIS inverse model
If the number of the input data sets is increased, the inverse model will become very complex and the training time will be increased enormously, especially when the model is optimized with EAs. Besides, the damping force can be calculated through the forward model if the displacement, velocity, and command voltage are given. Therefore, the system is designed with three inputs which are displacement, velocity, and damping force, respectively. The factors of the ANFIS architecture are shown in Table 1 . If these inputs are denoted as x 1 , x 2 , and x 3 , respectively, then f i in Layer 4 of ANFIS is equal to p i x 1 + q i x 2 + r i x 3 + t i , where {p i q i r i t i } is a set of consequent parameters. The number of linguistic terms for each input is chosen to be 3, so the number of MFs for three inputs is 9. Thus, there are nine nodes in Layer 1. Besides, the generalized bell-shaped MF is employed because it can approximate almost all other types of MFs, so premise parameter sets considered for this network are donated as {a i b i c i }, where i = 1, 2,., 9. Therefore, the number of the premise parameters to be optimized by SFLA or GA is 9 3 3 = 27. The number of nodes in Layer 2 is equal to that of rules defined for each combination of input nodes, so it is equal to 3 3 3 3 3 = 27. In addition, the number of nodes in Layers 3 and 4 is equal to that of Layer 2. Therefore, the total number of consequent parameters ({p i q i r i t i }, i = 1, 2,., 27) to be optimized by LSE is 27 3 4 = 108. Since there is only one output (predicted voltage) for the ANFIS, the number of nodes in Layer 5 is 1.
Training conditions
Four sets of numerical experiments are conducted to determine the optimal parameter setting for SFLA. In the first set of experiments, parameters are set as follows: the total number of frogs, that is, population size is set to N = 180; the number of memeplexes is set to m = 10, 20, and 30; the local iteration number is set to k = 10; the maximum number of shuffling iteration is set to 500. For the other three sets of experiments, the population size is set to N = 240, 300, 360, respectively, while other parameters are the same as those in the first set of experiments. In these experiments, the fitness function F 1 defined in equation (20) is employed, indicating that the goal of the algorithm is to achieve the smallest training error RMSE defined in equation (19) . For each experiment, five runs are implemented with different initial population to achieve average results (the total number of experiments is 60). Based on these conditions, two-way ANOVA is performed to statistically evaluate the significance of various factors including N, m and their interaction for the RMSE of the training data. Table 2 shows the results of ANOVA data. It is found that p values, namely, the values of ''Prob . F '' for N and m are 0.0422 and 0. According to the identification that the factor with p value smaller than 0.05 is significant, both of the population size and the number of memeplexes are significant factors for the RMSE. The p value of the interaction between N and m is 0.8808 which is larger than 0.05, indicating that the interaction between these two factors has little effect on the RMSE. Finally, the combinations of N and m having the top four small average RMSEs are presented in Table 3 . It is obvious that with population size N = 300 and the number of memeplexes m = 10, SFLA can achieve the smallest average RMSE. Therefore, in the following simulations, the population size and the number of memeplexes for SFLA are set to N = 300 and m = 10, respectively.
Finally, to investigate the influence of local iteration number k on RMSE, another set of experiment is conducted where the local iteration number is set to k = 5, 7, 12, respectively, while other parameters are the same as those mentioned above. The numerical results of SFLA with four local iteration numbers are shown in Table 4 . It is seen that the cases with k = 10 and k = 15 achieve the smallest average RMSE. Thus, for the sake of saving computation time, k is set to be 10 in the following SFLA simulation tests. The parameters of GA are as follows: population size N = 300, mutation probability = 0.01, crossover probability = 0.7, and the number of generations = 500. Stochastic universal sampling selection and singlepoint crossover are chosen for evolutionary operations. For the sake of comparison, the iteration number of the ANFIS method is also fixed in 500 epochs. Since SFLA and GA are stochastic algorithms, 30 runs of the GAbased ANFIS and SFLA-based ANFIS approaches are executed with different random initial values to achieve average results. Besides, these two approaches adopt two fitness functions. The weighting coefficient w in the fitness function F 2 expressed in equation (21) is set to be 0.8. Figure 5 shows the best convergences of the training RMSE value among 30 runs with the training data for different methods. For monitoring the ability of the fuzzy inference system to generalize, Figure 6 shows the convergences of the RMSE chk with the checking data for the corresponding methods. It should be noted that in each generation, the RMSE chk is obtained by the trained ANFIS corresponding to the RMSE in Figure 5 .
Test results
It is seen from Figures 5 and 6 that both of the SFLA-based ANFIS and GA-based ANFIS approaches perform significantly better than the ANFIS method in terms of convergence precision and convergence speed. Besides, compared with the GAbased ANFIS method, the SFLA-based ANFIS method achieves smaller training error and checking error no matter which fitness function is used. The reason why SFLA-based ANFIS is superior to GA-based ANFIS is probably that while GA falls into local extremes, SFLA still keeps searching till the best solution is obtained. Moreover, these two hybrid methods using the fitness function F 2 obtain smaller RMSE and RMSE chk than those using the fitness function F 1 .
It is shown from Figure 6 that the RMSE chk in the ANFIS method initially decreases, seriously fluctuates, reaches a minimum, significantly increases and finally becomes almost steady. The phenomenon means that the system obtained with the ANFIS method learns noise during the training process which could affect the system generalization capability. 32 Although the RMSE chk slightly fluctuates in other methods in different extent, the overall tends are downward. In addition, it can be found from Figure 5 that in the beginning as the generation size increases, the RMSE in the hybrid methods with the fitness function F 2 does not decrease monotonically. This is not surprising, because the value of F 2 is affected not only by RMSE but also by RMSE chk , although the effect brought by RMSE chk is not much due to the large weighting coefficient w.
For more specific comparison, Table 5 shows the minimum and average errors given by different inverse modeling strategies. In the table, the numbers in the parentheses brackets are reduction ratios of the results of the hybrid methods versus the results of the ANFIS method. The numbers in the square brackets show reduction ratios of the results of SFLA-based ANFIS versus the results of GA-based ANFIS. As expected, among these methods, the SFLA-based ANFIS with the fitness value F 2 attains smallest minimum errors and average errors for both of training and checking data sets. There is high similarity between the comparison results of average errors and those of minimum errors, so here comparison results of the minimum errors are chosen to be discussed in detail. As for the training errors, the minimum RMSE obtained by SFLA-based ANFIS with F 1 (or F 2 ) is reduced by 29.36% (or 25.64%) compared with that obtained by GA-based ANFIS with F 1 (or F 2 ). Besides, the reduction ratio of minimum RMSE obtained by GAbased ANFIS with F 1 (or F 2 ) versus that obtained by ANFIS is 60.51% (or 65.21%). As for the checking errors, the minimum RMSE chk given by SFLA-based ANFIS with F 1 (or F 2 ) achieves the reduction ratio of 28.25% (or 25.81%) versus that given by GA-based ANFIS with F 1 (or F 2 ) and reduction ratio of 96.59% (or 96.99%) versus that given by ANFIS. It can be deduced that such high reduction ratios for the RMSE chk in the parentheses brackets in Table 5 are brought by the deterioration of the system generalization due to the ANFIS method.
To examine whether the performance of these hybrid inverse modeling methods is significantly different, four sets of statistical analyses are conducted with one-way ANOVA. In the first and second analyses, the factor (or source) is algorithm, that is, GA-based ANFIS and SFLA-based ANFIS strategies which adopt both fitness functions, and the responses are RMSE and RMSE chk , respectively. In the third analysis, the factor is algorithm, that is, GA-based ANFIS and SFLA-based ANFIS, both of which use the fitness function F 1 , and the response is F 1 -related objective function Obj 1 which is equal to training error RMSE. In the fourth analysis, the factor is algorithm, that is, GA-based ANFIS and SFLA-based ANFIS, both of which use the fitness function F 2 , and the response is F 2 -related objective function Obj 2 which is defined as follows
As mentioned above, w is equal to 0.8. According to equations (20) and (21), the smaller the Obj 1 and Obj 2 are, the larger the F 1 and F 2 are.
P values for these four sets of statistical analyses with one-way ANOVA are shown in Table 6 . All p values are smaller than 0.05, which means that the performance of the compared algorithms is significantly different in terms of the corresponding response. Note that these small p values for the first and second analyses further manifest that different hybrid inverse modeling strategies with different fitness functions have notable effects on the values of RMSE and RMSE chk .
For the third and fourth sets of statistical analyses, box plots in Figure 7 (a) and (b), respectively, are utilized to visually determine the more effective algorithms. It is obvious that the median Obj 1 and Obj 2 of 30 runs obtained with SFLA-based ANFIS method are much smaller than those with GA-based ANFIS method. In order to compare these hybrid inverse modeling strategies in more detail, Table 7 shows the minimum error values (ME), average error values (AE), mean deviation (MD), and standard deviation (SD) for both of Obj 1 and Obj 2 given by GA-based ANFIS and SFLA-based ANFIS methods. MD and SD are defined as
and 
respectively, where Obj (k) and Obj(k) denote the Obj 1 (Obj 2 ) of each run and the average Obj 1 (Obj 2 ), respectively. And N denotes the number of times each algorithm runs, N = 30.
It is observed that all the values of ME, AE, MD, and SD achieved by SFLA-based ANFIS are smaller than those given by GA-based ANFIS, except the SD value in bold font in Obj 1 case. Therefore, in this study, SFLAbased ANFIS performs well in terms of robustness. It is noted that since both of the minimum and average objective values given by SFLA-based ANFIS strategy are smaller than GA-based ANFIS strategy, the former surpasses the latter in terms of convergence accuracy.
Moreover, the executive time for the traditional ANFIS, GA-based ANFIS, and SFLA-based ANFIS is compared. Searching the optimal solution of the ANFIS inverse model with EAs requires certain computational time. By MATLAB R2013b 64-bit by an Intel Core i7-4790 processor (3.6 GHz) with 16.0 GB RAM, under Windows 7, the average simulation time for 30 runs of GA-based ANFIS and SFLA-based ANFIS is approximately 30397.34 and 33106.43 s, respectively, while the optimization time is considerably reduced with traditional ANFIS (380.49 s). Although the runtime for SFLA-based ANFIS is about 1.09 and 87 times longer than that for GA-based ANFIS and traditional ANFIS, the accuracy of modeling and checking based on SFLA-based ANFIS has been improved in comparison with that based on the other two modeling strategies. On the other hand, since the inverse modeling of the MR damper is not a real-time problem, the simulation is performed based on off-line learning only. Therefore, the executive time is not a concern for the modeling problem. Compared with the executive time, how to improve the accuracy of the inverse model is the main concern. Tables 8 and 9 list the optimal premise parameters and consequent parameters, respectively, optimized by the SFLA-based ANFIS method with fitness function F 2 . The premise parameters are used to generate appropriate MFs as shown in Figure 8 , while the consequent parameters are used to determine the fuzzy rules. Figure 9 compares the predicted voltage (output of the optimal inverse model) obtained with the SFLA-based ANFIS approach with F 2 and the target voltage for the checking data. The figure indicates that the predicted voltage and target voltage coincide very well, indicating that the optimized ANFIS has strong generalization capability.
Finally, since the inverse models of the MR damper are developed to control the damping force, they are further validated with the RMSE values between the target damping force and predicted damping force calculated from the predicted voltage as shown in Table 10 . RMSE and RMSE chk in the table are the training and checking RMSE values for the damping force, respectively. As expected, the comparison results of the damping force among these modeling strategies have the similarity with those of the voltage in Table 7 .
It is clearly seen that the smallest minimum and average errors of damping force are achieved by the SFLAbased ANFIS method with fitness function F 2 . The reduction ratios in the parentheses brackets clearly demonstrate that the hybrid strategies significantly outperform the ANFIS method in predicting the damping force. The reduction ratios in the square brackets show that the SFLA-based ANFIS method performs better than the GA-based ANFIS method no matter which fitness value is adopted. The comparison results of the minimum errors given by different strategies are shown as follows: GA-based ANFIS with F 1 (or F 2 ) outperforms ANFIS in terms of all RMSE values with reduction ratios of 65.22% (or 70.46%) for the minimum RMSE and 61.56% (or 70.30%) for the minimum RMSE chk . As well, SFLAbased ANFIS using F 1 (or F 2 ) performs better than GA-based ANFIS using F 1 (or F 2 ) with reduction ratios of 34.77% (or 32.46%) for the minimum RMSE and 38.47% (or 32.53%) for the minimum RMSE chk . Besides, it is interesting to find that the RMSE chk of damping force given by the ANFIS method is not as large as expected. The reason is probably that the effect of deterioration of the system generalization on damping force is weakened during the nonlinear calculation of the damping force.
For a better visual comparison, Figure 10 illustrates the time histories of the predicted damping force obtained with the SFLA-based ANFIS method with F 2 and the target damping force for the checking data. It is clearly seen that there is almost no mismatch between them, indicating that the target damping force can be tracked very well by the predicted one.
Conclusion
Accurately controlling the MR damper has become an important issue in the field of the vibration control. To achieve this, it is necessary to model an accurate MR damper inverse model which can predict voltage input to the MR damper according to target damping force. In this article, a new hybrid strategy combining SFLA and ANFIS is proposed to achieve a more accurate MR damper inverse model. In the approach, SFLA is employed to determine the premise parameters of the ANFIS while whose consequent parameters are tuned by LSE. And the proposed SFLA-based ANFIS strategy is proposed to build the MR damper inverse model.
One contribution of this article is that SFLA is implemented for the first time for ANFIS model parameter determination. The second contribution is that EA (including SFLA and GA)-optimized ANFIS is first proposed to build the MR damper inverse model. The third contribution is using two-way ANOVA to study whether or not the parameters of SFLA, such as the number of the memeplexes m and population size N, have influences on the best solutions. And then the optimum combination of m and N is determined based on the statistical analysis. Furthermore, besides the fitness function F 1 related to the training RMSE value, for the sake of generalization capability of the ANFIS, another fitness function F 2 is proposed to slightly consider the checking accuracy on the basis of F 1 . Finally, the statistical significance testing using one-way ANOVA is employed to prove the performances of the EA-based ANFIS strategies are significantly different. The simulation results are concluded as follows.
The comparison results of the voltage predicted by different MR damper inverse models show that the hybrid approaches including the SFLA-based ANFIS and GA-based ANFIS approaches are very promising, because they give advantages over the ANFIS method in terms of convergence accuracy and speed. Besides, the SFLA-based ANFIS method gives better results compared to the GA-based ANFIS method in terms of Figure 10 . Time histories of the predicted damping force given by the SFLA-based ANFIS inverse model and the target damping force for the checking data.
training accuracy and checking accuracy. In the hybrid strategies, two fitness functions are adopted and compared, and the results show that the hybrid strategies using the fitness function F 2 are superior to those using the fitness function F 1 . Moreover, it is found that the ANFIS method not only gets stuck at local optima, but also learns noise during the system training phase, which is the reason why the system generalization deteriorates. However, the phenomenon of the generalization deterioration is avoided in the hybrid strategies.
Finally, further rigorous investigation is conducted to evaluate the performance of the inverse models on the prediction accuracy of the damping force. As expected, the SFLA-based ANFIS method performs best among these modeling strategies. It is interesting to find that the deterioration of the system generalization due to the ANFIS method affects the checking accuracy of the damping force not much, although it largely decreases the voltage checking accuracy.
Note that the SFLA-based ANFIS strategy can be extended to other application fields. Further study is to apply the proposed hybrid approach to vibration control strategy of a structural building with MR damper and show the improvement of controller performance. Moreover, future research work involves conducting an investigation of hybrid strategy combining improved SFLA or other advanced algorithms (or their variants) and ANFIS with higher accuracy for developing the MR damper inverse model.
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