ABSTRACT Depression is viewed as the largest contributor to global disability and a major reason for suicide. It has an impact on the language usage reflected in the written text. The key objective of our study is to examine Reddit users' posts to detect any factors that may reveal the depression attitudes of relevant online users. For such purpose, we employ the Natural Language Processing (NLP) techniques and machine learning approaches to train the data and evaluate the efficiency of our proposed method. We identify a lexicon of terms that are more common among depressed accounts. The results show that our proposed method can significantly improve performance accuracy. The best single feature is bigram with the Support Vector Machine (SVM) classifier to detect depression with 80% accuracy and 0.80 F1 scores. The strength and effectiveness of the combined features (LIWC+LDA+bigram) are most successfully demonstrated with the Multilayer Perceptron (MLP) classifier resulting in the top performance for depression detection reaching 91% accuracy and 0.93 F1 scores. According to our study, better performance improvement can be achieved by proper feature selections and their multiple feature combinations.
I. INTRODUCTION
Depression as a common mental health disorder has long been defined as a single disease with a set of diagnostic criteria. It often co-occurs with anxiety or other psychological and physical disorders; and has an impact on feelings and behaviour of the affected individuals [1] . According to the WHO study, there are 322 million people estimated to suffer from depression, equivalent to 4.4% of the global population. Nearly half of the in-risk individuals live in the South-East Asia (27%) and Western Pacific region (27%) including China and India. In many countries depression is still under-diagnosed and left without any adequate treatment which can lead into a serious self-perception and at its worst, to suicide [2] . In addition, the social stigma surrounding depression prevents many affected individuals from seeking an appropriate professional assistance. As a result, they turn to less formal resources such as social media.
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With the development of Internet usage, people have started to share their experiences and challenges with mental health disorders through online forums, micro-blogs or tweets. Their online activities inspired many researchers to introduce new forms of potential health care solutions and methods for early depression detection systems. Using different Natural Language Processing (NLP) techniques and text classification approaches, they tried to succeed in a higher performance improvement. Some studies use single set features, such as bag of words (BOW) [3] , [4] , N-grams [5] , LIWC [6] or LDA [7] , [8] to identify depression in their posts. Some other papers compare the performance of individual features with various machine learning classifiers [9] - [12] . Recent studies examine the power of single features and their combinations such as N-grams+LIWC [13] or BOW+LDA and TF-IDF+ LDA [14] to improve the accuracy results. They experiment with a smarter text pre-processing, and introduce different substitute words depending on the nature of the original string. For instance, Tyshchenko et al. [14] suggested categorizing the stop words and adding LIWC-like word categories as an extra feature to an already designed method (BOW+TFIDF+LIWC). In addition, he applied multiple feature combinations to increase the performance using Convolutional Neural Networks (CNN) which consist of neurons with learnable weights and differ in terms of their layers. CNNs are very similar to simple feed-forward neural networks and state of the art method in the text and sentence classification tasks. A meta-analysis by Guntuku et al. [15] summarizes several iterations of depression detection tasks in computational linguistics. Another interesting review for mental health support and intervention in social media is written by Calvo et al. [16] who reviewed the taxonomy of data sources, NLP techniques and computational methods to detect various mental health applications.
Even with this significant progress, challenges still remain. This paper aims to search for a solution to a performance increase through a proper features selection and their multiple feature combinations. First, we choose the most beneficial linguistic features applied for depression identification to characterize the content of the posts. Second, we analyze the correlation significance, hidden topics and word frequency extracted from the text. Regarding the correlation, we focus on the LIWC dictionary and its three feature types (linguistic dimensions, psychological processes and personal concerns). For the topic examination, we choose the LDA method as one of the successful features. For the word frequency, we use unigrams and bigrams by leveraging the vectors based on TF-IDF scheme. Finally, we set five text classifying techniques and conduct their execution using the extracted data to detect depression. We compare the performance results based on three single feature sets and their multiple feature combinations. In our experiment, we use data collected from the Reddit social media platform. It was chosen as the data source as it allows longer posts. Targeting technical approaches towards detection tasks, our paper follows the lines of Calvo et al. research [17] .
Our study has four specific contributions: first, to examine the relationship between depression and user's language usage; second, to design three LIWC features for our specific research problem; third, to evaluate the power of N-grams probabilities, LIWC and LDA as single features for performance accuracy; fourth, to show the predictive power of both single and combined features with proposed classification approaches to achieve a higher performance in depression identification tasks.
The rest of the paper is organized as follows. In section II, we discuss related work in depression detection. In section III, we define the properties of the Reddit dataset. In section IV, we introduce the methodology and conduct data preprocessing followed by feature extraction. In section V, we compare and analyze the feature sets and examine the results as well as the most powerful machine learning technique for depression detection. We conclude our study and provide a direction for future work in section VI.
II. RELATED WORK
There are various types of studies examining the relationship between mental health and language usage to provide new insight into depression detection. Dating back to the earliest years of psychology, Sigmund Freud [18] wrote about Freudian slips or linguistic mistakes to reveal the secret thoughts and feelings of the writers. With the development of sociology and psycholinguistic theories, various approaches towards the relationship between depression and its language have been defined. For instance, according to Aaron Beck et al. [19] 's cognitive theory of depression, affected individuals tend to perceive themselves and their environment in mostly negative terms. They often express themselves through negatively valenced words and first-person pronouns. Their typical feature is self-preoccupation defined by Pyszvzynsky and Greenberg [20] which can develop into an extreme self-criticism stage. According to Durkheim's [21] social integration model, people suffering from depression often feel detached from their social life and have a difficulty to integrate into society.
These theories have motivated other researchers to come up with empirical support for their validity. For instance, Stirman and Pennebaker [25] compared the word usage of 300 poems written by 9 suicidal and 9 non-suicidal writers in three different periods of their lives. The results show that the suicidal poets used more first-person singular pronouns (I, me or we). Similar experiment was done by Rude et al. [26] who examined the linguistic patterns of the essays written by currently-depressed, formerly-depressed and never depressed college students. According to his results, depressed students used more negatively valenced words and less positive emotion words. Zinken et al. [27] studied the psychological relevance of syntactic structures to predict the improvement of depressive symptoms. He supposed that a written text might barely differ in its word usage; however, may differ in its syntactic structure, especially in the construction of relationships between the events. Analyzing a causation and insight words tasks, he found out that in the text written by depressed individuals there was a decreased use of complex syntax in comparison to non-depressed ones.
With the development of social media and Internet age, studies about depression and other mental health disorders have brought new challenges. Online domains such as Facebook, Twitter or Reddit have created a new platform for innovative research with a rich source of text data and social metadata to capture the users' behavioral tendencies. NLP techniques and various classifying approaches have been applied to evaluate the textual data and examine the impact of social networks on the mental health of the users. The data have been evaluated from different perspectives such as the text level, author level, and community level.
Twitter is one of the most popular social networking sites with almost 326 million active users and 90 million tweets publicly broadcasted to a large audience [28] . Many researchers have successfully utilized Twitter data as a source of insights into the epidemiology of emotions, depression and other mental disorders of the users who tweet. De Choudhury et al. [29] used linguistic features to train a classifier to examine Twitter posts that indicated depression. Coppersmith et al. [6] looked for tweets that explicitly stated ''I was just diagnosed with depression'' sentences. Preotiuc-Pietroi et al. [9] applied broader textual features such as LIWC, LDA and frequent 1-3 grams on the Twitter data to examine the personality of the users with selfdeclared post-traumatic stress (PTSD) disorders. His results show that the users suffering from PTSD were both older and more conscientious in comparison to depressed individuals. Since the language predictive of depression and PTSD had a large overlap with the language predictive of personality, the authors conclude that the users with a particular personality or demographic profiles tend to share their mental health diagnosis on social media, and thus the results may not generalize to other sources of autobiographical text. Resnik et al. [8] proved that the LDA model can uncover a meaningful and potentially useful latent structure for the automatic identification of important topics for depression detection. Tsugawa et al. [12] predicted depression from Twitter data in a Japanese sample where he showed that the features based on a topic modeling are useful in the tasks for recognizing depressive and suicidal users. Bentoni et al. [5] demonstrated the effectiveness of multi-task learning (MTL) models on mental health disorders with a limited amount of target data. He used feed-forward multi-layer perceptrons and feed-forward multi-task models trained to predict each task separately as well as to predict a set of conditions simultaneously. They experimented with a feed-forward network against independent logistic regression models to test if MTL would have performed well in the domain. Reece et al. [22] found out that the first stage of depression may be detectable from Twitter data several months prior to its diagnosis with 0.87 AUC of performance probability.
Facebook is another micro-blogging site with more than 2.2 billion users [28] providing a rich source of data for further research. For instance, Moreno et al. [30] evaluated the status updates of 200 Facebook users by using the references to ''self-declared'' diagnoses identified through ''I feel hopeless'' statements. Schwartz et al. [11] believed that depression severity is continuously distributed rather than dichotomous. In his experiment, he observed seasonal fluctuations of depression and found out that depression can be viewed as a continuous construct with constant changes reaching its highest degree during the winter months. Eichstaedt, J.C. et al. [24] study proved that it is possible to predict depression from online electronic medical records within the period up to six months achieving 0.72 AUC performance. He identified depressed patients from the records accessed through the Facebook statuses posted by the patients visiting the same emergency department. His findings show that depression is marked by linguistic predictors such as increased perceptual processes, references to sadness and discrepancies or greater negative emotions.
Reddit social media is widely used as an online discussion forum conducted through different communities or ''subreddits''. Since it allows full anonymity of the users, it is often used for discussions about stigmatic topics. Choudhury et al. [31] analyzed the posts of Reddit users who wrote about mental health discourse and later shifted to discuss topics about suicidal ideation. This shift was predicted by the features such as self-concern, poor linguistic style, reduced social engagement, and expression of hopelessness or anxiety. Bagroy et al. [32] examined the potential of social media for studying the mental health of college students from over 100 universities. Based on the results, the amount of the posts connected with depression increased over the course of the academic year, especially at the universities with quarter-based schedules. Maupom at al. [7] implemented a system based on the topic extraction algorithm and simple neural networks extracting 30 latent topics in an unsupervised manner. His result shows that the limited number of users greatly hindered the predicting power of theP MLP.
In recent past, shared tasks potentially applicable to different situations have become significantly popular in a wide research community. CLEF eRISK or the Conference and Labs of Evaluation Forum for Early Risk Prediction, is a public competition that allows researchers from multiple disciplines to join and collaborate on the creation of reusable benchmarks for evaluating early risk detection technologies employed in different areas such as health and safety [33] . The CLEF eRisk 2018 focused on early detection of signs of depression or anorexia. The corpora was built by Reddit textual data. Different machine learning techniques and feature engineering schemes were applied on the dataset to achieve the best results [4] , [34] , [35] .
Non-English social media are quite unexplored areas in computational linguistics with their own conception of mental health and social stigma worthy of further study. For instance, Masuda et al. [36] examined data from Japanese Mixi social media platform to analyze the relationship between a user's social network and suicide ideation. His findings show that the impact of the age, gender and number of friends on suicide ideation was small. Li et al. [37] analyzed the social attitude of Chinese Weibo users commenting on the posts of others who publicly broadcasted their intention to commit suicide. He found out that social stigma was widespread and words such as stupid, pathetic or deceitful were often used to make a comment on the posts of the in-risk individuals. Ramirez-Esparza et al. [38] showed that depressed users who wrote in Spanish were more likely to mention relational concerns rather than depressed one who wrote in English.
Apart from above mentioned social media, there are other online variables offering data sources for depression detection research. For instance, Nguyen et al. [10] experimented with a wide range of NLP techniques in LiveJournal social networking service to transform the text into a high-dimensional space and captured its topics and moods posted on online blogs. He aimed to present a good predictive validity in the depression classification between the clinical and control groups. Table 1 provides an overview of research papers that have mined textual data for insights into the relationship between depression and language usage. The first column describes the source of data used in social media, Livejournal and blog posts. The features are based on a linguistic analysis of the text followed by different machine learning approaches to obtain the best performance for the particular experiment conducted by the authors mentioned in the last column.
III. EVALUATION DATASETS
To identify depression, we train our models on the dataset of Reddit users. The dataset was built by Inna Pirina et al. [39] and consists of a list of depressed and non-depressed users.
Since the users are often active in different subreddits, each group is created by a corresponding random number of messages covering different topics. The data corpus contains depression-indicative posts (1293) and standard posts (548). Depression-indicative posts are collected from relatively large subreddits devoted to depression, where depressed users seek support from an online community. Standard posts written by non-depressed users are collected from subreddits related to a family or friends. Table 2 demonstrates the words for the posts in both categories which are topically specific.
IV. METHODOLOGY
There are a growing number of methodologies to detect depression from the posts. In our study, we incorporate a technical description of approaches applied for depression identification using the NLP and text classifying techniques. The framework in Fig.1 consists of data-pre-processing, feature extraction followed by the machine learning classifiers, features analysis and experimental results.
A. DATA PRE-PROCESSING
We use the NLP tools to pre-process the dataset before it is proceeded to the feature selection and training stage. First, we use tokenization to divide the posts into individual tokens. Next, we remove all the URLs, punctuations and stop words which could lead into erratic results if stay ignored. Then we apply stemming in order to reduce the words to their root form and group similar words together.
B. FEATURES EXTRACTION
After data pre-processing, we feed our models with the features that reflect users' language habits in Reddit forums. To explore the users' linguistic usage in the posts, we employ the LIWC dictionary, LDA topics, and N-gram features. These text encoding methods are applied to encode the words to be proceeded by different classifiers.
N-gram modeling is used to examine the features from the posts. It is widely used in text mining and NLP as a feature for depression detection [9] , [40] to calculate the probability of co-occurrence of each input sentence as a unigram and bigram. For n-gram modelling we use the Term frequencyinverse document frequency (TF-IDF) as a numeric statistic where the importance of a word with respect to each document in corpora is highlighted. The main goal of its usage is to scale down the impact of empirically less informative tokens, which occur frequently to give a space for the more informative words occurring in a small fraction. The word is ranked with greater TF-IDF value if it is present in a particular post and absent in other post [41] . In our study, we use TF-IDF vectorizer from the scikit-learn Python library [42] to extract 194,613 unigrams and bigrams. We remove all the stop words from the dataset and restrict the term-document matrix to 3000 most frequent unigrams and bigrams. In addition, we used Pointwise mutual information (PMI) [43] to filter infrequent bigrams.
LIWC, or the Linguistic Inquiry and Word Count dictionary, is widely used in computational linguistics as a source of features for psychological and psycholinguistic analysis [44] . It works as a baseline measure with a set of words and a behavioral link. It is often presented in several mental health projects [6] , [11] , [12] , [45] - [48] . Table 3 describes different types of approaches to text encoding methods.
To accomplish our experiment, we extract 68 among 95 different features in view of psycholinguistic measures and change every depressive and non-depressive post into numerical values. This way we obtain the scores for three higherlevel categories considering standard linguistic dimensions, psychological processes and personal concerns. The standard linguistic processes are one of the largest parts of the LIWC psycholinguistic vocabulary package. It was intended to quantify the words' usage in mentally significant classifications as well as for recognizing the connection between individuals in social co-operation. In our study, we first choose 9 linguistic features (articles, auxiliary verbs, adverbs, conjunctions, impersonal and personal pronouns, negations, prepositions and verbs) to characterize the users' text. Then we divide the Psychological processes into subcategories from which we used effective processes (anxiety, sadness, positive or negative emotion), biological processes (sexual, body, ingestion and health), social processes (family, friend, male, female), cognitive processes (cause, always, never, because), personal concerns (job, cook, cash, bury, kill), and time orientations (present, past, season). To examine the users' linguistic usage, we implement LIWC2015 dictionary [44] as the pre-defined category to measure all the textual content submitted by the users to extract lexico-syntactic features. We evaluate the correlation using the Pearson correlation coefficient r and also Benjamini-Hochberg selection method used in [24] .
Topic modelling is an effective tool in computational linguistics to reduce the input of textual data feature space to a fixed number of topics [49] . Through the unsupervised text mining approach, hidden topics such as topics connected with anxiety and depression can be extracted from the selected documents. In comparison to LIWC, it is not created by a fixed set of pre-established words. However, it automatically generates the group of non-labelled words. The choice of words is based on a probability. As a result, each generated document deals with different topics that keep some link among each other. In our study, we examine the content of each post semantically connected with depression discussion session in Reddit. To derive the topic distributions for each post in the dataset, we used Latent Dirichlet Allocation (LDA) module. It is a probabilistic generative model for discretion of data collections helpful in discovering its underlying topic structures [50] .
Based on our results, LDA model works best on the validation set when it is limited to 70 topics. For the topic selection we consider only the words that appear at least in more than 10 posts. We include every post as a single document that must be further tokenized and stemmed. This way allows us to compute the topics over the collection of documents to annotate them according to detected topics. Before we start the topic modelling process, all the stop words are removed. LDA implementation is provided by the Mallet toolkit [51] .
C. TEXT CLASSIFICATION TECHNIQUES
To estimate the presence of depression, we employ classifying approaches to estimate the likelihood of depression within the users. The proposed framework is developed by using Logistic Regression, Support Vector Machine, Random Forest, Adaptive Boosting and Multilayer Perceptron classifier.
Logistic Regression (LR) is a linear classification approach used to estimate the probability occurrence of binary response based on one or more predictors [52] , [53] and features.
Support Vector Machine (SVM) model is a representation of the examples as points in a highly dimensional space utilized for classification, where the points of the separate categories are widely divided. New examples are then mapped into the same space and predicted to belong to a category based on which side of the gap they fall [54] .
Random Forest (RF) is an ensemble of decision tree classifiers trained with the bagging method where a combination of learning models increases the overall result [55] .
Adaptive Boosting (AdaBoost) is an ensemble technique that can combine many weak classifiers into one strong classifier [56] . It is widely used for binary class classification problems [57] .
Multilayer Perceptron (MLP) is a special case of the artificial neural network often used for modelling complex relationships between the input and output layers [58] . Due to its multiple layers and non-linear activation it can distinguish the data that is not only non-linearly separable [59] . In our study, we applied the MLP method and two hidden layers with 4 and 16 perceptrons to fix for all the features in order to ensure a comparison consistency.
V. EXPERIMENTAL RESULTS
Before we analyze the classification results, we discuss several quantitative results. We define the words frequency, examine the correlation significance between the words and the features, and analyze the predictive power of LDA features.
A. FEATURES ANALYSIS 1) FREQUENCY AND PREDICTIVE POWER OF N-GRAM FEATURES
To compare the differences in the lexicon, we classify the entire labelled corpus of Reddit posts. To investigate the presence of depression, we compute the frequencies of all the unigrams and bigrams in both depression-indicative posts and standard posts. We select top 100 unigrams and bigrams for each category. Fig.2 and Fig.3 presents the top 100 unigrams and top 100 bigrams for each type of the posts generated in our study. The emerged words indicated by a high frequency are illustrated in both figures.
According to our results, the language predictors of depression in depression-indicative posts contain the words related to preoccupation with the self (I'm, I'm not), feelings (feel, feel like, make feel), greater discrepancies (want, wish, could), negative emotions (sad, wrong life, depression, I'm depressed, miserable), suicidal thoughts (want die, stop-stop, don't want, kill, mental illness), words of anger and hostility (shit, f***, hate), words of negation (no, not, no one, doe anyone, I'm not), interpersonal processes (lonely, feel alone), signs of hopelessness (pointless, anyone else, need help, end), signs of meaninglessness (pointless, empty, senseless) and present tense events (I'm going). As depression often affects psychomotor functions [60] , we can find the words (tired, I'm tired or sleep) which reflect the symptoms of low energy, fatigue or inversely insomnia and hyperactivity. It is often expressed somatically through the bodily symptoms (my head, pain, hurt). In contrary to depression-indicative posts, unigrams and bigrams in standard posts contain the words describing the events happening rather in the past (time, month ago, year ago, last year), social relations (friend, best friend, family, friendship, mom) and advice seeking words (need advice, please help).
2) PREDICTIVE POWER OF LIWC FEATURES
We selected 68 out of 95 features to analyze the correlation between the textual data and the features themselves. We converted every depressive and non-depressive post into numerical values in view of psycholinguistic features resulting in correlation presented in the features extraction. The highest correlation is found in the Psychological processes (0.19) followed by the Linguistic dimensions (0.17) and Personal concerns (0.16). In subcategories of the Psychological processes, we examined the Affective processes (kill, worthless, cry) with the highest correlation results (0.19), especially for negative (0.19) and positive emotions (0.09). It is followed by the Social processes (brother, friend, mom) (0.17) with the results similar to the Linguistic dimensions (0.17). Based on the Personal concerns, the users like to talk about topics such as work (0.16), money (0.14) or death (0.11).
Concerning the mental focus of depressed and nondepressed users, the results show that depressed individuals use more self-oriented references and tend to turn the attention to themselves (I, me, and mine) (0.17). The results support the work of [25] , [26] , [38] . Their posts contain more negative emotions, sadness and anxiety with a greater emphasis on the present and future. Based on our findings, LIWC can play an effective role for data detection models if added into designing tools. Table 4 summarizes the high- est correlation results achieved with the LIWC dictionary features.
3) PREDICTIVE POWER OF LDA
To calculate the hidden topics extracted from the posts, we built a topic model which functions as a triggering point for depression. LDA requires specifying the number of generated topics. Any change in the parameter may cause a change in the classification accuracy. For this reason, it is necessary to find an appropriate value. As mentioned in section IV-B, VOLUME 7, 2019 LDA works well on the validation set limited to 70 topics with the accuracy reaching 70%.
In our study, we select 20 topics with the largest topic proportion from the posts as illustrated in Fig.4 . To find the number of topics that allow an optimal classification, we perform several types of testing. We use t-SNE to perform dimensionality reduction and get a two-dimensional coordinates for our data [61] . The t-SNE algorithm has two main hyper-parameters that have an impact on final visualization that is perplexity and number of iterations. We tune them and produce the data representation using the perplexity 50 and 500 iterations. The Fig. 4 shows the topic arrangement by putting related topic clusters close to each other and nicely arranging the documents with different topics. Table 5 illustrates the words correlated with the particular topics generated from the posts. The topics contain a lexicon of words that is common among the depressed accounts. The topics such as Depression, Broke or Tired reflect the pain, suffering or depressive symptoms of the users with the words related to disclosure. The users feel heartbroken, rejected or lonely with a low self-esteem and self pre-occupation. Additionally, there are other topics which reflect hostility, aggression or relationship with their friends.
B. CLASSIFICATION RESULTS
Our task is to detect depression of each of the users in the chosen data. We start to conduct the execution of the text classifying techniques by using the entire dimension feature space extracted from the dataset. For baseline features, we use LIWC categories, N-gram probabilities, LDA model and their multiple feature combinations built on the Reddit training data. The aim of combining the distinct NLP techniques is to find out what combination of the features best favors the performance accuracy for depression detection. In this section, we investigate and discuss the degree of accuracy achieved by our experiment. For estimating the presence of depression within the posts, we apply four major classifiers and one artificial neural network classifier defined in IV-C. For implementation of each classifier, we utilize Scikit-learn library for the Python language [42] , and use a 10-fold crossvalidation to verify the results.
To evaluate the above-mentioned classification techniques, we apply the evaluation metrics, such as accuracy of estimations (Acc.) Eq. (1) and F-score (F1) Eq. (4) consisting of precision (P) and recall (R). It relies on a confusion matrix incorporating the information about each test sample prediction outcome. Accuracy is the rate of correct classification; F1 Eq.(4) score is a harmonic average of the precision and recall; precision estimates how many positively identified samples are correct, recall estimates what proportion of positive samples was correctly identified. The closer both values are, the higher the F1 score is. In the evaluation metrics, we find that there is a number of true positive predictions (TP), true negative predictions (TN), false positive predictions (FP) and false negative predictions (FN) [62] . The most straightforward classifier evaluation score is an accuracy defined as follows: (78%, 0.84) outperforming SVM (74%, 0.74) and MLP (70%, 0.72). The result is in contrary to the previous work [49] , [63] where LDA outperforms LIWC.
By evaluating the performance of combined features we aimed to find out which is the combination that best favors accuracy in depressive text classification. For this evaluation we use LIWC and LDA to complement the N-grams. The top performance for depression detection in our study is achieved with LIWC+LDA+bigram and MLP neural network model. With its 91% accuracy and 0.93 F1 score it outperforms SVM (90%, 0.91), LR (89%, 0.89), RF (85%, 0.85) and AdaBoost (79%, 0.81). Furthermore, it outperforms another combined feature set containing unigrams (LIWC, LDA, unigram) with RF as the best approach (83%, 0.84). Based on our results, the predictive power for a better performance is hidden in proper feature selections and their multiple feature combinations.
VI. CONCLUSION AND FUTURE WORK
In this paper, we tried to identify the presence of depression in Reddit social media; and searched for affective performance increase solutions of depression detection. We characterized a closer connection between depression and a language usage by applying NLP and text classification techniques. We identified a lexicon of words more common among the depressed accounts. According to our findings, the language VOLUME 7, 2019 predictors of depression contained the words related to preoccupation with themselves, feelings of sadness, anxiety, anger, hostility or suicidal thoughts, with a greater emphasis on the present and future.
To measure the signs of depression, we examined the performance of both single feature and combined feature sets using various text classifying methods. Our results show that a higher predictive performance is hidden in proper features selection and their multiple feature combinations. The strength and effectiveness of combined features are demonstrated with the MLP classifier reaching 91% accuracy and 0.93 F1 score achieving the highest performance degree for detecting the presence of depression in Reddit social media conducted in our study.
Additionally, the best feature among the single feature sets is bigram; with SVM classifier it can detect depression with 80% accuracy and 0.79 F1 score. Considering LIWC and LDA features, LIWC outperformed topic models generated by LDA.
Although our experiment shows that the performances of applied methodologies are reasonably good, the absolute values of the metrics indicate that this is a challenging task and worthy of further exploration. We believe this experiment could further underline the infrastructure for new mechanisms applied in different areas of healthcare to estimate depression and related variables. It can be beneficial for the individuals suffering from mental health disorders to be more proactive towards their fast recovery. In our future work, we will try to examine the relationship between the users' personality [64] and their depression-related behaviour reflected in social media.
