A Novel Image Denoising Algorithm Based on Crank-Nicholson Semi-Implicit Difference Scheme  by Ke, Cao et al.
Procedia Engineering 23 (2011) 647 – 652
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2011.11.2560
Available online at www.sciencedirect.com
 
Available online at www.sciencedirect.com
 
Procedia
Engineering
          Procedia Engineering  00 (2011) 000–000 
www.elsevier.com/locate/procedia
A Novel Image Denoising Algorithm based on Crank-
Nicholson Semi-implicit Difference Scheme 
 CAO Ke，WANG Feng，SHANG Qing-wei 
Xuzhou College of Industrial Technology, Xuzhou 221140, China 
 
Abstract 
The image is one of the most important ways, people know the objective world. Due to the limitation of the get image 
and external disturbance, inevitably, image noise image processing. Some important information from the edge and 
the details of the image noise are often buried, therefore, it is necessary to process denoising image preprocessing 
stage. It is an important protection function, such as the scale of fine grain image denoising process.  In this paper, the 
semi-implicit C-N scheme is applied to discrete the ROF model and the G-S iterative method to solve the linear 
algebra equations by the matrix form. In the numerical experiments, the Gaussian noise images are used to have tests. 
The results show that the semi-implicit discrete scheme gets a larger SNR, maintaining the fine scale features better.  
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1. INTRODUCTION
The classical denoising model is the Rudin-Osher-Fatemi (ROF) model which was proposed by Rudin 
et al. in 1992. It is known that the ROF model preserves fine scale features such as texture in the process 
of image denoising. Usually we discreting the corresponding Euler-Lagrange equation of the ROF model 
using the explicit scheme [14]. Since the explicit discrete scheme has the shortcomings of instability and 
many iterative numbers, the semi-implicit scheme has been used widely. The Crank-Nicholson (C-N) 
difference scheme [3] is a second-order method in time and unconditionally stable. Kim [7] used C-N 
difference scheme to solve the ROF model by the point-by-point method.  
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2. ROF MODEL AND C-N DIFFERENCE SCHEME 
2.1. ROF Model 
An image denoising problem can be modeled by f u r= +  , where  f  is the observed image,  u is  
the real image and  r is the noise.  
The total variation (TV) denoising model is based on a variational problem with constraints using TV 
norm as a nonlinear nondifferentiable functional. The TV norm is proposed as a regularization function 
for the image restoration problem [1,2,5,6] 
( )TV u u dx
Ω
= ∇∫        (1) 
where Ω denotes the image domain.  
The TV norm does not penalize the discontinuities in u , and thus allows us to recover the edges of the 
original image. The equivalent unconstrained problem can be rewritten as 
2min ( )
2u
u f u dx
λ
Ω
∇ + −∫       (2) 
where  λ > 0  is a scale parameter. 
And its Euler-Lagrange equation is showed to balance the two terms in a usual form 
( )0 u u f
u
λ⎛ ⎞∇= −∇ + ∗ −⎜ ⎟⎜ ⎟∇⎝ ⎠
      (3) 
The ROF model [10] is 
( )t uu u fu λ
⎛ ⎞∇= −∇ + ∗ −⎜ ⎟⎜ ⎟∇⎝ ⎠
      (4) 
with ( ),0u x  given as initial data. 
As (4) is not well defined at points where 0u∇ =  , due to the presence of 1
u∇ , it is common to 
slightly perturb 
1
u∇  as 2
1
u β∇ +
. The parameter   β > 0  is a small regularization parameter. 
Furthermore, the smallest positive machine number [4] 3210β −=   can be chosen. 
2.2. C-N Difference Scheme 
The C–N difference scheme is based on central difference in space and the trapezoidal rule in time, 
giving second-order convergence in time. As an example, for two-dimensional diffusion equation   
2 2
2 2
u u u
t x y
∂ ∂ ∂= +∂ ∂ ∂        (5) 
the C–N discretization of which is as follows 
( ) ( )1, 1 1 1 1 1 11, , 1, 1, , 1, , 1 , , 1 , 1 , , 11 12 2 2 22 2
n
i j n n n n n n n n n n n n
i j i j i j i j i j i j i j i j i j i j i j i j
u
u u u u u u u u u u u u
t
+
+ + + + + +
+ − + − + − + −= − + + − + + − + + − +Δ
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3. A NEW ALGORITHM ON ROF MODEL 
In the process of calculating difference scheme, the boundary conditions need to be considered. Here 
we adopt  Neumann boundary conditions (i.e., reflecting boundary  conditions) [8,13] to preserve 
continuity of the image  boundary. Thus the data outside the image region can be gotten by reflecting the 
closest samples inside the image region. 
Let ,
n
i ju  be an approximation of ( ), ,i j nu x y t , where ix i x= Δ  , jy j y= Δ ,  nt n t= Δ ,  1n ≥  and  
,x yΔ Δ  and tΔ are the spatial stepsizes and the time stepsize, respectively. Equation (4) in terms of the 
explicit partial derivatives can be expressed as [9] 
( )( ) ( )( )
( ) ( )( )
2 2
3/22 2
2
( )
xx y xy x y yy x
t
x y
u u u u u u u
u u f
u u
β β
λ
β
+ − + +
= − ∗ −
+ +
 (6) 
with 0,i ju as an initial value.  
The derivative terms [11,12] are defined as 
1, 1, , 1 , 1
, ,,2 2
n n n n
i j i j i j i jx y
i j i j
u u u u
u u
x y
+ − − −− −= =Δ Δ  
1, , 1, , 1 , , 1
, ,2 2
2 2
,
n n n n n n
i j i j i j i j i j i jxx yy
i j i j
u u u u u u
u u
x y
+ − + −− + − += =Δ Δ  
1
1, 1 1, 1 1, 1 1, 1 1, ,
, ,,4
n n n n n n
i j i j i j i i i j i jxy t
i j i j
u u u u u u
u u
x y t
+
+ + − + + − − − +− − + −= =Δ Δ Δ  
Let   
( )( ) ( )( )2 2, , , , , , , ,2n xx y xy x y yy xi j i j i j i j i j i j i j i js u u u u u u uβ β= + − + +  
and   
( ) ( )( )3/22 2, , ,n x yi j i j i jv u u β= + +  
By the C-N difference scheme, (6) is discretized as    
1
, ,1 0
, , , ,
, ,
1 1 1 11
2 2 2 2
n n
i j i jn n n
i j i j i j i jn n
i j i j
s s
t u t u t u u
v v
λ λ λ
+
+ ⎛ ⎞⎛ ⎞+ ∗ ∗Δ ∗ − ∗Δ ∗ = + Δ ∗ ∗ − ∗ ∗ + ∗⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 (7) 
Using the fixed point method for 
1
,
,
n
i j
n
i j
s
v
+
, let 
 
( )( ) ( )( ) ( )2 2, , , ,
, , ,
2
, ,
n n
ny x x Y
i j i j i j i j
n n n
i j i j i j
u u u u
A B C
v v v
β β+ +
= = =   (8) 
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thus  ( ) ( ) ( )1 1 1 1, , , ,
,
. . .
n
n n ni j xx xy yy
i j i j i jn
i j
s
u A u C u B
v
+ + + += ∗ − ∗ + ∗ .   (9) 
Let U  be the matrix of the image and xxU , yyU , xyU be the corresponding matrices of  the second 
derivative , ,
xx
i ju , ,
yy
i ju  ,   ,
xy
i ju . To show the relation between 
xxU , yyU , xyU  and U , we give an 
example with 5 5U × matrix and 1x y hΔ = Δ = =  as follows: 
11 12 13 14 15
21 22 23 24 25
31 32 33 34 352
41 42 43 44 45
51 52 53 54 55
1 1 0 0 0
1 2 1 0 0
0 1 2 1 0
0 0 1 2 1
0 0 0 1 1
xx
u u u u u
u u u u u
D U
U u u u u u
h
u u u u u
u u u u u
− ⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟− ⎜ ⎟⎜ ⎟∗ ⎜ ⎟⎜ ⎟= = − ⎜ ⎟⎜ ⎟− ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟−⎝ ⎠⎝ ⎠
,  
11 12 13 14 15
21 22 23 24 25
31 32 33 34 352
41 42 43 44 45
51 52 53 54 55
1 1 0 0 0 1 1 0 0 0
0 0 1 0 0 1 0 1 0 0
0 1 0 1 0 0 1 0 1 0
4
0 0 1 0 1 0 0 1 0 1
0 0 0 1 1 0 0 0 1 1
xy
u u u u u
u u u u u
E U F
U u u u u u
h
u u u u u
u u u u u
− −⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎜ ⎟⎜ ⎟ ⎜ ⎟∗ ∗ ⎜ ⎟⎜ ⎟ ⎜ ⎟= = − −⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟− − −⎝ ⎠ ⎝ ⎠⎝ ⎠
and 
11 12 13 14 15
21 22 23 24 25
31 32 33 34 352
41 42 43 44 45
51 52 53 54 55
1 1 0 0 0
1 2 1 0 0
0 1 2 1 0
0 0 1 2 1
0 0 0 1 1
yy
u u u u u
u u u u u
U G
U u u u u u
h
u u u u u
u u u u u
⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟−⎜ ⎟⎜ ⎟∗ ⎜ ⎟⎜ ⎟= = −⎜ ⎟⎜ ⎟−⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟ −⎝ ⎠⎝ ⎠
   (10) 
According to the last formula, the second derivatives of U can be rewritten as the product of 
tridiagonal matrix and the matrixU. Combing (8) with (10), we have 
( ) ( ) ( )1, 1 1 1
,
. . . .
4
n
i j n n n
n
i j
s C
D U A E U F U G B
v
+
+ + += ∗ ∗ − ∗ ∗ ∗ + ∗ ∗    (11) 
Based on a  nn ×  matrix, the corresponding new 2 2n n× matrix by some rules can be obtained. Next, 
the three matrices dot products in (11) will be shown how to be transformed into the corresponding 
product of the new matrices. 
4. NUMERICAL EXPERIMENTS 
In this section, we consider a gray image 50 50u ×  with Gaussian noise in Figure 1. The numerical 
results of the semi-implicit discrete scheme and the explicit discrete scheme are compared.   
In order to distinguish the explicit discrete scheme point by point (that is, point-by-point explicit 
scheme), that (6) is discretized in explicit scheme with the right part in matrix form is called matrix 
explicit scheme.   
Let h = 1 , β = 10  and  dt =  10 . The signal to noise ratio (SNR) of the image u is used to measure the 
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level of noise 
( )
( )
2
,
10 2
,
,
10 log
,
i j
i j
u i j
SNR
r i j
⎛ ⎞
⎜ ⎟= ⎜ ⎟
⎜ ⎟⎝ ⎠
∑
∑i  
where  u  is the real image and  r is the noise. 
The larger the value of SNR is the better of the denoised image. 
 
Figure 1.   Original image, noisy image with Gaussian noise  σ = 0.1 
TABLE I.   SNR IN  SCHEMES 
λ point-by-point explicit scheme matrix explicit scheme semi-implicit scheme
0.01 4.8110 4.8175 5.6535 
0.1 4.8057 4.8185 5.6349 
1 4.8414 4.8157 5.4488 
 
 
Figure 2.   Denoised image by the semi-implicit scheme with  λ =0.01, 0.1, 1, where the iterative number is 5. 
 
Figure 3.   Denoised image by the explicit scheme with  λ =0.01, 0.1, 1, where the iterative number is 5. 
From TABLE I and Figure 2-3, the results of the semiimplicit scheme are better than that of the 
explicit scheme. With the same iterative numbers, the values of SNR are almost the same by using either 
the point-by-point explicit scheme as that of the matrix explicit scheme. The quantitative comparision of 
the values of SNR in TABLE I reveal the essential point that the value of SNR using the semi-implicit 
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scheme is larger than that of the explicit scheme, respectively.   
5. CONCLUDING REMARKS 
This model is transferred to solve the linear algebra equations place is rewritten for second derivative 
form of matrix multiplication. Finally we use numerical experiment, and will and the results of discrete 
scheme that clear. The experimental results show that the scheme has a few iterative semi-implicit 
discrete digital and noise effect is better than the dominant discrete scheme has the same iteration 
Numbers. 
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