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EXISTENCE AND UNIQUENESS RESULTS FOR POSSIBLY SINGULAR
NONLINEAR ELLIPTIC EQUATIONS WITH MEASURE DATA
LINDA MARIA DE CAVE, RICCARDO DURASTANTI, AND FRANCESCANTONIO OLIVA
Abstract. We study existence and uniqueness of solutions to a nonlinear elliptic boundary
value problem with a general, and possibly singular, lower order term, whose model is
−∆pu = H(u)µ in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
Here Ω is an open bounded subset of RN (N ≥ 2), ∆pu := div(|∇u|
p−2∇u) (1 < p < N)
is the p-laplacian operator, µ is a nonnegative bounded Radon measure on Ω and H(s) is a
continuous, positive and finite function outside the origin which grows at most as s−γ , with
γ ≥ 0, near zero.
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1. Introduction
We start recalling some literature concerning singular elliptic problems whose simplest model
is given by 
−∆u =
µ
uγ
in Ω,
u > 0 inΩ,
u = 0 on ∂Ω,
(1.1)
where Ω is an open bounded subset of RN (N ≥ 2), µ is a nonnegative datum and γ > 0.
The pioneering papers concerning problem (1.1) are [19], [33] and [40].
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In these works the authors consider the case of a smooth datum µ, proving the existence of a
unique classical solution u ∈ C2(Ω) ∩ C(Ω) to (1.1). This solution does not belong to C2(Ω)
and, in [33], it is proved that u ∈ H10 (Ω) if and only if γ < 3 and that, if γ > 1, the solution
does not belong to C1(Ω). For further informations on the Ho¨lder continuity properties of the
solution to (1.1) see [30].
As concerns data µ merely in L1(Ω), we mainly refer to [8], where the authors prove the
existence of a distributional solution to the problem working by approximation, desingularizing
the right hand side of the equation. This solution belongs to H10 (Ω) if γ = 1, it is only in
H1loc(Ω) if γ > 1 and, finally, if γ < 1, it belongs to an homogeneous Sobolev space larger than
H10 (Ω). In the case of measure data, we refer to [22], where the existence of a distributional
solution is proved in the more general case of a quasilinear elliptic operator with quadratic
coercivity and of a singular lower order term not necessarily non-increasing.
As one can expect, uniqueness of solutions to (1.1) is a challenging issue.
If a solution to (1.1) belongs to H10 (Ω), uniqueness holds (see [5]). In [41], one can find a neces-
sary and sufficient condition in order to have H10 (Ω) solutions to (1.1) if γ > 1 and µ ∈ L
1(Ω)
positive. If µ is a nonnegative function in L
2N
N+2 (Ω) and the singular term is non-increasing,
the solution to (1.1), defined through a transposition argument, is proved to be unique even
if it belongs only to H1loc(Ω) (see [27, 28]). If γ > 1 and the datum is a diffuse measure, in
[38] the authors prove a uniqueness result. Finally, if Ω has a sufficiently regular boundary,
uniqueness of solutions belonging only to W 1,1loc (Ω) is proved by means of a suitable Kato’s type
argument when µ is a general measure and H is a general non-increasing nonlinearity (see [37]).
Here we will study the following problem with a nonlinear principal operator
−∆pu = H(u)µ in Ω,
u > 0 inΩ,
u = 0 on ∂Ω,
(1.2)
where, for 1 < p < N , ∆pu := div(|∇u|
p−2∇u) is the p-laplacian operator, µ is a nonnegative
bounded Radon measure on Ω and H(s) is a nonnegative, continuous and finite function outside
the origin, which, roughly speaking, behaves as s−γ (γ ≥ 0) near zero.
In presence of a nonlinear principal operator the literature is more limited. We refer to [21] for
the existence of a distributional solution when H(s) = s−γ and µ ∈ L1(Ω) while, in case of a
general singular nonlinearity H and µ ∈ L(p
∗)′(Ω), we mention [23]. Furthermore, in [15], the
uniqueness of solutions which belong to W 1,ploc (Ω) is proved if µ ∈ L
1(Ω). This uniqueness result
holds true in full generality in case of a star-shaped domain, while some more regularity on f
is needed if γ > 1, 1 < p ≤ N and the domain is more general. Besides uniqueness of solutions
belonging to W 1,p0 (Ω), which continues to hold even in presence of a nonlinear operator, many
of the techniques used to prove uniqueness in the linear case p = 2 can not be extended to the
general case p > 1.
We stress that uniqueness for solutions to (1.2) is an hard issue even if H ≡ 1. Indeed, in
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general, having a distributional solutions is not sufficient to deduce uniqueness which holds in
the framework of the so-called renormalized solution (see Definition 3.1 below, given in the
case of a general H). The notion of renormalized solution formally selects a particular solution
among the distributional ones. We also highlight that the existence of a renormalized solution
for a continuous and finite function H is given in [35] when p = 2; this solution is also unique if
H is non-increasing and µ is diffuse with respect to the harmonic capacity (see Section 2 below).
We refer the interested reader to [20] for a complete account on the renormalized framework
for problems whose model is given by (1.2) with H ≡ 1 and the positivity requirement on u is
removed (µ is not necessarily nonnegative).
Without the aim to be complete, we refer to various works treating different aspects of problems
as in (1.1) and in (1.2). The literature concerning the case of linear operators is [1, 2, 3, 10, 11,
12, 16, 17, 18, 24, 25]. For more general operators we refer to [21, 22, 29, 32, 36]. Finally, also
symmetry of solutions is considered in [13, 14, 42].
Here we show the existence of a distributional solution u to (1.2) despite a nonlinear oper-
ator, a measure as datum and a general lower order term.
The most interesting fact is that u turns out also to be a renormalized solution to the singular
problem if γ ≤ 1. This is strictly related to the fact that, in this case, the truncations of u
at any level k, Tk(u), belong to the space of finite energy, differently to the case γ > 1, where
Tk(u) is, in general, only in W
1,p
loc (Ω).
As already stressed, the existence of a renormalized solution is linked to the uniqueness of the
solution to (1.2). Indeed, in case of a diffuse measure datum and of a non-increasing H , without
requiring any additional assumption on Ω and on µ, we are able to prove that the renormalized
solution is unique even in presence of a principal operator which can be way more general than
the p-laplacian.
It is worth noting that, at the best of our knowledge, our result is new even in case of a con-
tinuous and finite nonlinearity H (i.e., if γ = 0), so that we are also providing an extension of
the results of [35] to the case p 6= 2.
We give a brief plan of the paper. Section 2 is devoted to present the preliminary results
and the notations used throughout the paper. In Section 3 we provide the assumptions, the
notions of solutions we are adopting and the statements of the existence and uniqueness theo-
rems. In Section 4 we prove the existence theorem when H is finite. In Section 5 we provide
the approximation scheme and the main tools in preparation of the proof of the theorems when
H can blow up at the origin. In Section 6 we apply all tools of the previous section to deduce
the existence and uniqueness theorems in their full generality. Finally, in Section 7, we provide
some further results concerning the regularity of a solution to (1.2) when H(s) can degenerate
(i.e., becomes zero) at some point s > 0.
2. Notations and preliminaries
We denote by Cb(R) the space of continuous and bounded functions on R and by Cc(Ω) the
space of continuous functions with compact support in Ω; the latter one will be an open bounded
subset of RN (N ≥ 2) in the entire paper. If no otherwise specified, we will denote by C several
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constants whose value may change from line to line and, sometimes, on the same line. These
values will only depend on the data (for instance C may depend on Ω, γ, N) but they will
never depend on the indexes of the sequences we will introduce. Moreover, in order to take into
account the order of the limits, we will denote by ǫ(n, r, ν) any quantity such that
lim sup
ν→0
lim sup
r→∞
lim sup
n→∞
ǫ(n, r, ν) = 0.
For a fixed k > 0, we introduce the truncation functions Tk and Gk
Tk(s) = max(−k,min(s, k)),
Gk(s) = (|s| − k)
+ sign(s),
and we also define the functions πk : R→ R and θk : R→ R
πk(s) =
Tk(s− Tk(s))
k
, (2.1)
θk(s) = 1− |πk(s)|. (2.2)
From now onwards, when employing functions denoted by πk or θk, we will mean the previous
functions.
Let f ∈ L1loc(Ω) then x ∈ Ω is a Lebesgue point of f if there exists f̂(x) ∈ R such that
lim
ρ→0
1
|Bρ(x)|
∫
Bρ(x)
∣∣f − f̂(x)∣∣ = 0.
By the Lebesgue differentiation Theorem, almost every point x ∈ Ω is a Lebesgue point of f
and f(x) = f̂(x). We denote as Lf the set of Lebesgue points of a function f ∈ L
1
loc(Ω).
The standard p-capacity of a Borel set E ⊂ Ω is defined by
cap(E,Ω) = inf
∫
Ω
|∇u|p with u ∈ W 1,p0 (Ω) : u ≥ 1 a.e. in a neighborhood of E.
A function u is said to be capp-quasi continuous if for every ǫ > 0 there exists an open set
E ⊂ Ω such that cap(E) < ǫ and u|Ω\E is continuous in Ω \ E.
Moreover for every u ∈ W 1,p(Ω) there exists a capp-quasi continuous representative u˜ yielding
u = u˜ almost everywhere in Ω and if û is another capp-quasi continuous representative of u,
then û = u˜ capp almost everywhere in Ω. We will always refer to the capp-quasi continuous
representative when dealing with functions in W 1,p(Ω).
We denote the space of bounded Radon measures by M(Ω). Let us a recall that µ ∈ M(Ω)
is said to be diffuse with respect to the p-capacity if for every Borel set B ⊂ Ω such that
capp(B) = 0 it results µ(B) = 0. Moreover µ is said to be concentrated on a Borel set B ⊂ Ω
if µ(E) = µ(E ∩B) for every E ⊂ Ω.
It follows from [26] that every µ ∈M(Ω) can be uniquely decomposed as
µ = µd + µc,
where µd is diffuse and µc is concentrated on a set of zero p-capacity and that, if µ ≥ 0, then
µd, µc ≥ 0.
Furthermore, in [7], is proved the following decomposition result
µ ∈M(Ω) is diffuse if and only if µ = f − div(F ) with f ∈ L1(Ω), F ∈ Lp
′
(Ω)N .
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The latter decomposition is not unique since L1(Ω) ∩ W−1,p
′
(Ω) 6= {0}. We recall that a
sequence of measures µn converges to µ in the narrow topology of M(Ω) if
lim
n→∞
∫
Ω
ϕdµn =
∫
Ω
ϕdµ ∀ϕ ∈ Cb(Ω).
Here we collect some results contained in [4] and [20].
Lemma 2.1. Let λ ∈M(Ω) be nonnegative and concentrated on a set E such that capp(E) = 0.
Then, for every ν > 0, there exists a compact subset Kν ⊂ E and a function Ψν ∈ C
∞
c (Ω) such
that the following hold
λ(E \Kν) < ν, 0 ≤ Ψν ≤ 1 in Ω, Ψν ≡ 1 in Kν , lim
ν→0
‖Ψν‖W 1,p0 (Ω)
= 0.
In the entire paper we will denote by Ψν a function with the properties of the previous Lemma.
Lemma 2.2. Let u : Ω→ R be a measurable function almost everywhere finite on Ω such that
Tk(u) ∈ W
1,p
0 (Ω) for every k > 0. Then there exists a measurable function v : Ω → R
N such
that
∇Tk(u) = vχ{|u|≤k},
and we define the gradient of u as ∇u = v. Moreover, if∫
Ω
|∇Tk(u)|
p ≤ C(k + 1) ∀k > 0,
then u is capp-almost everywhere finite, i.e. capp{x ∈ Ω : |u(x)| = +∞} = 0, and there exists
a capp-quasi continuous representative u˜ of u, namely a function u˜ such that u˜ = u almost
everywhere in Ω and u˜ is capp-quasi continuous.
In what follows, when dealing with a function u that satisfies the assumptions of the previous
Lemma, we will always consider its capp-quasi continuous representative.
Lemma 2.3. Let µd be a nonnegative diffuse measure with respect to the p-capacity and let
u ∈ W 1,p0 (Ω) ∩ L
∞(Ω) be a nonnegative function. Then, up to the choice of its capp-quasi
continuous representative, u belongs to L∞(Ω, µd) and∫
Ω
udµd ≤ ‖u‖L∞(Ω)µd(Ω).
We recall also the following very well known consequence of the Egorov Theorem.
Lemma 2.4. Let fn be a sequence converging to f weakly in L
1(Ω) and let gn be a sequence
converging to g almost everywhere in Ω and *-weakly in L∞(Ω). Then
lim
n→+∞
∫
Ω
fngn =
∫
Ω
fg.
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3. Main assumptions and results
We will consider the following{
− div(a(x,∇u)) = H(u)µ in Ω,
u = 0 on ∂Ω,
(3.1)
where a(x, ξ) : Ω× RN → RN is a Carathe´odory function satisfying the classical Leray-Lions
structure conditions for 1 < p < N , namely
a(x, ξ) · ξ ≥ α|ξ|p, α > 0, (3.2)
|a(x, ξ)| ≤ β|ξ|p−1, β > 0, (3.3)
(a(x, ξ)− a(x, ξ
′
)) · (ξ − ξ
′
) > 0, (3.4)
for every ξ 6= ξ
′
in RN and for almost every x in Ω.
Moreover µ is a nonnegative bounded Radon measure on Ω uniquely decomposed as the sum
µd + µc, where µd is a diffuse measure with respect to the p-capacity and µc is a measure
concentrated on a set of zero p-capacity. We underline that (see Remark 3.7 below) we will
always assume
µd 6≡ 0. (3.5)
Finally, if not otherwise specified, H : (0,+∞) → (0,+∞) is a continuous function, possibly
blowing up at the origin, such that the following properties hold true
∃ lim
s→∞
H(s) := H(∞) <∞ (3.6)
∃ C, s0 > 0, γ ≥ 0 s.t. H(s) ≤
C
sγ
if s < s0. (3.7)
We emphasize that, since we are allowing γ to be zero, we are taking into account also the
case of a bounded H . Moreover the assumption on the strict positivity of H is a technical one
needed to handle the case in which the singular part of the measure is not identically zero, as
widely explained in Section 7.
First of all it is worth to clarify what we mean by solution to problem (3.1). We provide
two different notions of solution.
Definition 3.1. Let a satisfy (3.2), (3.3), (3.4), let µ be a nonnegative bounded Radon measure
and let H satisfy (3.6) and (3.7). A positive function u, which is almost everywhere finite on
Ω, is a renormalized solution to problem (3.1) if Tk(u) ∈ W
1,p
0 (Ω) for every k > 0 and if the
following hold
H(u)S(u)ϕ ∈ L1(Ω, µd) and∫
Ω
a(x,∇u) · ∇ϕS(u) +
∫
Ω
a(x,∇u) · ∇uS ′(u)ϕ =
∫
Ω
H(u)S(u)ϕdµd (3.8)
∀S ∈ W 1,∞(R) with compact support and ∀ϕ ∈ W 1,p0 (Ω) ∩ L
∞(Ω),
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ = H(∞)
∫
Ω
ϕdµc ∀ϕ ∈ Cb(Ω). (3.9)
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Definition 3.2. Let a satisfy (3.2), (3.3), (3.4), let µ be a nonnegative bounded Radon measure
and let H satisfy (3.6) and (3.7). A positive and measurable function u such that |∇u|p−1 ∈
L1loc(Ω) is a distributional solution to problem (3.1) if H(u) ∈ L
1
loc(Ω, µd), and the following
hold
T
τ−1+p
p
k (u) ∈ W
1,p
0 (Ω) ∀k > 0, where τ = max (1, γ) , (3.10)
and ∫
Ω
a(x,∇u) · ∇ϕ =
∫
Ω
H(u)ϕdµd +H(∞)
∫
Ω
ϕdµc ∀ϕ ∈ C
1
c (Ω). (3.11)
The notion of renormalized solution is way more general than the distributional one. Indeed,
if γ ≤ 1, it results that the former implies the latter one.
Lemma 3.3. Let γ ≤ 1 and let u be a renormalized solution to (3.1). Then u is also a
distributional solution to (3.1).
Proof. It follows from the definition of renormalized solution that (3.10) holds. Taking as test
functions in (3.8) S = θt, where θt is defined in (2.2), and ϕ = Tk(u), with s0 < k < t, we
obtain ∫
Ω
a(x,∇u) · ∇Tk(u)θt(u) ≤
k
t
∫
{t<u<2t}
a(x,∇u) · ∇u+
∫
Ω
H(u)Tk(u)θt(u)dµd.
Using (3.2) and (3.7), we find
α
∫
Ω
|∇Tk(u)|
p ≤
k
t
∫
{t<u<2t}
a(x,∇u) · ∇u+
∫
{u<s0}
H(u)Tk(u)θt(u)dµd
+
∫
{u≥s0}
H(u)Tk(u)θt(u)dµd ≤
k
t
∫
{t<u<2t}
a(x,∇u) · ∇u
+ Cs1−γ0 ‖µd‖M(Ω) + k‖H‖L∞([s0,+∞))‖µd‖M(Ω),
so that, passing to the limit as t→∞, we find that there exists a constant C > 0 such that∫
Ω
|∇Tk(u)|
p ≤ C(k + 1), ∀k > 0. (3.12)
By (3.12), using Lemma 2.2 we deduce that u is capp-almost everywhere finite and capp-quasi
continuous and, using Lemma 4.2 of [4], we deduce moreover that |∇u|p−1 ∈ L1(Ω). Now taking
ϕ ∈ C1c (Ω) and S = θt in (3.8) we obtain∫
Ω
a(x,∇u) · ∇ϕθt(u) =
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ+
∫
Ω
H(u)ϕθt(u)dµd. (3.13)
By (3.8) it results H(u)θ1(u)ϕ ∈ L
1(Ω, µd), and so, using Lemma 2.3, we find∫
Ω
|H(u)ϕ|dµd =
∫
{u<1}
H(u)|ϕ|dµd +
∫
{u≥1}
H(u)|ϕ|dµd
≤
∫
Ω
H(u)θ1(u)|ϕ|dµd + ‖H‖L∞([1,+∞))‖ϕ‖L∞(Ω)‖µd‖M(Ω) ≤ C,
that implies H(u) ∈ L1loc(Ω, µd). Letting t go to infinity in (3.13) we obtain, applying Lebesgue’s
Theorem for general measure and (3.9), that (3.11) holds. Hence u is a distributional solution
to (3.1). 
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We will prove the following results.
Theorem 3.4. Let a satisfy (3.2), (3.3), (3.4), and let µ be a nonnegative bounded Radon mea-
sure which satisfies (3.5). If H satisfies (3.6) and (3.7) with γ ≤ 1, there exists a renormalized
solution u to problem (3.1). Moreover,
i) if 1 < p ≤ 2− 1
N
then up−1 ∈ Lq(Ω) ∀ q < N
N−p
and |∇u|p−1 ∈ Lq(Ω) ∀ q < N
N−1
,
ii) if p > 2− 1
N
then u ∈ W 1,q0 (Ω) ∀ q <
N(p−1)
N−1
.
Finally, if H is non-increasing and µc ≡ 0, then u is unique.
Theorem 3.5. Let a satisfy (3.2), (3.3), (3.4), and let µ be a nonnegative bounded Radon
measure which satisfies (3.5). If H satisfies (3.6) and (3.7), there exists a distributional solution
u to problem (3.1) such that
up−1 ∈ Lqloc(Ω) ∀ q <
N
N − p
and |∇u|p−1 ∈ Lqloc(Ω) ∀ q <
N
N − 1
.
Remark 3.6. From Theorems 3.4, 3.5 and Lemma 3.3, we deduce that, for any nonlinearity
H satisfying (3.6) and (3.7) with γ ≤ 1, we are able to find a renormalized solution that is
also a distributional one. Otherwise, if H blows up too fast at the origin (i.e. γ > 1 in (3.7)),
the solution loses the weak trace in the classical Sobolev sense and we are only able to prove
the existence of a distributional solution. We underline that the renormalized framework seems
to be the natural one associated to this kind of problems, since it is well posed with respect to
uniqueness, at least in case of a non-increasing nonlinearity H.
Remark 3.7. As concerns the assumption (3.5), we underline that, if H(0) <∞, we can prove
the existence of a renormalized solution to (3.1) even if it results µd ≡ 0, since we never use
that µd 6≡ 0 in the proof of Theorem 3.5 (cf. Section 4). If instead H(0) =∞, then we do not
to treat the case µd ≡ 0 to avoid nonexistence results (in the approximation sense) analogous
to the ones of Section 5 of [22].
Furthermore, in case µd ≡ 0, our notions of solution formally lead us to the following problem
with linear lower order term{
− div(a(x,∇u)) = H(∞)µc inΩ,
u = 0 on ∂Ω,
which could be analyzed using classical tools.
4. Proof of existence in case of a finite H
We start proving the existence of a renormalized solution in case of a finite nonlinearity H ,
namely assuming γ = 0 in (3.7).
We introduce the following scheme of approximation{
− div(a(x,∇un)) = H(un)µn in Ω,
un = 0 on ∂Ω,
(4.1)
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where µn = µn,d + µn,c = fn − div(Fn) + µn,c. Following [7] we suppose that:
0 ≤ fn ∈ L
∞(Ω), fn → f weakly in L
1(Ω),
Fn ∈ W
1,∞
0 (Ω)
N , Fn → F in L
p′(Ω)N , (4.2)
0 ≤ µn,c ∈ L
∞(Ω), µn,c → µc in the narrow topology of M(Ω).
Moreover it results that ‖µn‖L1(Ω) ≤ C.
Since H is a continuous function satisfying (3.6) and (3.7) with γ = 0 and a satisfies (3.2),
(3.3) and (3.4) with 1 < p < N , the existence of a weak solution un ∈ W
1,p
0 (Ω) ∩ L
∞(Ω)
is guaranteed by [34]. Furthermore, since H and µn are nonnegative functions, we also have
that un is nonnegative. Taking S(un)ϕ as test function in the weak formulation of (4.1) where
S ∈ W 1,∞(R) and has compact support and ϕ ∈ W 1,p0 (Ω) ∩ L
∞(Ω) we obtain∫
Ω
a(x,∇un) · ∇ϕS(un) +
∫
Ω
a(x,∇un) · ∇unS
′(un)ϕ =
∫
Ω
H(un)S(un)ϕµn. (4.3)
Moreover, since a(x,∇un) · ∇un ∈ L
1(Ω), we deduce
lim
t→∞
1
t
∫
{t<un<2t}
a(x,∇un) · ∇unϕ = 0 ∀ϕ ∈ Cb(Ω), (4.4)
namely un is also a renormalized solution to (4.1). We need some a priori estimates on un.
Lemma 4.1. Let un be a solution to (4.1). Then Tk(un) is bounded in W
1,p
0 (Ω) for every fixed
k > 0. Moreover:
i) if p > 2− 1
N
, un is bounded in W
1,q
0 (Ω) for every q <
N(p−1)
N−1
;
ii) if 1 < p ≤ 2− 1
N
, up−1n is bounded in L
q(Ω) for every q < N
N−p
and |∇un|
p−1 is bounded
in Lq(Ω) for every q < N
N−1
.
Finally un converges almost everywhere in Ω to a function u, which is capp-almost everywhere
finite and capp-quasi continuous.
Proof. We take Tk(un) in the weak formulation of (4.1) obtaining∫
Ω
a(x,∇Tk(un)) · ∇Tk(un) =
∫
Ω
H(un)Tk(un)µn.
Then, using (3.2) and (4.2), we find
α
∫
Ω
|∇Tk(un)|
p ≤ k‖H‖L∞(R)‖µn‖L1(Ω) ≤ Ck, (4.5)
namely Tk(un) is bounded in W
1,p
0 (Ω) with respect to n.
Then, if p > 2− 1
N
, by the computations of Subsection II.4 in [6], it follows that un is bounded
in W 1,q0 (Ω) for every q <
N(p−1)
N−1
. So there exists a nonnegative function u belonging to W 1,q0 (Ω)
for every q < N(p−1)
N−1
such that un converges to u almost everywhere in Ω and weakly inW
1,q
0 (Ω)
for every q < N(p−1)
N−1
.
Otherwise, if 1 < p ≤ 2 − 1
N
, it results that 0 < N(p−1)
N−1
≤ 1 and we cannot proceed as before.
Anyway, from (4.5), using Lemma 4.1 and Lemma 4.2 of [4] we deduce that un is bounded in
the Marcinkiewicz space M
N(p−1)
N−p (Ω) and that |∇un| is bounded in the Marcinkiewicz space
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M
N(p−1)
N−1 (Ω). In particular up−1n is bounded in L
q(Ω) for every q < N
N−p
and |∇un|
p−1 is bounded
in Lq(Ω) for every q < N
N−1
. Furthermore, by (4.5) we deduce that Tk(un) is a Cauchy sequence
in Lp(Ω) for all k > 0, so that, up to subsequences, it is a Cauchy sequence in measure for each
k > 0. Then, using the Marcinkiewicz estimates on un, we find that un is a Cauchy sequence
in measure. To prove this property we begin by observing that for all k, σ > 0 and for all
n,m ∈ N, it results that
{|un − um| > σ} ⊆ {|un| ≥ k} ∪ {|um| ≥ k} ∪ {|Tk(un)− Tk(um)| > σ}. (4.6)
Now, if ε > 0 is fixed, the Marcinkiewicz estimates imply that there exists a k > 0 such that
|{|un| > k}| <
ε
3
, |{|um| > k}| <
ε
3
∀n,m ∈ N, ∀k > k,
while, using that Tk(un) is a Cauchy sequence in measure for each k > 0 fixed, we deduce that
there exists ηε > 0 such that
|{|Tk(un)− Tk(um)| > σ}| <
ε
3
∀n,m > ηε, ∀σ > 0.
Thus, if k > k, from (4.6) we obtain that
|{|un − um| > σ}| < ε ∀n,m ≥ ηε, ∀σ > 0,
and so that un is a Cauchy sequence in measure. Then, in case 1 < p ≤ 2 −
1
N
, there exists
a nonnegative measurable function u : Ω → R to which un converges almost everywhere in Ω.
Since up−1n is bounded in L
q(Ω) for every q < N
N−p
, thanks to the almost everywhere convergence
and Vitali’s Theorem, we find that up−1 ∈ Lq(Ω) for every q < N
N−p
. This implies that the limit
function u is almost everywhere finite.
Hence, in all cases, it results
Tk(un)→ Tk(u) weakly in W
1,p
0 (Ω) for every k > 0 and a.e. in Ω. (4.7)
Finally, thanks to (4.5), by weak lower semicontinuity we deduce∫
Ω
|∇Tk(u)|
p ≤ C(k + 1) ∀k > 0,
and so, by the previous and Lemma 2.2, we conclude that the function u is capp-almost every-
where finite and capp-quasi continuous. 
The previous lemma guarantees only the weak convergence of Tk(un) towards Tk(u) inW
1,p
0 (Ω).
In the next lemma we prove the strong convergence of truncations in W 1,p0 (Ω), which, in turn,
will assure the almost everywhere convergence of ∇un to ∇u in Ω.
Lemma 4.2. Let un be a solution to (4.1). Then Tk(un) converges to Tk(u) in W
1,p
0 (Ω) for
every fixed k > 0.
Proof. We follow the lines of Step 2 of the proof of Theorem 2.10 in [35]. We want to show that
lim
n→∞
∫
Ω
(
a(x,∇Tk(un))− a(x,∇Tk(u))
)
· ∇(Tk(un)− Tk(u)) = 0 (4.8)
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in order to apply [9, Lemma 5] and to conclude the proof.
In (4.3) we take ϕ = (Tk(un)−Tk(u))(1−Ψν) and S = θr, where r > k and Ψν is as in Lemma
2.1, obtaining ∫
Ω
a(x,∇Tk(un)) · ∇(Tk(un)− Tk(u))(1−Ψν)
= −
∫
{k<un<2r}
a(x,∇un) · ∇(Tk(un)− Tk(u))θr(un)(1−Ψν) (a)
+
1
r
∫
{r<un<2r}
a(x,∇un) · ∇un(Tk(un)− Tk(u))(1−Ψν) (b) (4.9)
+
∫
Ω
H(un)θr(un)(Tk(un)− Tk(u))(1−Ψν)µn (c)
+
∫
Ω
a(x,∇un) · ∇Ψν(Tk(un)− Tk(u))θr(un). (d)
For (a), we note that the term {a(x,∇un)θr(un)} is bounded in L
p′(Ω)N with respect to n.
Moreover we have that |∇Tk(u)|χ{un>k} converges to zero in L
p(Ω), which allows us to deduce
that
(a) ≤ C
∫
Ω
|a(x,∇un)θr(un)‖∇Tk(u)|χ{un>k} = ǫ(n). (4.10)
In the same way, we observe that {a(x,∇un) · ∇Ψνθr(un)} is bounded in L
p′(Ω) and that, by
(4.7), Tk(un) strongly converges to Tk(u) in L
p(Ω), and so we arrive to
(d) ≤
∫
Ω
|a(x,∇un) · ∇Ψνθr(un)‖(Tk(un)− Tk(u))| = ǫ(n). (4.11)
Now we focus on (c), finding, by (4.2), that
(c) ≤ ‖H‖L∞(R)
∫
Ω
|Tk(un)− Tk(u)|µn,d
+
∫
Ω
H(un)θr(un)(Tk(un)− Tk(u))(1−Ψν)µn,c.
(4.12)
Since Tk(un)− Tk(u) is bounded in W
1,p
0 (Ω)∩L
∞(Ω) and converges to zero almost everywhere
in Ω, by Lemma 2.4, the first term of the right hand side of (4.12) converges to zero as n goes
to infinity. As regards the second term we have that∫
Ω
H(un)θr(un)(Tk(un)− Tk(u))(1−Ψν)µn,c ≤ 2k‖H‖L∞(R)
∫
Ω
(1−Ψν)µn,c,
which, through the narrow convergence of µn,c to µc and Lemma 2.1, implies
(c) ≤ ǫ(n, r, ν). (4.13)
Gathering (4.10), (4.11), (4.13) in (4.9) we deduce∫
Ω
a(x,∇Tk(un)) · ∇(Tk(un)− Tk(u))(1−Ψν)
≤ ǫ(n, r, ν) +
2k
r
∫
{r<un<2r}
a(x,∇un) · ∇un(1−Ψν).
(4.14)
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Let us take ϕ = πr(un)(1−Ψν) and S = θt in (4.3), where r, k, t ∈ N, r > k, and πr(s) is given
by (2.1). It results
1
r
∫
{r<un<2r}
a(x,∇un) · ∇unθt(un)(1−Ψν)
=
1
t
∫
{t<un<2t}
a(x,∇un) · ∇unπr(un)(1−Ψν) (a
′)
+
∫
Ω
H(un)πr(un)θt(un)(1−Ψν)µn (b
′)
+
∫
Ω
a(x,∇un) · ∇Ψνπr(un)θt(un). (c
′)
(4.15)
As regards (c′), thanks to Lebesgue Theorem, it results
lim
t→∞
∫
Ω
a(x,∇un) · ∇Ψνπr(un)θt(un) =
∫
Ω
a(x,∇un) · ∇Ψνπr(un).
Recalling that supp(πr(s)) = {|s| ≥ r}, that u is almost everywhere finite and |∇un|
p−1 is
bounded in Lq(Ω) for each q < N
N−1
, then it follows from the Ho¨lder inequality with exponents
q and q′, where q < N
N−1
is fixed, that∣∣∣∣∫
Ω
a(x,∇un) · ∇Ψνπr(un)
∣∣∣∣ ≤ ‖∇Ψν‖L∞(Ω)(∫
Ω
|∇un|
(p−1)q
) 1
q
|{un ≥ r}|
1
q′
≤ C |{un ≥ r}|
1
q′ = ǫ(n, r),
which implies
(c′) ≤ ǫ(t, n, r). (4.16)
As concerns (b′) we have∫
Ω
H(un)πr(un)θt(un)(1−Ψν)(µn,d + µn,c) ≤ ‖H‖L∞(R)
∫
Ω
πr(un)(1−Ψν)(µn,d + µn,c). (4.17)
Finally we consider (a′). Letting t go to infinity and recalling (4.4), we obtain
lim
t→∞
1
t
∫
{t<un<2t}
a(x,∇un) · ∇unπr(un)(1−Ψν)
≤ lim
t→∞
1
t
∫
{t<un<2t}
a(x,∇un) · ∇un = 0.
(4.18)
As t goes to infinity in (4.15) and, by (4.16), (4.17), (4.18), we obtain
1
r
∫
{r<un<2r}
a(x,∇un) · ∇un(1−Ψν) ≤ ǫ(n, r) + ‖H‖L∞(R)
∫
Ω
πr(un)(1−Ψν)(µn,d + µn,c).
Since πr(un) converges to its almost everywhere limit weakly
∗ in L∞(Ω) and weakly inW 1,p0 (Ω),
we deduce, by Lemma 2.4, that
lim
n→∞
∫
Ω
πr(un)(1−Ψν)µn,d =
∫
Ω
πr(u)(1−Ψν)dµd.
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As u is capp almost everywhere finite, πr(u) converges to zero µd-almost everywhere as r →∞;
then, using Lebesgue Theorem for general measure, we obtain that∫
Ω
πr(u)(1−Ψν)dµd = ǫ(r, ν).
Moreover it follows from the narrow convergence of µn,c to µc and from Lemma 2.1 that
lim
n→∞
∫
Ω
πr(un)(1−Ψν)µn,c ≤ lim
n→∞
∫
Ω
(1−Ψν)µn,c =
∫
Ω
(1−Ψν)dµc ≤ Cν.
Thus we obtain
1
r
∫
{r<un<2r}
a(x,∇un) · ∇un(1−Ψν) ≤ ǫ(n, r, ν), (4.19)
and then, going back to (4.14), we conclude that∫
Ω
a(x,∇Tk(un)) · ∇(Tk(un)− Tk(u))(1−Ψν) ≤ ǫ(n, r, ν).
Now we reason as follows∫
Ω
(
a(x,∇Tk(un))− a(x,∇Tk(u))
)
· ∇(Tk(un)− Tk(u))
=
∫
Ω
(
a(x,∇Tk(un))− a(x,∇Tk(u))
)
· ∇(Tk(un)− Tk(u))Ψν
+
∫
Ω
a(x,∇Tk(un)) · ∇(Tk(un)− Tk(u))(1−Ψν) (4.20)
−
∫
Ω
a(x,∇Tk(u)) · ∇(Tk(un)− Tk(u))(1−Ψν)
≤ C
∫
Ω
(
|∇Tk(un)|
p + |∇Tk(u)|
p
)
Ψν + ǫ(n, r, ν).
Now choosing as test function (k − un)
+Ψν in the weak formulation (4.1) we have
−
∫
Ω
a(x,∇Tk(un)) · ∇Tk(un)Ψν +
∫
Ω
a(x,∇Tk(un)) · ∇Ψν(k − un)
+
=
∫
Ω
H(un)(k − un)
+Ψνµn,d +
∫
Ω
H(un)(k − un)
+Ψνµn,c,
which implies, using µn,d ≥ 0 and (3.2),
α
∫
Ω
|∇Tk(un)|
pΨν +
∫
Ω
H(un)(k − un)
+Ψνµn,c ≤
∫
Ω
a(x,∇Tk(un)) · ∇Ψν(k − un)
+. (4.21)
Moreover, since Tk(un) is bounded in W
1,p
0 (Ω), it follows by an application of the Ho¨lder in-
equality and by Lemma 2.1 that∫
Ω
a(x,∇Tk(un)) · ∇Ψν(k − un)
+ ≤ k‖Tk(un)‖W 1,p0 (Ω)
‖Ψν‖W 1,p0 (Ω)
≤ ǫ(n, ν). (4.22)
By (4.21) and (4.22) we obtain ∫
Ω
|∇Tk(un)|
pΨν = ǫ(n, ν) (4.23)
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and ∫
Ω
H(un)(k − un)
+Ψνµn,c = ǫ(n, ν). (4.24)
Finally, by (4.20) and (4.23), we have∫
Ω
(
a(x,∇Tk(un))− a(x,∇Tk(u))
)
· ∇(Tk(un)− Tk(u)) ≤ ǫ(n, r, ν),
which is (4.8) as desired. In conclusion it holds
Tk(un)→ Tk(u) strongly in W
1,p
0 (Ω) for every fixed k > 0,
yielding also that ∇un converges almost everywhere in Ω to ∇u. 
Remark 4.3. It follows from Lemma 4.1 and Lemma 4.2 that, if p > 2 − 1
N
, un converges to
u strongly in W 1,q0 (Ω) for every q <
N(p−1)
N−1
. Otherwise, if 1 < p ≤ 2 − 1
N
, up−1n converges to
up−1 strongly in Lq(Ω) for every q < N
N−p
and |∇un|
p−1 converges to |∇u|p−1 strongly in Lq(Ω)
for every q < N
N−1
. In all cases we have
a(x,∇un)→ a(x,∇u) strongly in L
q(Ω)N for every q <
N
N − 1
. (4.25)
Now we are ready to prove Theorem 3.4 in case γ = 0, namely when H(0) <∞.
Proof of Theorem 3.4 in case γ = 0. In order to prove the existence part of the theorem we only
need to show that u, almost everywhere limit of the solutions un to (4.1), is a renormalized
solution to (3.1). Indeed we already know, by Lemma 4.1, that Tk(u) ∈ W
1,p
0 (Ω). If S ∈
W 1,∞(R) with supp(S) ⊂ [−M,M ] and ϕ ∈ W 1,p0 (Ω) ∩ L
∞(Ω), taking S(un)ϕ as test function
in the weak formulation of (4.1) we obtain∫
Ω
a(x,∇un) · ∇ϕS(un) +
∫
Ω
a(x,∇un) · ∇unS
′(un)ϕ =
∫
Ω
H(un)S(un)ϕµn. (4.26)
It follows from Lemma 4.2 that we have
lim
n→∞
∫
Ω
a(x,∇un) · ∇unS
′(un)ϕ = lim
n→∞
∫
Ω
a(x,∇TM(un)) · ∇TM (un)S
′(TM(un))ϕ
=
∫
Ω
a(x,∇TM (u)) · ∇TM(u)S
′(TM(u))ϕ
=
∫
Ω
a(x,∇u) · ∇uS ′(u)ϕ,
and
lim
n→∞
∫
Ω
a(x,∇un) · ∇ϕS(un) = lim
n→∞
∫
Ω
a(x,∇TM(un)) · ∇ϕS(TM(un))
=
∫
Ω
a(x,∇TM (u)) · ∇ϕS(TM(u))
=
∫
Ω
a(x,∇u) · ∇ϕS(u).
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Hence, in order to deduce (3.8), we need to pass to the limit the right hand side of (4.26). We
split it as follows∫
Ω
H(un)S(un)ϕµn =
∫
Ω
H(un)S(un)ϕµn,d +
∫
Ω
H(un)S(un)ϕµn,c, (4.27)
treating the two terms in the right hand side of the previous separately.
Let Hj(s) be a sequence of functions in C
1(R+) such that
H ′j ∈ L
∞(R+) ∩ L1(R+), ‖Hj −H‖L∞(R+) ≤
1
j
.
Since u is capp-quasi continuous, H , Hj and S are continuous and finite functions on R, then
Hj(u)S(u)ϕ and H(u)S(u)ϕ are µd-measurable. Then we have∣∣∣∣∫
Ω
H(un)S(un)ϕµn,d −
∫
Ω
H(u)S(u)ϕdµd
∣∣∣∣ ≤ ∣∣∣∣∫
Ω
(H(un)−Hj(un))S(un)ϕµn,d
∣∣∣∣
+
∣∣∣∣∫
Ω
(Hj(u)−H(u))S(u)ϕdµd
∣∣∣∣+ ∣∣∣∣∫
Ω
Hj(un)S(un)ϕµn,d −Hj(u)S(u)ϕdµd
∣∣∣∣ (4.28)
≤
C
j
+
∣∣∣∣∫
Ω
Hj(un)S(un)ϕµn,d −Hj(u)S(u)ϕdµd
∣∣∣∣ .
Now, thanks to the assumptions on the functions Hj , S and ϕ and to (4.5), it is easy to verify
that Hj(un)S(un)ϕ is bounded in W
1,p
0 (Ω) ∩ L
∞(Ω) with respect to n ∈ N and its almost
everywhere limit is given by Hj(u)S(u)ϕ. Then, by Lemma 2.4 and (4.2), we get
lim
n→∞
∫
Ω
Hj(un)S(un)ϕµn,d =
∫
Ω
Hj(u)S(u)ϕdµd.
Now, using the Lebesgue Theorem for general measure and the assumptions on the sequence
Hj, we are able to pass to the limit also with respect to j, concluding that
lim
j→∞
lim
n→∞
∫
Ω
Hj(un)S(un)ϕµn,d =
∫
Ω
H(u)S(u)ϕdµd
and that H(u)S(u)ϕ ∈ L1(Ω, µd). As regards the second term in the right hand side of (4.27),
we first observe that, since S has compact support, there exist k > 0 and ck > 0 such that
S(s) ≤ ck(k − s)
+ for every s ∈ R. Then we have∫
Ω
H(un)S(un)ϕµn,c =
∫
Ω
H(un)S(un)ϕΨνµn,c +
∫
Ω
H(un)S(un)ϕ(1−Ψν)µn,c
≤ ‖ϕ‖L∞(Ω)ck
∫
Ω
H(un)(k − un)
+Ψνµn,c + ‖H‖L∞(R)‖ϕ‖L∞(Ω)‖S‖L∞(R)
∫
Ω
(1−Ψν)µn,c.
So, by Lemma 2.1 and (4.24), letting first n go to infinity and then ν go to zero, we obtain
lim
n→∞
∫
Ω
H(un)S(un)ϕµn,c = 0,
which proves (3.8), as desired.
Now we want to prove that (3.9) holds true.
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First we need to prove that u is a distributional solution of (3.1). If ϕ ∈ C1c (Ω), we have∫
Ω
a(x,∇un) · ∇ϕ =
∫
Ω
H(un)ϕµn,d +
∫
Ω
H(un)ϕµn,c. (4.29)
For the left hand side of the previous, by (4.25) we deduce
lim
n→∞
∫
Ω
a(x,∇un) · ∇ϕ =
∫
Ω
a(x,∇u) · ∇ϕ.
Concerning the first term on the right hand side of (4.29), we reason as in (4.28) yielding∣∣∣∣∫
Ω
H(un)ϕµn,d −
∫
Ω
H(u)ϕdµd
∣∣∣∣ ≤ ∣∣∣∣∫
Ω
(H(un)−Hj(un))ϕµn,d
∣∣∣∣
+
∣∣∣∣∫
Ω
(Hj(u)−H(u))ϕdµd
∣∣∣∣
+
∣∣∣∣∫
Ω
Hj(un)ϕµn,d −Hj(u)ϕdµd
∣∣∣∣
≤
C
j
+
∣∣∣∣∫
Ω
Hj(un)ϕµn,d −Hj(u)ϕdµd
∣∣∣∣ .
To prove that the last term in the previous goes to zero with respect to n, it is sufficient to
show that Hj(un)ϕ is bounded with respect to n, with j fixed, in W
1,p
0 (Ω) ∩ L
∞(Ω). Clearly
Hj(un)ϕ is bounded, with respect to n, in L
∞(Ω). To show the boundedness in W 1,p0 (Ω) of
Hj(un)ϕ, we take θk(un)
∫ T2k(un)
0
∣∣H ′j(s)∣∣ ds as test function in the weak formulation of (4.1).
Then we find∫
Ω
a(x,∇un) · ∇T2k(un)
∣∣H ′j(T2k(un))∣∣ θk(un) = ∫
Ω
H(un)
(
θk(un)
∫ T2k(un)
0
∣∣H ′j(s)∣∣ ds
)
µn
+
1
k
∫
{k<un<2k}
a(x,∇un) · ∇un
(∫ T2k(un)
0
∣∣H ′j(s)∣∣ ds
)
≤ ‖H‖L∞(R)‖Hj‖L∞(R)‖µn‖L1(Ω) + ǫ(k)
≤ C + ǫ(k),
since H ′j ∈ L
1(R+) and (4.4) holds. Then, by (3.2), we deduce∫
Ω
|∇T2k(un)|
p
∣∣H ′j(T2k(un))∣∣ θk(un) ≤ C + ǫ(k)
namely ∫
Ω
|∇un|
p
∣∣H ′j(un)∣∣ θk(un) ≤ C + ǫ(k).
Letting k →∞ in the previous and using Fatou Lemma, we find
1
‖H ′j‖
p−1
L∞(R)
∫
Ω
|∇Hj(un)|
p ≤
∫
Ω
|∇un|
p
∣∣H ′j(un)∣∣ ≤ C,
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which implies that Hj(un)ϕ is bounded in W
1,p
0 (Ω) with respect to n.
Now we go back to the second term on the right hand side of (4.29). By (4.2), recalling that
ϕ ∈ C1c (Ω), it results∣∣∣∣∫
Ω
H(un)ϕµn,c −
∫
Ω
H(∞)ϕdµc
∣∣∣∣ ≤ ∣∣∣∣∫
Ω
H(un)ϕµn,c −
∫
Ω
H(∞)ϕµn,c
∣∣∣∣ (4.30)
+
∣∣∣∣∫
Ω
H(∞)ϕµn,c −
∫
Ω
H(∞)ϕdµc
∣∣∣∣
≤‖ϕ‖L∞(Ω)
∫
Ω
|H(un)−H(∞)|µn,c + ǫ(n).
By (3.6), for every η > 0 there exist sη > 0 and Lη > 0 such that
|H(s)−H(∞)| ≤ η, ∀s > sη (4.31)
and, using that H(s) > 0 for s ≥ 0, we have
|H(s)−H(∞)| ≤ H(s)Lη(2sη − s)
+, ∀s ∈ [0, sη]. (4.32)
It follows from (4.31), (4.32), (4.2) and applying (4.24) with k = 2sη that∫
Ω
|H(un)−H(∞)|µn,c =
∫
Ω
|H(un)−H(∞)|Ψνµn,c +
∫
Ω
|H(un)−H(∞)|(1−Ψν)µn,c
≤η
∫
{un>sη}
Ψνµn,c + Lη
∫
{un≤sη}
H(un)(2sη − un)
+Ψνµn,c
+ 2‖H‖L∞(R)
∫
Ω
(1−Ψν)µn,c
≤ǫ(n, ν, η).
Hence, by (4.30), we have∣∣∣∣∫
Ω
H(un)ϕµn,c −
∫
Ω
H(∞)ϕdµc
∣∣∣∣ ≤ ǫ(n, ν, η),
which implies that
lim
n→∞
∫
Ω
H(un)ϕµn,c = H(∞)
∫
Ω
ϕdµc, (4.33)
then (3.11) is proved.
Now taking S = θt and ϕ ∈ C
1
c (Ω) in (3.8) we obtain
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ = −
∫
Ω
H(u)θt(u)ϕdµd +
∫
Ω
a(x,∇u) · ∇ϕθt(u).
Now, using that θt belongs to Cb(R) and that u is capp-almost everywhere defined, by Lebesgue’s
Theorem for general measure we obtain
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ = −
∫
Ω
H(u)ϕdµd +
∫
Ω
a(x,∇u) · ∇ϕ,
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which implies, by (3.11), that
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ = H(∞)
∫
Ω
ϕdµc ∀ϕ ∈ C
1
c (Ω). (4.34)
By the density of C1c (Ω) in Cc(Ω), (4.34) is true when ϕ ∈ Cc(Ω).
Now, if ϕ ∈ Cb(Ω), we have ϕΨν ∈ Cc(Ω) and then
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uΨνϕ = H(∞)
∫
Ω
ϕΨνdµc ∀ϕ ∈ Cb(Ω). (4.35)
Applying (4.19) with r = t, and letting n go to infinity, we find
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇u(1−Ψν)ϕ = ǫ(ν) ∀ϕ ∈ Cb(Ω). (4.36)
Then, by (4.35) and (4.36), we deduce
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ = H(∞)
∫
Ω
ϕΨνdµc + ǫ(ν) ∀ϕ ∈ Cb(Ω).
Letting ν go to zero, by Lemma 2.1, we obtain (3.9).
If we further ask that H is non-increasing and that µc ≡ 0, uniqueness follows as in Theorem
2.11 of [35]. This concludes the proof of Theorem 3.4 if γ = 0. 
5. The approximation scheme if H is singular
In this section we collect some properties of the solutions to the scheme of approximation which
will be the basis to prove Theorems 3.4, 3.5 in case γ > 0, namely when the function H can
blow up at the origin.
We will find a solution to the problem passing to the limit in the following approximation{
− div(a(x,∇un,m)) = Hn(un,m)(µd + µm) inΩ,
un,m = 0 on ∂Ω.
(5.1)
where Hn = Tn(H) and µm is, once again, a sequence of nonnegative functions in L
∞(Ω),
bounded in L1(Ω), that converges to µc in the narrow topology of measures. We recall that H
satisfies (3.6) and (3.7) with γ > 0 and that a is a Carathe´odory function such that (3.2), (3.3)
and (3.4) with 1 < p < N hold true.
The existence of a nonnegative renormalized solution un,m to problem (5.1) is guaranteed by
the result proven in Section 4. Moreover it follows from Lemma 3.3 that un,m is also a distri-
butional solution to (5.1).
For the sake of simplicity, since until the passage to the limit it will be not necessary to
distinguish between n and m, we will consider the following approximation in place of (5.1){
− div(a(x,∇un)) = Hn(un)(µd + µn) inΩ,
un = 0 on ∂Ω.
(5.2)
The first step is proving the local uniform positivity for un, which will assure that the possibly
singular right hand side is locally integrable with respect to µd.
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Lemma 5.1. Let un be a solution to (5.2). Then
∀ ω ⊂⊂ Ω ∃ cω > 0 : un ≥ cω capp-a.e. in ω, ∀n ≥ n0, (5.3)
for some n0 > 0.
Proof. The proof is similar to the one of Lemma 3.4 in [22] given for p = 2. For this reason we
just sketch it. For some n0 ∈ N, it is possible to construct a non-increasing function h ∈ Cb(R)
such that h(s) ≤ Hn(s) for every n ≥ n0 and for all s ≥ 0.
Then we can consider the following problem{
− div(a(x,∇v)) = h(v)µd in Ω,
v = 0 on ∂Ω,
(5.4)
for which the existence of a nonnegative renormalized solution v 6≡ 0 follows once again from
Section 4. It can be proven that there exists r > 0 such that µd⌊{v<r} 6≡ 0 and that h(v)µd is a
diffuse measure respect to p-capacity. Then, from Definition 2.29 and Remark 2.32 in [20], we
deduce that Tr(v) ∈ W
1,p
0 (Ω) solves the following
− div(a(x,∇Tr(v))) = h(v)µd⌊{v<r}+λr ≥ 0 in Ω,
where λr is a nonnegative diffuse measure concentrated on the set {v = r}. Hence we can apply
the strong maximum principle (see, for instance, Theorem 1.2 of [43]), obtaining
∀ ω ⊂⊂ Ω ∃ Cω,r > 0 : v ≥ Tr(v) ≥ cω := Cω,r > 0 a.e. in ω .
Now we consider the renormalized formulations of (5.2) and of (5.4), taking S = θk in both
equations and ϕ = θk(v)Tr(v − un)
+ in (5.2), ϕ = θk(un)Tr(v − un)
+ in (5.4), where r > 0 is
fixed.
We have∫
Ω
(
a(x,∇v)− a(x,∇un)
)
· ∇Tr(v − un)
+θk(v)θk(un) (5.5)
=
1
k
∫
{k<un<2k}
a(x,∇v) · ∇unTr(v − un)
+θk(v)−
1
k
∫
{k<v<2k}
a(x,∇un) · ∇vTr(v − un)
+θk(un)
+
1
k
∫
{k<v<2k}
a(x,∇v) · ∇vTr(v − un)
+θk(un)−
1
k
∫
{k<un<2k}
a(x,∇un) · ∇unTr(v − un)
+θk(v)
+
∫
Ω
(
h(v)−Hn(un)
)
Tr(v − un)
+θk(v)θk(un)dµd −
∫
Ω
Hn(un)Tr(v − un)
+θk(v)θk(un)µn.
Since the concentrated part of the datum is zero both in (5.2) and in (5.4), from the definition
of renormalized solution we obtain that the third and the fourth term of the right hand side
of (5.5) go to zero as k goes to infinity. With the same argument, after an application of the
Ho¨lder inequality, we deduce that the first and the second term of the right hand side of the
previous go to zero as k goes to infinity. Since the last term of (5.5) is nonpositive and h is
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non-increasing, we deduce that∫
Ω
(
a(x,∇v)− a(x,∇un)
)
· ∇Tr(v − un)
+θk(v)θk(un)
≤
∫
{v≥un}
(
h(v)−Hn(un)
)
Tr(v − un)
+θk(v)θk(un)dµd
≤
∫
{v≥un}
(
h(un)−Hn(un)
)
Tr(v − un)
+θk(v)θk(un)dµd.
Since h ≤ Hn for every n ≥ n0, h and Hn are continuous and un is capp-almost everywhere
defined, we have
(
h(un) − Hn(un)
)
≤ 0 capp-almost everywhere in Ω if n ≥ n0. Moreover,
applying in the previous the Fatou Lemma first in k and then in r, we deduce∫
Ω
(
a(x,∇v)− a(x,∇un)
)
· ∇(v − un)χ{v≥un} ≤ 0,
which, by (3.4), implies
χ{v≥un} ≡ 0 if n ≥ n0.
Hence we have proved that (5.3) holds almost everywhere in Ω.
Now, if ω ⊂⊂ Ω and kω > cω, then
Tkω(un) ≥ cω a.e. in ω. (5.6)
Using the definition of the set of Lebesgue points of a function f applied with the choice
f = Tkω(un)|ω and Lebesgue differentiation Theorem, we deduce that
Tkω(un) ≥ cω in LTkω (un)|ω .
Since Tkω(un) ∈ W
1,p(ω), using Proposition 8.6 of [39] we obtain that capp(ω \ LTkω (un)|ω) = 0.
In particular (5.6) holds capp-almost everywhere on ω and, since un ≥ Tkω(un), we conclude
that (5.3) holds capp-almost everywhere in ω. 
Now we are interested in providing some a priori estimates up to the boundary in order to give
a weak sense to the Dirichlet datum.
Lemma 5.2. Let un be a solution to (5.2). Then T
τ−1+p
p
k (un) is bounded in W
1,p
0 (Ω) for every
fixed k > 0 where τ = max(1, γ).
Proof. We take as test functions in the renormalized formulation of (5.2) S = θr and ϕ = T
τ
k (un)
where r > k. We let r →∞ and use that the concentrated part of the datum in (5.2) is zero.
Then we obtain the following∫
Ω
|∇T
τ−1+p
p
k (un)|
p ≤ Csτ−γ0
∫
{un<s0}
(dµd + µn) + Ck
τ‖H‖L∞([s0,+∞))
∫
{un≥s0}
(dµd + µn)
≤ C(kτ + 1),
(5.7)
as desired. 
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Remark 5.3. Let us underline that, in case γ > 1, Tk(un) is bounded in W
1,p
loc (Ω) with respect
to n ∈ N for n large enough and for every fixed k > 0 . Indeed, it follows from Lemma 5.1 and
Lemma 5.2 that for every ω ⊂⊂ Ω it results(
γ + p− 1
p
)p
cγ−1ω
∫
ω
|∇Tk(un)|
p =
(
γ + p− 1
p
)p ∫
Ω
Tk(un)
γ−1|∇Tk(un)|
p
=
∫
Ω
|∇Tk(un)
γ+p−1
p |p ≤ C(1 + kγ).
We prove local a priori estimates for un.
Lemma 5.4. Let un be a solution to (5.2). Then:
i) if p > 2− 1
N
, un is bounded in W
1,q
loc (Ω) for every q <
N(p−1)
N−1
;
ii) if 1 < p ≤ 2− 1
N
, up−1n is bounded in L
q
loc(Ω) for every q <
N
N−p
and |∇un|
p−1 is bounded
in Lqloc(Ω) for every q <
N
N−1
.
Moreover there exists an almost everywhere finite function u such that un converges almost
everywhere to u in Ω, u is locally capp-almost everywhere finite, locally capp-quasi continuous
and such that
∀ ω ⊂⊂ Ω ∃ cω > 0 : u ≥ cω capp-a.e. in ω, (5.8)
H(u) ∈ L∞(ω;µd) ∀ω ⊂⊂ Ω.
Proof. By Lemma 5.2 and Remark 5.3, we have that Tk(un) is bounded inW
1,p
loc (Ω) with respect
to n ∈ N for each k > 0 fixed and for all γ > 0. Then, localizing the proof Lemma 4.1, we
deduce immediately that i) and ii) hold true and that there exists an almost everywhere finite
function u such that un converges almost everywhere to u in Ω. Moreover, using (5.7), once
again Remark 5.3 and localizing Lemma 2.2, we obtain that u is locally capp-almost everywhere
finite and locally capp-quasi continuous. Now, letting n→∞ in (5.3), we deduce that
∀ ω ⊂⊂ Ω ∃ cω > 0 : u ≥ cω a.e. in ω, (5.9)
and, since Tk(u) ∈ W
1,p
loc (Ω), we can proceed as at the end of the proof of Lemma 5.1 to conclude
that (5.9) holds also capp-almost everywhere in ω, that is (5.8). Using (5.8) and the fact that
H(s) is finite if s > 0, we deduce H(u) ∈ L∞(ω;µd) for every ω ⊂⊂ Ω. 
Remark 5.5. Recalling Lemma 5.2, in the case γ ≤ 1 we can improve the previous Lemma
obtaining that i) and ii) hold true globally in Ω and that u is capp-almost everywhere finite and
capp-quasi continuous.
The next Lemma is a strong convergence result for the truncations, this time (compare with
Lemma 4.2, see also [22] for p = 2) in the local space W 1,ploc (Ω).
Lemma 5.6. Let un be a solution to (5.2). Then Tk(un) converges to Tk(u) in W
1,p
loc (Ω) for
every k > 0.
Proof. The proof is similar to the one of Lemma 4.2. It suffices to take ϕ = (Tk(un)−Tk(u))(1−
Ψν)ψ and S = θr (r > k) in the renormalized formulation of (5.2) where ψ ∈ C
1
c (Ω) such that
for ω ⊂⊂ Ω we have {
0 ≤ ψ ≤ 1 on Ω,
ψ ≡ 1 on ω ⊂⊂ Ω.
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Hence, through the local estimates and proceeding in an analogous way as to prove the strong
convergence of truncations in Lemma 4.2, we obtain
lim
n→∞
∫
Ω
(
a(x,∇Tk(un))− a(x,∇Tk(u))
)
· ∇(Tk(un)− Tk(u))ψ = 0,
so that, by [9, Lemma 5], we have that Tk(un) converges to Tk(u) strongly in W
1,p
loc (Ω) for every
k > 0 and ∇un converges to ∇u almost everywhere in Ω. This concludes the proof. 
Remark 5.7. Analogously to Remark 4.3, from Lemma 5.4 and Lemma 5.6 we deduce that
if p > 2 − 1
N
then un converges to u strongly in W
1,q
loc (Ω) for every q <
N(p−1)
N−1
. Otherwise if
1 < p ≤ 2− 1
N
then up−1n converges to u
p−1 strongly in Lqloc(Ω) for every q <
N
N−p
and |∇un|
p−1
converges to |∇u|p−1 strongly in Lqloc(Ω) for every q <
N
N−1
. In all cases we have
a(x,∇un)→ a(x,∇u) strongly in L
q
loc(Ω)
N for every q <
N
N − 1
. (5.10)
6. Proof of the existence and uniqueness results
In this section we first prove Theorem 3.5, and then Theorem 3.4 in full generality, namely for
γ > 0.
Indeed, in order to prove Theorem 3.4, we need that the scheme of approximation actually
takes to a distributional solution to (3.1), which is the content of Theorem 3.5.
Proof of Theorem 3.5. Let un,m be a renormalized solution to (5.1). We need to prove that its
almost everywhere limit u, whose existence is guaranteed by Lemma 5.4, is a distributional
solution to (3.1).
It follows from Lemma 5.2 that (3.10) holds. Hence we just need to show (3.11), namely we
have to pass to the limit first in m and then in n the following weak formulation∫
Ω
a(x,∇un,m) · ∇ϕ =
∫
Ω
Hn(un,m)ϕdµd +
∫
Ω
Hn(un,m)ϕµm, ∀ϕ ∈ C
1
c (Ω). (6.1)
Thanks to (5.10), we are able to pass to the limit the first term on left hand side of the previous
as n,m→∞. Now we pass to the right hand side of (6.1). For n ∈ N fixed and proceeding as
to deduce (4.33), we find that
lim
m→∞
∫
Ω
Hn(un,m)ϕµm = Hn(∞)
∫
Ω
ϕdµc,
and, since for n ∈ N large enough it results Hn(∞) = H(∞), we get
lim
n→∞
lim
m→∞
∫
Ω
Hn(un,m)ϕµm = H(∞)
∫
Ω
ϕdµc.
For the first term on the right hand side of (6.1) we observe that, by Lemma 5.6, it yields that
Tk(un,m) strongly converges to Tk(u) in W
1,p
loc (Ω). This implies (see Lemma 3.5 of [31]) that
Tk(un,m) converges to Tk(u) capp-almost everywhere in ω for each k > 0 fixed and for ω ⊂⊂ Ω.
Being un,m and u capp-almost everywhere finite functions, we deduce that un,m converges capp-
almost everywhere to u in ω for each ω ⊂⊂ Ω. Hence Hn(un,m) converges to H(u) capp-almost
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everywhere in supp(ϕ). Thus we are in position to apply the Lebesgue Theorem for general
measure since
|Hn(un,m)ϕ| ≤ ‖H‖L∞([csupp(ϕ),∞))‖ϕ‖L∞(Ω) ∈ L
1(Ω, µd),
where we have used that, by Lemma 5.1, un,m ≥ csupp(ϕ) capp-almost everywhere on supp(ϕ)
for n and m large enough. Hence we have proved that it results
lim
n,m→∞
∫
Ω
Hn(un,m)ϕdµd =
∫
Ω
H(u)ϕdµd,
and then u is a distributional solution to (3.1). This concludes the proof. 
Proof of Theorem 3.4 in case γ > 0. Let un,m be a renormalized solution to (5.1), then it fol-
lows from the proof of Theorem 3.5 that its almost everywhere limit u is a distributional solution
to (3.1). We have that un,m is such that∫
Ω
a(x,∇un,m) · ∇ϕS(un,m) +
∫
Ω
a(x,∇un,m) · ∇un,mS
′(un,m)ϕ (6.2)
=
∫
Ω
Hn(un,m)S(un,m)ϕdµd +
∫
Ω
Hn(un,m)S(un,m)ϕµm,
where S ∈ W 1,∞(R) with supp(S) ⊂ [−M,M ] and ϕ ∈ C1c (Ω).
As regards the left hand side of (6.2), since, by Lemma 5.6, TM(un,m) strongly converges to
TM(u) in W
1,p
loc (Ω), by (3.3) and Vitali’s Theorem, we obtain
lim
n→∞
lim
m→∞
(∫
Ω
a(x,∇un,m) · ∇ϕS(un,m) +
∫
Ω
a(x,∇un,m) · ∇un,mS
′(un,m)ϕ
)
=
∫
Ω
a(x,∇u) · ∇ϕS(u) +
∫
Ω
a(x,∇u) · ∇uS ′(u)ϕ.
For the first term on the right hand side of (6.2) we observe that, using once again Lemma 5.1,
it results
Hn(un,m)S(un,m)ϕ ≤ ‖H‖L∞([csupp(ϕ),∞))‖ϕ‖L∞(Ω)‖S‖L∞(R) ∈ L
1(Ω, µd).
Then, thanks to the capp-almost everywhere convergence of un,m to u, we can apply the
Lebesgue Theorem for general measure, obtaining
lim
n→∞
lim
m→∞
∫
Ω
Hn(un,m)S(un,m)ϕdµd =
∫
Ω
H(u)S(u)ϕdµd.
For the second term on the right hand side of (6.2) we have, proceeding as in the proof of
Theorem 3.4 in the case γ = 0, that there exist k > 0 and ck > 0 such that S(s) ≤ ck(k − s)
+
for every s ∈ R and∫
Ω
Hn(un,m)S(un,m)ϕµm ≤ ck‖ϕ‖L∞(Ω)
∫
Ω
Hn(un,m)(k − un,m)
+Ψνµm
+ ‖H‖L∞([csupp(ϕ),∞))‖S‖L∞(R)‖ϕ‖L∞(Ω)
∫
Ω
(1−Ψν)µm.
(6.3)
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Using S(s) = (k − |s|)+ and ϕ = Ψν in the renormalized formulation of (5.1) and dropping
positive terms we obtain∫
Ω
Hn(un,m)(k − un,m)
+Ψνµm ≤
∫
Ω
a(x,∇Tk(un,m)) · ∇Ψν(k − un,m)
+
≤ k‖Tk(un,m)‖W 1,p(supp(Ψν))‖Ψν‖W 1,p0 (Ω)
.
(6.4)
Then, from (6.3) and (6.4), we deduce, applying Lemma 2.1, Lemma 5.2, Remark 5.3 and
letting ν → 0, that
lim
n→∞
lim
m→∞
∫
Ω
Hn(un,m)S(un,m)ϕµm = 0.
Hence we have proved∫
Ω
a(x,∇u) · ∇ϕS(u) +
∫
Ω
a(x,∇u) · ∇uS ′(u)ϕ =
∫
Ω
H(u)S(u)ϕdµd, (6.5)
for every S ∈ W 1,∞(R) with compact support and for every ϕ ∈ C1c (Ω), namely (3.8) for a
smaller class of test functions ϕ ∈ C1c (Ω). Note that (6.5) holds true also if γ > 1.
Now we take S = θt in (6.5) and we obtain
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ = −
∫
Ω
H(u)θt(u)ϕdµd +
∫
Ω
a(x,∇u) · ∇ϕθt(u).
We pass to the limit in t obtaining
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ = −
∫
Ω
H(u)ϕdµd +
∫
Ω
a(x,∇u) · ∇ϕ,
which implies, since u is a distributional solution to (3.1), that
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ = H(∞)
∫
Ω
ϕdµc ∀ϕ ∈ C
1
c (Ω). (6.6)
By the density of C1c (Ω) in Cc(Ω), (6.6) is true when ϕ ∈ Cc(Ω). Now, if ϕ ∈ Cb(Ω), we have
ϕΨν ∈ Cc(Ω) and then
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uΨνϕ = H(∞)
∫
Ω
ϕΨνdµc ∀ϕ ∈ Cb(Ω). (6.7)
We want to prove that
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇u(1−Ψν)ϕ = ǫ(ν) ∀ϕ ∈ Cb(Ω). (6.8)
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Choosing in the renormalized formulation of (5.1) ϕ = πt(un,m)(1−Ψν) and S = θr, with t > 1,
we obtain
1
t
∫
{t<un,m<2t}
a(x,∇un,m) · ∇un,mθr(un,m)(1−Ψν)
=
1
r
∫
{r<un,m<2r}
a(x,∇un,m) · ∇un,mπt(un,m)(1−Ψν) (a)
+
∫
Ω
Hn(un,m)πt(un,m)θr(un,m)(1−Ψν)dµd (b) (6.9)
+
∫
Ω
Hn(un,m)πt(un,m)θr(un,m)(1−Ψν)µm (c)
+
∫
Ω
a(x,∇un,m) · ∇Ψνπt(un,m)θr(un,m). (d)
As concerns (d), thanks to the Lebesgue Theorem, we deduce
lim
r→∞
∫
Ω
a(x,∇un,m) · ∇Ψνπt(un,m)θr(un,m) =
∫
Ω
a(x,∇un,m) · ∇Ψνπt(un,m).
Recalling that u is almost everywhere finite, that |∇un,m|
p−1 is bounded in Lq(ω) for each
q < N
N−1
where ω :=supp(Ψν), using (3.3) and Ho¨lder inequality with exponents q and q
′, with
1 < q < N
N−1
fixed, we find∣∣∣∣∫
Ω
a(x,∇un,m) · ∇Ψνπt(un,m)
∣∣∣∣ ≤ ‖∇Ψν‖L∞(Ω)(∫
ω
|∇un,m|
(p−1)q
) 1
q
|{x ∈ ω : un,m(x) ≥ t}|
1
q′
≤ C |{x ∈ ω : un,m(x) ≥ t}|
1
q′ = ǫ(m,n, t).
Then
(d) ≤ ǫ(m,n, t). (6.10)
Concerning (b) and (c), once again by Lebesgue Theorem, we deduce that∫
Ω
Hn(un,m)πt(un,m)θr(un,m)(1−Ψν)dµd ≤ ‖H‖L∞([1,+∞))
∫
Ω
πt(un,m)(1−Ψν)dµd (6.11)
= ǫ(m,n, t),
and that
lim
r→∞
∫
Ω
Hn(un,m)πt(un,m)θr(un,m)(1−Ψν)µm =
∫
Ω
Hn(un,m)πt(un,m)(1−Ψν)µm.
By the narrow convergence of µm and Lemma 2.1, we obtain∫
Ω
Hn(un,m)πt(un,m)(1−Ψν)µm ≤ ‖H‖L∞([1,+∞))
∫
Ω
(1−Ψν)µm = ǫ(m, ν) (6.12)
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Finally, by (4.4), we obtain
1
r
∫
{r<un,m<2r}
a(x,∇un,m) · ∇un,mπt(un,m)(1−Ψν)
≤
1
r
∫
{r<un,m<2r}
a(x,∇un,m) · ∇un,m = ǫ(r).
(6.13)
Letting r go to infinity in (6.9) and using (6.10), (6.11),(6.12) and (6.13), we get
1
t
∫
{t<un,m<2t}
a(x,∇un,m) · ∇un,m(1−Ψν) = ǫ(m,n, t, ν).
Then, by Vitali’s Theorem, letting m, n and t go to infinity we deduce (6.8). As a consequence
of (6.7) and (6.8), letting ν go to zero, by Lemma 2.1 we have
lim
t→∞
1
t
∫
{t<u<2t}
a(x,∇u) · ∇uϕ = H(∞)
∫
Ω
ϕdµc, (6.14)
for all ϕ ∈ Cb(Ω). Hence (3.9) holds and, in order to deduce that u is a renormalized solution,
we just need to show that (6.5) holds for a larger class of test functions, namely for ϕ ∈
W
1,p
0 (Ω) ∩ L
∞(Ω).
It follows from Remark 5.5 that Tk(u) ∈ W
1,p
0 (Ω), for every k > 0. Now let φn ∈ C
1
c (Ω) be a
sequence of nonnegative functions that converges in W 1,p0 (Ω) to a nonnegative v ∈ W
1,p
0 (Ω) ∩
L∞(Ω) and let ρη be a smooth mollifier. We take ϕ = ρη ∗ (v ∧ φn) ∈ C
1
c (Ω) in (6.5) where
v ∧ φn := inf(v, φn), obtaining∫
Ω
a(x,∇u) · ∇(ρη ∗ (v ∧ φn))S(u) +
∫
Ω
a(x,∇u) · ∇uS ′(u)ρη ∗ (v ∧ φn)
=
∫
Ω
H(u)S(u)(ρη ∗ (v ∧ φn))dµd.
(6.15)
We assume that supp(S) ⊂ [−M,M ] and we analyze the three terms in (6.15) separately.
As concerns the first term on the left hand side of (6.15), using that
a(x,∇u)S(u) = a(x,∇TM(u))S(TM(u)) ∈ L
p′(Ω)N ,
that ρη ∗ (v ∧ φn) strongly converges to v ∧ φn in W
1,p
0 (Ω) as η → 0 and that v ∧ φn strongly
converges to v in W 1,p0 (Ω) as n→∞, we deduce∫
Ω
a(x,∇u) · ∇(ρη ∗ (v ∧ φn))S(u) =
∫
Ω
a(x,∇u) · ∇vS(u) + ǫ(η, n). (6.16)
We consider now the second term on the left hand side of (6.15). Since
a(x,∇u) · ∇uS ′(u) = a(x,∇TM (u)) · ∇TM(u)S
′(TM(u)) ∈ L
1(Ω)
and ρη ∗ (v ∧ φn) converges to v weakly* in L
∞(Ω) as η → 0 and n→∞, we have that∫
Ω
a(x,∇u) · ∇uS ′(u)ρη ∗ (v ∧ φn) =
∫
Ω
a(x,∇u) · ∇uS ′(u)v + ǫ(η, n). (6.17)
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Finally we consider the right hand side of (6.15). Since ρη ∗ (v ∧ φn) converges to v ∧ φn capp-
almost everywhere as η → 0 and the following inequality holds true capp-almost everywhere
H(u)S(u)(ρη ∗ (v ∧ φn)) ≤ ‖H‖L∞([csupp(φn),∞))‖S‖L∞(R)‖v ∧ φn‖L∞(Ω) ∈ L
1(Ω, µd)
by Lebesgue’s Theorem for general measure we find∫
Ω
H(u)S(u)(ρη ∗ (v ∧ φn))dµd =
∫
Ω
H(u)S(u)(v ∧ φn)dµd + ǫ(η). (6.18)
Hence, putting together (6.16), (6.17) and (6.18), we find∫
Ω
a(x,∇u) · ∇vS(u) +
∫
Ω
a(x,∇u) · ∇uS ′(u)v =
∫
Ω
H(u)S(u)(v ∧ φn)dµd + ǫ(η, n) (6.19)
Now, since we can write S as S+−S−, where S+ and S− are the positive and the negative part
of S, we can assume, without loss of generality, that S ≥ 0. In particular, H(u)S(u)(v ∧ φn)
is a sequence of nonnegative and µd-measurable functions (recall that φn has compact support
for each n ∈ N) that converges capp-almost everywhere to H(u)S(u)v. Hence we can apply
Fatou’s Lemma in (6.19) obtaining∫
Ω
H(u)S(u)vdµd ≤ lim inf
n→∞
∫
Ω
H(u)S(u)(v ∧ φn)dµd
=
∫
Ω
a(x,∇u) · ∇vS(u) +
∫
Ω
a(x,∇u) · ∇uS ′(u)v + ǫ(η, n).
The latter one implies that
H(u)S(u)v ∈ L1(Ω, µd) ∀v ∈ W
1,p
0 (Ω) ∩ L
∞(Ω) s.t. v ≥ 0.
Then, since
H(u)S(u)(v ∧ φn) −→
n→∞
H(u)S(u)v µd-a.e.
and
H(u)S(u)(v ∧ φn) ≤ H(u)S(u)v µd-a.e.
by Lebesgue’s Theorem we deduce that
lim
n→∞
∫
Ω
H(u)S(u)(v ∧ φn)dµd =
∫
Ω
H(u)S(u)vdµd.
In conclusion, passing to the limit first as η → 0 and then as n→∞ in (6.19), we obtain∫
Ω
a(x,∇u) · ∇vS(u) +
∫
Ω
a(x,∇u)∇uS ′(u)v =
∫
Ω
H(u)S(u)vdµd (6.20)
for every S ∈ W 1,∞(R) with compact support and for every nonnegative v ∈ W 1,p0 (Ω)∩L
∞(Ω).
Since it is possible to write each v ∈ W 1,p0 (Ω)∩L
∞(Ω) as the difference between its positive and
its negative part (as done before for the test function S), we trivially deduce that (6.20) holds
for all v ∈ W 1,p0 (Ω)∩L
∞(Ω). Hence, recalling also (6.14), we conclude that u is a renormalized
solution to (3.1).
Once again, if H is non-increasing and µc ≡ 0, uniqueness easily follows adapting the proof of
Theorem 2.11 of [35] to the case of a general p > 1. This concludes the proof. 
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7. Some remarks when H degenerates
It is worth to analyze more in depth what kind of phenomena could appear in case of a non-
negative function H , namely if we remove the request of strict positivity for H .
We recall that the problem is given by{
− div(a(x,∇u)) = H(u)µ in Ω,
u = 0 on ∂Ω.
(7.1)
Here we assume that µ is a nonnegative bounded Radon measure on Ω such that µc ≡ 0 and that
the function a satisfies (3.2), (3.3) and (3.4). Concerning the function H : (0,+∞)→ [0,+∞),
we will assume that is continuous, such that (3.6) and (3.7) hold and that it is zero for some
s > 0.
We will prove that, under these assumptions on the lower order term, there exists a solution to
(7.1) that is bounded and that belongs, at least locally, to the energy space.
This kind of remark was already given in [23] for more regular data. We state the results and
give just a brief idea of the proofs.
Theorem 7.1. Let us assume that µc ≡ 0 and that 0 ≤ γ ≤ 1. If s1 > 0 is the smallest
positive value such that H(s1) = 0, then there exists a renormalized solution u to (7.1) with
u ∈ W 1,p0 (Ω) ∩ L
∞(Ω) and ‖u‖L∞(Ω) ≤ s1.
Theorem 7.2. Let us assume that µc ≡ 0. If s1 > 0 is the smallest positive value such that
H(s1) = 0, then there exists a distributional solution u to (7.1) with u ∈ W
1,p
loc (Ω)∩L
∞(Ω) and
‖u‖L∞(Ω) ≤ s1.
Our first observation is that the assumption H(s) > 0 for all s ≥ 0 is used in the proof of
Theorems 3.4 and 3.5 only to show that the solution blows up on the support of µc (see (4.32)).
Hence, if µc ≡ 0, the proofs of Theorems 3.4 and 3.5 remain valid even if H is just nonnegative
and, in order to prove Theorems 7.1 and 7.2, we only need to show the improvement in the
regularity of the solution.
Precisely, we will show that, under these assumptions on the lower order term, the schemes
of approximation (4.1) and (5.2) (i.e. the approximations that led us to the existence results,
respectively, in case γ = 0 and γ > 0), admit a sequence of solutions that is, respectively,
bounded in W 1,p0 (Ω) ∩ L
∞(Ω) if γ ≤ 1 and in W 1,ploc (Ω) ∩ L
∞(Ω) if γ > 1.
We recall that the scheme of approximation (4.1), used in the case γ = 0, is given by{
− div(a(x,∇un)) = H(un)µn in Ω,
un = 0 on ∂Ω,
(7.2)
where H is bounded and µn = µn,d ∈ L
∞(Ω) is bounded in L1(Ω) and such that (4.2) holds.
We define on [0,+∞) the continuous function H
∗
as follows
H
∗
(s) =
{
H(s) if s < s1,
0 if s ≥ s1,
(7.3)
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and we consider the following problem{
− div(a(x,∇u∗n)) = H
∗
(u∗n)µn in Ω,
u∗n = 0 on ∂Ω.
(7.4)
The latter problem has a weak solution u∗n ∈ W
1,p
0 (Ω), that is also nonnegative. Now taking
Gs1(u
∗
n) as test function in (7.4), we immediately find∫
Ω
|∇Gs1(u
∗
n)|
p = 0
which implies u∗n ≤ s1 almost everywhere in Ω. Hence, recalling (7.3), we conclude that u
∗
n
solves also (7.2). Moreover, having in mind the L∞-estimate for u∗n and taking u
∗
n itself as test
function in the weak formulation of (7.2), we deduce that u∗n is bounded in W
1,p
0 (Ω). This is
sufficient to deduce Theorem 7.1 if γ = 0.
The scheme of approximation introduced to prove Theorems 3.4 and 3.5 in the case γ > 0
is instead given by {
− div(a(x,∇un)) = Hn(un)µd inΩ,
un = 0 on ∂Ω,
(7.5)
where Hn = Tn(H). In this case we consider the following problem{
− div(a(x,∇u∗n)) = H
∗
n(u
∗
n)µd in Ω,
u∗n = 0 on ∂Ω,
(7.6)
with H
∗
n(s) = Tn(H
∗
(s)) for each n ∈ N. Applying Theorem 7.1 in the case γ = 0, we deduce
that, if n ∈ N is fixed, there exists a renormalized solution u∗n ∈ W
1,p
0 (Ω) ∩ L
∞(Ω) to (7.6).
To prove the positivity of the sequence u∗n, proceeding as done to deduce (5.3), it is sufficient
to construct on [0,+∞) a nonnegative function h that is not identically zero, non-increasing,
continuous, bounded and such that
h(s) ≤ H
∗
n(s) for all s > 0 and for n large enough.
Since H(s) is continuous for each s > 0 and s1, with s1 > s0 > 0, is the smallest zero of H ,
there exists s∗ ∈ [0, s0] such that
H(s∗) = min
[0,s0]
H(s) > 0.
A good candidate for h is then the following function
h(s) =

H(s∗) if 0 ≤ s < s∗,
H(s∗)
(s0 − s∗)
(s0 − s) if s
∗ ≤ s ≤ s0,
0 if s > s0.
From this point onwards, we can proceed as in Lemma 5.1 to prove that
∀ ω ⊂⊂ Ω ∃ cω > 0 : u
∗
n ≥ cω capp-a.e. in ω for n large enough.
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Since, once again taking Gs1(u
∗
n), it is possible to prove that u
∗
n ≤ s1 almost everywhere in Ω,
the function u∗n turns out to be a solution to (7.5).
Now we take as test function in the renormalized formulation of (7.5) the following ones{
S = θr, ϕ = u
∗
n if γ ≤ 1,
S = θr, ϕ = (u
∗
n)
γ if γ > 1,
where r > 0.
In case γ ≤ 1, as r →∞ we find
α
∫
Ω
|∇u∗n|
p ≤
∫
Ω
a(x,∇u∗n) · ∇u
∗
n =
∫
{u∗n<s0}
Hn(u
∗
n)u
∗
ndµd +
∫
{u∗n≥s0}
Hn(u
∗
n)u
∗
ndµd
≤
(
Cs
1−γ
0 + ‖H‖L∞([s0,s1))s1
)
‖µd‖M(Ω),
namely that u∗n is bounded in W
1,p
0 (Ω).
If γ > 1, we find instead
αγcγ−1ω
∫
ω
|∇u∗n|
p ≤ γ
∫
Ω
a(x,∇u∗n) · ∇u
∗
n(u
∗
n)
γ−1
≤
(
C + ‖H‖L∞([s0,s1))s
γ
1
)
‖µd‖M(Ω),
i.e. that u∗n is bounded in W
1,p
loc (Ω). From now on, we can proceed as in the proof of Theorems
3.4 and 3.5 in order to obtain Theorem 7.1 for γ > 0 and Theorem 7.2.
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