We propose a nonparametric approach for estimating single-index, binarychoice models when parametric models such as Probit and Logit are potentially misspecified. The new approach involves two steps: first, we estimate index coefficients using sliced inverse regression without specifying a parametric probability function a priori; second, we estimate the unknown probability function using kernel regression of the binary choice variable on the single index estimated in the first step. The estimated probability functions for different demographic groups indicate that the conventional dummy variable approach cannot fully capture heterogeneous effects across groups. Using both simulated and labor market data, we demonstrate the merits of this new approach in solving model misspecification and heterogeneity problems.
Introduction
In this paper, we consider the problem of misspecified binary choice models and model heterogeneity associated with categorical explanatory variables. The leading examples of binary choice models, such as Probit and Logit, are single index models, i.e., Pr( 1| ) ( )
, where the conditional probability function F is nonlinear in the single index x β ′ . The advantage of Probit and Logit specifications over a linear probability model is that the conditional probability function can be restricted to be between zero and one. However, there is no reason to believe that these parametric models necessarily capture the underlying nonlinear pattern in the data generating process. It is well-known that maximum likelihood estimates (MLE) of β are inconsistent if the parametric functional form of ( ) i F x β ′ is misspecified.
To consistently estimate index coefficients β , semiparametric methods have been proposed in the literature, including (1) maximum score estimator (Manski 1975 (Manski , 1985 , (2) smoothed maximum score estimator (Horowitz 1992) , (3) maximum rank correlation estimator (Han 1987) , (4) semiparametric MLE (Klein and Spady 1993) , (5) semiparametric least squares (Ichimura 1993) , and (6) derivative-based estimator (Powell, Stock, and Stocker 1989) .
These semiparametric methods may avoid the model misspecification problem, but they also have technical problems and can be computationally difficult in practice. The first two estimators have convergence rates slower than root-n; the third estimator is root-n consistent and asymptotically normal, but it requires that of semiparametric estimation of discrete choice models can be found in Pagan and Ullah (1999) and Cameron and Trivedi (2005) . For applied researchers, these semiparametric methods are technically demanding and therefore, it is desirable to have a simple and efficient method for estimating single-index, binary-choice models.
We present a new two-step procedure for this purpose. In the first step, we estimate the single-index coefficients β using sliced inverse regression (SIR), a method originally proposed by Li (1991) for dimension reduction. In the second step, we estimate the conditional probability function ( ) Powell, Stock, and Stocker (1989) .
The second empirical modelling issue we tackle in this paper is how to handle categorical explanatory variables in binary choice models. The common practice is to combine categorical and continuous explanatory variables in a single index (e.g., Horowitz and Härdle 1996) . This approach implicitly assumes that the conditional probability functions are identical across groups defined by categorical variables except for horizontal shifts. This assumption may be too strong and rarely satisfied in many empirical data sets. We apply our SIR-Nonparametric method to a well-known dataset from the treatment evaluation literature. This literature lends itself to our approach because it commonly involves discrete-choice settings and a few categorical variables.
Specifically, we re-examine the National Supported Work (NSW) Demonstration evaluation, previously studied by Lalonde (1986) and Dehejia and Wahba (1999) . We stratify the data into eight demographic groups based on three categorical variables ---race, marital status, and a high-school degree indicator. For each group, we perform SIR and estimate a propensity score function nonparametrically. The estimated propensity score function has a different nonlinear pattern across the eight groups, which not only indicates that Probit and Logit models are misspecified but also supports our model heterogeneity argument. We then compute the average treatment effect on the treated (ATET) for each group using the nearest-neighbour matching method. The different values of ATET generated by SIR-Nonparametric method,
Probit and Logit MLE suggest that the two modelling issues raised in this paper are not merely of theoretical interest but critically important for empirical analyses.
The rest of the paper is organized as follows. In Section 2, we discuss the possible sources of misspecification in binary choice models and motivate our nonparametric approach. Section 3 introduces the SIR theory and estimation algorithm. In Section 4, we compare SIR, Probit and Logit MLE in various settings via Monte Carlo simulations. In Section 5, we demonstrate our modelling strategy for treatment evaluation across heterogeneous demographic groups. Section 6 concludes the paper and suggests directions for future research.
Misspecification Problems
To understand the misspecification problems associated with Probit and Logit, we summarize the two models using the following three components: (i) an observable decision variable 
For the Probit model, ( ) ( ) + is correctly specified, quasi-MLE of β is consistent as long as the specified density of i ε belongs to the linear exponential family (e.g., Normal, Exponential, Bernoulli, Poisson). But is unobservable, and therefore it is difficult to check any parametric restrictions imposed on it using empirical data. In this sense, all parametric binary choice models are potentially misspecified. A misspecified parametric model generates not only incorrect parameter estimates but also misleading probability predictions.
To solve this problem, we propose a more general framework as follows:
x . We can consistently estimate the index coefficients β using sliced inverse regression (Li 1991) 
is married/not married. The conditional probability function may be different across married and unmarried groups. There is no reason to presume that such difference can 6 be fully captured by a single dummy coefficient α in models like (
. In this model, the difference between the two groups is F x ( )
, where α represents a horizontal shift of the conditional probability function. This specification restricts the conditional probability function to have the same curvature for the two groups on the entire support of x β ′ , which may be too strong for many applications.
1
We relax this restriction by assuming different nonparametric models for the married and unmarried groups, i.e.,
for the married group and 
where s represents the stratum. This generalization enables us to better capture heterogeneous characteristics across different groups.
th s
In summary, empirical data may have nonlinear conditional probability functions more complicated than those specified in Logit or Probit. This motivates estimating single-index coefficients using nonparametric methods that allow for general functional forms. In the next section, we suggest using sliced inverse regression (SIR) proposed by Li (1991) for this purpose. In addition, categorical variables may imply different nonlinear models for various demographic groups.
Under such a circumstance, splitting data according to categorical variables may be necessary for obtaining consistent estimates of index coefficients. We demonstrate this point in Section 4 via Monte Carlo simulations.
Sliced Inverse Regression and Nonparametric Approach
In this section, we briefly introduce the fundamental theory of SIR and outline its estimation procedure. The inverse regression method assumes that the dependence Li (1991) suggests using the mean values of within several intervals or slices determined by
y , which leads to the following SIR algorithm:
Step 1: Standardize i x by an affine transformation to yield
where and ˆX Σ X i x are the sample covariance and mean of , respectively.
Step 2 Step 4: Calculate the weighted variance-covariance matrix of the sliced means
, and then find its eigenvalues and eigenvectors.
= = ∑
Step 5: Let ( 1,2, , j= ⋅⋅⋅ ) J be the J largest eigenvectors of . The outputs, and Li (1998) show that ˆj β from SIR is root-n consistent and asymptotically normal with a covariance matrix that can be approximated by Nonparametric estimates have slower convergence rates than n in general.
Consequently, replacing the true β with its root-n consistent estimate does not affect the asymptotic properties of nonparametric estimates (see Chen and Smith 2008) .
The remaining task is to determine J, the number of significant e.d.r. directions.
To do so, we test the number of zero eigenvalues of . One can use the summation of the smallest eigenvalues of as the test statistic, i.e.,
where 1kK λ λ ≥ ≥ ≥ ≥ λ and n is the sample size. Li (1991) Specifically, for testing j = 0, 1, ⋅⋅ , we can use the following procedure:
⋅
Step 1: Compute and
Step 2: Randomly permute the indices i of 2 i i V x 2 ′ = Θ to obtain a permuted set .
* 2i
V
Step 3: Construct the test statistic 
Step 4: Repeat Steps 1-3 several times (e.g., 100 times) and save * j Λ each time.
Step 5: Compute the p-value, which is just the proportion of We obtain consistent and efficient estimates if we perform SIR for each stratum separately.
MC Experiment I
We generate 400 n = observations using the following DGP. For , 1, 2, , 400 i = (a)
whose five elements are all
1 0 1 0 0 
MC Experiment II
We use the same DGP as in the first experiment except that we change (c) β in Table 2 . But the efficiency loss of SIR is trivial as the corresponding standard error is 0.122. 
β and report the ratios. Hence, the standard errors of β are zeros.
MC Experiment III
We generate 400 n = observations using the following DGP. 
This explains why the estimates from the subsample with = have larger standard errors and small-sample biases. 
MC Experiment IV
We use the same DGP as in the third experiment except that the errors are now drawn from a uniform distribution with mean zero and variance one, i.e., Together, the MC experiments suggest that SIR can estimate coefficients of single-index, binary choice models better than parametric MLE in general settings where both the latent model and its error distribution are unknown. Given the technical difficulties of semiparametric methods discussed in Section 1, we foresee that the SIR-Nonparametric two-step method will become popular among applied researchers. In the next section, we give an example to demonstrate this new estimation method.
Application to Treatment Evaluation
There is an extensive literature devoted to evaluating the impact of social programs on program participants. The assignment of individuals to these programs is often non-random as social assistance is generally targeted towards those most in need. For this reason, the difference in average outcomes of participants and nonparticipants is a biased estimate for the causal impact of program intervention.
Various quasi-experimental methods have been proposed to reduce the selection bias due to non-random assignment and recover the true treatment effect. For a detailed overview of these methods, see Heckman et.al. (1998a and 1998b) , Cameron and Trivedi (2005) , and Imbens and Wooldrige (2008) . In this application, we revisit the propensity score matching method, and we compare the estimated propensity scores and treatment effects using the SIR-Nonparametric method, Probit and Logit MLE.
To proceed, we introduce the following notations and definitions. Let The primary interest of this application is to identify the population average treatment effect on the treated (ATET), defined as
Here, and denote the outcomes of an individual i when and , respectively. The ATET can be identified under the ignorability assumption of
which implies that
The problem is that one cannot observe 0 , 0
One may use matching methods to approximate
However, if the x covariates are of high dimension, the matching method becomes impractical. Rosenbaum and Rubin (1983) proposed using propensity scores, i.e., Given condition (11), the ATET derived in (9) can be rewritten as
Matching methods pair program participants with non-participants based on the degree of similarity in the estimated propensity scores. Exact matching, nearestneighbor matching, kernel matching, and local linear matching are some of the popular matching methods.
For simplicity, we use the nearest-neighbor matching method, which estimates ATET using
where denotes the number of treated units being matched with control units and
y is the outcome of an untreated unit satisfying
The propensity score ( First, we divide the data into eight sub-groups based on three dummy variables ---race, marital status and high-school degree status (see Table 5 for details). We apply SIR to estimate the index coefficients s β for each sub-group. In Table 6 , we report the estimated index coefficients using SIR as well as those using Probit and Logit MLE. Cook and Yin's permutation test following the SIR procedure indicates only one significant index for sub-groups 1, 2, 3, 4, 7, and 8 at the 5% significance level. For sub-groups 2 and 5-8, the index coefficients are not estimated precisely because of too few treated units. These sub-groups may be omitted given that they are not important sources of variation in the data. A higher level of aggregation can be applied, requiring the researcher's discretion.
The results in panels A, B, and C indicate that the estimates of index coefficients are sensitive to the three methods. For example, the standardized index coefficient estimates for sub-group 1 are (1, -2.19, 1.12, -0.11), (1, -2.11, 4.11, -1.14), and (1, -1.92, 4.35, -0.96 ) when using SIR, Probit MLE, and Logit MLE, respectively. Different estimates naturally raise the question about which method to use in practice.
The answer depends on the true data generating process, which is unknown. Given a misspecified propensity score function, the MLE of index coefficients is inconsistent, and the inconsistency carries through to the estimated treatment effects (Drake 1993) .
Among the three methods, SIR is least demanding on model specification and its rootn consistent estimate of index coefficients has more credibility. n/a n/a n/a n/a 6 -0.060 (0. n/a n/a n/a n/a 8 -0.017 (0. n/a n/a n/a n/a 6 -0. n/a n/a n/a n/a 8 -0.045 (0. 
n is the sample size of sub-group s, h denotes a bandwidth, and ( ) K ⋅ is a user-specified kernel weighting function.
In Figure 1 , we plot the estimated propensity score functions. These graphs confirm the two major concerns in this paper. First, parametric specifications may not be adequate for capturing the rich patterns of nonlinearity in the data. Clearly, neither
Probit nor Logit specification fit the data well. Both parametric models impose a monotonic relationship between ( ) Finally, we calculate the ATET for each sub-group using the estimated propensity scores. The outcome variable is RE78, the real earnings in 1978 (a year after the NSW project was completed) measured in thousand of dollars. Within each sub-group, we calculate the differences in RE78 between individuals in the treatment group and their matched counterparts in the control group. We average these differences to obtain the estimated ATET and report the results in Table 7 . We focus on sub-groups 1 (non-white, married, nodegree), 3 (non-white, single, nodegree) and Clearly, there is substantial treatment heterogeneity across the three groups no matter which method is applied. All three methods suggest that only sub-group 3 benefits from the treatment while sub-groups 1 and 4 worse off after the treatment.
The difference between sub-groups 1 and 3 is caused by marriage status, indicating the treatment is more effective on single individuals on average. The difference between subgroups 3 and 4 is caused by education, which implies that the NSW program may have targeted at those without high school degree.
Moreover, the three methods do not result in the same magnitude of estimated ATET. When the ATET is positive (e.g., sub-group 3), the SIR-Nonparametric method suggests a smaller treatment effect than the parametric MLE methods. When the ATET is negative (e.g., sub-groups 1 and 4), the SIR-Nonparametric method suggests a larger negative treatment effect than the parametric MLE methods. These results show that applied researcher should pay attention to model specification as well as heterogeneity when using single-index, binary-choice models.
Concluding Remarks
In this paper, we propose a SIR-Nonparametric method for analyzing singleindex, binary-choice models in a general framework. The method does not require fully specifying a parametric model but generates root-n consistent index coefficient estimates. In addition, we allow for model heterogeneity, which can better capture diverse economic decisions and outcomes across socio-economic groups. Thus, the proposed new method enriches the toolkit for econometric modelling and policy analysis.
There are at least two possible extensions to this modelling exercise. The first is to investigate second-moment based dimension reduction techniques, such as SIR-II (Li 1991) and Sliced Average Variance Estimate (SAVE, Cook and Weisberg 1991) . These methods allow for multiple indices in binary choice models, which can potentially capture more information than first-moment based SIR used in this paper.
The second possibility is to design a more efficient matching method for program evaluation. The propensity score matching based on a single-index, binary-choice model may suffer information loss and bias the estimated treatment effects. Kernel matching using estimated indices from aforementioned second-moment based dimension reduction methods may be an interesting direction worth pursuing in the future.
