This paper deals with subsampled spectral gradient methods for minimizing finite sums. Subsample function and gradient approximations are employed in order to reduce the overall computational cost of the classical spectral gradient methods.
Introduction
The aim of this work is to present a class of first-order iterative methods for optimization problems where the objective function is given as the mean of a large number of functions, i.e., (1) min
The functions f j : R n → R are assumed to be continuously differentiable for j = 1, . . . , N and N denotes the set of indices {1, . . . , N }. The motivation for studying problems of this form comes from machine learning. Indeed, the training phase of a neural network requires to solve problems of the form (1) where the number N of functions is generally large enough to prevent the employment of classical optimization methods, thus leading to the necessity of developing different strategies. One possible approach is to employ a so-called mini-batch or subsampling strategy [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . That is, an iterative optimization method is applied but instead of considering the whole sum (1) , at the beginning of every iteration functions and/or gradient and/or Hessian are approximated using only a subset of the functions {f 1 , . . . , f N }.
In this paper we focus on variable sample variants of spectral gradient methods with nonmonotone line search. Spectral gradient methods, originally proposed in [17] for the solution of unconstrained optimization problems have been widely used and developed (see [18] [19] [20] [21] [22] and references therein). In these approaches the steplength is adaptively chosen and they showed very good practical performance. Here, we combine the spectral gradient method with a nonmonotone line search and a variable sample strategy with a twofold aim: retain robustness and adaptive steplength choice of spectral gradient methods and reduce the overall computational cost of solving (1) by approximating functions and gradients with increasing accuracy.
Given the sample size, the subsample is randomly generated from {1, . . . , N } and we consider two kinds of subsampling. As we will see, different options arise for the subsampling approximation of the relevant quantities characterizing this class of methods. These options give rise to four variants of the subsampling spectral gradient method with line search and we analyze the global convergence of the unifying framework they belong to. We remark that, thanks to the globalization strategy, the methods show global convergence and do not require to choose the steplength by trial, which can be time consuming in practice. Focusing on the strongly convex case we prove R-linear convergence of the generated sequence to the minimizer of (1) . We also provide iteration complexity of the methods and show that the complexity bound of the corresponding exact method is retained, despite inaccuracy in functions and gradients.
Finally, we present some numerical results on binary classification problems, showing the effectiveness of our approach.
Spectral gradient methods for problem (1) have been investigated in [15, 16] . In [15] they are used in combination with the stochastic gradient method, while in [16] a mini-batch strategy is employed. In both papers convergence is proved assuming to employ the full gradient every m iterations (at each outer iteration).
We differ from this latter approach as we embed the variable sample spectral method in a nonmonotone line search strategy using approximate functions and gradients. In the convergence analysis we have also to take into account inaccuracy in function values and not only in gradient, while in [15, 16] only inaccuracy in gradients needs to be handled as the function values are unused. On the other hand, the employment of the line search procedure allow us to obtain global convergence to a stationary point irrespectively of convexity of the objective function, differently from [15, 16] . Nonconvex problems arise in neural networks training, so this relaxation can be of great interest.
Taking different samples and/or sample sizes in different iterations affects the spectral coefficients, so, besides the convergence analysis, the main goal of this paper is to investigate the performance of different choices of spectral coefficient calculations as they affect the cost per iteration as well. Notice that in [15] the spectral coefficient is computed at the outer iterations using the full gradient and it is taken constant along the inner iterations. In [16] it is updated also in the inner iterations using a subsample of the dataset whose dimension depends on the condition number of the problem. In [23] spectral gradient methods for problems with objective function given in form of mathematical expectation have been analyzed, however the effect of the choice of the spectral coefficient has not been investigated. This paper is structured as follows. In Section 1 we recall the classical nonmonotone spectral gradient method, introduce the subsampling strategy and embed it in the framework of the classical method. In Section 2 we study the convergence behavior of the obtained subsampling procedure providing convergence and complexity results. In Section 3 we report the results of numerical tests we carried out. We focus on the comparison between the subsampled method and the classical counterpart and on the influence of some critical parameters over the performance of the methods.
The Method
In this section we describe the subsampled spectral gradient framework we are involved with. Spectral gradient methods are first-order iterative procedures employing the gradient vector as a search direction. A crucial role is played by the steplength that is chosen in such a way to inject some second-order information into the methods.
At a generic iteration, given the current point x k , the new iterate is computed as
and α k is chosen through a line search strategy. The scalar σ k is called spectral coefficient.
Here we adopt the classical Barzilai-Borwein choice given in [17] , i.e.
and 0 < σ m < 1 < σ M < +∞ given safeguards. Notice that this guaranties that the search direction is a descent direction with respect to the current objective function. Therefore, provided that the function is bounded from below on the line segment [ 
The following algorithm summarizes a generic iteration of the spectral gradient method we are considering.
In order to reduce the overall computational cost of the procedure, at each iteration we choose a subsample N k ⊆ {1, . . . , N } of size N k and we employ a variable sample strategy. That is, we approximate the objective function and its gradient as follows:
Given an increasing sequence {N k } of sample sizes, we consider two different kinds of subsampling:
• nested subsamples N k−1 ⊆ N k ; we take N k as the union of N k−1 and a set of (
we take one index j 1 randomly chosen in N k−1 to assure a non-empty intersection, then we take N k as the union of j 1 and a set of (N k − 1) randomly chosen indices in N \ {j 1 }. Notice that we enforce non empty intersection between consecutive subsamples, but since we randomly choose the indices in N \ {j 1 }, we don't have any control over the actual size of the intersection.
In the definition (2) of the direction d k we replace the gradient ∇f N (x k ) with ∇f N k (x k ), while for the gradient displacement vector y k−1 we have different possible choices that we are now going to present. First, let us assume that we are in the nested case (i.e. N k−1 ⊆ N k ). Since the subsample that we are considering at the current iteration is N k , the first option is to replace in the computation of y k both ∇f N (x k ) and ∇f N (x k−1 ) with the approximation given by the current subsample, getting (4) y
On the other hand we already approximated ∇f N (x k−1 ) at the previous iteration as ∇f N k−1 (x k−1 ), therefore the second option is to use
Assuming we are in the non-nested case, the definition (4) is still possible, and denoting with I k the intersection of the current and the previous subsample we can also take
Each of these choices allows us to exploit a different amount of information in the approximation of y k−1 and therefore of the spectral coefficient σ k−1 , but it also requires a different amount of computation in terms of number of component gradient evaluations. We already noticed that at every iteration we need to evaluate ∇f N k (x k ), then at iteration k − 1 we have evaluated ∇f j (x k−1 ) for every j ∈ N k−1 . In the nested case one can store only the previous (average) gradient and the previous sample size and the computation of y The employment of the subsampling scheme to the line search conditions (3) is immediate and leads to:
with all the requests over c 1 , c 2 and {ζ k } unchanged.
In Table 1 we summarize all the possible combinations for the definitions of the vector y k together with the two kinds of subsampling, then in Algorithm 2.2 we present the general structure of the k-th iteration of these methods. The input variable NM denotes the name of the method, according to Table 1 .
Algorithm 2.2. (Framework of variable sample spectral methods, k-th iteration)
Input:
generate N k according to NM and the second column of Table 1
5 compute y k−1 according to NM and the third column of Table  1 6 set σ k−1 = Table 1 . Subsampled spectral methods
Name
Subsample
Non-Nested y
k given in (6)
Global Convergence
We assume that the objective function f N is bounded from below and continuously differentiable in R n , and that each gradient ∇f j is Lipschitz-continuous. We define the errors of approximation ν k and η k as follows:
We prove here that any limit point of the sequence generated by the method is a stationary point of (1) and that when the objective function is strongly convex, R-linear convergence to the solution holds.
Theorem 3.1. Let {x k } be the sequence of the iterates computed by Algorithm 2.2 with k≥0 ζ k =ζ < +∞. Let us assume that k≥0 ν k =ν < +∞ and that η k goes to 0 as k goes to +∞. If f N is bounded from below over R n and continuously-differentiable, and the gradients ∇f j are Lipschitz-continuous with Lipschitz constant L, then: lim
Proof. Subtracting ∇f N k (x k ) t d k from both sides of (8) and using the Lipschitz-continuity of the gradient we get
By the definition of d k
hence, from the previous inequality,
Let us define
, from (7), (11) and the last inequality we have
From this inequality and (9) we have
and taking the limit for k → +∞ we get
Since f N is bounded from below we get
By (10) we thus have
and hence the thesis follows.
In the next theorem we will show that our procedure needs at most O(ε −2 ) iterations to provide ∇f N k (x k ) ≤ ε. We note that the worst case iteration complexity is of the same order of that of nonmonotone spectral gradient methods shown in [25] .
Theorem 3.2. Let {x k } be the sequence of the iterates computed by Algorithm 2.2 with k≥0 ζ k =ζ < +∞. If we assume that k≥0 ν k =ν < +∞ and that the gradients ∇f j are Lipschitz-continuous with constant L, then for any given ε > 0 the generated sequence satisfies
iterations, where the constant C is given by
Proof. Let us denote with k ε the first iteration such that ∇f N kε (x kε ) < ε. By (13) we get, for every k < k ε
and by (9)
Taking the sum for k from 0 to k ε − 1 we get
and hence the thesis.
In the sequel we will make use of the next two lemmas.
Lemma 3.1. [7] If f N is a continuously differentiable function from R n to R, strongly convex with constant c, then f N has an unique minimizer x * and, for every x ∈ R n , the following inequality holds:
Lemma 3.2.
[12] If a sequence {a k } converges to 0 R-linearly then, for every ρ ∈ (0, 1) the sequence {A k } given by
converges to 0 R-linearly.
We now focus on the strongly convex case. Denoting with x * the unique minimizer of f N , we prove that the optimality gap f N (x k ) − f N (x * ) tends to zero R-linearly, and consequently the method drives the optimality gap below ε, even if approximated gradients and functions are used.
Theorem 3.3. Let {x k } be the sequence of the iterates computed by Algorithm 2.2. Assume that f N is a strongly convex function from R n to R and that the gradients ∇f j are Lipschitz-continuous with constant L. Then:
(i) There exists a constant ρ ∈ (0, 1) such that for every index k the optimality gap satisfies
where
(
Proof. By (13) and (10) we have
By Lemma 3.1 we have that
for every 0 < γ < min{2c, L}. Note that (1 − Cγ) ∈ (0, 1). Thus, from (18), we get
Iteratively applying this inequality and denoting with ρ the quantity (1 − Cγ), we get
and thus (i) holds.
Let us define ω j := 2ν j +Cη j . By the R-linear convergence of {ν k } and {η k } we have that ω k converges to 0 R-linearly and thus by inequality (i) and Lemma 3.2 we have (ii).
Theorem 3.4. Suppose that assumptions of Theorem 3.3 hold. Then, for every ε ∈ (0, e −1 ), there exist ρ ∈ (0, 1) and Q > 0 such that Algorithm 2.2 achieves f N (x k ) − f N (x * ) < ε in at most k ε iterations, where
Proof. We follow the proof of Theorem 6 in [25] . In Theorem 3.3 we proved that the following inequality holds
where ω j = 2ν j + Cη j . Moreover, under our assumptions the last sum converges to 0 R-linearly and hence there there existρ ∈ (0, 1) and Q > 0 such that
Replacing this inequality in (20) and denoting withρ the maximum between ρ andρ, we get
We denote with k ε the first iteration such that f N (x k ) − f N (x * ) < ε, so that by (22) we have
and hence,
Rearranging this expression, since log(ε −1 ) > 1 we get
and this completes the proof.
Numerical Results
In this section we report on the numerical experimentation we carried out over the methods introduced in Section 2. Our main goals in this section are the following: to asses whether the subsampling procedure provides a reduction in the overall computational cost, and to provide an indication of which could be the best combination of choices for the subsampling schedule and the gradient displacement vector. Then, the subsampled methods will also be compared with the spectral gradient method without subsampling (SGFull).
We considered binary classification problems [7] . Given a dataset made ofN of pairs {(a j , b j )}N j=1 with a j ∈ R n and labels b j ∈ {−1, 1}, we use the 95% of data as training set and the remaining 5% as validation set. Then, letting N and V be the sets of indices of the data in the training and in the validation set, respectively, we define the objective function f N as (25) f
where N is the cardinality of N and the regularization parameter λ is set to N −1 .
Note that the main cost in the computation of each function f j is the evaluation of exp(−b j a t j x j ). Computing the gradient of f j for a generic index j, we get
thus the evaluation of the gradient comes for free from the evaluation of the corresponding function. Relying on this remark, at the beginning of every iteration the values exp(−b j a t j x k ) are computed and then exploited during the execution to evaluate both the sampled function f N k (x k ) and the sampled gradient ∇f N k (x k ).
Given an initial size N 0 ≥ 1 and a growth factor τ > 1, we set N k = τ k N 0 if this quantity is smaller than the full sample size N , and N k = N otherwise. We employ (7) with c 1 = 10 −4 and ζ k = 10 2 k −1.1 and we compute α k through a backtracking strategy. As a result we have α k = β − where β = 0.5 and is the smallest positive integer such that (7) is satisfied, provided ≤ 15. When such a does not exist, if the full subsample has not been reached yet, we set x k+1 = x k and we proceed to the next iteration enlarging the subsample. If we are working with the full sample, we declare failure. We do not explicitly check if Wolfe condition (8) holds at the chosen α k since the backtracking strategy and the safeguard  ≤ 15 prevent the step size to become too small.
We consider three problems of the form (25) , corresponding to the datasets given in Table 2 , along with their dimensionN (number of data points including both training and validation set) and n (dimension of the decision variable). Table 2 . Datasets: number of samplesN , problem dimension n.
DatasetN n CINA0 [26] 16033 132 MNIST [27] 60000 784 Mushrooms [27] 5000 112
Comparison of the Subsampled Methods
We report the results of the comparison among the performance of all the subsampled methods summarized in Table 1 on the CINA0 dataset. We underline that the reported statistics are representative of the results that we obtained also with the other datasets. We add comparison with the method employing exact functions and gradients (SGFull) for completeness.
We run each method with τ = 1.1, N 0 = 3, and we stop the procedure when the norm of the gradient is smaller than 10 −4 , provided that the full sample is reached. We count the number of iterations performed, the number of scalar products computed for the evaluation of each term exp(−b j a t j x j ) with j ∈ N k , the number of functions evaluations and gradients evaluations. We recall that since the subsamples are chosen randomly the obtained sequence is not deterministic and therefore for each method we perform 100 runs and we report the averages.
In Table 3 we report the obtained results. The averages obtained are divided by the size N of the training set, so that the evaluation of the full gradient and function counts 1. For the number of gradients evaluations, we consider two countings. In column GE 1 we count only the computation of gradients ∇f j (x k ) corresponding to functions f j that have not been previously evaluated at the same point x k , while in GE 2 we count every gradient evaluations irrespectively to the evaluation of the functions. The motivation behind this choice is the remark that we made at the beginning of this section about the particular form of the gradients for the problems we are considering. Since the evaluation of the gradient through equation (26) does not require additional computation with respect to the corresponding evaluation of the function, we can count only the gradients evaluations involving new scalar products (that is, the gradients required to compute the vector y k ); we choose to report also the full count of the gradients to better understand what would be the computational cost if we could not rely on this property of the gradients, that is in case we consider a sum of functions f j such that there is not this strict relationship between gradients and functions. In the table the headers of the columns have the following meaning: IT is the number of iterations performed, SP is the number of scalar products computed, FE is the number of functions evaluations and GE 1 and GE 2 are the gradients evaluations explained above. We can notice from Table 3 that the nested subsampling methods are in general more efficient than their non-nested counterparts and that the definition of y k that uses the same subset N k to approximate the gradient both at x k and at x k−1 seems to perform better than the alternatives, both in the nested and in the non-nested case. In fact, our numerical experience suggests that computing the gradient displacement vector using all the current information, i.e. using the gradient sampled in the same set N k where the function and the search direction are sampled, allows to obtain a less expensive method in terms of weighted number of functions evaluations. Then, even if choices (5) and (6) do not require extra scalar products for computing y k−1 , the gain obtained is not enough to compensate the larger number of functions evaluations required. Finally, notice that the results indicate that using the subsampled approach is overall more efficient than SGFull.
Influence of the Parameter τ
In this subsection we focus on the role of the growth factor τ . The influence of this parameter over the efficiency of the methods may be high: a bigger value of τ means a more accurate approximation of the objective function and its gradient from the beginning of the algorithm, but it also causes a higher per-iteration cost during the initial phase. We consider the methods SG N 1 and SG I 1 which from the previous section appear to be the best among the nested and the non-nested methods, respectively.
In Figure 1 we report the number of scalar products required by the two methods for different values of τ ∈ {1.1, 1.2, ..., 1.9, 2, 2.25, 2.5, ..., 4.5, 5}. For each τ we consider 100 runs of each method on the CINA0 dataset and we take the average number of scalar products computed excluding the worst 20 and the best 20 results, then we divide by N . We compare the overall cost in terms of scalar products with that of SGFull. In Figure 2 we plot the difference between the smallest and the biggest number of scalar products required among the runs of each of the two methods: this can be taken as a first indication of the variance in the efficiency of the methods corresponding to the chosen τ . As we can see from Figure 1 , among the considered values of τ the initial choice τ = 1.1 seems to be the optimal one for both the methods and, for small values of the growth factor SG N 1 seems to be more efficient than SG I 1. As τ grows the computational cost of the nested method tends to increase (for τ > 3.5 it becomes higher than the cost of SG I 1). For all the tested values of τ the subsampled methods outperform the SG method with full function and gradient information. The gap is more evident for small values of τ. For larger values the benefits deriving from a more accurate representation of f N do not seem to be enough to compensate for the bigger average number of per-iteration scalar products required. Figure 2 shows that the cost of the non-nested method seems to be overall less influenced by the choice of the growth factor. We considered also values of τ smaller than 1.1 and we observed that they give rise to procedures overall more expensive than that corresponding to τ = 1.1 as the growth of the data set is too low and starting from N 0 = 3 the number of iterations needed to reach a reasonable value of the training loss is too high.
Training Error
We consider the three datasets reported in Table 2 and three methods: SGFull, SG N 1 and SG I 1 both with with τ = 1.1. For every method and every dataset we study how the training error f N (x k )−f * N changes as the number of iterations and scalar products performed grows. We stress that the number of performed scalar products can be considered a measure of the overall computational cost due to the form of functions f j and their derivatives. The optimal value f * N has been computed running SGFull with termination condition ∇f N (x k ) ≤ 10 −7 .
In Figures 3-5 we plot the training loss versus iterations on the left and versus scalar products on the right. The reported figures refer to a specific run out of 100 runs, representative of the average behavior of the methods. Plots are in logarithmic scale on the y-axes. As expected, for all the three datasets, the spectral gradient method without subsampling requires a much smaller number of iterations with respect to SG N 1 and SG I 1. Let us now consider the number of scalar products. Concerning CINA0 and MNIST dataset, both the subsampled methods are less expensive than SGFull, that is, they produce the same training error with a smaller number of scalar products. Moreover, the nested method SG N 1 appears to be better than the non-nested one. Regarding the Mushrooms dataset, we have that SG N 1 and SG I 1 appear to behave very similarly and they are both less efficient than SGFull, therefore on this particular dataset the subsampling scheme does not seem to be convenient with respect to the method without subsampling. This is due to the fact that the size of the training set is small and therefore the gain obtained reducing the sample size is not enough to produce an overall saving.
We also notice that we do not expect an advantage in using the subsampling in all the situations where problems are easy enough (because the starting point is close to the solution, or due to the particular form of the functions f j ) to be solved by SGFull within a small number of iterations.
Validation Loss
In the previous subsections we tested the behavior of the Algorithm 2.2 using the deterministic stopping criterion -the norm of the full gradient. Then, we always reach the full sample and ask for an -accurate first-order method. However, in these applications a reasonable value of the validation error is needed rather than an accurate approximation of the minimizer of (25) .
In order to do that, we show numerical results obtained using a stopping criterion related to the validation loss rather than to the training loss or to the full gradient. Notice that the testing data set is usually much smaller than the training set, in our runs it is constituted by the 5% of samples of the whole dataset. Letting
be the validation loss, we stop whenever the following condition is met:
provided that N k ≥ pN , with p ∈ (0, 1). Thus, we stop whenever we monitor a 10% increase or a stallation of the validation loss, provided that the sample size is at least a fixed percentage of the full sample size.
In Figures 6-7 we plot the validation loss versus iterations and scalar products for both SG N 1 and SG I 1 using logarithmic scale on the y-axes. For the sake of comparison we also plot the validation loss of SGFull stopped when the norm of the gradient is smaller than 10 −4 . This way we give a clear indication of the value of the validation loss that can be obtained by a method computing a 10 −4 -accurate first-order critical point. The reported figures refer to a specific run out of 100 runs, representative of the general behavior of the methods. As a first comment we observe that in case of CINA0 dataset, we needed to reach the full sample in order to provide a validation error of the same order of that provided by SGFull. Therefore, for CINA0 dataset, we use p = 1 in (27) . In fact, we can observe that the validation decreases in the very early stage of the iterative process, then it remains almost constant, and then rapidly drops to 0.4 as soon as the full sample is reached. However, notice that only a very few iterations are performed using the full sample as the average number of iterations is 86 for SG N 1 and 90 for SG I 1. Notice that the full sample is reached at iteration 82. On the other hand, considering Mushrooms and MNIST datasets a smaller number of samples are enough to provide an acceptable validation error. Thus, we set p = 0.1 in (27) . In case of Mushrooms the average sample size at termination is 1164 and 1234 for SG N 1 and SG I 1, respectively. Both methods used around 25% of samples and reached a validation loss value of the order of 0.6 while SGFull reaches a value of about 0.3. Analogous behaviour can be observed in the solution of MNIST problem where the average sample size at termination is 7179 and 6520 for SG N 1 and SG I 1, respectively. Then, the 10% of samples are enough for this dataset. 
Conclusions
We analyzed subsampled spectral gradient methods for solving large sum optimization problems with continuously-differentiable objective function. Our main aim was to provide initial understanding of the behavior of such methods with different kinds of spectral coefficients, or more precisely, with different kinds of gradient difference calculations used for obtaining spectral coefficients within the growing sample size framework.
Although the safeguards for the spectral coefficients provide a descent direction regarding the current approximate function, globalization strategy relies on nonmonotone line search. The motivation for this is twofold -to the best of our knowledge, both spectral gradient methods and subsampling methods favor nonmonotone line search techniques. Moreover, if the objective function is assumed to be strongly convex, R-linear convergence is achieved. We provided complexity results for both convex and non-convex case. Further modifications of this approach could be devised in order to solve optimization problems arising in the training of neural network employing non-smooth activation functions.
According to the tests performed on three binary classification problems, our main conclusions are as the following: 1) nested (cumulative) samples perform better than non-nested ones considering costs of the algorithm in terms of scalar products; 2) employing the same subset N k for computing the displacement vector y k proved to be beneficial despite the needed additional cost; 3) subsampling seems to reduce the overall computational cost as the tested subsampling variants outperform the full spectral gradient methods except in Mushrooms dataset where the size of the training set is small.
Finally, investigating on the validation loss, we conclude that a mini-batch version of the proposed spectral gradient methods has a good potential. However, stopping criterion in this setting is a problem itself and it needs further analysis. A related question is how the proposed methods compete in the unbounded sample case. This will be one of the topics of our further research.
