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SOMMAIRE 
Ce travail consiste en la simulation numenque des écoulements compressibles 
tridimensionnels et turbulents. On s'intéresse particulièrement à la modélisation de 
1' écoulement dans la région de la paroi de la couche limite. On vise à développer un 
élément de paroi qui serait capable de reproduire la séparation de la couche limite. 
En effet, l'idée fondamentale de ce travail de recherche consiste à l'utilisation de la 
méthode des éléments spectraux de haute précision pour mieux résoudre la couche limite 
des écoulements tridimensionnels pour un fluide visqueux et compressible. Ceci a une 
importance primordiale pour mieux simuler les interactions entre les couches limites et 
les chocs qui donnent naissance à la séparation de l'écoulement et par conséquent à 
l'accroissement de la traînée. La prédiction de la traînée est importante particulièrement 
en aérodynamique transsonique. 
Dans le plan tangent à la paroi solide, la discrétisation est assurée par des éléments finis 
linéaires sur des triangles. On désire alors enrichir l'interpolation dans la direction 
normale. 
Habituellement on utilise des lois de paroi de type log-linéaire. Cependant, le modèle 
log-lin seul est incapable de modéliser fidèlement les zones de recirculation ou de 
décollement. On construit un deuxième modèle qui consiste à rajouter une 
approximation spectrale au profil log-lin afin d'enrichir l'interpolation dans la direction 
normale à la paroi. L'élément de paroi est donc un prisme où l'approximation est très 
riche dans la direction normale et linéaire dans le plan tangent. 
Pour la turbulence, on utilise le modèle de Spalart-Allmaras. 
La contribution de ce travail consiste à la mise en œuvre d'une bibliothèque de routines 
pour implémenter les méthodes spectrales p d'ordre élevé en vu d'être appliquées à la 
modélisation des écoulements rapides compressibles avec couche limite. On étudie le 
comportement de ces méthodes pour des problèmes modèles unidimensionnels. Ensuite, 
on montre la généralisation de ces méthodes pour les écoulements compressibles 30. 
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INTRODUCTION 
Les développement théoriques de la dynamique de fluides visent à établir et à résoudre 
les équations gouvernant les différentes catégories d'écoulement Les équations de la 
dynamique des fluides Newtoniens stationnaires et instationnaires sont connues depuis 
plus de 150 années. Cependant, la résolution de ces équations à des échelles très réduites 
telle que la turbulence reste encore un champs de recherche très actif. La dynamique des 
fluides expérimentale a joué un rôle très important dans la validation et la mise en 
évidence des limites des différentes approximations des équations gouvernantes. Le 
développement de la vitesse d'exécution et de l'espace mémoire des ordinateurs depuis 
les années 1950 a conduit à l'émergence de la dynamique des fluides numériques 
(Computational F1uid Dynamics : CFD). Cette branche de la dynamique des fluides 
vient compléter la théorie et 1' expérience en fournissant un outil efficace et relativement 
peu coûteux de simulations des écoulements réels. La branche CFD présente cinq 
avantages par rapport à 1 'expérimental : 
• Le temps nécessaire de conception et de développement des modèles numériques 
très avancés est réduit de manière significative. 
• Elle peut simuler des conditions non reproductibles par les modèles expérimentaux 
(nombre de Mach et de Reynolds très élevés). 
• Elle prévoit la compréhension de plusieurs détails et informations. 
• Elle est très peu coûteuse que la soufflerie 
• Elle consomme très peu d'énergie. 
La méthode des éléments finis 
Les équations qui gouvernent les écoulements internes ou externes sont, généralement, 
compliqués à résoudre analytiquement. De plus, la géométrie de la frontière du domaine 
d'intérêt est, en général, tellement complexe qu'une solution analytique d'une équation 
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ou d'un système d'équations décrivant un problème physique donné, devienne 
inaccessible. Ainsi, on a recourt à 1 'utilisation de méthodes numériques. Ces dernières 
pennettent de transformer l'équation ou le système d'équations aux dérivées partielles 
en une équation ou un système d'équations algébriques pour la résolution par 
ordinateurs. Parmi ces méthodes, on trouve la méthode des éléments finis et la méthode 
des éléments spectraux. A cause de sa puissance et de sa flexibilité, la méthode des 
éléments finis est maintenant très largement utilisée en ingénierie et dans l'industrie. 
Cette méthode se caractérise par un ensemble de facteurs qui ont conduit à son succès. 
C'est une méthode des résidus pondérés, d'où sa flexibilité d'associer une variété de 
fonnulations variationnelles à un modèle différentiel donné. 
• Elle peut s'adapter facilement à des maillage non structurés, d'où sa puissance pour 
modéliser des géométries très complexes. 
• Elle pennet une bonne précision à un coût raisonnable grâce à 1 'espace 
d'approximation des géométries très complexes. 
• Elle pennet un traitement naturelle des conditions aux limites de type différentiel. 
La méthode des éléments spectraux fait aussi partie de la catégorie des méthodes des 
résidus pondérés et profite à la fois des avantages de la méthode des éléments finis 
(flexibilité géométrique) et ceux des techniques spectrales (degré de convergence élevé). 
Les méthodes spectrales peuvent être wes comme étant des méthodes d'éléments finis 
où les types de polynômes utilisés et/ou les points d'interpolation sont non classiques. 
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Objectifs 
Le but de cette recherche consiste à étudier le comportement des méthodes des éléments 
finis/éléments spectraux dans la . modélisation des écoulement tridimensionnels 
compressibles et turbulents. 
Plaa du mémoire 
La présentation de ce mémoire est structurée comme suit : 
Après ce chapitre d'introduction, la méthode des éléments spectraux est présentée au 
chapitre l. Nous introduirons les méthodes dites h et les méthodes p, et nous 
focaliserons plus sur les méthodes p en mettant en évidence, sur un exemple 
unidimensionnel, les effets de l'ordre d'interpolation et du choix des points 
d'interpolation sur la précision de la solution numérique. 
Dans le chapitre 2, nous présentons la formulation du modèle mathématique où les 
équations de Navier-Stokes sous fonne conservative et en variables conservatives sont 
rappelées. Le modèle de turbulence utilisé est également présenté dans ce chapitre. 
Le chapitre 3 est consacré à la fonnulation variationnelle des équations de conservation, 
nous discutons des conditions aux limites et nous exposons la discrétisation spatio-
temporelle de la formulation variationnelle. Les méthodes de stabilisation des 
problèmes de convection-diffusion, la méthode de Pétrov-Galerkin et la méthode SUPG 
et OLS font aussi l'objet de ce chapitre. On présentera aussi dans ce chapitre une étude 
numérique avec les méthodes spectrales hp de l'équation de convection dans le cas 
unidimensionnel. 
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Enfin, nous clôturons cette recherche par une conclusion générale en formulant quelques 
recommandations importantes pour les travaux futurs à très court et moyens termes. 
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CHAPITREI 
MÉmODE DES ÉLÉMENTS SPECTRAUX 
1.1 Introduction 
Ce chapitre est consacré à la présentation de la méthode des éléments spectraux 
isoparamétriques. Cette méthode fait partie de la catégorie des méthodes aux résidus 
pondérés et profite à la fois des avantages de la méthode des éléments finis (flexibilité 
géométrique) et de ceux des techniques spectrales (degré de convergence élevé) [ 1, 7, 
8, 11, 13, 18, 19]. 
Dans le but d'accroître la précision des calculs par éléments finis, il existe trois 
approches qui sont classées : h-méthode, p-méthode et hp-méthode. 
Dans les méthodes dites de type h, l'ordre du polynôme d'interpolation est fixé pour 
chaque élément et la convergence est atteinte en raffinant le maillage. Les méthodes p 
utilisent un maillage fixe et la convergence est assurée par 1' augmentation de 1' ordre p 
du polynôme d'interpolation. Toute fois l'augmentation de p ne garantit pas une bonne 
approximation de la solution si le choix des points d'interpolation n'est pas adéquat. 
Dans ce cas, on doit soit changer la position des points d'interpolation ou diminuer la 
taille de l'élément. Les méthodes des éléments finis hp tirent profit des avantages des 
deux méthodes h et p (raffinement+ augmentation de p). Les méthodes spectrales 
peuvent être vues comme étant des méthodes d'éléments finis où les types de 
polynômes utilisés ou la position des points d'interpolation sont non classiques. Dans 
cette recherche on va s'attarder sur ce genre de méthodes et on va également envisager 
le cas d'une base d'approximation non polynomiale. 
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La figure 1 montre l'avantage d'utiliser une méthode p avec un choix judicieux des 
points d'interpolation. 
On veut approximer la fonction: 
si -O.S~x~O.S 
(1.1) 
Ailleurs 
en utilisant un seul élément et une base Lagrangienne d'ordre P=16. On envisage trois 
types de points d'interpolation: les points équidistants (EQD), les points de collocation 
de Gauss-Lobatto-Legendre (GLL) et les points de collocation de Gauss-Lobatto-
Chebychev (GLC). Les points de GLL et GLC sont montrés sur les figures 3 et 5 . 
. v 
Exacte 
······eao 
,., 
•" ~·. .·.,...;. --GLL 
v ·- --
' 
----- GLC 
J 
0.5 \ .... _ .... _ ... _ ..... 
.;:;-J v \l •.J -0.5 0.5 
-•V 
Figure 1- Mise en évidence de l'effet du choix des points d'interpolation 
On voit très bien comment un ordre élevé seul est incapable de donner une solution 
acceptable, (solution oscillante), d'où la nécessité de diminuer la taille h de l'élément ou 
de faire un choix adéquat de la position des points d'interpolation. 
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Le choix des points d'interpolation sera discuté plus en détail dans la suite de ce 
chapitre. 
1.2 Ua problème modèle 
Pour mettre en évidence la méthode des éléments spectraux, considérons le problème de 
Helmholtz suivant : 
Trouver une fonction u dans l'espace L 2 [ -1, 1] vérifiant: 
{
d 2u dx2 - l
2 
u(x)=f(x), -1 S x S 1 
u(1) = u(-1) = 0 
(1.2) 
Pour mettre en oeuvre une approximation par la méthode des éléments spectraux du 
problème (1.2), on va construire la formulation variationnelle du problème. En 
multipliant 1 'équation (1.2) par une fonction test v nulle sur les bords, et en intégrant sur 
l'intervalle [ -1, 1 ], on obtient: 
- r v(x) d2~ dx -).2 r u(x) v(x) dx =rf (x) v (x) dx (1.3) L dx ~ ~ 
En intégrant par parties le premier terme et en utilisant les conditions aux limites, 
l'équation (1.3) s'écrit : 
- --dx -).2 u(x)v(x)dx = f(x)v(x)dx rdudv Il f 1 dx dx -1 -1 (1.4) 
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Soit maintenant ( x0, x1, ... x N ) les points de collocation du domaine [ -1 , 1 ] et 
{uo. u1, ... uN) la valeur de u en ces points u(x;)=u; pour 0 SiS N (valeurs 
nodales). 
La fonction u(x) peut être approximée à l'aide du polynôme de Lagrange sur les N+ 1 
points d'interpolation par: 
N 
uN(x) = ~ hj(x)uj 
j=O 
où hi (x)est le/me polynôme de Lagrange donnée par: 
i=n 
rr (x-x;) (x1· -x;) i=O, {i*j) 
avec 
où t5 est le symbole de Kronecker. 
(1.5) 
(1.6) 
En utilisant la méthode de Galerkin, la fonction test v et la fonction f sont interpolées 
sur [ -1, 1] de la même façon que u. L'équation (1.4) devient donc sous sa forme 
discrétisée : 
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ou encore: 
(1.8) 
Cette équation est valable quelque soit la valeur des v k . On obtient donc N+ 1 
équations qui peuvent se mettre sous la forme : 
lcj 2 lcj lcj A u j -l B u j = B [j , OsksN (1.9) 
avec: 
(1.10) 
(1.11) 
D'une façon plus générale, pour un domaine n =[a, b) quelconque, on applique le 
changement de variable suivant: 
eton aura: 
2 Ç = -(x-a) -1 
1 
Akj =- 2 r dhj dhk dx 
1 -l dx dx 
Bkj = ~ r h1 (x)hk (x)dx 2 -1 
(1.12) 
(1.13) 
(1.14) 
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où 1 est tout simplement la longueur de 1' intervalle n . Les matrices A et B sont 
appelées respectivement, matrice de rigidité et matrice masse. Elles sont toutes les deux 
symétriques pour ce problème modèle. En posant : 
(1.15) 
le système final à résoudre pour trouver la solution discrétisée du problème (1.2) est le 
suivant: 
(1.16) 
1.3 Points d'interpolation 
Dans ce paragraphe, nous présentons le type de discrétisation choisi sur lesquels la 
solution u du problème (1.2) est représentée par une interpolation de Lagrange. Trois 
types de points d'interpolation sont présentés et comparés: les points équidistants EQD, 
les points de Gauss-Lobatto-Chebychev (GLC) et les points de Gauss-Lobatto-Legendre 
(GLL). 
1.3.1 Points d'interpolation équidistants 
Les points d'interpolation équidistants sur l'intervalle (-1, 1] pour un ordre 
d'interpolation N, sont donnés par: 
2i 
X·= -1+- pour OS iS N 
' N 
(1.17) 
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1.3.2 PoiDts de c:olloc:atioa Gauss-Lobatto-Cbebyc:bev 
Pour tout xe [-1, 1], nous pouvons définir la famille des polynômes de Chebychev [8] 
{rk(x),k=O,I...} par: 
Tk = cos(k8), 8 = arccos (x) (1.18) 
On peut voir que les polynômes de Chebychev ne sont autre que les fonctions cosinus 
après un changement de variable. 
Cette famille de polynômes peut être aussi définie par la suite récurrente suivante : 
To (x) =1 et T1 (x) =x 
et pour k 2!: 2 : 
Tk (x)= 2xTk-l (x)- Tk-2 (x) 
Sur la figure 2, on montre les polynômes de Chebychev jusqu'à l'ordre P = 5: 
·, 
.o:s 
·-...... ~ .•. --·~··. :t •.••••• 
Figure 2- Les polynômes de Chebychev 
-P=1 
- • • • • P=2 
P=3 
--P=4 
···P=5 
(1.19) 
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Les points de collocation de Gauss-Lobatto-Chebychev de l'intervalle [-1, 1) sont 
donnés par la suite des points : 
Ï1r 
x; =-cos( N) pour OS iS N (1.20) 
qui sont les zéros du polynôme TN+l· 
La figure 3 montre les positions des points de GLC : 
•• • • • • • • • •• 
-1 -0.5 0 0.5 
Figure 3- Points de collocation de Gauss-Lobatto-Chebychev (P = 1 0) 
En utilisant les points de collocation de GLC, les fonctions d'interpolation de Lagrange 
s'écrivent [7] : 
avec 
2 N 4 
hj (x)= -N ~ -T; (xj)T; (x) 
C· L C· J i=O 1 
1SkSN-1} 
k=O, N 
Ainsi les matrices A ij et Bij deviennent : 
(1.21) 
(1.22) 
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n n 
4 
Bfi = 4 2 ~ ~ --TA: (x;)TI (xj)bA:I (1.24) 
C; c j N A:=O 1=0 CA; C[ 
avec 
QA:{ =- r: d'l'A: dT[ dx dxdx (1.25) 
bA:I = 1: TA: T1 dx (1.26) 
1.3.3 Points de coUocatioa de Gauss-Lobatto-Legeadre 
Les polynômes de Legendre peuvent être présentés par la suite récurrente suivante [8] : 
L0 (x)=l et L1 (x)=x 
etpourk ~1: (1.27) 
2k+l k 
Lk+l (x) = k + 1 x LA:-1 (x) - k + 1 LA:-1 (x) 
Sur la figure 4, on montre les polynômes de Legendre jusqu'à l'ordre P = S: 
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... 
\ . 
.. 
' 
' 
. .... -
•,,,.,.' ....... ',• 
:0:5' • • ...... ) o..s' . 
. . • •• olt., T....... . . / 
-1 i 
Figure 4- Les polynômes de Legendre 
-- P=4 
P=5 
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Les points de collocation de Gauss-Lobatto-Legendre de l'intervalle[-1, 1), sont définis 
comme suit : x0 = - 1, x N = 1 et les x j , 1 S j S N -1 , sont les zéros du 
polynôme L~, classés dans l'ordre croissant. 
La figure 5 montre les positions des points de GLL : 
•• • • • • • • • • • 
-1 -o.s 0 o.s 1 
Figure 5- Points de collocation de Gauss-Legendre-Lobatto (P=10) 
Pour l'intégration numérique, on utilise la quadrature de Gauss-Lobatto. 
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La quadrature de Gauss-Lobatto utilise les (N+l) points de GLL associés à des poids 
d'intégration w j définis par : 
(1.28) 
On peut montrer que L'intégration de Gauss-Lobatto est exacte pour les polynômes 
jusqu'à l'ordre 2N-1 [8]. 
En utilisant les points de collocations de GLL, les fonctions d'interpolation de Lagrange 
s'écrivent [8] : 
Ainsi les matrices A ij et Bij deviennent : 
Î .J'h dh · ~N d'h dh · Aij = -"'_i - 1 dx = _; (x ) - 1 (x ) w tdxdx dx q dx q q 
q=O 
N 
Bij = lr h;(x)hj(x)dx= ~ h;(xq)hj(xq)wq =ru; ~ij 
q=O 
(1.29) 
(1.30) 
(1.31) 
ce qui veut dire que la matrice masse B est diagonale, ceci est dû au fait que les points 
d'interpolation sont les mêmes que les points d'intégration. Il aurait été impossible 
d'obtenir une matrice masse diagonale si par exemple on avait utilisé pour l'intégration 
numérique, les poids de Gauss car ces derniers ne contient pas les bords ( -1 et 1 ). 
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Pour le calcul de la matrice A, les dérivées ~ aux points Xt sont données par : 
dh· ~(x;)= 
0 si i = j avec i * j et j * N 
N(N +1) 
si i=j=O 
4 
N (N + 1) si i = j = N 
4 
1.4 Approximation avec les bases de Legendre et de Chebychev 
16 
(1.32) 
On peut également utiliser les polynômes de Legendre ou de Chebychev comme bases 
d'approximation: 
N 
ÜN(x) = L <1> j(x)a j 
j=O 
(1.33) 
Dans ce cas, les a j sont les coordonnées de u dans la base des <!»jet non plus les degrés 
de liberté u j • Ces derniers sont retrouvés par reconstruction à partir des a j : 
j=O 
<1> ·(x·) a · 1 1 1 (1.34) 
L'utilisation des polynôme de Legendre comme polynôme d'interpolation, donne une 
matrice masse diagonale (à cause de l'orthogonalité de cette famille de polynômes). 
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Sur la figure 6, on montre une approximation avec P=16 de la fonction (1.1) en utilisant 
les bases d'approximation de Legendre et de Chebychev: 
_._.., 
.. -. Legendre 
-
Chebychev 
- """"' Exacte f 1 
0.5 
1 
" 
\ 
5 -1 -0.5 0.5 1 1 5 
,.., 
Figure 6- Approximation avec les bases de Legendre et de Chebychev (P= 16) 
On remarque que ces deux bases d'approximation permettent d'obtenir des bonnes 
solutions (sans oscillations) avec des précisions comparables. Toutefois on a vu qu'il 
est possible d'obtenir une solution comparable avec une base lagrangienne utilisant les 
points de GLL. Sur la figure 7 on voit que le conditionnement de la matrice masse dans 
le cas d'une base lagrangienne avec les points de GLL est comparable à celui dans le cas 
d'une base de Legendre. 
1.4 Choix du type d'iaterpolatioa 
Pour faire un choix entre les trois types de discrétisation, on va considérer deux aspects 
importants, le conditionnement de la matrice masse et 1' ordre de convergence de 
1' interpolation .. 
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1.4.1 Le conditionnement 
Le nombre de conditionnement rc d'une matrice M est défini comme suit: 
max 1;. ·1 
rc(M) ISjSN+I 
1 
min 1). ·1 
(1.35) 
ISjSN+I 1 
où ). j sont les valeurs propres de la matrice M. Quand une matrice est mal 
conditionnée, le nombre d'itérations requis pour les méthodes itératives devient 
important [22]. 
Sur la figure 7, nous donnons le nombre de conditionnement de la matrice masse en 
fonction de l'ordre du polynôme: 
10000 
• • <> • ·lagrange (Gll) 
A Legendre (GLL) 
1000 B lagrange (EQD) 
c: 
• 
1 E ~ 
c: 100 
:8 
'6 
c: 
0 (.) 
• • ·• 
* • 10 
2 3 4 5 6 7 8 9 10 11 
Ordre du polynOme P 
Figure 7- Évolution du nombre de conditionnement masse en fonction de l'ordre du 
polynôme d'interpolation 
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En comparant pour les quatre types d'approximation, on remarque qu'avec une base 
d'approximation Lagragienne des points utilisant des points d'interpolation équidistants, 
le nombre de conditionnement reste relativement bon jusqu'à l'ordre 3, après il 
commence à croître. Les points de collocation de Gauss-Lobatto-Legendre donnent un 
meilleur conditionnement que ce soit avec une base d'approximation de Lagrange ou de 
Legendre. Ces deux dernières restent comparables et genérent des matrices masse 
beaucoup mieux conditionnées. Ceci est attribué à la propriété d'orthogonalité des 
polynômes de Legendre et des polynômes de Lagrange dans le cas où les points de GLL 
sont à la fois les points d'interpolation et les points d'intégration comme on l'a déjà 
montré. Cette orthogonalité se traduit par des matrices masses qui sont diagonales et 
donc mieux conditionnées. 
1.4.2 La convergence de l'interpolation 
Pour vérifier la convergence, on se propose de comparer les résultats de la résolution 
problème de Helmoltz suivant : 
Trouver une fonction u dans l'espace L2 [ -1, l) vérifiant: 
{
d
2
; - u(x)=f(x), -l S x S l 
:Ct)= u(-l) = 0 
On considère la solution exacte: 
u (x)= sin (1r x) 
(1.36) 
(1.37) 
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Quand la solution est de la forme (1.37), on sait que f(x) = -(tr 2 + l)sin (tr x). La 
solution numérique du problème obtenue avec une base Lagrangienne utilisant les trois 
types de points d'interpolation EQD, GLL et GLC est montrée à la figure 8: 
u(x) 
Exacte 
B EQD 
----+----GU 
6 GLC 
0.5 
0.5 
-1 
x 
Figure 8- Comparaison des trois types d'interpolation : EQD, GLL et GLC avec P=8 
L'erreur est définie comme la différence entre la solution numérique u(x) et la solution 
analytique u(x) ; 
1 
II•IIL' =( {. 1 u(x)- ii(x) 12 mJ' (1.38) 
La convergence est assurée si la norme de 1' erreur tend vers 0 quand 1 'ordre de 
1' interpolation augmente. 
Sur la figure 9, nous donnons l'évolution de l'erreur en fonction de l'ordre 
d'interpolation: 
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-1 
-2 
-3 
t-4 
Ill 
- -5 r 
... -6 
-7 
-8 
-9 
-10 
2~. 6 8 
~ 
--" 
'-, 
"' 
' 
Ord,.P 
10 12 14 1~ 
-D-EQO 
·---•·-- GLL -
--•--GLC 
.. "' 
"".. ,, 
"• 
Figure 9- Les précisions obtenues pour les trois types d'interpolation: EQD, GLL et 
GLC. Évolution de l'erreur en fonction de l'ordre d'interpolation 
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D'après la figure 9, on voit que, pour ce cas où la solution est très régulière, la 
convergence est approximativement la même pour les trois types d'interpolation. 
Une dénière comparaison consiste à reproduire un profil ressemblant à un profil 
d'écoulement séparé et voir l'effet du choix des points d'interpolation. 
On envisage un profil de la forme : 
où f étant la fonction de Spalding [12] représantant la loi de paroi et p un facteur 
caratérisant le gradient de pression adverse. 
La figure 10 montre les solutions obtenues pour P = 4, 5 et 6 et avec des points 
équidistants et des points de GLL. La base utilisée est une base de Lagrange. 
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P•4 
r 
-Exacte 
• 
1 
---EQD ~ ftr' ---------- GLL 
--
---------
ft 
1-< 5 v 0.5 1 1.5 ftr' 
--~~ 
1-
r 
P•S 
1-;"' 
-Exade 
---EQD ~ ··········GLL ftr' 
ft ~ 
H5 v 0.5 1 1.5 
.... 
-., ·. 
~ 
1;"' 
Pz& i 
.. 
-Exade 
• 
---EQD 
---------- GLL ~ ();~· 
~ ft 
;-4l5 v 0.5 1 1.5 ,. .. 
_ .. , 
~ 
r 
Figure 10- Approximation d'un profil séparé avec des points EQD et des points GLL 
pour P = 4, S et 6 
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La figure ·1 0 montre un avantage marqué des points GLL par rapport aux points 
équidistants. On voit très bien qu'avec les points GLL, on arrive à représenter 
fidélement la séparation de 1' écoulement à partir de P = 6 et ceci est dû au fait que les 
points de GLL sont concentrés aux bords du domaine et donc capables de repésenter les 
phénomèmes qui se produisent dans ces régions. 
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1.5 Cooelusioo 
D'après cette brève comparaison et analyse des différents types de bases 
d'approximation et des points d'interpolation, on peut conclure qu'une base 
d'approximation d'ordre élevé de Lagrange avec des points de collocation de GLL serait 
le choix adéquat à faire, vu sa précision comparativement à la base de Legendre et à la 
base de Chebychev et aussi sa facilité d'implémentation puisqu'on a seulement à 
introduire les nouvelles positions des points d'interpolation. 
N.B: Vous trouverez à l'annexe 1 le programme utilisé pour résoudre le problème de 
Helmoltz, ainsi que les fonctions et les routines suivantes : 
- La fonction PLN qui calcule les polynômes de Legendre. 
- La fonction PDN qui calcule les dérivées des polynômes de Legendre. 
- La fonction TKP qui calcule les polynômes de Chebychev. 
-La fonction TKPP qui calcule les dérivées des polynômes de Chebychev. 
- La routine GLOB qui calcule les points de collocation de GLL. 
- La routine POIDS_ GLOB qui calcule les poids de la quadrature de Gauss-Lobatto. 
- La routine GAUSS qui calcule les points de Gauss. 
- La routine POIDS_ GAUSS qui calcule les poids de la quadrature de Gauss. 
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CBAPITRE2 
LES ÉQUATIONS DE NA VIER STOKES 
2.1 Introduction 
L'état d'un écoulement instationnaire compressible d'un fluide newtonien visqueux est 
décrit par : le champ de vitesse u, la masse volumique p, la pression p et la température 
T. Ces variables sont des fonctions des coordonnées et du temps, et sont déterminées à 
1 'aide des équations de base suivantes : 
• L'équation de continuité qui traduit la conservation de la masse, 
• L'équation de la quantité de mouvement donnée par la seconde loi de Newton, 
• L'équation d'énergie qui exprime la conservation de l'énergie, 
• L'équation d'état (ou équation constitutive) du fluide qui relie les variables d'état p, 
p etT. 
Ces équations de conservation, appelées aussi, équations de Navier-Stokes peuvent être 
écrites sous diverses formes dépendemment du choix des variables indépendantes. A fin 
d'établir le choix approprié des variables indépendantes, on va discuter chacune des 
formes des équations : 
2.2 Les divenes formes des équations 
2.2.1 Forme cooservative 
Les équations de conservation de la masse, de la quantité de mouvement et de 1' énergie, 
gouvernant l'état d'un écoulement instationnaire compressible d'un fluide newtonien 
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visqueux en tout point d'un domaine n circonscrit d'une frontière r, s'écrivent, sous 
fonne conservative : 
• Équation de continuité : 
a P +v. (pu)= o 
ôt 
• Équation de quantité de mouvement (Navier-Stokes): 
0 pu+ V.(pu®u)+ Vp= V .CJ+ pf 
ôt 
• Équation de 1' énergie : 
-V.(pu)+V.(CJ.u) -V.q+ r+pf.u 
avec 
p(u) =À. (V.u)l+2.uDij 
q =- kVT 
i =Cv T 
(2.la) 
(2.lb) 
(2.lc) 
(2.2) 
où, u, p, p, e, i, a, q, pf et r sont respectivement le vecteur vitesse, la densité, la 
pression, l'énergie totale, l'énergie interne, le tenseur de contraintes visqueuses, le flux 
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de chaleur, les forces volumiques et la source de chaleur. k étant la conductivité 
thennique, C, est la chaleur spécifique à volume constant et Dij est le tenseur taux de 
déformations qui est donnée par la relation suivante : 
Dij = ~ [vu+{Vu)'] 
Â. et Il sont les constantes de Lamé que l'on suppose reliées par la loi de Stokes; 
2p +3).=0 
A ces équations, s'ajoute l'équation d'état du fluide, qui, pour un gaz parfait s'écrit: 
p=pRT (2.3) 
où Rest la constante des gaz parfaits ( R = 0.287 k.JI(kg.K) pour l'air). 
2.2.2 Forme non-conservative 
Afin d'obtenir la forme non-conservative qui utilise comme variables indépendantes la 
densité p, la vitesse u et la température T, il faut transformer le système d'équations 
(2-1) de façon à faire apparaître ces variables et leurs dérivées. 
Pour ce faire, on va utiliser les identités suivantes : 
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V.{pu)=pV.u+u. Vp 
V. {pu® u}=(u® u}.Vp+ puV.u+ pu.Vu 
ôpu ôu l ) 
-=p--puV.u-\u®u .Vp 
ôt ôt 
(2.4) 
V. (pu)= pV.u+u. Vp 
V.{u.cr}= Vu:cr+u.V.cr 
Après quelques simplifications, on déduit la fonne non-conservative des équations 
(2.la) et (2.lb) et (2.lc): 
ôp 
-+u.Vp+pV.u=O 
ôt 
p ôu + p (u.V}u + Vp- V.cr =f 
ôt 
p ôi +pu.Vi-pV.u-Vu.cr+V.q=pf.u+r 
ôt 
(2.5a) 
(2.Sb) 
(2.5b) 
Il est à souligner que le système d'équations (2.5) est sous la forme finale de la 
fonnulation dite non-conservative: l'équation (2.5a) peut être considérée comme celle 
de la densité, (2.Sb) comme celle de la vitesse et l'équation de (2.Sc) comme celle de la 
température. 
2.2.3 Forme conservative en variables conservatives 
Cette formulation utilise comme variables indépendantes, la densité p, la quantité de 
mouvement U =pu et l'énergie totale par unité de volume E = p e. En effectuant ces 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
29 
changements de variables dans le système d'équations (2.1) on aboutit à la forme 
conservative en variables conservatives qui s'exprime comme suit: 
• Équation de continuité : 
op 
-+ V.U=O 
àt 
• Équation de quantité de mouvement : 
au 
-+V.(U®u}+Vp-V.fl=f 
àt 
• Équation d'énergie: 
avec 
àE +V.[(E+ p)u)-V.(cr.u)-V.q=r+f.U 
àt 
u =p{::} 
E (
. u[ + uf + uf) 
= p 1 + --=----=-----=-
2 
u=.u[ Vu+{Vu}' -i(v.u)I J 
q=-lVT 
(2.6a) 
(2.6b) 
(2.6c) 
(2.7) 
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Jusqu'à présent, on a fait appel à trois fonnulations possibles. Dans la littérature, il 
existe bien sûr d'autres types de fonnulations plausibles, en particulier la fonnulation 
conservative en variables enthalpiques utilisant comme variables indépendantes la 
pression statique p, la quantité de mouvement U et l'enthalpie massique h. Le choix de 
la fonne d'équations qui fera l'objet de ce travail de recherche sera justifié au 
paragraphe suivant. 
2.3 Choix de la forme d'équation 
Pour obtenir la forme non-conservative (voir section 2.1.2), on a dû faire certaines 
manipulations qui ne sont permises que si 1' on suppose que la vitesse u et la densité p 
sont dérivables; par exemple : 
ôaij ôu; 
U·--+t1··--
1ÔX· Yax. 
1 1 
ce qui n'est vrai que si u; et aij sont dérivables. De même l'identité : 
ô pu j ôu; 
u; ôx . +pu j ôx . 
1 1 
Ce qui présuppose que p et u sont dérivables. 
Or, dans les problèmes d'écoulements compressibles présentant des chocs, la vitesse 
n'est pas continue à travers le choc alors que U l'est. Cela suggère intuitivement qu'il 
faut travailler avec p, U et E au lieu de p, u et T, pour obtenir une meilleure résolution 
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des chocs [S]. Dans cette étude, on va adopter la formulation adimensionnelle de la 
forme conservative en variables conservatives. 
2.4 Formulation adimensionneUe de la forme eonservative en variables 
eonservatives 
L'adimensionnalisation du système d'équations (2.6) se fait en normalisant par des 
grandeurs de référence notées avec l'indice r (une vitesse u,, une densité p, et une 
longueur L, sont les grandeurs de base) telles que : 
x• = 
u 
u•=-, 
Ur 
p•=L, 
Pr 
T•=!'_ 
T. ' 
;• 
r 
x t p• = -
' 
t•=-, 
L, t, 
i 
Il Ur 112 
....!!_ À.. = À. 
Pr À., 
Pr = Pr Il Ur 11 2 • t, = L r /Il 0 r 11 2 ' T, =ll•r f /Cv 
(2.8) 
La forme conservative en variables conservatives des équations de conservation 
adimensionnelles (en omettant les •) devient alors : 
• Équation de continuité : 
ôp+V.U=O 
ôt 
(2.9a) 
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• Équation de quantité de mouvement : 
ô V 
-+ v.(u ®u)+ Vp- V.cr=f 
ôt 
(2.9b) 
• Équation d'énergie : 
ôE ] 
-+V.[(E+ p)u -V.(cr.u)-V.q=r+f.U 
ôt 
(2.9c) 
avec 
u 
U=-
p 
q "'l-l v[E +lluf] 
Re Pr p 2p2 
Re et Pr sont respectivement les nombres de Reynolds et de Prandlt : 
Re= 
p, L, u, 
1-lr 
(2.11) 
Pr = 
1-lr Cp 
À., 
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Ces deux nombres sont d'une très grande importance dans 1' étude de 1' écoulement, le 
nombre de Reynolds (Re), représente le rapport entre les forces d'inertie aux forces 
visqueuses. On peut voir à partir de sa définition que plus on a un Re important, plus les 
termes de convection sont dominants et contrairement, plus Re est faible plus les termes 
de diffusion sont importants. 
Le nombre de Prandlt quant à lui caractérise le transfert de chaleur dans un écoulement 
visqueux. ll mesure le rapport des coefficients de diffusion dynamiques et thermiques 
d'un fluide. 
Les équations de conservation (2.9) peuvent se mettre sous la forme vectorielle 
suivante: 
V + F!=9nv(V) = F~iff (V) + ~ 
,t 1,1 1,1 (2.12) 
avec 
p U; 0 0 
Ut U; ul+ pJlj D'li p/1 
V= U2 F!='onv = 1 U; u2+ pJ2j F~iff = 1 0'2i ~= pfl 
U3 U; u3+ pJ3j 0'3i pfl 
E E Ui+ pu; 0' ij Uj -qi j;U; 
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où V est le vecteur des variables conservatives. F[?nv et F;~flf sont les vecteurs flux 
de convection et de diffusion respectivement, Jij est le delta Kronecker (i.e. 
Jij = 1 pour i = j , et Jij = 0 pour i :~: j ), ~ étant le vecteur source. 
Une fonne quasi-linéaire du système serait : 
V +A. V.= (K .. V.) + ~ 
,t 1 ·' IJ ,] . 
·' 
(2.13) 
où A ; sont les matrices jacobiennes de transformation du vecteur flux de convection 
telles que: 
ô rconv 
A _ Fconv _ i ; - ;, v - _ô..;._V_ 
K;i sont les matrices de diffusion définies telles que: 
diff Ky V.1 = F; 
Pour les formes explicites des matrices A; et K ii voir Réf. [5). 
Le choix des conditions aux limites sera discuté au chapitre 4 après l'écriture de la 
formulation variationnelle du problème. 
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2.5 Modélisation de la turbulence 
2.5.1 Introduction 
Le phénomène de turbulence a été analysé dès 1883 par O.Reynolds à partir 
d'observations réalisées à l'aide d'un procédé, devenu de nos jours très classiques, de 
visualisation par filtres colorés de l'écoulement dans des conduits rectilignes de section 
circulaire. L'expérience a été répétée depuis et elle montre que suffisamment loin de 
l'entrée de la conduite et à faible nombre de Reynolds, les lignes de courant sont 
parfaitement parallèles à l'axe de la conduite. Dans ce cas, l'écoulement est stationnaire 
et il est dit laminaire. A plus grand nombre de Reynolds, des instabilités apparaissent 
sous forme d'ondes, l'écoulement est devenu alors instationnaire tout en restant 
parfaitement organisé, il n'est pas encore turbulent. A très grand nombre de Reynolds, 
l'écoulement devient complètement irrégulier, il est dit turbulent. La turbulence n'est 
donc pas une propriété du fluide, mais un régime d'écoulement. 
On ne peut pas dire que l'écoulement n'est plus laminaire dès qu'il est instationnaire, et 
on ne peut pas dire qu'il est pleinement turbulent dès qu'il n'est plus laminaire. De ce 
fait, il n'existe pas de définition universelle de la turbulence. 
Selon Hinze [16]: Un écoulement turbulent est un écoulement irrégulier où la vitesse, la 
pression, la température, etc.... varient de façon aléatoire dans le temps et dans 
l'espace. 
La turbulence se manifeste lorsque le nombre de Reynolds représentatif de l'écoulement 
devient grand. Elle est caractérisée par les propriétés suivantes : 
• Les variations temporelles et spatiales de la vitesse sont aléatoires, 
• Le champ de vitesse est tridimensionnel et rotationnel, 
• La turbulence est un phénomène non-linéaire, 
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• Le fluide en écoulement turbulent peut toujours être considéré comme un milieu 
continu, 
• La turbulence est un phénomène dissipatif, 
• La capacité de mélange est accrue, 
• Les écoulements turbulents ne sont pas prédictibles. 
Le calcul des écoulements turbulents relève principalement de la résolution des 
équations de la mécanique des fluides, considérés comme milieux continus, qui permet 
de décrire l'évolution des champs de vitesse et température. Cependant, pour des 
problèmes complexes, un tel calcul sur ordinateur devient très cher, ainsi, il devient 
nécessaire de recourir à des techniques permettant de simuler numériquement les 
écoulements turbulents. La technique la plus courante, dans les applications de types 
industriels, consiste en une description statistique de 1 'écoulement. La vitesse, la 
température, la pression, etc ... sont alors décomposées en une composante moyenne et 
une fluctuation turbulente. Le nouveau système d'équations obtenu régit donc le 
comportement de 1' écoulement moyen. Cependant, la non-linéarité des équations de 
conservation, gouvernant 1' écoulement du fluide, fait apparaître des inconnues 
supplémentaires sous forme de corrélations entre les composantes fluctuantes. La 
fermeture du système est alors réalisée au moyen d'hypothèses reposant principalement 
sur une représentation aussi correcte que possible des propriétés caractéristiques de la 
turbulence. Ces hypothèses forment un modèle de turbulence. 
2.5.2 Moyennes pondérées par la masse 
En écoulement turbulent des fluides compressibles, non seulement la vitesse et la 
pression fluctuent comme c'est le cas dans les écoulements incompressibles, mais aussi 
la densité, la viscosité, la conductivité, la conductivité thermique et la température T, car 
dès que le nombre de Mach n'est plus faible, il convient aussi à tenir compte des 
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variations des propriétés du fluide, telles que la masse volumique, le coefficient de 
viscosité ou la conductivité thermique. 
Les équations instantanées écrites sous forme conservative en terme de variables 
conservatives : 
ap+V.V=O 
at 
au +V.(U®u)+Vp-V.cr=f 
at 
ôe +V.( (e + p)u)- V.(cr. u)- V.q =r +f.U 
ôt 
(2.14a) 
(2.14b) 
(2.14c) 
Les moyennes pondérées par la masse, couramment utilisées dans le cas des fluides 
compressibles, ont été développées par Favre [9]. Dans ce cas, les moyennes pondérées 
par la masse de la vitesse, de l'enthalpie totale et de la température sont définit 
respectivement par: 
p=p +p' 
p=p +p' 
e=e +e' (2.15) 
q=ij +q' 
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Il faut noter que p, p et q sont décomposés en terme de moyenne de Reynolds et parties 
fluctuantes, En remplaçant les équations (2.1 S) dans les équations (2.14), les équations 
moyennes de conservation de la masse, de la quantité de mouvement et de 1' énergie 
s'écrivent respectivement comme suit: 
a-
_E_+ V.Ü =0 (2.16a) Ôt 
a ü + v.(ü®ii)+ Vjj= v .ëi +v .i + pf (2.16b) Ôl 
ôe +V.[(e+p)ii)=V.(ëi.ii}+V.(i.ii}-V.q-V.q1 + r+f.Ü (2.16c) Ôl 
avec 
ü =pi (2.17) 
ëi = Jl [ Vu + (Vu ) t - ~ (v . u} 1 J (2.18) 
i = - pu'®u' (2.19) 
q=-lVT (2.20) 
q1 =- ph'u' (2.21) 
e=ph-Ji (2.22) 
Ji =(y -t)pf (2.23) 
Avec l'utilisation des moyennes de Reynolds et de Favre, les équations moyennes 
obtenues ont une forme assez simple, en particulier, 1' équation de conservation de la 
masse qui garde sa forme habituelle. Dans 1' équation de conservation de la quantité de 
mouvement, il apparaît des tentions turbulentes - pu'® u' appelées aussi tensions de 
Reynolds. De même, l'équation de conservation de l'énergie fait intervenir un terme de 
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diffusion turbulente. Ce dernier terme est interprété comme un flux de chaleur turbulent. 
L'équation d'état (2.23) garde la même forme. 
2.5.3 Fermeture du problème 
À cause de la non linéarité des équations de conservation, des inconnus supplémentaires 
sont apparus à savoir : les tensions turbulentes - p u' ® u' et le flux de chaleur 
turbulent. Le système d'équations (2.17) est alors ouvert. La fermeture du système peut 
être réalisée à l'aide de certains modèles basés sur des hypothèses approximant le plus 
possible les caractéristiques de la turbulence. 
Les tensions de Reynolds : Par analogie avec la loi de Newton reliant la tension 
visqueuse à la vitesse, Boussinesq propose une relation directe entre la tension 
turbulente et la vitesse moyenne qui s'écrit, pour une couche limite de fluide 
incompressible comme : 
- pu'®u'=p, [ Vu+(Vu)1 - ~ (divu)t5!i] 
Le flux de chaleur turbulent : L'équation de fermeture la plus utilisée pour le flux de 
chaleur turbulent qt , découle de l'analogie entre la quantité de mouvement et le 
transfert de chaleur. qt est donc supposé proportionnel au gradient de la température: 
- -- p,CP ôT q, = -ph'u'=- ----'-
Pr1 ôx1 
où Pr1 est le nombre de Prandtl turbulent. Habituellement, les auteurs supposent que 
Pr,est constant. En général, Pr,= 0.9 
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2.5.4 Le modèle de Spalart-AUmaras 
Le modèle de Spalart-Allmaras [21] est un modèle à une équation qui se base sur une 
équation de transport de la viscosité turbulente. Ce modèle contient huit coefficients de 
fermeture et trois fonctions d'amortissement. Donc, avec ce modèle on est amené à 
résoudre une équation de turbulence dans tout le domaine de calcul. 
Toutefois, pour atteindre une bonne précision, le modèle de Spalart-Allmaras requiert un 
maillage très fin au voisinage de la paroi où le premier nœud dans la direction verticale 
doit être situé à une distance telle que y+ 5 1 O. Dans de telles conditions, le calcul 
devient très coûteux en terme de mémoire et du temps CPU. Une façon de remédier à ce 
problème consiste en l'introduction des lois de paroi pour modéliser l'écoulement dans 
la région de la paroi. 
Le modèle contient huit coefficients de fermeture et trois fonctions d'amortissement. 
Les équations du modèle sont les suivantes : 
• La viscosité turbulente cinématique 
v, =v l'li. (2.24) 
• L'équation de la viscosité turbulente 
(2.25) 
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• Les coefficients de fermeture 
2 Cbi=0.1355, Cb2 =0.622, Cv1 =7.1, tl=-
3 
Cw1= Cb2
1 + (1 + Cbl), CW2=0.3, CWJ=2, K=0.41 
K tl 
• Relations auxiliaires 
x
3 
x [ 1 + c!1 ] {vi = 3 3 ' [vl = ' Jw = g 6 6 
X + Cvl Xfvl + 1 g + Cwl 
X = v , g = r + Cw2 ~6 - r), r = v 
V S K 2 d 2 
S=S+ v 2 2 [vl' 
K d 
41 
(2.26) 
Le tenseur Qif=!(au;fôxi-aUi/àx;) est le tenseur de rotation et d est la 
2 
distance au premier point. 
2.5.4.1 Le modèle de Spalart-AIImaras à grand nombre de Reynolds modifié 
Dans le cas d'un écoulement à grand nombre de Reynolds, le modèle de Spalart-
Allmaras s'exprime comme suit: 
( )
2 a v, 1 2 cwl v, 
-+u.Vv, --[v.{v,Vv,)+Cb2V.{Vv,) ]-cbl ru v, +-fw - =0 (2.27) at Rea Re d 
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v 1 est la viscosité cinématique turbulente, m est la vorticité et d est la distance 
normale à partir de la paroi. La fonction de fermeture f w et les constantes sont 
données par : 
Pour assurer la positivité de la viscosité turbulente v, , on va résoudre le modèle de 
turbulence pour v telle que: 
v, = ev => v = log v, (2.28) 
Les termes dans le modèle de turbulence sont transformés comme suit : 
Dv, v DV 2 -= e - ( .29a) 
Dt Dt 
ChaS v, =ChaS ev (2.29b) 
Vv, =ev V v (2.29c) 
v,Vv, =e2v Vv (2.29d) 
V.(v,Vv,)=v.(e2v vv)=e2vv.(W)+2e2v (vvY (2.29e) 
(vv,)2 =(ev vv)2 =e2'V (vvY (2.29t) 
1 [ ] e2v [ ] 
- v.(v, vv,)+Cb2 (vv,)2 =- v.(W)+(2+Cb2){vv)2 
~e uRe 
-
=;;.[v.( ev w )+(l+Cb2)e;; (vvf J (2.29g) 
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2.5.4.2 Le Modèle de Spalart-AUmans sous forme adimeasioaaelle 
avec 
à v, +u.Vv, --1-[ V.{v,Vv,)+Ch2V.{Vv,'f] 
ôt Reu 
Cwa v, 
( )
2 
-Cb1œ v +-" - =0 1 Re Jw d 
fiw = g [ 1 + CWJ' ]~ g = r + CW2 (r 6 - r), r = v, g 6 + CWJ' ' ~ ReS1e2 d 2 
où S = 1 V x u 1 est la vorticité. 
2.5.5 Les lois de paroi 
43 
(2.30) 
Dans la modélisation des écoulements turbulents, on fait souvent appel aux lois dites de 
la paroi pour modéliser les régions très proches de la paroi où la turbulence n'est plus 
isotrope et où les modèles de turbulence habituels ne sont plus applicables. Cette région 
est composée de trois couches distinctes, une couche où la viscosité moléculaire est 
dominante (la sous-couche laminaire), une couche à 1' extrémité externe de la région de 
paroi où la viscosité turbulente est dominante Oa sous-couche inertielle) et une couche 
comprise entre les deux où les effets des deux types de viscosité sont présents (région 
tampon). 
Le comportement physique de l'écoulement dans la région de la paroi est connu pour le 
cas d'une plaque plane sans gradient de pression, c'est un comportement qui est linéaire 
dans la sous couche laminaire, logarithmique dans la deuxième couche et un 
comportement logarithmique dans la troisième couche. Au chapitre 4, nous présenterons 
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une nouvelle approche pour implémenter cette loi. Cette dernière consiste en la 
construction d'un élément spéciale appelé élément Log-Lin. 
Ce comportement est aussi connu par la théorie. Il est donné par la loi de Spalding. 
Nous allons présenter la loi de Spalding et la comparer avec le comportement donné par 
l'élément Log-Lin. 
2.5.6 La loi de Spalding 
La fonction de paroi utilisée ici consiste en la loi de paroi développée par Spalding, qui 
modélise la sous-couche laminaire la région intermédiaire et la région extérieure 
(2.31) 
avec 
B = 5.5 (2.32) 
ur est la vitesse de frottement et y est la distance normale à partir de la paroi. 
La viscosité cinématique turbulente sur la paroi est calculée de la façon suivante: 
v,= Re u'C Ka (2.33) 
Une comparaison du profil de vitesse donné par l'élément Log-Lin et celui donné avec 
la loi de paroi de Spalding est présentée à la figure 11: 
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25 
-spalding 
• • • • • ·log_lin 
20 
u+ 15 
10 
5 
0.01 0.1 10 100 1000 10000 
z+ 
Figure 11- Comparaison du profil Log-Lin avec la loi de paroi de Spalding 
2.5. 7 Cas d'un gradient de pression 
En présence d'un gradient de pression, le comportement logarithmique dans la région 
de la paroi n'est plus valable et nécessite une correction qui tiendrait compte du gradient 
de pression. Le champ de vitesse peut même être séparé. Coles [12, 17] a introduit une 
solution à ce problème qui consiste en la loi de paroi à laquelle est ajouté un terme 
additionnel traduisant la déviation de profil de vitesse due à un gradient de pression 
inverse, 
(2.34) 
La fonction f ( ~) est appelée fonction de sillage. Elle exprime la déviation du profil de 
vitesse par rapport au profil logarithmique. Elle est donnée par: 
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u+ - u+Log 
u;- U+Lorl 
y--J 
où u; est la vitesse à l'infini normalisée par la vitesse de friction. 
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(2.35) 
n est appelé le paramètre de Cotes. Il est directement lié au gradient de pression. Pour 
un comportement logarithmique pur ll=O. La figure 12 est extraite du livre de White 
[12]. Elle montre la corrélation de n avec le paramètre de Clauser P (paramètre 
caractérisant le gradient de pression), 
0.8 ...-------, 
0.6 
0.4 
0.2 
0.0 
1J (Favorable pressure gradient) 
1.0 
111111 NonequHibrium llows 
• Equillbrium tlows 
- Eq. (6-121) 
10.0 100.0 1000.0 
fJ (Adverse pressure gradient) 
Figure 12- Corrélation de ll avec le paramètre de Clauser p 
10 
1 n 
0.1 
Plus le gradient de pression devient important, plus le deuxième terme devient dominant 
et le comportement logarithmique finit par disparaître. Ceci est montré sur la figure 13 
extraite de White [12]: 
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Figure 13- les profils de vitesse avec et sans gradient de pression adverse 
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CHAPITRE 3 
FORMULATIONPARÉLEMENTS~~PECTRAUXPOURLA 
MODÉLISATION DE LA PAROI 
3.1 Introduction 
Les équations de Navier Stokes, rappelées dans le chapitre précédent forment un 
système d'équations non linéaires couplées. Ces équations sont très difficiles à résoudre 
analytiquement sauf dans des cas très particuliers. Ainsi, il devient nécessaire de 
recourir à l'utilisation des méthodes numériques. Les méthodes numériques permettent 
de transformer le système d'équations aux dérivées partielles en un système d'équations 
algébriques. Panni ces méthodes on trouve : la méthode des différences finies, la 
méthode des volumes finis, la méthode des éléments finis et la méthode et des éléments 
spectraux. Dans ce chapitre, on va discuter la mise en œuvre de deux de ces méthodes 
dans la discrétisation des équations de Navier-Stokes : La méthode des éléments finis et 
la méthodes des éléments spectraux. 
La méthode des éléments finis et la méthode des éléments spectraux utilisent au départ 
la méthode des résidu pondérés, permettant ainsi d'obtenir pour le système d'équations 
une formulation intégrale dite forte (ou variationnelle forte). La pondération du résidu 
est effectuée selon la méthode de Galerkin. Cette méthode consiste à utiliser 1' ensemble 
des variations des variables inconnues comme fonctions de pondération. Certains 
termes de la formulation intégrale sont intégrés par partie (théorème de Green), ce qui 
fournit la forme intégrale dite faible. Cette forme présente les avantages suivants : 
• L'ordre des dérivées sur les variables inconnues apparaissant dans la forme intégrale 
diminue, d'où des conditions de dérivabilité moins fortes. 
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• Les intégrales de contour résultant permettent 1' introduction de certaines conditions 
aux limites naturelles du problème à résoudre. 
Le domaine 0 est par la suite décomposé en sous-espaces appelés éléments, 1' intégrale 
sur le domaine complet est égale à la somme des intégrales sur chacun des éléments. 
Les champs des variables indépendantes sont discrétisés en les approximant par le 
produit des fonctions d'interpolation, et de coefficients inconnus. Ces coefficients sont 
les variables recherchées, évaluées aux nœuds, de coordonnées connues et situées sur les 
éléments. Cette formulation discrétisée fournit un système matriciel pour un nombre n 
d'inconnues. 
3.2 Élément de paroi 
Notre domaine de calcul sera décomposé en deux régions différentes : la région de la 
paroi (éléments prismatiques) et la région externe (éléments tétraédriques) (figure 14). 
Dans la région externe, les équations de Navier Stokes sont discrétisées par une méthode 
d'éléments finis stabilisées classique [S]. Dans la région de la paroi, seule la quantité de 
mouvement en x qui va subir l'approximation Log-Lin-Spectrale dans la direction 
perpendiculaire, Les autres équations de Navier-Stokes ainsi que 1' équation de la 
viscosité turbulente sont approximées par la méthode des éléments finis classique. Dans 
un premièr lieu, on présentera la formulation variationnelle du modèle mathématique 
développé au chapitre 2 ainsi que les conditions aux limites. Ensuite, on va discuter la 
discrétisation des équations dans la région externe et dans la région de la paroi. 
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(Éléments tétraédriques) 
Domaine ~~t".L&.I.L&.IL.I.I.j .......... ~=~~~I..I.&.O.., 
(Éléments prismatiques) 
Figure 14- Maillage du domaine de calcul : éléments prismatiques dans la couche 
visqueuse et éléments tétraédriques dans le reste du domaine 
3.3 Formulation variationneUe 
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A fin de détenniner numériquement une solution pour le système d'équations (2-14), on 
va pondérer notre système d'équations (2.14) par des fonctions de pondération suivant 
1' approximation de Galerkin. Par la suite, on intègre ces équations sur le domaine de 
calcul Q , ce qui donne ainsi la formulation variationnelle forte. Les fonctions de 
pondération des variables p, U et E sont dénotées respectivement par q, m et 0 qui 
multiplient tour à tour les équations (2-14a) à (2-14c) : 
Wp= 1 q.[ ~~ +V.(U) Jan= 0 (3.la) 
W, = J m.[~~ +V.(U®u)+ Vp-V.or-f ]an = 0 (3.lb) 
n 
Wc= J 9. [ ~~ + V.((E + p)u)-V(or.u)+ V.q -f.U -r] an = 0 (3.lc) 
n 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
51 
Afm de réduire 1 'ordre de dérivation de deux et ainsi satisfaire aux exigences de 
continuité, les termes soulignés dans les équations (3 .lb) et (3 .l c) sont sujets à 
l'intégration par parties. L'utilisation du théorème de Green permet de faire apparaître 
les intégrales de contour qui peuvent servir à imposer les conditions aux limites 
naturelles. Nous notons par if, g) le produit scalaire L2 (Q) donné par: 
{f,g)= Jtg d{l 
0 
Après intégration par parties, le système variationnel (3 .1) devient donc : 
( q,: )+b
2 
(U,q)=O (3.2a) 
( m, ôô~) +a (m, U,p )+ c (m, U, U)+ b1 (m, p) = (f, m )+ ( m, cr) (3.2b) 
(3.2c) 
avec 
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a(m, U,p)= J Vm:fldD 
n 
c(m,U,U)= t o>. v(u~u)d!J 
b1 (m,p)= J m. VpdD 
n 
b2 (m,p)= J pV.mdD 
n 
(m,t~}= J m.(t~.n)df 
r 
(9,'1')= J a..ndf 
r 
L'écriture sous fonne vectorielle du système (3.2) est: 
I { W . [A0V + F~?nv (V) - :J ] + W .• [F~if/ (V)] } dO 
,1 '·' ·' '·' 
n 
52 
(3.3) 
(3.4) 
où W = ( q,m, 0 )t est le vecteur des fonctions de pondération et V = ( p. U, E ) t • Sous la 
fonne quasi-linéaire, le système (3.2) s'écrit: 
J { w. [ AOV + A. v . -:J] +w .. L .. v.] } dO ,1 1 ·' ·' I,K y J 
n 
=fr {w.[{Kyvj).n; ]}dr (3.5) 
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3.4 Coaditioas aux limites 
Dans ce travail, on va s'attarder sur le cas d'un écoulement visqueux compressible 
tridimensionnel turbulent sur une plaque plane. On suppose que l'écoulement est 
uniforme à l'infini et que les variables sont normalisées par leurs valeurs à l'infini. On 
pose: 
=(cos a J u~ . , 
sm a 
où a est l'angle d'attaque. 
P~ =1 
l l E~ =-+ 2 , où M ~ est le nombre de Mach à l'infini 2 y(y-l)M~ 
V~ =(poo, Uoo ,Eoo)t 
Quatre types de conditions aux limites sont à imposer, à savoir: 
• Conditions à 1' entrée 
• Conditions à la sortie 
• Condition de symétrie 
• Conditions à la paroi solide 
3.4.1 Coaditioas à l'eatrée 
A l'entrée, les conditions aux limites sont de type Dirichlet sur la quantité de 
mouvement, la densité et 1' énergie. Ces variables sont posées égale à leurs valeurs à 
l'infini u = U~, p =Poo etE= E00 • Dans ce cas, les termes de contour dans les formes 
variationnelles (3.2b) et (3.2c) s'annulent. 
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3.4.1 Coaditioas à la sortie 
Pour ce qui est des conditions aux limites à la sortie, il faut distinguer deux cas : 
• Si l'écoulement est subsonique, une seule condition de Dirichlet est imposée. En 
général, cette condition correspond à la densité. 
• Si l'écoulement est supersonique, aucune condition limite n'est nécessaire. 
Si la frontière de sortie est suffisamment loin du corps, l'écoulement est supposé établi. 
Ainsi, les termes de contour dans les formes variationnelles (3.2b) et (3.2c) sont 
considérés nuls. 
Remarque: Une modification de la formulation variationnelle (3 .5) peut englober les 
conditions limites à l'infini de manière faible, Soulaïmani (3]: 
I {W. [ A 0V + A. V. -3] +W .. fK .. V .] } dO ,t ' ·' ·' ~ 1} J 
0 
=fr { W .[(K0vj).n;]} df + J W A; (v- Vco)df (3.5) 
r 
avec 
An = ~ A; n; où ~ est la normale à la frontière, 
; 
A;; = S A-S -l où A étant les valeurs propres de An et A- la partie négative. 
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3.4.3 Conditions sur la paroi solide 
Sur la paroi solide, on impose les conditions suivantes : 
• Condition d'adhérence: La viscosité du fluide impose que les particules du fluide 
restent attachées à la paroi solide. Donc on doit imposer une vitesse nulle à la 
paroi, 
U=O ou u=O 
Dans le cas d'un écoulement non visqueux, on doit imposer une condition 
d'imperméabilité qui se traduit par une vitesse normale du fluide nulle le long de la 
paroi, 
U .n=O ou u.n=O 
• Aussi, on impose soit une condition de type Dirichlet sous forme d'une répartition de 
l'énergie par unité de volume (donc une répartition de la température) sur la paroi 
solide (paroi isotherme), soit une condition de Newman en isolant la paroi de 
1 'extérieur en considérant que le flux de chaleur normal à la paroi soit nul (paroi 
adiabatique). 
- Condition de Dirichlet : 
- Condition de Newman : 
q.n=O 
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Sur une paroi adiabatique ou isotherme, où la condition d'adhérence est imposée, Les 
termes de contour dans les formes variationnelles (3.2b) et (3.2c) s'annulent. 
3.4.4 Condition de symétrie 
L'écoulement étudié est symétrique par rapport à la paroi. Seule la moitié du domaine 
est alors considérée et la condition de symétrie est assurée en imposant la quantité de 
mouvement transversale à zéro le long du plan de symétrie. 
Encore, sur le plan de symétrie, les termes de contour dans les formes variationnelles 
(3 .2b) et (3 .2c) sont nuls. 
3.5 L'équation de Spalart-AIImaras 
La formulation variationnelle de l'équation de Spalart-Allmaras après changement de 
variable de la viscosité turbulente s'écrit: 
J a v, .Jn,.e qJ-uu + ne èt 
Cb2 
uRe J f/J {V v,) 2 dO.e _ Cwtfw Re ne 
Cwt.fw 
+ 
Re 
où qJ sont les fonctions pondération. 
Reu 
J VqJ. (v, Vv, )ane- Cbt J qJSv, ddO.c 
ne ne 
(3.6) 
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Cette forme pourrait être simplifiée en introduisant les simplifications suivantes : 
• Au-delà de la distance d suffisamment loin 
Cw•fw J 3 terme Vrp v, dO.e devient négligeable, Re 3d2 ne 
• Avec la condition limite (vv, .n)=O, 
fr .. 1 J tp( v, Vv, ).n anc s'annule. ontiere --Rea 
r 
La fonne variationnelle se réduit alors à : 
I a v, ..~ne rp- U~IO + at ne 
- Cb1 J rpS v, d anc - CWJfw Re ne 
3.6 Discrétisation spatiale 
Rea 
de la paroi, 
le terme 
57 
le 
de 
(3.7) 
Le domaine du fluide n c R 3 est subdivisé en sous domaines ge appelés éléments. Ces 
éléments sont de dimension finie ge c n pour lesquels on peut facilement expliciter 
une base polynomiale. L'intégrale sur le domaine sera alors une combinaison linéaire 
des intégrales sur chaque élément du domaine : 
nelt 
Jt(x) dO= L J f(x) dQe 
n i=l ne 
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où nell est le nombre d'éléments total. 
Chaque élément ne doit être définit analytiquement, de manière unique, en fonction des 
nœuds géométriques. Afm de simplifier la définition analytique des éléments 
analytiques, nous utilisons la notion d'élément de référence. Un élément de référence 
n0 est un élément de fonne très simple, repéré dans un espace de référence, qui peut 
être transformé en chaque élément réel ne par une transformation géométrique -re : 
; peut être considéré comme un système de coordonnées local lié à chaque élément. 
Une quantité quelconque u est approximée sur chaque élément réel ne comme : 
un 
où 
( N(X)) : l'ensemble des fonctions d'interpolation sur l'élément de réel, 
n le nombre de nœuds d'un élément sur lequel u est appoximée, 
{ u 11 } : 1' ensemble des valeurs de u aux nœuds de 1' élément. 
Sur l'élément de référencen0 , l'approximation de u s'écrit: 
(3.8) 
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u(~) =(N(~)). {u,. }=(N1, N2 , ••• , N,.). (3.9) 
u,. 
avec: 
où ( N(~)) est l'ensemble des fonctions d'interpolation sur l'élément de référence et 
{ N(X)) l'ensemble es fonctions de transformation géométrique de l'élément réel 
ne en élément de référence no . 
Si les nœuds géométriques coïncident avec les nœuds d'interpolation, les fonctions 
( N(~)) et { N(~)) sont alors identiques et l'élément est dit isoparamétrique. 
Dans ce travail, on fait appel à deux types d'éléments : Prismatiques, pour la 
discrétisation de la région visqueuse et Tétraédrique dans le reste du domaine. Les 
éléments prismatiques sont utilisés pour une meilleure modélisation de 1' écoulement 
dans la région de la couche limite. Ceci est assuré en utilisant des interpolations 
spéciales dans la direction normale pour approximer la quantité de mouvement en x. 
Dans un premier temps, on va envisager une approximation de type Log-Lin pour 
modéliser les lois de parois. Ensuite, on va rajouter une approximation spectrale au 
profil Log-Lin pour tenir compte des phénomènes de séparation. Dans le reste du 
domaine, les variables indépendantes p, U et E sont approximées par des polynômes 
d'ordre 1 sur le tétraèdre. 
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3.6.1 Discrétisation dans la régioa visqueuse proche de la paroi 
Pour une meilleure modélisation de la couche limite, le domaine de calcul dans cette 
région est discrétisé à l'aide d'éléments prismatiques. Le choix de l'interpolation doit 
être fait de manière à bien modéliser les phénomènes physiques dans cette région 
(turbulence et séparation) et par conséquent améliorer la solution approchée du 
problème. En effet, pour une meilleure modélisation de la turbulence, on va utiliser 
l'interpolation Log-Lin décrite dans le chapitre précédent pour incorporer les lois de 
paroi. Ensuite, on va mettre en œuvre une interpolation spectrale pour enrichire la 
quantité de mouvement en x dans la direction verticale. Pour ce faire, on va rajouter des 
nœuds d'interpolation dans cette direction. 
Remarque: Pour une surface quelconque, on doit modifier les équations (3.5) en 
introduisant la matrice de rotation qui permet le passage d'un repère à l'autre: 
p p 
u, 
1 V~ 
v u,~ v Uy 
u, z uz 
E E 
D tz v, v, 
tt 
y 
Repère local Repère global 
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Dans la direction a, on a l'interpolation Log-Lin-Spectrale pour la première composante 
de la quantité de mouvement u, .. Le vecteurs flux dans le repère local s'écrit: 
La formulation variationnelle dans le repère global s'écrit: 
f { Wh . [ A0 Vh + A; Vh . - 3 J + Wh .. [ K ï V h .] } dO ,1 ·' ·' 1) J 
0 
On peut écrire les relations suivantes : 
av- -
Vh =-=Vhr=RVhr 
.1 av · · 
ôV- -
Vh.= -=Vh;=RVh; 
·' ôV ' ' 
ôV- -
vh . = -= vh 1· = Rvh 1· 
.1 av · · 
où R étant la matrice de rotation. 
Pour les fonctions de pondérations, on a : 
{W}= R {W} 
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Si on suppose que : 
où Wh et Wh étant réspectivement les fonctions de pondérations dans le repère global 
et dans le repère local, 
On a: 
Wh= R(N) LL-S R T {W}= R (N)u-s {w} 
(N)g 
(N) g étant les fonctions d'interpolation dans le repère global. 
La formulation variationnelle (3.5) dans le repère local devient donc: 
J {wh.RT [A0 RVh,t + A;R Vh,i -5] + Wh,;.RT [KifRVh,j]} dD. 
n 
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3.6.1.2 Élément Linéaire prismatique 
Pour un prisme linéaire (figure 15), les fonctions d'interpolation sont: 
avec 
où 
{N)L =( N1 N2 N3 N4 Ns N6 ) 
= (ÀD Ça Tfa ).b Çb Tfb ) 
l = 1-Ç-, 
a=(1-C)/2 
b=(1+C)/2 
OSÇS1, 0Sl}S1 et -lSÇ S1 
2 J 
Figure 15- Élément prismatique 
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(3.10) 
(3.11) 
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3.6.1.2 Élémeat Log-Lia 
Manouzi [14] a introduit l'interpolation Log-Lin. Il a été suivi par plusieurs chercheurs 
qui ont appliqué cette méthode dans le cas d'écoulement incompressibles et 
compressibles [21 ). 
A une section donnée selon la direction verticale, la vitesse parallèle au plan xy est 
interpolée de la façon suivante : 
u(x,y,z) =R(z)U0 (x,y) (3.12) 
R(z) est une fonction définie par tranche qui tient compte de la forme du profil selon la 
direction normale. Uo est la vitesse à l'interface entre l'élément prismatique et l'élément 
tétraédrique. 
La fonction R(z) est définie comme suit [21]: 
avec 
R(z) =z+ / C 
R(z) =ln(E1z+)/(k1 C) 
R(z) =ln(E2z+ )/ (kz C) 30~z+ 
E1 = 0.543, E2 = 9.025, k1 = 0.2 et k2 = 0.4 
(3.13) 
(3.14) 
où z + = z u • 1 v où u • = ~ T w 1 p est une échelle de vitesse qui s'appelle la vitesse de 
frottement, (0 ~ z ~ h) , h étant la hauteur de 1 'élément. 
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C est une constante qui d'adimensionnement qui est définie pour chaque couche et donc 
dépend de h +, de telle façon que R(z) = 1 pour z = h. 
C =ln(E1h+ )/ k1 
C =1n(E2h+ }/ k2 
(3.15) 
Pour un élément de référence, on introduit la coordonnée adirnensionnée ( telle que: 
z=h(1+() -1srs1 
2 ' "' 
(3.16) 
La fonction d'interpolation R(z) devient alors: 
R (C) =(1 +C)a 1 C -1 S(S(t 
R (C) =ln (p t (1 + C)) 1 (kt C) (1 S (S (2 (3.17) 
R (C) = In(p 2(1 +C)) 1 (k2 C) (2 S (S 1 
avec 
a=u*h/2v, P; =E; u*h/2v, ( 1 =10/ h+ -1 et ( 2 =10/ h+ +1 3.18) 
La figure 16 montre l'élément prismatique avec l'interpolation Log-Lin et les trois 
régions de la paroi : 
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Prisme Region logarithmique 
Région tampon 
,.. .... ..-.... _..;;;S;..;;o.;;us-couche visqueuse 
Figure 16- Élément prismatique avec l'interpolation Log-Lin 
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Maintenant pour l'élément Log-Lin, les nœuds inférieurs vont avoir les mêmes fonctions 
d'interpolation linéaires données par (3.10). Aux nœuds supérieurs vont être associées 
des fonctions qui sont le produit d'une interpolation linéaire dans le plan et de la 
fonction R(z) dans la direction verticale. Les foncions d'interpolation Log-Lin seront 
donc: 
(N)LL =( N1 N2 N3 N4 N5 N6 ) 
(N)LL =(la Ça TJO ÀR{C) ÇR(C) TJR(}) 
3.6.1.3 L'interpolation Log-Lin-Spectrale 
(3.19) 
En présence d'un gradient de pression, le comportement logarithmique dans la région 
de la paroi n'est plus valable et nécessite une correction qui tiendrait compte du gradient 
de pression. Le comportement Log-Lin est alors combiné avec un développement 
spectral de la fonne suivante: 
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n-1 
û'(()= U0 R (() + ~ Û; fi);(() (3.20) 
i=O 
AvecR(-1)=0, R(1)=1 et ii(-1)=0. 
4>; étant les polynômes de Lagrange calculés avec les points de Gauss-Legendre-
Lobatto. 
Pour un prisme enrichie selon la direction verticale, les fonctions d'interpolation 
spectrales sont: 
(N)s =( N1 N2 N3 , ... , N3p_2 N3p_1 N3p) 
(N)5 =(lh1 (() Çh1 (()TJh1 ((), ••• , lhj(() Çhj(()TJhj((), ... , lhp(() Çhp(()TJhp{()) (3.21) 
où hi( () étant le polynôme d'interpolation de Lagrange associé au point 
d'interpolationj dans la direction verticale (les points d'interpolation sont les points de 
collocation de Gauss-Legendre-Lobatto). 
Dans le cas d'une interpolation Log-Lin combinée avec la correction spectrale, les 
foncions d'interpolation dans la direction verticale s'écrivent: 
Les variables indépendantes p, U, E et v, et leurs fonctions de pondération 
correspondantes sont interpolées comme suit: 
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Remarque: U faut noter qu'il s'agit d'une méthode de Petrov-Galerkin pour l'équation 
de Ux puisque 1' espace de co.r est différent de celui de Ux. 
La figure 17 ilustre l'interpolation selon la direction verticale: 
, ... _. 
P+l 
• 
p.z 
z 
1 
C=-1 
Point associé à la fonction R 
Points de collocation associés 
aux polynômes de lagrange 
Figure 1 7- Interpolation dans la direction verticale 
Les variables auxiliaires u, T et p sont exprimées en fonction des variables 
indépendantes ensuite sont interpolées comme suit : 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
69 
Toutes les dérivées spatiales dans le système de coordonnées réelles X sont 
transfonnées en des dérivées dans le système de référence ; à travers la matrice 
Jacobienne [ J ) telle que, pour les dérivées premières: 
(3.23) 
avec 
[JI={:} (3.24) 
Finalement, toute intégrale élémentaire sur l'élément réel sera évaluée sur l'élément de 
référence comme suit: 
Jt(X)dX 
ne 
IPG 
= Jt(;)det(J)~ = ~w;/(;;) 
ne i=l 
IPG est le nombre de points total d'intégration. 
w; est le poids du point d'intégration 
(3.25) 
L'intégration numérique est effectuée en utilisant trois points de Gauss dans le plan 
(ç rr). Dans la direction verticale Ç , On utilise la quadrature de Gauss-Lobatto avec 
P+l points d'intégration telle que définie dans le chapitre 1. 
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3.6.2 Implémentation 
3.6.2.1 Structure globale 
La structure globale du programme est présentée sur l'organigramme suivant: 
Eatrées: 
P: Ordre d'interpolation de Ux 
lei :Numéro de l'élément 
V core: Table de coordonnées 
Vpree : Propriétés élémentaires 
V die: Table de degrés de libertés élémentaire 
1 
1 1 
Résidu élémentaire Matrice élémentaire 
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- Calcul des positions des points d'interpolation - Calcul des positions des points d' interpolation 
- Calcul des positions des points d'intégration - Calcul des positions des points d'intégration 
- Calcul des poids des points d' intégration - Calcul des poids des points d' intégration 
- Organisation des degrés de libertés - Organisation des degrés de libertés 
- Mise à jour de la viscosité turbulente - Mise à jour de la viscosité turbulente 
- Calcul des fonctions d'interpolation - Calcul des fonctions d'interpolation 
- Calcul du vecteur résidu élémentaire - Calcul de la matrice élémentaire 
Nous présentons en détail l'organisation de degrés de libertés et le calcul des fonctions 
d'interpolation. 
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3.6.2.2 Orgauisatioa des degrés de libertés 
Nous présentons la structure de données utilisée dans la routine qui calcule le résidu. 
Si P est 1' ordre de 1' interpolation utilisée pour la composante de U selon la direction x. 
Les degrés de libertés seront stockés dans le vecteur de degrés de libertés, de la façon 
suivante: 
Nocudl Nocud2 Nocud3 
uo> 
1,1 
u<l> 
1.1 
uo> 1,1 
p(l) 
u<l> 
u<l) u<1> E<1> v <l> p<2> u(l> u<2> u<2> E<2> v <2> p<J> u<J> u(3> u<3> E<3> v <J 1,2 1,2 1,2 2 3 , 2 3 , 2 3 , 
u<l> I,P u(l> I,P u<J> I,P 
Nocud4 NoeudS Nocud6 
La partie suivante du code permet de réordonner les degrés de libertés en donnant pour 
chacun des degrés de liberté, les indices correspondants dans la table précédente. 
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Kro = (/1,1 +(5+P),I+2•(5+P),l +3•(S+P),7+3•(S+P), 13+3•(S+P)I) 
lf(p.eq.l) theo 
kul(l:6)=(/2,2+(5+P),2+2•(S+P),2+3•(S+P),8+3•(S+P),I4+3•(S+P)I) 
Endif 
lf(p.ne.l) then 
kul(l:3)=(/2,2+(S+P),2+2•(S+P)I) 
pp=O 
Doj=2,P 
kul(4+pp) = l+j 
kul(S+pp) = l+j+(S+P) 
kul(6+pp) = l+j+2•(S+P) 
pp=pp+3 
Enddo 
Kul(ppp-2:ppp)= (/2+3•(S+P),8+3•(S+P),I4+3•(S+P)I) ! ppp= J•(P+l) 
Endif 
Ku2 = (/2+P ,2+P+(S+P),2+P+2•(S+P), 8+P+2•(S+P), 14+P+2•(S+P),20+P+ 2•(S+P)I) 
Ku3 = (/3+P,3+P+(S+P),3+P+2•(S+P), 9+P+2•(S+P), 1S+P+2•(S+P),21 +P+2•(S+P)I) 
Kenr = (/4+P,4+P+(S+P),4+P+2•(S+P), IO+P+2•(S+P), 16+P+2•(S+P),22+P+ 2•(S+P)I) 
Knut= (/S+P,S+P+(S+P),S+P+2•(S+P),II+P+2•(S+P),I7+P+2•(S+P),23+P+2•(S+P)I) 
If (P .eq.l) then 
Do i= 1 ,inelc 
Doj=l,inelc 
kpok(j+(i-1 )•(P+S))= i+(j-1 )•6 
Enddo 
End do 
Else 
Do i=l, inelc 
lf(i.le.3) then 
Doj=l, P+S 
if(j.lt.3) kpok(j+(i-t)•(P+S))= i+(j-1)•6 
if ((j.ge.3).and.(j.ILP+ 2)) kpok(j+(i-1 )•(P+S))= i+(j-3)•3+9 
if (j.ge.P+2) kpok(j+(i-I)•(P+S))= i+3+(2+P)•3+(j-P-2)•6 
Enddo 
Else 
Doj=l, 6 
if(j.eq.l) kpok0+(i-4)•6+3•(P+S))= i 
if(j.eq.2) kpok(j+(i-4)•6+3•(P+S))= i+3•P+3 
if(j.eq.3) kpok(j+(i-4)•6+3•(P+5))= i+3•P+9 
if(j.eq.4) kpok0+(i-4)•6+3•(P+5))= i+3•P+l5 
if(j.eq.S) kpok(j+(i-4)•6+3•(P+5))= i+3•P+21 
if(j.eq.6) kpok(j+(i-4)•6+3•(P+5))= i+3•P+27 
End do 
Endif 
Enddo 
Endif 
retum 
End if 
72 
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La nouvelle structure des degrés de libertés est la suivante : 
Quantité de mvt. en x enrichie associee aux 3 pmnicrs noeuds 
Les ddl associa 
Densité Prcmiàc couche Coudle j CoudJe p aux nocudssup. 
P<•> p<2> p<3> p<4> p<s> p<6> u 0> u(2> u<3> u<l) u<2.> u<~> u 0> u<2> u(3> u<4> u<s> u<6) 1,1 1,1 1,1 ••• I,J 1,J I,J •·· 1,P 1,P 1,P 1,2 1,2 1,2 
Quantitédcmvt.cn y Quantité de mvt.cn y 
Eœrgic Viscosité turbulcn~ 
E<•> E<2> E(3) E<4> E<S> E<6> v <•> v <2> v <3> v<4> v <S> v <6l 
t 1 1 1 1 
Maintenant qu'on a les tables des indices, on peut extraire les degrés de libertés. La 
densité p , la composante en y de la quantité de mouvement U 2 , la composante en z de 
la quantité de mouvement U3 , l'Énergie E et la viscosité turbulente v, sont extraite de la 
même façon pour tous les nœuds. La quantité de mouvement en x est enrichie seulement 
pour les trois premiers nœuds (Nœuds inférieurs). Donc pour chacun de ces trois nœuds, 
on a P composantes de la quantité de mouvement U1 , et aussi de la vitesse u1 et de la 
température T puisque ces derniers sont calculés à partir de U1. 
On présente ici la partie du code qui fait cette extraction des degrés de libertés: 
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c Extnctioa des degris de liberté 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Do i=l,inelc ! Boucle sur les nœuds de l'élement (inelc = 6) 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
ii =kro(i) 
ii =ku2(i) 
kk =ku3(i) 
ll = kenr(i) 
mm=knut(i) 
c 
c-Density 
c 
vden(i) = vdle(ii) 
vdent(i) = vdlev(ii) 
c 
c- Momentum in x (Enrichie) 
if (i.le.J) theo 
nn = kul(i) 
qml(i) = vdle(nn) 
qmlt(i) = vdlev(nn) 
if (p.ne.l) then 
pp=O 
doj=2,P 
qml(i+J+pp) ""vdle(kul(i+3+pp)) 
qmlt(i+3+pp) = vdlev(kul(i+3+pp)) 
pp--pp+3 
end do 
endif 
endif 
if(i.gt.J) then 
nn=kul(i-3+3*P) 
qml(i-3+3*P)=vdle(nn) 
qmlt(i-3+3*P) = vdlev(nn) 
endif 
c- Momentum in y and z 
c 
qm2(i) = vdle(ii) 
qm2t(i) "" vdlev(Ü) 
c 
qm3(i) "" vdle(kk) 
qm3t(i) = vdlev(kk) 
c 
c-Energy 
c 
venr(i) = vdle(ll) 
venrt{i)= vdlev(ll) 
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c-Kinematic turbulent viscosity 
c 
viS(o(i) = vdle(mm) 
viS(ot(i)= vdlev(mm) 
c 
c-Temperature 
c 
if(i.le.3) theo 
gu= qml(i)*qml(i) + qm2(i)*qm2(i) + qm3(i)*qm3(i) 
if (p.ne.l) then 
pp=O 
doj=2, P 
gu= gu+ qml(i+3+pp)*qml(i+3+pp) 
pp=pp+3 
enddo 
end if 
endif 
if(i.gt.3) theo 
gu = qml(i-3+ 3 *P)*qm l(i-3+ 3 *P)+qm2(i)*qm2(i)+qm3(i)*qm3(i) 
endif 
vtem(i) = (venr(i)- gu/(2.0*vden(i)))lvden(i) 
c 
c-Pressure 
c 
vpres(i)= gamal*vden(i)*vtem(i) 
c 
c-- Velocity in x (Enrichie) 
c 
if(i.le.3) theo 
velocl(i) = qml(i)lvden(i) 
if (p.ne.l) theo 
pp=O 
doj=2, P 
velocl(i+3+pp) = qml{i+3+pp)lvden(i) 
pp=pp+3 
enddo 
endif 
endif 
if(i.gt.3) velocl(i-3+3*P) = qml(i-3+3*P)Ivden(i) 
c---- Velocity in y and z direction 
c 
veloc2(i) = qm2(i)lvden(i) 
veloc3(i) = qm3(i)lvden(i) 
c 
ENDDO ! Fin de la boucle sur les nœuds de 1 'élément 
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3.6.2.3 Calcul des fonctioas d'iDterpolation 
On présente ici la partie de la routine Shape _prisme qui calcule les fonctions 
d'interpolation et leurs dérivées aux points d'intégration: 
c 
c fonctions d interpolation du prisme 
c:======================================================= 
subroutine shape _prisme( uet,dist, vnu) 
use global_ data,only : P,npgz, vniL, voiS, vniLL, vzint, vzeta, wpg, 
& zero,un,deux,b'ois,ipg 
implicit none 
integer ij,k,iiiJ.ij,kkk 
real•B uet(J),dist,vnu 
reat•s vksi(J),veta(J) 
reai•B pln,pdn,bj,bpi,Rz,Rpz 
reat•s xsi,eta,zeta,zint 
reai•B lamda, a, b 
c======================================================= 
c 
vksi(l) = l.Od0/6.0d0 
vksi(2) = 2.0d0/3.0d0 
vksi(3) = l.Od0/6.0d0 
c---
veta(l) = l.Od0/6.0d0 
veta(2) = l.Od0/6.0d0 
veta(J) = 2.0d0/3.0d0 
c======================================================= 
c INTERPOLATION LINEAIRE 
c======================================================= 
c 
c-boucle sur les points d'intégration 
do i= 1, npgz ! npgz: le nombre de points d'intégration dans la direction verticale 
zeta = vzeta(i) 
doj= 1, 3 
xsi = vksiG) 
eta = vetaG) 
lamda = un - xsi - eta 
a =(un - zeta )/ deux 
b =(un+ zeta)/ deux 
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c-fonctions d interpolation 
c 
c 
vniL(72*(i-1)+24*(j-l)+l) = 
vniL(72*(i-1)+24*(j-1)+2) = 
vniL(72*(i-1)+24*(j-1)+3) = 
vniL(72*(i-1)+24*(j-1)+4) = 
vniL(72*(i-1)+24*(j-l)+S) = 
vniL(72*(i-1)+24*(j-1)+6) = 
lamda • a 
xsi • a 
eta • a 
lamda • b 
xsi • b 
eta • b 
c-derivees par rapport a ksi 
c 
c 
vniL(72*(i-1)+24*(j-1)+7) = -a 
vniL(72*(i-1)+24*(j-1)+8) a 
vniL(72*(i-1)+24*(j-1)+9) = zero 
vniL(72*(i-1)+24*(j-l)+IO) = - b 
vniL(72*(i-1)+24*(j-l)+ll) = b 
vniL(72*(i-1)+24*(j-l)+l2) = zero 
c-- derivees par rapport a eta 
c 
vniL(72*(i-1)+24*(j-l)+l3) = -a 
vniL(72*(i-1)+24*(j-l)+l4) =zero 
vniL(72*(i·l)+24*(j-l)+IS) = a 
vniL(72 •(i-1 )+ 24 •(j-I )+ 16) = - b 
vniL(72*(i-1)+24*(j-1)+17) =zero 
vniL(72*(i-1)+24*(j-1)+18) = b 
c 
c-derivees par rapport a zeta 
c 
enddo 
enddo 
vniL(72*(i-1)+24*(j-l)+ 19) = 
vniL(72*(i-1)+24*(j-1)+20) = 
vniL(72*(i-1)+24*(j-1)+21) = 
vniL(72*(i-1)+24*(j-1)+22) = 
vniL(72*(i-1)+24*(j-1)+23) = 
vniL(72 •(i-l )+ 24 ·o-• )+ 24) = 
-lamda/deux 
- xsildeux 
- eta/deux 
lamdaldeux 
xsildeux 
etal deux 
c:====================================================== 
c INTERPOLATION SPECTRALE 
.. 
.ili=O 
DOj = 1, npgz 
Zeta = vzeta(j) 
iii=O 
DO i=l,J 
xsi = vksi(i) 
eta = veta(i) 
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c- Boucle sur k pour balayer les points d'interpolation selon la verticale 
c 
kkk=O 
DOk=O,P 
zint = vzint(k) 
c-- Fonctions d interpolation (On calcule le produit Ni(x,y)• hj(z)) 
c 
vniS(l +kkk+iii+lli) = (1-xsi-eta)•hj(zeta,zint,P) 
vniS(2+kkk+iii+jü) = xsi•hj(zeta,zint,P) 
vniS(3+kkk+iii+lli) = eta•hj(zeta,zint,P) 
c-- Dérivées par rapport a ksi 
c 
vniS( 1 +kkk+ 3 •( 1 +P)+üi+lli)= - hj(zeta,zint,P) 
vniS(2+kkk+ 3 •( 1 +P)+iii+jü)= hj(zeta,zint.P) 
vniS(3+kkk+ 3 •( 1 +P)+iii+jü)= zero 
c-- Dérivées par rapport a eta 
c 
vniS(I +kkk+6•(t +P)+iii+jü)=- hj(zeta,zint.P) 
vniS(2+kkk+6•(1 +P)+iii+jü)= zero 
vniS(3+kkk+6 •( 1 +P)+ili+jü)= hj(zeta,zint.P) 
c-- Dérivées par rapport a zeta 
c 
c--lci hp(zeta,zint.P) represente la derivee de hj(Lagrange) au point zeta 
c 
vniS(I+kkk+9•(t+P)+iii+jü)=(l-xsi-eta)•hpi(zeta,k,P,vzint) 
vniS(2+kkk+9•(1 +P)+iii+jü)= xsi•hpi(zeta,k,P, vzint) 
vniS(3+kkk+9•(1 +P)+iii+jü)= eta•hpi(zeta,k,P, vzint) 
c-- Fin de la boucle sur k 
c 
kkk= kkk+ 3 
Enddo 
c-- Fin de la boucle sur i 
c 
iii= iii+ 12•(P+l) ! 24 dans le cas lineair 
Enddo 
c-- Fin de la boucle sur j 
c 
ill= ill+ 36•(P+ 1) ! 72 dans le cas lineair 
End do 
78 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
c 
c INTERPOLATION LOG-LIN 
c:========================================================== 
lü=O 
DOj = 1, npgz 
zeta = vzeta(j) 
iii=O 
00i=l,3 
xsi = vksi(i) 
eta = veta(i) 
c- Boucle sur k pour balayer les points d'interpolation selon la verticale 
c 
kkk=O 
DOk=O,P-1 
zint = vzint(k) 
c-- Fonctions d interpolation ( On calcule le produit Ni(x,y)• hj(z) ) 
c 
vniLL(I +kkk+iü+jü) = (1-xsi-eta)*hj(zeta,zint,P) 
vniLL(2+kkk+iii+jü) = xsi*hj(zeta,zint,P) 
vniLL(3+kkk+iii+jü) = eta*hj(zeta,zint,P) 
c-- Dérivées par rapport a ksi 
c 
vniLL(I+kkk+3*(1+P)+iii+jü)=- hj(zeta,zint,P) 
vniLL(2+kkk+ 3 *( 1 +P)+iii+lü)= hj(zeta,zint,P) 
vniLL(3+kkk+ 3 *( l +P)+iii+jü)= zero 
c-- Dérivées par rapport a eta 
c 
vniLL(I +kkk+6*(1 +P)+iii+jü)=- hj(zeta,zint,P) 
vniLL(2+kkk+6 *( 1 +P)+iii+lü)= zero 
vniLL(3+kkk+6*(1 +P)+iii+jü)= hj(zeta,zint,P) 
c-- Dérivées par rapport a zeta 
c 
c--lci hpi(zeta,zint,P) represente la derivee de hj(Lagrange) au point zeta 
c 
vniLL( 1 +kkk+9*(1 +P)+iii+lü)= ( 1-xsi-eta)*hpi(zeta,k,P, vzint) 
vniLL(2+kkk+9*( l +P)+iii+jü)= xsi*hpi(zeta,k,P, vzint) 
vniLL(3+kkk+9*( l +P)+iii+jü)= eta*hpi(zeta,k,P, vzint) 
c--- Fin de la boucle sur k 
c 
kkk=kkk+3 
Enddo 
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c-Fin de la boucle sur i 
c 
iii= iii+ 12 *(P+ 1) ! 24 dans le cas lineair 
Enddo 
c- Fin de la boucle sur j 
c 
.ill= .ill+ 36*(P+ 1) ! 72 dans le cas lineair 
Enddo 
c:======================================================= 
c-CALCUL DE LA FONCTION D INTERPOLATION POUR LA DERNIERE 
c COUCHE 
.. 
c 
iii=O 
.ill=O 
DOj= l, npgz 
c 
c-- j :COUCHE PAR COUCHE d INTEGRATION 
c 
zeta=vzeta(j) 
DOi=l,3 
c 
c-i: NOEUD PAR NOEUD 
c 
xsi=vksi(i) 
eta=veta(i) 
c 
c-Fonctions d interpolation LOGARITHMIQUES 
c 
vniLL(l+iii+3*P) = (1-xsi-eta)*Rz(zeta,uet(l),dist,vnu) 
vniLL(2+iii+ 3 *P) = xsi*Rz(zeta,uet(2),dist, vnu) 
vniLL(3+iii+3*P) = eta*Rz(zeta,uet(3),dist,vnu) 
c 
c- Dérivées par rapport a ksi LOGARITHMIQUES 
c 
vniLL(l+3*(1+P)+iii+3*P)=- Rz(zeta,uet(l),dist,vnu) 
vniLL(2+3*(1 +P)+iü+3*P)= Rz(zeta,uet(2),dist,vnu) 
vniLL(3+3*(1 +P)+iü+3*P)= zero 
c 
c-- Dérivées par rapport a eta LOGARITHMIQUES 
c 
vniLL( 1 +6*(1 +P)+iii+ 3 *P)= - Rz(zeta,uet( 1 ),dist, vnu) 
vniLL(2+6*( 1 +P)+iii+ 3 *P)= z.:ro 
vniLL(3+6*(1 +P)+iii+3*P)= Rz(zeta,uet(3),dist,vnu) 
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c-Dérivées par rapport a zeta LOGARITHMIQUES 
c 
c--lci hp(zeta,zint,P) represente la derivee de hj(Lagrange) au point zeta 
c 
vniLL(l +9*(1 +P)+iii+ 3*P)= (1-xsi-eta)•Rpz(zeta,uet( 1 ),dist, vnu) 
vniLL(2+9*(1+P)+iii+3*P)= xsi*Rpz(zeta,uet(2),dist,vnu) 
vniLL(3+9*(1 +P)+iii+ 3 •P)= eta*Rpz(zeta,uet(3),dist, vnu) 
c 
c- Fin de la boucle sur i 
c 
iii= iii+ 12*(P+l) ! 24 dans le cas lineair 
Enddo 
c-- Fin de la boucle sur j 
c 
.ill= lü+ 36*(P+ 1) ! 72 dans le cas lineair 
End do 
c 
c======================================================= 
End ! FIN DU PROGRAMME 
c 
3.6.3 Discrétisation dans la région externe 
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Dans la région externe à la couche limite, on utilise des élément tétraédriques 
isoparamétriques. Les variables indépendantes sont approximées à l'aide de la méthode 
des éléments finis P1• Les foncions d'interpolation linéaires pour un élément tétraédrique 
s'écrivent: 
(N) =( N1 N2 N3 N4) 
( N} = ( 1 - Ç - '1 - ( Ç '1 ( } (3.26) 
Les variables indépendantes p, U, E et leurs fonctions de pondération correspondantes 
sont interpolées comme suit : 
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p = ( N) . {p" } q = ( N) . {q" } 
u =(N). {u,.} m=(N). {m,.} 
E =(N). {E,.} 8=(N). {8,.} 
Lcintégration numérique est effectuée en utilisant quatre points de Gauss. 
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Une fois l'intégration numérique est effectuée, les matrices et les vecteurs élémentaires 
seront assemblées pour former le système matriciel global à résoudre: 
Pour résoudre ce système d'équations non-linéaires, on utilise l'algorithme GMRES. 
Vous trouverez à l'annexe 2 une présentation de cet algorithme. 
3. 7 Discrétisation temporelle 
Pour la discrétisation temporelle, on utilise le schéma du second ordre suivant : 
ôV 3V" -4 V"-1 + 3V"-2 
-=-------ôt 2M 
où V" est la valeur de V au temps t = n M (n = 0,1,2, ... ) 
Au départ, lorsque n = 0, on pose v-• = V0 
(3.28) 
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3.8 Méthodes de stabilisation 
3.8.1 Introduction 
Les écoulements à grands nombres de Mach et de Reynolds offrent un caractère 
fortement non-linéaire et une résolution par la méthode des éléments finis classique 
devient fort délicate et dépend de plusieurs conditions. Dans les cas de problèmes de 
convection dominante ou de convection pure, 1' approximation par la méthode des 
éléments finis classique correspond à des approximations type différences finies centrées 
conduisant à des solutions instables. Pour remédier à ces problèmes, on doit absolument 
faire appel à certains techniques numériques supplémentaires, qui sont les méthodes de 
stabilisation. Ces méthodes de stabilisation résultent ainsi en un schéma 
d'approximation stable, qui permet d'obtenir des résultats numériques favorables. 
Les méthodes de stabilisation utilisées sont deux types : 
• Viscosité artificielle : celle-ci consiste à ajuster le modèle mathématique en ajoutant 
une viscosité artificielle à la viscosité du fluide sans pour autant changer de schéma 
ou de méthode de résolution. 
• Streamline Upwinding Petrov-Galerkin (SUPG) [2, 14]: cette méthode de 
décentrage amont est basée sur une formulation de Petrov-Galerkin qui permet 
d'engendrer une diffusion artificielle dans le sens des lignes de courant. 
• Edge Based Stabilized (ERS), voir Soulaïmani [6]. 
Rappelons que le système d'équations global sur lequel on veut appliquer les méthodes 
de stabilisation ci-dessus, peut s'écrire sous la forme vectorielle suivante : 
V + F~!Jnv (V) = F~ij/ (V) + :J 
,t ~' ~' (3.29a) 
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ou sous la forme quasi-linéaire: 
V +A. V.= (K .. V . ) + ~ 
,1 1 ,1 1) ,] • 
,1 
(3.29b) 
où A 1 sont les matrices jacobiennes de transformation du vecteur flux de convection 
telles que: 
àF~onv 
A. = F~vonv = --=--~-
1 1
' ôV 
et Kq sont les matrices de diffusion définies telles que : 
diff K-·V· =F-IJ ,] 1 
Le système global sous la forme (3.29b) est connu dans la littérature sous le nom 
d'équation de convection-diffusion). Dans de paragraphe, on la méthode de Petrov-
Galerkin utilisée pour la stabilisation de la solution de (3.29). Deux variantes de la 
méthode de Petrov-Galerkin seront introduites pour le cas de 1' équation de convection-
diffusion unidimensionnelle stationnaire: la méthode SUPG et la méthode GLS. 
Ensuite, on élargira l'étude de ces méthodes de stabilisation aux équations de Navier-
Stokes. 
3.8.1 Méthodes de Galerkin et Petrov-Galerkin 
Soit le problème simple de convection-diffusion unidimensionnel suivant: 
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Trouver f/J dans l'intervalle ] 0, L ( satisfaisant l'équation de convection-diffusion : 
u f',x - 1C fJ ..a = 0 
et les conditions aux limites de Dirichlet : 
où 
f/J (0) =fJo } 
VJ (L) =f'L 
u :la vitesse de l'écoulement supposée positive, constante et connue, 
" : la diffusion supposée positive, constante et connue, 
VJo et VJ L sont des constantes connues. 
(3.30a) 
(3.30b) 
La formulation variationnelle faible de type Galerkin, du problème de 
convection-diffusion (3 .30), consiste à trouver rp tel que, pour toute fonction de 
pondération ru , on a : 
(3.31) 
Chaque solution fJ doit satisfaire les conditions de Dirichlet (3.30b) et chaque fonction 
de pondération ru doit satisfaire sa condition homogène : 
ru (0) =ru (L) =0 
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Sur des éléments finis linéaires P1 , la forme variationnelle (3 .31) peut être approchée 
par: 
(3.32) 
En subdivisant l'intervalle [o, L] en des intervalles de longueur égale h, on peut vérifier 
que l'approximation (3.32) s'écrit: 
;h { 9';+) - 9';-t ) - h~ { 9';+) - 2 9'; - 9';-t ) = 0 (3.33) 
Ainsi la formulation variationnelle de Galerkin correspond à une approximation de type 
différences finis centrées, qui peut être instable si le nombre de Peclet est supérieur à 1 
(convection dominante) [ 1 0] . De la diffusion artificielle est alors nécessaire pour 
stabiliser la solution. Cette diffusion peut être engendrée via un décentrage, à 1' aide de 
la méthode de Petrov-Galerkin, en prenant des fonctions de pondération de la forme: 
où co est la fonction continue etp est la contribution (ou perturbation) discontinue. Dans 
ce cas, la formulation variationnelle faible de l'équation de convection-diffusion (3.30), 
selon la méthode de Petrov-Galerkin, s'écrit : 
Le deuxième terme du membre de gauche de l'équation (3.34) constitue la perturbation 
qu'il faut ajouter à la formulation de Galerkin dans le but de stabiliser la solution. 
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On peut voir facilement que, si p = 0, la formulation (3.34) correspond à la méthode 
de Galerkin (3.31). 
3.8.2.1 Méthode SUPG 
La méthode SUPG a été proposée par Hughes et ses collaborateurs [2]. C'est une 
variante de la méthode de Petrov-Galerkin basée sur le concept de la diffusion artificielle 
optimale [1 0]. 
En se basant sur ce concept, le problème (3 .30) devient : 
Trouver tp e [o, L] c R ~ R tel que: 
tp (0) =f/Jo } 
f{J (L) =ftJL 
(3.35a) 
(3.3Sb) 
où ~ est le coefficient de diffusion artificielle optimale. Dans ce cas, la formulation 
variationnelle faible de l'équation (3.3Sa) s'écrit: 
(3.36) 
Comme il possède un caractère directionnel ( u dans le cas unidimensionnel ), on parle 
alors de la méthode SUPG (Streamline Upwinding Petov-Galerkin). 
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La fonnulation faible, selon la méthode SUPG, de l'équation de convection-diffusion 
unidimensionnelle stationnaire (3.30a) s'écrit alors: 
avec 
h -
-r=- Ç(Pe) 
2u 
(3.38) 
où l (Pe) étant une fonction du nombre de Peclet, particulièrement sensible aux zones 
où il faut ajouter de la diffusion artificielle [4). 
Le deuxième terme du membre de gauche de l'équation (3.37) représente l'opérateur 
SUPG qui constitue la perturbation qu'il faut ajouter à la méthode de Galerkin pour 
stabiliser la solution. 
3.8.2.2 Méthode GLS 
La méthode GLS est aussi une variante de la méthode de Petrov-Galerkin définie par 
1' addition du terme qui suit à la fonnulation de Galerkin 
(3.39) 
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L'opérateur différentiel L comprend deux parties: 
Lconv(œ)= u CO ,x • 
GLS correspond donc la définition: 
p = ~ L(œ) 
Remarque: Pour des éléments linéaires, on a L (co)= u co .x sur l'intérieur des 
éléments; dans ce cas GLS est identique à SUPG 
La généralisation des méthodes de stabilisation SUPG et GLS, au cas d'un système 
multidimensionnel instationnaire, fera l'objet du paragraphe suivant qui traitera des 
équations de Navier-Stokes. 
3.8.2.3 Résolution de l'équation de concevtion-diffusion à l'aide d'une méthode hp 
On va maintenant voir, à travers une étude numérique du problème simple de 
convection-diffusion unidimensionnel (3.30), si les méthodes spectrales hp pourraient 
présenter un avantage significatif par rapport aux méthode h classiques. On a fait les 
calculs pour trois nombres de Peclet, un Pe modéré, un Pe moyen et un Pe grand et ce 
avec deux formulation : une formulation de Galerkin et une formulation de Petrov-
Galerkin avec la méthode SUPG. 
On résoud dans le domaine (-1, 1) le problème suivant : 
u 'P,x - IC 'P,xx = 0 
rp ( -1) = 0 et rp (1) = 1 
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Sur les figures suivantes on montre les différentes solution numériques trouvées 
accompagnées de l'évolution de l'erreur en fonction de l'ordre d'interpolation pour 
chacun des cas (Pe.. représente le nombre de Peclet local). 
METHODE Il : Pe = 200.0. Pe., = 1.25. b = 0.025 
---Exacte 4 
_ ---------- Num6rique .... 
.... 
---
.... 
,. .. 
.. 
5 -1 -0.5 .... 0.5 :~1 1 5 
---
Figure 18- Solution numérique de l'équation de convection-diffusion 
avec une méthode de Galerkin de type h 
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METHODE hp : Pe = 200, Pe. = 10 et b = 0.2 
a- Méthode de Galerkin: 
.. 
. 
- -exacte .... 
- ---------- p = 2 '"'" 
---
-
.. 
E " .. . . 
:2 .... ....... : : 
IL 
._s_ 
-1 .n!'ii .... ri·~ :._: : : 1 1 s 
.. 
"*' 
x 
Figure 19a- Solutions numériques de l'équation de convection-diffusion 
avec la méthode de Galerkin pour P = 2 
... 
.. 
1- -Exacte -a: 
--P=4(EQD) 
-();*' r-
···------- P = 4 (GU) 
"; 
,. .. 
-·-
... /\A1 
1 5 -1 -0.5 ..... 0.5 ··: ~ 1 1 5 
... 
x 
Figure 19b- Solutions numériques de 1' équation de convection-diffusion 
avec la méthode de Galerkin pour P = 4 
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... 
• 
f- -Exacte ..... 
--P=8(EQD) 
,. .. 1--
······ ··-· P = 8 (Gll) -·-
"" 
,. .. 
-·-
5 -1 -o.5 ..... 0.5 1 1 5 
Figure 19c- Solutions numériques de l'équation de convection-diffusion 
avec la méthode de Galerkin pour P = 8 
1.5 
Il 
\ --+-EQD_Galerkin 
\ ····13-····Gll_Galerkin -
~ " 6 8 10 1~ 
·· .. ~
0.5 
t 
!!!. 0 J 
-o.5 
. ~ D·························--~------····-·1:!:11 
-1 
-1.5 
OrdNP 
Figure 19d- Évolution de l'erreur pour les points EQD et les points de GLL 
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b- Méthode de Petrov-Galer/cin: 
... 
4 
-Exacte ,. .. 
-
---------- p = 1 
~--P:o2 9;5 
/J ,. .. 
.... !/ 
--
.J 
1 5 -1 -0.5 
"' .. ~ 0.5 1 1 5 
x 
Figure 20a- Solutions numériques de l'équation de convection-diffusion 
avec la méthode de Petrov-Galerkin pour P = l et P = 2 
.. 
·-
Exacte -0:'" 
-
··········· p = 4 (EQO) .w 
- P =4(GLL) -o.e 1 
_ft .... 
-· 1 
".2-
../ 
1 5 -1 -0.5 ,. .. 0.5 1 1 5 
x 
Figure 20b- Solutions numériques de 1' équation de convection-diffusion 
avec la méthode de Petrov-Galerkin pour P = 4 
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0~----~------------~----~----~----~ 
2 4 6 8 10 1~ 
-0.05 -1----=-------~--...::_ __ _:_:: __ ---l 
-0.1·~--------------------1 
- - - • - EQD Petrov-Galerttin 
w_t: -0.15 -1--------- - -
----G--··GLL_Petrov-Galerttin 
8' -0.2 ..._----~------------------1 
.... -, 
-0.25 -1----'~,--_-... --... , ,..~A-:.=..:.·.=..:...:-_=.: __ -:.= ___ =-=_~-= ..'-'-.:.= ..:....::~M.,:;.T . ........ ~-=j:riJ----1 
'- ... .r:J·········· -0.3~--~-~··=··=··=---~--~-L------------~ 
-0.35 .1.----------------------------------------l 
OrdNP 
Figure 20c- Évolution de l'erreur pour les points EQD et les points de GLL 
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MEmODE llo : Pe = 1000. Pee, = 50 et h = 0.2 
a- Méthode de Galerkin: 
~ 
. 
EJCaçte --{);A 
- P=4(EQD) 
- ----------- P=4 (GLL) ".e 
"'" 
-· 
"" 
A A • 
-. A A: 
.. AJ\J\1. l/\1 1n 
5 -W -0.5 . '! ~· :., r :1 1 
"" 
0.5 ~ ; 5 
. ~ 
-·- ; 
A 
lC 
Figure 21a- Solutions numériques de l'équation de convection-diffusion 
avec la méthode de Galerkin pour P = 4 
.. 
• 
r- Exacte -o-'" 
·-
r-
p--a (EQD) " ., 
----------- P=8 (GLL) 
" 
1 
''"' 
a 
.... !\A: 
5 -1 -0.5 0.5 ~'!~' 1 
"" 
~ - . 1 5 
" 
lC 
Figure 21b- Solutions numériques de l'équation de convection-diffusion 
avec la méthode de Galerkin pour P=8 
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... 
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-Exacte , ... 1-
-·-
-P=12(EQD) 
r- ·-·--··--- P=12 (GLL) ,. ... 
---
"' 
...... 
, ..... 
1 5 -1 -0.5 
"'"' 
0.5 1 1 5 
---
x 
Figure 21c- Solutions numériques de l'équation de convection-diffusion 
avec la méthode de Galerkin pour P = 12 
0.5 r----------------------, 
5 10 15 
'E" -0.5 
!:!!. _1 +----r!!F"oo.o::--------· · 0 · ·EQD_Galerkin J GLL_Galerkin 
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-2.5 ......._ _________________ _.. 
Ord.,.P 
Figure 2ld- Évolution de l'erreur pour les points EQD et les points de GLL 
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b- Méthode de Petrov-Galerlcin: 
.. 
·-
• 
-Exacte 
.... . 
-
----- ·P=1 . 
. 
.. ~ 
. 
. 
" 
. 
-· 
. 
,. .. 
-·- . . 
. ,. 
. 
5 -1 -0.5 ,. .. 0.5 1 1 5 
x 
Figure 22a- Solutions numériques de l'équation de convection-diffusion 
avec la méthode de Petrov-Galerkin pour P = 1 
. ., 
• 
-Exacte 
r---- .......... P=2 0." 
.... 
,. .... 
0/' :/ 
,. 
··' 
- 5 -1 -0.5 ,.., 0.5 1 5 
x 
Figure 22b- Solutions numériques de l'équation de convection-diffusion 
avec la méthode de Petrov-Galerkin pour P = 2 
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Figure 22c- Évolution de l'erreur pour les points EQD et les points de GLL 
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En analysant les figures 18, 19 et 21 on peut constater un certain avantage d'utiliser les 
méthodes hp plutôt que les méthodes h. On voit très bien que même en utilisant une 
formulation de Galerkin, en augmentant l'ordre d'interpolation, on parvient quand même 
à réduire énormément les oscillations de la solution numériques et on voit également 
que la convergence est très bonne. D'autre part une méthode h s'avère peu efficace à 
réduire les oscillations (figure 18). Toutefois, on constate que le choix des points 
d'interpolation n'est pas important pour ce genre de problème. En effet, les points GLL 
ne présentent pas un avantage remarqué par rapport aux points équidistants et seule 
l'augmentation de l'ordre d'interpolation aide à réduire les oscillations. Pour ce qui est 
de la formulation de Petrov-Galerkin (figures 20 et 22), ni le choix des points 
d'interpolation, ni l'augmentation de l'ordre n'ont d'effet sur la qualité de la solution 
numérique. On voit que la solution numérique est toujours diftùsive comparée à la 
solution exacte. L'augmentation de l'ordre n'aide pas à améliorer la solution et l'erreur 
reste à peu près la même à partir de l'ordre 2 (figures 20c et 22c), et ce pour les deux 
types de points d'interpolation. 
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N.B: Le programme utilisé pour résoudre le problème de convection-diffusion se trouve 
à l'annexe 1. 
3.8.3 Équations de Navier-Stokes 
Maintenant que les techniques de stabilisation SUPG et GLS sont introduites, on peut 
passer à la généralisation des ces méthodes aux équations de Navier-Stokes. 
3.8.3.1 Méthode de stabilisation SUPG 
Selon la méthode SUPG, les formulations variationnelles faibles de type Galerkin, sous 
forme vectorielle (3.29a) et sous fonne quasilinéaire(3.29b) sont remplacées 
respectivement par les formulations variationnelles faibles sous fonne vectorielle et 
quasilinéaire suivantes: 
J {W. [A0V + F~~nv (V) -~]+W .. [F~~ (V)]} dO 
,1 '·' ·' '·' 
0 
+ ~ J {(A~. W.~ [A V + F~~'"'(V) -F~if/ (V)-~ J} dOe ~ 1 ·' 0 ,1 '·' '·' 
(3.40) 
J {w. [A0v_, +A; v,; -:1] +W.r [KifvJl dO 
n 
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+ ~ J { (A~ • W . ) T [A0V + A. V . - (K .. V . ) V . - ~] } dD.e 1 ,1 .t 1 ,1 1) J J 
e ne 
(3.41) 
- -1 ! =Ao ! (3.42) 
Rappelons que dans le cas des variables conservatives, V = ( p, U, E ) ' et la matrice Ao 
devient 1' identité. Par conséquent, la matrice ! se réduit à la matrice ! correspondant 
aux variables conservatives V. 
La formulation variationnelle ci-dessus se distingue par deux propriétés importantes : 
• C'est une méthode de résidus pondérés au sens qu'une solution exacte régulière du 
problème physique original reste encore une solution du problème variationnel. Ceci 
assure, non seulement une bonne précision de 1' approximation mais, aussi une stabilité 
spatio-temporelle. 
• La stabilité est assurée grâce au terme elliptique : 
L f dne {(A~. W -) i F~0nv(V) } 1 ,1 = 1 (3.43) 
e 
en écriture vectorielle ou 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
101 
(3.44) 
en écriture quasi-linéaire. 
3.8.3.2 Méthode de stabilisatioa GLS 
Selon la méthode GLS, les formulations variationnelles faibles sous forme vectorielle et 
quasilinéaire s'écrivent : 
J{ W.[ A0 v,, + F:"'(V) -:1 l + w.i .[F;r (V)]} aD 
0 
I {[A~.W .+ {K .. V .) ] T [A0V + F~~nv(V)- F~i//(V)-3]} dne ' ·' ~ IJ J ,j ,t '·' '·' 
e oe 
(3.45) 
3.8.4 Défmitioa de T 
La stabilité dépend énormément de la structure de la matrice de stabilisation ! . Le 
choix de cette matrice est alors fondamental pour le bon comportement des méthodes 
stabilisation. Ce choix peut être établi selon les critères suivants : 
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• ! est une matrice pleine de même dimension que les matrices A; . 
• Les éléments de ! ont la dimension du temps. 
• ! est une quantité locale dépendant de la géométrie de l'élément. 
• ! doit se réduire à un scalaire donné par (3.38) dans le cas d'une équation scalaire 
unidimensionnelle. 
A.Soulaïmani et M. Fortin [5) ont proposé et validé numériquement la définition de la 
matrice ! telle que : 
(3.46) 
où cij = ô{; sont les coefficients de l'inverse de la matrice jacobienne de transformation 
ÔXj 
géométrique. 
Dans le cas d'un système d'équations unidimensionnelles, on a: 
ôÇ 2 C··=c=-=-
IJ ôx h 
où h est la taille de l'élément, et la matrice ! donnée par (3.46) se réduit à: 
(3.47) 
La matrice ! telle que définie par (3.46) vérifie bien les critères énumérés 
précédemment. En particulier, cette matrice se réduit bien à l'expression (3.47) dans le 
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cas d'un système d'équations unidimensionnelles et au scalaire donné par (3.38) dans le 
cas d'une équation scalaire unidimensionnelle. 
3.9 Résultats 
Pour validér l'élément de paroi Log-Lin, on a commencé par un test simple d'un 
écoulement sur une plaque plane et sans gradient de pression adverse à un nombre de 
Reynolds modéré de Re = 200 000. 
Les calculs on été dffectués sur un maillage de 104864 éléments : 
• Dans la région de la paroi, on a 903 éléments prismatiques de taille h = 0.005 
• Dans le reste du domaine, on a 103961 éléments tétraédriques. 
Le nombre de nœuds total est 27360. 
La solution obtenue est donnée dans la figure 23 par le profil de vitesse à une section se 
trouvant au milieu de la plaque. 
À cette section la vitesse de frottement calculée est u• = 0.0602. On constate une très 
bonne résolution car la vitesse à la hauteur h (qui correspond au premier point à partir de 
la surface solide) coïncide bien avec la courbe de spalding. Donc le comportement Log-
Lin est assuré dans la région de la paroi. Au delà de h on retrouve un comportement de 
couche limite où la vitesse u se raprocbe de Uoo. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
25 
20 
u+ 
0.01 0.1 1 
········--Numérique 
--Spalding 
10 
y+ 
100 1000 10000 
Figure 23- Profil de vitesse sur plaque plane à Re = 200 000 
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CONCLUSION 
En résumé, Les méthodes d'ordre élevé avec une discrétisation spectrale présentent un 
outil numérique important qui peut être utilisé pour la modélisation des écoulement 
rapides. 
Non seulement elles sont faciles à implémenter, mais aussi elles se sont révélées très 
précises et d'une grande performance à représenter fidèlement les zones d'oscillations et 
d'instabilités. Ainsi, couplées avec l'élément de paroi Log-Lin déjà mis au point, on 
pourrait s'attendre à des résultats importants quant à la modélisation des phénomènes de 
séparation dans le cas d'un gradient de pression adverse. Aussi, l'étude numérique de 
l'équation de convection diffusion révèle l'intérêt d'utiliser ces méthodes dans le but 
d'obtenir de meilleures solutions numériques et qui sont stables dans le cas 
d'écoulements rapides où la convection devient dominante. 
Les objectifs fixés ont été accomplis. On a effectués tous les tests concernant la 
performance des méthodes spectrales p. Un élément de paroi Log-Lin est devellopé. On 
a mis en œuvre un maillage 3D hybride (prisme 1 tétraèdre) pour un cas test 
d'écoulement sur plaque plane ainsi qu'une bibliothèques de routines nécessaires pour 
implémenter les méthodes spectrales. 
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RECOMMANDATIONS 
Tous les outils nécessaires pour commencer les simulations sans déjà implémentés. 
Pour commencer, à court terme, on peut déjà étendre les tests sur plaque plane sans 
gradient de pression à des nombres de Reynolds (Re) élevés afin de bien mettre en 
évidence l'avantage de l'élément Log-Lin. Ensuite on pourrait coupler l'élément Log-
Lin avec une correction spectrale pour voir l'effet de cette dernière dans le cas d'un 
écoulement sur une plaque plane avec un gradient de pression adverse. 
Pour ce qui est des travaux futures à long terme, on recommande une généralisation pour 
des cas pratiques. Entre autres, les écoulements rapides sur des surfaces courbées 
comme les ailes d'avions. 
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ANNEXEI 
LISTE DES ROUTINES 
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La routine gui ealeule le résidu élémentaire : 
subroutine residu_ spec(iel,icode,ctl,ineiO,idleO, vcore, vpree, vdle, vdlev, vfe) 
c=================================================== 
use global_ data,only : P ,ndleS,ppp,npgz,ipg,inelc,ndim, 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 
implicit none 
ichoc,lao,ku 1 ,ku2,ku3, 
kenr,knut,kpok, vniL, vniS, wpg, 
vj, vj 1 ,detj, 
vden,qm 1 ,qrn2,qm3, venr, visco, vtem, vpres, 
veloc 1, veloc2, veloc3,denx,deny,denz, 
u1x,u1y,u1z,u2x,u2y,u2z,u3x,u3y,u3z, 
prex,prey,prez,temx,temy,temz,v1x,v1y,v1z, 
v2x, v2y, v2z, v3x, v3y, v3z,enrx,enry,enrz, 
vnutx, vnuty, vnutz,dens,u 1 ,u2,u3,enrg, vnut,pres, 
temp,v1,v2,v3,divu,divv,vonl,von2,von3, 
von,vv,uu,vmua,fadv,fstabx,fstaby,fstabz, 
gradx,grady,gradz, vnigL, vnigS, 
voL, vnS, vnixL, vnixS, vniyL, vniyS, vnizl., vnizS, 
a 1 ,a2,a3,h 1 ,h2,h3,tau, 
gu, vel,hel,dc,cocf,gama. 
gama 1 ,ren,prdl,prdt, 
zero,un,deux,ttois,quatre,deuti,eps 1, 
vzeta. vzint 
rea~parameter :: dist= 0.0001d0 
real*B vites,denss, vmul, vnu(3),uet(3) 
integer ij,k,iiJj,kk,l~mm,nn,pp,ip,ik,i 1 ,iel,iii, 
& ipp l,ipp2,LL 1 ,LL2,ss l,ss2, icode,inelO,idleO 
real*B vdent(inelc ),qm 1 t(ppp ),qm2t(inelc ),qm3t(inelc ), 
& venn(inelc ), viscot(inelc ), vcore( 18), vdle(ndleS) 
& , vfe(ndleS),dpas,ctl,cel, zl4 
reai*B denst,u 1 t,u2t,u3t,enrgt, vnutt, vpree(*) 
reai*B s1,s2,vmut, 
& sig 11 ,sig 12,sig 13,sig21 ,sig22,sig23,sig31 ,sig32,sig33, 
& beat 1 ,heat2,heat3 
real*B tausc, vnume,sigma, vdeno,dct,relax,cb 1 ,cb2, vkr 
real*B vfes(ndleS),fdifl (S),fdit2(S),fdifJ(S) 
real*8 vdlev(ndleS), eps 
data cb I/0.13SSdO/, cb210.622d0/, vkr/0.4ld0/ 
deuti = deux/trois 
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sigma=deuti 
eps= l.d-16 
eps 1 = l.d-06 
ichoc: =2 
Rlax= vpree(8) 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
it{icode.eq.l )theo 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
inel0=6 
idle0=36 
Rtum 
endif 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
if{icode.eq.2)then 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
c-- Les positions des pts d interpolation 
cali glob(P,vzint) 
c 
c-- Les vecteurs poids et les positions des points d integration 
cali gauss(npgz,vzeta) 
cali poids _gauss( wpg, vzeta,npgz,ipg) 
c 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
kro = (/1, 1 +(S+P), 1 +2*(S+P), 1 +3*(S+P), 7+3*(S+P), 13+3*(S+P)/) 
If (p.eq.l) theo 
kul (1 :6)=(/2,2+(S+P),2+ 2*(S+P),2+ 3 *(S+P),8+3*(S+P), 14+3*(S+P)/) 
Endif 
if (p.ne.l) theo 
kul(l:3)=(/2,2+(S+P),2+2*(S+P)/) 
pp=O 
doj =2, P 
kul(4+pp) = l+j 
kul(S+pp) = l+j+(S+P) 
kul(6+pp) = l+j+2*(S+P) 
pp=;pp+3 
enddo 
kul(ppp-2:ppp)= (/2+3*(S+P),8+3*(S+P), l4+3*(S+P)I) 
Endif 
ku2 = (/2+P,2+P+(S+P),2+P+2*(S+P),8+P+2*(S+P), 
& 14+P+2*(5+P),20+P+2*(S+P)I) 
ku3 = (/3+P,3+P+(S+P),3+P+2*(S+P),9+P+2*(S+P), 
& IS+P+2*(S+P),21+P+2*(S+P)I) 
kenr= (/4+P,4+P+(S+P),4+P+2*(S+P), l O+P+ 2*(S+P), 
& 16+P+2*(S+P),22+P+2*(S+P)I) 
knut= (/S+P,S+P+(S+P),S+P+2*(S+P), Il +P+2*(S+P), 
& 17+P+2*(5+P),23+P+2*(S+P)/) 
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if (P .eq.l) tben 
do i=l,inelc 
do j= 1 ,inelc 
kpok(j+(i-1 )*(P+S))= i+(j-1 )*6 
enddo 
enddo 
else 
do i=l, inelc 
if(i.le.3) theo 
doj=I,P+S 
if(j.lt3) kpok(j+(i-l)*(P+S))= i+(j-1)*6 
if((j.ge.3).and.(j.lt.P+2)) kpok(j+(i-l)*(P+S))= i+(j-3)*3+9 
if (j.ge.P+2) kpok(j+(i-1 )*(P+S))= i+ 3+(2+P)*3+(j-P-2)*6 
enddo 
else 
doj=l, 6 
if(j.eq.l) kpok(j+(i-4)*6+3*(P+S))= i 
if(j.eq.2) kpok(j+(i-4)*6+3*(P+S))= i+J•P+3 
if(j.eq.3) kpok(j+(i-4)•6+3*(P+S))= i+J•P+9 
if(j.eq.4) kpok(j+(i-4)•6+3*(P+S))= i+J•P+IS 
if(j.eq.S) kpok(j+(i-4)•6+3*(P+S))= i+J•P+21 
if(j.eq.6) kpok(j+(i-4)•6+3•(P+S))= i+J•P+27 
enddo 
endif 
enddo 
endif 
retwn 
endif 
c=================PROPRŒITESDUFLUIDE============== 
gama = vpree(2) 
gama 1 = gama - un 
ren = vpree( 1) 
prdl = vpree(3) 
prdt =0.9d0 
le========== VARIABLES PHYSIQUES======== 
c 
DO i=l,inelc 
c-Extraction des degrés de libérté 
c 
ii= kro(i) 
.ü = ku2(i) 
kk= ku3(i) 
Il= kenr(i) 
mm = knut(i) 
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c-Density 
vden(i) = vdle(ii) 
vdenl(i)= vdlev(ii) 
c-Momentum in x (Enrichie) 
ç 
if(i.le.3) theo 
nn=kul(i) 
qml(i) = vdle(nn) 
qmll(i) = vdlev(nn) 
if(p.ne.l) theo 
pp=O 
doj=2,P 
qml(i+3+pp) = vdle(kul(i+3+pp)) 
qmlt(i+3+pp) = vdlev(kul(i+3+pp)) 
pp--pp+3 
enddo 
endif 
endif 
if(i.gt.3) theo 
nn=kul(i-3+3*P) 
qml(i-3+3*P)=vdle(nn) 
qmll(i-3+3*P) = vdlev(nn) 
eodif 
c-Momentum in y and z 
qm2(i) = vdle(ü) 
qm2t(i) = vdlev(Ü) 
qm3(i) = vdle(kk) 
qm31(i) = vdlev(kk) 
ç 
c-Energy 
ç 
venr(i) = vdle(ll) 
venrt(i)= vdlev(U) 
c-Kinematic turbulent visc:osity 
visco(i) = vdle(mm) 
viscot(i)= vdlev(mm) 
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c-Temperature 
if{i.le.3) tben 
gu= qml{i)*qml{i) + qm2{i)*qm2{i) + qm3{i)*qm3{i) 
if (p.ne.l) theo 
pp=O 
doj=2, p 
gu= gu+ qml{i+J+pp)*qml{i+J+pp) 
pp--pp+J 
enddo 
endif 
endif 
if {i.gt.J) tben 
gu = qm l{i-3+ 3*P)*qm 1 {i-3+ 3 *P)+qm2{i)*qm2(i)+qm3{i)*qm3(i) 
end if 
c--
vtem{i) = (venr(i)- gu/{2.0*vden(i)))/vden(i) 
c-- Pressure 
vpres(i)= gamal*vden{i)*vtem(i) 
c 
c-- Velocity in x (Enrichie) 
c 
if{i.le.J) tben 
velocl(i) = qml(i)lvden(i) 
if (p.ne.l) tben 
pp=O 
doj=2, P 
velocl{i+J+pp) = qml(i+3+pp)lvden{i) 
pp--pp+3 
enddo 
end if 
endif 
if(i.gt.J) velocl(i-3+3*P) = qml(i-3+3*P)Ivden(i) 
c-- Velocity in y and z direction 
veloc2(i) = qm2{i)lvden(i) 
velocJ{i) = qm3(i)lvden(i) 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
ENDOO ! Fin de la boucle sur les noeuds 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c-- update friction velocity 
do i=l, inelc 
if(i.gt.3) tben 
vites= sqrt{velocl(i)**2.d0 + veloc2(i)**2.d0 + veloc3(i)**2.d0) 
denss = vden(i) 
vmul = vtem{i)**(O. 76d0) 
vnu(i-3) = visco(i) 
if{ vites.gt.eps 1 )then 
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caU wall fimction(2,vites,denss,vmul,vnu(i-3),ren, 
& - dist,iel,70,10,uel(i-3)) 
endif 
endif 
enddo 
c:====================================================== 
cali shape _prisme (uet,dist, vnut) 
11 ~ .. :========== INITIALISATION========= 
c 
c 
DO i= 1 ,ndleS 
vfes(i)= O.dO 
vfe(i) = O.dO 
END DO 
c•••••••••••• BOUCLE SUR LES POINTS D lNTEGRA TION ••••••••••••••• 
c 
LLI=O 
LL2=0 
ssi=O 
ss2=0 
ippl =0 
ipp2=0 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
DO ip= l,ipg 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
c 
LLI= 7+ippl 
LL2= 24+ipp 1 
551 = 1 +ppp+ipp2 
ss2= 4*ppp+ipp2 
c= Matrice jacobienne, son determinant et son inverse = 
c 
cali jacob( vniL(LL 1: LL2), vcore,ndim,inelc:, vj, vj 1 ,detj) 
c-- Taille de 1 element 
c 
if{DETJ.It.O.dO)then 
write(6, *)' DETJ negatif iel=', iel 
cali flush(6) 
stop 
endif 
c: write(6, *)' DETJ=', detj 
c cali flush( 6) 
vel = detj/4 
z14= vcore(J)-vcore(l2) 
hel= (vel)**(l.dO/J.dO) 
hel= abs(hel) 
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ç writc(6,*)' HEL=', hel, vden 
ç caU tlush(6) 
ç 
c Dérivees spatiales des fonctions d interpolation Lin = 
ç 
cali dnidx(vniL(LLI:LU),vjl,ndim,inelc,vnigL) 
cali dnidx( vniS(ss 1 :ss2), vj 1 ,ndim,ppp , vnigS) 
do ik = 1 ,inelc 
vnixL(ik)= vnigL(ik) 
vniyL(ik)= vnigL{ik+inelc) 
vnizL(ik)= vnigL{ik+2*inelc) 
enddo 
do ik = l,ppp 
vnixS(ik)= vnigS(ik) 
vniyS(ik)= vnigS(ik+ppp) 
vnizS(ik)= vnigS{ik+2*ppp) 
enddo 
ç 
ç:===============SPACEDEmYATIVESOFDOF============= 
ç 
denx=O.OdO 
deny=O.OdO 
denz=O.OdO 
ulx =O.OdO 
uly =O.OdO 
ulz =O.OdO 
u2x =O.OdO 
u2y =O.OdO 
u2z =O.OdO 
u3x =O.OdO 
u3y =O.OdO 
uJz =O.OdO 
enrx=O.OdO 
enry=O.OdO 
enrz=O.OdO 
vnutx= O.OdO 
vnuty= O.OdO 
vnutz= O.OdO 
prex=O.OdO 
prey=O.OdO 
prez=O.OdO 
temx = O.OdO 
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c 
temy=O.OdO 
temz=O.OdO 
vix =O.OdO 
vly =O.OdO 
vlz =O.OdO 
v2x =O.OdO 
v2y =O.OdO 
v2z =O.OdO 
v3x =O.OdO 
v3y =O.OdO 
v3z =O.OdO 
c-SPECTRAL INTERPOLATION ( Momentum in x) 
c 
doj=l, ppp 
ulx = ulx + vnixS(j)*qml0) 
uly = uly + vniyS(j)*qml0) 
ulz = ulz + vnizS(j)*qmiO> 
vix =vix+ vnixS(j)*velociO) 
vly = vly + vniyS(j)*veloclO) 
vlz = vlz + vnizS(j)*velociO) 
End do 
c-LINEAR INTERPOLA TI ONS 
c 
c-Density 
DO k=l, inelc 
denx = denx + vnixL(k)*vden(k) 
deny = deny + vniyL(k)*vden(k) 
denz = denz + vnizL(k)*vden(k) 
Enddo 
c 
c-Momentum 
DO k=l, inelc 
u2x = u2x + vnixL(k)*qm2(k) 
u2y = u2y + vniyL(k)*qm2(k) 
u2z = u2z + vnizL(k)*qm2(k) 
u3x = u3x + vnixL(k)*qm3(k) 
u3y = u3y + vniyL(k)*qm3(k) 
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u3z - u3z + vnizL(k)*qm3(k) 
Enddo 
c 
c-Energy 
c 
DO k=l, inelc 
enrx = enrx + vnixL(k)*venr(k) 
enry = enry + vniyL(k)*venr(k) 
enrz = enrz + vnizL(k)*venr(k) 
Enddo 
c-- Kinematic turbulent visc:osity 
DO k=l, inelc 
vnutx= vnutx + vnixL(k)*visco(k) 
vnuty= vnuty + vniyL(k)*visco(k) 
vnutz= vnutz + vnizL(k)*visco(k) 
Enddo 
c 
c-Pressure 
c 
DO k=l, inelc 
prex = prex + vnixL(k)*vpres(k) 
prey= prey+ vniyL(k)*vpres(k) 
prez = prez + vnizL(Ic)*vpres(k) 
End do 
c-Temperature 
DO k=l, inelc 
temx = temx + vnixL(k)*vtem(k) 
terny = terny + vniyL(k)*vtem(k) 
temz = temz + vnizL(Ic)*vtem(k) 
End do 
c-Velocity 
DO k= 1, inelc 
v2x = v2x + vnixL(k)*veloc2(k) 
v2y = v2y + vniyL(k)*veloc2(k) 
v2z = v2z + vnizL(Ic)*veloc2(k) 
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v3x = v3x + vnixL(k)*veloc3(k) 
v3y = v3y + vniyL(k)*velocJ(k) 
v3z = v3z + vnizL(k)*velocJ(k) 
Enddo 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
c-- Divergence of velocity 
divv =vix+ v2y + v3z 
c 
c-Divergence ofmomentum 
divu = ulx + u2y + u3z 
c 
c-Vorticity 
CAS 
c 
vortl = v3y- v2z 
vort2 = vlz- v3x 
vortJ = v2x- vly 
vort = sqrt(vortl•vortl + vort2•vort2 + vortJ•vortJ) 
c:========= GRADIENT VECTORS ========= 
c 
c 
gradx( 1) = denx 
gradx(2) = ulx 
gradx(J) = u2x 
gradx(4) = uJx 
gradx(S) = enrx 
grady( 1) = deny 
grady(2) = uly 
grady(J) = u2y 
grady(4) = uJy 
grady(S) = enry 
gradz( 1) = denz 
gradz(2) = ulz 
gradz(J) = u2z 
gradz(4) = uJz 
gradz(S) = enrz 
c- Shape functions 
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c: 
DO j=l, inelc 
YDL(j) = vniL(ipp 1 +j) 
END DO 
OOj=l,ppp 
vnS(j) = vniS(ipp2+j) 
enddo 
e--
c: 
dens =zero 
denst=zero 
ul =zero 
u2 =zero 
u3 =zero 
ult =zero 
u2t =zero 
u3t =zero 
enrg =zero 
enrgt=zero 
vnut =zero 
vnutt=zero 
pres =zero 
temp=zero 
vi =zero 
v2 =zero 
v3 =zero 
c:- LINEAR INTERPOLATIONS 
DO k= 1 ,inelc: 
c: 
c:-- Density 
dens = vden(k)•vnL(k) + dens 
c: 
c:-- Momentum in y and z 
u2 = qm2(k)•vnL(k) + u2 
u3 = qm3(k)•vnL(k) + u3 
c--Energy 
enrg = venr(k)•vnL(k) + enrg 
c 
c:-- Kinematic: turbulent visc:osity 
vnut = visc:o(k)•vnL(k) + vnut 
c: 
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c-Pressure 
c 
c-Temperature 
temp = vtem(k)*vnL(k) + temp 
ç 
c-Velocity 
v2 = veloc2(k)*vnL(k) + v2 
v3 = veloc3(k)*vnL(k) + v3 
c-
ENDDO 
c 
c- SPECTRAL lNTERPOLA TI ONS ( Momentum & velocity in x) 
c 
DOk=l,ppp 
ul = qml(k)*vnS(k) + ul 
vi = velocl(k)*vnS(k) +vi 
END DO 
c-Velocity nonn 
vv = sqrt(vl*vl + v2*v2 + v3*v3) 
c- local time step 
c 
cel = gama*presldens 
if{cel.lt.O.dO)then 
write(6, *)' cel negative dans iel=',iel,pres,dens 
stop 
endif 
dpas = CFL *hell(vv+sqrt(cel) +renlhel) 
denst= zero 
ult= zero 
u2t=zero 
u3t=zero 
enrgt=zero 
vnutt=zero 
DO k= l,inelc 
denst = (vdent(k)*vnL(k))ldpas + denst 
ult = (qmlt(k)*vnS(k))ldpas + ult 
u2t = (qm2t(k)*vnL(k))ldpas + u2t 
u3t = (qm3t(k)*vnL(k))ldpas + u3t 
enrgt = (venrt(k)*vnL(k) )ldpas + enrgt 
vnutt = (viscot(k)*vnL(k))ldpas + vnutt 
enddo 
c-- Momentum norme square 
122 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
c 
c:========= INITIALISATION========== 
[)() i=l, s 
fadv(i) = O.dO 
END DO 
c:=========ADVECTION FLUX========= 
c 
cali aimat _specO 
do i=l,S 
doj=l,S 
fadv(i)= fadv(i)+ al(ij)* gradx(j) + a2(ij)* grady(j) 
& + a3(ij)* gradz(j) 
end do 
enddo 
c tau matrix calculation ========== 
it{vpree(IO).ne.zero) cali tau3d_spec(O.Od0) 
c INITIALISATION ========= 
do i=l,S ! nb d equations de NS 
fstabx(i) = O.dO 
fstaby(i) = O.dO 
fstabz(i) = O.dO 
enddo 
c STABILISATION FLUX======== 
c 
it{vpree{IO).ne.zero) then 
hl =O.OdO 
h2=0.0d0 
h3 =O.OdO 
do i=l, S 
doj=l, S 
do k=l, S 
hl(ij) = bl(ij) + al{i,k)*tau(kj) 
h2(ij) = h2(ij) + a2(i,k)*tau(kj) 
h3(ij) = b3(ij) + a3(i,k)*tau(kj) 
enddo 
enddo 
enddo 
do i=l, S 
doj=l, S 
fstabx(i) = fstabx(i) + vpree(IO)* bl(ij)*fadvG) 
fstaby(i) = fstaby(i) + vpree{ 1 0)* h2(ij)*fadv(j) 
fstabz(i) = fstabz(i) + vpree{IO)* b3(ij)*fadv(j) 
enddo 
enddo 
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endif 
e 
~r-=============SHOCKCAYnnUNGOPERATOR============= 
e 
if{vpree(9).ne.O.d0) tben 
cali shock3d_spec(fadv,icboc:) 
de = dc*vpree(9) 
if{ieboc:.eq.l) de = de*hel/2.d0 
else 
de=O.dO 
endif 
if{ de.lt.sqrt( eps ))de= uu•hel/2.d0 
e INITIALISATION========= 
e 
e 
DO i= 1, S !(nombre d equations NS) 
fdifl(i) = O.dO 
fdifl(i) = O.dO 
fdit3(i) = O.dO 
END DO 
e=========DIFFUSION FLUX========= 
e 
e Fluid viscosity augmented or not by shoc:k capt one 
vmua = ( l.dO/vpree( 1 ))*( (temp )••o. 76d0 ) 
e 
e-dynamie turbulent viscosity 
vnut = dexp(vnut) 
vmut = dens•vnut 
s 1 = vmua + vmut/ren 
s2 = vmua•(gamalvpree(3)) + (gama*vmut)l(ren•prdt) 
e sl =vmua 
e s2 = sl*(gamalvpree(3)) 
e-- Stresses 
sigll = sl*(deux*vlx- deuti*divv) 
sig22 = s t•( deux*v2y - deuti*divv) 
sig33 = s 1*{ deux•v3z - deuti*divv) 
sigl2 = st•(vly + v2x) 
sig21 = sigl2 
sigl3 = sl*{vlz + v3x) 
sig31 =sigl3 
sig23 = sl*{v2z + v3y) 
sig32 = sig23 
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c 
c-Hcattlux 
beatl = - s2*temx 
beat2 = - s2*temy 
beat3 = - sl*temz 
c-------------------------------
c 
fdifl(l) = O.OdO 
fdifl(2) =sig li 
fdifl(3) = sig21 
fdifl(4) = sig31 
fdifi(S) = sigll*vl + sigl2*v2 + sigl3•v3- heatl 
fdifl(l) = O.OdO 
fdit2(2) = sigl2 
fdifl(3) = sig22 
fdifl(4) = sig32 
fdifl(S) = sig2l*vl + sig22*v2 + sig23•v3- beat2 
fdit3(1) = O.OdO 
fdit3(2) = sigl3 
fdit3(3) = sig23 
fdit3(4) = sig33 
fdit3(5) = sig3l*vl + sig32*v2 + sig33•v3- heat3 
~~w==================RESDDUALVECTOR=================== 
coef= wpg(ip)*detj 
c-Corresponding to continuity equation 
c 
do i= 1, inelc 
vfes(i) = vfes(i) + coef-(vnL(i)*denst 
& + vnL(i)*fadv(l) 
& + vnixL(i)*fdifl(l) + vniyL(i)*fdif2(1) + vnizL(i)*fditJ(I)) 
& +coef-( 
& vnixL(i)*fstabx(l) + vniyL(i)*fstaby(l) + vnizL(i)*fstabz(l)) 
& + coef-dc*( 
& vnixL(i)*gradx(l) + vniyL(i)*grady(l) + vnizL(i)*gradz(l)) 
Enddo 
c-Corresponding to x direction momentum equation 
do i=l, ppp 
vfes(i+6) = vfes(i+6) + coef*(vnS(i)•ult 
& + vnS(i)*fadv(2) 
& + vnixS(i)*fdifl(2) + vniyS(i)*fdif2(2) + vnizS(i)*fdit3(2)) 
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& +coef-( 
& vnixS(i)*fstabx(2) + vniyS(i)*fstaby(2) + vnizS(i)*fstabz(2)) 
& + coef-de*( 
& vnixS(i)*gradx(2) + vniyS(i)*grady(2) + vnizS(i)*gradz(2)) 
Enddo 
c 
c-Corresponding to y direction momentum equation 
c 
do i=1,inelc 
vfes(i+6+ppp) = vfes(i+ 6 +ppp)+ coef-(vnL(i)*u2t 
& + vnL(i)*fadv(3) 
& + vnixL(i)*fdifl(3) + vniyL(i)*fdifl(3) + vnizL(i)*fdif3(3)) 
& +coef-( 
& vnixL(i)*fstabx(3) + vniyL(i)*fstaby(3) + vnizL(i)*fstabz(3)) 
& + coef-dc*( 
& vnixL(i)*gradx(3) + vniyL(i)*grady(3) + vnizL(i)*gradz(3)) 
Enddo 
c-Corresponding to z direction momentum equation 
c 
do i= 1, inelc 
vfes(i+12+ppp) = vfes(i+12+ppp) + coef-(vnL(i)*u3t 
& + vnL(i)*fadv(4) 
& + vnixL(i)*fdifl(4) + vniyL(i)*fdit2(4) + vnizL(i)*fdif3(4)) 
& +coef-( 
& vnixL(i)*fstabx(4) + vniyL(i)*fstaby(4) + vnizL(i)*fstabz(4)) 
& + coet"-dc•( 
& vnixL(i)*gradx(4) + vniyL(i)*grady(4) + vnizL(i)*gradz(4)) 
Enddo 
c-- Corresponding to energy equation 
do i= 1, inelc 
vfes(i+18+ppp) = vfes(i+IB+ppp) + coef-(vnL(i)*enrgt 
& + vnL(i)*fadv(S} 
& + vnixL(i)•fdifi(S) + vniyL(i}*fdit2(5) + vnizL(i}*fdifJ(S)) 
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& +coef*( 
& vnixL(i)*fstabx(S) + vniyL(i)*fstaby(S) + vnizL(i)*fstabz(S)) 
& + coef*dc:*( 
& vnixL(i)*gradx(S) + vniyL(i)*grady(S) + vnizL(i)*gradz(S)) 
Enddo 
c:••······························································ 
c--Correspooding kinematic: turbulent viscosity equation 
c 
c-- tau for stabilizatioo 
tausc= (2.dO*vvlbel)**2 + (4*vnutl(reo*hel*bel))**2 
tausc= 1/ sqrt(tausc) 
c:-- dc:t for c:hoc:k c:apturing 
c: 
c 
c 
c: 
vnume = v1*vnutx + v2*vnuty + v3*vnutz 
&. -cbl*vort 
&. - ((l.dO+c:b2)/(sigma*ren))•vnut• 
&. (vnutx•vnutx + vnuty*vnuty + vnutz•vnutz) 
vnume = (bel/2.dO)*abs(vnume) 
vdeoo = sqrt( vnutx•vnutx T vnuty•vnuty + vnutz•vnutz ) 
if{vdeno.le.eps 1 )theo 
dc:t=O.dO 
else 
dc:t = vpree(9)*(vnumelvdeno) + relax*(hel*vv/2.d0) 
endif 
if{dcLILeps1)dct= hel*vv/2.d0 
dc:t= O.dO 
do i= 1, inelc: 
vfes(i+24+ppp) = vfes(i+24+ppp) + 
&. c:oef*vnL(i)*(vnutt + vl*vnutx + v2*vnuty + v3*vnutz) 
&. + coef*(uolsigma)*(vnut/ren+dc:t)* 
&. (vnixL(i)*vnutx + vniyL(i)*vnuty + vnizL(i)*vnutz) 
&. - c:b t•c:oef*vnL(i)*vort 
&. - c:oef*((l.OdO+c:b2)/(sigma*ren))*vnL(i)* 
&. (vnutx•vnutx+vnuty*vnuty + vnutz•vnutz)*vnut 
c-- Stabilisation 
c if{vpree(10).ne.zero)theo 
c 
c vfes(i+24+ppp) = vfes(i+24+ppp) + 
c: 
c: & c:oef*(vnixL(i)*vl+vniyL(i)*v2+vnizL(i)*v3)* 
c & tausc*( v1*vnutx + v2*vnuty + v3*vnutz) 
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c 
ç Endif 
c--add GLS stabilization 
if{vprec( 1 O).ne.zero )then 
vfes(i+24+ppp) = vfes(i+24+ppp) + 
& coet-(vnixL(i)•v 1 +vniyL(i)•v2+vnizL(i)•v3 
& -(( l.dO+cb2)1(sigma•ren))•( vnutx•vnixL(i)+vnuty•vniyL(i)+ 
& vnutz•vnizL(i)))• 
& tausc•( vl•vnutx + v2•vnuty + v3•vnutz- cbl•vort 
& -((l.dO+cb2)1(sigma•ren))•vnut• 
& (vnutx•vnutx+vnuty•vnuty+vnutz•vnutz)) 
Endif 
Enddo 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
ippl= ippl+24 
ipp2= ipp2+ 4•ppp 
Enddo 
1 'w:====== Reorder the residual vectors into vector vfe ====== 
c 
do i= l,ndleS 
iii = kpok(i) 
vfe(i) = - vfes(iii) 
enddo 
end 
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La routine oour résoudre J'équation de Helmoltz: 
PROGRAM Helmoltz 
IMPLICIT NONE 
REAL *8 :: Ut, TKP, PLN, bp,hpi, Pl 
REAL*S :: ZETA, ZINT, ERR, du. li 
REAL*S, PARAMETER :: lambda2= l.OdO 
INTEGER :: 1, J, K, S, L, NPOL, P, IPG 
REAL*S,DIMENSION(:), POINTER:: VZETA,VZEQ, 
& WPG,F,U,C,Ul 
REAL *8 :: sanai(0:49), VZ(0:49) 
REAL *S,DIMENSION(:,:), POINTER:: A, M 
Pl =4.0d0*DATAN(I.Od0) 
!--
OPEN(UNIT=ll ,FILE="exacte.txt" ,STA TUS="UNKNOWN") 
OPEN(UNIT=l OO,FILE="num.txt",STA TUS="UNKNOWN") 
OPEN(UNIT=200,FILE="err.txt",STA TUS="UNKNOWN") 
!-----------------------------
P=2 
DO WHILE(P.LE.20) 
IPG=P 
ALLOCA TE(U(O:P),C(O:P),A(O:P,O:P),M(O:P,O:P),F(O:P)) 
ALLOCA TE(VZETA(O:IPG), WPG(I :IPG)) 
ALLOCA TE(VZEQ(O:P)) 
ALLOCA TE(U 1 (1 :IPG)) 
!------------·-----------------
!-CALCUL DES POINTS D INTERPOLATION EQUIDISTANTS ENZ : 
VZEQ=O.OdO 
DOk=O, p 
VZEQ(k)= -l.OdO + k*(2.0d0/REAL(P)) 
END DO 
! LES COORDONNES ET LES POIDS DES POINTS D INTEGRATION 
(POINTS DE GAUSS) 
VZETA=O.OdO 
CALL GAUSS(IPG,VZETA) 
WPG=O.OdO 
CALL POIDS_ GAUSS(WPG, VZET A,IPG) 
! LAGRANGE----·------------
!--POINTS DE COLLOCATION DE GAUSS-LOBA TTO-LEGENDRE --
!---
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! 
!-LA MATRICE M 
M=O.OdO 
F=O.OdO 
C=O.OdO 
U=O.OdO 
DO 1=1, IPG 
!---
ZETA= VZETA(I) 
DOJ=O, p 
DOK=O,P 
M(J,K)= M(J,K) + WPG(I)* (- hpi(ZETA,J,P,VZEQ)*bpi(ZETA,K,P,VZEQ) 
& -lambda2*hp(ZETA, VZEQ(J),P,VZEQ)*hp(ZETA,VZEQ(K),P,VZEQ)) 
END DO 
END DO 
!-LE VECTEUR F 
DOJ=O,P 
F(J)= F(J) - WPG(I)*(Iambda2+PI .. 2)*dsin(PI*ZET A) 
& *hp(ZET A, VZEQ(J),P, VZEQ) 
END DO 
!-
ENDDO ! FIN DE LA BOUCLE SUR LES POINTS D INTEGRATION 
CALL LU(M(l:P-l,l:P-l),F(l:P-l),P-l,C(l:P-1)) ! Resolution 
!-----------------------------! LA SOLUTION EXACTE CALCULEE AUX POINTS DE COLLOCATION 
! DE GAUSS-LEGENDRE LOBA TTO 
C(O)=O.OdO 
C(P)=O.OdO 
DOJ=O, p 
ZINT= VZEQ(J) 
WRITE(lOO,'(lX,lE15.6,1X,lE15.6)')ZINT,C(J) 
END DO 
WRITE(l 00,'(/1)') 
!--------------------------------! CALCUL DEL ERREUR 
Ul=O.OdO 
DOK= l,IPG 
DOJ=O, P 
Ul(K)= Ul(K) + C(J)*hp(VZETA(K),VZEQ(J),P,VZEQ) 
END DO 
END DO 
ERR=O.OdO 
DOK=l,IPG 
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ERR= ERR+ WPG(K)•(dsin(PI*VZETA(K)) • Ul(K))•*2 
ENDOO 
ERR= DSQRT(ERR) 
WRITE(200,'(1X,li2,1X,lEIS.6)')P,ERR 
ERR=O.OdO 
DEALLOCATE(U,C,A,M,F,VZEQ,VZETA,WPG,Ul) 
P=P+2 
ENDOO 
! LA SOLUTION EXACTE AUX POINTS D INTERPOLATION !-----------------------------------001=0,49 
VZ(I)= -l.OdO + I•(2.0dOIREAL(49)) 
ENDOO 
001=0,49 
WRITE(ll,'(lX,IEIS.6,lX,IEIS.6)')VZ(I),(-l.OdO+VZ(I)**2) 
ENDOO 
WRITE(ll,'(/1)') 
!================================================= 
END ! fin du programme 
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La routine oour résoudre l'équatioa de coavectioa-diffusioa : 
PROGRAM stab 
INTEGERP,Pl 
REAL•B, PARAMETER :: xO = -l.OdO.xf= l.OdO 
REAL •s xi,a,h,PI,ZET A.coef,dx,hp,ERR.Ut 
REAL •s nuet,ploc:,ksi,tau 
INTEGER nx,nelt,ij,ii,il ,i2,i3,r,s,k, 
& ie,ss 1 ,ssl,LL I,LL2,ipp l,ipp2,IPG 
REAL•B vj,vjl,detj 
REAL •s VZ(0:49) 
REAL•B, DIMENSION(:), POINTER:: XR,CR,vnigl,vnig2 
REAL•B, DIMENSION(:), POINTER:: VZINT,VNS,VNGI,VNG2 
REAL•B, DIMENSION(:), POINTER:: VZE,WP,VZETA.WPG,UI 
REAL •s. DIMENSION( : ), POINTER :: VNIL, VNIS, C,CRR,F 
REAL •s, DIMENSION(:,:), POINTER :: COORD, VCORE,vke, vkp 
INTEGER, DIMENSION(:,:), POINTER:: CONNEC 
c-----------------------------REAL•s ,PARAMETER :: phiO=O.OdO, phil=l.OdO 
REAL•S ,PARAMETER :: nu=l0e-2,vit=IO.Od0 
e-----------------------------PI = 4.0d0•DAT AN(I.OdO) 
print•," Entrer la taille de 1 élément " 
read•, b 
print•. n Entrer lordre d interpolation " 
read•, p 
Pl =P+I 
nx= int((xf-xO)Ih)+ 1 
nelt= nx-1 
c------------------------------
c print• ,' Le nombre de noeuds total = ', nx 
c print• ,' Le nombre d éléments total = ', nelt 
c-----------------------------ALLOCA TE(VZINT(O:P),vkp(O:P ,O:P),XR( 1 :P),CR(O:P)) 
ALLOCA TE(VNS(O:P), VNG l(O:P). VNG2(0:P), vnigl(O:P), vnig2(0:P)) 
ALLOCA TE(COORD(nx,2),CONNEC(nelt,3), VCORE(NELT ,2)) 
ALLOCATE(vke(O:nelt•P,O:nett•P),C(O:nelt•P),CRR(O:nelt•P),F(O:nelt•P)) 
c:-----------------------------OPEN(UNIT= 1 O,FILE="num l.txt" ,STA nJS="UNKNOWN") 
OPEN(UNIT=ll ,FILE="anal.txt",STA TUS="UNKNOWN") 
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c: 
c: CRÉATION DU MAILLAGE 
l-
e 
c:- La table de coordonnées 
c:----·-------------
OOi=l, nx 
COORD(i, 1 )= i 
COORD(i,2)= -I.OdO+h*(i-1) 
ENDOO 
c: print• '"" 
c: print•," LAT ABLE DES COORDONNÉES 
c: print•, "" 
c: print• ,(COORD(i,2),i= 1 ,nx) 
c: print• '"" 
c:- La table des c:onnéctivités 
c:------------------
00 i=l, nelt 
CONNEC(i, 1 )= i 
CONNEC(i,2)= i 
CONNEC(i,J)= i + 1 
ENDOO 
c: print•' "" 
c: print*," LAT ABLE DES CONNÉCTIVITÉS 
c: print•' "" 
c: print• ,(CONNEC(i,2),CONNEC(i,3),i= 1 ,ne1t) 
c: print*,"" 
" 
c::====================================================== 
c: ÉVALUER LES FONCTIONS D INTERPOLATION & LEURS DÉRIVÉES 
c: AUX POINTS D INTEGRATION 
c::====================================================== 
c: 
c::----------------------------------
PRINT(/1)' 
PRINT* ,"CHOISIR LE TYPE D INTERPOLATION : " 
PRINT*," 1 POUR EQD " 
PRINT*," 2POURLGL " 
PRINT*," 3 POUR LGC 
READ*,NPOL 
PRINr(/1)' 
c:--------------·------------------
GO TO (10,20,30),NPOL 
c: 
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c-CALCUL DES POINTS D INTERPOLATION EQUIDISTANTS ENZ: 
c & 
c LES COORDONNES ET LES POIDS DES POlNTS D INTEGRATION 
c (POlNTS DE GAUSS) 
c---------------------------------------1 0 continue 
c---------------------------------------PRINT*,"- POlNTS D INTERPOLATION EQUIDISTANTS-" 
PRINT*,"" 
c--------·-------------------------------VZINT = O.OdO 
OOk=O, p 
VZINT(k)= -l.OdO + k*(l.OdOIREAL(P)) 
END DO 
c:----------------------------------------goto Ill 
c ·-------------------------------------
c-CALCUL DES POlNTS DE COLLOCATION DE 
c GAUSS-LEGENDRE-LOBA TTO ENZ 
c:-----------------------------------------20 continue 
c:----------------------------------------
PRINT*," POINTS DE COLLOCATION DE LGL " 
PRINT*,"" 
c:------------------------------------------VZINT = O.OdO 
CALL GLOB(P,VZINT) 
c:----------------------------------------goto 111 
c:-----------------------------------------
c-CALCUL DES POlNTS DE COLLOCATION DE 
c GAUSS-LOBA TTO-CHEBYCHEV EN Z 
c:-----------------------------------------
30 continue 
c:-----------------------------------------
PRINT*," POlNTS DE COLLOCATION DE LGC ------
PRINT*,"" 
c-----------------------------------------OOk=O, p 
VZINT(k)= -COS( REAL(K)*PI/ REAL(P)) 
END DO 
c 
c 
c 
c CALCUL DES COORDONNES ET LES POIDS DES 
c POlNTS D lNTEGRA TION 
c (POlNTS DE GAUSS-LEGENDRE-LOBA TTO) 
c----------------------------------ALLOCA TE(VZETA(O:P), WPG(O:P)) 
CALL GLOB(P,VZETA) 
CALL POIDS_GLOB(WPG,VZETA,P) 
c 
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vkc =O.OdO 
F =O.OdO 
CRR =O.OdO 
t------------------------------
t- BOUCLE SUR LES ÉLÉMENTS 
t------------------------------00 ie = l, nelt 
t------------------------------
VCORE= O.OdO 
VNIS=O.OdO 
VNS =O.OdO 
VNGI =O.OdO 
VNG2=0.0d0 
vnigl = O.OdO 
vnig2= O.OdO 
vkp =O.OdO 
t:------------------------------
peloc = (vit•h)l (2.0do•nu) 
if(peloc/3.0d0.1Ll.Od0) ksi= pelocl3.0d0 
if (peloc/3.0dO.ge.l.OdO) ksi= l.OdO 
t ksi=( (exp(peloc)+exp(-peloc))l(exp(peloc)-exp(-peloc))) 
t & -( l.OdO/peloc ) 
tau = (h•ksi) 1 (2•vit) 
t------------------------------VCORE(ie,1 )= COORD(CONNEC(ie,2),2) 
VCORE(ie,2)= COORD(CONNEC(ie,3),2) 
vj =h/2.0d0 
vj 1 = l.OdO/vj 
detj =vj 
t------------------------------
t- CALCUL DES FONCTIONS D' INTERPOLATION 
t--------------------------------ALLOCATE(VNIL(0:6•Pt-l),VNIS(0:3•P1•Pt-l)) 
eall shape (P, VNIL, VNIS, VZINT, VZET A, WPG) 
t------------------------------
t- BOUCLE SUR LES POINTS D INTEGRATION 
t------------------------------------
ipp2 =0 
DO ii =0, P 
c----------------------------------
ZETA= VZETA(ii) 
t- les fonâions d interpolation et leurs dérivées spatiales 
DOj=O, P 
VNS (j) = VNIS( ipp2+j) 
VNGI(j) = VNIS( Pl+ipp2+j) 
VNG2(j) = VNIS(2•P 1 +ipp2+j) 
Enddo 
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c------------------------------DOj=O,P 
vnig 1 (j) = vng 1 (j)*vj 1 
vnig2 (j) = vng2(j)•vj l*vj 1 
Enddo 
c------------------------------
coef = WPG(ii)*detj 
c------------------------------
c 
c-LA MATRICE MASSE ELEMENTAIRE 
DOi=O, P 
DOj=O,P 
vkp(iJ) = vkp(iJ) 
c- advection 
& + coef• vit• VNS(i) • vnigl(j) 
c:- diftùsion 
& + coef• nu • vnigl(i) • vnigl(j) 
c 
c- stabilisation 
c 
c & + coef• tau•(vit*vnigl(i)) • (vit*vnigl(j)- nu•vnig2(j)) 
END DO 
END DO 
c-
ipp2= ipp2+ J*Pl 
c-
c 
c::-----------------------------------------
ENDDO ! FIN DE LA BOUCLE SUR LES POINTS D INTEGRATION 
c::------------------------------------------
c 
c:--------------------------------------
c: Assemblage 
c::----------------------------------------
IF (ie.eq.l) THEN 
do i=O,P 
doj=O,P 
vke(iJ)= vke(ij) + vkp(ij) 
end do 
enddo 
END IF 
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c--
IF (ie.gt.1) TIIEN 
do k = 1,nelt-1 
do i=O,P 
doj=O,P 
enddo 
enddo 
enddo 
END IF 
c-
c 
c:---------------·------------------
c TRANSFORMATION DE COORDONNÉES 
c:----------------------------------
c PRINT*, "les bords de 1 elem : ", VCORE(ie, 1 ), VCORE(ie,2) 
DO i=l,P 
XR(i) = (VZINT(i)-VZINT(i-1))*DETJ 
enddo 
CR(O)= VCORE(ie,1) 
CR(P)= VCORE(ie,2) 
dx=O.OdO 
DO i=O,P 
CR(i) = VCORE(ie, 1) - dx 
dx = dx- XR(i+l) 
END DO 
e-
do i=O,P 
IF (i.ne.P) then 
CRR(i+(ie-1 )*P) = CRR(i+(ie-1 )*P)+CR(i) 
END IF 
enddo 
c:--------------------------------
ENDDO ! FlN DE LA BOUCLE SUR LES ELEMENTS 
c----------------------------
c 
CRR(O)=xO 
CRR(nelt*P)= xf 
c-LE VECTEUR F 
DO K =0, P*nelt 
F(K) = - vke{K,O)*PHIO - vke(K,P•nelt)*PH11 
END DO 
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c:-----------------------------
c RESOLUTION 
c-----------------------------
CALL LU( vkc( 1 :P•nelt-1, 1 :P•nelt-1 ),F(l :P•nelt-1 ), 
" P•nelt-l,C(l:P•nelt-1)) 
c-----------------------------
c LA SOLUTION EXACTE CALCULEE AUX NOEUDS 
c:-------------------------------
C(O) =phiO 
C(P•nelt)= phil 
e-
DO J=O,P•nelt 
WRITE(IO,'{IX, 1EIS.6, IX, IEIS.6)')CRR(J) 
WRITE(20,'(1X,lElS.6,1X,lElS.6)')C(J) 
END DO 
WRITE( 1 0,'{11)') 
WRITE(20,'(/I)') 
c:------------------------------
c-LA SOLUTION EXACTE AUX POINTS D INTERPOLATION 
c:---------------------------------00 1 =0,49 
VZ(I)= -l.OdO + I•(2.0d0/REAL(49)) 
END DO 
c-
Pe= vit•2.0d0/nu 
print•' "h =" ,h 
print•, "Pe = ",Pe 
print•, "peloc = ",peloc 
c-
c2 = (phiO-phi 1 )/(exp( -Pe/2.0d0)-exp{Pe;':.~~!l)) 
cl= phiO- c2•exp(-Pe/2.0d0) 
print•,"cl =",cl 
print•,"c2 = ",c2 
c-
001=0,49 
WRITE(ll,'(lX,lElS.6,lX,lEIS.6)')VZ(I), 
& c 1 +c2•exp(Pe•VZ(I)/2.0d0) 
END DO 
WRITE( Il,'{//)') 
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c-----------------------------
c-CALCUL DEL ERREUR 
c-----------------------------
c OPEN(UNIT=SSS,FILE="error.txt",STA TUS="UNKNOWN") 
c 
IPG =P+l 
ALLOCA TE(VZE(IPG), WP(IPG),Ul(IPG)) 
CALL GAUSS(IPG,VZE) 
CALL POIDS_ GAUSS(WP,VZE,IPG) 
UI=O.OdO 
DOK= I,IPG 
DO 1= 1, nelt 
DOJ=O,P 
UI(K)= Ul(K) +C(J+P*O-l))*hp(VZE(K),VZINT(J),P,VZINT) 
END DO 
END DO 
END DO 
!-
ERR=O.OdO 
DOK= l,IPG 
ERR= ERR+ WP(K)*((cl+c2*dexp(Pe*VZE(K)I2.0d0))- Ul(K))**2 
ENDDO 
ERR= DSQRT(ERR) 
c WRITE(SSS,'(IX, 112, IX, lE IS.6)')P,ERR 
PRINT*, "ERR= " 
PRINT*,ERR 
goto 11111 
PRINT*,ERR 
END ! FIN DU PROGRAMME 
c=================================================== 
c 
c 
c 
w 
c fonctions d interpolation 
w 
subroutine shape(P, VNIL, VNIS, VZINT, VZET A, WPG) 
implicit none 
INTEGER P,Pl 
REAL *8 VZINT(O:P), VZETA(O:P), WPG(O:P) 
REAL •s VNIL(0:6*(P+l )-1 ), VNIS(O:J*(P+ 1 )*(P+ 1 )-1) 
integer ij,kJij 
real*B hp,hpi,hpii,a,b 
reat•B ZINT ,ZETA 
Pl= P+l 
139 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
c--------------------------------c-INTERPOLATION DE LAGRANGE P 
c--------------------------------
c-boucle sur les points d integration-----
DOj=O,P 
zeta = vzeta(j) 
DOk=O, P 
ZJNT = VZINT(k) 
VNIS(k+ J•Pt•j) = hp (ZETA,ziNT,P, VZINT) 
VNIS(k+ Pl+J•pt•j) = bpi (ZETA,k,P,VZINT) 
VNIS(k+2•Pl+J•Pl•j) = hpii(ZETA,k,P,VZINT) 
enddo 
enddo 
c 
End ! FIN DU PROGRAMME 
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La routine gui calcule les ooiats de Gauss-Legeadre-Lobatto : 
subroutine GLOB(N,xjac) 
c:====================================================== 
c 
c Cette suite de points est calculee par la methode Newton qui sont 
c initialises avec les points de Chebychev 
c Ce sont les zeros de (x•x-1 )•la derivee de la niem fonction de legendre 
c--------------------------------
c 
IMPLICIT NONE 
integer i,n,nh,it 
reat•a xjac(O:n) 
real•s eps,pi,b,x,dx,xpdx.delx,fx,fxpdx,pdn,dfdx 
eps=l.Od-12 
c-RECHERCHE DES ZEROS DANS LA PREMIERE MOITIÉ [0, 1] 
nb=n/2 
xjac(n) = l.OdO 
pi=dacos( -l.OdO) 
b=-dcos((n-1 )•pi!n) 
it=O 
do 100 i=n-l,nh+l,-1 
x=b 
40 dx = -l.Od-8 
xpdx=x+dx 
fx = pdn(n,x) 
fxpdx = pdn(n,xpdx) 
dfdx= (fxpdx - fx)ldx 
delx = -fx/dfdx 
if (abs(fx).lt.eps) then 
goto 90 
else 
x=x+delx 
it = it+l 
goto40 
endif 
90 xjac(i)=x 
b=-dcos((i-1 )•pi!n) 
1 00 continue 
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c-UTILISATION DE LA SYMÉTRIE POUR L AUTRE MOITIÉ DES ZEROS 
xjac(O)=-l.OdO 
do so i=n-l,nh+l,-1 
xjac(n-i)=-xjac(i) 
SO continue 
if{n.ne.2•(n12)) retum 
xjac(nh)=O.OdO 
retum 
end 
La routine qui calcule les poids de Gauss-Legendre-Lobatto : 
SUBROUTINE POIDS_ GLOB(WPG, VZETA,NPGZ) 
IMPLICIT NONE 
integer n,npgzj 
REAL •s WPG(O:NPGZ) 
REAL •s VZETA(O:NPGZ) 
REAL •a x, wz,pln 
DOj=O,NPGZ 
N=NPGZ 
X=VZETAG) 
WPG(J)=l.OdO/(n•(n+ 1 )•pln(n,x)*pln(n,x)) 
END DO 
retum 
END 
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La routiae gui ealcule les ooiDts de Gauss: 
subroutine gauss(n, vgauss) 
! CE SOUS-PROG CALCULE LES POINTS DE GAUSS AVEC LA METHODE DE DICHOTOMIE 
IMPLICIT NONE 
real*S xjac(O:n),vgauss(l:n) 
real*S x,x 1 ,x2,e,pi,a,b,dx,pr,prl ,pin 
integer i,n,nh,it 
e = I.Od-13 
iftn.eq.l) theo 
xjac(l )=O.OdO 
return 
endif 
! 
! RECHERCHE DES ZEROS DANS LA PREMIERE MOITIÉ [0, 1] 
! 
nh=n/2 
pi = dacos( -l.OdO) 
b=I.OdO 
a==-dcos((n-1 )*piln) 
do 100 i=n,nb+l,-1 
it=l 
dx= I.Od-IS 
30 xl = (a+b)/2.0d0- dx 
x2 = (a+b)/2.0d0 + dx 
pr = pln(n,xl)*pln(n,x2) 
if (pr.gt.O) theo 
prl = pln(n,b)*pln(n,x2) 
if(prl.gt.O) then 
b=xl 
it=it+l 
goto 30 
else 
a=x2 
it = it+l 
goto30 
end if 
else 
x= (xl + x2)/2.0d0 
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! 
if(pln(n,x).lt.e) go to 90 
a=xl 
b=x2 
dx = dx/2.0d0 
it=it+l 
goto30 
endif 
90 xjac(i)=x 
b=-dcos((i·l )•pi!n) 
a=-dcos((i-2)•pi!n) 
100 continue 
! UTILISATION DE LA SYMÉTRIE POUR L AUTRE MOITIÉ DES ZEROS 
do SO i=n,nh,-1 
xjac(n-i+ 1 )=-xjac(i) 
vgauss(l:n)=xjac(l:n) 
SO continue 
201 retum 
end 
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La routine qui caleule les ooids de Gauss: 
SUBROUTINE POIDS_ GAUSS(WPG.VZETA,NPGZ) 
IMPLICIT NONE 
integer npgz.ij,ij 
reat•s wpg(npgZ) 
reat•s vzeta(l:npgz) 
reat•s x.murn.rden.wz,pln.verl 
DOj=l,npgz 
x= vzeta(j) 
mum = 2.0dO•(I.OdO-x•x) 
rden = npgz•npgz•Pin(npgz-l,x)•Pin(npgz-l,x) 
wz = mwnlrden 
wpg(J) =(I.Od0/2.0dO)•wz 
verl=verl+wpg(J) 
END DO 
retum 
END 
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La foactioa gui caleule les polynômes de Legendre : 
FUNCTION PLN(N,x) 
!~------------------------------
! PLN =NIÈME POLYNÔME DE LEGENDRE 
IMPLICIT NONE 
reai•B x,plnm2, plnml,pln 
integer n,k 
plnm2=1.0d0 
plnml=x 
00 10k=2,n 
pin= (2.0dO•k·l)•x•plnmllk-(k·I)•ptnm2/k 
plnm2=plnm 1 
plnml=pln 
10 continue 
if (n.eq.O) plo = l.OdO 
if(n.eq.l) pin= x 
retum 
END 
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La foaetioa qui calcule les dérivées des polyaô•es de Legeadre : 
FUNCTION PDN(N.J{) 
!-----------------------------------! PDN = DERIVÉE DU NIÈME POLYNÔME DE LEGENDRE 
IMPLICIT NONE 
reat•s pdnm2, pdnml,pln,x,pdn 
integerk,n 
pdnm2=0.0d0 
pdnml=l.OdO 
Do 10k=2,n 
pdn = (2.0dO*k-l)*pln(k-l,x)lk 
& + (2.0d0*k-l)•x•pdnm 1/k-(k-1 )*pdnm2/k 
pdnm2=pdnm 1 
pdnm1=pdn 
10 continue 
if(n.eq.O) pdn = O.OdO 
if(n.eq.l) pdn = l.OdO 
retum 
END 
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La foactioa gui calcule les polynômes de Lagraage : 
c 
FUNCTION hp(x,xj,n.vxi) 
c 
c Calcul du polynôme de lagrange j au point x 
c:====================================================== 
IMPLICIT NONE 
rea1•s x.xi,xj,b 1 ,h2,bp,p 1 ,p2 
integer ij,n 
reat•s vxi(O:n) 
IF (x.eq.xj) tben 
hp= I.OdO 
ELSE 
hl= I.OdO 
b2= I.OdO 
do i=O,n 
if{xj.ne.vxi(i)) tben 
hl= ht•(x-vxi(i)) 
b2= b2•(xj-vxi(i)) 
endif 
enddo 
hp=hllb2 
END IF 
retum 
END 
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La foaetioa gui calcule la dérivée du polynômede Lamage : 
c:- CALCUL DES DERIVEES DES POL YNOMES DE LAGRANGE 
c: (Calcul de la dérivée de hp au point x ) 
c:====================================================== 
FUNCTION hpi(x,i,n, vxi) 
c:====================================================== 
IMPLICIT NONE 
real*8 x,hl,h2,hpi 
real*8 vxi(O:n),noni(n),tb l(n),tb2(n) 
lnteger ij,jj,k,n 
tb2=vxi(i) 
bpi =O.OdO 
c:-
k=O 
doj=O,n 
ifij.ne.i) theo 
k=k+l 
noni(k)=vxi(j) 
endif 
enddo 
c:-
doj=l, n 
tbl(j)=l 
do.ü=l, n 
ifijj.ne.j) tb 1 (j)=tb l(j)*(x-noni(Ü)) 
enddo 
enddo 
c:-
bpi=sum(tb 1 )lproduc:t(tb2-noni) 
retum 
END 
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La fonction qui calcule la dérivée seconde du polyaômede Lamnge : 
c-CALCUL DES DERIVEES SECONDES DES POL YNOMES DE LAGRANGE 
c {Calcul de la dérivée SECONDE de hp au point x ) 
c====================================================== 
FUNcriON hpii{x,i,n,vxi) 
lw 
IMPLICIT NONE 
real*8 x,hpii 
real•s vxi{O:n),noni{n),tb2{n),tb l(n•n) 
lnteger n,ij,k,sjj,kk 
If{n.eq.l) then 
hpii =O.OdO 
retum 
else 
tb2 = vxi{i) 
hpii =O.OdO 
c-
le--o 
doj=O,n 
ifij.ne.i) then 
k=k+l 
noni{k)=vxi(j) 
end if 
enddo 
c-
s=O 
dokk=l,k 
doj =1, k 
ifij.ne.kk) then 
s=s+l 
tbl{s)=l.OdO 
dojj=l,k 
it{{Ü.ne.j).and.{Ü.ne.kk)) tb 1 {s)= tb 1 {s)*(x-noni(ij)) 
enddo 
endif 
enddo 
Enddo 
Endif 
c 
hpii= sum(tb 1 )lproduct{tb2-noni) 
retum 
END 
ISO 
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La fonc:tion gui c:alc:ule les polyaôDies de Cbebyc:bev : 
FONCTION TKP(K,X) 
!----------------------------------------------------------------------
! CALCUL DU KI~ME POLYNOME DE CHEBYCHEV EN X 
!----------------------------------------------------------------------
IMPLICIT NONE 
INTEGER I,K 
REAL*8 x,TCHEB,TCHEB1,TCHEB2,TKP 
IF(K.EQ.O) TCHEB=l.ODO 
IF(K.EQ.l) TCHEB=X 
IF(K.LT.2) GO TO 20 
TCHEB2=1. ODO 
TCHEBl=X 
DO 10 I=2,K 
TCHEB=2.0DO*X*TCHEB1 - TCHEB2 
TCHEB2=TCHEB1 
TCHEBl=TCHEB 
10 CONTINUE 
20 CONTINUE 
TKP=TCHEB 
RETURN 
END 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
152 
La fonction gui ealeule les dérivées des polynômes de Chebvehev : 
FONCTION TKPP(N,X) 
!----------------------------------------------------------------------
! CALCUL DE LA DERIVÉE DU NIÈME POLYNÔME DE CHEBYCHEV EN X 
!----------------------------------------------------------------------
IMPLICIT NONE 
INTEGER I,K,N,NPK 
REAL*8 x,SOM,TKP,TKPP 
SOM=O. ODO 
IF(N.EQ.O) GOTO 20 
I=N-(N/2)*2 
IF(I.EQ.1) SOM=SOM+O.SODO*TKP(O,X) 
IF(N.LT.2) GO TO 20 
DO 10 K=1, N-1 
NPK=N+K 
I=NPK-(NPK/2)*2 
SOM=SOM+I*TKP(K,X) 
10 CONTINUE 
20 CONTINUE 
TKPP=2.0DO*N*SOM 
RETURN 
END 
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La fonction Loc-Lia et sa dérivée : 
c================================================================== 
c=================================================--================ 
c CALCUL DES FONCTIONS D INTERPOLATION "LOG-LIN" SELON Z 
c 
c INPUT : uet valeur de la vitesse de froetternent 
c rnu viscosité du fluide. 
153 
c hpl la première transition du linéaire au logarithmique. 
c hp2 le passage de la lere couche log a la seconde. 
c h = hauteur physique de la couche totale. 
c hplus = c la hauteur adirnensionnée hplus = h*uet/rnu 
c CONSTANTES DU PROFILS : El,E2,RKl,RK2 
c 
c OUTPUT : Rz c est la fonction d interpolation pour une valeur donnée 
c de zeta. 
c------------------------------------------------------------------
Function Rz(zeta,uet,h,rnu) 
c------------------------------------------------------------------
c 
c 
c 
irnplicit none 
real*8 uet,rnu,hpl,hp2,hplus,zeta,unpzeta,Rz,h 
real*8 alpha,betal,beta2,rkl,rk2,El,E2,C,zetal,zeta2 
c------ CALCUL DES PARAMETRES 
c 
c 
c 
hpl 5.0d0 
hp2 30.0d0 
hplus h*uet/rnu 
zetal 10/hplus - l.OdO 
zeta2 60/hplus - l.OdO 
rkl = 0.20d0 
rk2 = 0.40d0 
El = 0.543d0 
E2 = 9.025d0 
alpha 
betal 
beta2 
uet*h/(2.d0*rnu) 
El*uet*h/(2.d0*rnu) 
E2*uet*h/(2.d0*rnu) 
c----- CALCUL DE LA CONSTANTE C SE;ON LA VALEUR DE hplus 
c 
if(hplus.le.hpl) Then 
c = hplus 
el se 
if(hplus.le.hp2) C 
if(hplus.ge.hp2) C 
endif 
dlog(El*hplus)/rkl 
dlog(E2*hplus)/rk2 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
c------ DEFINITION DES FONCTIONS PAR TRANCHE 
c 
unpzeta = l.OdO + zeta 
if(zeta.le.zetal) then 
Rz = unpzeta*alpha/c 
el se 
if(zeta.le.zeta2) Then 
Rz = dlog(betal*unpzeta)/(rkl*c) 
Endif 
if(zeta.ge.zeta2) Then 
Rz = dlog(beta2*unpzeta)/(rk2*c) 
Endif 
Endif 
return 
end 
c================================================================== 
c CALCUL DES DERIVÉES 0 INTERPOLATION "LOG-LIN" SELON Z 
c 
c INPUT : uet valeur de la vitesse de froettement 
c rnu viscosité du fluide. 
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c hpl la première transition du linéaire au logarithmique. 
c hp2 le passage de la lere couche log a la seconde. 
c h = hauteur physique de la couche totale. 
c hplus = c la hauteur adimensionnée hplus = h*uet/rnu 
c CONSTANTES DU PROFILS : El,E2,RKl,RK2 
c 
c OUTPUT : Rpz c est laderivée d interpolation pour une valeur donnée 
de zeta. 
c------------------------------------------------------------------
c 
c 
c 
Function Rpz(zeta,uet,h,rnu) 
implicit none 
real*B uet,rnu,hpl,hp2,hplus,zeta,unpzeta,Rpz,h 
real*B alpha,betal,beta2,rkl,rk2,El,E2,C,zetal,zeta2 
c------ DEFINITION DES PARAMÈTRES 
c 
c 
hplus = h*uet/rnu 
hpl = S.OdO 
hp2 = 30.0d0 
zetal = 10/hplus - l.OdO 
zeta2 = 60/hplus - l.OdO 
rkl 0.20d0 
rk2 = 0.40d0 
El 0.543d0 
E2 9.025d0 
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c 
alpha= uet*h/(2.d0*rnu) 
betal El*uet*h/(2.d0*rnu) 
beta2 = E2*uet*h/(2.d0*rnu) 
c------ CALCUL DE LA CONSTANTE C SELON LA VALEUR DE hplus 
c 
c 
c 
c 
c 
if(hplus.le.hpl) Then 
c = hplus 
el se 
if(hplus.le.hp2) then 
C = dlog(El*hplus)/rkl 
endif 
if(hplus.ge.hp2) then 
C = dlog(E2*hplus)/rk2 
endif 
endif 
c------ CALCUL DE LA DÉRIVÉE PAR TRANCHE 
c 
c 
c 
c 
unpzeta = l.OdO + zeta 
if(zeta.le.zetal) Then 
Rpz = alpha/c 
El se 
if(zeta.le.zeta2) Then 
Rpz = l.OdO/(unpzeta*rkl*c) 
Endif 
if(zeta.ge.zeta2) Then 
Rpz = l.Od0/(unpzeta*rk2*c) 
Endif 
Endif 
return 
End 
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ANNEXE2 
MŒTHODESDERESOLUTION 
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MÉTHODESDERESOLU110N 
1 Iatroductioa 
La discrétisation spatio-temporelle et l'intégration numérique sur un élément, de la 
forme variationnelle présentée au chapitre 3, conduit à un système matriciel élémentaire, 
L'assemblage des contributions élémentaires donne un système matriciel global qui 
s'écrit sous la fonne: 
(M) {~ }+ (k(V)) {V}= {!3} 
ou encore: 
[ K (v)] {v} = { !J} 
où 
[K(V)] : La matrice globale incluant la matrice rigidité et la matrice masse globales. 
{V} : Le vecteur des degrés de liberté global et 
{~} :Le vecteur source global. 
(1) 
Ce système est fortement non-linéaire. Certains de ces non-linéarités sont dus 
essentiellement aux termes de convection et à la compressibilité du fluide. D'autres sont 
dus aux termes additionnels engendrés par les techniques de stabilisation (voir chapitre 
7). La matrice [K(V)] se trouve donc une matrice creuse, non-linéaire, non symétrique 
et de grande taille. Il serait donc plus avantageux d'utiliser une méthode itérative plutôt 
qu'une méthode directe qui nécessite un stockage de la factorisation de [K(V)]. 
Résoudre le système non-linéaire (4.1) revient donc à chercher itérativement un vecteur 
{V}tel que le résidu: 
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{R(V) }={ :1 }-(K(V)) {V} (2) 
soit nul au sens numérique. 
Soit à 1' itération n, le résidu non nul : 
{R(Vn) }={ ~ }-(K(Vn)) {Vn }*0 (3) 
Le problème revient donc à trouver V n+ 1 = V n + N tel que le résidu soit nul à 
l'itération n+l : 
{R(Vn+l) }={R(Vn+I +Wn) }~o (4) 
Dans ce qui suit, on exposera deux méthodes itératives : la méthode de gradient 
conjugué [23] et la méthode GMRES « Generalized Minimal RESidual >> développée 
par Saad et Shultz [24]. 
A. Soulaïmani et M. Fortin [5], ont employé, avec succès, l'algorithme GMRES pour 
résoudre les problèmes de la mécanique des fluides pour les écoulements compressibles. 
Z Méthode de gndieat conjugué 
La méthode de gradient conjugué est une méthode itérative pour la résolution de 
systèmes linéaires de la forme : 
Ax= b (S) 
en supposant que la matrice A= AT est une matrice de taille NxN définie positive. On 
remarquera que la résolution de l'équation (3) correspond à la minimisation de la forme 
quadratique: 
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Q(x)= ~ xTAx-xTb (6) 
On peut facilement vérifier que le gradient au point x vaut précisément A x- b qui est 
égale au résidu r en ce point 
L'algorithme de gradient conjugué peut être présenté comme suit : 
1- On se donne un vecteur initial x0 qui peut être quelconque. 
2- On calcule le gradient de Q(x0 ) en ce point, soit : r 0 = Ax0 - b 
3- On initialise un second vecteur qui est la direction d recherche: d0 = - r 0 
4- Mise à jour la solution estimée x: xk+l = xk +ak dk 
ak étant le pas optimal de recherche à l'itération k calculé par la relation : 
ale rk.dk dk.Adk 
5- Mise à jourde r: rk+l = rk -ak dk 
6- Mise à jour de d: dk+l = -rk+l +Pk dk 
Pest choisi de manière à assurer 1' orthogonalité entre deux directions de recherche 
successives; 
Ainsi, on a 
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dlc+l. Ad" =0 
<=> - ,lc+l 0 Ad" + P~cd" 0 Ad" = 0 
p - ,lc+l.Ad/c 
le - die. A die 
L'algorithme de résolution de gradient conjugué est résumé comme suit : 
Algorithme de gradient conjugué 
1- Début 
Choisir une solution approchée xo 
Choisir la précision e 
2- d 0 = - r 0 (résidu initial) 
2- Itération: Pour k= 0, ... jusqu'à convergence 
,le die 
-Calculer ale = le • le 
d .Ad 
-Calculer ,k+l = rie -ale d" 
-Calculer d/c+l = _,lc+l + P1c d" 
- Redémarrer : 
Si le critère de convergence est satisfait : Il r le+ •11 S e Il r 0 Il , on s'arrête et 
xk+l est la solution approchée du problème pour la précisione donnée. 
Sinon, continuer la boucle au point 2. 
Remarques: 
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• On n'a pas besoin de connaître explicitement la matrice A ou la stocker, mais 
seulement le produit scalaire de A par un vecteur. 
• Revenons au calcul de dk+
1 : 
dt+1 = _,t+1 + Ptdt 
= _,t+1 +Pt(-,t + Pk-1dt-1) 
k+1 
= rr;r; 
i=O 
Les directions de recherche sont des combinaisons linéaires de { r 0 , r 1, ••• , ,k + 1 } 
• D'autre part : 
,k+1 = ,k + akdk 
=rk-1 +akAdk 
=rk-1 +ak-1Adk-1 +rk-1 +akAdk 
k 
= rt5;A;,o 
i=O 
Les résidus successifs sont des combinaisons linéaires de { r 0 , Ar 0 , ... , A kr 0 } 
L'espace { r 0 , Ar 0 , ..• , A kr 0 } est appelé sous-espace de Krylov. 
Théorèmes: 
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Du point de vue théorique, la solution exacte est obtenue après un maximum de N 
itérations si N est la dimension du problème. De plus, on peut montrer que le nombre m 
d'itérations nécessaire à la résolution de A x= b avec une réduction de l'erreur initiale 
d'un taux e dépend du nombre spectral de A et est donné par : 
où x (A) étant le nombre spectral de la matrice A donnée par (1.35). 
Pour améliorer la convergence, au lieu de résoudre A x = b avec l'algorithme du 
gradient conjugué, il convient de résoudre c-l A x =C-1b, où C est une matrice 
symétrique définie positive choisie de sorte que x(C-1 A) soit nettement plus petit 
que x (A) . La matrice C s'appelle le préconditionneur de A. 
2.2 Algorithme GMRES préconditionné 
L'objectif est de résoudre par une méthode itérative un système linéaire écrit dans sa 
forme générale: 
Ax=b (7) 
où x est le vecteur inconnu, A est une matrice non-symétrique de grande taille, et b le 
second membre. 
Pour débuter, on décrira le matériel de base employé dans la construction de 
l'algorithme GMRES. Ensuite, on développera les deux stratégies de 
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préconditionnement : la première qui sera appelée préconditionnement diagonal, où le 
système est transformé en diagonale, et la deuxième qui elle sera appelée 
préconditionnement bloc-diagonal. On finira cette section par un organigramme détaillé 
de la procédure employée dans le programme infonnatique (GMRES préconditionné). 
2.2.1 Algorithme GMRES 
Considérons une solution approximée de la forme 
X=Xo +Z (8) 
où xo est une solution initiale, et z est un élément· du sous espace de Krylov Kt , de 
dimension k, associé au résidu r0 = b - Ax0 et la matrice A: 
{ 0 0 k-1 0} Kk = span r ,Ar , ... ,A r (9) 
L'algorithme GMRES emploie une base orthonormée de l'espace de Krylov obtenue 
par la méthode d'orthogonalisation de Gram-Schmidt modifié. 
L'algorithme GMRES détermine z de façon telle que la fonctionnelle 
Il b -A ( X0 - z) Il soit minimisée. 
On construit, via le procédé d' Amoldi, une base orthonormée U~;, de l'espace de Krylov 
de dimension k. Le procédé d'Amoldi est basé sur la méthode d'orthogonalisation de 
Gram-Schmidt, qui peut être présenté comme suit: 
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Proeédé d'ortbogoaolisatioa de Gram-Sehmidt 
ro 
"
1 
= Il ro Il 
Pour i = 1, k 
"ï+1 = A U; 
Pour j = 1, i 
/1;+1j = (ui+1•" j} 
Ui+1 ~ Ui+1- /Ji+1j U j 
- "ï+1 
"; + 1 - Il u; + 1 Il 
Fin de la boucle sur j 
Fin de la boucle sur i 
Où Uk est le lf'K vecteur de la base orthogonale de l'espace de Krylov: 
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(10) 
Le fait que U k est une base orthonormée de 1 'espace de Krylov, on peut montrer que la 
relation suivante est satisfaite: 
AUk = Uk+l Hk (11) 
où Hk est la matrice de Hessenberg supérieure de dimension (k+ 1 )xk 
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/Jz.1 /Jl,l /Jt,l /Jl+l,l 
Il Uzll /Jl,Z ... /Jt.z /Jl+l,Z 
0 Il ul ~ 
n .. = 0 (12) 
/Jt,l-1 
0 0 Il "tIl /Jl+l,l 
0 0 0 Il "~+• Il 
Si on écrit z comme combinaison linéaire des ui : 
(13) 
et 
(14) 
où e = {Il 'o Il ' 0, ... , 0 r' possédant k+ 1 éléments. 
Avec ces notations on a : 
llb-A(x0 -z)ll= r0 -A(t y,u,) =llr0 -AU .. yii=IIU ... ,(e-H .. y)ll 
Jzl 
=lle-H .. yll (15) 
Donc, le problème de minimisation dans 1 'espace de Krylov Kk peut être écrit comme 
suit: 
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Trouver y e R t tel que : 
min li b-A(x0 -z) ll=min Il e-H"YII ut yea• (16) 
Z.l.l Préeoaditioanemeat 
Pour augmenter la perfonnance de la résolution itérative (taux de convergence), on 
utilise un préconditionneur de type ILUT, Pour l'organigramme de l'algorithme GMRES 
et le préconditionneur, voir [6). 
