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The pre-processing procedures for medical image segmentation are a crucial task in MRI image study. The medical image 
thresholding approaches are competent for bi level thresholding due to its' easiness, strength, fewer convergence period and 
accurateness. The efficiency can be maintained using an extensive search which can be employed for choosing the best 
thresholds. In this scenario, swarm intelligence-based learning algorithms can be suitable to gain the best thresholds. In this 
paper, we have focused in thresholding algorithm for segmentation of MRI brain image by maximizing fuzzy entropy and 
Shannon Entropy using machine learning and new evolutionary techniques. We have considered, Whale Optimization 
algorithm (WOA) in order to find the best outcome as well as compared the obtained results with the Shannon Entropy or fuzzy 
entropy-based examination that are fundamentally improved by Differential Evolution (DE), Particle Swarm Optimization 
(PSO), Social group optimization algorithm (SGO). It is discovered that overall operation could be effective by the strategy in 
features which can be captured through picture similarity matrix along with entropy values. We have observed that the proposed 
whale optimization model is able to better optimize the Shannon and fuzzy entropy compared to other swarm intelligence 
algorithms. It is also noticed that the new swarm intelligent algorithm i.e Social Group Optimization algorithm (SGO) is also 
performing better than the other two optimization algorithms i.e., Differential Evolution (DE), Particle Swarm Optimization 
(PSO) and providing very closer performance compared to Whale optimization algorithm. However, social group optimization 
algorithm requires little less CPU time than whale optimization algorithm. 
Keywords: Fuzzy entropy, Image segmentation, Image thresholding, Shannon entropy, Swarm intelligent algorithms 
Introduction 
The genomic sequences and medical pixel 
classification are the need of many biologist to survey 
for the modern smart medical applications. The 
genomic and pixel-based analysis has more 
implications in the disease prediction worldwide. The 
next generation sequencing is highly relied on the 
genome research and the phenotype of the data. The 
genomic sequencing and pixels correlation involve 
processing of the available biological data using the 
Big data and Cloud applications to deal the terabytes 
of data in a high-performance computing way. The 
processing time, management of data and analysis can 
be done using the AI algorithms in a smarter 
application to handle those efficiently. 
Picture segmentation is actually the partitioning of 
an image into locations with same characteristics, 
texture colour, and intensity. Image segmentation is 
hugely used in health care segmentation.
1
 Picture 
segmentation is employed in well-being programs that 
are total due to its' task healthcare preparation, in 
treatment advancement monitoring, especially own in 
image processing to irregularity finding.
2
 Health-
related imagery is a field within the health care 
discipline; yet this approach includes a tech to shoot 
photographs of the features of a humanoid figure.
3
 
These pictures are used in a teaching tool as well as in 
normal health care for many aspects. Since it is 
ordinarily utilized to help doctors in formulating, 
imaging can be referred to as diagnosis imaging. 
Various technologies are actually used in health care 
imaging. Health care reputation segmentation is 
focused in discovering brain tumour, breast cancer, 
skin cancer, and kidney tumour warts, and nuclear 
structures, from images using abnormality.
4
  
Entropy is now a principle foremost used in the 
second law of Thermodynamics; German physicist 
Rudolf Clausius introduced to physics it in second half 
of 18
th
 century.'' At the image processing self-discipline, 
in everyday stipulations it is possible to think that the 
Kapur entropy
5








the most thresholds utilized image. Kapur suggests Even 
the extension of the entropy like truly a quality of the 
similarity amongst groups. Even the Kapur entropy 
continues to be employed such as for its segmentation of 
winter pictures
6
, breast feeding images
7 
in addition 
breast feeding histology images. None the less, Kapur's 
usage doesn't promise to acquire the very most useful 
outcomes in images. This happens when the quantity of 
thresholds improves since the intricacy is elevated by 
every single threshold to figure out the entropy and 
reduce the exactness of their segmentation. 
Diverse entropies are recommended alternatively to 










and the generalized entropy.
10
 However, this data is 
not complete in information of Shannon's entropy 
procedures present in a data set. Here it is important 
to state that Shannon is the foundation of other 
entropies employed for picture segmentation. Even 
the Renyi's entropy is a changed version of this 
Shannon entropy with possibly the most important 
entropy amount method, and also the entropic 
significance procedure. The mix of entropies gives 
effective outcomes that utilize them. Renyi and 
Tsallis entropy methods are in fact are various 
simplifications of the Shannon's entropy but are not 
generalities of one another. Taking a look at the above 
it's already been indicated that generalized entropy is 
launched with Masi.
11
 This technique has a limitation 
of dealing with the volume of preservative along with 
non-widespread of their information. This needs to be 
suitably trained to obtain suitable the segmentation 
outcomes. There are scores of entropies, a terrific deal 
of them makes the most reliability and distinct 
outcomes at an identical time frame may differ. The 
notion of Fuzzy was created from Oliva et al.
12
 as a 
substitute to traditional entropy segmentation 
methods. In everyday sense, these methods eliminate 
the grayness uncertainties given in the photo. 
The thought of fuzzy entropy was initiated by  
De Luca et al.
13
 This characterizes the performances 
of segmentation to better outcomes.  
Objective of this work is to find a suitable medical 
image segmentation method using different swarm 
intelligent algorithms and popular entropy methods. 
This segmented image will help health care 
professional to diagnose the disease. 
 
Optimum Thresholding Method 
It is a contribution towards black and white 
medical images using thresholds that are optimal. 
Thresholding strategies are computationally costly, so 
optimization procedure used to enhance the objective 
features lead to the decrease in computational 
situations of local or global thresholding techniques. 
By optimizing the objective function which 
segmented picture defines the back ground and 
foreground of picture, optimization techniques find 
optimal thresholds. With this particular newspaper 
that was specific, we have picked Fuzzy entropy and 
Shannon entropy as objective functions which 
marketing methods operates.
14
 Let us undertake an 
image which includes L grey amounts also the 
assortment of these grey levels is really 0, 1, 2 …, 
(L1). Then probability )1(10()( LNihPi  , 
where h(i) means quantity of pixels for the matching 
grey level N and L signifies whole pixels in the 
picture that is the same to ∑ i=0 to L1 h(i). 
 
Idea of Shannon's Entropy 
Shannon Entropy (SE) is truly a thresholding 
approach widely used to approach that the gray/RGB 
scope photographs depending on a picked threshold 
price tag. The prior graphic evaluation functions set 
the excellence on the SE than other entropy primarily 
dependent thresholding methods.
15 
Even the SE can be 
used by the researchers to improve the Gray/RGB 




The concept Of SE is offered below. Let us pick a 
photo of measurement an A*B pixel using orientation 
Height (H) x Width (W). The pixel orientation on 
your photo might be symbolized by; G (H, W), 
together with; G (H, W), with }A,...,2,1{H  and 
}B,...,2,1{W  . Let Z signifies complete pixel 
worth in the picture and its own particular roles are 
0,1, 2..., Z1 represented as E, as: 
 
image)W,H(  E)W,H(G    ...(1) 
 
The Normalized histogram is denoted like; 
110 ,,  ksssS   
Following, to get A several level thresholding, it 
might be symbolized by;  
 
)th(s)th(s)th(s)Th(S 322110   ...(2) 
 
where, 
321 ,, thththTh   will be the threshold worth 
along with Th* the preceding threshold. 
The Eqs (1) and (2) s owned by the computed 
worth just for the Red (R) station pixels. Therapy that 
is Related is to be employed for your own Green (G) 




Together with Blue (B) station pixels. Some details 
concerning the SE 
 
Concept of Fuzzy Eentropy  
At most cutting-edge ago, entropy assisted 
techniques are often considered from the pros for film 
processing apps. Shannon entropy operation is 
actually of all of the generally considered entropy for 
picture multipurpose thresholding. In this work the 
Fuzzy entropy treatment is utilized.
17
 Medical 
imaging contains a considerable quantity of 
information to support the concept and even having 
possibilities to examine numerous medical conditions. 
The physician is able to explore conditions or 
possibly perhaps work of the mental characteristics 
throughout using the Neuro imaging. Whale 
optimization guided Fuzzy Entropy (FTE) is able to 
determine grounded options using entropies. 
 
Whale Optimization Algorithm 
The monogamous behaviour of humpback whales, 
impacts this algorithm, that has been recommended 
by Lewis and Mirjalili.
18
 Humpback whales are 
astoundingly likely to make coiled bubbles, and move 
towards the prey on the other side of the trajectory of 
bubbles as in Fig 1. Bubble net attacking behaviour 
and the encompassing sufferer endure for the stage of 
optimization. The period is still symbolized by way of 
the exploration for target behaviour. The positioning 
value of search agent vector is made in a 3-
dimensional space called d. Here, the public X[n] 
exploration representatives may stay characterized 
through (n × d) dimensional environment, so that's 






























  …(3) 
Exploitation Phase  
In Clambering Practice, the humpback whales at 




  …(4) 
 
DAtXtX .)()1(    …(5) 
 
where X×(t) signifies the finest solution, X 
describes that the placing vector's in the present 
iteration is truly a component-by-component 
multiplication, A and C are two important elements 
that can be examined by:  
 
araA  2   …(6) 
 
rC  2   …(7) 
 
Here r is genuinely an arbitrary quantity between 
[0,1] and a is basically a parameter that will diminish 
linearly from 2 to zero over the whole pragmatic 
clinic (equally mining in addition to manipulation). 
The factors A with all the C determine that the space 
between the stored present work X(t+1) together with 
all the top positioning X×(t). The below equations 





)()2cos(.^.)1( tXlbleDtX   ...(9) 
 
Everywhere D' exhibits the space across the 
analysis agent that is current perform with the labour, 
b is a consistent that will identify the kind associated 
with a spiral, plus additionally r can be an amount 
within
11
 assortments. To alter the following 2 systems 
(encompassing prey also to bubble consisting 
assaulting method) of exploitation stage, believe that 
just about each mechanism is usually to be performed 
using 50 percent probability. Therefore, the Entire 

















  …(10) 
 
Here p is an arbitrary number in the range of [0,1]. 
 
Proposed Methodology  
 
Procedure 1: Multilevel Medical Image Thresholding using 
Whale Optimization Algorithm-based Shannon and Fuzzy 
Entropy Techniques 
Set the location of whales Xi. 
Reset the finest exploration representative X*. 
where as (t<Maximum amount of repetitions) 
 
 
Fig. 1 — (a) Nursing nature of humpback whale and (b) the 
location updating typical 




For ( i =1:n) 
Compute the neutral worth of individually exploration 
representative through the Equation (1) for fuzzy and Shannon 
entropy. 
Update the finest exploration representative X∗. 
Apprise a, A, C, r, and p 
If ( p<0.5) 
If (|A|<1) 
Revise the location of exploration representative with Eq. (4) and 
(5). 
Else Revise the location of exploration representative with  
Eq. (11) and (12). 
End If 
Else 
Revise the location of exploration representative with Eq. (8) and 
(9). 
End If 
Accurate the location of the present exploration representative if it 
is out there the boundary. 
End For 
End While 
Reoccurrence X*, which signifies the optimum threshold 
standards of segmentation. 
 
Procedure 2 -Implementation of the Proposed Medical Image 
Thresholding Technique using Social Group Optimization 
Initially, the Shannon and fuzzy based thresholding technique 
combined segmentation technique is discussed.  
Step 1: The parameters of SGO algorithm are initialized which 
is to be work with the Fuzzy and Shannon entropy for tri-level 
pre-processing. 
Step 2: Randomly, change the values of thresholds until the 
training modification is optimum (Jmax). When the ideal 
threshold values are obtained, complete the empirical exploration 
and also capture the pre-processed image; 
Step 3: The morphological operations is to be perform to 
improve the image pre-processing; 
Step 4: The post-processing method is initiated to acquire the 
irregular brain tumour region 
Step 5: A relative examination is completed among the 
available ground truth with the mined tumour area utilizing 
popular picture quality as well as similarity measures by initiating 
the post processing.  
Step 6: By considering the segmented region, the seriousness 
of the Tumour cancer is more analyzed value is recorded with the 
CAD application and the functional. 
)( iveFalseNegatveTruePositiveTruePositiySensitivit 
 
Results and Discussion 
For its performance development convergence 
along with use suggested whale optimization 
algorithm, as robustness, we selected brain MRI as 
evaluation photographs, which are shot from the 
picture segmentation BraTs15 data-set. Each of these 
photos are all consumed in jpg format of 
measurement 225 × 225. The corresponding 
histograms of each jpg are shown in Fig. 2. Best 
threshold is picked whether the histogram peaks of 
image are crucial in addition to entropy excellent is 
radically an excellent deal. Thus, mostly photo for 
productive and successful state segmentation from 
preceding cited asserted wide-ranging pictures by 
optimizing with Shannon and Fuzzy thresholding is 
advised. Overall performance and effectiveness of 
both indicated whale optimization algorithm is shown 
as to additional marketing strategies such as SGO, 
PSO and also DE around comparability. 
 
Thresholding Based on Entropy Values  
We recommend a non-parametric technique to 
segment the photo without a priori assumptions about 
the underlying info. As it has been recognized
19,20
, 
excessive entropy can easily be used as a degree of 
the framework of a thresholding service. From the 
presumption that a picture is really organized in areas, 
we supposition the maximum thresholding should 
offer us with the greatest building. For that particular 
reason, the option of thresholds will be created as a 
histogram quantization issue through the 
maximization of increased entropy. That is, the 
complete histogram quantization must equal to the 
highest unnecessary entropy of the ensuing photo. 
 
Maximization of Shannon Entropy and Fuzzy Entropy using 
Optimization Technique 
Maximization of all Shannon entropy the Whale 
search engine optimization algorithm (WOA) 
combined with additional 3 algorithms are in fact 
utilized on Shannon entropy objective successfully 
and moreover, the outcome as presented in Fig. 3 and 
Fig. 4 with WOA have a chance to maintain 
comparability to every one of anyone of DE, SGO. 
PSO algorithms and all are increased to enhance the 
impartial element dinner dining table leather that was 
natural, however proven the entropy values for SGO 
WOA, DE and PSO. In Table 1 the unbiased results 
received using Shannon and fuzzy entropy are 
presented. 
For this scenario, WOA performs better compared 
to other approaches. The table clearly presents the 
increased values with WOA vis-a-vis other 
algorithms. The convergence curve shown above also 
reinforces the claim that WOA is superior to others.  
It is discovered that entropy obtained with Fuzzy 
entropy is less than Shannon entropy. This 
emphasizes the fact that Shannon seems to be better 
compared to Fuzzy entropy. The thresholds shown in 
Table 1 are ideally produced by WOA are better than 
other swarm algorithms. We observed that WOA 
guided Shannon outperforms WOA fuzzy entropy.  





Fig. 3 — Convergence curves of Shannon entropy 
 
From the Table 2 we came to know that WOA and 
SGO guided Shannon and Fuzzy entropy outperforms 
the result obtained from existing literatures.  
 
Fig. 4 — Convergence curves of Fuzzy entropy  
 
Performance Measures 
The evaluation metrics like Sensitivity, Specificity, 
together with Dice Score (DS) are used to figure out 
the performance of effect on the tumor segmentation 
and also consequently are supplied in the Eqs (11–13) 
respectively. The sensitivity score, dice score, and the  
 
 
Fig. 2 — Image segmentation result using Shannon and Fuzzy thresholding with different optimization technique i.e. DE, PSO,  
SGO and WO 
 




Table 1 — Entropy thresholding values 
Optimal 
value/Entropy value 
DE PSO SGO WOA 
1 Fuzzy entropy 16.7543 45.8230 59.8457 137.3451 
4 Shannon entropy 12.2551 141.2048 151.3254 155.1358 
 
 
Table 2 — Comparison between existing and proposed technique 
Methods and Authors  Dice Specificity Sensitivity 
SGO with FE(Proposed) 0.91 0.93 0.94 
WO with SE(Proposed) 96 97 98 
Input cascade CNN  
(Havaei et al.21) 
0.88 0.89 0.87 
CNN (Pereira et al.22) 0.88 NA 0.89 
Multiscale 3D CNN + CRF 
(Kamnitsas et al.23) 
0.84 NA 0.87 
2 DCNN (Wang et al.24) 0.90 NA NA 
 
 
Table 3 — Performance Evaluation of Proposed Techniques 
Sensitivity DE PSO SGO WOA 
Sensitivity 
1 Fuzzy entropy  0.9421 0.9422 0.9422 0.9418 
4 Shannon entropy 0.9733 0.9784 0.9791 0.9812 
Dice Co-efficient 
1 Fuzzy entropy  0.911 0.9112 0.9158 0.9318 
4 Shannon entropy 0.9125 0.9369 0.9589 0.9612 
Specificity 
1 Fuzzy entropy  0.9258 0.9325 0.9315 0.9255 
4 Shannon entropy 0.9389 0.9450 0.9568 0.9712 
 
specificity scores obtained for all four optimization 
techniques are presented in the Table 3. The 
performance of these 4 optimization techniques with 
respect to CPU time are also obtained and shown in 
Fig. 5. 
 








Dice score = 2× (TruePositive) ÷ (2×TruePositive 
+FalseNegative+FalsePositive) …(13) 
 
The performance of the tumor detection using 
bilateral asymmetry analysis is performed using 
accuracy and given in the Eq. 14 
 
)()( FPFNTPTNTPTNAccuracy   …(14) 
 
where's TN holds true negative, and that counts the 
number of properly poor case pixels inside the region. 
TP holds Favorable that is true positive, and that 
counts the exact number of segmented case pixels in 
the region. FN is False Negative, and  that  counts  the  
 
Fig. 5 — Performance score of optimization algorithms vs /CPU 
time  
 
quantity of erroneously plotted bad event pixels in the 
segmented region. FP is False Positive, also that 
counts wrong instance pixels inside segmented region.  
 
Conclusion  
Two optimization algorithm named Whale 
Optimization algorithm and Social Group 
Optimization algorithm were experimented in this 
work for selecting threshold values for image 
segmentation. These two algorithms optimized the 
Shannon as well as fuzzy entropy machine learning 
model for the reliable and successful MRI image 
thresholding. The results were compared with other 
classical optimization algorithms such as PSO and 
DE. It is revealed from the results that proposed ideas 
have Outperformed DE and PSO methods. However, 
compared to Whale Optimization, the Social Group 
Optimization takes less CPU time.  
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