ABSTRACT
INTRODUCTION
The goal of text classification [1] is the classification of documents into a fixed number of predefined categories. The first step in text classification is to transform documents, which typically are strings of characters, into a numeric representation suitable for the classification task. This numeric representation scheme leads to very high-dimensional feature spaces containing 10000 dimensions and more. One issue for text classification [1] is the creation of compact representations of the feature space and the discovery of the complex relationships that exist between features, documents and classes. In this context feature selection [2] , [3] , [4] and feature extraction [5] have been used for feature reduction. Problem in Feature selection is that only a subset of the original words is used. Useful information that can be provided by the unused words may be ignored. And complexity of feature extraction is high. Thus feature clustering is used for dimensionality reduction. It is used as a feature reduction method; features are clustered into groups based on a similarity measure. Feature, which fulfil same similarity measure criteria, are grouped into single event and this create new, reduced-size event feature spaces. Featured dimensionality can be drastically reduced.
In this paper Fast Fuzzy Feature clustering for text classification is proposed. The work presented in this paper is based on the framework proposed by Jung-Yi Jiang, Ren-Jia Liou and Shie-Jue Lee in A Fuzzy Self Constructing feature clustering algorithm for text classification [6] . In this paper we proposed fast feature clustering which reduce clusters center dimension from ndimension to 2-dimension using principle component analysis. This method improves the performance by significantly reducing the number of iterations required to obtain the cluster center.
MOTIVATION OF THE ALGORITHM
The first feature extraction method based on feature clustering was proposed by Baker and McCallum [7] , which was derived from the "distributional clustering" idea of Pereira et al. [8] . Al-Mubaid and Umair [9] used distributional clustering to generate an efficient representation of documents and applied a learning logic approach for training text classifiers. The Agglomerative Information Bottleneck approach was proposed by Tishby et al. [10] , [11] . The divisive information-theoretic feature clustering algorithm was proposed by Dhillon et al. [12] , which is an information-theoretic feature clustering approach. Jung-Yi Jiang, Ren-Jia Liou and Shie-Jue Lee used A Fuzzy Self Constructing feature clustering algorithm for text classification [6] , which is an incremental feature clustering approach to reduce the number of features for the text classification task, and is more effective than other feature clustering methods. However, difficulties are associated with these methods is that dimension of clusters center is equal to the number of classes in class set, which degrades its performance when number of classes are more.
The above consideration motivated research to reduce the number of iterations required to obtain clusters center. In Fast Fuzzy Feature Clustering, the number of iteration required to obtain the cluster center is reduced by using Principle Component analysis [13] approach and a transformation algorithm. This improves significant performance as compared to the previous framework and become a significant topic of recent interest.
OUR METHOD
Our proposed approach is an agglomerative clustering algorithm approach. The words in the feature vector of a document set are represented as distributions, and processed one after another. Initially each word represents a cluster. Suppose a document set of documents together with the feature vector of words and classes , then word pattern for each word in constructed. Based on these word pattern Clusters are created. For word its word pattern is defined, similarly as in [12] , by where .
Indicates the number of occurrences of in document and is defined as:
It is these word patterns on which our proposed clustering algorithm works. Principle Component analysis is used to reduce this word pattern from -dimension to -dimension. All center coordinated should be positive and within the range from 0 to 1, since it is fuzzy based approach. Therefore transformation algorithm is used for this purpose and finally word pattern is obtained where . Figure 1 represent transformation algorithm. Now it is these reduce dimension word pattern on which fuzzy feature clustering algorithm works. For each word pattern, the similarity of this word pattern to each existing cluster is calculated using Gaussian function, to decide whether it is combined into an existing cluster or a new cluster is created. Once a new cluster is created, the corresponding membership function should be initialized. On the contrary, when the word pattern is combined into an existing cluster, the membership function of that cluster should be updated accordingly. Figure 2 represent Fast Fuzzy Feature Clustering Algorithm. After obtaining the clusters Feature extraction is performed according to [6] . Three weighting methods are used for feature extraction Hard weighting, Soft weighting, and Mixed weighting. After applying these features extraction methods reduced dimension input dataset is obtained. Further Text classification can be performed on these reduced dimension datasets using any classification algorithm such as Support Vector Machine (SVM). 
EXPERIMENT AND RESULTS
The proposed algorithm is implemented in Matlab 7.8.0(R2009a) and applied on various data sets. Results of these experiments are summarized in Table 1 . Datasets used for training are Reuter-21578 R8, 20 Newsgroup and WebKB data set. All of these data sets are obtainable from http://web.ist.utl.pt/~acardoso/datasets/. The input data sets files are pre-processed, which provide require input set for the learning. The input data set files is converted into numeric data on the basis of number of occurrence of words in the documents. Proposed algorithm determines number of iterations in obtaining cluster center. Furthermore we use F-FFC and FFC to represent Fast Fuzzy Feature Clustering and Fuzzy Self Constructing Feature Clustering respectively. Execution time for both F-FFC and FFC is calculated in second. 
CONCLUSIONS
The proposed algorithm Fast Fuzzy Feature Clustering improves significant performance as compared to the previous framework. By using this proposed algorithm desired no. of cluster center are obtained in less iteration. Each cluster is used as one extracted feature, which reduced the dimensionality of the input samples.
