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Abstrakt
Tato bakalá°ská práce pojednává o návrhu a implementaci sytému pro ovládání po£íta£e po-
hybem laserového ukazovátka po projek£ním plátn¥. Pomocí laserového ukazovátka je moºné
nahradit ovládání po£íta£e my²í. Systém umoº¬uje simulovat pohyb kurzoru my²i a kliknutí.
Aplikace vyuºívá koncept homograﬁe pro automatickou kalibraci kamery a následn¥ pro
p°evod sou°adnic mezi obrazem projek£ního plátna a obrazem po£íta£e.
Abstract
This bachelor's thesis deals with the design and implementation of a system for controlling
a PC via a laser pointer on a projection screen. Using a laser pointer can completely replace
a computer mouse. The system simulates mouse cursor movements and clicks. The appli-
cation uses homography for automatic camera calibration as well as for the conversion of
coordinates between the image on the projection screen and the image on the computer.
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Kapitola 1
Úvod
Po£íta£e jsou v dne²ní dob¥ ovládány mnoha r·znými zp·soby. Po£ínaje klávesnicí,
ovládání hlasem, aº po tém¥° nep°edstavitelné, a£koliv ne nereálné, zp·soby jako je ovládání
po£íta£e pouhou my²lenkou. Po£íta£e se stále vyvíjejí, a tak je logické, ºe lidé se snaºí
pr·b¥ºn¥ vylep²ovat systémy jejich ovládání. Naprosto standardní metodou je ovládání
po£íta£e v²elijakými polohovacími za°ízeními. Z nich nejroz²í°en¥j²í je pravd¥podobn¥ my².
e²ení, které je tématem této práce, není revolu£ní jako ovládání po£íta£e my²lenkou, ale
je uºite£ným roz²í°ením pouºití klasické my²i.
Pokud p°i práci s po£íta£em pouºíváme projektor, dá se p°edpokládat, ºe budeme mít
n¥jaké diváky. V p°ípad¥, ºe chceme s diváky komunikovat a zárove¬ provád¥t operace
v po£íta£i, je pouºití my²i velice nevýhodné. Nutí nás t°í²tit pozornost mezi obrazovku
po£íta£e a diváky. Také nás od p°ihlíºejících separuje. Naproti tomu pouºití laseru nám
dovolí se mezi diváky vmísit, komunikovat s nimi a p°itom provád¥t zamý²lené operace
p°ímo p°es plátno projektoru. Stejn¥ tak nám nic nebrání dovolit divák·m provád¥t tyto
operace za nás  sta£í jim do ruky p°edat laser.
V následujících kapitolách této práce je popsán systém ovládání po£íta£e pohybem
laserového ukazovátka po projek£ním plátn¥, jak z hlediska návrhu, tak z pohledu samotné
implementace aplikace.
Ve druhé kapitole bude £tená° obeznámen se sou£asnými alternativami ke klasické my²i,
které dovolí uºivateli ovládat po£íta£ a mohou, n¥kdy úsp¥²n¥, n¥kdy mén¥ úsp¥²n¥, °e²it
vý²e zmín¥né problémy.
T°etí kapitola p°edstaví základní cíle práce a pouºité matematické operace pro zpracování
obrazu. Dále se v ní £tená° dozví, které technologie vyuºiji p°i vývoji aplikace, a deﬁnuji zde
základní p°edpoklady hardwarového za°ízení nutného k provozu aplikace. V záv¥ru kapitoly
se £tená° dozví, se kterými vývojovými nástroji budu pracovat p°i implementaci aplikace.
tvrtá kapitola se zabývá samotnou implementací aplikace. Popisuje vzájemné vztahy
mezi implementovanými t°ídami a zajímavé algoritmy pouºité nap°íklad pro zpracování
vstupního obrazu. Seznámí £tená°e také s graﬁckým uºivatelským rozhraním aplikace.
V záv¥ru shrnu, zda a do jaké míry bylo dosaºeno vyty£ených cíl· a nastíním dal²í
moºnosti roz²í°ení této práce.
Na úplném konci této práce je p°ipojen seznam literatury, ze které jsem p°i návrhu
a vývoji programu £erpal.
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Kapitola 2
Sou£asný stav
2.1 Dostupné technologie
Problémem pouºití klasické my²i je nutnost z·stat p°ipoutaný k po£íta£i a pracovat
s po£íta£em skrze dal²í za°ízení. Nepracujeme tedy p°ímo s obrazem, který vidíme. P°ipoutání
k po£íta£i není problémem, pokud pracujeme s po£íta£em doma nebo v kancelá°i. Av²ak ve
chvíli, kdy se ocitneme na prezentaci, kde se od nás o£ekává komunikace s publikem, bude
nám nutnost neustále se vracet k po£íta£i, abychom pohnuli kurzorem, p°ehodili snímek
prezentace, nebo klikli na odkaz, ubírat p°id¥lený £as a naru²ovat na²i pozornost i pozornost
ostatních.
Dnes jiº na trhu existují za°ízení, které tyto problémy °e²í. N¥které zde popí²i a pokusím
se vystihnout jejich hlavní výhody a nevýhody oproti ostatním.
Mezi tato za°ízení pat°í:
• Bezdrátová my²
• Dotyková obrazovka
• Interaktivní tabule
• Dálkový ovlada£ prezentací
2.1.1 Bezdrátová my²
Bezdrátovou my² není t°eba popisovat. Funguje jako standardní my², ale dává nám
moºnost vzdálit se od po£íta£e, s nímº pracujeme. Stále je v²ak nutné pracovat s ní na
pevné podloºce a p°evád¥t zamý²lené pohyby na obrazovce po£íta£e (nahoru, dol·, doprava,
doleva) v provád¥né pohyby na podloºce (dop°edu, dozadu, doprava, doleva). To je pro
£lov¥ka, b¥ºn¥ pracujícího s po£íta£em, naprosto intuitivní záleºitost, ale nejde o p°ímou
interakci s obrazem na obrazovce nebo plátn¥.
2.1.2 Dotyková obrazovka
Jak název napovídá, jedná se o obrazovku po£íta£e opat°enou dotykovou vrstvou. Ta
umoº¬uje uºivateli pracovat s po£íta£em p°ímo. Jasnou výhodou je tedy snadné ovládání,
které dovolí, p°i pouºití nap°íklad speciálního pera, vyuºívat ve²keré funkce standardní
my²i (tedy klikání, pohyb kurzoru po obrazovce) s mnohem lep²í zp¥tnou vazbou s jist¥j²ím
a p°esn¥j²ím pohybem. Toto za°ízení lze tedy vyuºít ke kreslení, psaní vzorc·, podtrhávání
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textu a tak dále. Nevýhodou se pak stává op¥tovné p°ipoutání k po£íta£i, respektive jeho
obrazovce.
Dal²ím mínusem tohoto °e²ení je to, ºe obraz, který je promítán na plátno dataprojek-
torem, nemusí být stoprocentn¥ totoºný s tím, který vidí uºivatel na dotykové obrazovce.
M·ºe se jednat o mírný posun, nebo zkreslení barev. V kaºdém p°ípad¥, pokud si chce být
uºivatel jist, ºe lidé, kte°í sledují plátno, vidí to samé co on, musí pr·b¥ºn¥ kontrolovat
obraz na plátn¥ a to op¥t naru²uje jeho pozornost.
2.1.3 Interaktivní tabule
Interaktivní tabule (obrázek 2.1) °e²í problém nutnosti kontroly obrazu na plátn¥, pro-
toºe uºivatel pracuje p°ímo s tímto obrazem. Existují r·zné druhy interaktivních tabulí.
U n¥kterých je t°eba speciální ﬁx, jiné je moºné ovládat p°ímo rukou. Já jsem m¥l moºnost
pracovat s tabulí eBeam Whiteboard1, která umoº¬uje pouze pouºití ﬁxu. Tyto ﬁxy pak
mohou fungovat bu¤ jako skute£né ﬁxy, kdy je obraz kreslen na tabuli a zárove¬ snímán
do po£íta£e, nebo je kreslení zprost°edkováno zp¥tnou vazbou od po£íta£e p°es projektor.
Uºivatel tedy na tabuli skute£n¥ nic nekreslí, ale výsledná kresba je pouze obraz z po£íta£e.
Obrázek 2.1: Interaktivní tabule eBeam
Práce s tímto za°ízením je, dle mého názoru, velice jednoduchá, ale bohuºel ne°e²í prob-
lém p°ipoutání k po£íta£i (v tomto p°ípad¥ plátnu).
Práv¥ v interaktivní tabuli vidím velkou inspiraci. Intuitivnost ovládání se rovná jednodu-
chosti práce s papírem a tuºkou. Za p°edpokladu, ºe by pouºití laseru a kamery zachovalo
tuto vlastnost a navíc umoºnilo uºivateli vzdálit se od plátna, jednalo by se pravd¥podobn¥
o ideální zp·sob ovládání po£íta£e s obrazem promítaným p°es projektor.
1Dal²í informace dostupné z http://www.luidia.com/
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2.1.4 Dálkový ovlada£ prezentací
Existuje více druh· t¥chto za°ízení. Od základních, která je moºné vyuºít pouze k ovládání
snímk· prezentace (dal²í snímek, p°edchozí snímek), p°es pokro£ilej²í, kterými lze ovládat
krom¥ prezentací i multimediální p°ehráva£ (obvykle disponují více tla£ítky), aº po ovlada£e,
které v sob¥ integrují trackball, nebo akcelerometry. Ty je pak moºné pouºít k ovládání
celého programového vybavení po£íta£e.
Toto za°ízení zmi¬uji hlavn¥ kv·li jeho jednoduchým verzím, jejichº ur£ení p°ímo ko-
responduje s moºným vyuºitím aplikace popsané v této práci. Moºnost p°epínat snímky
prezentace pouhým rozsvícením laseru by byla velice p°íjemná.
Jak je vid¥t, hlavní nevýhodou dálkových ovlada£· prezentací je jejich omezené vyuºití
u jednoduchých model· a na druhou stranu nep°irozený zp·sob ovládání u model· pokro£ilých.
Z vlastní zku²enosti vím, ºe ovládání kurzoru my²i akcelerometry je p°inejlep²ím nepo-
hodlné. V kaºdém p°ípad¥ je to v²ak alternativa, která nám úsp¥²n¥ umoº¬uje vzdálit se
od po£íta£e i projek£ního plátna a navázat v¥t²í kontakt s poslucha£i. Jako výhodu t¥chto
za°ízení bych pak vid¥l i nízkou cenu (u jednoduchých model·).
2.2 Laser, kamera a projektor
Celá koncepce ovládání po£íta£e laserovým ukazovátkem je naprosto jednoduchá. S vyuºitím
b¥ºn¥ dostupných prost°edk· (projektor, kamera a laserové ukazovátko) umoºnit uºivateli
kompletní ovládání po£íta£e. Tento princip má °adu výhod. Jmenujme nap°íklad cenu,
p°irozené pouºití a snadnou p°enositelnost.
Ceny v²ech komponent jsou v dne²ní dob¥ zanedbatelné. Samoz°ejm¥ aº na projek-
tor, který dnes bývá £asto sou£ástí vybavení p°edná²kových sál·, konferen£ních místností
a podobných prostor, kde bychom mohli p°edpokládat vyuºití na²í aplikace.
Ukazovat laserovým ukazovátkem dokáºe doslova kaºdý. Od malého dít¥te po geniálního
v¥dce. Ovládání tímto zp·sobem se tak stává n¥£ím naprosto p°irozeným. Navíc se m·ºeme
p°i jeho pouºití voln¥ pohybovat po místnosti, pop°ípad¥ snadno p°edat laser jiné osob¥.
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Kapitola 3
Návrh implementace
P°ed zapo£etím implementace aplikace je nutné °ádn¥ promyslet ve²keré vstupní pod-
mínky, které musí být spln¥ny, aby bylo dosaºeno vyty£ených cíl·. Proto práv¥ v této kapitole
stanovím ony cíle a popí²i metody, jakými jich bude dosaºeno. Vyjmenuji a charakterizuji
pouºité knihovny a zmíním, jaké vývojové prost°edky jsem zvolil pro implementaci pro-
gramu.
3.1 Základní cíle
Aplikace má nahradit pouºití klasické my²i p°i ovládání po£íta£e. Jak jsem zmínil v mi-
nulé kapitole, rád bych se inspiroval funk£ností interaktivní tabule. Z toho plyne, ºe aplikace
bude disponovat jednoduchým uºivatelským rozhraním, které umoºní uºivateli:
1. provést po£áte£ní nastavení aplikace,
2. uloºit toto nastavení pro p°í²tí spu²t¥ní,
3. vybírat z akcí, které by byl schopen provést klasickou my²í (kliknutí levým tla£ítkem,
pravým tla£ítkem . . . ).
Zam¥°ím-li se nyní na po£áte£ní nastavení aplikace, bude se jednat p°edev²ím o kalibraci
kamery vzhledem k promítacímu plátnu. Pro tento ú£el nejlépe poslouºí koncept homograﬁe.
Dále je nutné efektivn¥ a s co nejmen²ími nároky na výkon po£íta£e detekovat te£ku laseru
na projek£ním plátn¥.
3.2 Homograﬁe
Homograﬁe je invertovatelné mapování bod· a p°ímek na projektivní rovin¥ P 2 [4]. Jiná
pojmenování pouºívaná pro tuto transformaci jsou kolineace, projektivita nebo projektivní
transformace. Homograﬁe nezachovává rozm¥ry ani úhly, av²ak zachovává vzájemnou polohu
(incidenci1) objekt· a dvojpom¥r2.
Homograﬁi je moºné chápat jako soustavu mnoha r·zných transformací uskute£n¥ných
násobením jedinou maticí 3x3. Transformace je moºné skládat od jednodu²²ích aº po sloºité
kombinace, které ústí v homograﬁi. Poj¤me se na n¥ tedy podívat a se°adit je dle sloºitosti.
1Dal²í informace dostupné z http://en.wikipedia.org/w/index.php?title=Incidence_(geometry)
&oldid=331614825
2Dal²í informace dostupné z http://mathworld.wolfram.com/CrossRatio.html
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• Izometrické transformace  pat°í sem 2D rotace a 2D posuny, neovliv¬uje úhly a vzdálenosti
mezi body.
• Podobnost  stejn¥ jako izometrické zobrazení neovliv¬uje úhly, ale m·ºe m¥nit vzdálenosti
mezi body. Vzdálenosti mezi v²emi body v²ak musí z·stat ve stejném pom¥ru.
• Aﬁnní transformace  v tomto zobrazení jiº nemusí být zachovány ani úhly. Zachována
je v²ak rovnob¥ºnost mezi p°ímkami a pom¥r vzdáleností bod· leºících na p°ímce.
Po t¥chto t°ech zobrazeních následuje projektivní transformace, neboli homograﬁe. Pro
homograﬁi neplatí ºádný invariant zmín¥ný u aﬁnní transformace, krom¥ toho, ºe body
náleºící jedné p°ímce budou i po aplikaci homograﬁe stále leºet v jedné p°ímce (dvojpom¥r).
Samotnou matici homograﬁe H m·ºeme rozd¥lit do vzorce 3.1
H = HSHAHP , (3.1)
kde HS reprezentuje podobnost, HA reprezentuje aﬁnní transformaci a HP projektivní.
Existuje je²t¥ jeden typ transformací. V²echny zmín¥né transformace p°evád¥jí sou°ad-
nice z 2D prostoru op¥t do 2D prostoru. Perspektivní transformace zobrazuje sou°adnice
z 3D prostoru do 2D prostoru. Tato transformace je vyuºita nap°íklad p°i snímání obrazu
(3D  reálný sv¥t) kamerou a p°i jeho p°evodu na 2D rovinu [4].
3.2.1 Vyuºití homograﬁe
Pouºití homograﬁe je velice ²iroké a v oboru po£íta£ového vid¥ní existuje mnoho p°ípad·,
kdy je její vyuºití velmi vhodné a uºite£né.
Kalibrace kamery
Kalibrace kamery bývá £asto prvním krokem v mnoha aplikacích vyuºívajících po£íta£ové
vid¥ní [4]. I v mé práci je homograﬁe vyuºita ke kalibraci kamery, abychom mohli následn¥
umis´ovat kurzor my²i na správnou pozici vzhledem k pozici laseru na plo²e projek£ního
plátna.
3D rekonstrukce
3D rekonstrukce je d·leºitý a sloºitý problém v po£íta£ovém vid¥ní. B¥hem let byl tento
problém spojen s úkoly jako structure from motion3, stereo vid¥ní, ur£ení pozice atd. [14]
Vizuální metrologie
Metrologie je nauka o mírách a m¥°ení. V tomto p°ípad¥ se jedná o m¥°ení vzdáleností
a ur£ování velikostí objekt·. Vizuální metrologie4 se snaºí automatizovat proces m¥°ení
s vyuºitím obrazu m¥°eného objektu v p°ípadech, kdy by manuální m¥°ení bylo drahé, nebo
jinak nevýhodné.
3pozn.: Nena²el jsem vhodný p°eklad. Jedná se o získání p°edstavy o 3D modelu pohybujícího se objektu.
Pokud máme nap°íklad n¥kolik snímk· objektu pod r·znými úhly, jsme z nich schopni vytvo°it 3D model
p·vodního objektu.
4Dal²í informace dostupné z http://books.google.cz/books?id=SwdGgnFb_bgC
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Vytvá°ení panoramatických snímk·
V dne²ní dob¥ velice roz²í°ená aplikace homograﬁe. Podporuje ji mnoho digitálních fo-
toaparát·. Na základ¥ p°ekrytí £ástí dvou a více obraz· je zji²t¥na homograﬁe a následn¥ je
aplikována na jednotlivé obrazy tak, ºe na sebe ve výsledku navazují. Výsledek pak vypadá,
jako by se jednalo o jeden snímek5.
3.2.2 Výpo£et matice homograﬁe
Abych vysv¥tlil získání matice homograﬁe názorn¥, pouºiji p°ímo situaci odpovídající
na²im pot°ebám. Budeme tedy transformovat sou°adnice obrazu kamery na sou°adnice
obrazu po£íta£e na projek£ním plátn¥.
P°edpokládáme bod (x, y) na plo²e opera£ního systému po£íta£e, který se promítne do
neznámého bodu na projek£ním plátn¥. Ten se následn¥ promítne jako bod (X,Y ) do obrazu
kamery. Na²ím cílem je získat zp¥tnou transformaci, kde, p°i znalosti pouze bodu (X,Y ),
získáme jejím uplatn¥ním sou°adnice bodu (x, y) [9].
Na první pohled se tento problém m·ºe zdát ne°e²itelným. Uv¥domíme-li si v²ak, ºe
existují dv¥ roviny (plocha po£íta£e a obraz kamery), mezi kterými existuje projektivní
transformace, okamºit¥ se ukazuje jednoduché °e²ení v podob¥ získání matice homograﬁe
H. Pokud známe tuto matici, m·ºeme jednoduchým násobením vektoru maticí H získat
z bodu (X,Y ) bod (x, y).
Máme tedy dány vektory pa a pb, které obsahují sou°adnice bod· (X,Y ) a (x, y) a matici
H, které m·ºeme zapsat rovnicemi 3.2.
pa =
XY
1
 , pb =
wxwy
w
 ,H =
h11 h12 h13h21 h22 h23
h31 h32 h33
 (3.2)
Pak platí
pb = Hpa (3.3)
a výsledný bod získáme normalizací sou°adnic
pb = pb/w′ =
xbyb
1
 . (3.4)
Zbývá tedy vy°e²it otázku, jak získat matici H. P°edpokladem pro její získání je znalost
alespo¬ £ty° korespondujících bod· z obou rovin. ádné t°i z t¥chto bod· v²ak nesmí leºet
v jedné p°ímce. Obecn¥ je moºné pouºít £ty°i aº N bod·, ale pro na²e ú£ely jsou minimální
£ty°i body naprosto vyhovující. Pomocí t¥chto bod· sestavíme matici 3.5.
−X1 −Y1 −1 0 0 0 x1X1 x1Y1 x1
0 0 0 −X1 −Y1 −1 y1X1 y1Y1 y1
−X2 −Y2 −1 0 0 0 x2X2 x2Y2 x2
0 0 0 −X2 −Y2 −1 y2X2 y2Y2 y2
...
...
...
...
...
...
...
...
...
−XN −YN −1 0 0 0 xNXN xNYN xN
0 0 0 −XN −YN −1 yNXN yNYN yN

(3.5)
5Dal²í informace dostupné z http://www.cs.adelaide.edu.au/~tonyscoleri/Research/Homog/
RealImgs/HomogRealImgsEx1.html
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K získání matice H vede více cest. Jednou z nich je metoda nejmen²ích £tverc·. Dal²í,
kterou jsem pouºil já, je singulární rozklad matice (SVD)[7].
Pro lep²í p°edstavu o fungování homograﬁe se podívejme na dva obrázky. Na prvním
z nich (obrázek 3.1) vidíme plátno projektoru s kalibra£ní obrazovkou. Je z°ejmé, ºe plátno
není kolmo ke kame°e, ani nevypl¬uje celý obraz, takºe p°evod sou°adnic nalezené te£ky
laseru by bez aplikace homograﬁe byl jen t¥ºko proveditelný.
Dále vidíme, ºe algoritmus úsp¥²n¥ nalezl v²echny £ty°i £tverce a pro názornost je ozna£il
kruºnicemi.
Obrázek 3.1: Projek£ní plátno
Na druhém obrázku 3.2 vidíme jiº transformovaný obraz. Na rozdíl od prvního obrázku
zde jiº plátno vypl¬uje celou plochu a je kolmo ke kame°e, tedy k nám.
Obrázek 3.2: Projek£ní plátno - po aplikaci homograﬁe
Práv¥ vý²e popsané akce jsou základem automatické kalibrace kamery, kterou bude nutné
provést p°i prvním spu²t¥ní aplikace a pak kdykoliv dojde ke zm¥n¥ polohy kamery v·£i
plátnu. Tento proces bude probíhat tak, ºe se zobrazí £ty°i £erné £tverce na bílém pozadí
(jako na obrázku 3.3), kde pr·se£íky jejich úhlop°í£ek budou hledanými korespondujícími
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body.
Obrázek 3.3: Kalibra£ní obrazovka
P°i hledání pr·se£ík· úhlop°í£ek pot°ebných pro výpo£et matice homograﬁe (viz vý²e)
m·ºe docházet k r·zným nep°esnostem. Ty jsou popsány dále v kapitole 4.4. Existuje v²ak
jeden problém, který v této kapitole popsán není. Tímto problémem je zkreslení obrazu kv·li
nedokonalosti £o£ky kamery.
3.2.3 Zkreslení obrazu kamery
Teorii zachycování obrazu nejlépe vystihuje takzvaný pinhole camera model (model
dírkového fotoaparátu, obrázek 3.4), který popisuje matematické vztahy mezi sou°adnicemi
3D bodu a jeho projekcí na zobrazovací plochu. Obraz jím vytvo°ený je opro²t¥n od jakéhoko-
liv zkreslení, nebo rozmazání nezaost°ených objekt· [11]. Bohuºel tento model není v praxi
pouºitelný, jelikoº dírka musí být opravdu malá, a tak jí neprochází dostatek sv¥tla pro
rychlé zaznamenávání. Proto jsou p°i snímání obrazu vyuºívány £o£ky (jak víme, nachází se
i v na²em oku). Ty ov²em kv·li své nedokonalosti zp·sobují problémy.
Obrázek 3.4: Pinhole camera model (p°evzato z [11])
Teoreticky je moºné deﬁnovat £o£ku, která nezp·sobí ºádné zkreslení. V praxi bohuºel
není ºádná £o£ka perfektní. Nedokonalosti jsou zp·sobeny p°edev²ím zp·sobem výroby; je
mnohem jednodu²²í vytvo°it sférickou £o£ku, neº £o£ku parabolickou. Také je obtíºné
p°esn¥ vyrovnat £o£ky a sníma£ (p°eloºeno z [2]). Popí²i zde radiální zkreslení, které je
zp·sobeno nedokonalostmi £o£ky, a te£né zkreslení, které vzniká p°i sestavování kamery.
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Jak víme z p°edchozího textu, homograﬁe pracuje s rovinami. Na obrázku 3.5(a) vidíme,
co se stane s rovinou, je-li snímána kamerou, jejíº £o£ky zp·sobují soudkovité zkreslení. Je
z°ejmé, ºe rovina v tomto p°ípad¥ p°estává být rovná, ale stává se mírn¥ zaoblenou. To
samoz°ejm¥ vede k nep°esnostem p°i hledání korespondujících bod· a tím následn¥ k nep°es-
nosti ve výpo£tu homograﬁe.
(a) Soudkovité zkreslení (b) Pol²tá°ové zkreslení
Obrázek 3.5: Radiální zkreslení (p°evzato z [10])
P°i soudkovitém zkreslení dochází k tomu, ºe body, které jsou dále od st°edu, jsou mén¥
zv¥t²eny neº body ve st°edu snímaného obrazu. Pro lidské oko m·ºe být rozdíl obrazu se
zkreslením a bez n¥j nepost°ehnutelný, ale p°i zpracování obrazu po£íta£em m·ºe být i tento
drobný rozdíl podstatný. Opakem soudkovitého zkreslení je zkreslení pol²tá°ové (pincushion
distortion). P°i n¥m dochází ke zv¥t²ení okrajových bod· oproti bod·m u st°edu obrazu
(obrázek 3.5(b)).
Te£né zkreslení (tangential distortion), jak jiº bylo zmín¥no, je zp·sobeno nep°esnostmi
p°i sestavování kamery. Na obrázku 3.6 vidíme, co se stane, kdyº je sníma£ p°ilepen k zadní
st¥n¥ kamery kapkou lepidla. Sníma£ a £o£ka v tomto p°ípad¥ nejsou rovnob¥ºné, coº zp·sobí
zkreslení znázorn¥né v pravé £ásti obrázku.
Jak se tedy zkreslení zbavit? OpenCV je pro tento ú£el vybaveno sadou funkcí, které si se
zkreslením dovedou poradit. K odstran¥ní zkreslení za pomoci OpenCV je t°eba získat dv¥
matice: intrinsic matrix (voln¥ p°eloºeno matice p°irozených vlastností kamery) a distortion
matrix (matice zkreslení), které následn¥ spolu se zkresleným obrázkem p°edáme funkci
cvUnDistortOnce() a ta nám vrátí opravený obrázek. Matice intrinsic obsahuje body cx
a cy, které obvykle p°edstavují st°ed obrazu, a body fx a fy, coº jsou ohniskové vzdálenosti.
Matice distortion pak obsahuje p¥t koeﬁcient·: k1,k2,k3, které upravují radiální zkreslení,
a p1,p2, které upravují te£né zkreslení.
K získání t¥chto dvou matic slouºí v OpenCV funkce cvCalibrateCamera2(). Jakým
zp·sobem jsou matice získávány a co p°esn¥ se d¥je s obrazem p°i jeho zpracování funkcí
cvUnDistortOnce() zde popisovat nebudu, jelikoº to není p°edm¥tem této práce. Ve²keré
informace k tomuto tématu je moºné získat z [2].
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Obrázek 3.6: Te£né zkreslení (p°evzato z [2])
3.3 Detekce laseru
Metod, jak rozpoznávat te£ku laseru v obraze je pom¥rn¥ hodn¥. Ov²em ne v²echny
je moºné pouºít ve spojení s promítaným obrazem z po£íta£e. V £em je tedy problém?
Pokud budeme hledat te£ku laseru na zdi (obrázek 3.7), nebude to ºádný problém. Na první
pohled je jasné, ºe £ervenobílá te£ka na ²edém podkladu je velice snadno rozpoznatelná jiº
p°i pouºití pouhého prahování správn¥ zvoleným prahem (obrázek 3.8, v tomto p°ípad¥ jsem
práh nastavil na 255).
Obrázek 3.7: Te£ka laseru na zdi
Bohuºel, vý²e popsaná metoda jiº není aplikovatelná na projek£ní plátno. V p°ípad¥
projektoru s niº²í svítivostí by moºná prahování sta£ilo, ale ve chvíli, kdy bychom se dostali
ke kvalitnímu a vysoce svítivému projektoru, by mohla nastat situace, kdy bude mít pro
na²i aplikaci stejnou hodnotu intenzita te£ky laseru i bílý bod na obrazovce. Problémy také
zp·sobují r·zné odlesky nebo nap°íklad lom sv¥tla na okrajích plátna.
Po n¥kolika pokusech v barevném prostoru RGB jsem se za£al zabývat barevným pros-
torem HSV[3]. První pokusy byly inspirovány zdrojovým kódem6 v Pythonu nalezeným na
6 Zdrojový kód a popis funk£nosti k nalezení na http://bradmontgomery.blogspot.com/2008/01/
13
Obrázek 3.8: Te£ka laseru na zdi - pouºit práh 255
internetu. Bohuºel, jinde neº na bílé zdi, nebo na papí°e se mi laser rozpoznat nepoda°ilo.
Dal²í variantou, kterou jsem se zabýval, je ode£ítání pozadí obrazu spolu s jeho p°ede²lým
zpracováním v HSV prostoru. Celá operace probíhá ve t°ech krocích. Prvním krokem je
zpracování obrazu, tedy jeho p°evedení do HSV a o°ezání nepot°ebných hodnot. Následn¥ je
obraz p°eveden na stupn¥ ²edi. Druhým krokem je ode£tení akumulovaného pozadí obrázku
od nov¥ zpracovaného obrazu. T°etím krokem je pak p°i£tení nového obrazu do akumulátoru
pozadí. P°i vyuºití této metody pak ve zkoumaném snímku svítí pouze pohybující se
objekty, tedy te£ka laseru.
Bohuºel ani tato varianta nedodává ve spojení s projektorem uspokojující výsledky.
V obraze se objevují bílé body na rozhraní zm¥n barev a detekovat laser na £erveném
pozadí se také moc dob°e neda°ilo.
Ve ﬁnální variant¥ jsem se vrátil zp¥t k barevnému prostoru RGB. Z·stal jsem ov²em
u koncepce ode£ítání pozadí, pouze se zm¥nila v tom, ºe pozadí je po£ítáno z originálního
obrázku, tedy barevného RGB obrázku. Z ode£teného obrázku je následn¥ vyextrahována
£ervená sloºka, ve které jsou vyhledány body s nejvy²²í intenzitou.
3.4 Vyuºité knihovny
3.4.1 wxWidgets
wxWidgets (Windows and X widgets, d°íve známý jako wxWindows) je free soft-
ware/open source multiplatformní widget toolkit. Je to knihovna základních element· pro
tvorbu graﬁckého uºivatelského rozhraní (GUI). [13]
Knihovna wxWidgets bude zast°e²ovat celou aplikaci. Obsahuje obrovské mnoºství gra-
ﬁckých komponent (okna, dialogy, posuvníky, za²krtávací boxy. . . ), ale je moºné ji vyuºít
i na niº²ích úrovních b¥hu aplikace (vlákna, £asova£e. . . ). Dal²í ohromnou výhodou je
moºnost pouºití v mnoha opera£ních systémech, £ímº dává základ ke spln¥ní p°edstavy
o vytvo°ení multiplatformní aplikace. Dal²í výhodou wxWidgets je ve v¥t²in¥ p°ípad· na-
tivní vzhled aplikace. To znamená, ºe vzhled aplikace koresponduje se vzhledem celého
systému, coº umoº¬uje uºivateli rychleji se zorientovat.
3.4.2 OpenCV
OpenCV je svobodná a otev°ená multiplatformní knihovna pro manipulaci s obrazem.
Je zam¥°ena p°edev²ím na po£íta£ové vid¥ní a zpracování obrazu v reálném £ase. [12]
tracking-laser-pointer-with-python-and.html
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Tato knihovna bude vyuºita k získávání snímk· z kamery a následn¥ k jejich zpracování
pro pot°eby aplikace. Obsahuje mnoho funkcí implementujících uºite£né algoritmy, a´ uº
pro zpracování obrazu (p°evody mezi barevnými prostory, prahování. . . ), nebo pro °e²ení
matematických operací (homograﬁe, singulární rozklad matice. . . ). Op¥t je t°eba vyzdvih-
nout moºnost pouºití v r·zných opera£ních systémech.
Knihovnu OpenCV také vyuºiji k ukládání a na£ítání konﬁgurace programu. Po prozkou-
mání r·zných moºností (nap°íklad t°ída ConﬁgFile7, nebo knihovna libconﬁg 8) se ukázalo
vyuºití OpenCV k tomuto ú£elu jako nejjednodu²²í. Jednak proto, ºe jsou konﬁgura£ní
soubory uloºeny ve formátu XML, tudíº je moºné je snadno editovat ru£n¥ a také proto,
ºe lze snadno ukládat datové typy OpenCV, jako jsou matice (CvMat), body (CvPoint)
a £tverce (CvRect).
3.4.3 Xlib
Xlib je knihovna pro p°ístup k prost°edk·m systému X Window. Tuto knihovnu vyuºiji
k emulování operací my²i (pohyb, tla£ítka). Bohuºel, tato knihovna není pouºitelná pro
opera£ní systémy Windows, a tak jako jediná znemoº¬uje vytvo°it multiplatformní aplikaci.
3.5 Cílová platforma
Sv¥t osobních po£íta£·, d¥líme-li ho podle opera£ních systém·, je dnes rozd¥len na t°i
hlavní proudy: Windows, Linux a Mac OS. Jelikoº já sám jsem uºivatelem Linuxu, rozhodl
jsem se primárn¥ navrhnout aplikaci práv¥ pro tento opera£ní systém. Na druhou stranu
vzhledem k pouºitým knihovnám nebude problém ji portovat i pro ostatní systémy. Jediná
£ást, kterou bude t°eba reimplementovat, bude komponenta emulující pouºití my²i.
3.6 Pot°ebné prost°edky
Jak je z°ejmé jiº z názvu práce, pot°ebnými hardwarovými prost°edky pro vytvo°ení
a provozování aplikace budou kamera, projektor a laserové ukazovátko. Poj¤me se tedy
blíºe podívat na jednotlivé komponenty a ur£it, zda je u nich nutné dodrºet n¥jaké konkrétní
zásady, kterými bude následn¥ podmín¥na funk£nost aplikace.
3.6.1 Projektor
Projektor, a£ velice d·leºitá sou£ást vybavení, zde p°íli² rozebírat nebudu, protoºe
obecn¥ vyhovují v²echny typy. Problém by mohla zp·sobovat pouze plocha, na kterou je
obraz promítán. Pokud by totiº byla lesklá, mohlo by se stát, ºe se velká £ást intenzity
sv¥tla laseru odrazí mimo oblast snímanou kamerou. Pokud by m¥l navíc projektor vysokou
svítivost, mohla by te£ka laseru na plátn¥ úpln¥ zaniknout a aplikace by pak nebyla schopna
ji detekovat. Tento problém by pak moºná vy°e²il p°esun kamery, respektive p°esun osoby,
která pracuje s laserem, tak, aby se sv¥tlo laseru odráºelo sm¥rem ke kame°e (viz. obrázek
3.9)
7Dal²í informace dostupné z http://www-personal.umich.edu/~wagnerr/ConfigFile.html
8Dal²í informace dostupné z http://www.hyperrealm.com/libconfig/
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Obrázek 3.9: Odraz laseru ke kame°e
3.6.2 Kamera
Kamera musí spl¬ovat n¥kolik podmínek. První z nich je dostate£ný po£et snímk· za
vte°inu (fps). ím více snímk· je kamera schopna za jednu vte°inu vytvo°it, tím p°esn¥j²í
bude p°esouvaní kurzoru my²i p°i pohybu laseru. Na druhou stranu je t°eba vzít v úvahu, ºe
pro zpracování kaºdého snímku je t°eba ur£itý £as prost°edk· po£íta£e. Proto je t°eba zvolit
rozumnou hodnotu. V¥t²ina webových kamer je schopna generovat aº 30 snímk· za vte°inu,
coº je naprosto dosta£ující. V zájmu sníºení vytíºení procesoru (a tím umoºn¥ní plynulého
b¥hu na star²ích po£íta£ích) bude aplikace umoº¬ovat uºivatelské nastavení hodnoty fps.
Dal²ím d·leºitým parametrem je rozli²ení kamery. Já jsem pouºil kameru s rozli²ením
640x480 pixel·, coº je, dle mého názoru, rozumný kompromis mezi kvalitou obrazu a náro£ností
zpracování.
Nejd·leºit¥j²ím parametrem je kompatibilita s knihovnou OpenCV. Na internetových
stránkách projektu OpenCV je k dispozici seznam kompatibilních kamer9. Jelikoº se mi
v²echny kamery z daného seznamu, které jsem na²el na £eském trhu, zdály p°íli² drahé,
rozhodl jsem se zakoupit kameru, u které budu mít ov¥°enou funk£nost pod opera£ním
systémem Linux a, která bude fungovat s ovlada£em uvc10. Tento risk se vyplatil a zakoupená
kamera fungovala s OpenCV bez nejmen²ích problém·.
3.6.3 Laser
Pro na²e pot°eby byl zvolen £ervený laser. M·ºe se jednat o jakékoliv laserové ukazovátko
dostupné na trºnicích jako hra£ka, nebo laser vestav¥ný nap°íklad v dálkovém ovlada£i
projektoru.
3.7 Vývojové prost°edí
Jelikoº se jedná o pom¥rn¥ rozsáhlou aplikaci, rozhodl jsem se, ºe se vyplatí investovat
trochu £asu do seznámení se s r·znými vývojovými prost°edími a verzovacími systémy.
9 Seznam kompatibilních kamer dostupný na http://opencv.willowgarage.com/wiki/Welcome/OS
10Dal²í informace dostupné z http://www.ideasonboard.org/uvc/
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3.7.1 Netbeans IDE
Jako vývojové prost°edí pro tento projekt jsem zvolil Netbeans IDE11. Jedná se o velice
komplexní prost°edí obsahující ve²keré prost°edky pot°ebné pro vývoj rozsáhlých aplikací.
Primárn¥ je ur£eno pro jazyk Java, ale je p°ipraveno i pro pouºití ve spojení s programovacími
jazyky C a C++. Nabízí správu projekt·, na²eptáva£, debugger, a dokonce i verzování pro-
jektu pomocí systém· Subversion (SVN) a Mercurial12.
3.7.2 Mercurial
Jelikoº jsem se jiº n¥kolikrát p°esv¥d£il, ºe zálohovat je opravdu t°eba (nejen z d·vodu
ztráty dat), rozhodl jsem se p°i implementaci vyuºít systém Mercurial. Jedná se o verzovací
systém, který, na rozdíl od Subversion (SVN), nefunguje na principu architektury klient-
server, ale pracuje lokáln¥. To tedy znamená, ºe k uloºení nové verze programu není t°eba
p°ipojení k internetu, a stejn¥ tak v²echny star²í verze jsou k dispozici okamºit¥ a bez
stahování ze serveru. To pro m¥ byla hlavní výhoda. Dal²í pozitivum vidím v tom, ºe je
velice dob°e propojen práv¥ s Netbeans IDE.
Stejn¥ jako SVN umoº¬uje komentovat kaºdou verzi, coº následn¥ usnad¬uje jejich
zp¥tné prohledávání. Dále je díky n¥mu vývojá° informován, které soubory upravil oproti
poslední verzi (status) a vidí, co konkrétn¥ bylo v souborech upraveno (diﬀ). Upravené
soubory jsou nap°íklad v Netbeans IDE znázorn¥ny odli²nou barvou názvu souboru. Stejn¥
tak jsou barevn¥ odli²eny upravené °ádky zdrojových kód·.
11Dal²í informace dostupné z http://netbeans.org/
12Dal²í informace dostupné z http://mercurial.selenic.com/
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Kapitola 4
Implementace
Tato kapitola pojednává o samotné implementaci aplikace pro ovládání po£íta£e po-
hybem laserového ukazovátka po projek£ním plátn¥. tená° zde nalezne informace o jed-
notlivých t°ídách, tvo°ících výslednou aplikaci, o jejich vzájemném propojení a jejich ú£elu.
4.1 Hierarchie t°íd
Na obrázku 4.1 jsou znázorn¥ny vzájemné závislosti jednotlivých t°íd. Závislost je bu-
dována shora, coº znamená, ºe t°ída Conﬁg není závislá na ºádné dal²í t°íd¥ z diagramu.
Na druhou stranu t°ída LaserMouse, která vytvá°í samotný spustitelný program, je závislá
na v²ech ostatních.
Oranºovou barvou jsou ozna£eny t°ídy, jeº jsou spou²t¥ny v samostatném vlákn¥. Jedná
se tedy o t°ídu Camera, jejíº b¥h se p°esouvá do samostatného vlákna hned po startu aplikace
a dále t°ída Calibrate, která je vytvo°ena p°i kalibraci kamery.
4.2 Vícevláknové aplikace
Aplikace vyuºívá moºnosti vytvo°ení více vláken aplikace. Vlákno je odleh£ená verze
procesu. Vlákna mezi sebou, na rozdíl od proces·, sdílí pam¥´ a dal²í struktury. To znamená,
ºe jejich vyuºití p°iná²í niº²í pam¥´ovou náro£nost a obecn¥ niº²í nároky na reºii spojenou
s jejich vytvo°ením a b¥hem. Na druhou stranu je t°eba hlídat p°epis pam¥ti, ke kterému
by mohlo dojít, pokud by vlákna zapisovala do stejné pam¥ti sou£asn¥ a bez kontroly.
Jelikoº ve své aplikaci pracuji s kamerou, ze které je nutno neustále získávat nové snímky,
b¥ºí objekt t°ídy Camera v samostatném vlákn¥. P·vodn¥ jsem se snaºil pouºití vláken
vyhnout a nahradit je £asova£em, který by jednou za ur£itý £as (1000ms/fps) vyvolal
metodu pro na£tení snímku z kamery a jeho následné zpracování. Toto °e²ení se bohuºel
ukázalo jako nepouºitelné vzhledem k intervalu volání zmín¥né metody a £asu pot°ebnému
ke zpracování snímku. Tyto dva £asové údaje se totiº tém¥° rovnaly, a tak aplikace v¥t²inou
zamrzla a byl problém ji i b¥ºným zp·sobem ukon£it.
Jako nejlep²í °e²ení se tedy ukázala vlákna. Jelikoº hojn¥ vyuºívám knihovnu wxWidgets,
rozhodl jsem se pouºít její implementaci obsluhy vláken. Práce s vlákny ve wxWidgets je
velice snadná a rychle pochopitelná.
Dal²í vlákno je vytvá°eno p°i spu²t¥ní kalibrace kamery. D·vod je stejný jako v p°ed-
chozím p°ípad¥. Graﬁcké uºivatelské rozhraní aplikace musí z·stat p°ístupné uºivateli a nesmí
p°estat p°i zvý²ené zát¥ºi reagovat na jeho pokyny.
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Obrázek 4.1: Hierarchie t°íd
4.3 Programová dokumentace
Jako programovou dokumentaci jsem zvolil systém DOC++1, který vyuºívá formát
zápisu shodný s Javadoc2. Tento formát zápisu umoº¬uje p°ehledn¥ komentovat jednotlivé
t°ídy, jejich metody a atributy. V p°ípad¥ metod je také moºné popsat jejich parametry
a návratové hodnoty.
/**
* Nalezení kontrolních bod· pro výpo£et homografie
* @param src obrázek, ve které jsou body vyhledány
* @return vector<CvPoint> vektor nalezených bod·
*/
vector<CvPoint> Homography::findControlPoints(IplImage* src)
...
}
1Dal²í informace dostupné z http://docpp.sourceforge.net/
2Dal²í informace dostupné z http://java.sun.com/j2se/javadoc/index.jsp
19
Formát DOC++ samoz°ejm¥ není omezen pouze na zna£ky @param a @return, ale obsahuje
°adu dal²ích. Za v²echny uve¤me nap°íklad @author a @version.
Pouºití tohoto formátu dodává zdrojovým kód·m na p°ehlednosti a velkou výhodou je
také jednoduchost zápisu p°i vytvá°ení dokumentace. Programem DOC++ pak lze snadno
vygenerovat dokumentaci ve formátu TEXnebo HTML.
4.4 T°ída Homography
Tato t°ída se stará o zpracování obrazu z kamery, výpo£et matice homograﬁe a nalezení
te£ky laseru v obraze. Ve²keré zpracování obrazu probíhá s vyuºitím prost°edk· knihovny
OpenCV.
Postup, jak získat matici homograﬁe, jsem popsal v kapitole 3.2, proto zde pouze vysv¥tlím,
jak celý problém vypadá z pohledu p°episu do zdrojového kódu.
Prvním krokem je p°ipravení obrazu pro vyhledání korespondujících bod·. Ten probíhá
tak, ºe obraz je nejprve p°eveden na stupn¥ ²edi, poté je provedeno prahování vhodn¥
zvoleným prahem a následn¥ je obraz vyhlazen. Dal²í úpravou, kterou obraz projde, je
nalezení hran. Poslední operace aplikovaná na obraz je roz²í°ení hran (dilatation).
///Prevod na stupne sedi
cvCvtColor(src,gray,CV_BGR2GRAY);
//Prahovani
cvThreshold(gray,gray,100+this->calibrationTry*2,255,CV_THRESH_BINARY);
//Vyhlazeni obrazu
cvSmooth( gray, gray, CV_GAUSSIAN, 11, 11 );
//Aplikace hranoveho filtru
cvCanny(gray, gray, (float)edge_thresh, (float)edge_thresh*3, 5);
//Rozsireni hran
cvDilate(gray,dest,0,1);
Jak vypadá upravený obraz, vidíme na obrázku 4.2. V tomto obrázku jsou jiº vyzna£eny
i korespondující body.
Druhý krok potom obná²í nalezení kontur v obraze (funkce cvFindContours()), jejich
aproximace polynomem a vy°azení v²ech nevhodných kontur. Tedy t¥ch, které nemají po
aproximaci £ty°i vrcholy (zajímají nás £ty°úhelníky). Následn¥ je t°eba u t¥chto nalezených
£ty°úhelník· vypo£ítat pr·se£íky jejich úhlop°í£ek. Z t¥ch následn¥ vybereme £ty°i body,
o kterých p°edpokládáme, ºe by mohly pat°it zobrazeným kalibra£ním £tverc·m.
V pr·b¥hu testování kalibrace se ukázalo, ºe korektní nalezení pr·se£íku úhlop°í£ek
£ty°úhelníku m·ºe být pon¥kud problém. P·vodn¥ jsem k zji²´ování pozice pr·se£ík· pouºí-
val strukturu CvRect, jejíº obsah je znázorn¥n na obrázku 4.3. K napln¥ní struktury byla
pouºita funkce cvBoundingRect(). Ta ohrani£ila nalezené kontury £tvercem, nebo obdél-
níkem, jehoº hrany jsou orientovány vertikáln¥ a horizontáln¥. Vzhledem k tomu, ºe £ty°úhel-
ník v obraze kamery je zobrazen s projektivní transformací, dochází p°i výpo£tu st°edu
£ty°úhelníku k nep°esnosti. Úhlop°í£ky, a tedy ani jejich pr·se£ík, se v tomto p°ípad¥
v nalezeném obrazci a v ohrani£ujícím £ty°úhelníku, vytvo°eném funkcí cvBoundingRect(),
neshodují. Toto mi zpo£átku unikalo a velice m¥ zaráºelo, ºe v n¥kterých p°ípad¥ch si body
v obraze kamery a obraze po£íta£e perfektn¥ odpovídají a jindy jsou i o n¥kolik desítek
pixel· posunuté.
e²ením, které jsem aplikoval jako první, bylo nahrazení struktury cvRect strukturou
cvBox2D, která je schopna uloºit £tverec nebo obdélník s ur£itou rotací. Takto rotovaný
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Obrázek 4.2: Obrázek p°ipravený pro kalibraci
ohrani£ující £ty°úhelník mnohem lépe sedne na nalezený £ty°úhelník v obraze kamery.
Navíc tato struktura p°ímo ukládá st°ed £tverce, takºe není t°eba ho zvlá²´ dopo£ítávat.
Bohuºel, ani tato varianta se nakonec neosv¥d£ila. Nep°esnost se sice zmen²ila z desítek
pixel· na jednotky pixel·, ale stále neodpovídala pozice my²i pozici laseru.
Bylo tedy t°eba se zamyslet a sáhnout hluboko k v¥domostem ze st°ední ²koly týkajících
se geometrie.
Jak tedy vypo£ítat pr·se£ík úhlop°í£ek p°esn¥? Ze sekvence kontury získám pom¥rn¥
snadno její £ty°i vrcholy. Bohuºel ale nevím, v jakém po°adí byly tyto vrcholy nalezeny,
takºe nejsem schopen správn¥ spojit vrcholy tak, abych dostal úhlop°í£ky a následn¥ jejich
pr·se£ík. Bylo tedy t°eba získané body n¥jakým zp·sobem se°adit. Po n¥kolika marných
pokusech se°adit body porovnáním jejich sou°adnic jsem objevil °e²ení, které znázor¬uje
obrázek 4.4
Na obrázku 4.4 vidíme £tverec, který je opsán konvexnímu £ty°úhelníku (p·vodn¥ £tverec
deformovaný projektivní transformací). Dále vidíme n¥kolik barevných £ar. Nejpodstatn¥j²í
jsou pro nás modré £áry. Tyto £áry spojují kaºdý vrchol vnit°ního £ty°úhelníku s nejbliº-
²ím vrcholem opsaného obdélníku. Opsaný obdélník získáme pouºitím vý²e zmín¥né funkce
cvBoundingRect(). U tohoto obdélníku víme, který vrchol se nachází vlevo naho°e, který
vpravo dole a tak dále. Spojením nejbliº²ích vrchol· jsme tedy schopni jednodu²e ur£it
hledané po°adí bod·.
Vzdálenost dvou bod· v rovin¥ je moºné spo£ítat pomocí vzorce
d =
√
(x2 − x1)2 + (y2 − y1)2. (4.1)
Poté uº sta£í pouze spojit protilehlé vrcholy a získat obecné rovnice p°ímek, na kterých
leºí úhlop°í£ky (rovnice 4.2).
a1x+ b1y + c1 = 0, a2x+ b2y + c2 = 0 (4.2)
Nakonec je t°eba najít jejich pr·se£ík. Ten získáme °e²ením vztahu 4.3.
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Obrázek 4.3: Ohrani£ení (p°evzato z [2])
xP =
∣∣∣∣b1 c1b2 c2
∣∣∣∣∣∣∣∣a1 b1a2 b2
∣∣∣∣ , yP =
∣∣∣∣c1 a1c2 a2
∣∣∣∣∣∣∣∣a1 b1a2 b2
∣∣∣∣ (4.3)
V tuto chvíli máme seznam £ty°úhelník· spolu s jejich st°edy. Z nich se musíme pokusit
vybrat ty, které odpovídají zobrazeným £tverc·m, a tedy korespondujícím bod·m.
Nejd°íve jsem pro výb¥r korespondujících bod· pouºíval dv¥ podmínky  £ty°úhelník, je-
muº korespondující bod náleºí, musí být men²í neº 150px (experimentáln¥ zji²t¥ná hodnota)
a musí leºet uvnit° oblasti, kterou jsem nazval wrapper. Wrapper byl v podstat¥ nejv¥t²í
£ty°úhelník nalezený v obraze, který by m¥l teoreticky p°edstavovat projek£ní plátno. V²im-
n¥me si slova teoreticky. V praxi se totiº stávalo, ºe plátno splynulo s okolním prost°edím
a jako wrapper byl rozpoznán nap°íklad jeden z kalibra£ních £tverc·. V tomto p°ípad¥
samoz°ejm¥ nebyly £tverce správn¥ rozpoznány a kalibraci bylo t°eba opakovat s jiným
umíst¥ním kamery, nebo zm¥nou osv¥tlení.
Rozhodl jsem se tedy wrapper v·bec nepouºívat a aplikoval jsem jinou podmínku 
nalezený £ty°úhelník musí být v¥t²í neº 30px (op¥t experimentáln¥ ur£ená hodnota). Logicky
i v tomto p°ípad¥ se ob£as stane chyba, ale subjektivn¥ je tato metoda mnohem efektivn¥j²í.
Pokud jsme tedy vybrali £ty°i body, o kterých p°edpokládáme, ºe odpovídají bod·m,
které jsme na plátno zobrazili, musíme je se°adit. azení korespondujících bod· vyuºívá
stejnou metodu jako v p°ípad¥ °azení bod· pro výpo£et pr·se£ík·. Rozdíl je pouze v tom,
se opsaný obdélník není zji²t¥n pomocí funkce cvBoundingRect(), ale je vypo£ítán z rozm¥r·
obrázku.
T°etím a posledním krokem k získání matice homograﬁe je pak sestavení matice z ko-
respondujících bod· a její zpracování pomocí Singulárního rozkladu (SVD). SVD je imple-
mentováno v OpenCV funkcí cvSVD(). Voláním této funkce získáme t°i matice, p°i£emº pro
nás je zajímavá matice V, respektive poslední °ádek transponované matice V (V T ). Jeho
p°evodem na matici o rozm¥rech 3x3 získáváme hledanou matici homograﬁe H.
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Obrázek 4.4: Se°azení bod·
Druhým ú£elem t°ídy Homograﬁe je získání sou°adnic te£ky laseru v obraze kamery.
Tuto operaci by bylo moºno rozd¥lit do dvou £ástí.
První z nich je p°íprava obrazu z kamery. Postup zpracování obrazu jsem popsal v kapi-
tole 3.3. Druhým je pak samotné vyhledání bodu. P°i n¥m je obraz procházen bod po bodu,
a kdykoliv je nalezen bod s vy²²í intenzitou, neº je poslední zaznamenaná hodnota, jsou
uloºeny jeho sou°adnice a jeho intenzita. Následn¥ je bod s nejvy²²í intenzitou ur£en jako
referen£ní a z intenzit zbylých bod· je vypo£ítán aritmetický pr·m¥r. Ten je ode£ten od in-
tenzity referen£ního bodu. Pokud je výsledek rozdílu vy²²í neº uºivatelsky deﬁnovaný práh,
je referen£ní bod pouºit jako nová pozice laseru, jinak z·stává jeho pozice nezm¥n¥na.
P·vodn¥ jsem prohledával celý obraz. To bylo samoz°ejm¥ neoptimální, protoºe se n¥k-
teré body zkoumaly zbyte£n¥. Omezil jsem tedy prohledávanou oblast na wrapper (vysv¥tleno
vý²e). Av²ak vzhledem k tomu, ºe je bod uznán jako nová pozice laseru jen pokud je jeho
vzdálenost maximáln¥ 50px od poslední známé pozice laseru, bylo prohledávání celého
plátna/wrapperu naprosto zbyte£né. Ve ﬁnální verzi je tedy prohledávána oblast pouze
100x100 pixel·, jejímº st°edem je poslední známá pozice laseru. To zrychlilo zpracování
obrazu velmi významn¥.
P°i prohledávání wrapperu byla pr·m¥rná doba zpracování obrazu a nalezení te£ky
laseru 20ms. Potom, co jsem aplikoval vý²e zmín¥nou optimalizaci, se doba sníºila zhruba
o 50%, tedy na pr·m¥rných 10ms (testováno s procesorem Intel Core 2 Duo CPU P7570 @
2.26GHz).
4.5 T°ída Camera
Tato t°ída má za úkol na£ítat snímky z kamery a volat metody pro jejich zpracování.
Na£ítaní se d¥je v cyklu, p°i£emº je po kaºdém na£tení a zpracování snímku vlákno na
ur£itý £as uspáno. Abych byl p°esný, ned¥je se tak po zpracování kaºdého snímku, ale jen
za spln¥ní podmínky, kterou ilustruje následující kód:
int sleep=1000/this->fps;
...
runtime=this->GetFrame();
if(sleep-1>=runtime)
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{wxThread::Sleep(sleep-runtime);
}
Pokud je podmínka spln¥na, vlákno je uspáno na £as daný rozdílem implicitní hodnoty pro
uspání (sleep) a £asu, který byl z této doby spot°ebován zpracováním snímku (runtime).
Pokud by neprobíhala tato kontrola a vlákno by bylo pokaºdé uspáno na dobu ur£enou
prom¥nnou sleep, mohlo by (a £asto by se tak d¥lo) docházet k vynechávání snímk·. Na
druhou stranu za pouºití této podmínky m·ºe dojít k situaci, kdy se hodnoty sleep a runtime
budou p°i kaºdém pr·b¥hu cyklu shodovat a tím dojde k tomu, ºe vlákno se nikdy neuspí,
takºe bude procesor p°íli² vytíºen. Tuto situaci lze snadno °e²it sníºením hodnoty FPS
(po£et snímk· za vte°inu). To vyvolá prodlouºení implicitní uspávací doby a tím sníºení
zát¥ºe procesoru.
Vzhledem k tomu, ºe jedním úkolem t°ídy Camera je získávat snímky z kamery, má
také za úkol aktuální snímky uchovávat. Spolu s aktuálním originálním snímkem z kamery
uchovává i snímek upravený (pro kalibraci, nebo pro detekci laseru). Oba tyto snímky jsou
k dispozici t°íd¥ Properties, která je pak m·ºe na£íst a zobrazit ve svém okn¥.
T°ída Camera v²ak uchovává je²t¥ jeden obrázek. Je jím scéna s pozadím. Tento obrázek
je pouºit p°i detekci laseru, jak je popsáno v kapitole 3.3. P°i vytvá°ení tohoto snímku je
moºné pouºít dv¥ metody.
Jednou z nich, kterou jsem pouºil jako první, je uloºení ur£itého po£tu obrázk· (N) a p°i
zpracování kaºdého nového snímku vytvo°ení pr·m¥rného obrazu z t¥chto deseti uloºených,
který je pak od nového snímku ode£ten. V²e popisuje vzorec 4.4.
1
N
∑
i=1
Li, (4.4)
kde Li jsou uloºené snímky a N je jejich po£et. Pokud pak chceme získat p°ímo obrázek pro
nalezení pozice laseru, je t°eba pouºít rovnici 4.5.
P = D − 1
N
∑
i=1
Li (4.5)
Jak vidíme, vzorec pro výpo£et pr·m¥ru z·stal a p°idal se pouze upravený snímek D
a výsledný snímek p°ipravený pro vyhledání laseru P .
Tato metoda je v²ak náro£ná jak £asov¥ (p°i kaºdém novém snímku je nutné se£íst N
p°edchozích), tak pam¥´ov¥ (uchováváme N obrázk·, p°i£emº si teoreticky nem·ºeme být
jisti, jaké hodnoty bude N nabývat)
Druhá metoda je pouºití takzvaného plovoucího pr·m¥ru (running average, moving ave-
rage). Celé kouzlo tohoto výpo£tu tkví v tom, ºe nejsme nuceni p°epo£ítávat pr·m¥r v²ech
N obrázk· pokaºdé, ale pouze p°i£ítáme k pr·m¥ru nov¥ p°idaný obrázek násobený ur£itou
hodnotou. Nejlépe celou situaci op¥t osv¥tlí rovnice (4.6).
A = (1− α) ·A+ (α) ·D (4.6)
V rovnici 4.6 zastupuje A plovoucí pr·m¥r, D je nový snímek a α je 1N . Pak pro N = 10
násobíme obrázek obsahující pr·m¥r hodnotou 0.9 a nov¥ p°íchozí snímek hodnotou 0.1. To
tedy znamená, ºe s kaºdým novým obrázkem se star²í jakoby vytrácí (obrázek £. 1 má
v pr·m¥ru váhu 0.1, obrázek £. 5 má váhu 0.1 · 0.9 · 0.9 · 0.9 · 0.9 = 0.06561. . . )
Jak je vid¥t, plovoucí pr·m¥r je nejen jednoduchý na implementaci (odpadá uchovávání
deseti snímk·, alokace pam¥ti, uvol¬ování pam¥ti. . . ), ale je nadmíru vhodný i z hlediska
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optimalizací aplikace, jelikoº provádíme sou£et pouze dvou obrázk· a v pam¥ti uchováváme
pouze jeden snímek nezávisle na hodnot¥ N .
Na záv¥r této sekce p°ikládám obrázky 4.5, které slouºí k nalezení laseru.
(a) Originál (b) Pozadí
(c) Ode£tený (d) ervená sloºka
Obrázek 4.5: Obrázky pouºité k vyhledání laseru
Obrázek 4.5(a) je originální obrázek z kamery. V krouºku je ozna£ená te£ka laseru.
Ode£ítané pozadí se nachází na obrázku 4.5(b). Rozdíl p°edchozích dvou obrázk· m·ºeme
vid¥t na 4.5(c)  £ervená te£ka na £erném pozadí je pom¥rn¥ výrazná. Poslední obrázek
(4.5(d)) slouºí p°ímo k vyhledání te£ky laseru. Jedná se o £ervenou sloºku separovanou
z obrázku 4.5(c).
4.6 T°ída Conﬁg
Jelikoº nem·ºeme chtít po uºivateli, aby p°i kaºdém spu²t¥ní aplikace nastavoval znovu
a znovu v²echny volby, je vhodné umoºnit mu tyto volby n¥jakým zp·sobem uloºit a pouºít
p°i p°í²tím spu²t¥ní. Toto je p°esn¥ ur£ení t°ídy Conﬁg. Ukládá ve²kerá uºivatelská nasta-
vení do souboru settings.xml. Protoºe se jedná o klasický xml soubor, je velice snadné ho
zálohovat, pop°ípad¥ i ru£n¥ upravit.
<?xml version=

1.0?>
<opencv_storage>
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<valH>41</valH>
<wrapper>
20 75 598 365</wrapper>
<homo_matrix type_id=

opencv-matrix>
<rows>3</rows>
<cols>3</cols>
<dt>f</dt>
<data>
1.91390169 0.07124707 -59.27885818 -0.13248953 2.01697278
-145.18994141 -2.55061546e-04 -4.73568361e-05 1.</data></homo_matrix>
<srcP0>
551 182</srcP0>
...
</opencv_storage>
Bohuºel, vzhledem k tomu, ºe OpenCV neumí v souboru upravit pouze jednu konkrétní
vlastnost, je t°eba p°i kaºdé zm¥n¥ nastavení p°epsat celý soubor. Abych si tuto operaci co
nejvíce zjednodu²il, stejn¥ jako operaci na£ítání konﬁgurace, implementoval jsem metodu,
která je schopna uloºit jakoukoliv z pot°ebných hodnot:
• pravdivostní hodnotu (boolean)
• celé £íslo
• £íslo s plovoucí °ádovou £árkou
• sou°adnice bodu (CvPoint)
• pozici a velikost £tverce (CvRect)
• matici (CvMat)
void Config::setValue(CvFileStorage *fs, char type, char* name, void* value)
Parametr type deﬁnuje, jaký typ hodnoty, ze seznamu uvedeného vý²e, bude metoda zpra-
covávat. Name udává název zna£ky v xml souboru a value p°edstavuje konkrétní zpracová-
vanou hodnotu. Vyuºil jsem zde moºnosti pouºít ukazatel na typ void k p°edání ukazatele
na hodnotu jakéhokoliv typu. Uvnit° metody pak dojde k p°etypování na p°íslu²ný datový
typ.
case 'b':
{
bool * lv=(bool *)value;
cvWriteInt( fs, name,*lv);
break;
}
4.7 Graﬁcké uºivatelské rozhraní
Graﬁcké uºivatelské rozhraní aplikace se skládá ze dvou oken. První z nich funguje jako
hlavní okno aplikace (je implementováno t°ídou MainWindow). Jak je vid¥t z obrázku 4.6,
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skládá se ze dvou panel·, které se dle pot°eby p°ekrývají. První z nich je zobrazen ihned po
spu²t¥ní aplikace a po kliknutí na tla£ítko STOP. Druhý je aktivní po kliknutí na tla£ítko
START, kdy aplikace zpracovává obraz z kamery a ovládá my².
Obrázek 4.6: Hlavní okno aplikace
Druhé okno slouºí k úpravám nastavení. Je rozd¥leno na t°i oblasti záloºkami. V záloºkách
Kamera a Laser m·ºe uºivatel sledovat náhled obrazu z kamery, a to bu¤ ve zpracované
variant¥, se kterou pracuje aplikace nap°íklad p°i kalibraci, nebo v originální variant¥ tak,
jak je video snímáno kamerou. Aby bylo moºné toto zobrazení provád¥t, je t°eba spolupráce
dvou vláken (Camera a hlavní vlákno) a také je t°eba p°evád¥t obrázky z formátu, v jakém
s nimi pracuje OpenCV do formátu p°ijatelného pro wxWidgets. Tento p°evod je popsán
na webové stránce projektu wxOpenCv3
Obrázek 4.7: Náhled nastavení
3Dal²í informace dostupné z http://larryo.org/work/information/wxopencv/index.html
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4.8 Shrnutí
V pr·b¥hu vývoje jsem se potýkal s r·znými problémy. Tím nejpodstatn¥j²ím z nich byla
nedostupnost projektoru v domácích podmínkách. Testoval jsem proto aplikaci na externím
monitoru. Problém tohoto provizorního °e²ení byl v tom, ºe operace, které p°i pouºití moni-
toru posta£ovaly ke správnému nalezení kalibra£ních £tverc·, nebo te£ky laseru, jiº nebyly
p°íli² úsp¥²n¥ pouºitelné p°i práci s projektorem. D·vod je p°edev²ím v tom, ºe monitor
sv¥tlo vyza°uje, kdeºto plátno projektoru jej pouze odráºí. Zde je tedy propastný rozdíl. Na
druhou stranu m¥ donutily tyto problémy vzít v úvahu v²echna moºná prost°edí (vysoce
svítivý projektor × slab¥ svítivý projektor, sv¥tlá místnost × tmavá místnost).
Dal²í problém, se kterým jsem se v pr·b¥hu vývoje setkal, byla nedostate£ná p°esnost
p°i výpo£tu homograﬁe. Po mnoha kontrolách mé implementace výpo£tu jsem zjistil, ºe
chyba není v algoritmu, nýbrº v datovém typu matice, která uchovává získané hodnoty.
Tato matice pracovala s datovým typem float, který v²ak nezaji²´oval pot°ebnou p°esnost.
Problém se vy°e²il jednodu²e nahrazením datovým typem double.
Obrázek 4.8: Kalibrace p°i oto£ení kamery o 90◦
Jak víme z p°edchozích kapitol, homograﬁe je pouºitelná pro mnoho r·zných trans-
formací. Jednou z nich je oto£ení. Má implementace rozpoznávání kalibra£ních £tverc· si
dokáºe s oto£ením také poradit, ale pouze do úhlu 45◦. Vyplývá to z metody pouºité pro
°azení bod·. Pokud p°esáhne náklon kamery 45◦, zm¥ní se p°íslu²nost jednotlivých bod·
k vrchol·m ohrani£ujícího £tverce. To znamená, ºe není moºné body správn¥ se°adit. Tento
problém má °e²ení v podob¥ pouºití barevných kalibra£ních £tverc· a jejich následné °azení
podle p°íslu²nosti k barv¥. Toto °e²ení jsem se snaºil aplikovat (na obrázku 4.8 je zpracovaná
kalibra£ní obrazovka s korespondujícími body p°i oto£ení kamery o 90◦), ale bohuºel se mi
nepoda°ilo ho dostat do fáze, kdy by správn¥ fungovalo na r·zných projektorech a za r·zných
sv¥telných podmínek. Obecn¥ totiº docházelo k tomu, ºe byly barvy natolik zkresleny, ºe
nebylo moºné je správn¥ rozpoznat.
Aplikace trpí je²t¥ jednou nedokonalostí, kterou se mi zatím nepoda°ilo odstranit. Pokud
se totiº v oblasti, která je prohledávána p°i detekci laseru, vyskytne n¥jaký m¥nící se
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(a) Ode£tený obrázek (b) ervená sloºka
Obrázek 4.9: Obrazovka se spu²t¥ným videem
obraz (video, pohyblivá reklama na webu, obrázek 4.9  prohlíºe£ se zobrazenou stránkou
Youtube.com), stává se, ºe program n¥který takto vzniklý sv¥tlý bod ozna£í jako pozici
laseru. Tímto neduhem sice n¥která star²í °e²ení, popsaná v kapitole 3.3, netrp¥la, ale vysky-
tovaly se u nich jiné, a troufám si °íct hor²í, problémy (neschopnost rozpoznání te£ky na
£erveném podkladu, bílé body na rozhraní barev. . . ).
Ov²em, abych nezd·raz¬oval samé problémy a nedostatky, je t°eba uvést také n¥co po-
zitivního. Jak si ur£it¥ kaºdý dovede p°edstavit, aplikaci je moºné provozovat za r·zných
sv¥telných podmínek (zataºené rolety, rozsvícené sv¥tlo v místnosti. . . ). Proto jsem se za-
mý²lel nad tím, jak co nejvíce uºivateli usnadnit nastavení aplikace. Zam¥°il jsem se tedy
na to, jakým zp·sobem °e²it prahování p°i kalibraci kamery. Samoz°ejm¥, nejjednodu²²ím
°e²ením by bylo uºivateli do okna nastavení p°idat posuvník pro nastavení hodnoty prahu. To
by v²ak uºivatele zbyte£n¥ zdrºovalo a znep°íjem¬ovalo mu práci. Proto jsem tuto p°ekáºku
odstranil pohyblivým prahem, kterému je p°i neúsp¥²né kalibraci zvý²ena hodnota. Tím
se samotná kalibrace zrychlila (uºivatel pouze klikne na tla£ítko a chvíli po£ká) a uºivateli
odpadá nep°íjemné hledání a nastavování správné hodnoty.
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Kapitola 5
Záv¥r
V úvodu této práce jsem si dal za cíl vytvo°it aplikaci jednoduchou na obsluhu, která
bude umoº¬ovat nahradit klasickou my² laserem a webkamerou. Postupn¥ jsem v jed-
notlivých kapitolách sestavoval mozaiku jednodu²²ích operací a technologických prost°edk·,
která ve výsledku práv¥ takovouto aplikaci vytvá°í. První a druhý bod zadání, tedy nastu-
dování problematiky homograﬁe a následný návrh systému pro ovládání po£íta£e laserovým
ukazovátkem, je zpracován ve t°etí kapitole této práce. Popisem implementace, coº je t°etí
bod zadání, se zabývá kapitola £íslo £ty°i. Ve shrnutí na konci £tvrté kapitoly jsem také
zd·raznil n¥které problémy, se kterými jsem se p°i vývoji potýkal.
V²ech stanovených cíl· se mi poda°ilo dosáhnout. Jejich dosaºení mi zt¥ºoval nedostatek
zdroj· informací v £eském jazyce, a to p°edev²ím o problematice homograﬁe a SVD. P°i
studiu t¥chto matematických témat jsem £erpal p°eváºn¥ z anglicky psané literatury. Ov²em
na druhou stranu se toto studium a hluboké pochopení problematiky vyplatilo a vrátilo se
mi následn¥ b¥hem implementace.
Celý systém jsem otestoval na n¥kolika r·zných místech s r·znými projektory i pro-
jek£ními plátny. Ve v²ech p°ípadech se aplikace chovala korektn¥ a po drobných úpravách
nastavení bylo moºné bez problém· prohlíºet webové stránky, nebo procházet soubory na
disku.
Jsem p°esv¥d£en, ºe aplikace nabízí pom¥rn¥ ²iroké moºnosti dal²ího roz²í°ení. Jedním
z takovýchto roz²í°ení by byla moºnost provozovat aplikaci multiplatformn¥. e²ení tohoto
úkolu by m¥lo být relativn¥ snadné vzhledem k vyuºitým knihovnám wxWidgets a OpenCV,
které jiº tuto podmínku spl¬ují. Podmínkou pro provozování nap°íklad na systému Windows
se tedy stává reimplementace t°ídy ovládající kurzor my²i.
Dal²í roz²í°ení a vylep²ení se nabízejí v jiº zmín¥ném souhrnu v záv¥ru £tvrté kapitoly.
Jedná se nap°íklad o implementaci zpracování kalibra£ní obrazovky, kde kalibra£ní £tverce
jsou rozli²eny barvami.
Aplikace disponuje jednoduchým uºivatelským rozhraním, které by se také mohlo stát
p°edm¥tem dal²ího vývoje.
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Dodatek A
Obsah CD
• Sloºka bin:
◦ Zkompilovaná aplikace (spustitelný soubor a konﬁgura£ní soubory)
• Sloºka doc:
◦ Sloºka src: zdrojové texty dokumentace ve formátu LATEX
◦ Sloºka pdf: dokumentace ve formátu PDF
• Sloºka media:
◦ Video s p°edvedením funk£nosti aplikace
• Sloºka src:
◦ Zdrojové kódy aplikace
◦ Sloºka files: soubory pot°ebné pro b¥h aplikace (p°i kompilaci budou automa-
ticky nakopírovány do vhodného adresá°e)
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