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Abstract 
Cognitive Radio is an emerging and fascinating technology, which promises solution to the spectrum scarcity 
problem. This influential technology has the power to change the future technological trends forever if employed 
properly. In Cognitive Radio Networks, an unlicensed (secondary) user utilizes the licensed spectrum band 
opportunistically without causing any interference to the primary transmission or licensed (primary) users. Spectrum 
Sensing is the foremost task for successful Opportunistic Spectrum Access. It is a cardinal function of cognitive 
radio to avert the harmful interference with licensed users and recognize the available spectrum for ameliorating 
spectrum utilization. Over the past decade, legions of spectrum sensing techniques have been proposed in the 
literature. In this paper, a brief survey of all the major contributions in the field of single user or non-cooperative 
spectrum sensing for cognitive radio networks have been discussed. A comparative study has been carried out based 
on various important parameters, which needs to be considered for real-time implementation of Cognitive Radio 
Networks. 
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1. Introduction 
The telecommunication industry has reported tremendous increase in mobile terminals and the demand for 
high data rates has been rising exponentially. The recent measurements published in [1-2] showed how the spectrum 
has been greatly under-utilized for a significant portion of time due to the fixed or static assignment policy of 
spectrum. Indeed, utilization of spectrum in the most efficient manner is the most important concern for the telecom 
regulatory authorities. Cognitive Radio (CR) technology has been presented as one of the most tempted solutions for 
spectrum scarcity problem by permitting the unlicensed users to access the idle frequency band opportunistically 
without causing interference to licensed users. This frequency band of unused spectrum, licensed to PU, at any given 
time in a specified region is termed as spectrum hole or white space [3]. The basic concept of CR technology is to 
find the vacant spectrum for usage, providing sufficient protection to PUs. In this context, a CR is also referred to as 
Secondary User (SU). Due to the increasing demand for spectrum and scarcity of bands, the Federal Communication 
Commission (FCC) in [4] reported that SUs could reuse TV band. The spectrum sensing aspects of CR has been 
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considered in this paper, providing a brief survey on all the major techniques involved in spectrum sensing. The next 
section provides a brief and general introduction to the concept of spectrum sensing, analytical model of binary 
hypotheses testing in Cognitive Radio Networks (CRNs) along with the various evaluative parameters that are used 
to judge the performance of various techniques. In section-3, non-cooperative spectrum-sensing techniques along 
with their comparative analysis has been discussed. Section-4 concludes the paper. 
 
2 Spectrum sensing 
Spectrum sensing enables the SUs to find the unoccupied spectrum positions or spectrum holes by adapting to the 
radio environment, without causing any interference to the primary network. This strategy should be conducted 
before the spectrum has been accessed by the SU to detect whether the channel is idle. The reason is that the SUs [5-
6] can only access the spectrum when it is idle; otherwise, they need to wait for sometime in order to sense the 
spectrum again. Spectrum sensing has been the foremost job in CR and hence the spectrum sensing techniques and 
strategies must be chosen with great consideration.  
 
2.1 Binary hypothesis testing (analytical model) 
Based on the given set of observations, one has to decide from various possible hypotheses. This is popularly termed 
as Hypothesis testing. However, deciding specifically between two hypotheses is termed as Binary Hypothesis 
Testing. Thus this testing problem can be related to sensing as: 
ሺሻ ൌ ሺሻǣͲ
ܻሺ݊ሻ ൌ ݄ܺሺ݊ሻ ൅ܹሺ݊ሻǣܪͳൠǥ…………………………………………………………………………………………………………………...(1) 
Where Y(n) is the signal samples received at the detector deciding presence or absence of PU, X(n) is PU signal 
samples at the detector, W(n) is considered as AWGN. In binary hypothesis test, the detector has to choose between 
these two hypotheses on the basis of test statistic [7]. A test statistic [T(Y)] is a function of the received signal, 
which is compared against the threshold ( ) and further gives the decision statistic, Z, which decides between the 
two hypotheses about presence or absence of PU. The binary hypothesis model in terms of decision statistic can be 
described as: 
ܼ ൌ ሼ ܶሺܻሻ ൑ ɉǣͲܶሺܻሻ ൒൒ ɉǣͳ …………………………………………………………………………………………………….(2) 
2.2 Performance evaluation parameters  
2.2.1 Detection accuracy 
i) Probability of Detection (Pd), which denotes the probability of SU declaring that a PU is present when the 
spectrum is indeed occupied by the PU.  
ܲd = P{Tሺܻሻ ൐ ɉȁͳሽ………………………………………………………………………………………...(3) 
ii) Probability of False Alarm (Pf), which denotes the probability of SU declaring that a PU is present when 
the spectrum is actually free. 
                  Pf = P {Tሺܻሻ ൐ ɉȁͲሽ……………………….………………………………………………………………..(4) 
iii) Probability of miss-detection (Pm) denotes the probability of a SU declaring that a PU is absent while the 
spectrum has been occupied in actual.  
                  Pm = P {Tሺܻሻ ൏ ɉȁͳሽ……………………………………………………………………………………….(5) 
               Probability of false alarm and probability of missed detection constitute probability of error. 
                   Pe = Pf + Pm…………………………………………………………………………………………………..(6) 
 
2.2.2 Sensing duration 
The sensing duration or period should be such that it provides accurate detection in less duration of time for reliable 
communication. Moreover quick detection by the detector ensures sufficient time for transmission of data in the 
frame structure. If T be the frame size, Ts and Tr be the sensing and reporting time respectively, then the time frame 
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used for data transmission (Tt) is T-Ts-Tr. More time for data transmission means more throughputs can be 
achieved. 
 
2.2.3 Receiver Operating Characteristics (ROC)  
Receiver Operating Characteristics (ROC) is widely used to examine the performance of arbitrary decision rules. 
The curve [8] has generally been used in the binary hypothesis-testing problem providing graphical representation of 
the performance of binary classifier system. There are two outcomes in the binary classification system i.e. ‘p’ 
(presence of a PU) and ‘q’ (absence of a PU). However, there can be four possible outcomes from the binary 
classifier system that have been summarized in Table 1. The probability of False alarm and probability of detection 
lies in the range of 0 to 1. The point [0, 1] in the ROC curve represents perfect classification. The upper left portion 
of the ROC curve is at the peak interest for the SU as this portion denotes high probability of detection and low 
probability of false alarm, providing security to the PU from the SUs, thus increasing the spectrum hole utilization 
by the SUs.  
 
Table 1: Summary of hypothesis-testing outcomes 
                            Actual state 
Detector decision  
 H1: PU is present (p) H0: PU is absent (q) 
H1: PU is present (A) True positive (Sensitivity or 
probability of detection) 
False positive, Type-I error 
(Probability of false alarm) 
H0: PU is absent (B) False negative, Type-II error 
(Probability of missed-detection) 
True negative (Specificity) 
 
3. Spectrum Sensing Techniques 
Plethora of spectrum sensing techniques has been given in the literature. However, some of the important 
single-user/primary transmitter detection/non-cooperative spectrum sensing schemes has been discussed in detail, 
providing a clear view of their basic concept which can be utilized in developing new better performance 
techniques. 
a) Energy detection: In an energy detector, received signal energy has been compared to a predefined threshold 
value λ over an observational interval in order to decide the presence or absence of licensed user [9]. If the received 
signal is greater than threshold, presence of PU otherwise absence has been indicated. No prior knowledge about PU 
signal has been required; hence it is a non-coherent scheme. It is the most popular and simplest detector as it has less 
computational as well as implementation complexity, less delay relative to other methods. But under low SNR or 
with noise uncertainty its performance has degraded greatly. If noise uncertainty exists for energy detection [10-11], 
there prevails a SNR wall i.e. SNR value below which detection cannot be reliable even if sensed for an indefinitely 
longer duration of time. However, this method requires the accurate knowledge of noise power and hence is 
susceptible to noise uncertainty. The centre frequency fc and bandwidth of interest, W has been selected by removing 
the out-of-band noise by the Band Pass Filter (BPF). A squaring device to measure the received energy and an 
integrator, which determines the observational time interval, T, has been, followed this filter. Finally, output of the 
integrator, T (Y), also called test statistics has been compared with a thresholdߣ in order to decide the presence or 
absence of signal (PU). The test statistics can be given as: 
 
ܶሺܻሻ ൌ ଵே σ ሼܻሾ݊ሿሽ
ଶே
௡ୀଵ  …………………………………………………………………………………………………..(7) 
 
Where N=߬ ௦݂ is the number of available samples or sample size, ߬denotes the sensing time while ௦݂ denotes the 
sampling frequency. The decision can be given as: if Ty(N) > λ, signal exists; otherwise, signal does not exist. 
Interference, noise uncertainty and varying threshold under low SNR can limit its performance. 
Y(n)   
 
B.P.F. 
 
       ( )2 ׬  
 COMPARE 
THRESHOLD 
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Fig.1: Energy Detection principle 
 
Pros: Simple to design and implement, less complexity. Cons: Can’t discriminate between primary signal and noise, 
can’t perform well for low SNR, vulnerable to noise uncertainty. 
b) Matched filter detection: This is the ideal method of detection if SUs have the availability of information about 
PU signal. This detector correlate known PU signal with received signal in order to detect presence of PU signal and 
thus maximizing SNR [12]. This has been comparable to convolving unknown signal with time-reversed version of 
the signal. The matched filter operation can be expressed as: 
ܻሺ݊ሻ ൌ σ ݄ሺ݊ െ ݇ሻݔሺ݇ሻஶ௞ୀ଴  ………………………………………………………………………………………………(8) 
Where x is the unknown signal convolved with h (impulse response of matched filter which has been matched to the 
reference signal) to maximize SNR. Convolution does two functions i.e. it has placed one function over the other 
function and generated single value output suggesting a level of similarity. Secondly, it has moved the first function 
an infinitesimally small distance and found another value. Demodulation of received signals by SUs is necessary in 
this scheme. Thus, necessitating requirement of perfect knowledge about PUs signaling features such as bandwidth, 
operating frequency, modulation type, and pulse shaping and frame format. Basically, it is a linear filter, which 
maximizes output SNR for given input signal [13]. By comparing the two signals, it gives a function that describes 
places where they are almost identical. Taking their FFT, multiplying their coefficients and further taking IFFT 
generates the desired output. However, requirement of this detector about knowledge of transmitted PU signal is 
usually unknown to SU [14]. Thus, making this technique not appropriate. 
Pros: Optimal sensing performance, less time needed to achieve high processing gain, maximizes the received SNR. 
Cons: Acquiring knowledge of primary signal and channel is difficult in real scenario, dedicated sensing receiver 
required for synchronization at each SU. 
I/P  
 
 
Fig. 2: Matched Filter Detection principle 
 
c) Waveform based detection: In this method, preambles, mid-ambles, pilot carrier and spreading sequences have 
been used. Preambles are set of data patterns with known bits, which are sent just before the data sequence whereas 
mid-ambles are transmitted in the middle of the data. Pilot is a simple signal (could be simple sine wave tone) that is 
transmitted as a signature signal by the PU. These have been intentionally added to the signal as knowledge of these 
patterns help in detection and synchronization process. This coherent sensing method has been used in systems that 
have known signal patterns. In the presence of known signals, received signal has been correlated with its well-
known copy (known parameters) and then the received output has been compared with a threshold value in order to 
detect the presence or absence of a PU [14-15] in order to perform sensing. However, accuracy of detection will be 
more with the increase in length of these known patterns. The metric based on waveform can be obtained as: 
ܯ ൌ ܴሾσ ܻሺ݊ሻܺכሺ݊ሻே௡ୀଵ ሿ ……………………………......................................................................................................(9) 
 
Where * represents conjugate operation, R denotes real part. In absence of PU, the value of metric becomes: 
ܯ ൌ ܴሾσ ܹሺ݊ሻܺכே௡ୀଵ ሺ݊ሻ ………………………………………………………………………………………………(10) 
 
Similarly, in presence of PU, the metric value can be given as: 
 ൌ σ ȁܺሺ݊ሻȁଶே௡ୀଵ ൅ሼσ ܹሺ݊ሻܺכሺ݊ሻே௡ୀଵ  ………………………………………………………………………………….(11) 
B.P.F. MATCHED FILTER COMPARE THRESHOLD 
125 Reena Rathee Jaglan et al. /  Procedia Computer Science  58 ( 2015 )  121 – 128 
 
I/P  
 
 
        Known patterns 
  Fig. 3: Waveform-based detection outline 
 
There must be known patterns if the received signal has been from PU and hence the correlation will be more than 
the threshold. In case of noise, the opposite is the situation. Decision has been made regarding presence/absence of 
PU by making a comparison between decision metric (M) and threshold value. For sensing and convergence time 
reliability, this method performs well as compared to energy detector. Pros: Fast sensing and more reliable as 
compared to energy detection. Cons: Higher accuracy requires a longer length of known sequences that results in 
lower efficiency of the spectrum. 
d) Eigen-value based detection: In this method, Eigen values of covariance matrix in received signal at each SU 
have been used. The received signal covariance matrix of the samples can be given as [13]: 
ܴ௫ሺ ௦ܰሻ ൌ
ଵ
ேೞ
σ ݕො௅ିଶାேೞ௡ୀ௅ିଵ  (n) ݕො*(n)………………………………………………………………………………………...(12) 
Where Ns is number of samples collected, ݕො (n) is estimated received sample signal, ݕො*(n) is transpose conjugate of 
estimated received signal sample, L is the number of consecutive outputs also called smoothing factor. The max to 
min Eigen value of covariance matrix sample has been obtained which serves as the test statistics that has been 
compared with threshold. Based on Random Matrix Theory (RMT), decision threshold expression has been derived. 
A priori information of PU signals, channel and noise has not been required in this method; hence it overcomes 
problematic noise uncertainty encountered by energy detectors [16]. Moreover, unlike matched filter detection, 
synchronization is not needed. Correlation among signal samples has been incorporated by covariance matrix. Eigen 
values of received signal’s sample covariance have been calculated in this method. One of the above mentioned 
eigen-values based methods have been from the sample covariance method and hence used for further process. This 
is also referred as test statistics, which has further been compared with threshold in order to make a decision 
regarding presence/absence of PU. Based on test statistics, this method can be classified into three:  
x Max-Min Eigen value detection (MME):  test statistics is defined as ratio of Max and Min Eigen value of 
covariance matrix. 
x Energy with Min Eigen value (EME): test statistics is defined as ratio of average power of received signal 
and min Eigen value. 
x Max Eigen value detection (MED): test statistics is given by Max Eigen value.  
Fig.4: Detection principle of Eigen-value method 
Pros: Overcomes noise uncertainty problem, no synchronization required unlike matched filter. Cons: Complex in 
terms of computation, larger sensing time compared to energy detection. 
e) Wavelet based edge detection: Due to transition in frequency of a signal, edges are formed in the frequency 
spectrum. This property has been used in this detection algorithm. The entire frequency range is divided into various 
sub-bands and the wavelet transform is generally used on these sub-bands for detection and estimation of native 
CORRELATOR COMPARE THRESHOLD 
SAMPLED 
SIGNAL 
COMPARE 
THRESHOLD 
EIGEN VALUE 
CALCULATION 
SAMPLE 
COVARIANCE 
MATRIX
MAX-MIN RATIO 
CALCULATION 
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spectral irregularities/transitions, which carries significant information on Power Spectral Densities (PSDs) and 
frequency locations [17]. Unlike conventional Fourier transform, wavelet transform has been used as it provides 
information about exact location of different frequency locations and spectral densities. Moreover, Fourier transform 
can only show the different frequency components but not the location. The spectral densities of all the sub-bands 
have been searched for edges that represents transition from empty to occupied band. In wideband spectrum sensing, 
the first step has been to identify the frequency location of each channel in the RF spectrum. The PSD is expected to 
exhibit sharp variation points (singularities) near the boundaries of the channel regardless of the exact PSD shape 
[18]. Detection of these irregularities can be treated as edge detection problem. Now, the identified spectrum bands 
have been classified as occupied or vacant depending on the PSD level of each channel. Presence of an edge 
demonstrates presence of PU in the band. Received signal PSD can be given as: 
ܵ௥(f)=σ ߙ௡ଶܵ௡ே௡ୀଵ (f) + ܵ௪(f) , fא [f0 , fN ]…………………………………………………………………………………...(13) 
Where ߙ௡ଶ  indicates signal power density within the nth band, ܵ௡ (f) & ܵ௪ (f) are the PSD of signal and noise 
respectively. fא [f0 , fN ] denote the wideband frequency range. This method has been appropriate [19] for ultra 
wideband based CRs (3-10GHz) with various narrow band incumbents and other users such as WiMAX, Wi-Fi etc. 
Pros: Can easily adapt to dynamic PSD structures. Cons: Higher sampling rates required characterizing the entire 
bandwidth. 
 
 
 
Fig.5: Wavelet based sensing principle 
 
f) Cyclostationary feature detection: In this method, cyclostationary features of the signals have been utilized for 
spectrum sensing [20]. It exploits the periodicity, which has been commonly embedded in the received primary 
signals (modulated signals coupled with sinewave carriers, cyclic prefixes, hopping sequences, etc). Due to 
periodicity, [21] these cyclostationarity signals exhibit features of periodic statistics along with spectral correlation, 
which cannot be found in stationary noise and interference. It can be realized by analyzing Cyclic Autocorrelation 
Function (CAF) of received signal x (t) as: 
ܴ௫ఈ(߬ሻ ൌ ܧሾݔሺݐሻǤ ݔכሺݐ െ ߬ሻǤ ݁ି௝ଶగఈ௧.  ……………………………………………………………………………………..(14) 
Where E [.] is expectation operation, * denotes complex conjugate, ߙ is cyclic frequency (CF). However, CAF can 
also be characterized by its Fourier series expansion called Cyclic Spectrum Density (CSD) function as: 
ܵሺ݂ǡ ߙሻ ൌ σ ܴ௫ఈሺ߬ሻǤାஶఛୀିஶ  ݁ି௝ଶగఈ௧ …………………………………………………………………………………………(15) 
When cyclic frequency, ߙ, equals fundamental frequency of transmitted signal, peaks have been exhibited by CSD 
function. As noise is non-cyclostationary, hence no peak has been exhibited under hypotheses H0 [22]. Thus this 
method could be used for detecting weak signals with very low SNR as it distinguishes noise from primary signals, 
where energy detector and matched filter detector are not pertinent. The detection of the PU signal has been based 
on scanning the cyclic frequency of its cyclic spectrum or its cyclic autocorrelation function. Comparing the cyclic 
spectrum or CAF at a given CF with the threshold value, decision can be made about presence/absence of primary 
signal. Pros: Sensing performance is highly reliable, robust to noise uncertainty; can detect signals with low SNR. 
Cons: Complex in terms of implementation and computation, slower sensing compared to energy detection. 
I/P 
Fig.6: Cyclostationary-feature detection principle 
Table.2: Comparison of non-cooperative spectrum sensing techniques 
Division into sub-
bands Wavelet transform Edge searching 
B.P.F. FEATURE 
DETECTION 
N POINT FFT CORRELATE AVERAGE OVER T 
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Sensing technique Narrowband 
(NB)/Wideband 
(WB) sensing 
Prior signal 
information 
Reliability & 
accuracy 
Computational 
complexity 
Sensing time Cost Power 
consumption 
Energy detection 
[9-11] 
NB/WB No Very very poor Very very low Very very less Very very low Very very low 
Matched filter 
detection [12-14] 
NB Yes Very good Very low Very less Very low Medium 
Waveform based 
detection [14-15] 
NB Yes Poor Medium Medium Low Very low 
Eigen value based 
detection [13,16] 
NB Yes Very poor Low Less Medium Low 
Wavelet based 
detection [17-19] 
WB Yes Medium Very high Very large Very high Very high 
Cyclostationary 
based detection 
[20-22] 
NB Yes Good High Large High High 
 
Comparative analysis of each technique has been presented based on some important parameters that need 
consideration for its real-time implementation, which was lacking in most of the related surveys including [14], [27]. 
The paper has focused on single-user spectrum sensing techniques in detail along with comparative study unlike 
[27]. To the best of authors’ knowledge this has been the first survey providing detailed comparison of various 
single-user spectrum-sensing techniques based on important parameters, which play a significant role for 
implementation in real-life scenarios.  
4. Conclusion 
Spectrum has been a very treasured resource; research and development efforts have been made over the 
last decades for its efficient utilization. Cognitive radio, which has been among these efforts, has proved to be a 
promising concept and solution. It utilizes the available spectrum more efficiently through opportunistic spectrum 
access usage. The concept of spectrum sensing, which has been one of the important features of cognitive radio has 
been explained. A brief survey of major contributions along with reported system performance statistics and special 
features of each technique have been discussed. Each technique has been compared based on important parameters 
that need consideration for its real-time implementation. However, in real life situations, shadowing by large 
objects, multipath fading and hidden terminal, leads to decreased signal strength, making then inopportune as they 
take longer sensing time and don’t have accurate, reliable sensing [26]. Though, satisfactory performances can be 
achieved by these methods but at the cost of longer observation time. Taking spatial considerations cooperative 
sensing takes care of these issues, thus offering reliable detection performance. This work can serve as a reference 
for working in spectrum sensing aspect of cognitive radio. 
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