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1. Introduction
The goal of this paper is to characterize abelian varieties A defined over a fi-
nite field Fq such that the Fq-isogeny class of A contains a single Fq-isomorphism
class. We call such varieties super-isolated (see Definition 7.1 below). They are
a natural extension of isolated elliptic curves and abelian surfaces discussed in
elliptic and hyperelliptic curve cryptography (ECC) [13, 33, 21]. Our main re-
sult is that for g ≥ 3, there are only finitely many super-isolated ordinary simple
abelian varieties of dimension g (see Corollary 7.6). The proof is an applica-
tion of Honda-Tate theory, and relies on counting certain Weil numbers. Also,
it seems unlikely that any exist of cryptographic size (e.g. over a field with
≈ 2256 elements). This aspect of the results is particularly surprising because
super-isolated varieties of cryptographic size are known to exist in the practical
range (dimension ≤ 2), as shown in the author’s previous work on super-isolated
surfaces [23].
The original motivation for studying isolated curves comes from ECC, see
[13, Sec. 11]. The security of ECC depends on the difficulty of the elliptic curve
discrete log problem (ECDLP). The ECDLP can be transferred between elliptic
curves via isogenies. If an attacker can quickly compute an isogeny E → E′
and solve the ECDLP on E′, then they can also quickly solve the ECDLP on
E. The more isogenies E admits, the more options an attacker has. This
idea was used to construct an efficient attack on the ECDLP on a significant
proportion of curves over certain extension fields [18]. Super-isolated curves do
not admit isogenies, so an attacker cannot transfer the ECDLP away from a
super-isolated curve. A super-isolated curve may not be super-isolated after
passing to a larger base field, but if the attacker requires a certain base field
(as in [18]) then extending the base field is not advantageous. Even though
abelian varieties of dimension ≥ 3 are rarely used in cryptography, it is still
mathematically interesting to ask whether higher dimensional super-isolated
varieties exist.
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This paper, which is a self-contained version of a chapter from the author’s
PhD thesis [22], is organized as follows. In Section 2 we review some standard
results in algebraic number theory that will be used in the following sections. In
Section 3 we introduce certain algebraic integers called Weil generators, which
will later be used to characterize super-isolated varieties. In Section 4, we outline
an algorithm to enumerate Weil generators in a given number field. Our main
result on Weil generators is Theorem 5.1 in Section 5. This result can be made
effective for g = 3, and we give detailed examples computing an explicit bound
on the number of Weil generators in a given field in Section 6. In Section 7, we
apply the results on Weil generators to study super-isolated varieties.
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2. Background
The goal of this section is to recall some standard facts from algebraic number
theory and to set notation.
For an extension of number fields K/F , we denote the relative discriminant
and relative different ideals by DiscK/F and DiffK/F respectively. If the field F
is not given, then it is assumed to be Q. We denote the class number of K by
hK .
For any α ∈ K, let DiscK/F (α) and DiffK/F (α) denote the discriminant and
different of α respectively. If f ∈ F [x] is the characteristic polynomial of α over
F , then by definition DiscK/F (α) is the discriminant of f and DiffK/F (α) is
f ′(α). Note that if K 6= F (α), then DiscK/F (α) = DiffK/F (α) = 0.
Example 2.1. Suppose K is a complex multiplication (CM) field and F is the
maximal totally real subfield. For any α ∈ K, the characteristic polynomial
of α over F is f(x) = x2 − (α + α)x + αα. So DiscK/F (α) = (α − α)2 and
DiffK/F (α) = α− α.
Lemma 2.2. Let K/F be an arbitrary extension of number fields and let α ∈ K
such that K = F (α). Then
DiscK/F (α) = (−1)(
[K:F ]
2 ) NormK/F
(
DiffK/F (α)
)
.
Proof. The proof is the same as in the special case with F = Q, which appears
in [17, Thm. 8].
Lemma 2.3. Let K/F be an arbitrary extension of number fields. Then
OK = OF [α] ⇔ (DiffK/F (α)) = DiffK/F .
Proof. The forward direction is proved in [19, Prop. 2.4, Pg. 197], so it remains
to prove the reverse direction. Suppose that (DiffK/F (α)) = DiffK/F . Then by
Lemma 2.2 and [19, Thm. 2.9, Pg. 201],(
DiscK/F (α)
)
=
(
NormK/F
(
DiffK/F (α)
))
= NormK/F
(
DiffK/F
)
= DiscK/F .
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Recall that if {βj} is a basis for OF , then {αiβj} spans a Z-submodule of OK
and has discriminant
NormF/Q
(
DiscK/F (α)
)
Disc
[K:F ]
F = NormF/Q
(
DiscK/F
)
Disc
[K:F ]
F ,
see [17, Ch. 2, Exercise 23]. The right hand side is DiscK by [19, Cor. 2.10,
Pg. 202]. In particular, {βjαi} is a basis for OK , so OK = OF [α].
Definition 2.4. Let α ∈ Q. The height of α is
h(α) = max
σ:Q(α)→C
|σ(α)| .
3. Weil Generators
The goal of this section is to define certain algebraic integers we call Weil
generators, and to give some of their properties.
Definition 3.1. Let K be a CM field. We say α ∈ OK is a Weil number if
αα ∈ Z. If αα = n, then we say α is a Weil n-number.
Remark 3.2. If α is a Weil number in K, then |σ(α)| is constant for all σ : K →
C. This means that |NormK/Q(α)| = h(α)[K:Q].
Definition 3.3. Let K be a CM field. We say α ∈ OK is a Weil generator for
K if α is a Weil number and Z[α, α] = OK .
Example 3.4. If α is a Weil number in K, then so is ζα for any root of unity ζ in
K. However, this does not hold for Weil generators. For example, if K = Q(i),
then i is a Weil generator for K, but i2 = −1 is not. However, if α is a Weil
generator, then so are all of the conjugates of α, as well as −α.
Example 3.5. If K is any quadratic imaginary field and OK = Z[γ], then α is
a Weil generator for K if and only if α = a± γ for some a ∈ Z.
Remark 3.6. If α is a Weil generator for K and F is the maximal totally
real subfield of K, then OK = OF [α]. By Lemma 2.3, this implies that
(DiffK/F (α)) = DiffK/F .
Example 3.7. Let K = Q(
√
10,
√−13). Then DiffK/F = (26, 13 +
√−13)
is not a principal ideal. Therefore K does not contain a Weil generator by
Remark 3.6.
Example 3.8. Let K = Q(
√
15,
√−2). We claim that there is no α such that
OK = OF [α], which implies that K does not contain a Weil generator. Suppose
for contradiction that such an α exists. One can compute that DiffK/F = (2).
Therefore α − α = 2u for some u ∈ O×K . But one can show that O×K = O×F ,
so any such u actually lies in F . This is a contradiction because conjugation
negates α− α but fixes 2u.
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Example 3.9. Let ζn be a primitive nth root of unity with n ≥ 3, and let
K = Q(ζn). Then ζn is a Weil generator for K because OK = Z[ζn] and
ζnζn = 1.
Lemma 3.10. Let K be a CM field and F be the maximal totally real subfield
of K. If α is a Weil generator for K, then OF = Z[α+ α].
Proof. By hypothesis, every element of OK can be written as polynomial in α, α
with coefficients in Z. OF is precisely the polynomials which are symmetric in α
and α. Recall that the subring of symmetric polynomials in Z[x, y] is Z[x+y, xy].
Therefore, OF = Z[α+α, αα]. But αα ∈ Z, so this is the same as Z[α+α].
Remark 3.11. If α is a Weil number in K, then the property OF = Z[α+α] does
not imply α is a Weil generator. For example, if K is a quadratic imaginary
field, then every α ∈ OK satisfies αα ∈ Z. Moreover, in this case F = Q so
OF = Z = Z[α+α]. However, not every α ∈ OK will satisfy OK = Z[α, α], e.g.
K = Q(i) and α = 2i.
Example 3.12. Let K = Q[x]/(x6 + 12x4 + 17x2 + 2). Then K is a CM field
of degree 6. Moreover, the prime 2 splits completely in F , hence there are 3
maps OF → F2. This shows that F is not monogenic as there are only 2 maps
Z[x]→ F2. Therefore K does not contain any Weil generators.
Lemma 3.13. Let K be a CM field and F the maximal totally real subfield of
K. Then α ∈ OK is a Weil generator for K if and only if the following hold
1. αα ∈ Z
2. Z[α+ α] = OF
3. (DiffK/F (α)) = DiffK/F
Proof. Suppose that α is a Weil generator for K. Then α satisfies property 1 by
definition, and property 2 follows from Lemma 3.10. Note that OK = Z[α, α]
implies that OK = OF [α]. So by Lemma 2.3, α satisfies property 3.
Now suppose that α ∈ K satisfies properties 1-3. By Lemma 2.3 and prop-
erty 3, OK = OF [α] and OF = Z[α+α]. Hence OK = Z[α, α+α] = Z[α, α], so
α is a Weil generator.
Remark 3.14. The properties in Lemma 3.13 are independent as shown by the
following examples:
• If K = Q(i) and α = 2i, then 1 and 2 hold, but not 3.
• If K = Q(ζ5) and α = ζ5 + 1, then 2 and 3 hold, but not 1.
• If K = Q(ζ5) and α = −5ζ35 − 4ζ25 + 2ζ5− 2, then 1 and 3 hold, but not 2.
Next we will show that we can always write Weil generators in a certain
form. To do this, we first introduce some notation. Let K be a fixed CM field
of degree 2g. Let F be the maximal totally real subfield of K. Fix γ ∈ OK such
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that OK = OF [γ].1 Let T denote a set of representatives of the set of η ∈ OF
such that Z[η] = OF modulo integer translation. That is, for every η′ such that
Z[η′] = OF , there exists a unique η ∈ T such that η′ − η ∈ Z.
Lemma 3.15. If α ∈ K is a Weil generator, then
α =
u(γ − γ) + η + a
2
(1)
for a unique u ∈ O×F , η ∈ T , and a ∈ Z.
Proof. First we will show that given α, there exists some choice of u, η, and a
satisfying equation (1). Then we will show that such a triple is unique.
Given α ∈W , set u = (α−α)/(γ − γ). Note that u is a unit in O×F because
(γ − γ)OK = DiffK/F = (α − α)OK by Lemma 2.3 and Lemma 3.13. Recall
that Z[α + α] = OF , so by the definition of T there exists a unique η ∈ T and
a ∈ Z such that α + α = η + a. A straightforward calculation shows that u, η,
and a satisfy equation (1).
The uniqueness of u, η, and a follows from their construction in terms of α
(using our fixed choices of γ and T ). For example, if u′, η′, and a′ was another
triple satisfying equation (1), then both u and u′ must equal (α − α)/(γ − γ).
We also have α+ α = η + a = η′ + a′, so η = η′ and a = a′ by the definition of
T .
Next we recall a theorem of Gyo¨ry which implies that the set T is finite (see
[11] for an English summary). This means that the number of possible η (up to
integer translation) in equation (1) is finite.
Theorem 3.16 ([10]). For any number field L, the set T of η such that OL =
Z[η], up to integer translation, is finite. Moreover, representatives for T can be
effectively determined.
Example 3.17. If degL = 2, then we may choose T =
{
(DiscL±
√
DiscL)/2
}
.
Hence T has cardinality 2.
Example 3.18. If degL = 3, then finding η such that OL = Z[η] can be
reduced to solving a certain Thue equation [8].
Equation (1) suggests that one way to search for Weil generators is to fix
γ and enumerate over values for η, u, and a. The following lemma gives an
optimization: when g ≥ 2, there is at most one possible value of a.
Lemma 3.19. If g ≥ 2, then for any u ∈ O×F and η ∈ T , there is at most one
a ∈ Z such that the right hand side of equation (1) is a Weil generator.
1It is possible that such a γ does not exist, as in Example 3.8. However, by Lemma 2.3
and Lemma 3.13, if no such γ exists, then K does not contain a Weil generator.
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Proof. Let u ∈ O×F and η ∈ T . Let Ω = (u(γ − γ) + η)/2. It is sufficient to
show that there is at most one a ∈ Q such that α = Ω + a/2 satisfies αα ∈ Q.
This is a necessary condition for α to be a Weil generator. A straightforward
computation shows that αα ∈ Q if and only if ΩΩ + aη/2 ∈ Q. Because
{1, η, . . . , ηg} is a Q-basis for F , we may write ΩΩ = ∑ aiηi for unique rational
numbers a0, . . . , ag ∈ Q. Then ΩΩ + aη/2 ∈ Q if and only if a = −2a1 and
ai = 0 for all i > 1.
4. Searching For Weil Generators
The goal of this section is to describe an efficient method for searching for
Weil generators in a given CM field K. We will use the same notation as in
Section 3.
A naive approach to finding Weil generators is to directly search over all
elements of OK . Using Lemma 3.13, one can quickly test whether a given α ∈
OK is a Weil generator. This approach is impractical because Weil generators
are sparse, as shown in Theorem 5.1 below. Instead, we will enumerate units in
F and use those to attempt to construct Weil generators.
Recall from Lemma 3.15 that every Weil generator α can be written as
α =
u(γ − γ) + η + a
2
,
for a unique u ∈ O×F , η ∈ T , and a ∈ Z. Moreover, by Lemma 3.19, a is
uniquely determined by u and η. Therefore, by searching over all u and η,
we will eventually find all Weil generators α. This approach is formalized into
Algorithm 1 below.
Algorithm 1 Search Weil Generators
Input: A CM field K of degree 2g, with g ≥ 2, and a bound B
Output: A set of Weil generators in K.
1: F ← the maximal totally real subfield of K
2: γ ← an element of K such that OK = OF [γ]
3: T ← a complete set of η ∈ F such that OF = Z[η] up to integer
translation
4: U ← all units u ∈ O×F with height h(u) ≤ B
5: for all u ∈ U and η ∈ T do
6: Ω← (u(γ − γ) + η)/2
7: Write ΩΩ =
∑g−1
i=0 aiη
i with a0, . . . , ag−1 ∈ Q.
8: α← Ω− a1
9: if ai = 0 for i > 1 and α ∈ OK then
10: print α
11: end if
12: end for
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Theorem 4.1. Every α output by the Algorithm 1 is a Weil generator. More-
over, for every Weil generator α ∈ K, if Algorithm 1 is given a sufficiently large
bound B, then it will eventually print α.
Proof. Suppose that the algorithm outputs α. Then α = Ω − a1 where Ω =
(u(γ−γ)+η)/2 and a1 ∈ Q. Because ΩΩ−a1η ∈ Q, it follows that (Ω−a1)(Ω−
a1) = αα ∈ Q. Recall that α ∈ OK by construction, so αα ∈ Z. This also shows
that a1 ∈ Q ∩ 12OK = 12Z. Hence α + α = η − 2a1 ∈ η + Z, so Z[α + α] = OF .
Also, α−α = Ω−Ω = u(γ− γ) so (DiffK/F (α)) = (DiffK/F (γ)) = DiffK/F . By
Lemma 3.13, this shows that α is a Weil generator.
Now suppose that α is a Weil generator for K. We want to show that for a
large enough bound B, Algorithm 1 will eventually output α. By Lemma 3.15,
α = (u(γ − γ) + η + a)/2 for unique u ∈ O×F , η ∈ T , and a ∈ Z. If B ≥ h(u),
then Algorithm 1 is guaranteed to find α because it enumerates all possible η
and a (which corresponds to −2a1 in the notation of Algorithm 1) such that
(u(γ − γ) + η + a)/2 is a Weil generator.
Remark 4.2. Using Lemma 5.10, one can show that if degK = 4, then Algo-
rithm 1 returns all Weil generators α with h(α) ≤ C5B2 for a constant C5 which
can be explicitly computed.
5. Counting Weil Generators
In this section, we state and prove our main result on the number of Weil
generators of bounded height in a given CM field K of degree 2g.
Theorem 5.1. Let W be the set of Weil generators in a CM field K of degree
2g. Then
# {α ∈W : h(α) ≤ N} =

4N +O(1) g = 1
ρ logN +O(1) g = 2 and W 6= ∅
O(1) g ≥ 3,
where ρ is a constant depending on K. Moreover, if g ≤ 3 then the implicit
constants are effectively computable.2
To prove Theorem 5.1, we proceed by cases depending on the degree of K.
The case g = 1 is given by Proposition 5.3 in Section 5.1. The case g = 2 is given
by Proposition 5.4 in Section 5.2. The case g ≥ 3 is given by Proposition 5.12
in Section 5.3.
Throughout this section, we will keep the notation introduced at the end of
Section 3. Unless otherwise noted,
2For example, if g = 1, then there is an computable constant C such that
|# {α ∈W : h(α) ≤ N} − 4N | ≤ C. The value of C will depend on the field K and choice of
γ and T .
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• K is a fixed CM field of degree 2g.
• F is the maximal totally real subfield of K.
• γ is a fixed element of K such that OK = OF [γ].
• T is a set of representatives of generators for OF as monogenic order, up
to integer translation.
Remark 5.2. It is possible that such a γ does not exist, as in Example 3.8.
However, by Lemma 2.3 and Lemma 3.13, a necessary condition for K to contain
a Weil generator is that such a γ exists.
5.1. The Case g = 1
The goal of this section is to prove Theorem 5.1 in the case g = 1.
Proposition 5.3. If K is a quadratic imaginary field, then
# {α ∈W : h(α) ≤ N} = 4N +O(1).
Proof. Let −d = DiscK and let ω = (d +
√−d)/2. Then OK = Z[ω]. Recall
from Example 3.5 that α ∈ K is a Weil generator if and only if α = a ± ω for
some a ∈ Z. The claim follows because h(a± ω) = |a|+O(1).
5.2. The Case g = 2
The goal of this section is to prove Theorem 5.1 in the case g = 2.
Proposition 5.4. Let K be a quartic CM field. There is a constant ρ that
depends only on K such that if W 6= ∅, then
# {α ∈W : h(α) ≤ N} = ρ logN +O(1).
Moreover, both ρ and the implied constant in O(1) are effectively computable.
The main idea behind the proof of Proposition 5.4 is to show that counting
Weil numbers reduces to counting solutions to Pell’s equation.
We will use the same notation as given in Section 5. Because F is a real
quadratic field, we can set T = {±(DiscF +
√
DiscF )/2}. However, there is no
obvious choice of γ becauseOK is not always a freeOF -module, see Example 3.7.
In this section, we continue to assume some such γ exists.
Some of the implied constants in this section will depend on the choice of
γ and T as will the implied constant in the proposition. But the constant ρ in
Proposition 5.4 depends only on the field K. A detailed explanation of how to
compute these constants is given in Example 5.11 below.
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The outline of the proof of Proposition 5.4 is as follows. Let
Ω(u, η) =
u(γ − γ) + η
2
,
a(u, η) = The unique element of (1/2)Z such that
NormK/F
(
Ω(u, η) +
a(u, η)
2
)
∈ Q, see the proof of Lemma 3.19,
α(u, η) = Ω(u, η) +
a(u, η)
2
.
By Lemma 3.15, every Weil generator in W is of the form α(u, η) for some
u ∈ O×F and η ∈ T . However, α(u, η) may not be a Weil generator (in fact, it
may not even be integral) for every choice of u ∈ O×F and η ∈ T .
The first step in our proof is to characterize those u ∈ O×F and η ∈ T for
which α(u, η) ∈ W . It turns out that this property only depends on u. Recall
that every unit u ∈ O×F is of the form ±uk0 where k ∈ Z and u0 is a fundamental
unit for F . We will show that α(u, η) ∈ W if and only if k satisfies a certain
congruence condition (see Corollary 5.7 below).
The next step in our proof is to compare h(α(u, η)) to h(u). We will show
that if α(u, η) ∈W , then h(α(u, η)) ≈ h(u)2 (see Lemma 5.10 below). Combined
with above, this reduces the problem of counting Weil generators of bounded
height to counting units in OF of bounded height.
Lemma 5.5. α(u, η) ∈W if and only if α(±u, η′) ∈W for all η′ ∈ T .
Proof. Because F is a real quadratic field, #T = 2. Let η1, η2 be the distinct
elements of T . Then η2 = −η1 + b for some b ∈ Z. It follows from Definition 3.3
that if β ∈ K, then β ∈W if and only if {±β,±β} ⊆W (see also Example 3.4).
By Lemma 3.15, every Weil generator β ∈W corresponds to a unique triple
u ∈ O×F , η ∈ T , and a ∈ Z. It is not hard to see that −β must correspond to
the triple u′, η′, a′ where u′ = −u and η′ = −η + b for some integer b. Hence
−α(u, η1) = α(−u, η2). A similar argument shows that α(u, η1) = α(−u, η1).
Hence α(u, η1) ∈W if and only if {α(±u, η1), α(±u, η2)} ⊆W .
Lemma 5.6. There is a set of congruence classes S ⊆ OK/4OK such that if
u ∈ O×K and η ∈ T , then α(u, η) ∈W if and only if u mod 4OK ∈ S.
Proof. By Lemma 5.5, it suffices to show that if u′ ≡ u mod 4OK then α(u, η) ∈
W if and only if α(u′, η) ∈ W . The set S will be {u mod 4OK : α(u, η) ∈
W for some η ∈ T}.
We will start by showing that α(u, η) ∈ W if and only if 4α(u, η) ≡ 0
mod 4OK . Note that α(u, η) satisfies α(u, η)α(u, η) ∈ Q, α(u, η) + α(u, η) =
η + a, and α(u, η) − α(u, η) = u (γ − γ). It follows from Lemma 3.13 that
α(u, η) ∈ W if and only if α(u, η) ∈ OK . By our construction, α(u, η) ∈
(1/4)OK , so α(u, η) ∈ OK if and only if 4α(u, η) ≡ 0 mod 4OK .
Next we will show that the equivalence class of 4α(u, η) mod 4OK depends
only u mod 4OK . It is sufficient to show that 2a(u, η) mod 4 depends only on
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u mod 4OK as the dependence of 4Ω(u, η) is clear. The construction of a(u, η)
given in Lemma 3.19 depends only on the coefficients of Ω(u, η)Ω(u, η) with
respect to the basis {1, η}. Suppose u′ is another unit with u′ = u+4β for some
β ∈ OK . Then Ω(u′, η) = Ω(u, η) + 2(γ − γ)β. So
Ω(u′, η)Ω(u′, η) = Ω(u, η)Ω(u, η)− 2(γ − γ)β(Ω(u, η) + Ω(u, η))− 4(γ − γ)2β2
= Ω(u, η)Ω(u, η)− 2(γ − γ)βη − 4(γ − γ)2β2.
Looking at the coefficients with respect to the basis {1, η} shows that a(u′, η)−
a(u, η) ∈ 2Z. Therefore 4α(u, η) ≡ 4α(u′, η) mod 4OK .
Let u0 be a fundamental unit for F . Then every unit u ∈ O×F is of the form
u = ±uk0 .
Corollary 5.7. If ±uk0 ∈ O×F and η ∈ T , then α(±uk0 ,±η) ∈ W if and only if
k satisfies a certain congruence relation.
Proof. This follows directly from Lemma 5.5 and Lemma 5.6 using the fact that
u0 has finite multiplicative order in (OK/4OK)×.
Next we will show that h(α) ≈ h(u)2. In order to compare h(α) and h(u),
we will need the following lemmas. For η ∈ T , we can write any β ∈ F in the
form β = b + cη for some unique b, c ∈ Q. The lemmas below will be used to
compare h(β) and |c|.
Lemma 5.8. Let η ∈ Q \ Q and let β = b + cη for some b, c ∈ Q. Then there
is a positive constant C1, depending only on η, such that if c 6= 0, then
C1|c| ≤ h(β).
Proof. Let σ and τ be embeddings Q → C such that σ(η) 6= τ(η). Let C1 =
|σ(η)−τ(η)|/2, i.e. C1 is half the distance from σ(η) to τ(η). Since −b/c cannot
be closer than C1 to both σ(η) and τ(η), we have that
C1 ≤ max
{∣∣∣∣bc + σ(η)
∣∣∣∣ , ∣∣∣∣bc + τ(η)
∣∣∣∣} ≤ h(bc + η
)
.
Up to replacing b, c with −b,−c, we may assume that c is positive. The claim
then follows from multiplying this inequality by c and using the fact that h
commutes with multiplication by a positive rational number.
Lemma 5.9. Let F be a real quadratic field and let η ∈ OF . There exists a
positive constant C2, depending only on η, such that if β = b+ cη with b, c ∈ Z
and c 6= 0, then
h(β) ≤ C2|c|
√∣∣NormF/Q β∣∣.
Proof. By the triangle inequality, h(β) ≤ |b| + |c|h(η). Therefore it is enough
to bound |b| from above by a constant times |c|
√∣∣NormF/Q(β)∣∣. Let t =
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TraceF/Q(η), nη = NormF/Q(η), and nβ = NormF/Q(β). Then we can write
the norm of b+ cη = β as b2 + bct+ c2nη = nβ . Therefore
|b| =
∣∣∣−ct±√(ct)2 − 4 (c2nη − nβ)∣∣∣
2
≤ |c| ·
(
|t|+√t2 + 4 (|nη|+ |nβ |/c2)
2
)
≤ |c| ·
(
|t|+√t2 + 4 (|nη|+ |nβ |)
2
)
≤ |c|
√
|nβ | ·
(
|t|+√t2 + 4 (|nη|+ 1)
2
)
.
Next we will combine the two previous lemmas to show that if α ∈ W and
u ∈ O×F is the associated unit, then h(α) is approximately h(u)2.
Lemma 5.10. There exist positive constants C3, C4, C5, depending only on γ
and T , such that if u ∈ O×F , η ∈ T , and h(u) ≥ C3, then
C4h(u)
2 ≤ h(α(u, η)) ≤ C5h(u)2.
Proof. To prove the claim we will show that if h(u) is sufficiently large, then
h(Ω(u, η)) is approximately h(u) and |a(u, η)| is approximately h(u)2.
First we will show that h(Ω(u, η)) is approximately h(u). By choosing C3
large enough, we may assume that if h(u) ≥ C3, then
minσ {|σ(γ − γ)|}
2
h(u) ≤ h(u) min
σ
{|σ(γ − γ)|} − h(η).
Note that the right hand side is
≤ h(u(γ − γ))− h(η).
By the triangle inequality, the last expression is
≤ 2h(Ω(u, η)) ≤ h(u)h(γ − γ) + h(η).
We may also choose C3 large enough so that h(u) ≥ h(η) for all η ∈ T . So the
previous expression is
≤ (h(γ − γ) + 1)h(u).
Thus we have shown that
minσ {|σ(γ − γ)|}
2
h(u) ≤ 2h(Ω(u, η)) ≤ (h(γ − γ) + 1)h(u).
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Next we will show that |a(u, η)| is approximately h(u)2. Recall that α(u, η) =
Ω(u, η) + a(u, η)/2. As seen in the proof of Lemma 3.19, −a(u, η)/2 is the
coefficient of η when Ω(u, η)Ω(u, η) is written with respect to the Q-basis {1, η}
of F . That is, Ω(u, η)Ω(u, η) = b− a(u, η)/2η for some b ∈ Z.
We would like to apply Lemmas 5.8 and 5.9 to relate |a(u, η)| to h(Ω(u, η)Ω(u, η)).
However, NormF/Q(Ω(u, η)Ω(u, η)) may be large, so the bound in Lemma 5.9 is
not useful. To get around this issue, we will consider Ω(u, η) − η/2 instead of
Ω(u, η). Let β(u, η) = (Ω(u, η)− η/2)(Ω(u, η)− η/2). Note that
β(u, η) =
−u2(γ − γ)2
4
and
β(u, η) = b− a(u, η)
2
η − η
2
(
Ω(u, η) + Ω(u, η)
)
+
η2
4
= b− a(u, η)
2
η − η
2
4
.
The equation on the left shows that NormF/Q β(u, η) depends only on γ, and
that h(β(u, η)) can be bounded above and below by h(u)2 times constants de-
pending only on γ. The equation on the right shows that the coefficient of η
of β(u, η) written with respect to the basis {1, η} is −a(u, η)/2 plus a constant
depending only on η. Therefore, assuming that β(u, η) /∈ Q, we may apply Lem-
mas 5.8 and 5.9 to relate h(β(u, η)) and |a(u, η)|. Up to replacing the constants
in the lemmas by some factors that depend only on η and γ, we have
C1|a(u, η)| ≤ h(u)2 ≤ C2|a(u, η)|,
for some positive constants C1 and C2. Repeating the process and taking the
minimum (resp. maximum) over all η ∈ T , we can replace C1 and (resp. C2)
with constants that only depend on γ and T instead of γ and η.
The final step is to show that there are only finitely many u ∈ O×F and η ∈ T
such that such that β(u, η) ∈ Q. This is necessary because the hypotheses of
Lemmas 5.8 and 5.9 require that c 6= 0, where c is the coefficient of η of β(u, η)
written with respect to the basis {1, η}. Note that if c = 0, then β(u, η) ∈ Q and
so h(β(u, η)) =
√
NormF/Q(β(u, η)). The latter depends only on γ. However,
we have already seen h(β(u, η)) is bounded below by a constant times h(u)2.
Hence there is a finite number of u ∈ O×F such that β(u, η) ∈ Q for some
η ∈ T .
We are now ready to finish the proof of Proposition 5.4 by counting the
number of u ∈ O×F for which α(u, η) ∈W for some η ∈ T .
Proof of Proposition 5.4. Let u0 be a fundamental unit for F . By Lemma 5.10,
there are positive constants C3, C4, C5, which depend only on γ and T , such
that
C4h(u)
2 ≤ h(α(u, η)) ≤ C5h(u)2
for all u ∈ O×F and η ∈ T with h(u) ≥ C3. Setting u = ±uk0 for some k ∈ Z, we
can rewrite these inequalities as
C4h(u0)
2|k| ≤ h(α(±uk0 ,±η)) ≤ C5h(u0)2|k|.
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By Corollary 5.7, α(±uk0 ,±η) ∈W if and only if k satisfies some congruence
condition. Let P denote the set of such k. Let S be the number of α(u, η) ∈W
such that h(u) < C3. Using the inequalities above, we have
4 ·#
{
k ∈ P : C5h(u0)2|k| ≤ N
}
− S ≤ # {α ∈W : h(α) ≤ N}
≤ 4 ·#
{
k ∈ P : C4h(u0)2|k| ≤ N
}
+ S.
Let C6 be the density of P in Z. Then the both sides of the above inequality
are asymptotic to
2C6 logN
log h(u0)
+O(1).
Example 5.11. We will show how to compute the constant ρ from Proposi-
tion 5.4 for the field K = Q(ζ5). Let γ = ζ5, η0 = ζ5 + ζ5, and T = {η0,−η0}.3
A fundamental unit for F is u0 = ζ5 + ζ5.
Note that it is not always the case that a(u, η) ∈ Z. For example, if u = η20 ,
then a(u, η0) = 5/2. This shows that α(u, η) is not always a Weil generator.
Next we will determine explicitly the condition on k such that α(uk0 , η0) ∈W .
One can show that u0 has order 6 in (OF /2OF )×. Table 1 gives the values of
4α(uk0 , η0) mod 4OK for k = 0, 1, . . . , 5. It shows that α(±uk0 ,±η0) ∈W if and
only if k 6≡ 2 mod 3.
k 4α(uk0 , η0) mod 4OK
0 0
1 0
2 −2ζ35 − 2ζ25 + 1
3 0
4 0
5 −2ζ35 − 2ζ25 + 1
Table 1: Values of 4α(uk0 , η0) modulo 4OK .
We have shown that each k ∈ Z with k 6≡ 2 mod 3 corresponds to 4 Weil
generators given by α(±uk0 ,±η0). By Lemma 5.8, h(α(u, η)) ≈ h(u)2. Since
and each k 6≡ 2 mod 3 corresponds to 4 Weil generators given by α(±uk0 ,±η0),
3It is not always true that T can be chosen as fundamental units of F . For example, the
fundamental units for Q(
√
6) are ±(5 + 2√6)±1 which do not generate the ring of integers
Z[
√
6]. Similarly, γ + γ is not always in T . For example, if K = Q(
√
5,
√−1) then OK =
Z[(1 +
√
5)/2,
√−1] so we may choose γ = √−1 hence γ + γ = 0.
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we have
# {α ∈W : h(α) ≤ N} = 4 ·#
{
k ∈ Z : k 6≡ 2 mod 3 and h(uk0) ≤
√
N
}
+O(1)
= 4 ·#
{
k ∈ Z : k 6≡ 2 mod 3 and |k| ≤ logN
2 log h(u0)
}
+O(1)
=
8 logN
3 log h (u0)
+O(1).
=
8 logN
3 log
(
1+
√
5
2
) +O(1).
Figure 1 below shows the accuracy of this estimate for the number of Weil
generators of bounded height.
105 1011 1017 1023 1029 1035 1041 1047 1053 1059 1065 1071 1077
N
2
4
6
8
10
12
#{α ∈ W :h(α) ≤ N} − 8 logN
3 log((1+
√
5)/2)
Figure 1: A comparison of the number of Weil generators of bounded height as found by
Algorithm 1 and the asymptotic value given in Example 5.11.
5.3. The Case g ≥ 3
The goal of this section is to prove Theorem 5.1 in the case g ≥ 3.
Proposition 5.12. If K is a CM field of degree 2g with g ≥ 3, then W is finite.
Moreover, if g = 3 then there is a computable upper bound for #W .
Our strategy for Proposition 5.12 is as follows. Recall that every Weil gen-
erator α can be written in the form (u(γ − γ) + η + a)/2 for a unique u ∈ O×F ,
η ∈ T , and a ∈ Z. Recall that by definition, αα ∈ Z. This condition places a
significant restriction on the possible values of u, η, and a. By Lemma 3.19, a is
uniquely determined by u and η. Therefore it suffices to show that the possible
set of pairs (u, η) arising in this way is finite. In fact, we will parameterize
pairs (u, η) by integral points on a finite union of absolutely irreducible plane
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curves of degree g. These curves will have g distinct points at infinity. So by
Siegel’s theorem, the number of integral points is finite. When g = 3, the curves
have genus 1 or 0 depending on the singularities. In the genus 0 case, finding
integral points reduces to finding solutions to an S-unit equation, which can be
effectively determined [12, Thm. D.8.4]. In the genus 1 case, we may use the
effective (but impractical) bounds from Baker and Coates [2]. For more details
on the effective bounds, see Section 6.
We start by proving a lemma which will be used to show that the curves
arising in the proof of Proposition 5.12 are geometrically irreducible.
Lemma 5.13. Let f1, . . . , fg ∈ Q[x, y, z] be homogeneous linear polynomials
such that the lines in projective space defined by the vanishing of the fi intersect
the line at infinity (given by z = 0) at distinct points. If t ∈ Q is nonzero, then
tzg +
∏
fi is irreducible.
Proof. Let Ft = tz
g +
∏
fi, and let h1, . . . , hk be the irreducible factors of Ft,
i.e.
Ft(x, y, z) = tz
g +
g∏
i=1
fi(x, y, z) =
k∏
j=1
hj(x, y, z).
By hypothesis, the line defined by fi(x, y, z) = 0 does not coincide with the
line at infinity. So by a change of coordinates fixing the variable z, we may
assume that f1 = x. Then Ft(0, y, z) = tz
g =
∏
hj(0, y, z). Because t 6= 0, it
follows that for all j, hj(0, y, z) is of the form ajz
nj for some nonzero aj and
positive integer nj . This shows that the point (0 : 1 : 0) lies in every irreducible
component of the projective variety defined by Ft.
Notice that the projective variety defined by F0 is a union of lines, all of
whose pairwise intersections occur in the affine plane by the hypothesis on the
fi. This means that F0 has no singularities on the line at infinity. The same
property also holds for Ft because
dFt
dx
=
dF0
dx
,
dFt
dy
=
dF0
dy
,
dFt
dz
(x, y, 0) =
dF0
dz
(x, y, 0), and Ft(x, y, 0) = F0(x, y, 0).
Therefore the point P = (0 : 1 : 0) must be a smooth point of the variety defined
by Ft, and hence lies in a unique irreducible component. But by the above, P
lies in every irreducible component, hence Ft is irreducible.
We are now ready to prove Proposition 5.12.
Proof of Proposition 5.12. Let α ∈ W . Recall that α can be written as (u(γ −
γ) + η + a)/2 for a unique u ∈ O×F , η ∈ T , and a ∈ Z. Let Ω = α − a/2. By
definition,
αα = ΩΩ +
ηa
2
+
a2
4
∈ Z.
Let δ = (γ − γ)(γ − γ). Then we have shown that
4ΩΩ = u2δ + η2 = A+Bη (2)
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for some A,B ∈ Z. It is important that 4ΩΩ lies in the Z-span of {1, η}. This
already is a significant restriction on the possible values of u and η since OF
has rank g ≥ 3 by hypothesis.
By [19, Cor. 2.10, Pg. 202], NormF/Q(u
2δ) = NormF/Q(δ) = ±DiscK /Disc2F .
So by rearranging equation (2) and taking norms, we have that
NormF/Q
(
A+Bη − η2) = |DiscK |
Disc2F
.
In particular, (x, y) = (A,B) is an integral point on the affine curve Cη given
by the vanishing of the polynomial
− |DiscK |
Disc2F
+
∏
σ:F→C
(
x+ yσ(η)− σ(η)2) . (3)
By construction, the projective closure of Cη has g distinct points at infinity
given by (−σ(η) : 1 : 0). Therefore we may apply Lemma 5.13, which implies
that Cη is geometrically irreducible. It follows from Siegel’s theorem [26] (see
also [12, Rem. D.9.2.2]) that Cη has finitely many integral points.
To finish the proof, it suffices to show that the map described above sending
α ∈W to the integral point (A,B) is finite-to-one. Recall that by Theorem 3.16,
the set T is finite, so we may fix some η ∈ T . By equation (2), u is determined up
to sign by the point (A,B), η, and δ. Finally, by Lemma 3.19, a is determined by
the pair (u, η). Hence for each point (A,B) there is a finite number of possible
triples (u, η, a) corresponding to Weil generators.
When g = 3, we use an effective version of Siegel’s theorem. Note that in
this case, the curve Cη has degree 3, so it has genus 1 or 0 depending on its
singularities. If Cη has genus 0, then the integral points can be computed by
solving an S-unit equation [12, Thm. D.8.4]. If Cη has genus 1, then the main
theorem of [1] gives a computable (but impractical) bound on the number of
integral points. For more details, see Section 6.
6. Effectiveness When g = 3
The goal of this section is to show how to give a concrete bound for the
number of Weil generators in a sextic CM field. We will start by summarizing
the relevant results from Section 5.
Let K be a CM field with maximal totally real subfield F and let W be
the set of all Weil generators in K. Recall from Lemma 3.15 that every α ∈
W corresponds to a unique triple (u, η, a) with u ∈ O×F , η ∈ T , and a ∈
Z. By Lemma 3.19, a is uniquely determined by η and u. Furthermore, the
proof of Proposition 5.12 showed that all possible values of u for a fixed η
are determined up to sign by the integral points of the curve Cη defined by
equation (3). Therefore,
#W ≤ 2
∑
η∈T
#Cη(Z).
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The following lemma shows that if degK = 6, then it is sufficient to consider a
single η ∈ T .
Lemma 6.1. Suppose that degK = 6, and let η1, η2 ∈ T . Then Cη1 and Cη2
are isomorphic via an integral linear change of variables. In particular, there is
a bijection between Cη1(Z) and Cη2(Z). In particular, #W ≤ 2 ·#T ·#Cη1(Z).
Proof. Recall that the curve Cηi is defined by the polynomial fηi(x, y) in equa-
tion (3). For any embedding σ : F → R, let Lσi (x, y) = x + yσ(ηi) − σ(ηi)2.
Then
fηi(x, y) =
∏
σ:F→R
Lσi (x, y)−
|DiscK |
Disc2F
.
To prove the claim, we will construct an invertible integral change of coor-
dinates v˜ such that fη1 ◦ v˜ = fη2 . Our construction of v˜ relies on finding an
algebraic integer v ∈ OF with the property that
v = A1 +B1η1, vη2 = A2 +B2η1, vη
2
2 = A3 +B3η1 + η
2
1 , (4)
for some integers Ai, Bi ∈ Z. First we will show how to construct v˜ given such
a v. A construction of v is given at the end of the proof.
We define v˜ : R2 → R2 by
v˜(x, y) = (A1x+A2y −A3, B1x+B2y −B3).
To show that v˜ has the desired property, we will first show that v˜ transforms
Lσ1 to a scaled L
σ
2 . Note that
(Lσ1 ◦ v˜)(x, y) = (A1x+A2y −A3) + (B1x+B2y −B3)σ(η1)− σ(η21)
= σ(A1 +B1η1)x+ σ(A2 +B2η1)y − σ(A3 +B3η1 + η21)
= σ(v)
(
x+ σ(η2)y − σ(η22)
)
= σ(v)Lσ2 (x, y).
Therefore
fη1 ◦ v˜ =
∏
σ
(Lσ1 ◦ v˜)−
|DiscK |
Disc2F
= NormF/Q(v)
∏
σ
Lσ2 −
|DiscK |
Disc2F
.
If v ∈ O×F , then the right hand side of this equation is fη2 as required.
Next we will show that v ∈ O×F by constructing an inverse to v˜. Because
Lσ1 ◦ v˜ = σ(v)Lσ2 for all σ, it follows that v˜ maps the intersection of the lines
defined by Lσi2 (x, y) = 0 and L
σj
2 (x, y) = 0 to the intersection of the lines defined
by Lσi1 (x, y) = 0 and L
σj
1 (x, y) = 0, for all pairs (σi, σj). By swapping η1 and η2
in our construction for v, which is given below, we can find an element v′ ∈ OF
such that the linear map v˜′ acts as an inverse to v˜ on these intersections. The
lines defined by the polynomials {Lσ1 : σ : F → R} are in general position. So it
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follows that v˜ ◦ v˜′ fixes three distinct points. Therefore, v˜ and v˜′ are inverses,
and
Lσ1 = L
σ
1 ◦ v˜ ◦ v˜′ = σ(v) (Lσ2 ◦ v˜′) = σ(vv′)Lσ1 .
This shows that vv′ = 1, so v ∈ O×F .
It remains to construct the element v satisfying equation (4). Our (rather
technical) construction of v is as follows. Consider the two Z-bases for OF given
by Bi =
{
1, ηi, η
2
i
}
for i = 1, 2. Let P be the change of basis matrix from B2 to
B1. That is, the columns of P are the elements of B2 written as vectors with
respect to the basis B1. Let P−1i,j denote the i, j-entry of the matrix P−1, and
for β ∈ OF , let [β]i denote the ith component of the vector given by writing β
with respect to the basis B1. Now define
v = P−13,3 − P−13,2 [η31 ]3 + P−13,2 η1.
A straightforward but tedious calculation proves that v satisfies the properties
given in equation (4).
Remark 6.2. Lemma 6.1 fails when g > 3. For example, using Magma, one can
show that if K = Q(ζ15), η1 = ζ715 − ζ615 − ζ515 + 2ζ415 − ζ215 − 2, and η2 =
−ζ715 + ζ515 − ζ415 + ζ215 − ζ15 − 3; then Cη1 and Cη2 are not isomorphic.
By Lemma 6.1, in order to find all Weil generators in a sextic CM field, it
suffices to find all integral points on Cη for a single η ∈ T . The others can be
computed by the change of coordinates from the lemma. Because g = 3, Cη is
a plane curve of degree 3, and so has genus 0 or 1. If Cη is singular, then it has
genus 0 and the integral points can be enumerated by solving a certain S-unit
equation [12, Thm. D.8.4]. If Cη is smooth, then it has genus 1. In this case,
one can attempt to find all integral points using the methods of [30].
6.1. An Example of Genus 0
In this section, we will find all Weil generators in Q(ζ9). This field was
chosen because it was the only sextic CM field with class number 1 such that
the resulting curves Cη had genus 0. The class number requirement is not used
in this section, but it is relevant for finding super-isolated abelian varieties as
described in Section 7 below.
Proposition 6.3. There are 36 Weil generators in Q(ζ9). They are:
− 3ζ49 − 2ζ9, −ζ
5
9 + 2ζ
2
9 , −2ζ
5
9 − ζ
4
9 + 2ζ
3
9 − 2ζ9 + 4, ζ
5
9 − 2ζ
4
9 − 2ζ
3
9 + 2ζ
2
9 + 2, −2ζ
5
9 − 3ζ
2
9 , ζ
4
9 + 3ζ9,
− 2ζ59 + 2ζ
4
9 − 2ζ
3
9 − ζ
2
9 + 2ζ9 + 2, −ζ
4
9 + 2ζ
3
9 − 2ζ
2
9 + ζ9 + 4, −ζ9, ζ
5
9 + ζ
2
9 , −ζ
2
9 , ζ
4
9 + ζ9,
− ζ49 − ζ9, ζ
2
9 , −ζ
5
9 − ζ
2
9 , ζ9, −ζ
5
9 + 2ζ
4
9 + 2ζ
3
9 − 2ζ
2
9 − 2, 2ζ
5
9 + ζ
4
9 − 2ζ
3
9 + 2ζ9 − 4,
ζ
5
9 − 2ζ
2
9 , 3ζ
4
9 + 2ζ9, ζ
4
9 , ζ
5
9 , −ζ
4
9 − 3ζ9, 2ζ
5
9 + 3ζ
2
9 , ζ
4
9 − 2ζ
3
9 + 2ζ
2
9 − ζ9 − 4,
2ζ
5
9 − 2ζ
4
9 + 2ζ
3
9 + ζ
2
9 − 2ζ9 − 2, ζ
5
9 − 2ζ
3
9 − ζ
2
9 − 2ζ9 + 2, 2ζ
5
9 + 2ζ
4
9 + 2ζ
3
9 + 2ζ
2
9 + ζ9 + 4, 2ζ
4
9 − ζ9,
3ζ
5
9 + ζ
2
9 , −2ζ
5
9 − 2ζ
4
9 − 2ζ
3
9 − 2ζ
2
9 − ζ9 − 4, −ζ
5
9 + 2ζ
3
9 + ζ
2
9 + 2ζ9 − 2, −3ζ
5
9 − ζ
2
9 , −2ζ
4
9 + ζ9, −ζ
5
9 , −ζ
4
9 .
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To prove Proposition 6.3, we will find all integral points on Cη for some
η ∈ T . Then we will apply Lemma 6.1 to find the integral points of Cη′ for all
other η′ ∈ T .
Let η = ζ9 + ζ
−1
9 . Then Cη is the curve defined by the polynomial
fη(x, y) = x
3 − 3xy2 − y3 − 6x2 − 3xy + 9x+ 3y − 4.
Lemma 6.4. Let Cη be the plane curve defined above. Then Cη(Z) consists
of the following ten points: (22,−63), (1, 0), (1,−3), (−2, 6), (7,−3), (4, 0),
(−2,−3), (43, 21), (−2, 3), (−62, 42).
Proof. Our proof follows the argument of [12, Thm. D.8.4]. The main difference
is that we will reduce the problem of finding integral points to solving a unit
equation in OK instead of a more general S-unit equation.
Let Cη denote the projective closure of Cη. Our first goal is to find a
parameterization ϕ : P1 → Cη. Note that Cη has a unique singular point
Q = (1 : 0 : 1). Every line L through Q intersects Cη at a unique point P .
There is a bijection between the set of lines through Q and P1. This map is
given by
ϕ(u, v) = (ϕx, ϕy, ϕz) =
(
u3 − 3uv2 + 4v3,−3 (u3 − u2v + uv2) , u3 − 3u2v + v3) .
The inverse is
ψ(x, y, z) = (ψu, ψv) = (y, z − x).
Over K, ϕy and ϕz factor as
ϕy = −3
3∏
i=1
u− αiv, ϕz =
3∏
i=1
u− βiv
where αi, βi ∈ OK and are all distinct.
Suppose that (u : v) ∈ P1 is such that ϕ(u, v) ∈ Cη(Z), i.e. ϕx(u, v)/ϕz(u, v)
and ϕy(u, v)/ϕz(u, v) lie in Z. We may assume that u and v are integral and
coprime. Note that 3 is totally ramified in K, so there is a unique prime of K
lying over 3 which is generated by some ν ∈ OK . Let S be the set containing
only this prime. Next we will show that u− βjv is an S-unit. Note that
gcd (u− αiv, u− βjv) | (αi − βj) gcd (u, v) = αi − βj .
A short computation shows that NormK/Q(αi−βj) ∈ {1, 9}, in particular, they
are S-units. By hypothesis,
−3∏u− αiv∏
u− βjv =
ϕy(u, v)
ϕz(u, v)
∈ Z.
By the above, the denominator is relatively prime to the numerator at all primes
outside of S. Because the quotient is integral, this implies that the u− βjv are
S-units.
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Next we claim that ordν(u − βjv) ≤ 12 for every j. Note that since
ϕy(u, v)/ϕz(u, v) ∈ Z, it follows that∑
j
ordν (u− βjv) ≤ 6 +
∑
i
ordν (u− αiv) .
Moreover, above we saw that for any fixed i, j, we have that gcd(u−αiv, u−βjv) |
αi−βj . A straightforward computation shows that maxi,j{ordν (αi − βj)} = 2,
so
min {ordν (u− αiv) , ordν (u− βjv)} ≤ 2.
So if ordν(u− βjv) > 12, then by the first inequality, there is some i such that
ordν(u− αiv) > 2, but this contradicts the second inequality.
Now we will show how finding integral points on Cη reduces to solving a unit
equation. Let A = (β2 − β3)/(β2 − β1) and B = (β3 − β1)/(β2 − β1). One can
show that A,B are units in O×K . Then
A
u− β1v
u− β3v +B
u− β2v
u− β3v = 1.
This is sometimes called Siegel’s identity. By the above, each summand in this
equation is an S-unit whose valuation at ν is bounded between −12 and 12.
Therefore, we are looking for solutions X,Y ∈ O×K,S to the S-unit equation
X + Y = 1.
Given such a solution, we can solve for u, v using the equations
X = A
u− β1v
u− β3v , Y = B
u− β2v
u− β3v .
At this moment, we do not know of a widely available and refereed implemen-
tation of an S-unit equation solver over number fields for arbitrary sets S of
primes4. However, because of the bounds on ordν(u − βjv), it suffices to find
solutions X,Y ∈ O×K to the unit equation
νiX + νjY = 1
for all pairs i, j with −12 ≤ i, j ≤ 12. Using Magma [4], we found the 10 integral
points on Cη listed in the statement.
Outline of the Proof of Proposition 6.3. The proof is computational, so we only
outline the steps. For each η′ ∈ T , we computed the transformation between Cη
and Cη′ given in the proof of Lemma 6.1. By applying these transformations to
the points given in Lemma 6.4, we obtained Cη′(Z) for all η′. Finally, we used
the method outlined in the proof of Proposition 5.12 to find all Weil generators
associated to the integral points of Cη′ .
4One is currently being written for Sage, see https://trac.sagemath.org/ticket/22148.
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6.2. An Example of Genus 1
Suppose that Cη has genus 1. By construction, the projective closure Cη of
Cη contains the F -rational point (−η : 1 : 0). Therefore Cη is isomorphic (over
F ) to an elliptic curve. If the rank of this curve is 0, then we can provably find
all Weil generators in K by finding the torsion points on the elliptic curve.
Example 6.5. Let K = Q(β) where β is a root of x6−x5 + 3x4 + 5x2−2x+ 1.
Let η be a root of x3 + x2 − 2x− 1 in the maximal totally real subfield F of K.
Then Cη is given by the polynomial
fη = x
3 + x2y − 2xy2 − y3 − 5x2 − xy + y2 + 6x+ 2y − 28.
Over F , this curve is isomorphic to the elliptic curve E given by the Weierstrass
equation
y2 + xy + y = x3 + 611x+ 6416.
We used Sage to compute that E/F has rank 0. The torsion group E(F ) consists
of the points {(0 : 1 : 0), (4 : 92 : 1), (4 : −97 : 1)}. In this case, F is Galois and
the images of E(F ) in Cη are the points at infinity, i.e. (−σ(η) : 1 : 0) for each
σ ∈ Gal(F/Q). Therefore Cη(Z) = ∅. By Lemma 6.1, the same holds for any
η′ ∈ F such that OF = Z[η′], hence K has no Weil generators.
6.3. General Bounds for the Genus 1 Case
While there are general methods for finding integral points on genus 1 curves
[30], they usually require starting with a rational point or a basis for the Mordell-
Weil group over F . This may be too difficult to compute. However, we can give
an upper bound on the height of any Weil generator for K using a result of
Baker and Coates [2]. This in turn can be used to bound #W . In this section,
we will compute this bound explicitly.
Recall from the proof of Proposition 5.12 that any Weil generator α cor-
responds to a point on Cη as follows. We write α = Ω + a/2 where Ω =
(u(γ−γ)+η)/2 and η ∈ T , u ∈ O×F , and a ∈ Z. Then 4ΩΩ = (η2+u2δ) = A+Bη
and P = (A,B) is an integral point on Cη.
Because αα = ΩΩ + aη/2 + a2/4 ∈ Z, we know that a = −B/2. So
h(α)2 = αα =
A
4
+
B2
16
≤ h(P )2,
where h(P ) = max(|A|, |B|).
Let Hη denote the maximum absolute value of the coefficients of the defining
polynomial of Cη as given in equation (3). By a theorem of Baker and Coates
[2], if Q ∈ Cη(Z), then
h(Q) ≤ exp exp exp (2Hη)10
310
.
Let H = maxη∈T Hη. Then for any Weil generator α ∈W ,
h(α) ≤ exp exp exp (2H)103
10
. (5)
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Remark 6.6. One can get a better, but still impractical, upper bound on the
height of integral points on genus 1 curves using the main result in [20].
We can use equation (5) to bound the number #W of Weil generators in
K. Because the bound in equation (5) is already impractical, we will not try
for an optimal bound. Let κ be the number of roots of unity in K. Then there
are at most κ Weil generators which generate the same ideal. This is because if
two Weil numbers generate the same ideal, then they differ by a root of unity.
Moreover, NormK/Q(α) = h(α)
degK . So the bound on h(α) gives a bound on
NormK/Q(αOK). It remains to count the number of ideals in OK of bounded
norm. Let ζK denote the Dedekind zeta-function of K. If an is the number of
ideals of OK of norm n, then∑
n≤M
an ≤M2
∑
n≤M
an
n2
≤M2ζK(2).
Therefore
#W ≤ κζK(2)
(
exp exp exp (2H)103
10
)2 degK
.
6.4. Computational Results
We implemented Algorithm 1 in Sage to search for Weil generators. We
only considered sextic CM fields with class number 1 because these are the
fields required to find super-isolated abelian threefolds (see Section 7). There
are 403 such fields (see Table 3). Many of these fields do not contain any Weil
generators. For example, 89 of these fields do not have a monogenic maximal
totally real subfield, see Lemma 3.13. Our search found Weil generators in 77
fields. The largest value of αα was 83201. Of the total 644 Weil generators
found, 472 had the property that αα was a prime-power. The largest prime-
power value of αα was 38461, which is prime.
7. Super-Isolated Varieties
In this section we are interested in abelian varieties with the following prop-
erty.
Definition 7.1. Let q be a prime power. We say that an abelian variety A/Fq is
super-isolated if its Fq-rational isogeny class contains no other Fq-isomorphism
classes.
The goal of this section is to give examples of super-isolated abelian varieties,
as well as to explain their relationship to Weil generators (see Definition 3.3).
Example 7.2. There are 5 isomorphism classes of elliptic curves over F2, and
they are given in Table 2. Recall that two elliptic curves over a finite field are
isogeneous if and only if they share the same number of points. Because each
curve in Table 2 has a different number of points, they lie in distinct isogeny
classes. Hence they are all super-isolated.
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E #E(F2)
y2 + y = x3 3
y2 + y = x3 + x 5
y2 + y = x3 + x+ 1 1
y2 + xy = x3 + 1 4
y2 + xy + y = x3 + 1 2
Table 2: Isomorphism classes of elliptic curves over F2.
First we will explain the connection between super-isolated abelian vari-
eties and Weil generators. A theorem of Honda and Tate says that there is a
bijection between conjugacy classes of Weil q-numbers and isogeny classes of
simple abelian varieties over Fq, see [36, Sec. I.6] for references. This bijection
works as follows. Let A/Fq be an abelian variety that is simple over Fq, and let
f(x) ∈ Z[x] be the characteristic polynomial of the Frobenius endomorphism of
A, which has degree 2g. The Honda-Tate bijection sends the isogeny class of A
to the roots of f . Let pi be any root of f .
Recall that A is ordinary if pi is totally imaginary and (pi + q/pi, q) = 1 [35,
Ch. 7]. In this case, K = Q(pi) is a CM field of degree 2g (see [35, Thm. 7.2] or
[31, Thm. 2]). Theorem 7.4 below shows that if A is ordinary then A is super-
isolated if and only if pi is a Weil generator for K and K has class number 1.
Example 7.13 below shows that without the ordinary hypothesis, it is possible
for A to be super-isolated and pi to not be a Weil generator.
Remark 7.3. If A is not ordinary, then f(x) may not be irreducible. For example,
by [16, Thm. 2.9], f(x) = (x2 − 5)2 is the characteristic polynomial of the
Frobenius endomorphism of a simple abelian surface over F5.
Theorem 7.4. Suppose that A is a simple ordinary abelian variety over Fq. Let
pi denote a root of the characteristic polynomial of the Frobenius endomorphism
of A and K = Q(pi). Then A is super-isolated if and only if pi is a Weil generator
for K and K has class number 1.
Proof. By [35, Thm. 7.4], the set of endomorphism rings that appear in the
isogeny class of A are precisely the orders in K containing Z[pi, pi]. So there is
one endomorphism ring if and only if Z[pi, pi] = OK . The result then follows
from [35, Thm. 7.2], which says that the isomorphism classes of abelian varieties
in the isogeny class of A whose endomorphism ring is isomorphic to OK form
a principal homogeneous space for the class group of K. In particular, there is
one isomorphism class with endomorphism ring OK if and only if K has class
number 1.
Example 7.5. Let C be the hyperelliptic curve given by y2 = x5 + 4 over the
field F11. The zeta-function Z(C, t) of C is given by
Z(C, t) =
121t4 + 121t3 + 51t2 + 11t+ 1
11t2 − 12t+ 1 .
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Degree # of CM fields with class number 1 Reference
2 9 [9, 28, 1]
4
Galois: 54
Non-Galois: 37
[25]
[15]
6
Galois: 17
Non-Galois: 386
[37, 14]
[5, 6]
Table 3: Summary of the class number 1 problem for CM fields of degree ≤ 6.
Recall that the reverse of the numerator of Z(C, t) is the characteristic polyno-
mial f(x) of the Frobenius endomorphism of the Jacobian J of C [7, Ch. 5.2].
In this case
f(x) = x4 + 11x3 + 51x2 + 121x+ 121.
Because f is irreducible, J is a simple abelian surface. Let pi be a root of f(x).
A straightforward calculation shows that pi is a Weil generator for K = Q(pi),
which has class number 1 (it is isomorphic to Q(ζ5)). Moreover, pi + 11/pi is
coprime to 11. Therefore J is super-isolated by Theorem 7.4.
The following is a straightforward corollary of Theorem 7.4 and Theorem 5.1.
Corollary 7.6. Let g ≥ 3. There are finitely many super-isolated simple ordi-
nary abelian varieties of dimension g.
Proof. Let A be a super-isolated simple ordinary abelian variety over a finite
field of dimension g ≥ 3, and let pi be a root of the characteristic polynomial
of the Frobenius endomorphism of A. By Theorem 7.4, pi is a Weil generator
for K = Q(pi), which is a CM field of degree 2g and class number 1. The
Honda-Tate theorem says that the map sending the isogeny class of A (which,
because A is super-isolated, is equivalent to the isomorphism class of A) to the
conjugacy class of pi is injective. Therefore, it is sufficient to count the number
of Weil generators in CM fields of degree 2g with class number 1. In [29], Stark
proves that the number of such fields is finite, and Theorem 5.1 says that the
number of Weil generators in each such field is finite.
Corollary 7.6 suggests that in order to find super-isolated varieties, we should
first find CM fields with class number 1. This is an important problem in number
theory. For small values of g, all CM fields of degree 2g with class number 1 are
known. Table 3 summarizes the results for g ≤ 3 and gives references. Many of
these fields can also be found in the L-functions and Modular Forms Database
[32].
Remark 7.7. It is believed that there is a finite number of CM fields with class
number 1 [29]. If this is true, then we do not need to fix g in Corollary 7.6.
Remark 7.8. If a CM field K has class number 1, then it avoids some of the
obstructions to containing Weil generators mentioned in Section 3. Recall that
a necessary condition for K to contain a Weil generator is that OK is a free
OF -module. This condition was used in Example 3.8 to show that Q(
√
60,
√−2)
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Case E q t
1 y2 = x3 + 4 7 5
2 y2 + y = x3 4 −4
3 y2 + y = x3 + x+ 1 2 2
4 y2 + y = x3 2 0
5 y2 = x3 − x+ β 9 3
Table 4: Examples of super-isolated elliptic curves. Here β ∈ F9 satisfies x2 − x− 1.
has no Weil generators. However, this condition is always satisfied when K has
class number 1 because in that case F also has class number 1 [34, Prop. 4.11].
Hence OF is a PID, so by the structure theorem for modules over a PID, OK
is a free OF -module.
7.1. Examples of Super-Isolated Elliptic Curves
In this section we will give examples of super-isolated elliptic curves, as well
as extend Theorem 7.4 to include the case of supersingular curves.
In [24], Schoof gave a formula for the size of the isogeny class of an elliptic
curve E/Fq in terms of #E(Fq) and q. The following is a straightforward
consequence of that formula.
Proposition 7.9. Let q = pa be a prime power, E be an elliptic curve over Fq,
and t = q + 1−#E(Fq). Then E/Fq is super-isolated if and only if one of the
following holds:
1. t 6≡ 0 mod p and t2 − 4q ∈ {−3,−4,−7,−8,−11,−19,−43,−67,−163}.
2. p ∈ {2, 3, 5, 7, 13}, and t2 = 4q.
3. p ∈ {2, 3}, and t2 = pa+1.
4. p = 2 and t = 0.
5. p = 3 and t2 = q.
Proof. Case 1 corresponds to ordinary elliptic curves and follows from Theo-
rem 7.4. The set of values for t2 − 4q are the discriminants of the imaginary
quadratic fields with class number 1, see Table 3 for references. The rest of the
cases follow directly from a special case of [24, Thm. 4.6].
Table 4 gives examples of curves satisfying each case in Proposition 7.9.
Recall that the property of being super-isolated depends on the base field
(see Definition 7.1). It is often the case that a variety may be super-isolated
over Fq, but not over an extension of Fq.
Example 7.10. Let E/F7 be the elliptic curve defined by y2 = x3 + 4. Note
that #E(F7) = 3, so E is super-isolated by Proposition 7.9. However, over the
extension field F49, E is isogeneous, but not isomorphic, to the curve given by
y2 = x3 + 6βx + 4, where β ∈ F49 is a root of x2 + 6x + 3. Therefore E/F7 is
super-isolated but E/F49 is not.
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It is possible for an abelian variety that is not super-isolated over the base
field to become super-isolated over an extension field. For elliptic curves, this
phenomenon can only occur for supersingular curves. To see why, let E/Fq be
an ordinary elliptic curve and suppose that E/Fqk is super-isolated for some
extension field Fqk . Then any curve E′/Fq which is isogeneous to E/Fq must
become isomorphic to E over Fqk . This means that E′/Fq is a twist of E/Fq
(see [27, Ch. X.5]). One can show that for ordinary curves, non-trivial twists
are never isogeneous (here a non-trivial twist is one that is not isomorphic
over the base field). For example, if E′/Fq is a quadratic twist of E/Fq, and
t = p+ 1−#E(Fq), then #E′(Fq) = p+ 1 + t. Since E is ordinary, t 6= 0 so E′
lies in a different isogeny class (see also [35, Pg. 542]).
Example 7.11. Let E/F5 be the supersingular elliptic curve given by y2 =
x3 + 2. Then E is isogeneous, but not isomorphic, to the curve E′/F5 given by
y2 = x3 + 1. However, by applying Proposition 7.9, one can check that E/F25
is super-isolated. In this case, E/F5 and E′/F5 become isomorphic over F25.
Another possibility is that a super-isolated variety could stay super-isolated
in every extension.
Example 7.12. Let E/F2 be the curve given by y2 + y = x3. In this case, one
can compute (see [27, Exercise 5.13]) that
t(E/F2a) =
{
0 a odd
2(−2)a/2 a even.
By Proposition 7.9, this shows that E/F2a is super-isolated for every a ≥ 1.
This example is somewhat exceptional because E is supersingular.
The following example shows that if E is supersingular, then it is possible
that E is super-isolated but the Frobenius endomorphism does not correspond
to a Weil generator.
Example 7.13. Let E/F9 be the supersingular elliptic curve in the last row
of Table 4. The characteristic polynomial f(x) of the Frobenius endomorphism
of E is f(x) = x2 − 3x + 9. Let pi be a root of f(x) and K = Q(pi). The
discriminant of f(x) is −27, so Z[pi] has index 3 in OK . In particular, pi is not a
Weil generator for K. This shows that the ordinary hypothesis in Theorem 7.4
is necessary.
One way to construct super-isolated elliptic curves over large prime fields
is to use the complex-multiplication (CM) method. A detailed summary of the
CM method can be found in [7, Ch. 18]. Essentially, using the CM method to
generate super-isolated curves works as follows:
1. Choose a quadratic imaginary field K with class number 1.
2. Find an elliptic curve E/C whose endomorphism ring is isomorphic to
OK .
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Curve Genus Field
y2 = x3 + 5x2 + x+ 1 1 F7
y2 = x5 + 2x4 + 4x3 + x2 + x+ 4 2 F5
y2 = x7 + x5 + x+ 2 3 F3
y2 + (x5 + x3 + 1)y = x9 + x6 4 F2
Table 5: Examples of hyperelliptic curves with super-isolated Jacobians.
3. Choose a Weil generator pi (with non-zero trace) for K such that p = pipi
is prime and is ≥ 5. This will ensure that the resulting curve is ordinary.
4. Find a twist of the reduction E/Fp whose Frobenius endomorphism cor-
responds to pi.
If also the only roots of unity in K are ±1, then we can always use E as
opposed to one of its twists. To see why, recall that in this case there is only a
single twist of E: the quadratic twist. If E has p+1−TraceK/Q(pi) points, then
the quadratic twist of E has p+1+TraceK/Q(pi). It follows from Proposition 7.9
that if one of them is isolated, then they both are.
Example 7.14. Let K = Q(
√−2). The endomorphism ring (over C) of the
elliptic curve E/Q given by y2 = x3 − x2 − 3x− 1 is isomorphic to OK . Recall
that every Weil generator for K is of the form pi = b±√−2 for some integer b.
Thus searching for primes p such that E/Fp is super-isolated reduces to finding
values of b such that p = b2 + 2 is prime.
The CM method described above can also be used to generate curves with
useful properties, such as prime order and a base field with low hamming weight.
Example 7.15. Let pi = 2127 + 225 + 212 + 26 + (1−√−3)/2. Then p = pipi is
a 255 bit prime with Hamming weight 14. Using the CM method, we found a
super-isolated curve E/Fp given by y2 = x3+19 that has #E(Fp) = (pi−1)(pi−1)
points, which is also a 255 bit prime.
7.2. Examples in Higher Dimensions
In this section we will give examples of super-isolated abelian varieties in
dimension g ≥ 2. One way to construct these varieties is to fix a prime p and
randomly choose curves over Fp until the Jacobian is super-isolated. We can
check if the Jacobian J of a curve C/Fp is super-isolated using the zeta-function
of C as in Example 7.5. Some examples of curves found this way are given in
Table 5. Because super-isolated abelian varieties are rare, this method of search
is impractical when p is large.
Another way to construct super-isolated abelian varieties is described in
Example 7.16. This method is based on a generalization of the CM method to
higher dimensions, see [7, Ch. 18].
Example 7.16. Let pi ∈ K = Q(ζ5) be a totally imaginary Weil p-number such
that p splits in K. Let C/Q be the curve defined by y2 = x5 − 1. The endo-
morphism ring over C of the Jacobian J of C is isomorphic to OK . This means
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that there is a twist C ′/Fp of C/Fp such that the Frobenius endomorphism of
the Jacobian of C ′ satisfies the minimal polynomial of pi. If pi is also a Weil
generator for K, then the resulting surface will be super-isolated. For example,
pi = 45ζ35 −10ζ25 + 34ζ5−2320 is a Weil generator for K with p = pipi = 5465351
prime. In this case, the Jacobian of the curve y2 = x5 − 4 over Fp is super-
isolated.
The CM method is difficult for genus g > 5 or fields K of large discriminant
or degree. The main difficulty is writing down an appropriate global variety
A/C. See [3] for a construction in dimension 3. Moreover, for g ≥ 3, Theorem 5.1
suggests that there are few super-isolated abelian varieties of dimension g.
It is sometimes possible to use properties of the field K to construct slightly
larger examples than we could find by randomly searching through curves.
Example 7.17. Suppose that K is a sextic CM field with class number 1 that
contains
√−1, and suppose that C/Fp is a curve of genus 3 whose Jacobian has
an endomorphism ring isomorphic to OK . Then it follows from [7, Cor. 18.17]
that C is isomorphic to a curve of the form y2 = x7 + x5 + ax3 + bx for some
a, b ∈ Fp. This means that we can search for a super-isolated abelian threefold
by first finding a Weil generator pi for K such that p = pipi is prime. Then
we can range over all pairs (a, b) ∈ (Fp)2 and check if the Jacobian of the
resulting curve is super-isolated. We used this method to find the curve y2 =
x7 + x5 + 160x3 + 79x over the field F353. The characteristic polynomial f(x)
of the Frobenius endomorphism of the Jacobian J of this curve is
x6 − 88x5 + 3440x4 − 80400x3 + 1214320x2 − 10965592x+ 43986977.
The roots of this polynomial are Weil generators for the field generated by the
root pi of f (which is a sextic CM field with class number 1); hence J is a
super-isolated abelian threefold.
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