Abstract. An important precondition for the success of the Semantic Web is founded on the principle that the content of web pages will be semantically annotated. In this paper, we propose a method, CMSA, of automatically acquiring semantic annotations. In the CMSA method, semantic annotations are acquired from semantic relationships. Class hierarchy is used to describe semantic relationships. One key feature of CMSA is that the hybrid algorithm of exploiting the desirable properties of both clustering algorithms and inference mechanism is proposed to construct semantic annotations. Another key feature of CMSA is that the k-nearest-neighbor query is introduced to maintain semantic annotations. The method can find more useful semantic information, improve precision, and manage semantic annotations easily.
Introduction
The success of the Semantic Web depends on the availability of ontologies as well as on the proliferation of web pages annotated with metadata conforming to these ontologies [1] . Therefore, how to improve the ability to annotate the content of web pages with semantic information is a critical issue.
Generally, there are three kinds of approaches for acquiring semantic annotations [2] . Firstly, semantic annotations are manually produced. For example, Annotea + Amaya, Yawas, Edutella, SHOE, OntoAnnotate, HTML-A, WebKB, Karina, Mangrove, and SMORE. In these systems, it is possible that humans provide extremely fine-grained semantic annotations but these systems overly depend on people's experience. Manual annotation is time consuming and expensive. In addition, it is difficult that millions of documents are annotated and therefore in this framework, annotation is meant mainly to be statically associated to the documents. Secondly, semantic annotations are semi-automatically produced. For example, MnM, Melita, OntoAnnotate, Teknowledge, and IMAT. Such systems presuppose a certain amount of manually annotated pages on which the system can be trained. However, even with the machine assistance, this is an arduous, time consuming and error-prone task. Thirdly, semantic annotations are automatically produced. For example, AeroDAML KIM, MnM, and Magpie. These systems overcome the burden of manual training of the system. However, not all the annotation is reliable. There is an urgently need for solving robust problem with respect to noise.
We propose a method, CMSA (Construction and Maintenance of Semantic Annotations), for the construction and maintenance of semantic annotations. In the CMSA method, Class hierarchy is used to describe semantic relationships. The method manages semantic annotations easily.
CMSA Method
The CMSA method consists mainly of the CLCSA algorithms for the automatic construction of semantic annotations and TAMSA algorithm for the automatic maintenance of semantic annotations.
The Construction of Semantic Annotations
Different users determine different expectations for available information. Thus the identification of association relationships between concepts is very important. Hierarchical clustering techniques can find some existed patterns in the data. However, it is not possible to encode all the relevant relationships as rules, because they are not all usually known. The existed relationships in the knowledge base provide a scope for discovering new relationships. Based on some rules generated from the class hierarchy, new meaningful relationships can be discovered through an inferential process. Accordingly, based on the idea above, we propose the CLCSA (Introduce Complete-Link Clustering to Constructing Semantic Annotations) algorithm for automatically constructing semantic annotations. The CLCSA algorithm can exploit the desirable properties of both complete-link clustering algorithms and inference mechanism. The semantic annotations can be constructed from the Web resources.
The CLCSA algorithm is described as the following steps:
Input: a set of patterns Output: a class hierarchy { i=0; compute the proximity matrix D i containing the distance between each pair of patterns. Treat each pattern as a cluster, that is, D pq =d pq .; // D pq is the distance between each pair of clusters, d pq is the distance between each pair of patterns while all patterns are not in one cluster {i=i+1; find the most similar pair of D pq in the proximity matrix,. Merge these two clusters C p and C q into one cluster C r, , that is, C r ={C p
C q is cluster according to the formula D rk =max {D pk ， D qk }, calculate the proximity matrix D i to reflect this merge operation; generate some rules from the class hierarchy; store these rules into the knowledge base; the widely used Jena2's inference mechanism [3, 4] is used to infer semantic associations from the existing rules in the knowledge base in order to discover more meaningful association instances;}} In contrast to the widely used complete-link clustering algorithm [2] , the CLCSA algorithm provides the inference mechanism to find more useful association instances.
The Maintenance of Semantic Annotations
On the one hand, the maintenance of semantic annotations updates some parts of the semantic annotations. On the other hand, the maintenance of semantic annotations updates the automated modification of minor relations into the existed semantic annotations. This does not change major concepts and structures but makes the semantic annotations more precise. The TAMSA (The Automatic Maintenance of Semantic Annotations) algorithm is proposed to maintain semantic annotations using a k-nearest-neighbor query method [5] . We employ the B+-tree that basically becomes linear search for high dimensional data.
The TAMSA algorithm is described as the following steps:
Input: a class hierarchy, a class Output: merge the class into the class hierarchy { the children of the root node is added to a queue; while the queue is not empty { a node is taken off the queue; the branch and bound algorithms [6, 7] is used to evaluate whether the node and any of its descendants are close enough to the class; if the node and any of its descendants are not close enough to the class then the subtree represented is discarded by this node; else if the node is not a leaf node then the children of this node is added to a queue; else { the class is inserted into the leaf node; if there are "too many" classes in the leaf node then {the leaf nodes are split; some classes in the the leaf nodes is reassigned to the other centers that may increase the least squared error;}} if the class is farthest from any cluster center then a new cluster center is introduced; some new rules are generated from the updated a class hierarchy; these rules are stored into the knowledge base; the widely used Jena2's inference mechanism [3, 4] is used to infer semantic associations from the existing rules in the knowledge base in order to discover more meaningful semantic relationships;}}
Related Work
Handschuh et al. [8] refer to the framework as deep annotation, an original framework to provide semantic annotations for large sets of data. Deep annotation leaves semantic data in database systems. They incorporate the means for server-side markup that allows the user to define semantic mappings by using OntoMatAnnotizer. An ontology and mapping editor and an inference engine are then used to investigate and exploit the resulting descriptions.
Cimiano et al. [1] propose PANKOW, a novel approach towards the Selfannotating Web, which employs an unsupervised, pattern-based approach to categorize instances with regard to a given ontology. The approach combines the idea of using linguistic patterns to identify certain ontological relations as well as the idea of using the Web as a big corpus to overcome data sparseness problems. PANKOW has been conceived for their annotation framework CREAM [9] and has been implemented in OntoMat 4 using queries to the Web service API of Google
TM
. With regard to range, they have only covered the relationship between instances and their concepts, but not other relationships between instances.
Zhang et al. [10] address the problem of integrating objects from a source taxonomy into a master taxonomy. Their main contribution is to show that the implicit knowledge in the source taxonomy can be effectively exploited to boost taxonomy integration by marrying Cluster Shrinkage (CS) that can enhance the classification by exploiting such implicit knowledge and Transductive Support Vector Machines (TSVM) that extends SVM to transductive learning setting.
M. Vargas-Vera et al. [11] describe MnM, an ontology-based annotation tool which provides both automated and semi-automated support for annotating web pages with semantic contents. MnM integrates a web browser with an ontology editor and provides open APIs to link to ontology servers and for integrating information extraction tools. MnM can be seen as an early example of the next generation of ontology editors, being web-based, oriented to semantic markup and providing mechanisms for large-scale automatic markup of web pages. Within this work they have focused on creating a generic process model for developing semantically enriched web content. In addition, their process model is generic with respect to the specific ontology server and IE technologies used.
Dill et al. [12] describe Seeker, a platform for large-scale text analytics, SemTag, is built on the Seeker platform for large scale text analytics. SemTag is an application that performs automated semantic tagging. The Seeker platform can provide highly scalable core functionality to support the needs of SemTag and other automated semantic annotation algorithms. SemTag can tag very large numbers of pages, with terms from a standard ontology, in an automated fashion. In addition, since SemTag operates as a centralized application with access to the entire database and associated metadata, it has many advantages over a local, per-page tagger. They introduce a new disambiguation algorithm specialized to support ontological disambiguation of largescale data.
Dingli et al. [13] propose a methodology to learn how to annotate semanticallyconsistent portions of the Web extracting and integrating information from different sources with minimum user intervention. The methodology is based on a combination of information extraction, information integration and machine learning techniques. Information is initially extracted by starting from structured sources and is then used to bootstrap more complex modules such as wrappers for extracting information from highly regular Web pages. In formation extracted by the wrappers is then used to train more sophisticated IE engines. All the training corpora for the IE engines are produced automatically. The user intervention is limited to provide an initial URL and to add information missed by the different modules when the computation is finished. No preliminary manual annotation is required.
In contrast to the above work, CMSA employs the hybrid algorithm of exploiting the desirable properties of both complete-link clustering algorithms and inference mechanism for the construction of semantic annotations. Further more, CMSA employs a k-nearest-neighbor query method and branch and bound method for the maintenance of semantic annotations.
Conclusion
With emergence of Semantic Web [14] , Annotating web pages with ontology derived semantic tags plays an important role on the Semantic Web. In this paper, we propose a method called CMSA for the construction and maintenance of semantic annotations. In the CMSA method, the CLCSA algorithm is used to construct semantic annotations and the TAMSA algorithm is used to maintain semantic annotations.
