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Abstract
Suzaku Hard X-ray Detector (HXD) achieved the lowest background level than
any other previously or currently operational missions sensitive in the energy range
of 10–600 keV, by utilizing PIN photodiodes and GSO scintillators mounted in the
BGO active shields to reject particle background and Compton-scattered events as
much as possible. Because it does not have imaging capability nor rocking mode
for the background monitor, the sensitivity is limited by the reproducibility of the
non X-ray background (NXB) model. We modeled the HXD NXB, which varies with
time as well as other satellites with a low-earth orbit, by utilizing several parameters,
including particle monitor counts and satellite orbital/attitude information. The
model background is supplied as an event file in which the background events are
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generated by random numbers, and can be analyzed in the same way as the real data.
The reproducibility of the NXB model depends on the event selection criteria (such
as cut-off rigidity and energy band) and the integration time, and the 1σ systematic
error is estimated to be less than 3% (PIN 15–40 keV) and 1% (GSO 50–100 keV)
for more than 10 ksec exposure.
Key words: instrumentation: detectors — methods: data analysis — X-rays:
general
1. Introduction
The hard X-ray detector (HXD)(Takahashi et al. 2007; Kokubun et al. 2007) onboard
Suzaku (Mitsuda et al. 2007) has been developed to enable observations of astronomical
objects with a good sensitivity in the 10–600 keV band. When the HXD data are combined
with the data from the X-ray CCD camera (XIS), they simultaneously cover a wide energy
band, from 0.2 keV to 600 keV. The HXD sensor part (HXD-S) consists of 64 Si-PIN photo
diodes and 16 GSO/BGO phoswich counters, shielded by 20 BGO anti-coincidence counters.
Such a compound-eye configuration greatly reduces the background and the dead-time. Each of
the phoswich counter (well counter) units includes 4 Si-PIN photo diodes with 2 mm thickness
and 4 GSO scintillators with 5 mm thickness, located at the bottom of the BGO well-shaped
active collimator. The HXD is the first astronomical detector to utilize such thick Si-PIN
diodes and high-Z GSO scintillators. In order to achieve lower background level than any other
previous missions, the HXD has been designed to contain less radio isotopes – which may be
naturally contained in the detector or activated in the orbit – and reject the background events
very effectively. The important goal of the HXD is the achievement of the low background level
by rejecting particle background and Compton-scattered events as much as possible. It is found
that, considering the detection efficiency, the residual background level of the HXD is achieved
to be 10 mCrab at 20 keV and 1 Crab at 200 keV, the lowest of all previous missions, such as
BeppoSAX and RXTE. Such a low background level enables us to detect weak sources of several
hundreds µCrab in several tens keV band or several mCrab around 100 keV, without a necessity
for the “rocking motion” of the detector for simultaneous monitoring of the background, as has
been done with CGRO/OSSE, BeppoSAX/PDS, and RXTE/HEXTE.
Such a low background level and narrow field of view are unique in order to permit the
detection of faint hard sources, give less source confusion and contribution of the Cosmic X-ray
Background, and provide a rudimentary capability to study the structure for the emission region
of hard X-rays, especially for supernova remnants, galactic diffuse X-ray emission, and galaxy
clusters. Simultaneous observations with the XIS CCD camera – with no gap in the spectral
coverage – are very effective to constrain the time variability of the broad-band spectrum, and
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the appreciable effective area up to several hundred keV enables us to determine the continuum
shape accurately, which is especially important for time-variable Galactic binaries and active
galaxies.
Although the HXD achieved the low background level, the count rate of the background
significantly varies with time, depending on mainly two parameters; geomagnetic cut-off rigid-
ity (COR) and elapsed time after passages of the South Atlantic Anomaly (SAA), but weak
dependences on other parameters such as earth elevation are found. Therefore, the NXB must
be estimated by taking into account these dependences. Since the sensitivity is limited by the
reproducibility of the NXB, a correct NXB model is strongly required. The HXD team has
developed the NXB model with several different methods and unified them by combining advan-
tages of each method. Here we report the HXD background modeling and its reproducibility.
Corresponding Suzaku documents are also available on the Suzaku web site as Suzaku memo1
2007-01, 2007-02, 2007-09, 2008-01, and 2008-03. In this paper, some technical terms often
appear and therefore we summarize them in table 1.
2. Characteristics of HXD NXB
Here we show the characteristics of the HXD NXB. We utilize the data during the earth
occultation, which are almost equivalent to the NXB. The earth albedo is at most 10 % of
the CXB flux below 50 keV (Imhof et al. 1976; Churazov et al. 2007; Frontera et al.
2007; Sazonov et al. 2007; Churazov et al. 2008), and the CXB flux is 5% of the PIN NXB
and <0.5% of the GSO NXB.
2.1. Summary of the NXB Components
Detail description of the HXD NXB is written in Kokubun et al. (2007). Here we
shortly review it, and present the characteristics which has been newly found. Example of light
curves of the HXD background is shown in figure 1. The HXD background events are mainly
caused by natural radio active isotopes, SAA-induced radio isotopes, primary and secondary
cosmic rays, and atmospheric albedo neutrons. Therefore, the count rate of the background
significantly varies with time, depending on mainly two parameters. First is the dependence of
the COR for primary cosmic rays and atmospheric neutrons. This dependence is well tracked
by PINUD, which counts the upper discriminator signal of the PIN at the threshold energy of
∼90 keV. Therefore, the PINUD is insensitive to X-ray events, but monitors a flux of real-time
charged particles. Since the PIN diodes are embedded in the thick BGO shields, PINUD counts
the proton above ∼100 MeV. This component is dominant in the variation of PIN NXB and
GSO NXB below 140 keV. The spectra of PIN NXB become harder as the COR decreases
or the PINUD increases. The PINUD is considered to be a better indicator of the particle
flux than the COR, because the particle environment against the COR would depend on the
1 http://www.astro.isas.jaxa.jp/suzaku/doc/
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solar activity. The second is exponential-decay components after passages of SAA, due to the
activated material bombarded by SAA protons, which is monitored by the hit count of PINUD
integrated during the SAA (thus representing the total accumulated dose). This component
is significant in the GSO band below 100 keV and above 400 keV, while the variation due
to this component is smaller for the PIN NXB. Since there are many activated nuclides with
different life times, many time scales of NXB variation also exist in the range of several seconds
to several hundred days. These two dependences are the clearest, but other weak dependences
have been found. For example, the background rate is somewhat dependent on whether the
pointing direction is toward the sky or the earth. Details are described later in §3.2.3.
Fig. 1. Left and right show examples of light curves of the PIN (15–40 keV) and GSO (50–200 keV)
background, respectively. The variation of COR-dependence is seen at 2×104–6×104 sec, and exponen-
tial-decay components after passages of SAA are seen at 0–2×104 sec and after 6×104 sec.
2.2. HXD Operation and NXB
Apart from the intraday variation, the count rate of the NXB depends on the HXD
operation mode and the activation of detector material with long life times. There has been
two kinds of important changes of the HXD operation mode. The lower discrimination level
and pulse-shape discrimination level for the GSO signal determines the background rejection
efficiency of PIN NXB, and therefore their level change can cause the change of the PIN NXB.
Due to the noise increase of one PIN possibly caused by the in-orbit radiation damage, the
bias high voltage to the PIN was changed twice. Since the thickness of depletion layer depends
on the bias, this change slightly affected the energy response of the 16/32 PIN and thus PIN
NXB rate might also be affected. Therefore, the response matrices corresponding to different
4
Table 1. Acronym.
HXD Hard X-ray Detector
PIN p-i-n type Si photo diode in the HXD
GSO GdSiO scintillator in the HXD
BGO BiGdO anti-coincidence scintillator in the HXD
BGD background
CXB Cosmic X-ray background
NXB non X-ray background
SAA South Atlantic Anomaly
PINUD PIN Upper discriminate counter
PINUDbuildup convolution of PINUD with an exponential decay function
COR geomagnetic cut-off rigidity
PINUDLCUNIT (bgd a or quick) background model (§3.1)
LCFITDT (bgd a or tuned) background model (§3.2)
LCFIT background model (§3.2)
GSOHCNT count rate of GSO event in 450–700 keV
GLC gradually increasing component of the GSO background event in 450–700 keV
T SAA HXD elapsed time after the SAA
bias voltages were supplied from the HXD team. The activation due to long-lived radio-active
nuclei leads to the increase of the NXB rate, especially for the GSO.
Here we show the long term variation of the NXB, concerning the above issues. Figure 2
top shows a two-year history of the PIN NXB count rate (15–40 keV) during earth occultation
data. The count rate is almost constant, and thus the activation is not important for the PIN
NXB. However, some discrete or gradual changes are seen; the most significant are two discrete
jumps around a day of 260 and 310. This is due to the above level changes for the GSO on
2006 March 23 and May 13. Bias voltages for 16 out of 64 PIN were reduced from 500 V to 400
V on 2006 May 29 (323 days after the launch), and those of additional 16 PIN down to 400 V
on 2006 Oct 3 (450 days after the launch). Nevertheless, we find no significant changes of the
PIN NXB rate from this figure. Apart from those variations, the PIN NXB rate will suffer the
increase of solar activity in the near future.
In figure 2 bottom, a two-year history of the GSO count rates of the NXB in 50–200 keV
during earth occultation data is plotted. Due to the activation of long-lived nuclides during
the SAA passage, the count rate gradually increases and is reaching saturation. The increase is
larger in the lower energy band. Figure 3 shows the comparison of spectra of earth occultation
data in different epochs. Gradual increase of several activation-induced lines are clearly seen.
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During 2006 March 14 to May 13 (247–307 days after the launch), observational mode for
the GSO had been changed several times to optimize the setting parameters before the guest
observer program started. The GSO count rate below 100 keV, especially around the lower
discri level, was affected by these mode changes. Although this affection is significant but small,
it is not clearly seen in figure 3. As a result, the background model should consider these issues.
Fig. 2. Time history of the PIN count rate (15–40 keV) (top) and the GSO count rate (50–200 keV)
(bottom) of NXB during earth occultation data. The period of low count rate of the PIN NXB corresponds
to 2006/03/23 – 2006/05/13 (day from launch = 256 – 307).
3. Modeling of NXB
The most ideal model of the NXB is based on the first principle; predicting the NXB
count rate by considering the orbital particle environment and the detector response correctly,
for example, by Monte-Carlo simulations. We in fact predicted the GSO background level due
to the activation by Monte-Carlo simulations (Kokubun et al. 1999; Kokubun et al. 2007)
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Fig. 3. Comparison of the GSO NXB spectra using earth occultation
data in different epochs; 2005-08-31, 2005-12-03, 2006-03-09, 2006-06-13,
2006-09-26, 2007-01-05, 2007-04-10, and 2007-08-09 from bottom to top.
within a factor of 2. However, in order to reproduce the NXB with a few % accuracy, it is
more realistic to utilize the actually observed NXB. In that case, there are usually two types
of methods.
One is based on the NXB data base which is sorted by some parameters, such as COR,
and the NXB for the observation is constructed by referring to parameters to extract the data
base. This method is available when the number of sorting parameters are at most two; the NXB
time variation is not so complex. Furthermore, it is needed that the background properties,
which would depend on other parameters than sorting parameters, do not change within the
period during which the NXB data base is accumulated. The background model of the Suzaku
XIS applies this method (Tawa et al. 2008). However, strictly speaking, the NXB usually
depends on more than two parameters, and therefore the accuracy of this method is somewhat
limited.
The second method is to predict the NXB by the empirical function which represents the
NXB time variation by several parameters. The function is constructed through the analysis of
the real time variation of the NXB. The background models of the Ginga LAC and the RXTE
PCA are based on this method (Hayashida et al. 1989; Jahoda et al. 2006). This method
can include many parameters to represent the function, but enough statistics of the NXB is
necessary to track the time variation of NXB with a time scale of several hundred seconds. In
the case of low count rate of NXB, it is somewhat difficult to find modeling parameters.
The count rate of the PIN NXB is not so high but enough to utilize the second method,
while that of the GSO NXB is high and more variable. The latter method is more accurate, but
cannot prepare the NXB model just after the data becomes available, while the former method
can prepare the NXB model quickly. Therefore, we developed the PIN NXB model using both
methods and the GSO NXB model using only the latter one. The model background is supplied
as an event file by generating the background event by random numbers, and can be analyzed
in the same way as the real event file.
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3.1. Method based on the data base sorted by PINUD and PINUD build-up : PINUDLCUNIT
(PIN NXB model)
The method described here utilizes the two-parameter-sorted database, and is applied
to the PIN NXB model. In this method (PINUDLCUNIT) 2, the NXB model is constructed on
the data base of the earth occultation data. The real time PINUD count rate can be used as a
good indicator of the NXB component. Another NXB component related with the activation
cannot be modeled by simply using PINUD. Therefore, we introduced a parameter “PINUD
build-up”, which is a convolution of PINUD with an exponential decay function, represented
by
PINUDbuildup(t) =
∫ t
−∞
PINUD(t0)exp
(
t0− t
τ
)
dt0
Various values of time constant τ was tried between 5000–10000 sec and τ = 8000 sec was
selected in the latest model. Typical light curves of PINUD and PINUDbuildup are shown in
figure 4.
Then, PINUD and PINUDbuildup are utilized to sort and refer to the earth occultation
data base. We accumulated PIN event data and pseudo event data (for dead time correction)
under the conditions that the target elevation angle from the earth limb should be <−5◦. Since
the PIN NXB count rate was affected by the change of bias voltages (500V to 400V) and there
is a gradual variation of the NXB, the data base is accumulated by considering these issues.
There are 16 well unit counters in the HXD, each of which contains 4 PIN diodes. Since the
NXB variation is somewhat different among units (Kokubun et al. 2007), the data base of each
unit is sorted and referred to PINUD and PINUDbuildup of the corresponding unit. The data
base consists of 40× 220 PIN NXB spectra and pseudo events for 4 PINs in each unit. The
range of the PINUD in the data base is from 2.5 cts sec−1 to 42.5 cts sec−1 per one unit, and
that of the PINUDbuildup is from 4.0×10
4 cts to 2.25×106 cts per one unit. Figure 5 presents
an example of the NXB data base divided into four energy bands for the visualization. It has
been found that the long-term variation of the PIN NXB is significant and it is not so well
reproduced by the data base prepared as above. Therefore we correct the total PIN NXB count
rate in the data base by a 2nd order polynomial function of time.
The PIN NXB for each observation is estimated by picking up a spectrum from the data
base, based on the two parameters. The reference to the data base is performed at each sampling
rate of PINUD (2, 4, 8, or 32 sec). The exposure of the picked-up spectrum is corrected with
dead-time. A time to the next event is determined by the Poisson statistics, based on the total
count rate of the NXB spectrum. In order to reduce the statistical error of the number of events
in the PIN NXB model, we apply 10 times as high a PIN background rate as the prediction.
A pulse height is obtained by generating random numbers which follow the referred spectrum
2 It is referred as “quick” or “bgd a” in the Suzaku team. The event FITS files generated with this method
are identified by the keyword of PINUDLCUNIT in the METHOD record of the FITS file header.
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as a probability distribution. These processes are repeated until the event time passes the end
time of each PINUD sampling period, and the process goes to the event generation in the next
PINUD sampling period.
This method can generate the NXB model as soon as possible, after the PINUD history
becomes available. Therefore, the HXD team supplies the NXB model of this method quickly
so that observers can start the analysis at the same time as the data become available. Note
that this modeling is not available for the data from 2006 March 23 to 2006 May 13, because
of the systematic change of the PIN-NXB count rate as described in §2.
Fig. 4. Example of PINUD-buildup. Top
panel shows the light curve of the PINUD count
rate in unit of cts sec−1 per one unit (4 PINs),
and bottom shows the PINUDbuildup convolved
with a time constant of 8000 sec.
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Fig. 5. A NXB database of the PINUDLCUNIT
method for (a) 12–15 keV, (b) 15–25 keV,
(c) 25–40 keV, and (d) >40 keV. The hor-
izontal and vertical axes are PINUD and
PINUDbuildup, respectively. Color represents
the count rate of the PIN NXB.
3.2. Method based on Parameterization of background light curve : LCFITDT (PIN/GSO NXB
model)
The GSO NXB exhibits much stronger variations as a result of activation induced during
the SAA passages. These variations are strongly energy-dependent, because many activated
nuclei emit various gamma-ray lines together with the continuum. Since the method of simply
using the parameter-sorted data base is very difficult to model the GSO NXB, an alternative
method is developed, which directly fits the NXB light curves with an empirical model, de-
termines its parameters, and predicts the NXB count rate at any given time. Note that this
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modeling (LCFITDT) 3 can be applied to the PIN NXB as well. In order to reproduce the energy
dependence of the background light curve, we model the background separately in 32 energy
bands for the GSO NXB. On the other hand, the low count rate of the PIN NXB does not allow
us to study the energy dependence of the light curve in detail, and thus we at first model the
light curve in 12–70 keV band and distribute the count rate in a single 12–70 keV band into 256
energy channels, based on the data base of PIN NXB spectral shapes which are sorted by COR4
and T SAA HXD (elapsed time after SAA). However, PIN NXB spectral change would depend
on other parameters than the above two parameters, but it is found that the dependence is
too small to recognize in the early phase due to low event statistics of PIN NXB, especially
for the higher energy band. Therefore, we included such effects after the first-version modeling
function is constructed and studied (§3.2.3).
Since the modeling needs the complete PINUD history and the reprocessed gain-
calibrated GSO data, the GSO reprocess becomes available after the release of the gain history
file for the corresponding observation date, and it is usually 1.0–1.5 months after the pipeline
processing. Therefore, the NXB model with the LCFITDT method is released after 1.5–2.0
months after the pipeline processing, unlike the PINUDLCUNIT method.
3.2.1. Parameterization of the NXB model
In order to study the time variation of the NXB, we accumulate the earth occultation
data, under the following conditions. The target elevation angle should be < −5◦ (namely,
during the Earth occultation); the data rate of the Satellite Data Processor (DP) should not be
low (L); the in-orbit HXD data transfer should not be saturated; and the COR should be > 6
GV. For the GSO, we divide the accumulated events into 32 energy bands, and derive 200-sec
bin light curves in each energy band. Boundaries of the 32 energy bands are logarithmically
spaced from 53 keV to 1024 keV, with each band having a typical BGD rate of 0.5–1 cts sec−1.
The PIN light curve is analyzed in a single 12–70 keV energy band.
After the 32 GSO NXB light curves and one PIN NXB light curve are prepared, we
fit them individually, with an empirical model to be constructed in the following manner.
Like in the modeling method PINUDLCUNIT, the PINUD dependence is represented by a term
which is a second order polynomial function of the PINUD counts summed over the 64 PIN
diodes. Likewise, the activation component is represented by PINUD build-up counts. In this
model, several exponential decay functions with different time constants τk are considered. The
convolution integral is calculated up to 30τk, in order to save the calculation time.
Various studies indicate that we need at least 3 or 4 time constants, τk, to represent
the build-up effects in each energy band. In order to find them, we performed a preliminary
3 This method is referred as “tuned” or “bgd d” in the Suzaku SWG team. The event FITS files generated
with this method are identified by the keyword of LCFIT or LCFITDT in the METHOD record of the FITS file
header. Both are basically the same method, but the former does not include the dead-time correction.
4 Here we do not use the PINUD, because of technical convenience.
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analysis. That is, we fitted a whole light curve of the Earth occultation data acquired in the
period from 2005 September 2 to 2006 February 28. with a model consisting of the second
order polynomial function of the PINUD counts and the PINUD build-up term with two time
constants. Then, we produced confidence contours for the two time constants by scanning them
independently. First, we scanned the two time constants in a range shorter than one day, and
determined them. After fixing these two short time constants, we newly added two build-up
time constants longer than one day, and repeated the search. A shorter time constant was
scanned at grid values of 0.5, 0.8, 1.0, 1.5, 2.0, 2.5, 3.0, 4.0, 5.0, 7.0, 10.0, 13.0, 15.0, 18.0, 22.0,
30.0, 45.0, 60.0, 80.0, and 100 ksec, while a longer one is scanned over 0.15, 0.25, 0.35, 0.45,
0.55, 0.8 1.0, 2.0, 3.0, 5.0, 6.5, 8.0, 10.0, 20.0, and 30.0 Msec. Thus, we have obtained 4 time
constants that describe the PINUD build-up effects in each energy band. The obtained four
time constants are typically 1–2 ksec, 10–20 ksec, a few days, and several tens days, depending
on the energy band.
While the activation effects have thus been described approximately by PINUD build-up
with four time constants, the modeling is found to be incomplete, mainly due to the following
two reasons. We have found that the activation BGD also depends on the angle θB between
the geomagnetic field and the HXD field of view. When θB is small, the SAA particles directly
enter the tight HXD shield “Wells”. As a result, the GSO background count rate due to
the activation becomes higher even for the same entrance number of the SAA particles or
PINUD build-up count (5–10% higher when the angle is around 0◦). When we include this
angle dependence, the background reproducibility was somewhat improved. Apart from the θB
dependence, there might be other components of activation with time constants other than four
time constants included in the model. Such components can be represented by real GSO NXB
count rate. Then, we additionally consider the 450–700 keV GSO count rate, GSOHCNT (t),
where celestial signals in such energy band are negligible, less than 0.2% even during the Crab
observation.
From the above consideration, the empirical model describing the light curve in the i-th
energy band is expressed as
BGDi(t) = ai+
3∑
k=0
bk,i
∫
PINUD(t′) · exp
(
−
t− t′
τk,i
)
dt′
+
3∑
k=0
ck,i
[∫
90◦− θB(t
′)
90◦
·PINUD(t′) · exp
(
−
t− t′
τk,i
)
dt′
]p
+di ·PINUD(t) + ei ·PINUD
2(t)
+fi · (GSOHCNT (t)−GLC(t)) ·
[
1+ gi exp
(
−
t− tSAA
τg
)]
+hi(t) ,
where the coefficients ai, bk,i, ck,i, di, ei, fi, and gi are model parameters to be adjusted, and
tSAA is the elapsed time from the end of the latest SAA, while τk,i are fixed to the values as
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obtained above and τg are fixed to 10000 sec as described later. The index p is 1, except that it
is 2 for two shorter time scales of the PIN NXB. The terms with the coefficients, bk,i and ck,i,
represent the activation, and the term with di and ei does the PINUD dependence. The term
with fk,i and gi is included to reproduce the activation more accurately with GSOHCNT (t).
GLC(t) is a gradually increasing function of the GSO count rate, and obtained by fitting the
light curve of 450–700 keV band from 2005 Aug 17 to the current time by the PINUD-build
up terms with two long time constants of 0.35 Msec, and 30 Msec. This function subtracts the
long-term gradual increase from GSOHCNT (t) so that the GSO count rate only represents the
day-by-day background variation that cannot be fully reproduced by other model components.
Furthermore, to consider the difference of the time constant of activation between 450–700 keV
and other energy band, we include the exponential term with a time constant of τg =10000 sec,
which is found to give a good reproducibility. The last term in this model, hi, is a correction
bias to be explained later, introduced in order to reduce the current uncertainty as much as
possible. As a result, input data for modeling the background are PINUD(t), GSOHCNT (t),
θB(t), and t.
3.2.2. Modeling Procedure of the GSO NXB
Here we describe the procedure of the GSO NXB modeling, based on the model function
in §3.2.1. The procedure of the PIN NXB modeling is somewhat different, and thus we describe
it in §3.2.3, especially for the specific issues.
A set of monthly model parameters are determined by fitting the light curve of the Earth
occultation data from each month, together with those before and after 10 days of that month.
Time region of each fit does not cross any occasion when the HXD operation mode (such as
high-voltages and lower discriminator levels) was changed. After once performing the fit, we
exclude data points with large deviations by > 5σ (σ is a root-mean-square), and perform
the fit again to obtain the final parameters. In the fitting, we fix the correction bias hi to
0. Afterwards, we calculate the residual between the background and the model in every 150
ksec, and employ the residual as the correction bias hi; hi(t) varies every 150 ksec, while the
other model parameters are constant in each month. Here we adapt 150 ksec, since residual
in a shorter time scale picks up the Poisson fluctuation and one in a longer time scale smears
out the residual profile. Typically, hi is at most 0–2% of the total background. Currently,
the number of parameters is still not optimized, and therefore parameter couplings in the light
curve fitting sometimes introduce a small discontinuity of count rate in each component at the
month boundary, but the discontinuity is canceled after adding each component.
After the BGD model parameter sets are thus determined for each energy band, we
create the background light curve in each energy band at each PINUD sampling time. In
this process, we correct the dead-time by using the dead-time light curve estimated from the
HXD pseudo event 5. Finally, BGD events in each band are created, with their pulse heights
5 Currently, the GSO NXB model is not corrected by the dead-time, and thus we refer it as the LCFIT model,
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determined by a Monte-Carlo method referring to the model-predicted counts in each PINUD
sampling period. As shown in figure 6, the pulse height is uniformly and randomly distributed
within each energy band of the GSO. Therefore, users should use exactly the same energy
boundaries as the present model, when binning the GSO spectra.
3.2.3. Procedure of the PIN NXB modeling
The procedure to prepare the model of the PIN NXB light curve is the same as the GSO
NXB, but for only one energy band. The correction factor hi(t) is also created in the same
way as the GSO NXB model. In order to reproduce the PIN NXB spectrum, pulse height of
each event is generated by random numbers, which follows probability distributions referring
to the actual pulse-height spectral database, accumulated under various values in the COR and
T SAA HXD; the database is sorted at boundaries of 6, 7, 8, 9, 10, 11, 12 GV in the COR, and
2000, 4000, 10000 sec with respect to T SAA HXD. The database is created from the earth
occultation data during 100 days centering on each month, together with the condition that
the observational set-up of the HXD is the same within each period.
Although we represent the energy-dependence of the PIN NXB light curve as described
above, the modeling accuracy is limited because we consider only two parameters to reproduce
the energy dependence. The PIN NXB count rate is dominated by events in lower energy band,
and therefore the above modeling is relatively good for lower energy band, but the accuracy
becomes worse toward the higher energy band. If the model shows systematic deviations from
the real NXB data and the deviations can be modeled with some appropriate parameters, we
can improve the reproducibility of the PIN NXB model. Figure 7 and 21 show an example of
comparison of the NXB model with the earth data against the elevation angle from the earth
rim, the COR, the satellite altitude, and the angle θB between the geomagnetic field and the
Suzaku field of view. Here we averaged the earth occultation data from 2005 September to
2007 August. In the plot against the elevation angle, the blank sky data defined in §4 are
used to cover the elevation above 0◦. Systematic residuals of several % are clearly seen in
these figures, but they can be recognized for the first time after long accumulation of the PIN
NXB data, bacause of low count rate of the PIN NXB, especially in a higher energy band.
The residuals against the COR are due to the incomplete modeling of the COR dependence
by PINUD. Toward the higher satellite altitude, the residuals change positively or negatively
in lower or higher energy band of the PIN NXB, respectively, probably because the particle
environment becomes different along the altitude. Negative correlation is seen in the residual
against the elevation in 40-70 keV band; the model tends to overestimate the NXB at larger
elevation. Note that the jump at the elevation of 0◦ is due to the CXB signal above 0◦. Since the
earth albedo is at most 0.3 % of the PIN NXB, the elevation dependence cannot be explained
by it. Perhaps this dependence is thought to be due to secondary particles created through
to distinguish the dead-time corrected PIN NXB model. In the near future, we will release the dead-time
corrected LCFITDT GSO NXB model.
13
the interaction between primary cosmic rays and earth atmosphere, and intensity of secondary
particles is somewhat higher from the earth side. The residual in 15–40 keV becomes larger for
the θB around 30
◦ and 150◦, possibly because the effective thickness of the BGO active shield
becomes the largest and the NXB becomes smaller for these incident directions.
Then, we corrected the above systematic dependences against the elevation, satellite
altitude, COR, and θB. Residual profiles are obtained in the energy range of 15–25, 25–40,
40–70 keV and are fitted with a 3–5th other polynomial function of the corresponding param-
eter (COR, elevation ...). The correction factor for arbitrary energy is calculated by linear
interpolation between center energies of 3 energy band. Even after that, the comparison of the
PIN NXB spectrum between the earth data and the model has an energy-dependent systematic
residual at ∼2 %, and thus we corrected it furthermore by a 4th other polynomial as a function
of energy (the term K5(j) in the following formula). As a result, we obtain the PIN NXB light
curve as,
BGD′j(t) =BGD12−70keV(t)K1(COR,j)K2(Hsa, j)K3(θelev, j)K4(θB, j)K5(j)F (j)
where j is the pulse height channel of the PIN event, BGD′j(t) is the model count rate in the j-th
pulse height channel, BGD12−70keV(t) is the model count rate in 12–70 keV band corresponding
to BGDi(t) in §3.2.1, Hsa is a satellite altitude, θelev is an earth elevation, K1,2,3,4 is a correction
function, and F (j) is a probability function of pulse height. In figure 7, the residual against the
elevation angle for the corrected PIN NXB model is shown, demonstrating that the elevation
dependence becomes reduced.
Fig. 6. An example of the GSO background model spectrum.
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Fig. 7. The residual of PIN background subtraction against the (a) COR, (b) θB, (c) satellite altitude,
and (e) earth elevation angle before the correction of background model. Exceptionally, the bottom-right
figure (e) shows the residuals against the earth elevation after the correction of background model.
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4. Reproducibility of the PIN NXB
4.1. Data Reduction
In this section, we examine the reproducibility of the NXB by utilizing the available sky
and earth occultation data in 2005 Aug 17 to 2008 Jan 31 for the ver 2.0 pipeline processing.
The event selection criteria are the same as those of cleaned event. To be specific, we applied
the following selection criteria 6 : the COR is greater than 6 GV, the elapsed time after the
passage of SAA (South Atlantic Anomaly) is more than 500 s and the time to the next entry to
SAA passage is more than 180 s, high voltages from all eight HV units are in normal value, and
the satellite is in pointing mode and the satellite attitude is stabilized. Elevation angle from the
Earth rim is more than 5◦ or less than -5◦ for sky and Earth observation, respectively. We also
use hxdgtigen to discard the time interval when the telemetry was saturated. Furthermore,
the data and background for sky and earth observations are accumulated within the same good
time interval (GTI).
4.2. Comparison with the earth occultation data
Here we show the reproducibility of both two PIN NXB models, by comparing the model
with the earth occultation data. Although the background model is produced based on the earth
data, the modeling is not complete, and therefore it is important to check how the modeling
itself is accurate, before comparing the model with the sky data. Figure 8 compares energy
spectra between the data and the NXB model during the Earth occultation of all available data
(7.9 Ms exposure in total). We see a very good agreement between the model and the data,
and can conclude that they agree within ∼ 1% in 15–70 keV for the long-duration averaged
Earth occultation data. Small but systematic deviation is seen below 20 keV.
For studying reproducibility in a shorter time scale, we split the Earth data in each
target observation into small pieces with 10 ks exposure and compared the NXB count rate
between the data and the model in 15–40 keV and 40–70 keV range as shown in figure 9 and
10, respectively, and the results are summarized in table 2. We see that the model reproduces
the data in 15–40 keV within ±7%. In figure 9, it is found that the reproducibility is some-
what worse for the PINUDLCUNIT in such a way that the model count rate is overestimated at
higher background rate and the data to model ratio has a large scatter and gradually varies
with time. More quantitatively, the average of the residual is -0.5% and -0.62% and the stan-
dard deviation is 3.75% and 2.31%, whereas the statistical error (1σ) is 1.83%, resulting in
the systematic uncertainty of 3.27% and 1.40%, for PINUDLCUNIT and LCFITDT, respectively.
Therefore, the systematic uncertainty of the LCFITDT “tuned” model is less than half of that
6 In the Suzaku analysis software, the criteria are given as COR>6 and (T SAA HXD>500 and TN SAA HXD>180)
and (HXD HV W[0123] CAL>700 and HXD HV T[0123] CAL>700) and (AOCU HK CNT3 NML P==1 and
ANG DIST<1.5) and (ELV>5 or ELV<-5)
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Fig. 8. Ratio of spectra between the data and the background model pre-
diction of all the available Earth occultation data (7.9 Ms exposure). Left
and right panels show the plots for PINUDLCUNIT and LCFITDT, respectively.
by the PINUDLCUNIT “quick” model, and the statistical error now dominates the residual for
the LCFITDT model. We understand the negative mean of the residual for both models is due
to the ”dip” around 15 keV in figure 8. On the other hand, the statistical error dominates
the residual in 40–70 keV: the average of the residual is 1.13% and 0.81% and the standard
deviation is 5.53% and 4.92% for PINUDLCUNIT and LCFITDT, respectively, where the statistical
error is 4.03%. Therefore, the standard deviation of residuals in high energy band is dominated
by statistical errors.
In order to investigate the reproducibility for the LCFITDT method by avoiding the
statistical error, we did the same comparison but with a longer integration time of 40 ks as
summarized in table 2 and figure 11. As a result, the average, the standard deviation, and
the statistical error of residuals in 15–40 keV is -0.58%, 0.99%, and 0.93%, respectively. This
results in the systematic uncertainty of about 0.34%. For 40–70 keV, the average of the residual
is 0.70% and the standard deviation and the statistical error is 2.87% and 2.03%, respectively,
resulting in the systematic uncertainty of about 2.02% which is comparable to the statistical
error.
4.3. Comparison with the data of dark objects
In the previous subsection, we confirmed that the background modeling is accurate by
several percents for the earth occultation data. As described in §3.2.3, we consider that the
background rate somewhat depends on whether the pointing direction is toward the sky or the
earth. Although we include this effect into the model, we must check it. We therefore assess
the NXB reproducibility by utilizing the sky observation with no apparent strong hard X-ray
objects below.
We first utilized the XIS FI data to select observations with no strong X-ray emission
in 7–12 keV (less than 20% above the XIS-FI NXB in entire XIS field-of-view) and compared
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Table 2. Standard deviation (1σ) of residuals between the PIN earth data and model.
15–40 keV 10 ks 20 ks 40 ks
PINUDLCUNIT LCFITDT PINUDLCUNIT LCFITDT PINUDLCUNIT LCFITDT
Standard deviation (σ) 3.75% 2.31% 3.23% 1.72% 2.96% 0.99%
Statistical error (σstat) 1.83% 1.36% 0.93%
Systematic error (σsys) 3.27% 1.40% 2.93% 1.05% 2.81% 0.34%
40–70 keV 10 ks 20 ks 40 ks
PINUDLCUNIT LCFITDT PINUDLCUNIT LCFITDT PINUDLCUNIT LCFITDT
Standard deviation (σ) 5.53% 4.92% 4.34% 3.51% 3.39% 2.87%
Statistical error (σstat) 4.03% 3.01% 2.03%
Systematic error (σsys) 3.78% 2.82% 3.12% 1.81% 2.71% 2.02%
σerr =
√
σ
2
− σ
2
stat
the HXD-PIN data and the NXB model count rate (10 ks exposure) in 15–40 keV, as shown
in figure 12. Here we plotted the residual histogram in unit of count rate, not the ratio to the
NXB model, since we expect a constant excess above 0 due to the CXB emission. The standard
deviation (including statistical error) of the residual is about 5.0% and 3.5% of the mean NXB
count rate for PINUDLCUNIT and LCFITDT, respectively, which are somewhat larger than that
obtained from the Earth occultation data.
One possibility is that the systematic uncertainty increases when observing the sky, but
the source confusion limit or fluctuation of the CXB must be considered before concluding. The
source confusion limit is estimated from the logN-logS relation in the hard X-ray band. Based
on the logN-logS relation obtained with the INTEGRAL (Beckmann et al. 2006), the source
confusion limit for the PIN field of view becomes 8×10−13 erg s−1 cm−2 (10–50 keV) at 3σ level,
at most 0.08% of the PIN NXB. The CXB sky-by-sky fluctuation is calculated by scaling the
HEAO-1 result of 2.8 % with the equation σCXB ∝ Ω
−0.5S0.25(Condon 1974), where Ω = 15.8
deg2 and S ∼ 8× 10−11 ergcm−2s−1 are the effective solid angle of the observation and upper
cut-off flux of the detectable discrete sources in the field of view, respectively. In the case of
the HXD (Ω= 34′×34′, and S ∼ 8×10−12 ergcm−2s−1), the sky-to-sky fluctuation of the CXB
is calculated to be 11% (1σ) of CXB flux, and therefore may not affect the reproducibility of
the NXB since 1σ CXB fluctuation corresponds to at most ∼ 0.7% of the PIN NXB, and then
a larger standard deviation of the residual between data and model for the sky observation is
not fully resolved. As a result, a standard deviation for 10 ks sky observations for the PIN
15-40 keV band becomes 2.9%, after subtracting the contribution of statistical error and CXB
fluctuation. This is still larger than that for the earth data. Therefore, the reproducibility of
the NXB model seems worse for sky observations, but one possibility is that the data selection
based on the XIS could include the source with > 0.2 mCrab (2% of the PIN NXB in 15–40
keV) and such data could contribute to the standard deviation.
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Fig. 9. Comparison of the NXB count rate in 15–40 keV between the data and the model prediction.
Left and right panels show the plots for PINUDLCUNIT and LCFITDT, respectively. Top panels show a
scatter plot between the NXB data and the background model. Bottom panels show data to model
ratios of the NXB count rate, plotted against the day since 2005 July 10 (the day of Suzaku launch).
In order to avoid the possible CXB fluctuation sky by sky and source confusion obser-
vation by observation, we utilized the data of objects which have been repeatedly observed.
Figure 13 shows the comparison between the sky data and the NXB model for the SNR E0102.2-
7219 observations, in which the same region of the sky is observed regularly for the XIS cal-
ibration purpose. The X-ray emission from this source is thought to be constant and dark
for the HXD-PIN, but some observations do not satisfy the selection criteria written at the
beginning of this subsection, possibly due to sources or diffuse emission in the SMC within the
XIS field-of-view, as reported by Takei et al. (2008). Different roll angle of the field of view
against the SMC may also cause the difference of count rate among observations. Yet, we used
all E0102.2-7219 observations in order to compare sky data and the NXB model of as many
observations as possible. We also plotted the data and the NXB model of the Cygnus Loop
multi-pointing observations in red. These observations were performed for the XIS calibration
and cover the regions within 1.5 degree in radius, and thus the CXB fluctuation within the field
of view of the HXD-PIN can be reduced.
We see a clear difference of the residual between two sets of observations. The difference
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Fig. 10. Histograms of the fractional residual between the NXB data and background
model. Top and bottom panels show the plots for PINUDLCUNIT and LCFITDT, re-
spectively. Left and right show the plots for 15–40 keV and 40–70 keV, respectively.
of residuals between two data sets by 0.01–0.015 c s−1 could be due to a weak hard X-ray
emission inside the PIN field-of-view of E0102.2-7219 observations. We look at a Swift/BAT
archival image 7, but no significant sources with 0.3 mCrab (0.02 c s−1 for PIN) are found.
Since this region is in the SMC, many candidates of hard X-ray sources exist, and a sum of
their flux would explain the above excess flux.
From figure 13, the residual for E0102.2-7219 data concentrates around 0.03 c s−1 with
a narrower width than that for all the dark objects in figure 12, but a few observations show an
extraordinary small residual below 0.01 c s−1. A standard deviation of the residual, including
statistical errors, is 0.0080 c s−1 and 0.0077 c s−1 (2.7% and 2.6% of the mean NXB rate) for
E0102.2-7219 and Cygnus Loop, respectively. This is smaller than that obtained from many
dark observations, but somewhat larger than that for the earth observations. Three data points
below 0.015 c s−1 for E0102.2-7219 are from observation on Feb. 10–11, 2007, and thus NXB
accuracy is not good around this observation. As noted in §6, it was found that the NXB model
7 http://skyview.gsfc.nasa.gov/
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Fig. 11. The same plots for the LCFITDT at those of Figure 10, but the integration time is 40 ks
instead of 10 ks. Left and right show the plots for 15–40 keV and 40–70 keV, respectively.
accuracy is not good for specific periods. In addition, four Cygnus Loop observations were
performed in May 2006, when the background accuracy is relatively worse because the HXD
operation mode was changed several times (§2.2). When excluding these data, the standard
deviation becomes 2.3% and 2.1% of the mean NXB rate for E0102.2-7219 and Cygnus Loop,
respectively, and these values are almost similar to that for the earth observations. Therefore,
the PIN NXB background accuracy is almost the same between earth and sky observations in
most cases. We return to this issue in §6.
Next, we investigate the accuracy of background-subtracted spectra by referring to the
CXB. If we assume that the Cygnus Loop regions are free from any weak hard X-ray emission,
we can regard the averaged spectrum as a sum of the CXB plus the NXB. The NXB-model-
subtracted spectrum is compared with the spectrum of the CXB model by Boldt (1987) in
figure 14. We see a very good agreement between the subtracted spectrum (green crosses) and
the CXB model (blue ones) within 1% error.
In order to check the NXB reproducibility in a single observation, we also compared
the spectrum and the light curve of objects whose signal is expected to be negligible for the
HXD-PIN. Example of comparison of spectra are shown in Figure 15 left. The background-
subtracted spectrum and the CXB model by Boldt (1987) is given in blue and green histograms,
respectively. No systematic difference is seen between them up to 60 keV. Figure 15 right also
compared the light curves between the data and the NXB model in 15–40 keV band with a
time bin of 10 ks. Residuals are consistent with the CXB level in ±∼ 0.02 c s−1, or ∼ 7% of
the total NXB count rate.
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Fig. 13. The same as Figure 12, but observations of E0102 (black) and Cygnus LOOP
multi-pointing (red) are used and results for the background model LCFITDT are shown.
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Fig. 14. Averaged spectra of sky observations (black) and the NXB model (red) of Cygnus LOOP multi–
pointing observations, together with the subtracted spectrum (green) and the CXB model (blue) by Boldt
(1987). Top and bottom panels show the plots for PINUDLCUNIT and LCFITDT, respectively.
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Fig. 15. Left panels are comparison of spectra between the data (black) and BGD model LCFITDT
(red) for observation of HCG 62, which is thought to contain no known strong hard X-rays. Blue
cross data points are residuals after the BGD model is subtracted, and the green solid line indicates
a typical CXB spectrum. Right figure is the comparison of the light curve in 15–40 keV between the
data (black) and BGD model LCFITDT (red) for observation of HCG 62. The bottom panel shows the
residuals. A time bin is 10000 sec. The horizontal line in the bottom panel indicates the CXB level.
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5. Reproducibility of the GSO NXB
5.1. Data Reduction
The data reduction is almost the same as the check of the PIN NXB, but we discard
the period when the total GSO count rate is less than 15 cts sec−1. Such a low count rate
occurs when only 1/4 of GSO data are output to the telemetry for reducing the data size,
usually during the data rate L (usually during SAA, low COR period, or earth occultation).
However, this 1/4 mode sometimes continues even in the regular observation period 8, and
becomes contained in the clean event. The background model does not support such a mode.
5.2. Comparison with the Earth Occultation Data
Each observation is divided into several periods during which the exposure is 10 ks.
When the exposure of earth occultation within one observation is less than 10 ks, we do not
use the data. Accordingly, the GSO count in each data set is typically (4− 9)× 104, and thus
the statistical error is typically 0.3–0.5 %. In Figure 16, we compared the NXB count rates
in each data set between the earth occultation data and the background model in 50–100 keV
and 100–200 keV range, against the elapsed day after the Suzaku launch.
Most of the data and model agree within ∼ 2 % with no time dependence, and no
significant difference in reproducibility is seen between models even in the period of 2006 March
23 to May 13 during which the GSO LD level was changed. There are some data points, which
significantly deviate from 1.0 by >2%, corresponding to observations during which the HXD
observation mode is not nominal and the background model cannot be applied. Figure 17 plots
the distribution of the NXB count rate ratio between the data and the model prediction. In
both energy band, the distribution is well represented by a Gaussian with σ of 0.72 % and 0.59
% in the 50–100 keV and 100–200 keV band, respectively. Considering the average of statistical
error of 0.40 % and 0.36 %, the 1σ systematic error is estimated to be 0.60 % and 0.47 % in
the 50–100 keV and 100–200 keV band, respectively. Note that the systematic error depends
on the event selection criteria (e.g. COR and energy band) and the integration time. Table 3
summarizes a standard deviation in each energy band as a systematic error. There is an energy
band dependency, but the systematic error is less than 1% at 1σ level in any energy band.
Figure 18 left shows the comparison of the spectra for earth data and background model,
summed over 88 observations of dark objects. The total exposure is 923 ks. It can be seen that
the data and model well agree with each other in all the energy band within 1 %.
5.3. Comparison with the Data of Dark Objects
In this section, we compared the NXB model with the sky data of dark objects, whose
signal is expected to be negligible for the HXD-GSO. Example of comparison of spectra for dark
8 Data rate is medium or high or superhigh
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Fig. 16. (left) A comparison of the NXB count rate in the earth occultation in 50–100 keV
between the data and the model prediction. Data from 2006 March 23 to May 13
are shown by green crosses (see text). (right) The same plot but for 100–200 keV.
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Fig. 17. (left) Distribution of fractional residual of the NXB count rate between the data and the
model prediction in the 50–100 keV band. (right) The same plot but for the 100–200 keV band.
Table 3. Standard deviation (1σ) of residuals between the GSO earth data and model in each energy band.
50–100 keV 100–200 keV 200–300 keV 300–500 keV
Standard deviation (σ) 0.72% 0.59% 0.87% 0.71%
Statistical error (σstat) 0.40% 0.36% 0.46% 0.34%
Systematic error (σsys) 0.60% 0.47% 0.74% 0.63%
σerr =
√
σ
2
− σ
2
stat
objects are summarized in Figure 19 left. Unlike the PIN, the CXB is negligible in the GSO
band. No systematic difference is seen between the data and BGD model spectra, indicating
that the background model is applicable for sky observations. We also compared the data and
the NXB model light curves as shown in figure 19 right. for the 50–100 keV band with a time
bin of 4000 sec. Residuals are mostly within 2 % of the total count rate, and we see some
modulations of a peak-to-peak amplitude up to ∼ 0.1 c s−1 in a cycle of ∼ 1 day.
Figure 18 right shows the comparison of the spectra for on-source data and background
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Fig. 18. Fractional residual of the spectra after subtracting the GSO background model from the earth
data (top) and the sky data (bottom), summed over 88 observations of dark objects.
model, summed over 88 observations of dark objects. The exposure is 2430 ks. Although
systematic difference is seen between the data and the model, they agree with each other
within 1% in the whole energy band.
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Fig. 19. The left figure is a comparison of spectra between the data (black) and BGD model (red)
for observation of HCG 62 whose sky region contains no known strong hard X-rays. Fractional resid-
uals are given by blue crosses in the bottom panel. Right figure is a comparison of the light curve in
50–100 keV between the data (black) and BGD model LCFITDT (red) for observation of HCG 62. The
upper panel shows the light curve and the lower panel shows the residual. A time bin is 4000 sec.
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6. Cause of Current Systematic Errors of the BGD model
Although we have developed the background model as accurately as possible, it does
not completely reproduce the NXB. This may cause the issues described in §4.3; background
reproducibility is not good for some specific observations. For studying the BGD systematic
error related with this issue, it is very useful to investigate the background-subtracted light
curve of the count rate in several tend days. Figure 20 shows light curves of fractional residual
of count rate after subtracting the background model in 15–40 keV and 70–100 keV for PIN
and GSO, respectively. Data of both on-source and earth-occultation are plotted as different
colors for the GSO data. We do not show the on-source data for the PIN, since the PIN data
contain the CXB signal and also often the target signal, and they are not useful for studying
the BGD systematics. Together with the light curve of a shorter time scale in figure 19, it
can be seen that the BGD systematic uncertainty is composed of two components; one with
a shorter time scale within 1 day and another with a longer time scale of >1 day. The latter
uncertainty appears as a modulation with a time scale of several days in the residual light curve,
and its behavior is common between on-source and earth data. This behavior is clearly seen
for the GSO. For the PIN, the modulation is a less clear but significant modulation at several
percents exists. This trend is also found for the PIN NXB-subtracted light curve around the
E0102.2-7219 observation on Feb. 10–11, 2007, leading to somewhat worse reproducibility as
described in §4.3.
Accordingly, by studying the light curve as above, the background level is more accu-
rately determined than by simply subtracting the background model. As can be seen from
the trend in figure 20, the reproducibility is generally worse around the observation during
which earth occultation data are not available for >1 days. This is because the NXB modeling
refers to the earth data. This trend could be smaller when sky observations with no significant
PIN/GSO signal are utilized for the NXB modeling. Since celestial GSO signal is negligible in
most of observations, the choice of sky observations is not difficult for the GSO NXB modeling.
On the other hand, this is not the case for the PIN, the choice of sky observations must be paid
much attention to.
Apart from the above issue, for the GSO NXB, the elevation dependence of ∼1 % has
been found below 70 keV as shown in figure 21. Although the dependence is very small, we will
include such dependence into the GSO NXB model as the PIN NXB model in the near future.
This will improve the systematic negative residual in the low energy band in figure 18.
7. Current Sensitivity of the HXB
As described in the previous sections, the current HXD NXB modeling achieves 1–3%
reproducibility, but this accuracy depends on the integration time, energy band, period, and so
on. Generally, a shorter integration time or a narrower energy band introduce a larger statistical
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Fig. 20. Light curve of fractional residual of count rate after subtracting the background model in 15–40
keV and 70–100 keV for the PIN (left) and GSO (right), respectively. Black and red represent the residual
of on-source data and earth data, respectively.
Fig. 21. The residual of GSO background subtraction against the earth elevation angle.
error, and thus the accuracy of the NXB subtraction is limited by the photon statistics of
the background count rate. Figure 22 shows a comparison of the sensitivity limited by the
systematic and statistical errors. Since the PIN-NXB count rate is very low, the statistical
error becomes dominant for a shorter integration time. On the contrary, the GSO sensitivity is
almost determined by the systematic error. Note that this figure represents the sensitivity in a
wide energy band ∆E of 0.5E at a given energy E for a 100 ks exposure. In the spectral analysis,
the spectral bin size often corresponds to narrower energy band, and thus the statistical error
in each spectral bin is larger. Furthermore, the PIN sensitivity is also dependent on the CXB
sky-to-sky fluctuation, which is similar level to the current PIN-NXB reproducibility.
8. Summary
We modeled the HXD PIN/GSO NXB by utilizing several parameters, including particle
monitor counts and satellite orbital/attitude information. Current reproducibility of the NXB
model is estimated to be less than 3% (PIN 15–40 keV) and 1% (GSO 50–100 keV) for more
than 10 ksec exposure. The reproducibility is generally worse around the observation during
which no earth occultation data are contained.
The authors wish to thank all members of the Suzaku Science Working Group, for their
contributions to the instrument preparation, spacecraft operation, software developement, and
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Fig. 22. Continuum sensitivity of the HXD. The solid and dot lines represent the sensitivity lim-
ited by the systematic error of the NXB modeling at 3% and 1% accuracy, respectively. The
dashed line represents the sensitivity limited by the statistical error for 100 ks observation.
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the Ministry of Education, Culture, Sports, Science and Technology of Japan (1479206 and
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