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成支援（Computer-Aided Writing, Computer-Assisted Writing）と定義し、以下では単に文書作成支援と
呼ぶ。
文書作成支援は、1971年に Ralph E. Gorin によって開発されたとされるスペル誤り検出プログラム
SPELL (Peterson, 1980)以降、コンピュータの発達に伴って「性能の向上」と「支援機能の多様化」の 2
つの方向で進化を遂げた。性能の向上については、例えば英語におけるスペル誤り検出課題においては




物語（ナラティブ）生成 (Callaway & Lester, 2001)や応答発話生成 (Ritter et al., 2011; Shin et al., 2015;





EC市場規模の拡大 : EC購買活動は年々増加しており、経済産業省の調査によれば日本国内の 2014年
時点の消費者向け EC市場規模は 12.8兆円まで拡大した (経済産業省, 2014)。具体的な店舗数で
は、例えば Amazon.co.jp*1は約 18万店舗 (日本経済新聞, 2015)、楽天市場*2は約 4万店舗、楽天
*1 Amazon.co.jp: https://www.amazon.co.jp/
*2 楽天市場: https://www.rakuten.co.jp/
2 第 1章 はじめに
トラベル*3は約 8万施設*4もの販売事業者を擁するなど、ECはあらゆる事業者にとって重要な販
売チャネルとなっている。
































2015年 12月 10日アクセス時に掲載されている、同年 12月 1日時点のデータ。
*5 図 1.1の各注釈は説明の都合上、著者が施したものである。なお、商品名（宿泊施設名）など、商品が特定できる情報には
画像処理を施した。図 1.2も同様である。























明や謝罪などの顧客対応（recovery）は顧客の印象改善に重要であり (Bitner et al., 1990)、特に対応の
質が高い場合には最初にサービス失敗が無かった場合よりも顧客満足度が高くなる recovery paradoxと
呼ばれる現象が観察される場合があると言う調査もある (Hocutt et al., 2006)*10。これとは逆に、応答文
*8 Amazon.com: https://www.amazon.com/
*9 Barnes & Noble: http://www.barnesandnoble.com/
*10 先行研究によっては recovery paradoxの効果は小さい (Michel & Meuter, 2008)、又はない (Kau & Loh, 2006)としている
調査もあるが、本研究では苦情を含むレビュー文書に対する適切な応答（recovery）は recovery paradoxの有無に関わらず





















情報の分析による情報の抽出・整理自体を目的とした研究が主であり (Liu, 2012; 乾・奥村, 2006)、レ
顧客（レビュー文書作成者及びサイト閲覧者）の印象を向上させうる点で有効であると考える立場を取る。
1.2 本論文の構成 5






















































































































ストーリーの合成・再構築に基づく手法 (Callaway & Lester, 2001; 佐久間・小方, 2006) と、登場人物








質問応答で最も重要となるのは、回答に必要となる情報源である。初期には BASEBALL (Green Jr.
et al., 1961)や LUNER (Woods, 1973)などのように、あるドメイン（BASEBALLは野球、LUNERは
地質学）に特化した構造化データベースを用いる手法が提案されているが、これらの手法は構造的知
識の構築コストが高いと言う問題があった。これに対し、近年では構造化されていないWeb文書から
質問に関連した文書を探索し、回答を導く手法が提案されている (Katz et al., 2004, 2005; Radev et al.,


















藤村他 (2005);南野・奥村 (2005)の手法がある。藤村他 (2005)はニュース記事を、南野・奥村 (2005)
はブログ記事を対象とし、HTMLの構造や本文中の単語の品詞・出現分布などに基いてタイトル文字列
を抽出する手法を提案している。一方、記事中の文字列をそのまま用いるのではなく、動的に生成する





ピーを自動生成するシステムがある (Yamane & Hagiwara, 2015, 2013;松平・萩原, 2005, 2004)。松平・
萩原 (2005, 2004) は、入力された単語の概念に基づき、遺伝的アルゴリズムにより多数のキャッチコ










ことなく未打鍵の部分を予測するシステムとして Nanashiki (小松他, 2003)、Social IME (奥野・萩原,
2009)、Mozc (工藤他, 2011)などがある。英語についても同様に Reactive Keyboardなどが提案されて
いる (Darragh et al., 1990)。その他、携帯電話の multi-tap方式*2の連続打鍵を省略した single-tap方式





*2 携帯電話のように入力ボタンが限られている場合において、例えば “2”を 1回打鍵することで “a”、続いて 2回打鍵するこ




理・集約するシステムも提案されている (Tanaka-Ishii & Nakagawa, 2005)。また、キーワード入力では
なく、文を入力として受け取り、類似した構造を持つ文を提示するシステムも提案されている (Resnik






















E. Gorin が予め用意した辞書にない単語を誤りと指摘するプログラム SPELL を開発した (Peterson,
1980)。その後、辞書を用いる手法は実装が簡単である一方、適切な辞書サイズの決定が難しい点、実語
誤りを検出できない点と言う 2つの難点があるため、周辺文脈を用いる手法に感心が寄せられた。主な
手法は、周辺文脈を用いた確率的モデルにより判定を行う手法である (Golding & Roth, 1999; Golding
& Schabes, 1996; Jones & Martin, 1997; Mangu & Brill, 1997; Mays et al., 1991; Yarowsky, 1994)。正
解候補となる単語の限定のために、どのように誤るか・誤りやすいかと言った Damerau (1964); Mitton
(1996); Pollock & Zamora (1983)の知見も有用である。更にはスペル誤り訂正にとどまらず、文法誤り




知識（ルール）の利用による手法が提案された (下園他, 1994;菅沼他, 1990;菅沼・牛島, 1991;鈴木・武













に、英文書の読みやすさを評価する指標としては Dale–Chall Readability (Dale & Chall, 1948)、Flesch
Reading Ease Score (Flesch, 1974)、Automated Readability Index (Senter & Smith, 1967)、Coleman–Liau









度（attitude）・感情（emotion）を分析する研究である (Liu, 2012)。これらの分野については Liu (2012);










いて、Pang et al. (2002)は評価文書を肯定的・否定的の 2カテゴリに分類する手法を示している。更に、














評価視点表現を抽出する手法としては、Hu & Liu (2004); Popescu & Etzioni (2005) による高頻度の
名詞・名詞句に注目した手法が提案されている。しかし、これら評価視点表現を列挙するのみでは多く
の表現が得られてしまうことから、評価視点表現のグループ化・ランキングによって整理する手法が提
案された。所与の評価視点グループへ評価視点表現をグループ化する課題は Carenini et al. (2005)によ
り提案され、併せてWordNetの同義語情報などに基づいたグループ化手法を提案している。また、Zhai
et al. (2010)は、半教師あり学習に基づいたグループ化手法を示している。また、評価視点グループを与
えずにレビュー文書集合から自動で構築する手法が Titov & McDonald (2008a)により提案されている。
一方で、評価視点表現を与えられたドメインにおける重要度に応じてランキングすることで、評価視点









(2007); Mishne & Glance (2006) はブログ文書を用い、いずれも評判分析を利用して映画の売上予測
を行っている。また、近年ではマイクロブログ文書を用いた研究も行われている。Asur & Huberman
(2010)は、Twitter*3投稿への評判分析の適用による映画の売上予測手法を提案している。これらの研究
を更に推し進めたものとしては、株価予測 (Oh & Sheng, 2011)や選挙結果の予測 (Tumasjan et al., 2010)
がある。
その他の応用としては、夢テキストに対する評価情報の自動付与 (Razavi et al., 2014)、メール文書
における性差の分析 (Mohammad & Yang, 2011)、チャット上での性犯罪者の検出 (Bogdanova et al.,
2012)、うつ傾向を持つマイクロブログユーザの推定 (Tsugawa et al., 2015)などがある。
*3 Twitter: https://twitter.com/





























変化を与えた。EC 登場以前の購買モデルとして、1898 年に E. St. Elmo Lewis は “attract attention,



































定義には、以下に示す Zhang & Liu (2014)による “aspect and aspect expression”の定義を用いる。なお、
以下の定義におけるエンティティとは、商品やサービスなどを指す。
定義 1 (評価視点・評価視点表現 (Zhang & Liu, 2014)).エンティティ e の評価視点（aspect）とは、e の
部分や属性を指す。評価視点表現（aspect expression）とは、評価視点を指し示す実際の単語やフレーズ
を指す。






















ループのランキングから構成される。評価視点表現と評価視点グループの対応付けは Zhai et al. (2010)
の提案した評価視点表現と評価視点の対応付け手法に、評価視点グループのランキングは対数尤度比
（Log-Likelihood Ratio; LLR）(Neyman & Pearson, 1928)に基づいて行う。そこで、本節では Zhai et al.
(2010)の提案手法と対数尤度比について順次説明する。
3.3.1 評価視点表現の評価視点グループへの対応付け




以下、Nigam et al. (2000)による半教師あり文書分類手法を説明し、続いて Zhai et al. (2010)による
評価視点表現と評価視点の対応付け手法を説明する。
半教師あり文書分類 (Nigam et al., 2000)
文書分類問題とは、文書 d を入力とし、予め定義されたラベル集合 C = c1, . . . , c |C| から最も適切なラ
ベル y ∈ C を出力する問題である。まず、Nigam et al. (2000)による半教師あり文書分類手法を示す前
に、彼らの手法の基となる教師あり文書分類手法である単純ベイズ法（Naïve Bayes）から説明する。
単純ベイズ法では、文書中の各単語が独立に生起していると仮定する。この仮定を利用すると、文書
d がラベル y ∈ C である同時確率 P(d,y)は以下の通り表せる。





ここで、wdk は文書 d における k 番目の単語を表す。このモデルにおけるパラメータは P(y)と P(w |y)
の 2種類であり、それぞれ











P(d (i),y(i);θ ) (3.4)
式 (3.4)の
∏








log θ (y(i)) +
∑
dk
log θ (wd (i )k ,y
(i))
 (3.5)
である。ここで、学習データ全体を見た時にラベル c を持つデータの数を N (c)、ラベル c を持つ全文書










N (w, c) log θ (w, c)
 (3.6)
なお、V は全文書における単語の集合を示す。この L(θ )を最大化する θ を求めることで、最尤推定に
よる θ を求められる。ここで、θ (y),θ (w,y)はそれぞれ確率パラメータであることから以下が成り立つ。∑
c
θ (c) = 1 (3.7)∑
w ∈V
θ (w, c) = 1 ∀c ∈ C (3.8)
まず、θ (c)と θ (w, c)は独立であることから θ (c)に注目すると、式 (3.6)で関連する項は∑
c
N (c) log θ (c) (3.9)
である。式 (3.9)を制約式 (3.7)の元で最大化する問題は、ラグランジュの未定乗数法によって解析的に




N (c) log θ (c) − λ *,
∑
c
θ (c) − 1+- (3.10)
とできる。今、ある特定の c ′ ∈ C に注目する場合、Lθ (c) が最大となるための θ (c ′)は以下の式を解くこ
とで求められる。
∂
∂θ (c ′)Lθ (c) =
N (c ′)
θ (c ′) − λ = 0 (3.11)
θ (c ′)について整理すると




である。更に式 (3.7)を利用すれば λ =
∑
c N (c)であることから、最終的にパラメータ θ (c ′)は以下の式
により求めることができる。






同様に、ある特定の c ′ ∈ C,w ′ ∈ V に対応する θ (w ′, c ′)に注目する場合、式 (3.6)の項∑
c
∑
w ∈V N (w, c) log θ (w, c)を制約 (3.8)の元で最大化する θ (w ′, c ′)は以下の式により求めることがで
きる。
θ (w ′, c ′) = N (w
′, c ′)∑
w ∈V
N (w, c ′)
(3.14)
続いて、単純ベイズ法において新たな文書が与えられた際の分類方法について説明する。新たな文書
d に対するラベルの分布は P(y|d) であることから、y があるラベル c となる確率は P(y = c |d) である。
推定したパラメータ θˆ を利用した P(y = c |d; θˆ )に対してベイズの定理を適用すると、
P(y = c |d; θˆ ) = P(c; θˆ )P(d |c; θˆ )
P(d; θˆ )
=
P(c; θˆ )∏dk P(wdk |c; θˆ )
Zd
(3.15)
とできる。ここで Zd は正規化項であり Zd =
∑
cr P(cr ; θˆ )
∏
dk P(wdk |cr ; θˆ )である。P(c; θˆ )には式 (3.13)
で求めた θ (c)を、P(wdk |c; θˆ )には式 (3.13)で求めた θ (w, c)を用いれば良い。分類の際に d に対するラ
ベルを一意に定める必要がある場合は、事後確率が最も高い argmaxc P(c |d; θˆ )を選択すれば良い。
単純ベイズ分類器の導入が完了したので、ここから Nigam et al. (2000)による半教師あり文書分類手
法について説明する。半教師ありの場合、ラベルが既知の文書と未知の文書が与えられるため、ラベル
が既知の文書集合を Dl、未知の文書集合を Du として区別し、全文書集合を D とする。また、ラベル







P(c j )P(di |c j ) (3.16)
である。式 (3.1), (3.16)より、パラメータ θ の下での文書集合全体の生起確率 P(D;θ )は以下のように
なる。












P(yi )P(di |yi )
 (3.17)
確率の最大化を考えるため、対数化すれば












log (P(yi )P(di |yi ))
 (3.18)
である。式 (3.18)には対数和を含む項があるため解析解を得ることは困難であるが、このような問題に
対しては潜在変数を仮定し、Expectation-Maximization（EM）アルゴリズム (Dempster et al., 1977) を
用いることで局所解を求めることができる。今、一般に観測変数が x、潜在変数が z であり、同時分布
P(x ,θ )が与えられている下での尤度関数 P(x |θ )を θ について最大化するための EMアルゴリズムの手
順は以下の通りである。
1. パラメータの初期値を θold とする。
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2. (E-ステップ) P(z|x ,θold)を計算する。
3. (M-ステップ) θnew = argmaxθ
∑
z P(z|x ,θold) log P(x ,z|θ )を計算する。
4. 収束判定を行い、収束条件を満たしていなければ θold ← θnew とし、ステップ 2に戻る。
そこで、EMアルゴリズムを適用するために、次のような潜在変数 z を仮定する。
zi j =
 1 if yi = c j0 otherwise (3.19)
潜在変数 z を用いれば、式 (3.18)は以下のように書き直せる。







P(c j |θ )P(di |c j ;θ ) (3.20)
（対数）同時分布が式 (3.20)で与えられている際、EMアルゴリズムを適用した場合の E-ステップとM-
ステップの計算方法は以下のようになる。ここで、観測変数は D、潜在変数は z であり、パラメータ
は θ である。まず、E-ステップの計算は P(z|D,θold)はパラメータ θold のもとで文書集合 D をそれぞ
れ分類する手順に相当する。これはパラメータを θˆ = θold とした際の式 (3.15) の計算に相当する。ま
た、M-ステップの計算は現在の分類結果から θnew を新たに推定する手順に相当する。これは式 (3.13),
(3.14)の計算に相当する。
以上の手順をまとめると、半教師あり文書分類は、単純ベイズ法における学習結果の利用 (3.15)と学
習 (3.13), (3.14)の繰り返しにより実現できる。なお、初期値について、Nigam et al. (2000)はラベルが
既知のデータ Dl のみから学習した値を与えている。本研究でも同様の初期値を用いる。
評価視点表現の評価視点への対応付け (Zhai et al., 2010)
Zhai et al. (2010) の提案した評価視点表現の分類は、各評価視点表現に対する擬似文書を作成し、























対数尤度比（Log-Likelihood Ratio; LLR）とは、Neyman & Pearson (1928)が提案した統計的指標で
ある。対数尤度比は先行研究において、ある二つの単語間の関係度合いや、ある単語w が与えられた二
群のテキスト集合のいずれかにおける特徴度合いの指標として用いられている (Dunning, 1993)。具体
例としては、単語のコロケーション抽出 (Manning & Schütze, 1999)や、分野特徴単語の抽出 (内山他,
2004)、古語テキスト間での特徴語抽出 (小林・小木曽, 2013)、特徴的評価視点表現の抽出 (乾他, 2013)
などの応用例がある。
以下、対数尤度比の導出方法と二群のテキスト集合における特徴度合いの指標として適用する方法




 1 if v = w0 otherwise (3.21)
Y =
 1 if 単語 v がテキスト集合 Aで出現した0 if 単語 v がテキスト集合 B で出現した (3.22)
これらの変数を用いれば、データ全体を
D = < x1,y1 >, . . . , < x |D |,y|D |>	 (3.23)
と要約できる。ある仮説 H が与えられた下での D の生起確率は
P(D |H ) =
∏
i
P(X = xi ,Y = yi |H ) (3.24)
で与えられる。今、仮説として以下の 2つを仮定する。
Hindep : 確率変数 X ,Y は互いに独立である
Hdep : 確率変数 X ,Y は互いに従属である








i P(X = xi ,Y = yi |Hdep)∏





P(X = xi ,Y = yi |Hdep)
P(X = xi ,Y = yi |Hindep) (3.26)
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である。ここで、確率変数 X ,Y はそれぞれ X ∈ {0, 1},Y ∈ {0, 1}の二値であることから、X ,Y をそれぞ
れ陽に列挙すれば展開できる。ここで、以下のような変数 a,b, c,d を導入する。
a = {X = 1,Y = 1}の事象数
b = {X = 1,Y = 0}の事象数
c = {X = 0,Y = 1}の事象数
d = {X = 0,Y = 0}の事象数
n = 全事象数（a + b + c + d）
これらの変数を用いれば、式 (3.26)は次のようにできる。
LLR = a log
P(X = 1,Y = 1|Hdep)
P(X = 1,Y = 1|Hindep) + b log
P(X = 1,Y = 0|Hdep)
P(X = 1,Y = 0|Hindep)
+ c log
P(X = 0,Y = 1|Hdep)
P(X = 0,Y = 1|Hindep) + d log
P(X = 0,Y = 0|Hdep)
P(X = 0,Y = 0|Hindep) (3.27)
さらに、Hindep の元では X ,Y は独立であるから、x ∈ {0, 1},y ∈ {0, 1}とすると
P(X = x ,Y = y|Hindep) = P(X = x |Hindep) · P(Y = y|Hindep) (3.28)
が成り立つ。式 (3.28)を式 (3.27)に代入した際に用いられている各確率変数の値を最尤推定すると、そ
れぞれ以下の通りである。
P(X = 1|Hindep) = a + b
n
P(X = 0|Hindep) = c + d
n
P(Y = 1|Hindep) = a + c
n
P(Y = 0|Hindep) = b + d
n
P(X = 1,Y = 1|Hdep) = a
n
P(X = 0,Y = 1|Hdep) = b
n
P(X = 1,Y = 0|Hdep) = c
n
P(X = 0,Y = 0|Hdep) = d
n
これらの値を用いれば式 (3.26)は
LLR = a log an(a + b)(a + c) + b log
bn
(a + b)(b + d)
+ c log cn(c + d)(a + c) + d log
dn
(c + d)(b + d) (3.29)
とできる。




 +LLR if (ad − bc) > 0−LLR otherwise (3.30)
この補正により、LLR′は単語w がテキスト集合 Aで特徴的なほど正の高い値を取り、テキスト集合 B
で特徴的なほど負の低い値を取るようになる。
対数尤度比を二群のテキスト集合における特徴度合いの指標として用いる利点として、以下の二点が
ある。まず、対数尤度比は単語 w の特徴度合いをテキスト集合 Aの頻度だけでなく B の情報も用いて
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いるので、B との比較を通じて Aにおいて特徴的かどうかを測れる点がある。これにより、単語 w が
Aにおいて他の単語と比較して高頻度で出現していても、B でも同様に高頻度で出現している場合は低
いスコアが与えられる。加えて、類似の尺度である自己相互情報量では w がテキスト集合 A,B いずれ




































部屋: ベッド, 照明, ...
食事: 朝食, 夕食, ...
評価視点グループ
辞書シード
立地: 場所, 位置, 近所, 至近...
部屋: ベッド, 照明, 枕, 窓, ...






























































































従来研究において、対数尤度比は単語のコロケーション抽出 (Manning & Schütze, 1999)や特徴語抽





具体的に、商品 h の評価視点グループ д について、対数尤度比によるスコア付け手法を示す。まず、













































A : 商品 h のレビュー文書集合
B : 商品 h 以外の全商品のレビュー文書集合
ここで、二群のレビュー文書集合における表現（単語またはフレーズ）を順次見た際、観測された表現
v について確率変数 X ,Y を以下のように置く。
X =
 1 if 表現 v は評価視点グループ дを構成する表現である0 otherwise (3.31)
Y =
 1 if 表現 v は商品 h のレビュー文書集合の表現である0 if 表現 v は商品 h 以外の全商品のレビュー文書集合の表現である (3.32)




商品 h のレビュー文書集合において言及回数が多い評価視点グループ дに高いスコアを与えることがで
きる。
以上の式 (3.31), (3.32) に基いて、対数尤度比に用いる頻度値 a,b, c,d を置き換えると以下の通りで
ある。
a = 商品 h のレビュー文書集合における、評価視点グループ дを構成する表現の出現回数
b = 全商品のレビュー文書集合における、評価視点グループ дを構成する表現の出現回数
c = 商品 h のレビュー文書集合における、評価視点グループ дに属さない全表現の出現回数
d = 全商品のレビュー文書集合における、評価視点グループ дに属さない全表現の出現回数
以上の置き換えを行うことで、式 (3.30)の値は、評価視点グループ дが商品 h のレビュー文書集合で特
徴的なほど高い値を取り、商品 h 以外のレビュー文書集合で特徴的なほど低い値を取るようになる。
一方で、上記で a,b, c,d に用いている表現の頻度情報はレビュー文書によっては偏りが大きくなる恐
れがある。すなわち、ある顧客が特定の評価視点グループに偏って長文のレビュー文書を作成している
場合、特に a, c の値に影響を与える可能性がある。そこで、「評価視点グループ дを構成する全表現の出
現回数」を、「構成する表現を含むレビュー文の出現回数」または「構成する表現を含むレビュー文書の
出現回数」と読み替えたバリエーションを考える。
W-LLR : 評価視点グループ дを構成する表現の出現回数
S-LLR : 評価視点グループ дを構成する表現を含むレビュー文の出現回数









場合の各変数 a,b, c,d は以下の通り対応する（W-LLRの場合）。
a = 商品 h のレビュー文書集合のうち、ポジティブ文において дを構成する全表現の出現回数
b = 全商品のレビュー文書集合における、ポジティブ文において дを構成する全表現の出現回数
c = 商品 h のレビュー文書集合における、ポジティブ文において дに属さない全表現の出現回数


















レビュー文がポジティブか否かを判定する二値分類器の作成には SVM (Boser et al., 1992; Cortes
& Vapnik, 1995; Vapnik & Lerner, 1963) を用いた。SVM の実装には scikit-learn 0.15.2 (Pedregosa
et al., 2011)を、学習データには楽天データ公開に含まれる筑波大学文単位評価極性タグ付きコーパス
（TSUKUBAコーパス）を利用した。分類の素性には、レビュー文を構成する単語を用いた。単語分割




*2 なお、予備実験として、ポジティブ文の抽出処理を行わない場合についての性能も調査した。その結果、性能は表 3.4, 3.5
に示す性能よりも僅かに低下した（対数尤度比による手法では、1-best の適合率・再現率が 2-3 ポイント低下するなど）。
性能に大きな差が見られなかった主な理由としては、楽天トラベルにおけるレビュー文の多くがポジティブ文である点が
ある。






































• Revise セット: 人手により、商品紹介文に相応しいと考えられる評価視点グループを付与した
データを正解データとする。
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まず、As-isセットについては、ランダムサンプリングによって得られた 126施設のうち、商品紹介文
として適切ではない*4と判断した施設を排除した 116施設を選択し、各商品紹介文で言及されている評












慮できる NDCG（Normalized Discounted Cumulative Gain）(Järvelin & Kekäläinen, 2002) を用いる。
NDCGはランキング手法の出力と正解データの類似度に基づく指標であり、以下の式で計算する。
NDCG@n = DCG@nIDCG@n (3.33)






ここで、n は N-best の設定、reli は i 番目として提示された評価視点グループの適合度（relevance




log(1 + r ) (3.35)
ここで、r は i 番目として提示された評価視点グループの、正解データにおける実際の順位である。式





























平均 1-best 2-best 3-best
適合率 適合率 再現率 F値 適合率 再現率 F値 適合率 再現率 F値
R-LLR 0.666 0.643 0.336 0.442 0.487 0.509 0.498 0.397 0.623 0.485
S-LLR 0.663 0.635 0.332 0.436 0.474 0.495 0.484 0.394 0.618 0.481
W-LLR 0.658 0.626 0.327 0.430 0.465 0.486 0.476 0.397 0.623 0.485
R-Tscore 0.613 0.522 0.273 0.358 0.417 0.436 0.427 0.374 0.586 0.457
S-Tscore 0.623 0.557 0.291 0.382 0.400 0.418 0.409 0.374 0.586 0.457
W-Tscore 0.615 0.530 0.277 0.364 0.417 0.436 0.427 0.374 0.586 0.457
R-TF 0.596 0.496 0.259 0.340 0.422 0.441 0.431 0.359 0.564 0.439
S-TF 0.596 0.496 0.259 0.340 0.430 0.450 0.440 0.362 0.568 0.442






験結果をそれぞれ表 3.4, 3.5に示す。表 3.5の@n は N-bestの設定を示す。
最初に、評価視点グループ頻度の数え方を固定し、評価視点グループのランキング手法について比較
する（R-LLR, R-Tscore, R-TF）。表 3.4, 3.5を見ると、対数尤度比を用いた手法 R-LLRがいずれの実験
設定においても高い性能であることが分かる。同様の傾向は、S-LLR, S-Tscore, S-TF間および W-LLR,
W-Tscore,W-TF間でも観察できる。この結果から、本研究課題においては、対数尤度比に基づくランキ




@1 @2 @3 @4 @5
R-LLR 0.743 0.736 0.737 0.752 0.770
S-LLR 0.751 0.741 0.739 0.745 0.764
W-LLR 0.777 0.735 0.736 0.737 0.760
R-Tscore 0.567 0.597 0.639 0.663 0.693
S-Tscore 0.599 0.607 0.647 0.673 0.701
W-Tscore 0.589 0.614 0.643 0.657 0.690
R-TF 0.674 0.663 0.676 0.707 0.753
S-TF 0.695 0.678 0.682 0.718 0.760





















図 3.2: 3-best設定における Reviseセットと各ランキング手法による出力結果の分布
ングが最も適切であることが分かった。次に、評価視点グループのランキング手法を固定し、評価視点
グループ頻度の数え方の間で比較する（R-LLR, S-LLR, W-LLR）。この場合は、表 3.4 における 1-best,
2-best及び平均適合率、表 3.5における NDCG@2から NDCG@5については R-LLR, S-LLRがW-LLR




の分布を図 3.2に示す。頻度による手法W-TF, S-TF, R-TFの出力は、各評価視点グループに含まれる評
価視点表現がレビュー文書で出現した回数を意味するが、正解データとは特に <サービス>、<部屋>、<
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最後に、3-bestにおいて最も性能が高かった S-LLRによる出力例を表 3.6に示す。施設番号 #1, #2い
ずれに対しても、紹介文には書かれていない評価視点グループを提示しているが、レビュー文例を見る
と紹介文に追加するのに相応しい評価視点グループであると言える。この情報を用いることで、施設番




















更に、キャッチコピー生成のためにキーワードを要する手法も提案されている (Yamane & Hagiwara,




基づく手法が提案されている (Brody & Elhadad, 2010; Chen et al., 2013a,c,b; Guo et al., 2009; Titov &
McDonald, 2008a,b; Zhai et al., 2011)。しかし、これらの教師なしによる構造化手法は、必ずしも人間が
解釈可能な単位の分類結果が得られるとは限らないため、本研究の目的である評価視点グループの提示
による文書作成支援には不適である。一方、少量の事前知識を用いることで、事前知識を用いない場合
よりも高性能かつ解釈が容易な構造化を実現する研究も行われている (Carenini et al., 2005; Zhai et al.,
2010)。Carenini et al. (2005)の手法は、評価視点表現を評価視点に関連付ける際にWordNetの同義語
情報を利用しているが、商品ドメインによっては同義語でなくても同じ評価視点と見なせる評価視点が
存在し、特に評価視点グループのレベルではこの問題が顕著であることから、本研究に用いる処理とし
ては相性が悪い。これに対し、Zhai et al. (2010)の手法は、同義語などの制約が不要であり、評価視点
グループへの拡張が容易であることから、本研究において評価視点表現の評価視点グループへの対応付
け手法の基礎として用いた。
一方で、評価視点をランキングする研究に注目すると、Yu et al. (2011); Zhang et al. (2010); 乾他












































例えば、ある一文書内に登場する節と言う単位に注目すると、主な研究として Mann & Thompson




田, 1998)。さらに、推定した関係を別タスクに利用する研究も盛んに行われている (Marcu, 1999; Marcu
et al., 2000; Tu et al., 2013;平尾他, 2013;比留間他, 1999)。例えば、Marcu (1999);平尾他 (2013);比留
間他 (1999)は、節の種類や節同士の関係を手がかりに重要と考えられる文のみを選択することで自動






























































(2) 定型的返信文の自動生成: (1) の考えを更に推し進めると、文対応を大量に収集したデータを用
いることで、将来的には定型的な返信文の自動生成が可能になると期待できる。大規模な文対応

































































になるように、レビュー文を 12種類、応答文を 20種類に再分類した。この分類を表 4.1及び表 4.2に
示す*1*2。また、大沢他 (2010b)の分類からの主な変更点とその理由を以下に示す。





表 4.1: レビュー文書を構成する文の種類（大沢他 (2010b)による分類を参考に再構成）
分類 レビュー文の例
＜宿泊説明＞
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次に、レビュー文書・応答文書ごとに、ある文種類 t1 が与えられた下での文種類 t2 の遷移確率
P (t2 | t1)について調査した。このうち、10事例以上観察され、特に遷移確率が高い上位 10例を表 4.5,


















の遷移確率を表 4.11に示す。表 4.10, 4.11より、いずれの場合とも「なし」から「なし」及び「あり」
から「あり」への遷移が比較的多いことから、同じレビュー文（応答文）に対しては位置的に連続する
*3 楽天データ公開: http://rit.rakuten.co.jp/rdr/。データは 2010年時点の公開データを用いた。









































表 4.5: レビュー文種類の遷移確率例（遷移確率の高い上位 10例）
レビュー文種類 遷移確率
文種類 t1 → 文種類 t2 P (t2 | t1)
宿泊説明 → ポジティブ感想 70.57%
ネガティブ感想 → ネガティブ感想 61.53%
ポジティブ感想 → ポジティブ感想 60.49%
再泊・推薦意向 → プラン名 40.00%
個別事情の説明 → ポジティブ感想 37.84%
ポジ/ネガ感想 → ポジティブ感想 35.00%
ニュートラル感想 → ポジティブ感想 31.25%
情報追加 → ポジティブ感想 30.51%
感謝・応援 → プラン名 28.81%
ポジ/ネガ感想 → ネガティブ感想 28.33%
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表 4.6: 応答文種類の遷移確率例（遷移確率の高い上位 10例）
応答文種類 遷移確率
文種類 t1 → 文種類 t2 P (t2 | t1)
署名・フッター → 署名・フッター 98.32%
結びでの感謝 → 署名・フッター 91.18%
心掛け・決意 → 再泊願い 66.42%
抽象的検討明示 → 再泊願い 44.58%
再泊願い → 署名・フッター 44.35%
具体的検討明示 → 再泊願い 44.00%
情報追加 → 情報追加 43.62%
対話 → 対話 39.47%
提案・指摘感謝 → 再泊願い 38.96%





宿泊説明 386 0.33 25.65%
感謝・応援 121 0.09 9.09%
プラン名 196 0.01 0.51%
再泊・推薦意向 382 0.20 14.40%
不再泊・不薦意向 16 0.13 12.50%
ポジティブ感想 2263 0.88 62.48%
ポジ/ネガ感想 86 1.78 76.74%
ニュートラル感想 72 0.26 20.83%
ネガティブ感想 816 1.97 83.70%
要求・要望 260 1.56 79.62%
情報追加 71 0.34 22.54%
個別事情の説明 129 0.57 37.21%
その他 15 0.07 6.67%





宿泊御礼 1050 0.10 9.24%
投稿御礼 324 0.04 1.54%
結びでの感謝 88 0.00 0.00%
心掛け・決意 407 0.30 17.69%
再泊願い 1187 0.03 2.27%
署名・フッター 625 0.00 0.00%
定型的挨拶 32 0.09 6.25%
ほめへの感謝 623 2.26 97.59%
お詫び 365 2.27 96.99%
恥じ入り 10 2.00 100.00%
提案・指摘感謝 80 1.70 90.00%
事実述べ 128 1.83 99.22%
具体的対応明示 131 1.83 100.00%
抽象的対応明示 86 2.86 98.84%
具体的検討明示 26 1.65 100.00%
抽象的検討明示 86 1.97 97.67%
対処明示 102 1.47 99.02%
了承願い 20 1.55 100.00%
対話 152 0.61 51.32%
情報追加 613 0.99 80.10%
その他 25 0.60 36.00%
応答文全体 6160 0.73 38.94%
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表 4.9: 文対応が存在する文種類の組み合わせ（対応率上位 15例）
両文種類 対応率 数
要求・要望 - 提案・指摘感謝 86.76% 59
ポジ/ネガ感想 - 対処明示 84.62% 11
要求・要望 - 抽象的検討明示 84.34% 33
ネガティブ感想 - 了承願い 83.33% 25
要求・要望 - 抽象的対応明示 75.00% 33
要求・要望 - 具体的検討明示 73.68% 70
ポジ/ネガ感想 - 具体的対応明示 73.68% 12
ネガティブ感想 - お詫び 70.66% 667
ネガティブ感想 - 恥じ入り 69.23% 18
ネガティブ感想 - 抽象的対応明示 68.28% 198
ポジ/ネガ感想 - お詫び 67.14% 47
ポジ/ネガ感想 - 抽象的対応明示 66.67% 14
ポジティブ感想 - ほめへの感謝 66.55% 1,317
要求・要望 - 事実述べ 64.52% 40
ポジ/ネガ感想 - ほめへの感謝 63.64% 21
表 4.10: 文対応の遷移確率（レビュー文基準）
文対応の有無 遷移確率
a → b P (b |a)
なし → なし 91.92%
なし → あり 8.08%
あり → なし 49.10%
あり → あり 50.90%
表 4.11: 文対応の遷移確率（応答文基準）
文対応の有無 遷移確率
a → b P (b |a)
なし → なし 88.12%
なし → あり 11.88%
あり → なし 60.43%























































本節では CRFに必要な諸概念の導入と CRF一般の説明を行い、続いて CRFのバリエーションである
Linear-chain CRF、2D CRFについて説明する。
4.3.1 Conditional Random Fields
Conditional Random Fields（CRF;条件付確率場）は、Lafferty et al. (2001)が提案した教師あり確率
的識別モデルの一つである。CRFをはじめとする確率的識別モデルでは、次の式 (4.1)で表すように入













48 第 4章 対をなす二文書間における文対応関係の推定
例えば、2 つの文が与えられた時にそれらの文が対応しているかを推定する単純な識別器を考える。















H (P) = −
∑
x ∈X,y∈Y
P(x ,y) log P(x ,y) (4.2)
である。ここで、対数線形モデルでは同時確率 P(x ,y)を次の式 (4.3)のように分解する。なお、P ′(x)は
適当な確率分布である（後にモデルのパラメータとして吸収されるので特に限定する必要はない）。





















P ′(x)P(y|x) log P(y|x) (4.4)
とできる。この式 (4.4)の −∑x ∈X,y∈Y P ′(x)P(y|x) log P(y|x)を H ′(P)とする。
次に、最大化に先立ち、モデルの性質に沿った二つの制約を導入する。一つ目の制約は学習データに
最適化するための制約であり、真の分布 P と学習データ上の分布 P˜ における各素性関数の期待値が同
一であると言う制約である。この制約は、各素性関数を fi、全素性関数の集合を F と置くと、次の式
(4.5)で表現できる。∑
x ∈X,y∈Y
P(y|x)fi (x ,y) =
∑
x ∈X,y∈Y
P˜(y|x)fi (x ,y) ∀fi ∈ F (4.5)
二つ目の制約は、P は確率関数であるから総和を取ると 1になると言う制約である。すなわち∑
x ∈X,y∈Y
P(x ,y) = 1 (4.6)
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である。
以上をまとめると、対数線形モデルはエントロピーの最大化 (4.4)を制約 (4.5), (4.6)の元で実現する
モデルであると言える。これによって最適パラメータの決定が頑健性を保ったまま実現する。
この最大化問題はラグランジュの未定乗数法によって解析的に解くことが可能である。ラグランジュ
乗数を λ と置くと、この場合のラグランジュ関数 L は次の式 (4.7)で表せる。














P(x ,y) − 1+/- (4.7)
H ′(P)が最大となる点では、
∂




′(x) log P(y|x) +
∑
fi ∈F
λi fi (x ,y) + λ0P ′(x) (4.9)
である。0と置いて整理すると
− P ′(x) log P(y|x) +
∑
fi ∈F
λi fi (x ,y) + λ0P ′(x) = 0




λi fi (x ,y) + λ0






λi fi (x ,y) + λ0











= exp λ0, θi =
λi
P ′(x) ) (4.10)





fi ∈F θi fi (x ,y ′)）、θi は素性 fi の重みを表すパラメータである。対数線形
モデルではこの式 (4.10)を用いて、入力 x に対する出力 y の確率を計算する。
モデルの式の導入が完了したので、続いて対数線形モデルにおいて学習時にパラメータを推定する方
法を説明する。対数線形モデルでは式 (4.10)に登場する素性の重み θi がパラメータである。このパラ
メータの決定は一般に事後確率最大化（MAP; Maximum A Posterior）によって行うが、まずは最尤推
定のよる方法から説明し、続いて事後確率最大化による方法を説明する。






P(y(j)|x (j);θ ) (4.11)
P(y(j)|x (j);θ )を対数化した対数尤度関数 Lθ を求め、式 (4.10)の P(y|x)を代入すると






























θi fi (x (j),y ′)+/-
 (4.12)






 fk (x (j),y(j)) −
∑
y′∈Y fk (x (j),y ′) exp
(∑





fi ∈F θi fi (x (j),y ′)





fi θi fi (x (j),y ′)
)
が P(y ′|x (j)) の正規化項






 fk (x (j),y(j)) −
∑
y′∈Y










 fk (x (j),y(j)) −
∑
y′∈Y










P(y ′|x (j))fk (x (j),y ′) (4.14)
と変形できる。式 (4.14)の第 1項目は素性 fk の学習データにおける総和（素性関数が二値関数であれ
ば、当該素性に該当する素性の数と一致する）、第 2項目はモデル P における素性 fk の期待値と解釈で
きる。最終的に、各 θk について式 (4.14)を 0と置き、θ について解けば最適であるパラメータ θˆ を求












P(y(j)|x (j);θ )P(θ ) (4.15)
となる。事前分布に正規分布を仮定すると、対数尤度関数 L ′θ は次の式 (4.16)のようになる。
L ′θ = C ·
∑
j







дa дb дc дd




2 が、大きすぎる θk に対するペナルティを与えることにより正則化
が実現する。なお、C は事前分布 P(θ ) を決定する数値であり、正則化に伴うハイパパラメータと言え
る。これも式 (4.14)と同様に θk で微分すると
∂
∂θk









P(y ′|x (j))fk (x (j),y ′)
 − θk (4.17)
である。
式 (4.14)及び (4.17)における最適パラメータ θˆ は、L-BFGS法 (Byrd et al., 1994)などの準ニュート
ン法を用いて計算することができる。
4.3.2 因子グラフ
問題によっては観測変数 x と隠れ変数 y は複数の変数からなる。この場合、これらの全変数間の依存
関係を考慮した P(y|x)を直接学習しようとするとスパースネスの問題が発生する。そこで、変数間に適
度な独立性を仮定することで、スパースネスの問題を回避する。変数間の独立性を表現するために、以
下では因子グラフ（factor graph）(Kschischang et al., 2001)を用いる。そのため、本節で因子グラフに
ついて説明する。
因子グラフは、Kschischang et al. (2001) が提案した、次の式 (4.18) に示す дx のように複数変数
x1, . . . ,xn に依存する関数をどのように因数分解するかを示すための二部グラフである。ここで、дj は
因数分解後の局所関数、X j は関数 дj の引数となる {x1, . . . ,xn}の部分集合を示す。
G(x1, . . . ,xn) =
∏
j
дj (X j ) (4.18)
具体的な因子グラフの定義は以下の通りである。
定義 4 (因子グラフ (Kschischang et al., 2001)).因子グラフとは、式 (4.18) における因子分解の構造を
表現した二部グラフである。二部グラフは、変数ノード x j、因子ノード дj から構成される。変数ノード
xi と因子ノード дj 間の枝は、xi が дj の引数であるとき、かつそのときに限り存在する。
実際の因子グラフの例を図 4.4に示す。因子グラフでは、変数を円形ノード、因数分解で分解した各
因子を正方形ノードで表す。具体的に、図 4.4は、次の式 (4.19)に示す G(x1,x2,x3)の因数分解と対応
している。
G(x1,x2,x3) = дa(x1,x2)дb (x1,x2)дc (x2,x3)дd (x3) (4.19)
また、因子グラフを用い、観測変数と隠れ変数の双方を含む確率関数の因数分解を表現することもで
きる。この場合、一般的には観測変数を有色の円形ノード（本論文では灰色のノード）、隠れ変数を無色
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q1 q2 q3 q4
図 4.5: Linear-chain CRFの因子グラフ表現





pi (x ,yi ) ·
|y |−1∏
j=1
qi (x ,yj ,yj+1) (4.20)
以降、因子グラフを数式で表現するために、因子グラフ G を、変数ノードの集合 V・因子ノー
ドの集合 F・エッジの集合 E の 3 つを用いて G = (V,F , E) のように表現する。なお、集合の
表記を簡便にするため次のような記法を導入する。例えば、{yi}5i=1 のように書いた場合、これは
{yi | 1 ≤ i ≤ 5 ∧ i ∈ N} = {y1, . . . ,y5}を意味する。この記法を用いれば、図 4.5及び式 (4.20)の因子グ
ラフを G = (V,F , E)とするとV,F , E は次のように表現できる。
V = {x} ∪ {yi}5i=1 (4.21)
F = {pi}5i=1 ∪ {qj}4j=1 (4.22)
E = {(pi ,x)}5i=1 ∪ {(pi ,yi )}5i=1 ∪ {(qj ,x)}4j=1 ∪ {(qj ,yj )}4j=1 ∪ {(qj ,yj+1)}4j=1 (4.23)









究では必要に応じて Linear-chain CRFを L-CRFと略す。図 4.5を見ると、Linear-chain CRFでは、因
子関数は「隠れ変数と観測変数」を結ぶ因子 pi と、「ある位置の隠れ変数と次の位置の隠れ変数」を結
ぶ因子 qj の 2種類に分けられることが分かる。これはそれぞれ「隠れ変数と観測変数の値を考慮」「隠
れ変数間の遷移を考慮」すると言う方略に基づいた因数分解と言える。
*5 なお、ここで解説する Linear-chain CRFは遷移の考慮を 1つ前のみに限定しているが、これは First order Linear-chain CRF
と言う Linear-chain CRFの特別な場合である。本研究では Linear-chain CRFと言った場合は First order Linear-chain CRF






図 4.6: 2D CRFの因子グラフ表現
4.3.4 2D Conditional Random Fields（2D CRF）
次に、CRFの異なるバリエーションである 2D Conditional Random Fields（2D CRF）について説明
する。2D CRFは、Zhu et al. (2005)が提案した二次元系列の隠れ変数を CRFによって一度に推定する
識別モデルである*6 。Linear-chain CRFと同様、各因子関数に対数線形モデルの P(y|x)を用いる。










種類推定手法を示し、続いて Linear-chain CRF, 2D CRF による文対応推定手法を順次示す。最後に、
Linear-chain CRFによる文種類推定モデル・2D CRFによる文対応推定モデルを統合したモデルについ
て説明する。
*6 なお、本研究では隠れ変数が二次元系列である場合のモデルを 2D CRFと呼んでいるが、観測変数が二次元系列のモデル
を 2D CRFと呼ぶ文献も存在する (Quattoni et al., 2004)。例えば Quattoni et al. (2004)は、観測変数が二次元系列の CRF
を画像認識に用いている（この場合、観測変数は画像であるため二次元、隠れ変数は推定された物体名であるため一つ）。
本研究では、隠れ変数が二次元系列である場合のモデルのみを扱う。










xorg 往信文の列 xo1,xo2, . . . ,xoN
x rep 返信文の列 x r1,x r2, . . . ,x rM
torg 各往信文の種類の列 to1, to2, . . . , toN
t rep 各返信文の種類の列 t r1, t r2, . . . , t rM
yi, j 往信文 xoi と返信文 x r j の間における文対応存在の有無（二値）
y 全ての文対応 yi, j からなる集合 {yi, j | 1 ≤ i ≤ N , 1 ≤ j ≤ M}




以下、まず最初に、文対応の推定に先立って文種類 tˆorg, tˆ rep を推定し（4.4.2節）、推定した文種類を
素性に投入することで、文種類を考慮した文対応推定を行う方法を示す（4.4.3, 4.4.4 節）。この場合、
文種類の推定は文 xorg(又はx rep)を観測変数、文種類 torg(又はt rep)を隠れ変数とした推定問題と考える




ある観測された系列 x = {x1, . . . ,xn}に対し、隠れ変数列 y = {y1, . . . ,yn}を推定する問題である (浅原
, 2007)。文種類推定問題の場合、文列 x が観測変数、文種類列 t が隠れ変数に相当する。
自然言語処理分野の系列ラベリング問題に対しては、Linear-chain CRFが広く適用されている。具体
的な適用例としては、品詞タグ付け (Lafferty et al., 2001)、テキストチャンキング (Sha & Pereira, 2003)、




て文対応確率を推定する。次に、文対応確率 P (yi, j = 1|x )の高い順に、一対多（多対一）とならない対応のみを確定させ







ことで文種類推定を実現する。Linear-chain CRFによる文種類推定は、式 (4.20)の qi (x ,yj , jj+1)及び図
4.5の各 qi が示すように、隣接するレビュー文種類 toi , toi+1（応答文種類 t ri , t ri+1）を依存関係におく
ため、先に見たような遷移傾向の考慮が実現できる。
4.4.3 Linear-chain CRFによる文対応推定
各文間の文対応を推定する問題も、文 x を観測変数、文対応関係 y を隠れ変数としたラベリング問題
と考えることができる。文対応推定では、予め文種類推定器により推定したレビュー文種類 tˆorg、応答
文種類 tˆ rep を素性として投入することで、文種類を考慮した推定を実現する。
文対応についても、文種類と同様 4.2.3節の表 4.10, 4.11で見たように遷移傾向が存在する。そこで、
往信文 xoi 又は返信文 x r j のいずれかを固定し、Linear-chain CRFを適用することで文対応推定を行う。
以下、まず返信文を x rk に固定し、各応信文 xo1,xo2, . . . xoN との文対応 y,k (1 ≤  ≤ N ) の推定を
Linear-chain CRFにより行う方法を示す。次に、応信文を xok に固定し、各返信文 x r1,x r2, . . . x rN との
文対応 yk, (1 ≤  ≤ M)の推定を Linear-chain CRFにより行う方法を示す。
まず、返信文を固定し、各応信文との対応を推定する手順を図 4.7aに示す。この手法では、最初に返
信文を x r1 に固定し、y,1 (1 ≤  ≤ N )の推定に Linear-chain CRFを適用する。この Linear-chain CRF
の場合、yi,1,yi−1,1 を依存関係におくため、表 4.10に示すレビュー文基準での文対応遷移傾向を考慮で
きる。この推定を、固定する返信文を x r1, . . . ,x rN へと順次移すことで、全体の文対応推定が完了する。
次に、応信文を固定し、各返信文との対応を推定する手順を図 4.7bに示す。この場合は、固定する応
信文を xok (1 ≤ k ≤ N ) へと順次移し、yk, (1 ≤  ≤ M) の推定に Linear-chain CRF を適用すること
で、全体の文対応推定を行う。この Linear-chain CRFでは、yk, j ,yk, j−1 を依存関係におくため、表 4.11
に示す応答文基準での文対応遷移傾向を考慮できる。





を推定する L-CRForg 及び L-CRFrep は、それぞれ往信文間・返信文間の片方のみの遷移性を考慮する手
法である。これに対し、2D CRFによる文対応推定は、往信文間・返信文間の双方の遷移性を考慮する
ことができる。
2D CRF による推定は、文対応 y は 2次元構造を持つため、文 x を観測変数、文対応 y を隠れ変数
として 2D CRFを適用することで実現できる。この場合の連接性の考慮について、2D CRFの因子グラ
フ（図 4.6）を用いて説明する。Linear-chain CRFを繰り返し適用する手法 L-CRForg 及び L-CRFrep は、
図 4.6に示す因子のうち各 y を縦方向 yi−1, j ,yi, j 又は横方向 yi, j ,yi, j−1 を結ぶ因子のみを残した場合に
相当し、各列 y,i または各行 yi, ごとに推定を行う。これに対し、2D CRFでは各 y が縦・横の両方向








































































































































































































































図 4.8: 統合前のモデル（往信文・返信文が共に 2文の場合。x から各因子への接続は省略している）。左
から順に、往信文種類モデル、文対応モデル（2D CRF）、返信文種類モデル
で結ばれているため、往信文間及び返信文間における双方の対応の連接性（表 4.10, 4.11で示した傾向）
を考慮するモデルとなる。すなわち、L-CRForg 及び L-CRFrep の双方の性質を併せ持つモデルと言える。
以下、2D CRFによる文対応推定手法を 2D CRFと呼ぶ。
4.4.5 文種類・文対応推定モデルの統合







本研究では統合の基本となるモデルとして、文種類推定に Linear-chain CRF を用いた往信文種類モ






デルを実現する。依存関係を全て考慮するモデルは、観測変数 xorg,x rep、文種類 torg, t rep 及び文対応 y
を全て依存関係におくモデルであるが、このようなモデルはスパースネス問題の影響を強く受けてしま
















図 4.9: 統合後のモデル（combine; 往信文・返信文が共に 2文の場合。x から各因子への接続は省略し
ている）。点線は統合前から存在した因子を結ぶリンク、実線は新たに加えた因子を結ぶリンク
往信文種類モデル
Linear-chain CRF により往信文種類を推定する。観測変数は往信文 xorg、隠れ変数は往信文種
類 torg である。観測変数と隠れ変数を結ぶ因子を f oi、隠れ変数同士を結ぶ因子を д
o
j とする
(1 ≤ i ≤ N , 1 ≤ j ≤ N − 1)。モデルの因子グラフを Gotype = {Votype,Fotype, Eotype} とすると、
Votype,Fotype, Eotype はそれぞれ以下の通りである。因子グラフを図 4.8（左）に示す。
Votype = {xorg} ∪ {toi}Ni=1 (4.24)
Fotype = {f oi}Ni=1 ∪ {дo j}N−1j=1 (4.25)
Eotype = {(f oi ,xorg)}Ni=1 ∪ {(f oi , toi )}Ni=1
∪ {(дo j ,xorg)}N−1j=1 ∪ {(дo j , to j )}N−1j=1 ∪ {(дo j , to j+1)}N−1j=1 (4.26)
返信文種類モデル
Linear-chain CRF により返信文種類を推定する。観測変数は往信文 x rep、隠れ変数は往信文種
類 t rep である。観測変数と隠れ変数を結ぶ因子を f r i、隠れ変数同士を結ぶ因子を д
r
j とする
(1 ≤ i ≤ M, 1 ≤ j ≤ M − 1)。モデルの因子グラフを Grtype = {Vrtype,Frtype, Ertype} とすると、
Vrtype,Frtype, Ertype はそれぞれ以下の通りである。因子グラフを図 4.8（右）に示す。
Vrtype = {x rep} ∪ {tr i}Mi=1 (4.27)
Frtype = {f r i}Mi=1 ∪ {дr j}M−1j=1 (4.28)
Ertype = {(f r i ,x rep)}Mi=1 ∪ {(f r i , tr i )}Mi=1
∪ {(дr j ,x rep)}M−1j=1 ∪ {(дr j , tr j )}M−1j=1 ∪ {(дr j , tr j+1)}M−1j=1 (4.29)
文対応モデル（2D CRF）
2D CRFにより文対応を推定する。観測変数は往信文 xorg 及び返信文 x rep（これらをまとめて x
とする）、隠れ変数は文対応 y である。観測変数と隠れ変数を結ぶ因子を fi, j、隠れ変数同士を結
ぶ因子のうち、往信文を固定して隣接する返信文への対応間を考慮する（yi, j を横に結ぶ）因子を
дk,l、返信文を固定して隣接する往信文からの対応間を考慮する（yi, j を縦に結ぶ）因子を hk,l と
する (1 ≤ i ≤ N , 1 ≤ j ≤ M, 1 ≤ k ≤ N − 1, 1 ≤ l ≤ M − 1)。因子グラフを図 4.8（中央）に示す。
モデルの因子グラフを Grelation = {Vrelation,Frelation, Erelation} とすると、
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Vrelation,Frelation, Erelation はそれぞれ以下の通りである。
Vrelation = {x} ∪ {yi, j}i=N , j=Mi=1, j=1 (4.30)
Frelation = {fi, j}i=N , j=Mi=1, j=1 ∪ {дk,l}k=N−1,l=M−1k=1,l=1 ∪ {hk,l}k=N−1,l=M−1k=1,l=1 (4.31)
Erelation = {(fi, j ,x)}i=N , j=Mi=1, j=1 ∪ {(fi, j ,yi, j )}i=N , j=Mi=1, j=1
∪ {(дk,l ,x)}k=N−1,l=M−1k=1,l=1 ∪ {(hk,l ,x)}k=N−1,l=M−1k=1,l=1
∪ {(дk,l ,yk,l )}k=N−1,l=M−1k=1,l=1 ∪ {(дk,l ,yk,l+1)}k=N−1,l=M−1k=1,l=1
∪ {(hk,l ,yk,l )}k=N−1,l=M−1k=1,l=1 ∪ {(hk,l ,yk+1,l )}k=N−1,l=M−1k=1,l=1 (4.32)
次に、以上の 3モデルを統合した提案モデル combineについて説明する。combineモデルでは、関係
する文種類・文対応を依存関係におく因子関数として Fi, j (1 ≤ i ≤ N , 1 ≤ j ≤ M)を新たに加える。因
子関数 Fi, j は、i 番目の往信文 xoi と j 番目の返信文 x r j と関係する、往信文種類 toi、返信文種類 t ri、
文対応 yi, j を依存関係におく因子関数である。この因子関数は、i 番目の往信文と j 番目の返信文に注目





観測変数は往信文 xorg及び返信文 x rep（これらをまとめて x とする）、隠れ変数は往信文種類 torg・
返信文種類 t rep・文対応 y である。新たに導入する因子を Fi, j とする (1 ≤ i ≤ N , 1 ≤ j ≤ M)。そ
の他の因子は統合前の各モデルと同様である。
モデルの因子グラフを Gcombine = {Vcombine,Fcombine, Ecombine} とすると、
Vcombine,Fcombine, Ecombine はそれぞれ以下の通りである（新たに加わった因子に関わる部分を下
線によって強調している）。因子グラフを図 4.9に示す。
Vcombine = {x} ∪ {toi}Ni=1 ∪ {tr i}Mj=1 ∪ {yi, j}i=N , j=Mi=1, j=1 (4.33)
Fcombine = Fotype ∪ Frtype ∪ Frelation ∪ {Fi, j}i=N , j=Mi=1, j=1 (4.34)
Ecombine = Eotype ∪ Ertype ∪ Erelation
∪ {(Fi, j ,x)}i=N , j=Mi=1, j=1
∪ {(Fi, j , toi )}i=N , j=Mi=1, j=1 ∪ {(Fi, j , t r j )}i=N , j=Mi=1, j=1 ∪ {(Fi, j ,yi, j )}i=N , j=Mi=1, j=1 (4.35)
なお、Linear-chain CRFなどでは各隠れ変数の周辺確率 P(y|x)を Forward-Backwardアルゴリズムに
より効率的に求めることができるが、統合モデル combineのように閉路を含む因子グラフ上の CRFに
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実験で比較する手法は次の 5つである。まず、4.4.3, 4.4.4節で説明した L-CRForg, L-CRFrep, 2D CRF
の 3種類を用いる。また、4.4.5節で説明した統合モデル combineを用いる。加えて、系列ラベリング
問題ではなく二値分類問題と考えるモデルとしてロジスティック回帰（logistic）でも性能を調査する。
CRFの各モデルのパラメータ学習・利用にはMALLET 2.0.7 (McCallum, 2002)中の GRMM (Sutton,
2006)を用いた。GRMMに用いたパラメータはデフォルト（TRPの最大 iteration回数 1,000回、TRP
の収束判定用の値 0.01）とし、周辺確率の計算には TRP (Wainwright et al., 2001) を利用した。なお、
GRMMは CRF学習パラメータの正則化に L2正則化 (Chen & Rosenfeld, 1999)を利用している。また、













り汎用的な学習を行う。また、文対応推定にコサイン類似度を用いた理由は、4.2.3 節の図 4.2, 4.3 で
見たように、文対応が存在する文対の方が存在しない文対よりもコサイン類似度が高いと言う傾向があ



















類を利用しない場合 L-CRForg, L-CRFrep, 2D CRFいずれにおいても適合率が 3ポイント程度、再現率が 1ポイント程度低
下した。このため、文対応推定において文種類情報は有用であると言える。
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表 4.12: 文対応推定性能（分割交差検定での F値最大点におけるマイクロ平均値）
手法 適合率 再現率 F値 閾値 α
logistic 41.99% 64.00% 50.70% -0.57
L-CRForg 42.65% 60.65% 50.08% -1.37
L-CRFrep 42.94% 57.58% 49.20% -1.10
2D CRF 44.11% 60.45% 51.00% -0.87
combine 46.60% 60.99% 52.83% -0.97
取り、閾値を与えて閾値以上か否かで文対応の有無の出力を変更する。すなわち、文対応 yi, j の最終的
な出力 yˆi, j は閾値 α を用いて次の式 (4.36)のようにする。
yˆi j =
 1 if log
P (yi, j=1|x )





データにおいて F 値が最大となる点を用い、5 分割交差検定でのマイクロ平均値を計算した数値であ
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表 4.13: 提案モデル combineにおけるレビュー文
種類ごとの文対応推定性能（F値最大点）
レビュー文種類 適合率 再現率 F値
宿泊説明 26.02% 62.50% 36.74%
感謝・応援 5.95% 36.36% 10.22%
プラン名 6.45% 100.00% 12.12%
再泊・推薦意向 14.52% 36.00% 20.69%
不再泊・不薦意向 6.20% 100.00% 11.68%
ポジティブ感想 48.01% 68.69% 56.52%
ポジ/ネガ感想 59.93% 60.13% 60.03%
ネガティブ感想 58.35% 56.13% 57.22%
ニュートラル感想 12.28% 46.05% 19.39%
要求・要望 50.68% 52.71% 51.68%
情報追加 12.50% 42.71% 19.34%
個別事情の説明 22.28% 40.88% 28.84%
レビュー文全体 46.60% 60.99% 52.83%
表 4.14: 提案モデル combineにおける応答文種類
ごとの文対応推定性能（F値最大点）
応答文種類 適合率 再現率 F値
宿泊御礼 30.12% 64.66% 41.10%
投稿御礼 1.69% 13.46% 3.00%
結びでの感謝 - - -
心掛け・決意 14.61% 30.53% 19.76%
再泊願い 5.60% 19.29% 8.68%
署名・フッター - - -
定型的挨拶 0.00% 0.00% -
ほめへの感謝 59.93% 77.19% 67.47%
お詫び 50.08% 60.37% 54.74%
恥じ入り 42.68% 43.75% 43.21%
提案・指摘感謝 46.73% 35.48% 40.33%
事実述べ 52.37% 63.68% 57.47%
具体的対応明示 47.38% 63.96% 54.43%
抽象的対応明示 52.42% 46.14% 49.08%
具体的検討明示 60.36% 59.30% 59.82%
抽象的検討明示 53.80% 53.40% 53.60%
対処明示 45.97% 51.33% 48.50%
了承願い 61.43% 69.35% 65.15%
対話 26.14% 33.87% 29.51%
情報追加 38.32% 52.02% 44.13%
応答文全体 46.60% 60.99% 52.83%




















更に、統合前モデル 2D CRFと統合後モデル combineの間における出力の変化に注目する。表 4.15,














図 4.10: 2D CRFと combine間において出力が TN→ FP又は FP→ TNと変化した文対応に対応する文
種類のエントロピー
4.15は正解データが文対応ありのもの、表 4.16は文対応なしのものである。表 4.15の TP, FPはそれぞ
れ True-Positive, False-Negativeを、表 4.16の TN, FPは True-Negative, False-Positiveを表す。いずれの
表とも、対角の値は 2D CRFと combine間で推定結果が一致した数を表し、非対角成分は一致しなかっ
た数を表す。2D CRFと combineの性能差は推定結果が一致していないものから生じるため、非対角成
分（下線数値）に注目すると、表 4.15 では大きな違いがなく、表 4.16 では 2D CRF が False-Positive
であったものを combineで True-Negative と判断した数が、combineが True-Negative であったものを





示す。図 4.10は、2D CRFで True-Negativeであり combineで False-Positiveであった二文（TN-FP）よ





続いて、式 (4.36) の閾値 α を変化させて適合率・再現率を調整した際の Precision-Recall 曲線を図
4.11に示す。図 4.11より中程度の再現率（Recall: 0.25 ∼ 0.75）でも combineは概ね他手法よりも高い
適合率であり、多くの場合において高い性能であったと言える。一方で、低再現率（Recall: 0.0 ∼ 0.25）






























































*12 なお、例えば再現率 10%において推定された文対応のコサイン類似度について、logisticの分散は 0.052、combineの分散







































































































































































































































































ものが多い (Radev, 2000;難波他, 2005;宮部他, 2006, 2005)。Radev (2000)は新聞記事間に観察できる
文間関係を「同等（Equivalence）」「反対（Contradiction）」などの 24種類に分類する Cross-Document











るレビュー文書を対象とした研究 (Druck & Pang, 2012)がある。竹中・若尾 (2012)は地方自治体間で
異なる条例を条文単位で比較する条文対応表を作成するために、条文間の対応を自動で推定する手法を
提案している。また Druck & Pang (2012)は、レシピに対応するレビュー文書に含まれる作り方や材料
に対する改善提案文の抽出を目的とし、その最終過程で提案文をレシピの手順と対応付ける手法を提
案している。ただし、推定するべき対応が類似していることを前提としている（すなわち、竹中・若尾
(2012)の場合は同一の事柄に関する条例を対応付ける手法であり、Druck & Pang (2012)の場合はレシ
ピ手順とレビュー文を対応付ける手法である）ため、これらの手法も対応する文の間に同じ単語や表現
が出現していることを前提としている。
対話を対象とした研究には、Boyer et al. (2009)による対話における発話対応関係の分析がある。彼女







68 第 4章 対をなす二文書間における文対応関係の推定
また、質問応答ウェブサイトの対話を対象とした研究として、Qu & Liu (2012)の質問応答ウェブサ
イトにおける文依存関係（sentence dependency; 質問に対する回答、回答に対する解決報告など）を推
定する研究がある。彼らは CRFによる分類器を利用し、隠れマルコフモデルよりも高い性能で文依存













文書以上が関係する場合もある。ここで、往信文書を文書 A、文書 A に対する返信文書を文書 B、文
書 Bに対する再返信文書を文書 Cとした場合、文書 Bでは文書 Aに対する返信文に加え、文書 Cへ
の往信文が登場すると言う性質を持つ。例えば、文書 Bにおける回答は文書 Aと対応し、文書 Bにお
ける質問は文書 Cと対応する。また、文書 Bにおける回答文に対して文書 Cでフィードバックが行わ
れている場合など、文書 Bのある一文が文書 A, C双方と関係を持つ場合もある。この場合、素朴な方





































































































































？ ！ 。 ． ♪ ☆ ★ ＊ ※ (笑) (泣) (涙)
例外（小数点）
． の前後が数値であった場合は分割を行わない。
例: 和室3.5畳 / 1.5リットル以上のペットボトル
例外（No.N）
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． の前に文字列 No があり、後ろが数値であった場合は分割を行わない。
例: おすすめ度No.1 / ROOM No.411
例外（句点-助詞）
MeCab (Kudo et al., 2004)による形態素解析の結果、基本分割文字列の後ろが助詞だった場合は
分割を行わない。
例: 合宿免許？ の若者さん達でしょうか /スタッフ？ と話し込み
括弧の扱い（1）
括弧内に次の文字列があった場合は、括弧及び括弧内の文字列を一文とする。





















☆ 又は ★ の前が数値か、数値 +つであった場合は分割を行わない。
例: 総合評価としては５★ / 5つ☆ホテル
例外（レーティング表記 2）
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