Разработка алгоритмов и программных средств классификации кодирующих и некодирующих нуклеотидных последовательностей by V. Zakirava R. et al.
Информатика. 2019. Т. 16, № 2. С. 109–118                                     109 
 
 
ISSN 1816-0301 (Print) 
ISSN 2617-6963 (Online) 
БИОИНФОРМАТИКА 
BIOINFORMATICS 
 
УДК 57.087.1                                                                                                                        Поступила в редакцию 30.08.2018 
Received 30.08.2018 
 
Принята к публикации 14.02.2019 
Accepted 14.02.2019 
 
Разработка алгоритмов и программных средств 
классификации кодирующих и некодирующих  
нуклеотидных последовательностей 
 
В. Р. Закирова1, Д. А. Сырокваш1, С. В. Гилевский1, П. В. Назаров2, Н. Н. Яцков1 
 
1Белорусский государственный университет, Минск, Беларусь 
E-mail: veranika.zakirava@gmail.com 
2Люксембургский институт здоровья, Штрассен, Люксембург 
 
Аннотация. Проведено исследование кодирующих и некодирующих нуклеотидных последовательнос-
тей референсного генома человека. Разработаны семь моделей векторизации нуклеотидных последова-
тельностей на основе частот моно-, би- и триграммов нуклеотидов, параметров модели частот и позиций 
сочетаний нуклеотидов (category-position-frequency model), длин последовательностей, корреляционных 
факторов нуклеотидов, статистических признаков кодирующих и некодирующих участков молекул ДНК. 
Определены наиболее информативные признаки моделей векторизации c использованием алгоритмов 
автоматического выбора признаков и классификации на основе методов случайного леса и опорных век-
торов. Установлено различие кодирующих и некодирующих фрагментов нуклеотидных последователь-
ностей. Ошибка классификации последовательностей с использованием метода случайного леса на набо-
ре из 23 наиболее информативных признаков составила 2,93 %. 
Ключевые слова: ДНК, экзон, интрон, классификация, метод случайного леса, метод опорных векторов, 
алгоритмы автоматического отбора информативных признаков, программирование на языке R 
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Abstract. Coding and non-coding nucleotide sequences of the human reference genome have been investigated. 
Seven models of vectorization of nucleotide sequences based on mono-, bi-, trigram nucleotide frequencies,         
parameters of the category-position-frequency model, the lengths of sequences, nucleotide correlation factors, 
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statistical features of coding and non-coding regions of DNA molecules were developed. The most informative 
features of vectorization models were determined using feature selection and classification algorithms based on 
the random forests and support vector machine methods. The difference between coding and non-coding                
fragments of nucleotide sequences was established. An error of the coding and non-coding sequences                       
classification using the random forests method on a set of the 23 most informative features is 2,93 %. 
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Введение. Появление новых технологий секвенирования и инструментов для точечного ма-
нипулирования структурой ДНК позволяет на генетическом уровне подавлять болезни, повы-
шать устойчивость организмов к неблагоприятным условиям среды и продлевать  продолжитель- 
ность их жизни [1]. В данном контексте определение предназначения генов и их кодирующих 
и некодирующих участков, экзонов и интронов является одной из первоочередных задач. 
Важным этапом обработки нуклеотидных последовательностей является формирование век-
тора признаков. Существующие модели формирования вектора признаков нуклеотидных по-
следовательностей [2–7] имеют ряд ограничений: они неуниверсальны, в основном предназна-
чены для решения специализированных задач, разработаны для анализа выборок небольшого 
объема, не включают алгоритмы автоматического выбора признаков [8], что существенно сни-
жает как вычислительную эффективность алгоритмов, так и точность классификации последо-
вательностей вследствие наличия избыточных и неинформативных признаков. Например, ис-
следование способов векторизации нуклеотидных последовательностей для классификации 
экзонов и интронов представлено в работе [3], однако проведено лишь приближенное сравнение 
средних значений характеристик классификации на малом объеме данных (менее 10 000 после-
довательностей) без учета информативности признаков нуклеотидных последовательностей. 
Перспективным направлением повышения эффективности и точности классификации нуклео-
тидных последовательностей является отбор их наиболее информативных признаков. 
Цель исследования заключается в разработке статистического подхода и программного па-
кета для классификации кодирующих и некодирующих нуклеотидных последовательностей 
геномных данных с учетом отбора наиболее информативных признаков нуклеотидных после-
довательностей. В качестве исходных данных используются опубликованные файлы референс-
ного генома человека [9]. 
Экспериментальные данные. Рассмотрены нуклеотидные последовательности генома че-
ловека [9]. Файлы gencode.v1.annotation.gtf и GRCh38.genome.fa содержат информацию о био-
логических последовательностях. 
Файл gencode.v1.annotation.gtf (GeneralTransferFormat) имеет размер 1,13 ГБ и включает: 
− имя последовательности; 
− источник данных или название программы – генератора данных; 
− тип последовательности; 
− позицию начала последовательности в FASTA-файле; 
− позицию конца последовательности в FASTA-файле; 
− направление прочтения последовательности; 
− позицию начала первого кодона; 
− дополнительные признаки [9]. 
Файл GRCh38.genome.fa (формат FASTA) имеет размер 2,98 ГБ и содержит восстановленный 
геном человека. Данные представлены парами строк. В первой строке за символом > следует 
название последовательности. Во второй строке последовательность посимвольно описывается. 
В файле представлены пять закодированных символов: A, T, G, C, соответствующих нуклеоти-
дам аденину, тимину, гуанину, цитозину, а также символ N, обозначающий неопределенные 
нуклеотиды [9]. 
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Исходные данные разделены на 24 файла, характеризующие 22 аутосомы, X- и Y-хромо-
сомы. Объем файлов данных – 6,13 ГБ; общее количество последовательностей – 2 127 864, из 
них 1 162 077 экзонов и 965 787 интронов. Ввиду ограничений вычислительных ресурсов ана-
лиз данных для каждой из хромосом проводился отдельно. 
Рассмотрен набор данных хромосом 1, 4, 7 и 10, включающий более 456 324 последователь-
ностей. Часть данных использовалась в качестве эталонной выборки объемом 1 000  или 100 000 
последовательностей, часть являлась тестируемой выборкой объемом 1 000, 10 000 или более 
последовательностей. 
Разработка алгоритмов и программных средств. Статистический подход для классифи-
кации кодирующих и некодирующих нуклеотидных последовательностей. Разработанный ста-
тистический подход для классификации кодирующих и некодирующих последовательностей 
реализуется в три этапа: предварительная обработка данных, выбор оптимальной модели век-
торизации, отбор значимых признаков и формирование на их основе модели классификации 
(рис. 1). 
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Рис. 1. Общая схема статистического подхода 
 
На этапе предварительной обработки данных осуществляется разбиение исходной последо-
вательности на неперекрывающиеся интронные и экзонные участки, результатом работы явля-
ется .csv-файл со списком обнаруженных последовательностей и указанием их типов. 
В ходе второго этапа производится векторизация нуклеотидных последовательностей ин-
тронов и экзонов с целью последующего применения алгоритмов классификации. Векториза-
ция подразумевает переход от символьных последовательностей к набору векторов или при-
знаков, характеризующих нуклеотидные последовательности. Рассмотрены следующие модели 
формирования вектора признаков: 
модель 1 – частотная модель, включающая в качестве признаков частоты моно- и биграммов 
нуклеотидов (20 признаков); 
модель 2 – частотная модель с использованием частот триграммов нуклеотидов (64 призна-
ка); 
модель 3 – модель на основе частот и позиций сочетаний нуклеотидов CPF (category-
position-frequency) [2] (12 признаков); 
модель 4 – модификация модели CPF с уменьшенным числом компонентов (8 признаков); 
; 
; 
; 
; 
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модель 5 – модель на основе общих статистических признаков, таких как длина последова-
тельности, частоты нуклеотидов и корреляционные факторы нуклеотидов [10] (13 признаков);  
модели 6 и 7 – две модели на основе статистических признаков экзонов и интронов 
(9 и 12 признаков). Модель 7 включает набор признаков модели 6, а также длину последова-
тельности и флаги начала позиций с биграммов CT и GT. 
Полный набор признаков семи моделей векторизации последовательностей – 110.  
Модели 1 и 2 рассматриваются в качестве базовых, наиболее цитируемых в литературе. Мо-
дели 3 и 4 являются перспективными, так как используются для решения аналогичных задач 
в работе [2]. В данных моделях устранен ключевой недостаток моделей 1 и 2, а именно отсут-
ствие в векторе признаков информации о положении и порядке символов в последователь-
ности. 
Модели 5–7 на основе статистических признаков четко ориентированы на решение конкрет-
ных задач, они популярны ввиду высокой точности получаемых классификаторов. 
В качестве общих признаков моделей выбраны [10]: 
– длина последовательности; 
– частоты нуклеотидов A, T, G, C; 
– частоты биграммов AT и GC; 
– корреляционные факторы нуклеотидов. 
В качестве специальных признаков для решения проблемы классификации экзонов и интро-
нов выбраны [11]: 
– логарифм длины последовательности (логарифмическое преобразование позволяет устра-
нить эффект чрезмерного влияния признака с большой вариацией); 
– частоты биграммов TA и CG; 
– частоты триграммов AAA и TTT; 
– флаги начала последовательности с триграммов CTA, CTG, GTA, GTG. 
На втором этапе осуществляется выбор наиболее оптимальных моделей векторизации и клас-
сификатора. В качестве алгоритмов классификации рассмотрены наиболее популярные: метод 
случайного леса [12–14] и метод опорных векторов с радиальной базисной функцией в качестве 
ядра [15, 16]. Осуществляется грубая классификация нуклеотидных последовательностей с ис-
пользованием моделей 1–7. 
На третьем этапе статистического подхода производится отбор наиболее информативных 
признаков моделей 1–7 для точной классификации экзонных и интронных последовательно-
стей. В качестве алгоритмов автоматического выбора наиболее информативных признаков   
экзонов и интронов используются фильтрующие, оберточные и встроенные алгоритмы. 
Оценка качества классификации нуклеотидных последовательностей. Оценкой качества 
классификатора служит уровень допущенных ошибок ER (error rate): 
12 21
11 12 21 22
 100% ,
N N
ER
N N N N

 
  
 
где Nij – число последовательностей типа i (кодирующих/некодирующих), распознанных как 
последовательность типа j (некодирующих/кодирующих). Ошибка классификации оценивалась 
по тестируемой выборке. Данную оценку целесообразно использовать в ходе анализа выборок, 
содержащих сопоставимое количество объектов каждого из классов (экзонов и интронов). 
Программная реализация алгоритмов анализа данных. В качестве платформы для расче-
та признаков нуклеотидных последовательностей выбран язык R [17], который является языком 
высокого уровня с открытым исходным кодом для решения статистических задач. Важнейшие 
достоинства языка R – открытость и простота изучения, к недостаткам можно отнести низкую 
производительность сложных алгоритмов в силу особенностей языка [17]. Для ускорения про-
граммных кодов на отдельных этапах анализа данных используется язык программирова-
ния C++. Ключевым пакетом языка R для обработки больших массивов данных является пакет 
data.table, который включает методы быстрой загрузки, формирования выборок и фильтрации 
данных. Язык R обладает довольно ограниченными возможностями при работе с символьными 
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строками. На языке C++ реализован алгоритм подсчета количества вхождений подстроки 
в строку. Для интеграции программных кодов C++  в язык R использовался пакет Rcpp. С целью 
повышения производительности вычислений модели 2 и 3 реализованы на языке C++, что дает 
почти 100-кратное увеличение скорости вычислений в сравнении с R-реализациями.  
Разработана программа для загрузки и преобразования данных в удобный для дальнейшей 
работы формат. В качестве параметров принимаются пути к файлам .gtf и .fasta, название 
требуемой хромосомы и имя выходного файла. Результатом работы программы является           
csv-файл со списком обнаруженных последовательностей и указанием их типов (экзон или 
интрон). 
Для реализации классификатора на основе метода случайного леса выбран R-пакет 
randomForest, содержащий оригинальный алгоритм автора метода Лео Бреймана (Leo Breiman). 
Особенностью данной реализации является возможность использования алгоритма для реше-
ния задач классификации и регрессии, а также гибкой подстройки внутренних параметров ал-
горитма и оценки значимости входных параметров с помощью индекса Джини (Gini). 
Для реализации классификатора на основе нелинейного метода опорных векторов с ради-
альной базисной функцией в качестве ядра использовался R-пакет e1071. 
Фильтрующие методы. Фильтрующие методы обрабатывают статистические признаки ис-
следуемого набора данных и анализируют каждый признак независимо от остального набора. 
Основными достоинствами методов являются быстродействие и невысокие требования к про-
изводительности вычислительных ресурсов [18]. 
В качестве программной реализации фильтрующего метода отбора признаков рассмотрен 
метод одномерных классификаторов SBF (selection by filtering) R-пакета caret. Метод строит 
одномерные линейные классификаторы для каждого из признаков и вычисляет p-значение кри-
терия Фишера для оценки значимости признака. Результатом работы метода SBF является 
набор признаков, ранжированный в соответствии со средними p-значениями критериев Фише-
ра, полученными в результате V-кратной перекрестной проверки. Метод SBF возвращает ми-
нимальное значение количества признаков, при котором достигается определенное p-значение, 
например, соответствующее заданной точности классификации. 
Оберточные методы. Оберточные методы помимо набора тестовых данных требуют ин-
формацию об алгоритме классификации. Идея методов заключается в итеративном построении 
классификаторов на различных подмножествах признаков с использованием результатов клас-
сификации в качестве оценки информативности наборов признаков. Методы обладают высокой 
точностью и избирательностью, позволяют предсказывать оптимальный набор признаков 
с учетом особенностей классификатора, однако требуют существенных временных затрат. 
Время их работы нелинейно возрастает в зависимости от количества признаков, что фактиче-
ски затрудняет применение оберточных методов для анализа данных, характеризующихся 
большим количеством признаков [18]. 
В качестве оберточного метода выбран метод рекурсивного удаления признаков 
RFE (recursive feature elimination) пакета caret [19]. Метод RFE строит диаграмму зависимости 
точности классификатора от количества признаков, позволяя пользователю выбрать необходи-
мый набор признаков, соответствующий заданной точности классификации. 
Набор алгоритмов автоматического отбора признаков используется на этапе 3 разработанно-
го статистического подхода. В качестве примера алгоритма из группы встроенных методов рас-
смотрен метод случайного леса. 
Результаты анализа нуклеотидных последовательностей. Вычислительный эксперимент 
реализуется в три этапа: 
1. Предварительная обработка данных. В результате предварительного этапа анализа сфор-
мирован .csv-файл, список полей которого включает название гена, тип последовательности 
(экзон или интрон) и символы последовательности. 
2. Выбор оптимальной модели векторизации. Вычислены ошибки классификаторов методов 
случайного леса и опорных векторов при использовании разработанных моделей векторизации 
(табл. 1). Объемы обучающей и тестируемой выборок составляют 1 000 и 10 000 последова-
тельностей соответственно. 
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  Таблица 1 
Уровень ошибки классификации 
Модель 
Метод слу- 
чайного леса 
Метод опорных  
векторов 
1 18,94 16,32 
2 14,60 11,35 
3 17,03 15,24 
4 17,11 15,29 
5 15,55 18,56 
6 10,89 9,70 
7 8,10 8,38 
 
Оптимизация параметров алгоритмов классификации с помощью пакета caret не привела 
к существенному улучшению результатов.  
Можно сделать ряд важных заключений: 
1. Наилучшего значения точности (ER 8–11 %) удалось достичь при использовании моде-
лей 6 и 7 на основе статистических признаков нуклеотидных последовательностей, в то время 
как точность моделей 1–5 значительно ниже (ER более 11 %). 
2. Модель CPF (модель 3) действительно содержит избыточные признаки, так как ее точ-
ность сопоставима с моделью 4.  
3. При использовании модели 5, содержащей длину последовательности в качестве призна-
ка, значительно увеличился процент ошибки классификации с применением машины опорных 
векторов, что обусловлено известной неустойчивостью алгоритма к классификации нестандар-
тизированных данных в условиях высокого шума. 
Уровни точности классификации двух методов практически сопоставимы. На третьем этапе 
анализа данных используется метод случайного леса. 
3. Отбор значимых признаков. Исследование значимости отдельных признаков в рамках мо-
делей 1–7 проведено на выборке из 100 000 последовательностей с помощью коэффициента 
расщепления Джини для классификаторов, построенных с использованием метода случайного 
леса, показателя AUC (area under curve, площадь под кривой рабочей характеристики приемни-
ка ROC) для метода опорных векторов и p-значений критериев Фишера для метода SBF. В ре-
зультате сравнительного анализа алгоритмов автоматического отбора признаков исходный 
набор из 110 признаков моделей 1–7 сокращен до 27 (табл. 2), оценки информативности кото-
рых существенно выше, чем у остального набора признаков. Модели 3 и 4 в таблице не пред-
ставлены, так как они не содержат значимых признаков. 
 
Таблица 2 
Наиболее значимые признаки 
Мод. 1 Мод. 2 Мод. 5 Мод. 6 Мод. 7 
FTA FAAA θAT Log(Length) Log(Length) 
FTG FTAA θAG isCTG isCT 
FTC FTAG θAC isCTA isGT 
FCA FTTT θTG isGTG isCTG 
FCG FTCG θTC isGTA isCTA 
– FGTA θGC – isGTG 
– FCGT Length – isGTA 
– FCCC – – – 
 
Дальнейшее исследование наборов из 4, 6, 8, 10, 12, 14, 17, 20, 23 и 27 наиболее значимых  
признаков выполнено на примере обучающей и тестируемой выборок размеров 100 000 и 1 000 
соответственно с использованием метода случайного леса и пятикратной перекрестной провер-
ки (рис. 2). Ошибка классификации уменьшается с 6 до 1 % в зависимости от количества при-
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знаков. Наименьший уровень ошибки достигается для набора из 23 признаков. Список 
23 наиболее информативных признаков представлен в табл. 3. 
 
Рис. 2. Зависимость уровня ошибки от количества информативных признаков  
в результате классификации с использованием метода случайного леса  
Признаки длины последовательности Length и Log(Length) наиболее информативные, что 
очевидно, так как длины интронных и экзонных участков молекул ДНК существенно различа-
ются. В числе наиболее значимых выделены признаки начала последовательности 
с определенного биграмма (признаки, названия которых начинаются с is), корреляционные 
факторы нуклеотидов, частоты биграммов и триграммов. 
Таблица 3 
Ранжированный по значениями индекса Джини список признаков 
Признак Ранг RFE Индекс Джини Признак Ранг RFE Индекс Джини 
Length 1 8574,5 isGTG 21 1151,2 
Log(Length) 2 8274,2 θTG 5 1141,3 
isGT 3 4317,6 FCGT 12 1052,4 
isCT 15 3658,2 FTG 14 1048,5 
FTCG 10 2082,9 FTA 16 1043,6 
FTAG 7 2073,8 FTC 18 1040 
isCTG 13 2073 FGTA 9 962,9 
θGC 4 1802,7 θAG 19 794,9 
isGTA 6 1782 FCA 17 794,4 
FCCC 8 1761,1 θTC 23 729,1 
FCG 11 1422,6 θAT 20 652,6 
θAC 22 1340,5 – – – 
 
Дополнительно исследованы два набора из 4 и 23 наиболее информативных признаков. 
Для обучения сформирована выборка размером 100 000 последовательностей, для тестирования 
сформирован полный набор последовательностей размером 456 324. Ошибки классификации со-
ставляют 8,14 и 2,93 % для наборов из 4 и 23 признаков соответственно. 
Заключение. В работе предложен статистический подход для классификации кодирующих 
и некодирующих нуклеотидных последовательностей геномных данных с учетом отбора 
наиболее информативных признаков нуклеотидных последовательностей. Разработаны и реа-
лизованы семь моделей векторизации нуклеотидной последовательности, алгоритмы автомати-
ческого выбора признаков, алгоритмы классификации на основе методов случайного леса 
и опорных векторов. 
Проведен анализ экзонных и интронных последовательностей референсного генома челове-
ка с использованием разработанных программных средств, по результатам которого выделены 
27 информативных признаков моделей векторизации последовательностей. 
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Выполнено исследование моделей векторизации, алгоритмов классификации и автоматиче-
ского отбора признаков с целью разделения экзонных и интронных последовательностей на 
примере анализа аннотированных последовательностей референсного генома человека. Выде-
лены наиболее информативные признаки моделей векторизации последовательностей. Уровень 
ошибки классификации для наилучшей модели векторизации на основе 23 наиболее значимых 
признаков составил 2,93 %. 
В результате проведенного исследования установлено различие кодирующих и некодирую-
щих фрагментов нуклеотидных последовательностей в референсном геноме человека. 
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