Abstract-Today's multiprocessor platforms employ the network-on-chip (NoC) architecture as the preferable communication backbone. Conventional NoCs are designed predominantly for unicast data exchanges. In such NoCs, the multicast traffic is generally handled by converting each multicast message to multiple unicast transmissions. Hence, applications dominated by multicast traffic experience high queuing latencies and significant performance penalties when running on systems designed with unicast-based NoC architectures. Various multicast mechanisms such as XY-tree multicast and path multicast have already been proposed to enhance the performance of the traditional wireline mesh NoC incorporating multicast traffic. However, even with such added features, the multihop nature of the wireline mesh NoC leads to high network latencies and thus limits the achievable system performance. In this paper, to sustain the high-bandwidth and high-throughput requirements of emerging applications, we propose the design of a wireless NoC (WiNoC) architecture incorporating necessary multicast support. By integrating congestion-aware multicast routing with network coding, the WiNoC is able to efficiently handle heavy multicast injections. For applications running with a broadcastheavy Hammer cache coherence protocol, the proposed multicastaware WiNoC achieves an average of 47% reduction in message latency compared with the XY-tree-based multicast-aware mesh NoC. This network level improvement translates into a 26% saving in full-system energy delay product.
I. INTRODUCTION

C
OLLECTIVE communication, i.e., multicast/broadcast, lies on the critical path of many real-world applications with intensive data exchange requirements on many-core platforms. Traditional networks on chip (NoCs) treat the collective communication as repeated unicast, which easily leads to the following problems:
Therefore, without properly supported by the underlying NoC architectures and routing protocols, the overall network performance deteriorates sharply even as the percentage of collective communication increases by a small amount [1] . This prevents NoCs to exploit massive-scale parallelism in many critical large-scale applications, which are inherently embedded with considerable collective traffic requirements. Neural-networkbased computing [2] , real-time object recognition processing [3] , genetic-algorithm-based protein folding analysis [4] , and neuromorphic computing [5] are a few of the SoC applications that exhibit significant multicast traffic patterns. Moreover, many SoC control functions such as passing global states, managing, and configuring the on-chip networks and implementing: 1) operand exchange networks; 2) nonuniform cache architectures; and 3) cache coherency protocols also require efficient multicast data exchange [6] . To elaborate on this, as examples, we consider the traffic patterns associated with two different cache coherence protocols, directory and Hammer protocols [7] , [8] . Both directory and Hammer protocols can give rise to traffic hotspots and generate significant number of long-range traffic patterns warranting low-latency NoC links, even among the physically far apart processing cores. However, unlike the directory protocol that involves only sparse multicasts, the Hammer protocol involves dense broadcast injections and hence stresses the NoC affecting the overall performance when implemented on systems predominantly designed for unicast-based transmissions [9] . Moreover, the multicast traffic arising due to the cache coherence protocols is inherent to the many-core platform and can be observed irrespective of the executed applications. On the other hand, the on-chip area overhead associated with implementing the Hammer protocol is very low, and hence, it is highly preferable for large many-core chips than the traditional directory protocol. Hence, designing a high-performance multicast-aware NoC that enables an efficient implementation of Hammer cache coherence protocol is a highly relevant research topic [9] . As we show later, cache coherence protocols also exhibit multicast bursts, leading to high multicast traffic volumes at a particular instance of time and thus necessitating a multicast and congestion-aware NoC.
Wireless NoC (WiNoC) is an emerging paradigm to design high-bandwidth and energy-efficient communication backbone for many-core chips [10] . The previous works [11] and [12] have already investigated the feasibility of the on-chip wireless communication. The viability of on-chip wireless communication has been demonstrated through prototype developments [13] - [15] . In addition, a recent study on emerging on-chip interconnects concluded that the radio-frequency interconnects such as the millimeter-wave (mm-wave) wireless links and surface-wave interconnects are also more power and cost efficient than the on-chip optical links [16] . Moreover, compared with surface-wave interconnects, the on-chip wireless technology is more mature and is completely CMOS compatible [16] , [10] . The wireless channels of the WiNoC have inherent broadcast capability. Hence, WiNoC provides a natural solution for designing efficient multicast-aware NoCs.
In this paper, we present the design of a multicast-aware wireless NoC incorporating congestion-aware routing and network coding (NC) technique to handle high volumes of multicast injections. The resultant WiNoC improves the overall execution time of the many-core chip and lowers the total energy dissipation. We demonstrate the efficacy of the proposed WiNoC through case studies using the above-discussed Hammer and directory cache coherence protocols.
II. RELATED WORK
Conventional NoCs convert multicast messages into multiple unicast messages. This causes sharp increases in traffic injection rates, which ultimately lead to high queuing delays and poor system performance [9] , [17] . To eliminate these queuing delays and improve the latency in delivering multicast messages in mesh NoCs, path multicast methodologies have been proposed [18] , [19] . In a path multicast methodology, for each multicast message, the overall mesh network is divided into multiple destination regions. The number of such regions and the size of the each destination region is determined by the source node of the message and the variation of the adopted path multicast algorithm [18] . For each destination region, one copy of the original multicast message is created and this copy is routed across all the destinations of the region in ascending/descending order of the destination node addresses. As we show later, for cache-coherence-induced traffic patterns, the path multicast methodology can lead to large destination regions, which require a high number of hops to distribute the multicast messages. This ultimately leads to high network latency and poor system performance. A dynamic path multicast mechanism where the network is recursively divided into multiple small destination regions is proposed in [20] . However, for all path multicast mechanisms, at each destination along a path, the header flit is needed to be repackaged with updated list of destinations. Hence, path multicast mechanism requires complex router architectures.
The XY-tree multicast mechanism for mesh NoCs has been proposed in [9] , [17] , and [21] . Under this methodology, the multicast message is first forwarded from the source node to all the intermediate nodes lying in the same row. The message is then replicated at these intermediate nodes and a copy of the original message is forwarded to all the destinations lying in the same column [21] . Unlike the path-based multicast mechanism, XY-tree multicast does not require a complex router and involves simple message forwarding.
For cache-coherence-induced traffic patterns, each multicast message is associated with a set of acknowledgement (ACK) messages that are transmitted from each multicast destination back to the source node [9] . To meet the requirements of the cache coherence communication, an XY-tree multicast NoC incorporating an ACK aggregation network is proposed in [9] . A mesh NoC performing broadcasts over uncongested trees and incorporated with ACK aggregation and single-cycle multiport replication of broadcast flits is presented in [22] . These works demonstrate that with an efficient replication mechanism and with the use of ACK gathering networks, the performance of the many-core systems incorporating Hammer cache coherence protocol can be greatly enhanced. However, in these systems, the underlying NoC is still a mesh network. In a mesh NoC, the network latency is usually high due to the inherent multihop nature of the system [23] . High network latencies cause undesired delays in forwarding the multicast messages as well as in collecting the ACKs, leading to stalled processor cycles. In addition, high multicast injection rates can lead to heavy congestion in a mesh network where the XY-tree multicast follows a single fixed path to transmit data.
The use of the NC scheme to eliminate the queuing latencies caused by message arbitration in a router is proposed in [24] . This router architecture called as the NoX router [24] is shown to significantly outperform the traditional sequential arbitration routers. The application of the NC for the multicast transmissions in NoCs has been proposed in [4] and [25] . These NoC designs use the NC scheme to efficiently distribute multiple multicast packets that are injected within a very short time window.
Recently, NoC architectures incorporating wires with clockless repeaters have been proposed (referred to as SMART NoCs) [26] . A multicast-aware SMART NoC is also proposed [27] . The performance advantages of the SMART NoCs mainly come from the SMART control mechanism and this principle can be integrated with any NoC architecture. However, the SMART control mechanism restricts the operating frequency of interconnect (1-2 GHz) and involves high control overheads and requires more complex router design than the traditional NoC routers [26] , [27] .
The design and optimization of many-core architectures exploiting small-world (SW) effects have been already demonstrated [23] , [28] , [29] . Small-world NoCs employing mmwave wireless links (operating in the 10-100 GHz range) as long-range shortcuts outperform the traditional mesh NoCs in terms of latency and energy dissipation [30] - [32] . However, these WiNoCs are neither aware of multicast transmissions nor enable a congestion aware routing to handle high injection rates. A collective-communication-aware WiNoC designed by adding wireless interfaces (WIs) at every router in a wireline mesh is proposed [33] . Aside from employing graphene technology that is yet to be successfully demonstrated for largescale on-chip integrations, this design uses a single shared wireless channel and hence will experience high medium access protocol (MAC) overheads under heavy broadcast traffic. Hence, the above-mentioned WiNoCs are not fully capable of exploiting the advantages provided by wireless channels in transmitting multicast packets. To overcome these drawbacks, here we propose the design of a high-performance and energyefficient multicast-aware WiNoC architecture.
III. CACHE COHERENCE TRAFFIC PATTERNS
In a chip multiprocessor (CMP) platform, cache coherence protocols are used to ensure consistency among the multiple cached copies of shared data. Cache coherence protocols play a vital role in determining the nature of the on-chip network traffic. In general, selecting an appropriate cache coherence protocol for a CMP involves analyzing the area and traffic tradeoffs associated with the protocol [7] .
In this paper, as case studies, we consider two cache coherence protocols: the two-level MESI directory protocol and the AMD's Hammer-based HyperTransport (HT) protocol with probe filters [7] , [8] . Between these two protocols, Hammer requires the least area overhead while generating high broadcast traffic. Directory exhibits lower traffic intensity while occupying high area overheads [7] .
A. Directory Protocol
In a directory-protocol-based CMP, each translation lookaside buffer entry is assigned to one of the cache controllers, called as the home node. The home node maintains the list of processing cores that have the most recent copy of the data block. Whenever a processing core S needs to update a data block or encounters a cache miss, it first communicates with the home node. For a read miss, if the requested data block is present on the chip, the home node forwards this request to the core D that has the most recent copy of the requested data. Core D responds by forwarding the data to the requested node (S).
On receiving a write miss from node S, the home node sends an invalidation signal to all the nodes that are having a copy of the data block. Thus, this invalidation signal generates a multicast traffic. Upon receiving the invalidation signal, the cores respond with an ACK signal to the home directory.
The necessity to maintain a list of sharing cores for each data block causes high memory overheads in systems using the directory protocol. Furthermore, the fraction of this overhead (in total silicon area) linearly increases as the number of cores increases and thus limits the scalability of the system.
B. Hammer Protocol
In the Hammer protocol, similar to the directory protocol, each data block is assigned a home node. However, unlike the directory protocol, the home nodes in hammer protocols do not maintain the list of cores that are sharing the most recent copy of the data block. Instead, the home node broadcasts the read/write requests to all the cores in the system. This enables the Hammer protocol to have a low logic and memory overhead. Hence, the Hammer protocol enhances the scalability of the many-core system as it does not require large memory structures to keep the list of shared cores typically needed in directory-based protocols. However, the systems operating with the Hammer protocol require multicast-enabled NoCs to handle the heavy broadcast traffic.
C. Analyzing Directory and Hammer Protocol Traffic
In order to design an efficient multicast-aware WiNoC incorporating the directory and Hammer protocols, we need to study the nature of the cache coherence traffic patterns. Hence, we discuss the traffic patterns induced by the directory and Hammer protocols. For these analyses, we consider a system consisting of 64 ALPHA cores operating with the two-level MESI directory and AMD HT cache coherence protocols. We use the set of the following five SPLASH-2 and PARSEC benchmarks for this traffic analysis: 1) Canneal (CNL); 2) Fluidanimate (FLD); 3) FFT; 4) Radix (RAD); and 5) LU [34] , [35] .
Figs. 1 and 2 show the average flit intensity and the percentage of traffic that arises due to multicast injections on a traditional unicast mesh NoC, respectively. As explained above, compared with the directory protocol, the Hammer protocol generates a higher quantity of broadcast and ACK messages. In the unicast mesh NoC, each broadcast flit is converted into multiple unicast flits. Hence, the overall flit intensity (number of flits injected for every instruction executed) for the Hammer protocol is much higher than that of the directory protocol (up to ten times higher flit intensity with Hammer). In the presence of the Hammer protocol, the multicast injections (converted into multiple unicast packets) are responsible for about 47% of the total traffic (as shown in Fig. 2 ). In contrary, with the directory protocol, the multicast messages contribute up to 5% of total traffic. Fig. 3 shows the average message queuing latencies associated with a unicast mesh incorporating the Hammer and directory protocols. With higher multicast volumes (hence with higher traffic intensities), the Hammer protocol experiences much higher queuing latency than the directory protocol. These results (Figs. 1-3 ) indicate that multicast support is a necessity to efficiently implement the Hammer cache coherence protocol. Fig. 4 shows the average number of destinations associated with a multicast message in both directory and Hammer protocols. The destination count for the Hammer protocol broadcasts is 63. For the directory protocol multicasts, the average destination count varies from 12 to 22 among the considered applications. Fig. 5 presents the distributed nature of multicast destinations for the Hammer and directory protocols. Since Hammer multicasts are mainly broadcasts, almost all the multicast messages need to be transferred to destinations in four different quadrants [quadrants are shown later in Fig. 9 (a)]. Even with the directory protocol, about 65% of the total multicast messages need to be communicated to destinations in four different quadrants. Thus, the cachecoherence-induced multicasts create heavy long-range communication requirements. Fig. 6 shows the percentage of total traffic exchanged between NoC routers that are separated by h-mesh NoC hops under the directory protocol. All intertile communications such as the traffic flow caused by last-level caches, directories, and memory controllers are taken into account. From Fig. 6 , it can be observed that even in the unicast heavy directory protocol, the traffic patterns are "longrange heavy" and about 70% of the total injected messages are transferred among routers that are greater than three hops apart (>7.5 mm in a 20 mm × 20 mm die). These results (Figs. 4-6) indicate the necessity for employing a multicastaware NoC that is efficient for long-range communication.
In this scenario, wireless channels provide an efficient solution. A wireless channel is a broadcast communication medium capable of establishing one-hop links even between physically distant nodes. Hence, it can simultaneously transfer the data to destinations lying in all four quadrants with low latencies.
In Fig. 7 , as an example, we have shown the temporal distribution of multicast injections in FFT application, running with the Hammer protocol. We use a bin width of ten cycles and it can be seen from the plot that there is a high number of bins with more than one multicast injection in it. The percentage of multicast injections that arrives before or after another multicast injection (within a period of five cycles) is given in Fig. 8 . It once again demonstrates that both the cache-coherence-induced traffic patterns (particularly Hammer induced traffic patterns) create a significant quantity of simultaneous multicast injections and hence have a high probability to create congestion. Hence, a congestion-aware routing scheme will be helpful in distributing the multicast traffic injected with the Hammer and directory coherence protocols. Moreover, with multiple multicasts occurring in a short window, the NC technique can be effective in distributing multicast packets.
IV. MULTICAST-AWARE WiNoC NETWORK DESIGN
As discussed earlier, in this paper, we strive to design a congestion-aware low-hop-count multicast-enabled NoC. In this context, we present the design of an SW-network-based multicast-enabled WiNoC architecture.
A. WiNoC Design Constraints
In our WiNoC, each processing core is connected to a router and the routers are interconnected following a powerlaw-based SW connectivity [31] . Essentially, SW networks incorporate multiple short-range links and a few long-range shortcuts so as the overall inter-router hop count (H avg ) is minimized. However, while adding links in SW NoCs, we need to follow certain restrictions. First, we should restrict the average number of ports (K avg ) per router to four so that the WiNoC does not introduce any additional router port overhead compared with a conventional mesh. Next, we should restrict the maximum number of ports in a router (K max ) so that no particular router becomes unnecessarily large. For a system size of 64 cores, the SW-based networks achieve highest throughput with lowest energy dissipation when the maximum port count in a router is restricted to seven [31] . Finally, as we explain later in Section VI-B, for link lengths exceeding 6.25 mm in 28 nm CMOS technology node, wireless links are more efficient than the traditional metal wires in terms of energy delay product (EDP). Hence, WiNoCs should prefer using wireless links instead of wireline links for data exchanges exceeding a communication distance of 6.25 mm. However, depending on the available wireless resources and allowed area overhead, we can make only a limited number of the longest links wireless, while the others need to remain wireline.
Considering these facts, for our WiNoC, we follow a regionbased wireless node placement strategy. In this strategy, the whole system is divided into multiple equal-sized nonoverlapping regions and each region is provided with a set of WIs. Principally, in this design, the short-range communication (within a region) is handled through the wireline links, while the long-range communication (inter-region data exchange) is handled using wireless links. In each considered region, we place the WIs such that the communication distance from all the nonwireless nodes to their nearest WIs is minimized. The number of WIs allowed in a region is equal to the number of available nonoverlapping wireless channels. So far, it has been demonstrated that using on-chip mm-wave wireless links, it is possible to create three nonoverlapping channels [30] . For a system of 64 nodes, it is already shown that placing the WIs at the center of each region minimizes the communication distance from any node to its nearest WI, and hence it ensures that the utilization of wireless medium is maximized [32] . Fig. 9(a) shows an example where a system of 64 cores is divided into four regions (quadrants), with each quadrant having three WIs in its center.
B. Orthogonal Paths
In order to facilitate the congestion-aware multicast routing (as discussed in Section V), we propose that each nonwireless node in the system is connected to all the WIs in its own region via two orthogonal wireline paths, where none of the links in these two paths are being the same. This can be achieved by creating two orthogonal spanning trees for each region from the existing wireline connectivity.
In order to more clearly explain the orthogonal paths concept, Fig. 9 shows the entire wireline connectivity of a region and the two orthogonal spanning trees associated with it. Fig. 9(b) illustrates the entire wireline connectivity associated with quadrant Q2. Fig. 9 (c) and (d) shows the two orthogonal spanning trees created from the wireline connectivity shown in Fig. 9(b) . The links constituting the connectivity shown in provide minimal hop count paths between all nonwireless nodes and their nearest WI. Hence, as explained later in Section V, these links are usually preferred for distributing messages from a WI to its nearest nonwireless destinations and thus have the name primary distribution links. The other set of links, the secondary distribution links will be used for this distribution in case the primary distribution links are not available due to congestion. Moreover, as it can be observed from Fig. 9(b)-(d) , the primary and secondary distribution links are merely subsets of the existing intraquadrant wireline connectivity, and hence, employing orthogonal wireline paths does not introduce any additional wireline overheads.
Finally, following the above-discussed design principles and constraints, we employ a simulated annealing (SA)-based mechanism [30] to place the wireline links so that the average inter-router hop count (H avg ) is minimized (as shown in Fig. 10 ). In this SA-based mechanism, at the start of each cycle, a perturbation is created in the current network connectivity to create a new network configuration. In this perturbation, it is also ensured that the input constraints such as K max and K avg are preserved. Then, the wireline connectivity of each region is divided into pairs of orthogonal spanning trees (e.g., each pair has two spanning trees named T1 and T2). For each region, the links of the spanning tree (say T1) that provide the minimal hop count paths between all nonwireless nodes and their nearest WI constitute the set of primary distribution links. The links in the spanning tree, which is its orthogonal pair (T2), constitute the set of secondary distribution links. It should be noted that this wireline link addition mechanism will work for a WiNoC with any number of regions and also for any region size. The only constraint that should be met is that for a region with N nodes, there should be at least 2(N − 1) intraregion links in order to establish the two orthogonal spanning trees (this is because each spanning tree is constituted of N − 1 links).
C. Components of the Wireless Interface
The two principal components of a WI are the antenna and the transceiver. The WiNoC uses a metal zigzag antenna that has been demonstrated to provide the best power gain with the smallest area overhead [30] . A detailed description of the transceiver circuit is out of the scope of this paper. However, the transceiver was designed following [31] . The WI is completely CMOS compatible and no new technology is needed for its implementation. We use the three nonoverlapping on-chip wireless channels already demonstrated in frequency ranges of 30, 60, and 90 GHz [30] . Each WI is tuned to one of these three frequencies.
V. ROUTING AND MAC PROTOCOLS
The WiNoC has an irregular network topology and hence requires a topology agnostic routing method. Thus, principally, we follow adaptive layered shortest path (ALASH) for data routing in WiNoC [31] . ALASH is built upon the layered shortest path (LASH) algorithm [36] . The LASH algorithm takes advantage of the multiple virtual channels in each port of the NoC routers in order to route messages along the shortest physical paths. In order to achieve a deadlock-free operation, the network is divided into a set of virtual layers, which are created by dedicating the virtual channels from each router port into these layers. The shortest physical path between each source-destination pair is then assigned to a layer such that the layer's channel dependency graph remains free from cycles and this ensures the deadlock freedom. The ALASH protocol improves on the LASH routing scheme, by enabling an adaptive layering function that considers the expected traffic patterns. We follow the priority layering function explained in [31] . Priority layering allocates as many layers as possible to source-destination pairs with high traffic intensities. This improves the adaptability of messages under high traffic intensities by providing greater routing flexibility.
In this paper, we propose to expand this basic ALASH protocol to perform efficient multicast routing (called MALASH protocol). To start, in our WiNoC, for all source-destination pairs residing in the same region, we perform the abovediscussed layering for shortest paths along both the primary and the secondary distribution links. The entire WiNoC design flow to achieve a layered-routing-enabled WiNoC is shown in Fig. 11 . In Fig. 11 , F i j denotes the matrix containing frequency of traffic interactions between all the routers and N V L denotes the number of available virtual layers.
A. Transmission of Messages
In MALASH routing, the multicast messages are distributed using a region-based approach [as shown in Fig. 9(a) ]. To distribute the message to destinations that are present in the same region as that of the source, MALASH uses wireline links. To distribute the message to the destinations located in the nonsource regions, MALASH uses a combination of wireless and wireline links. First, the multicast message is forwarded from the source node to the nearest WI. Then, from this WI, the message is broadcast using the wireless channel. Finally, WIs residing in the nonsource regions receive this broadcast message and distribute it to the intended destinations using wireline links. This wireline distribution is carried out using the tree multicast mechanism where the message is first forwarded to a set of intermediate nodes. The message is then replicated at these intermediate nodes before being forwarded to the intended final destinations [21] . Following the congestion aware routing mechanism (explained later in Section V-B), either the primary or the secondary distribution links are used to reach a final destination node from the destination WI.
1) Example:
As an illustrative example, let us consider the situation shown in Fig. 9(a) where the whole system is divided into four quadrants (regions). Here, node 0 present in Q1 is transmitting a multicast message to destinations 11, 15, 25, 39, and 62. To deliver the messages to nodes 11 and 25, MALASH follows the wireline distribution. However, to reach nodes 15, 39, and 62, MALASH utilizes one specific wireless channel. To transmit the multicast message to these nonsource quadrant destinations, the injected message first gets routed to the nearest WI (node 9) in Q1. From this WI, the message is broadcast using the wireless channel to simultaneously reach the WIs 14 and 46 in Q2 and Q4, respectively. Again from nodes 14 and 46, we follow the wireline paths to reach node 15 in Q2 and nodes 39 and 62 in Q4. We illustrated this example with the help of one particular wireless channel. The same method will be repeated using other wireless channels depending on the locations of the source-destination pairs.
B. Congestion-Aware Routing
As explained earlier in Section III-C, for the Hammer cachecoherence-protocol-induced traffic patterns, multiple broadcast injections can occur within short windows. Such an injection can specifically lead to heavy wireline traffic congestion caused by forwarding of multicast packets to their final destinations from the destination WIs. MALASH addresses this issue by employing a congestion aware routing.
As explained in Section IV, in WiNoC for all sourcedestination pairs within a region, two different paths are available (along the two orthogonal spanning trees). For a source (i ) and destination ( j ) pair, the shortest among these two paths is referred as path P i j 1 , while the other path is referred as P i j 2 . A multicast message has a higher impact on the overall network performance than a unicast message. Hence, in MALASH, the multicast messages are treated with a higher priority over unicast messages. With this in mind, the congestion-aware routing for forwarding messages from WIs is implemented using the following rules.
1) For a message M with priority p, the path P i j 1 is selected if P i j 1 is free or occupied with a lower priority message. If P i j 1 is occupied with a higher or equal priority message, then P i j 2 is selected. 2) A message is not allowed to switch paths from P i j 2 to P i j 1 . Once received along P i j 2 , the message must be forwarded along P i j 2 . This condition ensures deadlock freedom. Following the above rules, usually, the shortest paths (P i j 1 paths) are always preferred for distributing a multicast, first from the destination WI to all the intermediate nodes and then from the intermediate nodes to the final destinations. However, when a WI has two multicast messages to distribute, then the oldest waiting message is forwarded using primary distribution links and the other message is forwarded using secondary distribution links.
C. Network Coding
To efficiently distribute multiple multi cast messages (say two messages M1 and M2) that are received at the same time in an intermediate node, MALASH combines orthogonal paths with NC technique. In such a case, instead of forwarding both messages to the final destinations, the intermediate node creates a coded message M3 and forwards it to the final destination. The message M3 is created by XOR-ing individual bits of M1 and M2. At the final destinations, the desired message is recovered by XOR-ing one of the original messages with M3.
NC is needed only when two messages M1 and M2 start their wireline distribution from different destination WIs in the region. This is a necessary condition to employ NC. In the case of M1 and M2 starting their wireline distribution from the same destination WI, the congestion can be avoided simply by forwarding M1 strictly along primary distribution links and forwarding M2 strictly along secondary distribution links. For clarity, the usefulness of NC is further explained below through the example demonstrated in Fig. 12(c) .
1) Example Scenarios:
We have demonstrated three sample scenarios in Fig. 12 to show the application of congestionaware routing and NC. In Fig. 12(a) , the WI node 22 receives a multicast message M1, which has to be distributed to all the nodes in the region. With no other multicast message to compete in the region, M1 is simply forwarded along the P i j 1 paths employing tree multicast mechanism. Destinations 4, 5, 13, and 29 are reached along the secondary distribution links, while other destinations are reached along the primary distribution links. In addition, while distributing M1, the intermediate node 14 receives a unicast message U1 whose final destination is node 15. Since M1 is prioritized over U1, M1 is distributed from node 14 to destination 15 along the P i j 1 (present in a set of the primary distribution links), while U1 is forwarded along the path available in the set of secondary distribution links.
In Fig. 12(b) , WI node 22 simultaneously distributes two multicast messages M1 and M2 along primary and secondary distribution links, respectively. Fig. 12(c) Fig. 12(c) , the destination sets of M1 and M2 can be any two sets with common final destination nodes along the quadrant edges. Since the network coded packets are routed along secondary distribution links from the intermediate nodes [13, 14, 21 , and 22 in Fig. 12(c) ] to the final destinations, they require one extra hop to reach the final destination nodes compared with the paths along the primary distribution links. Hence, considering M1 and M2 consisting of F flits each, for an NoC employing routers with S stages, use of NC saves F-S cycles of message queuing latency. Fig. 13 summarizes the overall MALASH routing flow.
D. Aggregation of Acknowledgements in WiNoC
Similar to the XY-tree-based multicast NoC (mentioned in Section IV-A), in WiNoC, the ACKs are aggregated at the intermediate nodes. Initially, each destination forwards its node. The use of ACK aggregation greatly reduces the overall traffic. For a 64-core system with unicast mesh, 63 ACK messages are returned to the source for each broadcast. In WiNoC, only four ACKs are forwarded to the source (one aggregated ACK for each quadrant).
E. Distributed Routing and Deadlock Freedom
Though MALASH multicast routing includes multiple features such as forwarding toward destination region WIs, congestion-aware wireline distribution and NC, it is distributed in nature and simple to implement. We use two additional fields C m and R m in the multicast headers (a total of four additional bits per message) to accomplish the distributed routing. C m is a 2-bit field that indicates the channel ID of the source region WI to which the message is first forwarded from the source node. R m is a 2-bit field that guides the wireline transmissions associated with the message. An R m value of 0 would indicate that the message is being forwarded from the original source node to the source region WI. All R m values that greater than 0 indicate that the message is undergoing regional wireline distribution. Tables I and II list the routing rules followed in MALASH to enable a distributed routing. As it can be observed from Table II, the MALASH routing can be simplified to four parallel conditional cases.
Aside from enabling the distributed routing, the C m field can also be helpful in identifying the necessity for NC. It was stated in Section V-C that two messages must start their wireline distribution from different destination WIs in order to employ NC. This condition can be easily verified by comparing the C m values of the two messages.
As explained earlier, in MALASH routing, each multicast message is allowed a maximum of one wireless traversal (at the nearest source region WI). Restricting multiple wireless traversals avoids creation of deadlock loops that can arise due to forwarding between different WIs. This wireless traversal is followed by the final wireline distributions. As explained in Section V-B, the congestion aware routing already ensures deadlock freedom in this wireline distribution. Hence, at all points, MALASH avoids creation of any cycles in the multicast message routing and is inherently deadlock free. The WiNoC uses a distributed MAC protocol to resolve the channel access contention among the wireless nodes [37] .
VI. EXPERIMENTAL RESULTS
A. Experimental Setup
In this paper, we evaluate the performance of the proposed WiNoC architecture against three other multicast-aware NoC architectures, XY-tree mesh NoC, path multicast mesh NoC, and the wireless mesh (WiMesh). These three architectures are shown in Fig. 14 . We have already explained the salient features of the XY-tree mesh NoC and the path multicast mesh in Section II. The WiMesh NoC is constructed by placing WIs on the traditional wireline mesh architecture. In mesh wireline networks, it is not possible to create the two sets of orthogonal links as in our WiNoC, and hence, it is not possible to employ the congestion-aware MALASH routing described earlier. This is because to create two sets of orthogonal links, at least 2(N − 1) wireline links are needed in a region with N nodes. However, in the mesh NoC, only 2(N − √ N ) intra-region wireline links are available. Hence, the wireline distributions in WiMesh follow simple XY-tree routing [9] , [21] .
We use the same five applications (CNL, FLD, FFT, LU, and RAD) discussed in Section III for the following analyses. We consider a 64-core ALPHA core system operating with a frequency of 2.5 GHz and having a die size of 20 × 20 mm 2 . The memory system is composed of private 64-kbyte L1 instruction and data caches and one shared 16-Mbyte L2 cache (256-kbyte distributed L2 per core). All the processing cores and memory system are interconnected using an NoC fabric with 64 routers. For all the NoC architectures considered, we employ a generic three-stage router architecture modifying [38] . This architecture has three functional stages, namely, input arbitration, routing/switch traversal, and output arbitration with link traversal. Following routing, a multicast flit is replicated to all necessary output Virtual Channel buffers (VCs) simultaneously. The flits at output VCs are then handled by the output arbiter. The additional cycles required for congestion-aware routing and MAC protocol processing are accounted for while determining the network latency. Energy dissipation of the network routers, including the routing, MAC, and NC blocks, was obtained from the synthesized netlist using a 28-nm commercial Fully Depleted Silicon On Insulator technology by running Synopsys Prime Power. The total area overhead required in a WiNoC router to incorporate the WI, routing logic, NC, and MAC protocol units is 0.2514 mm 2 (4.02% area overhead for an NoC tile sized 2.5 mm × 2.5 mm). The router ports are provided with a buffer depth of two flits. The width of all wireline links is the same as the considered flit width (32 bits). 1 Each wireline is designed with the optimum number of uniformly placed and sized repeaters in the 28-nm technology node. The energy dissipation of the wireline links was obtained through Cadence SPECTRE simulations.
We use GEM5, a full-system simulator, to obtain processor and network-level information [39] . We keep track of each message injected through the network interface module of GEM5 to extract the multicast traffic traces associated with real applications [40] . We use a modified GARNET interconnection network along with GEM5 to model the multicast supported NoCs in full-system simulations performed to obtain execution times. The processor-level statistics generated by the GEM5 simulations are incorporated into multicore power, area, and timing to determine processor power values [41] .
B. Efficiency of the Wireless Links
In this section, we demonstrate that the mm-wave wireless links are more efficient than the traditional metal wires to 1 We have used 32-bit flits since Directory protocol only requires smaller flit widths [43] . However, when an NoC is specifically designed for dense broadcasts (such as Hammer protocol broadcasts), employing higher flit widths [22] , [42] can enhance the bandwidths at the network edges. perform long-range on-chip data transfers. Fig. 15 shows the EDP per bit of both the wireline and wireless links, transferring data over certain communication lengths. As stated in Section VI-A, the wireline link employs buffer insertion for performance optimization. For wireless links, we follow a simple mm-wave on-chip wireless transceiver design provided in [31] . This wireless transceiver design does not have any inherent power tuning mechanism that can control the radiation energy depending on the communication length. Hence, for wireless links, we consider a constant data rate and a constant bit energy that is recorded over 20 mm on-chip communication range satisfying a typical Bit Error Rate requirement of 10 −15 . For the considered transceiver design [31] , in the 28-nm CMOS technology, the wireless link dissipates 1.3 pJ/bit for transferring data over 20-mm ranges at a data rate of 16 Gbits/s. It is evident that for link lengths exceeding 6.25 mm, the wireless link has a lower EDP than the wireline link. Based on these observations, while designing WiNoC architecture (explained in Section IV), we prefer to use wireless shortcuts for link lengths exceeding 6.25 mm.
C. Evaluation of Multicast-Aware NoCs
In this section, we compare network-level performances of the following four multicast-aware NoCs: 1) WiNoC; 2) WiMesh; 3) XY-tree mesh; and 4) path multicast mesh [17] .
1) Network Performance (Multicast): As noted earlier, the Hammer protocol involves heavy broadcast-based data exchange. Fig. 16 shows the average number of hops needed in each multicast-aware NoC to transfer a Hammer broadcast message. This value is determined by the number of hops taken from the source node to reach the last destination node that receives the broadcast message. It can be observed from Fig. 16 that the path multicast mechanism requires an average of more than 30 hops from the source node to distribute the broadcast message. On the other hand, XY-tree mesh NoC requires only an average of 12.1 hops. The two WiNoCs, WiMesh, and WiNoC perform best and require only an average of 7.2 and 4.35 hops, respectively. In WiMesh, due to the regular mesh wireline connectivity, multiple hops are required to reach the nearest WI (form a source node) and also to distribute the message from the WIs to final destinations. Through the use of the wireline shortcuts, WiNoC greatly reduces these wireline transmission hop counts. The high hop counts observed in the path multicast mesh can be explained through Figs. 14(a) and 17. Fig. 17 shows the percentage of the total traffic that is injected by the top eight traffic hotspots on a system running with the Hammer protocol. On average, these top eight hotspots account for about 25% of the total injected traffic. These hotspots are associated with the memory controller nodes that lie along the edges (or on the corners) of a many-core chip [27] . Now, as demonstrated in Fig. 14(a) , when a multicast source lies on the edge (or on the corner) of a chip, the path multicast mechanism is associated with large destination regions. Since a single copy of the original message is passed through all the nodes in a destination region, the path multicast mechanism requires high hop counts to distribute a Hammer broadcast message.
Among the five applications considered, the LU shows the most hot-spot heavy traffic injection (shown in Fig. 17 ) and hence shows high multicast message latency on the path multicast mesh NoC. Fig. 18 shows the average multicast message latencies observed in the four considered multicastaware NoCs running the Hammer protocol. The path multicast mesh has the highest message latencies, while WiNoC achieves the lowest multicast message latency values. Aside from high hop counts, the wireline mesh NoCs also experience network congestion that is induced by the heavy simultaneous multicast injections (Fig. 8) . The considered wireline NoCs do not have any adaptivity in the routing, and hence, the multicast messages need to wait in intermediate nodes under high traffic injections. Among all the applications considered, RAD shows the highest multicast message latency due to its high injection rate (Fig. 1) and heavy simultaneous multicast injections (Fig. 8) . Compared with the path multicast mesh, WiMesh and WiNoC show an average of three and five times reduction in message latency. Aside from employing fast wireless data transfers over multiple quadrants, the WiNoC also uses a congestion-aware wireline distribution along with the NC technique to handle the simultaneous multicast injections. This efficient wireline routing mechanism ensures that even for applications with heavy simultaneous multicast injections, the Fig. 19 presents the overall average message latencies (unicast and multicast) observed with both Hammer and directory protocols. Among all the NoC architectures considered, WiNoC achieves the lowest message latency. Aside from having an efficient multicast distribution mechanism, using wireless links, WiNoC also enables a more efficient long distance unicast communication than the two wireline mesh-based architectures. For the applications running with Hammer, compared with the XY-tree mesh multicast NoC and WiMesh, WiNoC achieves 47% and 32% message latency savings, respectively. Compared with WiMesh, WiNoC employs a more sophisticated routing algorithm (with congestion awareness) and uses a SW wireline connectivity that reduces the overall hop count and hence achieves better unicast and multicast message latencies.
2) Network Performance [Overall (Multicast and Unicast)]:
The reduction in unicast hop counts achieved by WiNoC also contributes to savings in the overall network energy. Lowering the hop count reduces the average number of router and link traversals experienced by a message and hence reduces the network energy consumptions. Finally, to summarize the network performance, we have shown the flit EDPs for the four NoC architectures considered in this section (Fig. 20) . Average flit latency and average flit energy values are used in this EDP computation. To quantify the performance gains achieved by incorporating NC, we also show the performance of the multicast WiNoC without NC (but with congestion-aware MALASH). Compared with a multicast WiNoC without the NC unit, the proposed WiNoC achieves up to a 23% EDP saving. With the Hammer protocol, for the five considered applications, the use of NC provides an average of 15% EDP improvement. It should be noted that for the directory protocol, NC does not introduce any benefit due to the limited amount of multicast traffic seen with the directory protocol ( Figs. 1 and 2) . Compared with the EDPs of the path multicast mesh, XY-tree mesh, and WiMesh, WiNoC achieves an average of 65%, 56%, and 33% EDP savings, respectively.
D. Full-System Performance Analysis
In this section, we present the full-system performances of the many-core chips incorporating different NoC architectures considered here. From the set of four multicast-aware NoCs discussed in the last section, we consider the best performing wireline-only and wireless-enabled NoCs for these full-system performance analyses (hence only XY-tree multicast mesh and WiNoC are considered). We also consider the traditional unicast mesh NoC as a baseline to demonstrate the benefits of a multicast-aware NoC for Hammer cache coherence protocol.
1) Execution Times: Fig. 21 presents the execution times of the applications running with the directory and Hammer coherence protocols. In Fig. 21 , the execution times of an application are normalized with respect to the corresponding application's runtime with the Hammer protocol on a unicast mesh NoC.
On a many-core platform, high message latencies cause undesired stalls in processor cycles, leading to poor execution times. In an NoC, there are two factors contributing to the overall message latency: 1) an initial queuing latency and 2) a network latency. When running on many-core system with the unicast mesh NoC, the applications executed with the Hammer protocol experience high queuing and network latencies, with the queuing latency being dominant of the two. This happens due to the significantly increased traffic in unicast mesh, caused by the conversion of a broadcast message into multiple unicast messages. With efficient broadcast transmission, the XY-tree multicast mesh avoids the high queuing latencies seen in the unicast NoCs and hence achieves on an average of 18% execution time improvement over the unicast mesh while running applications with the Hammer protocol (Fig. 21) . However, the proposed multicast-aware WiNoC employs an efficient multicast transmission along with a low hop count SW network. Hence, compared with the other two NoCs, the multicast WiNoC achieves low queuing and network latencies leading to improved execution times. Overall, the WiNoC achieves a maximum of 32% execution time reduction compared with unicast mesh NoC (an average of 24%) and maximum of 14% execution time reduction compared with XY-tree multicast mesh NoC (an average of 9.5%), for running applications with the Hammer protocol. It can be noted from Fig. 21 , that unlike Hammer, in the case of the directory protocol, the XY-tree multicast mesh NoC has limited performance gains over the unicast mesh NoC (an average of <2% gains). The directory protocol has a low volume of multicast traffic ( Figs. 1 and 2 ) and the injected flits are mainly long-range unicast traffic (Fig. 6) . Thus, for applications executed with the directory protocol, the network latency is much higher than the queuing latency. Through the use of wireless shortcuts, the WiNoC achieves a much lower average hop count than the mesh NoCs while delivering the long-range unicast traffic. The lower hop count leads to improved network latency, and hence WiNoC achieves better execution times than both unicast mesh and XY-tree multicast mesh running with the directory protocol.
Finally, with the unicast mesh, due to the higher queuing latencies, the Hammer protocol experiences an average of 14% runtime penalty compared with the directory protocol. However, in multicast WiNoCs, the queuing latency is eliminated and the Hammer protocol achieves performances similar to the directory protocol. This demonstrates the benefits achieved in using a multicast-aware NoC platform to implement the low area overhead cache coherence protocols that involve high broadcast traffic.
2) Full-System Energy: Fig. 22 presents the full-system energy consumed for running applications with the directory and Hammer protocols on a 64-core system, interconnected with the three different NoCs mentioned above. In Fig. 22 , each energy consumption is normalized with respect to the corresponding application's energy consumption recorded with the Hammer protocol on a unicast mesh NoC.
The overall energy consumption of the many-core system is the sum of the energies consumed by the cores and the network elements. The multicast-aware WiNoC enhances both the facets of the system energy compared with the XY-tree multicast mesh NoC. First, as explained earlier, the WiNoC enhances execution times compared with the XY-tree multicast mesh NoC. This leads to lower core energy consumptions. In addition, the use of long-range wireless shortcuts ensures low hop count long-distance unicast message transfers in WiNoC. This eventually leads to the lower number of router and link traversals in the WiNoC compared with the XY-tree multicast mesh NoC, and hence, the WiNoC achieves lower network energy consumption. Overall, the WiNoC provides a maximum of 22% energy savings (an average of 14%) over the XY-tree multicast mesh NoC. Thus, comparing Figs. 21 and 22, for the considered applications, the WiNoC provides an average of 26% full-system EDP saving (a maximum of 35% EDP saving) compared with the XY-tree multicast mesh NoC.
It can also be noted from Fig. 22 that the unicast mesh NoC has high-energy values for the Hammer protocol. The conversion of each multicast message to multiple unicast messages leads to high flit counts, and hence, high network energy values are observed for the unicast mesh NoC designed with the Hammer protocol. As explained earlier and as shown in Fig. 8 , under the Hammer protocol, about 47% of the total messages in unicast mesh arise from the conversion of multicast injections into multiple unicast messages. WiNoC avoids such a conversion. Moreover, each of these multicast messages is also associated with a set of ACK messages. WiNoC aggregates ACKs at intermediate nodes to prevent a large number of router traversals. The unicasts are also more efficiently handled in WiNoC than in the unicast mesh, thanks to the low hop count SW network architecture. Hence, compared with the unicast mesh NoC, the WiNoC achieves up to ten times reduction in network energy. In addition, the WiNoC achieves high core energy savings with a highly reduced execution time compared with the unicast mesh NoC. On overall, the WiNoC provides an average of 44% energy saving over the unicast mesh NoC.
E. Router Microarchitecture Modifications
Multicast-aware mesh NoCs designed using two-cycle and single-cycle router architectures have been proposed [22] , [42] . These NoCs follow a look-ahead routing scheme where the routing computation is performed one hop in advance.
To undertake a comprehensive performance evaluation with respect to these designs, we adopt the two-cycle [22] and single-cycle [42] router microarchitectures for WiNoC to enable low-latency data transfers. We extend the look-ahead routing concept to the WiNoC by enabling each input port of the WiNoC with the MALASH routing modules of all the immediate neighboring routers. In WiNoC, the advance request flit must contain the set of all output nodes, message type, C m and R m fields (explained in Section V-E), and destination node id (in the case of unicasts). Upon receiving C m and R m , a router with WI can identify the necessity for a wireless transmission in advance and hence can start the MAC request broadcast in the immediately following cycle (in the case of the wireless channel being free). For wireline hops, the immediately following cycle is used to place the switch traversal requests for all necessary output ports. Fig. 23 compares the performances of mesh NoCs and WiNoCs incorporating different router architectures in the presence of Hammer protocol. In Fig. 23 , Mesh-x and WiNoC-x indicate a mesh and WiNoC, respectively, incorporated with routers enabling "x"-cycle hops. For router architectures enabling three, two, and single cycle hops, compared with the mesh NoC, the WiNoC achieves flit latency gains of 50%, 46%, and 40%, respectively, for the considered applications. Hence, we can conclude that even with singlestage routers, the WiNoC improves the latency significantly. This is mainly due to the fact that the WiNoC achieves highly reduced hop counts. For an NoC with N rows and N columns of tiles, the distribution of a broadcast can require up to 2(N − 1) hops with mesh intetconnection architecture. In a WiNoC with R regions, the communication between any two nodes would only require ≤(2(N/R) + 1) hops.
VII. CONCLUSION
With an ever-expanding application pool, today's manycore architectures are expected to handle a high diversity of on-chip traffic patterns. The Hammer cache coherence protocol is one such system-on-chip application that stresses on chip networks with heavy multicast injections. In this paper, we presented a multicast-aware WiNoC architecture that can efficiently handle multicast-heavy cache coherence communications. Incorporated with a congestion-aware multicast routing and NC, WiNoC eliminates the initial and intermediate queuing latencies seen in conventional wireline mesh NoCs. Moreover, using wireless shortcuts, the WiNoC achieves significant reductions in network latencies leading to improved system performances. Compared with a manycore system using the multicast-aware XY-tree mesh NoC, the WiNoC incorporated many-core platform achieves an average of 26% full system EDP improvement in the presence of Hammer protocol.
