INTRODUCTION: Decisions as diverse as committing soldiers to the battlefield or picking a school for your child share a basic attribute: assuming responsibility for the outcome of others. This responsibility is inherent in the roles of prime ministers and generals, as well as in the more quotidian roles of firm managers, schoolteachers, and parents. Here we identify the underlying behavioral, computational, and neurobiological mechanisms that determine the choice to assume responsibility over others.
RESULTS:
The large majority of the subjects display responsibility aversion (see figure, left panel), that is, their willingness to choose between the risky and the safe option is lower in the group trials relative to the self trials, independent of basic preferences toward risk, losses, ambiguity, social preferences, or intrinsic valuations of decision rights. Furthermore, our findings indicate that responsibility aversion is not associated with the overall frequency of keeping or delegating decisionmaking power. Rather, responsibility aversion is driven by a second-order cognitive process reflecting an increase in the demand for certainty about what constitutes the best choice when others' welfare is affected. Individuals who are less responsibility averse have higher questionnaire-based and real-life leadership scores. The center panel of the figure shows the correlation between predicted and observed leadership scores in a new, independent sample. Our analyses of the dynamic interactions between brain regions demonstrate the importance of information flow between brain regions involved in computing separate components of the choice to understanding leadership decisions and individual differences in responsibility aversion.
DISCUSSION:
The driving forces behind people's choices to lead or follow are very important but largely unknown. We identify responsibility aversion as a key determinant of the willingness to lead. Moreover, it is predictive of both survey-based and real-life leadership scores. These results suggest that many people associate a psychological cost with assuming responsibility for others' outcomes. Individual differences in the perception of, and willingness to bear, responsibility as the price of leadership may determine who will strive toward leadership roles and, moreover, are associated with how well they perform as leaders. Our computational model provides a conceptual framework for the decision to assume responsibility for others' outcomes as well as insights into the cognitive and neural mechanisms driving this choice process. This framework applies to many different leadership types, including authoritarian leaders, who make most decisions themselves, and egalitarian leaders, who frequently seek a group consensus. We believe that such a theoretical foundation is critical for a precise understanding of the nature and consequences of leadership.
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The list of author affiliations is available in the full article online. Frequency, out-of-sample predictive power, and computational foundations of responsibility aversion. (Left) Responsibility aversion differs widely across individuals. (Center) These individual differences in responsibility aversion can be used to predict leadership scores in a new, independent sample. (Right) The lead-versus-defer decision process is illustrated. The black curve shows the proportion of defer choices increasing when the subjective-value difference between actions approaches zero (dashed line). This pattern holds in both self and group trials. What changes is where people set deferral thresholds (orange, self; blue, group), which determine when they are most likely to defer. More responsibility-averse individuals show a larger shift in the deferral thresholds, which our computational model links to increased demand for certainty about the best course of action when faced with assuming responsibility for others. r, Spearman rank correlation coefficient. Leaders must take responsibility for others and thus affect the well-being of individuals, organizations, and nations. We identify the effects of responsibility on leaders' choices at the behavioral and neurobiological levels and document the widespread existence of responsibility aversion, that is, a reduced willingness to make decisions if the welfare of others is at stake. In mechanistic terms, basic preferences toward risk, loss, and ambiguity do not explain responsibility aversion, which, instead, is driven by a second-order cognitive process reflecting an increased demand for certainty about the best choice when others' welfare is affected. Finally, models estimating levels of information flow between brain regions that process separate choice components provide the first step in understanding the neurobiological basis of individual variability in responsibility aversion and leadership scores.
L
eadership decisions pervade every level of society, from the basic family unit up to global organizations and political institutions. Parents, teachers, CEOs, and heads of state all lead their respective groups and make decisions that have widespread and lasting consequences for themselves and others (1) . Thus, a key aspect of leadership is the acceptance of responsibility for others. We developed a behavioral task that, together with computational modeling and neuroimaging (2-4), allows us to determine the cognitive and neural mechanisms driving the choice to assume or forgo the responsibility of leading a group.
There are some key features of leadership choices that are potential drivers of decisions to lead. For example, a position of leadership is associated with the right to make decisions that affect one's own and others' welfare. Therefore, the choice to lead a group may be taken particularly often by those who put a high value on decision rights or who are driven by a desire to determine and control others' outcomes (5, 6) . Alternatively, leadership might be perceived as a burden, and those who are most willing to shoulder this responsibility may be most likely to choose to lead. Furthermore, the decision to lead could be predicated on the willingness to accept losses or potential failures for oneself or others or to act under conditions of high uncertainty and ambiguity. Finally, because leaders' decisions often have far-reaching consequences that require careful forethought, those who are most competent in the task at hand (for example, make more accurate and objective assessments of probabilities) may be more likely to make decisions to lead.
We designed an experiment to allow us to distinguish between the hypotheses that decisions to lead others are related to (changes in) basic preferences over risk, loss, or ambiguity and the possibility that responsibility affects choices through a separate mechanism. Participants were initially divided into groups of four. After a group induction phase designed to enhance interindividual affiliation (7) (see supplementary methods 2.1.1), each participant completed a "baseline choice task" independently of the other group members. In this task, participants decided in each trial whether to accept or reject a gamble that involved probabilities of gains and losses ( Fig. 1A and appendix S1 ). As the exact probability of success is rarely known in realistic choice situations, the task included many trials with ambiguous probabilities of gains and losses. However, to distinguish individuals' attitudes toward pure risk versus ambiguity, the task also contained trials in which the exact probabilities were known.
In the "delegation task" (Fig. 1B) , the participants faced the same gambles as in the baseline task, but now they had the option to make the decisions themselves (i.e., to lead) or to defer and follow the decision of the group. If a participant deferred, the action implemented (risky or safe) was the one chosen by the majority of the other group members in response to the exact same gamble in the baseline task. The delegation task had two types of trials, the "self" trials and the "group" trials, which were matched on all features except who received the outcome (Fig. 1B) . In the self trials, only the payoff of the deciding participant is at stake and the payoffs of the other group members were not affected. By contrast, in the group trials, the decision outcome affected the payoff of every group member equally.
In real-life decisions, individual group members, even though they may objectively face the same situation, often possess unique information or perspectives (8) . Our task incorporated this aspect by ensuring that, for every matched baseline and delegation trial, no two group members saw the exact same segment of the probability space (Fig. 1C) . Consequently, the group, as a whole, always had more information about the probabilities with which gains or losses occurred than any single individual in the group.
All participants were explicitly informed about the nature of the group-level informational advantage before the delegation task (see supplementary methods 2.2.1 and appendix S2 for task instructions). This group advantage increased with the level of ambiguity, resulting in an identical parametric manipulation of the incentive to defer in both the self and group trials ( fig. S1 ). Although in all trials, deferring to the majority meant taking a better-informed action, it also meant the loss of the individual's decision rights or power to determine the choice (see fig. S1 and supplementary results 1). Thus, participants always had to weigh both of these aspects-the subjective value they put on their decision right versus the value of a better-informed decisionwhen choosing to lead or defer.
We collected and analyzed choice data from two independent samples of participants: an initial dataset examining only choice behavior and a second dataset in which we replicated the behavioral experiment but also collected neuroimaging data. For brevity, we discuss the behavioral results across all subjects and, in the main text, only report those results that replicated within each dataset independently (for results of each group separately, see the supplementary materials).
Baseline preferences and leadership scores
We initially measured individuals' leadership scores with two widely used scales (9, 10) that predict leadership positions and ability in numerous domains, including politics, athletics, and business (1, (11) (12) (13) , and later supplemented these questionnaire measures with data on actual leadership roles (see supplementary methods 2.3). On the basis of these measures, we examined whether risk, loss, and ambiguity preferences in the baseline task were associated with leadership scores. None of these preference measures was consistently correlated with leadership scores across both independent samples (table S1 and fig. S2 ). Moreover, sensitivity to the informational advantage, response times, and choice consistency were not reliably associated with leadership scores (table S1 and supplementary results 1, 2, and 7).
The role of preferences for decision rights and control Every decision in the delegation task, across both self and group conditions, requires the participant to choose whether or not she will make the decision herself or give up the right to make the choice and follow the other group members' collective judgment. Individuals who put a high value on maintaining their private decision rights should display a relatively lower deferral rate in the self trials when compared to individuals who do not value their private decision rights as highly.
Consistent with the view (5, 6) that decision rights are generally valued positively, participants preferred, on average, to maintain control over their own outcomes in the self trials and were willing to forgo the informational advantage available when deferring to the majority in most trials (mean = 62.7%; Wilcoxon signed-rank test versus a random-choice null hypothesis, z score = 6.0, P = 2 × 10 −9 ). However, the proportion of control-taking choices in the self condition was not related to individual leadership scores ( Fig. 2A ; Spearman rank correlation coefficient (r) = −0.03, P = 0.84).
The driver behind leadership might not be the desire to control only one's own outcome but rather to exert decision rights with broad implications for whole groups. This would imply that the frequency of keeping control in the group trials is informative about real-life leadership measures. Just as in the self trials, on average, participants preferred to maintain control over group outcomes despite the informational advantage of deferring. However, again there is no evidence for an association between the strength of the preference for control in group trials and leadership scores ( Fig. 2B ; r = 0.13, P = 0.33; see also supplementary results 1). Thus, preferences in favor of decision rights and control over self or others did not explain individual differences in leadership scores, suggesting that different motivational forces are at work.
Leadership and responsibility aversion
If it is not the aforementioned preferences that distinguish high-from low-scoring leaders, then perhaps a dynamic change to the decision process between individual versus group choices holds the key. A critical difference between group and self trials is the potential responsibility for others' welfare in group trials. Relatively little is known about how responsibility for others' outcomes influences decision-making. Indeed, we do not even know yet whether the average person prefers to seek or avoid responsibility, much less how responsibility preferences might relate to leadership.
The majority of participants preferred to avoid responsibility, that is, participants deferred more on group than self trials. Thus, we term this preference responsibility aversion. The mean percent increase in deferral rate from self to group trials was 17.3% (Wilcoxon signed-rank test, z score = 5.4, P = 5 × 10
−8
). However, there was substantial variability in the level of responsibility aversion across individuals (SD = ±43%). Critically, individuals who showed less responsibility aversion had higher leadership scores ( Fig. 2C ; r = −0.46, P = 2 × 10 −4 ). This variability in responsibility aversion was not significantly correlated with baseline preferences over risk, ambiguity, or loss, nor did it correlate with personality traits from the "five-factor model" (table S1 and supplementary results 4: for risk, loss, and ambiguity preferences, all P > 0.66; for the five-factor model, all P > 0.2).
To assess the ecological validity of this association between responsibility aversion and leadership scores, we collected real-life expressions of leadership behavior from our participants (rank obtained during mandatory military service and leadership experience in scouts organizations, supplementary methods 2.3.4). Responsibility aversion was the only measure that significantly correlated with these real-life expressions of leadership (Fig. 2D , r = −0.49, P = 0.02).
This relationship between responsibility aversion and leadership is also robust. First, all results presented above and in the upcoming sections on computational modeling were initially obtained in the behavioral group and then independently replicated in the functional magnetic resonance imaging (fMRI) group (see the supplementary materials). Second, we computed out-of-sample predictions of the leadership scores for the fMRI sample based on parameter estimates computed on the basis of the original behavior-only sample. The predicted leadership scores for the fMRI sample were, indeed, significantly correlated with the empirically observed leadership scores from those participants (Fig. 2E , r = 0.44, P = 0.004; supplementary results 3).
Taken together, these results suggest that responsibility aversion, an as yet mechanistically undetermined behavioral preference, is a robust and ecologically valid predictor of leadership. Critically, these results hint that some key latent factor(s) in the decision process must change when individuals are faced with the choice to lead others versus making the same choice for themselves alone. What are the underlying cognitive computations and neural mechanisms?
What is responsibility aversion, and why does it arise?
Responsibility aversion, as an interpersonal phenomenon, might be related to social preferences, that is, a concern for others' payoffs. We therefore examined several measures of social preferences as well as feelings of group affiliation and democratic tendencies. We also performed a Edelson Individuals needed to select a risky option ("act") or safe option ("not act") on the basis of the probability of success of the risky option and the possible gain or loss if that option was chosen. The probability of success and failure was indicated by the proportion of green or red slices, respectively, in the probability pie and by adjacent text. In each trial, a varying amount of the probability information was obscured by a gray cover. If the individuals preferred the safe choice, they received a sure outcome of 0 for that trial. (B) Delegation task. Two days later, individuals were faced with the same choices but had the additional option to "defer" to the majority opinion of their group and gain access to the group's informational advantage. This task involved two conditions, group (where the participant's action affected the payoff of all group members) and self (where the participant's action affected only herself). (C) Informational advantage for the group. Shown is one example of potential observable probabilities seen by each of the four individuals in the group as well as the true underlying probability pie, which was not displayed to the participants. The position of the obscuring gray cover changed for each individual, resulting in the exposure of a different part of the probability information. Consequently, in our task, the group, as a whole, had more information than each individual alone. For a full description, see supplementary results 1 and fig. S1 . The informational advantage and optimal choice, in terms of expected monetary payoff, were identical for each matched group and self trial (see also supplementary results 8).
control experiment to identify the potential impact of regret, blame, or guilt on responsibility aversion. However, none of these measures was correlated with responsibility aversion (table S1 and supplementary results 5, 6, and 8). Moreover, the association between leadership scores and responsibility aversion remained significant after controlling for such measures in a multiple regression analysis (table S1) . Thus, responsibility aversion is distinct from other trait-level preference categories. This raises the questions of why and how it affects decision processesquestions that can only be answered by identifying the underlying computational mechanism-and how the brain implements these processes. One possibility is that responsibility aversion is driven by a tendency to become more conservative in terms of risk, loss, or ambiguity when making choices that can affect others. Alternatively, responsibility aversion could be driven by an as yet uncharacterized cognitive process. Therefore, we analyzed participants' behavior by developing a computational model that allowed us to determine the mechanism underlying responsibility aversion.
To convey the logic of our computational modeling approach, we first describe the choice behavior that participants demonstrated in the baseline and self trials, in which responsibility can play no role, and then explain how this inspired our efforts to formally model the mechanisms generating the observed changes in behavior for the matched group trials. The patterns of deferral choices (Fig. 3A) and reaction times (Fig. 3B) provide an initial clue as to how deferral decisions are made and the type of computational process that might underlie these choices. We estimated subjects' preference parameters (i.e., attitudes toward risk, loss, and ambiguity and probability weights), using a prospect theory model (supplementary methods 3.1; see also supplementary results 9), and used these parameters to compute the subjective-value differences between accepting and rejecting the gamble in each trial. Fig. 3A depicts the proportion of deferral choices during self trials as a function of these subjective-value differences.
The figure shows an inverted U-shaped pattern. For large subjective-value differences, the probability of deferral is close to zero, whereas for small differences, average deferral rates reach almost 60%. Low subjective-value differences mean that the values of the two options are difficult to distinguish, that is, the discriminability between the options is low, whereas high subjective-value differences imply high discriminability between the options. This interpretation is also supported by reaction-time data (Fig. 3B) , which show that response times are highest when subjective-value differences are low. Thus, when there is little doubt that accepting (or rejecting) the gamble is the superior option in a given trial, participants generally make the decision themselves rather than letting the group decide. However, when standard preferences toward loss, risk, and ambiguity provide little guidance about what constitutes the best choice because the subjective-value difference is small, participants defer more often to the group.
We thus postulated that responsibility aversion might be due to changes in the demand for certainty about what constitutes the best choice when also deciding for others instead of only for oneself. According to this hypothesis, the subjective value of the gamble and the uncertainty about what is the best choice do not change between the self and the group trials. Rather, it is the required level of certainty about the best response to the gamble that changes when individuals are responsible for others. In mechanistic terms, the demand for certainty in a given Edelson This prediction is based on the parameter coefficients estimated using participants in the original, behavior-only dataset and then applied to each individual in the independent fMRI dataset to predict leadership scores (for full details, see supplementary results 3). The correlation between the observed leadership score and the predicted leadership scores is r = 0.44 (P = 0.004). For all scatter plots, the solid line is the best-fit regression line, and shaded areas indicate a 95% prediction interval for fit lines estimated from new out-of-sample data points. The correlation coefficients and P values were calculated by using the nonparametric Spearman rank correlation.
choice condition can be represented by deferral thresholds. A deferral threshold is defined by the critical subjective-value difference between accepting and rejecting the gamble (i.e., the vertical lines in Fig. 3C ) at which the subject switches between preferring to lead, on average, versus deferring. Naturally, there will be a critical subjectivevalue difference (deferral threshold) for switching between deferring and leading in both the negative (i.e., when the safe option is preferred) and positive (i.e., when the risky option is preferred) domains. The thresholds define a critical range of subjective-value differences within which the participant prefers to defer to the group and beyond which the participant prefers to make the decision herself (Fig. 3C) . The optimal deferral thresholds are determined by the size and precision of the subjective-value difference (i.e., certainty) and the potential leader's prior beliefs about the utility of leading and the utility of deferring as a function of subjective-value differences (supplementary methods 3). If, for example, the demand for certainty increases in one condition relative to another, then the deferral thresholds become wider and the potential leader will defer more often. Thus, a responsibility-averse individual could potentially be characterized as someone who demands higher certainty about what is the best choice in the group trials compared to self trials, which is tantamount to wider deferral thresholds in the group trials (Fig. 3, C and D) . It is critical to note that we are proposing that this mechanism involves a change in the level of certainty required to take the choice when faced with potential responsibility for others rather than an overall high or low demand for certainty.
A change in the demand for certainty about the best choice represents an alternative mechanism to the hypothesis that changes in the subjective-value construction process via preferences over risk, loss, and ambiguity or probability weighting across self and group trials lead to responsibility aversion (14, 15) . This "shift-instandard-preferences hypothesis" can, in principle, account for the higher willingness to defer in the group trials while maintaining a constant threshold across trial types (see fig. S3 ). For example, if a subject becomes more loss averse in the group trials, then the subjective-value difference between accepting and rejecting becomes smaller in many trials. Therefore, a subject may prefer to keep the decision right for a given lottery in the self trials (because the subjectivevalue difference is outside the fixed critical range) but defer the decision right in the group trials (because the subjective-value difference shrinks and is now within the fixed critical range). Thus, it is not clear a priori which potential mechanism is more consistent with the leadership decisions we observed.
A mechanistic explanation of responsibility aversion and leadership behavior
We specified a computational model in which individuals' preference parameters and their deferral thresholds are simultaneously estimated on the basis of their behavior in the self and group trials. This model constitutes an implicit horse race between the shift-in-standard-preferences hypothesis and an explanation of responsibility aversion in terms of differences in deferral thresholds across conditions. If standard preferences vary substantially between the conditions while deferral thresholds remain constant, responsibility aversion is best explained in terms of changes in conventional preferences. If, however, conventional preference estimates remain constant across group and self trials while the deferral thresholds vary, then responsibility aversion can be attributed to changes in deferral thresholds and the beliefs about the relative utility of deferring that they signify.
Our computational model combines aspects of optimal categorization (16, 17), which enable the empirical identification of individuals' deferral Edelson thresholds, with prospect theory (18) , which enables the empirical identification of individuals preference parameters for risk, loss, and ambiguity and probability weights (see supplementary methods 3 and supplementary results 9). The model simultaneously estimates a condition-specific (group or self) deferral threshold and conditionspecific preference parameters from each individual's pattern of choices. The probability of deferring is jointly determined by the subjective value of the gamble and the deferral thresholds. The probability of choosing the risky versus safe action conditional on leading is determined for each decision problem on the basis of the subjective value of the risky relative to the safe option. Our computational model accurately captures the patterns of choice behavior (Fig. 4, A This allowed us to use it in determining which of the underlying components of the decision process are affected by responsibility for others' welfare. Direct tests of model parameters between conditions showed that the group trials led to a specific increase in the deferral threshold [mean change (±SD) is 1.26 (±0.23); posterior probability of a difference between the conditions is >0.999] but did not influence any other model parameter (Fig. 4C) . Thus, being responsible for others did not change the way participants processed key decision-relevant information such as reward magnitude, risk, or ambiguity but rather induced a shift in the deferral threshold, indicating a higher demand for certainty about the best choice in the group trials. Critically, the s parameter quantifying the noise in the subjective-value difference representation, and partially determining the threshold values, does not change, suggesting that changes in prior beliefs about the utility of leading and the utility of deferring as a function of the subjective-value difference drive responsibility aversion.
Almost all individuals increased their deferral threshold in the group trials relative to the self trials (Fig. 4D) . Moreover, these individual-level changes in the deferral threshold were correlated with leadership scores (r = −0.46, P = 3 × 10
−4
). More stable thresholds across conditions were associated with higher leadership scores.
Our results suggest the following theoretical conceptualization of the choice to lead or to defer: Depending on their demand for certainty about the best choice, the subjects establish boundaries in subjective-value space (i.e., deferral thresholds) that are used to determine whether leading or deferring is the best course of action. In each lead or defer decision, the subjective values of the available options are constructed from underlying basic preferences over risk, loss, ambiguity, decision rights, and so on. Only once these values are constructed can they be compared to the deferral threshold. Therefore, responsibility aversion is fundamentally different from basic preferences over risk, loss, and ambiguity or probability weights. Although these preferences play a role in determining the subjective value of the gambles, they are stable across self and group trials and therefore cannot explain the existence of responsibility aversion. Instead, changes in beliefs about the utility of leading and deferring when potentially deciding for others underlie responsibility aversion. The resulting change in the demand for certainty for group trials relative to self trials suggests that a form of second-order introspection or metacognitive processing (2, 19, 20) is involved in responsibility aversion.
Although high-scoring leaders can vary substantially in terms of underlying preferences (e.g., risk, loss, and control preferences), the unifying element is that they calibrate their prior beliefs about the utility of leading and deferring similarly across group and self trials. This characterization of the choice to lead is compatible with many different leadership styles or leadership types (see fig. S4 ) (11, (21) (22) (23) (24) (25) (26) . Consider, for example, an "authoritarian" leader with a strong preference for control and thus a very narrow deferral threshold in both the group and self trials. Compare her with a "democratic" leader with a strong preference for consensus who displays a rather broad deferral threshold in both group and self trials. Both leadership types are consistent with our conceptualization of leadership choice, and our theory predicts that both will have a high score for goal-oriented leadership because the key mechanism underlying the choice to lead is the similarity in the deferral thresholds across group and self trials. Thus, the choice process we describe can serve as a unifying mechanism across the variety When participants made decisions about potentially taking responsibility for others in the group trials, they increased the deferral threshold, such that a larger difference in subjective value was needed before they chose to lead. No other parameter changed in the group trials (see also figs. S6 and S7 for each dataset separately for the full and restricted models). t, stochasticity in the binary choice process; s, noise in the representation of the subjective-value difference; Amb, ambiguity preference measure; Thr, deferral threshold; Risk, risk-preference measure; Loss, loss-preference measure; Bias, measure of left or right asymmetry in deferral thresholds. *The posterior probability of a difference between the conditions is >0.999. The blue and gray shading highlight significant and nonsignificant changes across conditions, respectively. (D) The change in the deferral threshold, measured in subjective-value units, between the group and self conditions. Each bar represents one individual. For (A) and (B), error bars represent SEM; for (C), errors bars represent 95% credible intervals because they are obtained from a posterior distribution on the population level (see supplementary methods 3).
of traits and characteristics associated with leadership (1, 11).
Neural mechanisms of responsibility aversion
We next turned to neural data to further understand the latent determinants of this process and how they are implemented in the brain. In our computational model, the key factor determining whether an individual will assume responsibility in any given trial is whether the current subjective-value difference exceeds the deferral threshold. Consequently, we can test the hypothesis that individual differences in responsibility aversion will manifest as differences in this comparison process at the neural level.
How might such a comparison process be implemented in the brain? Higher-order cognitive functions, such as leadership decisions, are most likely supported by interactions between both local and anatomically distinct pools of neurons (27) . Therefore, we constructed a minimal model of the neural processing nodes that can incorporate the different choice aspects related to assuming responsibility and used this minimal network to test manifestations of individual differences at the neural level.
We first used fMRI data from participants who made decisions in the delegation task to identify brain regions (i.e., potential network nodes) where activity correlated with the four key aspects of our task: (i) the trial type (group versus self), (ii) relying on the group's decision (defer rather than lead), (iii) the subjective-value difference, and (iv) the estimated probability of leading, p(l) in each trial. Our goal here was not an exhaustive characterization of all brain activity patterns underlying leadership decisions. Rather, we aimed to test if activity patterns, centered on the time of choice, in a minimalistic brain network, can further uncover unobservable aspects of the internal decision process and test the mechanism for choosing the responsibility of leadership derived through computational modeling of the choice data.
First, we identified activation that correlated with the four aforementioned variables in our leadership decision task at the time of choice (see tables S3 to S5). The basic contrast testing for differential activity as a function of choice condition (group versus self) revealed increased activity in the middle-superior temporal gyrus (TG) when participants were potentially responsible for the welfare of others. The temporal parietal junction (TPJ) (i) was more active when participants deferred their decision right to the group and (ii) also increased as a function of the informational advantage (i.e., potential benefit) available by deferring and taking advantage of the other group members' knowledge regardless of the decision outcome (see supplementary results 10.2).
We also used the model-derived, trial-wise estimates of the subjective-value difference and the probability of leading, p(l) as parametric regressors in our fMRI analyses. These two parametric contrasts revealed that the subjective-value difference was associated with activity in several brain regions, including the medial prefrontal cortex (mPFC), whereas the probability of leading was most strongly reflected in the activity of the anterior insula (aIns; for additional details and full results of all univariate analyses, see supplementary methods 5, supplementary results 10, and tables S3 to S5).
Having identified regional activity (TG, TPJ, mPFC, and aIns) that correlated with the four critical components of our leadership task, we Edelson (B) The scatter plot shows the correlation between the out-of-sample predicted leadership scores, which are based on individuals' connectivity parameters in the neural network and the preference measures in table S1, and individuals' observed leadership scores (r = 0.47, P = 0.002).
(C) Schematic representation of a subset of the neural network parameters, specifically those most closely linked to individual differences in the modification of the deferral threshold (see fig. S8 and table S6 for all DCM and regression weights, respectively). Individuals who shift their deferral threshold showed a reduced influence of mPFC activity on the aIns. The degree of this reduction was proportional to activity in the TG, which is higher in group relative to self trials (arrow 1). The reduced influence of mPFC on aIns and the impact of TG activity on this reduction suggest that the influence of the subjective-value difference on choices is modulated under responsibility. Participants with a larger shift in deferral thresholds also show a stronger negative effect of the TPJ input on the aIns (arrow 2). This TPJ activity had a stronger effect on the aIns among participants who showed a larger shift in deferral thresholds. Yellow-colored regions represent parametric correlations with trial-wise regressors obtained from our computational model. Red-colored regions represent simple binary contrasts. For (A) and (B), shaded areas indicate a 95% prediction interval for fit lines estimated from new out-of-sample data points.
next quantified the levels of functional interaction between these four network components. We fit a stochastic dynamic causal model (DCM) (28) to estimate the context-dependent changes in functional coupling within our network on the group and self choices (for full details, see supplementary methods 5.4). Once we obtained the parameters representing the levels of local activity and functional coupling within our brain network model on group relative to self trials, we tested whether these measures can be used to predict and, ultimately, better understand individual patterns of leadership choices. Individual differences in the parameters of our brain network model were indeed predictive of individual differences in the shift in deferral thresholds and leadership scores (Fig. 5, A and  B) . A model including only the neural network parameters yielded accurate out-of-sample predictions for each participant's shift in the deferral threshold (median split classification accuracy = 91%, P = 2 × 10
−11
). We also tested if these neural parameters explained variation in leadership scores over and above the behavioral measures listed in table S1 (including responsibility aversion). Model comparison demonstrated that including the parameters of the DCM along with the behavioral measures provided a better fit to the data (Akaike information criterion and Bayesian information criterions differences are equal to 186.6 and 119.8, respectively). Once again, this combined model made accurate out-of-sample classifications of the participants' leadership scores (median split classification accuracy = 71%, P = 0.006).
Next, we turned to the question of which brain network parameters best explained individual differences in behavior. In our computational model of behavior, the deferral thresholds are compared to the subjective-value difference to determine whether it is best to lead or defer in each trial, and these thresholds generally increase with responsibility for others (Figs. 3D  and 4C ). This widening of the deferral thresholds signifies a change in the association between the subjective-value difference and deferral-choice probabilities, and this change is greater in highly responsibility-averse individuals because the deferral threshold moves further out. Therefore, if mPFC activity is associated with the subjective-value difference and aIns activity is associated with the probability of leading, then we should see a differential impact of mPFC activity on the aIns in participants with larger responsibility aversion (i.e., greater widening of the thresholds) in the group trials.
This pattern of results was indeed observed (Fig. 5C and table S6 ) and was conditional on activity in the TG. Recall that TG activity was higher in the group trials compared to the self trials. Increased TG activity was associated with a lower or inhibited influence of mPFC on aIns at the neural level. Leaders show less of this inhibition. This provides a potential neural mechanism for the change in deferral thresholds. These findings further support the conclusion that responsibility aversion is the result of a second-order process operating on the results of subjective-value computations generally thought to be related to mPFC activity (29, 30) .
We also found that, during the group trials (relative to the self trials), there was a stronger influence of TPJ activity on the aIns in individuals who showed a larger shift in deferral thresholds. Activity in the TPJ reflected, in our task, the potential informational advantage available by deferring to the decisions of the other group members, consistent with theories on the role of the TPJ in mentalizing (31) . We speculate that stronger signaling from the TPJ to the aIns in group trials may be one means through which the deferral threshold is increased, thus producing the observed responsibility-averse choices.
Conclusion
Being a leader requires making choices that will determine others' welfare. Decisions as diverse as committing soldiers to the battlefield or picking a school for your child share a basic attribute: assuming responsibility for the outcome of others. Thus, although the motivations driving one to lead a country, business, or classroom are many and varied (and domain-specific attitudes most likely play an important role), a willingness to shoulder responsibility is present in all who choose to lead, shaping every level of society for better or worse.
Our results provide a behavioral, computational, and neurobiological microfoundation of the processes underlying the decision to lead. Although early conceptual leadership research emphasized the importance, and speculated on the nature, of internal decision-making processes (32), the necessary empirical and analytic tools to directly address these questions were not available at the time. We identify low responsibility aversion as an important determinant of the decision to lead and demonstrate, empirically and computationally, that it is based on a multilevel evaluation of the subjective evidence in favor of one potential action over another in the light of prior beliefs about the utility of maintaining control (33), gaining information, and taking responsibility for others' outcomes.
We provide both a precise empirical measure and a theoretical foundation of responsibility aversion that make it possible to further explore its implications for social and economic phenomena (34) . There could be a psychological cost for assuming responsibility for others' outcomes, which may require extra compensation. It may explain why "responsibility" is often used to justify pay differentials in hierarchical organizations (35) , as well as why organizations may want to economize on these costs and preferentially choose individuals with low responsibility aversion for leadership positions and why individuals with low responsibility aversion are more likely to self-select into such positions (see Fig. 2D ). These conjectures and our characterization of the leadership choice process raise many future research opportunities, and we hope that the empirical and theoretical concepts developed in this paper will prove useful in providing a more thorough understanding of these issues.
Methods summary
A full description of the materials and methods is provided in the supplementary materials. Briefly, we collected choice data from 40 participants on a decision paradigm in which an individual could delegate decision-making power about a choice between a risky and a safe option to their group or keep the right to decide. In the main task, the participants made 140 different choices under two conditions: in the self trials, only the individual's payoff is at stake, whereas in the group trials, each group member's payoff is affected. We combined computational modeling approaches from the perceptual and value-based decisionmaking domains to estimate each individual's personal utility for every available action in order to tease apart potential motivations for choosing to "lead" or "follow." In a separate sample of 44 participants, we collected choice data using the same decision paradigm in conjunction with fMRI. The fMRI data were analyzed with effective functional connectivity modeling techniques to examine the neurobiological basis of leadership choices.
