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In many service industries, the firm adjusts the product price dynamically by taking into account the current product
inventory and the future demand distribution. Because the firm can easily monitor the product inventory, the success of
dynamic pricing relies on an accurate demand forecast. In this paper, we consider a situation where the firm does not
have an accurate demand forecast, but can only roughly estimate the customer arrival rate before the sale begins. As the
sale moves forward, the firm uses real-time sales data to fine-tune this arrival rate estimation. We show how the firm can
first use this modified arrival rate estimation to forecast the future demand distribution with better precision, and then
use the new information to dynamically adjust the product price in order to maximize the expected total revenue.
Numerical study shows that this strategy not only is nearly optimal, but also is robust when the true customer arrival
rate is much different from the original forecast. Finally, we extend the results to four situations commonly encountered
in practice: unobservable lost customers, time dependent arrival rate, batch demand, and discrete set of allowable
prices.
Published by Elsevier B.V.
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Dynamic pricing is a business strategy that adjusts the product price in a timely fashion in order to allo-
cate the right service to the right customer at the right time. The rationale of dynamic pricing can be under-
stood with an example of an airline company. When an airline sells seats in the same class, it offers different
fares depending on time to departure and current seat inventory. The airline has the incentive to promote
sale when the departure time is approaching with a lot of vacancies on hand, because each empty seat is0377-2217/$ - see front matter Published by Elsevier B.V.
doi:10.1016/j.ejor.2005.01.041
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number of seats for possible last-minute travelers who are willing to pay substantially more in price. As
a consequence, airfare often fluctuates in its selling horizon.
Products such as airline seats are called perishable products, which have three major characteristics: (1)
the quantity is fixed and reordering is not possible; (2) there is a deadline for sale; and (3) the marginal cost
of selling one more item is little, so most part of revenue goes directly to profit. Because of these charac-
teristics, perishable products are particularly suitable for dynamic pricing. Besides being used extensively in
the airline industry, dynamic pricing can also be found in other travel industries––such as hotel rooms [4],
rental cars, and cruise lines [11]––to incorporate seasonal fluctuation in demand. Interested readers are re-
ferred to survey papers, such as [20] and [17], for an overview of dynamic pricing and its role in revenue
management.
In general, there are two major sources of randomness in demand: customer arrival rate and customer
reservation price distribution. Most existing literature concerning dynamic pricing assumes that both cus-
tomer arrival rate and customer reservation price distribution are well known before the sale begins. In
many service industries, however, whereas the seller can use historical data to estimate the customer reser-
vation price to a good extent, it is rather difficult to accurately forecast the customer arrival rate before the
sale begins. For example in the travel industry, the demand rates for air travel services and for hotel rooms
on different days may be different if an event––such as a commencement, a trade show, or a conference––
takes place at the destination city. For another example in the entertainment industry, when a pop singer
goes on an international tour, it is relatively easy to know how much a loyal fan is willing to pay for a tick-
et, but it is rather difficult to know how many fans there are in each city and how many of those fans will be
aware of the event. In these cases, if the seller roughly estimates the customer arrival rate and dynamically
sets the product price based on this rough estimation, he faces a significant risk. If the true customer arrival
rate is much lower than the estimated rate, the seller will end up with many unsold items at the end. On the
other hand, if the true arrival rate is much higher, the seller will be out of stock quickly and loses the oppor-
tunity to take advantage of the excess demand. The dynamic pricing literature does not adequately address
this risk.
In this paper, we present a dynamic pricing model where customers arrive in accordance with a condi-
tional Poisson process, whose rate is not known to the seller in advance. Instead, through preliminary pre-
sale market research, the seller obtains a prior distribution of the customer arrival rate. As the sale moves
forward, the seller uses real-time sales data from the realized demand to fine-tune the arrival rate estima-
tion, and then uses the fine-tuned arrival rate estimation to better understand the demand curve in the
future. Consequently, the seller updates the future demand distribution in real time, and then dynamically
sets the product price to maximize the expected total revenue.
In recent years, the problem of dynamic pricing has drawn much attention. Most research on dynamic
pricing assumes that the customers arrive according to a stochastic process that has independent incre-
ments; that is, the numbers of customers in disjoint time intervals are independent random variables. With
this assumption, knowing the number of customers that have shown up so far provides no additional infor-
mation about how many more customers will show up later on, so learning is not possible. For example, in
a continuous-time setting, a common assumption is that customers arrive according to a Poisson process
with a given intensity function [6,8,9]. In a discrete time setting, time is divided into small intervals such
that in each time interval there is a small probability a customer will arrive, independent of everything else
[13,19]. With the assumption that the demand process has independent increments, the problem is often
formulated as a Markov decision process. In most cases, it can be shown that the optimal product price
increases in the remaining time and decreases in the current inventory level. However, because the optimal
policy is difficult to derive, most research focuses on developing heuristic policies.
Learning models have been studied in the operations management literature to better forecast the future
demand curve. Most work assumes that price is exogenous, while the firm decides how much inventory to
524 K.Y. Lin / European Journal of Operational Research 174 (2006) 522–538replenish in each time period [2,12,16]. Learning models that incorporate both price and replenishment
decisions include [3] and [18]. In both papers, the demand curve in each time period is a deterministic
and identical function of the price, while the parameters of the function are unknown to the decision maker.
Based on the realized demand in early periods, the decision maker learns about the demand curve in order
to set a proper price later on. Burnetas and Smith [5] considered a similar problem except that the demands
in different periods are independent and identically distributed random variables. They developed a policy
with which the realized profit converges with probability one to the optimal value under complete informa-
tion. These learning models are different from our model because the seller learns from repetition of iden-
tical experiments (same flight number through different days), and in our model the seller learns throughout
the sales horizon of a single event.
The rest of this paper is organized as follows. In Section 2, we introduce a dynamic pricing model where
customers arrive according to a conditional Poisson process. We show how the seller can improve the esti-
mation on the customer arrival rate from the real-time sales data as the sale moves forward. Motivated by
these preliminary results, we consider a surrogate dynamic pricing model and derive its optimal policy in
Section 3. Then in Section 4, we use the results from this surrogate model to develop the variable-rate policy
for the original problem described in Section 2. The numerical experiments show that this variable-rate pol-
icy is not only nearly optimal, but also robust even when the pre-sale estimation on the customer arrival
rate is relatively poor. In Section 5, we extend the results to four settings that are often encountered in prac-
tice: (1) lost customers are not observable; (2) the customer arrival process is non-stationary; (3) each cus-
tomer can request more than one item; and (4) the allowable price set is discrete. Finally we conclude the
paper and discuss future research directions in Section 6.2. The model and preliminaries
Consider a dynamic pricing model where a seller sells a given stock of identical items over a finite time
horizon [0,T]. Customers arrive according to a conditional Poisson process with an unknown rate K. Upon
arrival, a customer will purchase one item if the posted product price is lower than her reservation price, or
leaves empty-handed otherwise. We assume the reservation prices of all customers are independent and
identically distributed with a continuous cumulative distribution function F. In other words, when the seller
sets the product price p, the probability an arriving customer will purchase one item is F ðpÞ  1 F ðpÞ,
pP 0. We assume that F ðpÞ is strictly decreasing in p and let F 1ðvÞ, 0 6 v 6 1, denote its inverse function.
With this assumption, we can interpret the sellers decision as choosing the probability of successfully sell-
ing one item instead of choosing the price p. In the rest of the paper, we will refer the probability of suc-
cessfully selling one item as the policy of the seller.
Let gðvÞ  vF 1ðvÞ denote the expected revenue collected from the arriving customer when the seller uses
the policy v. We assume that g(v) is continuous, twice differentiable, and bounded for v2[0,1]. In particular,
because g(0) = 0 when the seller decides not to sell to a particular customer, we let limv!0þgðvÞ ¼ 0 so that
the expected revenue tends to zero as the price approaches infinity. The sale ends either when the seller sells
out the stock, or at time T, whichever occurs first. We assume that any unsold items at time T have no sal-
vage value. This assumption is without loss of generality if the salvage value of the stock is linear in the
number of unsold items.
The customer arrival rate K, although not known in advance, can be estimated by pre-sale market re-
search. As soon as the sale begins, the seller starts to observe the arrival stream of customers. By counting
the number of arriving customers as the sale moves forward, the seller then fine-tunes the estimator of K so
as to better predict the demand distribution in the future. The sellers objective is to use the pre-sale market
research and the real-time sales data to dynamically adjust the product price in order to maximize the ex-
pected total revenue when the sale ends.
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Before the sale begins, the seller conducts market research such as market surveys or historical data anal-
ysis, to forecast the customer arrival rate K. In particular, we assume that this pre-sale market research re-
veals the first two moments of the random quantity K: the estimator l and the standard error r. The seller
can endure more effort in market research to get a better estimation on K, that is, a smaller value in r. The
extreme case that r = 0 reduces the model to the one where the seller can accurately predict the customer
arrival rate––a common assumption used in most existing literature.
With estimations for the first two moments of the arrival rate K, a natural choice is to assume K follows a
normal distribution with the estimated mean and variance. A normal distribution prior, however, has at
least two drawbacks: (1) the normal distribution has positive support for the whole real line, while the cus-
tomer arrival rate can never be negative; and (2) as the sale moves forward, the resulting posterior distri-
bution of K does not have a closed form and is mathematically intractable. For these reasons, choosing a
normal distribution prior would add unnecessary complexity to the problem.
In this paper, we assume the customer arrival rate K follows a gamma distribution with parameters (k,a),
with the following density function,fKðkÞ ¼ ae
akðakÞk1
CðkÞ ;where CðkÞ ¼ R1
0
exxk1dx is the gamma function. To fit the gamma distribution with the estimated mean
and variance, we choose the parameters k and a such thatl ¼ E½K ¼ k
a
and r2 ¼ VarðKÞ ¼ k
a2
;or equivalently, k = l2/r2 and a = l/r2. The gamma distribution does not have the drawbacks of the nor-
mal distribution aforementioned, while its bell shape is close to normal distribution to a good extent. This is
particularly true when k is large (a gamma distribution converges to a normal distribution as k tends to
infinity), which is the case if the pre-sale market research is reasonably effective (l  r). The most signif-
icant advantage of choosing a gamma distribution is that the demand distribution becomes negative bino-
mial, which we shall discuss next.2.2. Compute the demand distribution
To calculate the probability distribution of the total number of customers N, we compute P(N = n) by
conditioning on the value of K:P ðN ¼ nÞ ¼
Z 1
0























;which is a negative binomial distribution with parameters (k, a/(a + T)). We will restrict the choice of k to
be an integer because it improves mathematical tractability significantly. This restriction, however, does not
hinder the rich shape the gamma distribution possesses.
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cess. For both homogeneous and nonhomogeneous Poisson processes, the resulting distribution of total
demand follows a Poisson distribution whose coefficient of variation is the reciprocal of the square root
of the mean. This coefficient of variation is much lower than what is encountered in practice [17]. In our

















E½N p :In other words, the coefficient of variation of the negative binomial demand distribution is larger than that
of the Poisson distribution with the same expected value. For that reason, the negative binomial demand
distribution of our model helps explain what is observed in practice.
There are extensive studies on the negative binomial demand distribution in marketing science literature
[14]. In particular, Agrawal and Smith [1] found evidence in a major retailing chain that the negative bino-
mial demand fits significantly better than the Poisson or the normal distribution.
2.3. Update the demand distribution in real time
In this section, we first show how to fine-tune the customer arrival rate estimation in real time, and then
use the modified arrival rate estimation to forecast the future demand distribution.
Let {N(t), 0 6 t 6 T} denote the counting process of customer arrivals, where N(t) represents the num-
ber of customers that have shown up through time t. After observing the value of N(t), the seller would have
a better idea about the true customer arrival rate. That is, if N(t) is relatively large, it is more likely the
arrival rate K is also large. Specifically, suppose i customers have shown up and at time t, the (i + 1)st cus-
tomer arrives. Because the density of this event is equal to the density that the arrival time of the (i + 1)st
customer––which follows a gamma distribution with parameters (i + 1,k)––is exactly equal to t, we can










ðk þ iÞ! ;which follows a gamma distribution with parameters (k + i + 1,a + t). The seller can then use this density
function to calculate the distribution of the number of future customers that will show up in the interval







ðk þ iÞ! dk ¼










In other words, when the seller needs to set the product price for the (i + 1)st customer at time t, he knows
the number of future customers follows a negative binomial distribution with parameters (k + i + 1,
(a + t)/(a + T)). This key result motivates a surrogate model that we will introduce in Section 3.
One special case is that the seller sets r = 0 by assuming the pre-sale estimation on the customer arrival
rate is perfect. By substituting a = k/l into Eq. (1) and letting k ! 1 (this is equivalent to letting r ! 0),
we can see that N(T)  N(t) converges to a Poisson distribution with mean equal to l(T  t). This special
case reduces the model to the one in which the seller assumes the customer arrival process (Poisson process)
has independent increments. In other words, the seller assumes the customer arrival rate is l and does not
change this assumption no matter what he observes during the sales horizon.
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When the customers reservation price is exponentially distributed, the optimal policy can be derived in
closed forms [10]. We refer this closed form optimal policy as the fixed-rate (FR) policy. In particular,
we call it the FR(l) policy if the seller uses the policy that would be optimal if the customer arrival rate
were equal to l. Although the FR(l) policy can be easily carried out, its performance can be poor if the
true customer arrival rate is different from l. We will further discuss this issue in Section 4.3. A surrogate model
It is difficult, if not impossible, to derive the optimal policy for the continuous-time dynamic pricing
problem in the previous section, because the distribution of the customer arrival rate depends on both time
elapsed and the number of customers that have shown up. In Section 3.1, we consider a surrogate dynamic
pricing problem, which is motivated by the observation that whenever the seller needs to set the product
price for an arriving customer, the number of future customers follows a negative binomial distribution.
We then solve the surrogate dynamic pricing problem in Section 3.2.
3.1. The seller’s new problem
Suppose when a new customer arrives, the seller needs to set the product price while knowing the number
of future customers follows a negative binomial distribution with parameters (c,a). Instead of assuming
some functional forms of the customers arrival times in a continuous-time setting, we assume that the fu-
ture customers will show up one immediately after another. The sale ends either when the entire stock is
sold out, or when there are no more customers. The sellers objective is to set a potentially different price
upon arrival of each new customer in order to maximize the expected total revenue when the sale ends.
Let X denote a negative binomial random variable with parameters (c,a) and thatP ðX ¼ iÞ ¼ iþ c 1
i
 
acð1 aÞi; i ¼ 0; 1; 2; . . .The random variable X can be interpreted as the number of times the tail appeared before the cth time the
head appears, when a biased coin with head probability a is continually flipped. With this interpretation, X
can be written asX ¼
Xc
j¼1
Y j;where Yj, j = 1, . . . , c, are independent geometric random variables with parameter a, and thatP ðY j ¼ iÞ ¼ ð1 aÞia; i ¼ 0; 1; 2; . . .
Note that we define the geometric distribution by counting the number of tails until the first head appears,
whereas a more conventional definition is to count the number of flips.
For each realization of X, we can divide the customers into c distinct groups, with group j having Yj cus-
tomers, j = 1, . . . , c. One can imagine that, after Y1 customers show up, a dummy customer steps in before
the second group of Y2 customers, which is then followed by another dummy customer, and so on. In other
words, these dummy customers between successive customer groups signal the beginning of a new group.
Of course these dummy customers are invisible to the seller, and the seller cannot tell which group each real
customer belongs to.
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Consider a supernatural sales agent who has the magical ability to see dummy customers. In other
words, this supernatural sales agent is informed which group each customer belongs to. Because this super-
natural sales agent has more information than the normal seller, it follows that the optimal expected total
revenue generated by the supernatural sales agent is higher than the normal seller.
Let J(s, c,a) denote the optimal expected total revenue the supernatural sales agent can generate with s
items, if the total number of customers follows a negative binomial distribution with parameters (c,a).
Because the supernatural sales agent can see both real and dummy customers, she can formulate the opti-
mality equation by conditioning on whether the next customer is real. Specifically, with probability a, the
next customer is dummy and the resulting expected total revenue becomes J(s, c  1,a), and with probabil-
ity 1  a, the next customer is real and the supernatural sales agent needs to choose v to maximize the
expected total revenue knowing that the additional number of customers is still a negative binomial random
variable with parameters (c,a) because of the memoryless property of the geometric distribution.
Consequently,Jðs; c; aÞ ¼ aJðs; c 1; aÞ þ ð1 aÞmax
v
v F
1ðvÞ þ Jðs 1; c; aÞ
 
þ ð1 vÞJðs; c; aÞ
n o
¼ aJðs; c 1; aÞ þ ð1 aÞJðs; c; aÞ þ ð1 aÞmax
v
gðvÞ  v Jðs; c; aÞ  Jðs 1; c; aÞð Þf g: ð2ÞThe optimization problem in the preceding equation is to find v that maximizesgðvÞ  vðJðs; c; aÞ  Jðs 1; c; aÞÞ: ð3Þ
Let v(s, c,a) denote the least maximizer of the preceding, that is,vðs; c; aÞ  min argmax
v
gðvÞ  vðJðs; c; aÞ  Jðs 1; c; aÞÞ: ð4ÞBecause the supernatural sales agent needs to set the product price only if the next customer is real, v(s, c,a)
is the optimal policy for the arriving (real) customer if the agent still has s items and the additional number
of customers (besides the arriving one) follows a negative binomial distribution with parameters (c,a).
To maximize Eq. (3), first note that it is twice differentiable because g(v) is twice differentiable. Therefore,
the optimal policy v(s, c,a) satisfies the first-order condition of optimality:g0ðvðs; c; aÞÞ ¼ Jðs; c; aÞ  Jðs 1; c; aÞ: ð5Þ
Substituting J(s, c,a) = g 0(v(s, c,a)) + J(s  1, c,a) back into Eq. (2) shows that v(s, c,a) satisfies v inaðg0ðvÞ þ Jðs 1; c; aÞÞ ¼ aJðs; c 1; aÞ þ ð1 aÞðgðvÞ  vg0ðvÞÞ: ð6Þ
For a given value of a, we can use the preceding equation to compute v(s, c,a) if we know J(s  1, c,a) and
J(s, c  1,a). We can then use Eq. (5) to find the value of J(s, c,a). In other words, we can compute v(s, c,a)
and J(s, c,a) recursively with the boundary conditionsJðs; 0; aÞ ¼ Jð0; c; aÞ ¼ 0; cP 0; sP 0:
To solve for v(s, c,a) from Eq. (6), we need to find all roots in the region where g00(v) < 0. A simple search
algorithm is efficient because when g00(v) < 0, the left-hand side of Eq. (6) decreases in v and the right-hand
side increases in v.
The monotonic properties for the optimal revenue function J can be understood as follows. Because with
more items or (stochastically) more customers, the agent can generate at least as much expected revenue by
using the same policy, it follows that J(s, c,a) increases in s, in c, and decreases in a. We next present three
second-order properties for J(s, c,a) in Lemma 3.1, which leads to the monotonic properties for the optimal
policy v(s, c,a) in Theorem 3.1. The proofs can be found in Appendix A.
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(s,a).
Theorem 3.1. The optimal policy v(s, c,a) increases in s, decreases in c, and increases in a.
Because the optimal price F
1ðvðs; c; aÞÞ bears an inverse relationship with v(s, c,a), the supernatural
sales agent should increase the price when c increases, and should decrease the price when s increases or
when a increases. Generally speaking, these properties state that the price should be set higher with a larger
demand or with a smaller supply, which are consistent with the results in other dynamic pricing models; for
example, see Gallego and van Ryzin [9] and Lin [15].
Now consider the following scenario. A seller with s items hires a supernatural sales agent to dynamically
set the product price. The supernatural sales agent, however, has not yet reported to work when the first
customer arrives. The seller knows that the additional number of customer follows a negative binomial dis-
tribution with parameters (c,a), and that the supernatural sales agent will arrive momentarily so he can del-
egate the agent to set the product price for all future customers. However, because the first customer does
not want to wait, the seller has to set the price for this first customer. What should the seller do? The answer
is that the optimal policy of the seller is to use the policy v(s, c,a) for this first customer. To see why this is
the case, first note that the seller cannot do better than the supernatural sales agent because the latter has
more information. By using the policy v(s, c,a), however, the seller can do equally well to the supernatural
sales agent if the latter were to set the price for the first customer. Therefore, the policy v(s, c,a)––which is a
feasible policy for the seller––is also the sellers optimal policy. The policy v(s, c,a), however, would not be
optimal if the seller had to set the price for all future customers.
This observation motivates a heuristic policy for the real-time demand learning model we introduced in
Section 2. We shall discuss this heuristic policy in the next section.4. Dynamic pricing with real-time demand learning
In this section, we return to the model in Section 2, where the seller updates the demand distribution in
real time. In Section 4.1, we present a dynamic pricing policy such that the seller sets the product price
based on the updated demand distribution. We then present numerical examples to demonstrate this pol-
icys efficiency in Section 4.2 and its robustness in Section 4.3.
4.1. The variable-rate policy
Consider the model in Section 2, where the customers arrive according to a conditional Poisson process
with rate K that follows a gamma distribution with parameters (k,a). Recall that in Eq. (1), if the (i + 1)st
customer arrives at time t––which implies that i customers have shown up in the interval [0, t)––the number
of future customers follows a negative binomial distribution with parameters (k + i + 1, (a + t)/(a + T)). If
the current inventory level is s, then we propose to use the policyv s; k þ iþ 1; aþ t
aþ T
 
;which would be optimal if future customers were to arrive sequentially. In other words, we use the policy
that would be optimal when considering only the distribution of the number of future customers but not the
functional forms of their arrival times. We call this dynamic pricing policy the variable-rate (VR) policy
because the seller fine-tunes the estimation of the customer arrival rate in real time so that he can set
the product price properly. In particular, we call it the VR(l,r) policy if the prior distribution of the cus-
tomer arrival rate has mean l and standard deviation r.
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new puzzle that requires the seller to dynamically set the product price when facing a negative binomial
demand distribution. The seller, however, has to solve only the first step of the puzzle by setting the product
price for the arriving customer, but can delegate an imaginary supernatural sales agent (as described in Sec-
tion 3.2) to solve the rest of the puzzle. In other words, the sellers job is simply to solve the first step of each
new puzzle upon arrival of each new customer. Because the seller can compute the function v(Æ, Æ, Æ), which is
the optimal policy the supernatural sales agent would use if she were to solve that first step, the function
v(Æ, Æ, Æ) is also what the seller should use.
To implement the VR policy, the seller needs to post a price that changes in real time in anticipation of a
new customer. Specifically, if the current inventory level is s and i customers have shown up, the price at
time t isF
1
v s; k þ iþ 1; aþ t
aþ T
  
:Because k,a,T are constants, during the sale the price is a function of s (current inventory level), i (number
of customers arrived so far), and t (amount of time elapsed). Intuitively, the optimal price should decrease
in s because with a lot of items the seller should lower the price to promote sales to avoid unwanted inven-
tory at the end; the optimal price should increase in i because seeing more customers implies a higher cus-
tomer arrival rate and therefore a higher demand in the future. The optimal price should also decrease in t
for two reasons: (1) seeing the same number of customers in a longer time period implies the customer ar-
rival rate is likely to be lower; and (2) with less time to go the demand tends to be lower. The results in
Theorem 3.1 are consistent with these conjectures.
Note that computing v(s,k + i + 1, (a + t)/(a + T)) requires solving a set of recursive equations, and
the computational effort increases as s increases, or as k + i + 1 increases. For that reason, computing
v(s, k + i + 1, (a + t)/(a + T)) in real time may be impractical if the seller initially has a large inventory,
or if a lot of customers have shown up. A remedy for this computational problem is to construct a table of
v(s, c,a) with three dimensions: s = 1, 2, . . . ; c = 1, 2, . . .; and different values of a between 0 and 1. The sell-
er can then quote the policy from this table and use linear interpolation on a when necessary.
4.2. Numerical experiments
To evaluate the performance of the VR policy, we consider an example where the initial inventory level
s = 10, and the total time for sale T = 5. Recall in Section 2.3 that the FR policy has a closed form solution
when the customers reservation price is exponentially distributed [10]. For that reason, we assume an expo-
nential reservation price distribution with mean equal to 1 in the numerical example, so that we can com-
pare the FR policy with the VR policy. Nevertheless, it is worth noting that the VR policy also works for
general reservation price distributions.
In the numerical study, we assume the arrival rate K follows a gamma distribution with mean l and stan-
dard deviation r, and simulate the expected total revenue generated by the FR policies and the VR policies
with different parameters. In each simulation run, we first generate the customer arrival rate from the gam-
ma distribution, and then generate a sample path of customer arrivals and their respective reservation
prices. We collect the data of total revenues for each policy to obtain the estimator of the expected total
revenue, and also the standard error of the estimator.
In order to assess the performance of each policy, we derive an upper bound for the optimal expected
total revenue. Consider the following scenario that the seller has perfect foresight to accurately predict
the value of K before the sale begins. Once the value of the true customer arrival rate is revealed, say k,
the seller then uses the optimal policy, that is, the FR(k) policy. The expected total revenue produced in
this scenario is then an upper bound for the optimal expected total revenue of the original problem. It is
Fig. 1. Efficiency of the VR policies.
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expected total revenue has a closed form solution.
The simulation results are plotted in Fig. 1. We choose l = 16 and plot the performance of each policy
for different values of r. The performance of each policy is reported as the ratio of its expected total revenue
to the upper bound aforementioned. We simulate 10 million runs for each scenario so that the 99.75% con-
fidence interval covers at most (100 ± 0.03)% of the estimator in all scenarios.
As shown in Fig. 1, the performances of the FR policy drops quickly if the uncertainty in the customer
arrival rate estimation, namely r, increases. In addition, the performance of the FR policy also drops if the
customer arrival rate assumed by the FR policy differs from E[K]. On the other hand, the VR policies are
very effective. The performance of the VR(16,2) policy drops slowly as r increases, while that of the
VR(16,8) policy almost stays flat across different values of r. The self-learning mechanism of the VR policy
allows the seller to fine-tune the customer arrival rate estimation as the sale moves forward. In doing so, the
seller is able to adapt the prices to an unexpected demand curve.
Although the difference in revenues between FR policies and VR policies is in the order of 1%, the in-
crease in profit can be significant in many service industries because the profit margin is usually very thin.
For example, Feldman [7] reports that the average profit margin for the airline industry is 1.6% during 1978
to 1988. For this industry, an increase of 1% in revenue is equivalent to 60% increase in profit.
4.3. Robustness and sensitivity analysis
This section discusses the robustness of the VR policy against different customer arrival rates. Specifi-
cally, we simulate the expected total revenue generated by various FR policies and VR policies for a given
customer arrival rate, say k. After 10 million simulation runs, we calculate the performance of these policies
as the ratio of their respective expected total revenue to that generated by the FR(k) policy. Finally we
change the value of k and plot the results in Fig. 2.
As shown in Fig. 2, although the FR(l) policy does well if k is close to l, its performance drops quickly
as jk  lj increases. On the other hand, the VR(l,r) policy gives up a little revenue in the case when k is
close to l, in exchange for robustness when k is away from l. The larger the value of r, the more significant
this tradeoff becomes. For example, the VR(16,8) policy yields almost the same expected revenue for a wide
range of customer arrival rates. Finally, it is very encouraging that by employing a learning mechanism, the
Fig. 2. Robustness of the VR policies.
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little only when the customer arrival rate k  16.5. Extensions
We next consider several extensions to the basic model. The first extension deals with the situation when
the seller can track only the number of items sold but not the number of customers. The second extension
considers the case when the customer arrival rate is time dependent. For these two extensions, we modify
the VR policy so that the seller can quote the price from the same three-dimensional table discussed in Sec-
tion 4.1. The third extension allows each customer to buy multiple items, and the last extension restricts the
seller to choose the price from a given discrete set. For these two extensions, the seller needs to first con-
struct a new price table before he can quote the price properly.
5.1. Unobservable lost customers
In previous sections, we assume that the seller can track the number of customers who inquire the prod-
uct even though the inquiry does not eventually lead to a purchase. This is a reasonable assumption for
online retailers, but it may not be the case for traditional retail stores. In this section, we consider the sit-
uation when the seller can only observe the number of items sold, but not the number of customers who
purchased nothing.
Let {NS(t), tP 0} denote the counting process where NS(t) is the number of items sold up to time t. In
addition, let {p(s), 0 6 s < t} denote the price history up to time t, where p(s) is the product price at time s.
At time t, the sellers objective is to use {NS(s), 0 6 s < t} and {p(s), 0 6 s < t} to properly set the product
price in order to maximize the expected total revenue from time t and onward.
We first consider the relation between NS(t) and {p(s), 0 6 s < t}. Because a customer arriving at time s
will independently buy one item with probability F ðpðsÞÞ, the counting process {NS(t),t P 0} is a sampling
of the original customer arrival process. Conditional on K = k, {NS(t), tP 0} is a nonhomogeneous Pois-
son process with intensity function kF ðpðsÞÞ. Given K = k and the price history {p(s), 0 6 s < t}, the num-
ber of items sold up to time t follows a Poisson distribution with mean equal tomðtÞ  k
Z t
0
F ðpðsÞÞds ¼ kHðtÞ;
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Z t
0
F ðpðsÞÞds ð7Þcan be viewed as the effective time length during which customer arrivals are observable. If j items have
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aþHðtÞ þ T  t
 kþjþ1 T  t
aþHðtÞ þ T  t
 n
:In other words, if a new customer arrives at time t and j items have been sold, the number of future cus-
tomers in (t,T] follows a negative binomial distribution with parameters (k + j + 1, (a + H(t))/
(a + H(t) + T  t)). Therefore, if the current inventory level is s, the seller should use the policyv s; k þ jþ 1; aþHðtÞ
aþHðtÞ þ T  t
 
:It is worth noting thatH(t) can be viewed as the effective time length during which the arriving customers
are observable in the time period [0, t). It is seen from Eq. (7) that H(t) 6 t, where the equality holds only if
all customers are observable––the case in Section 2. In general, one can imagine that the price history
{p(s), 0 6 s < t} screens the customer arrival process so that the seller can only see those customers with
higher reservation prices. The higher the price history {p(s), 0 6 s < t} has been, the smaller the value
H(t) becomes, and therefore less information is collected because more customers have turned away from
the high price.
5.2. Time dependent arrival rate
In many industries, it is often desirable to model the customer arrival process as a nonhomogeneous
Poisson process to capture different demand curves over time. For example, fashion retail stores may see
more customers on weekends than weekdays. Similarly, a sports event may see a surge of online customers
in the first few hours when the tickets go on sale. Although it is difficult to predict the strength of the market
response before the sale begins, it is often easier to understand the relative shape of the demand curve over
time from the historical data of similar events. Motivated by this observation, we suppose the arrival rate
function K(t) can be represented byKðtÞ ¼ RkðtÞ; 0 6 t 6 T ;
where k(t) is a constant baseline arrival rate that exhibits the relative shape of the demand curve over time,
while R is a gamma random variable with parameters (k,a) that measures the strength of market response.
Although we allow the customer arrival rate to be time dependent, this model is mathematically equiv-
alent to the one with a constant arrival rate because we can transform a nonhomogeneous Poisson process
534 K.Y. Lin / European Journal of Operational Research 174 (2006) 522–538into a homogeneous Poisson process by properly scaling the time horizon. Similar to the derivation in
Section 2, it is quite straightforward to show that if the (i + 1)st customer arrives at time t, the number








:Consequently, we can directly generalize the VR policy by using the same three dimensional table of v(Æ, Æ, Æ)
defined in Section 4.1.
5.3. Batch demand
In many service industries, a customer often would like to purchase two or more units of the same prod-
uct. Examples include airline seats, hotel rooms, and concert/sport event tickets. When inquiring the price
for four airline seats in planning a family vacation, a customer typically will either buy all four tickets, or
buy nothing. In other words, the seller loses the customer if he cannot or is not willing to fulfill the entire
order. In this section, we consider the same model as in Section 2 except that each customer will indepen-
dently request j items with probability qj, j = 0,1,2, . . . , where
P1
j¼0qj ¼ 1. When requesting j items, the cus-
tomer either will buy all j items if the unit price is less than her reservation price, or will leave empty-handed
otherwise. Although the formulation does not explicitly assume a maximum number of units a customer is
allowed to buy, it can accommodate such a restriction by setting qj = 0 for j > m if each customer can buy
up to m units, and letting q0 capture the probability a customer would like to buy more than m units.
To extend the model to allow batch demand, first note that the number of future customers upon a new
arrival still follows a negative binomial distribution as in the basic model. Therefore, we consider the same
surrogate model as in Section 3, except that each customer now requests j items with probability qj. We




qj vðjF 1ðvÞ þ JBðs j; c; sÞÞ
(














qj jgðvÞ  vðJBðs; c; aÞ  JBðs j; c; aÞÞð Þ
( )
;where the subscript B denotes that JB(Æ, Æ, Æ) is the optimal value function in this batch demand extension.
Similarly, let vBðs; c; aÞ denote the least maximizer of the preceding, that is,vBðs; c; aÞ ¼ min argmaxv
Xs
j¼1
qjðjgðvÞ  vðJBðs; c; aÞ  JBðs j; c; aÞÞÞ:We can use the boundary conditions JB(s, 0, a) = JB(0, c,a) = 0 to solve for vBðs; c; aÞ and JB(s, c,a) recur-
sively. The algorithm is similar to that in Section 3.2, and the computation is quite straightforward. Con-
sequently, we can generalize the VR policy and let the seller set the product price equal toF
1




at time t if i customers have shown up and the current inventory level is s.
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The assumption that the seller can choose any price from a continuous set possesses some mathematical
elegance, but may not be practical in some cases. In many retail industries, the seller has incentive to restrict
the price to be chosen from a discrete price set––such as $99, $129, $149, etc.––for various marketing rea-
sons. In this section, we extend the VR policy to incorporate this situation.
Let p1, p2, . . . ,pm denote the m distinct prices from which the seller can choose, and vi the probability a
customers reservation price is higher than pi, i = 1, . . . ,m. We first consider the same surrogate model as in
Section 3 except that the seller can choose the price only from the discrete set {p1, . . . ,pm}. We replace the
optimality equation in Eq. (2) byJDðs;c;aÞ ¼ aJDðs;c 1;aÞ þ ð1 aÞJDðs;c;aÞ þ ð1 aÞ max
i2f1;...;mg
vipi  vi JDðs;c;aÞ  JDðs 1;c;aÞð Þf g;
ð8Þ
where the subscript D denotes that JD(Æ, Æ, Æ) is the optimal value function in this discrete price set extension.
To solve for JD(s, c,a) in Eq. (8), we first assume the values of JD(s  1,c,a) and JD(s, c  1,a) are given.
If the seller chooses the policy vi in Eq. (8), the resulting expected total revenue, denoted by ri, is equal tori ¼ aJDðs; c 1; aÞ þ ð1 aÞvipi þ ð1 aÞviJDðs 1; c; aÞaþ ð1 aÞvi ;where the preceding follows by substituting JD(s, c,a) = ri into Eq. (8). Hence, the maximized expected total
revenueJDðs; c; aÞ ¼ maxfr1; . . . ; rmg;
while the optimal policy vDðs; c; aÞ is the policy vi such that ri = max{r1, . . . , rm}. With the boundary con-
ditions JD(s, 0, a) = JD(0, c,a) = 0, the preceding allows us to recursively compute JD(s, c,a) and vDðs; c; aÞ
for all c and s. Consequently, the idea of the VR policy can be directly generalized.
Remark 5.1. Although we consider each of these four extensions individually, it is worth noting that we
can generalize our results to any combination from these four extensions. For example, if the seller can only
observe the number of customers who made a purchase (extension 1), and each customer can buy multiple
items (extension 3), then the seller can use the policyvB s; k þ jþ 1;
aþHðtÞ
aþHðtÞ þ T  t
 at time t if j customers have made a purchase and the current inventory level is s, where H(t) is defined in
Eq. (7).6. Conclusions
In this paper we present a dynamic pricing model where the seller needs to sell a given stock of identical
items by a deadline. Unlike traditional dynamic pricing models where the seller knows the customer arrival
rate, a key assumption in our model is that the seller can only estimate the arrival rate. As the sale moves
forward, the seller collects the sales data in real time to fine-tune the customer arrival rate estimation. He
then uses this fine-tuned arrival rate estimation to better forecast the future demand curve. We develop a
variable-rate policy such that the seller incorporates this learning mechanism in setting the product price.
Numerical study demonstrates the efficiency of the variable-rate policy and its robustness when the cus-
tomer arrival rate changes.
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on a nationwide tour, there is little historical data to support the estimation of the demand rate at different
cities. In the sport industry, the attendance of a teams home game varies depending on the time of the game,
the opposing team, etc. Even in the airline industry where tons of historical data are available, the demand for
air travel services on a particular day may possess a distinct pattern if a one-time event, such as the Olympic
Games, takes place at the destination city. In these situations, it is more reasonable to allow some margin of
errors in the initial demand estimation, rather than to assume one can accurately predict the demand curve.
As mentioned in the introduction, the customer arrival rate and the customer reservation price distribu-
tion are two major sources of demand uncertainty. Whereas this paper focuses on learning the customer
arrival rate, there are some cases where learning the customer reservation price distribution is important.
For example, when a fashion store introduces a newly designed seasonal garment, it may be easy to forecast
the number of customers that will visit the store, but it is often difficult to predict how much money those
customers are willing to pay for the new product. In addition, could lowering the price in the beginning be
an effective method to learn more about the demand curve in order to make more profit later on? These
observations suggest important future research directions.Acknowledgements
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Proof of Lemma 3.1. We first prove that J(s, c,a) is supermodular in (s, c); that is,Jðs; c; aÞ þ Jðs 1; c 1; aÞP Jðs; c 1; aÞ þ Jðs 1; c; aÞ: ð9Þ
Consider an otherwise-identical model where each customer reveals his reservation price after the supernat-
ural agent posts the price, and let eJ ð; ; Þ denote the optimal revenue function in this otherwise-identical
model. Because the reservation prices are independent, knowing the reservation prices of previous custom-
ers does not help the agent to make future decisions; therefore eJ ¼ J . We will first prove that eJ is super-
modular in (s, c), which then validate the same result for J.
Consider four agents: agents 1, 2, 1, 2. Agents 1 and 1 each have s items, and agents 2 and 2 each have
s  1 items. The numbers of customers for agents 1 and 2 follow a negative binomial distribution with
parameters (c  1,a), and those for agents 2 and 1 follow a negative binomial distribution with parameters
(c,a). To use a sample path argument, we couple the customer arrival processes for four agents such that
the number of customers in each of the first c  1 groups are identical for four agents, and that each
corresponding customer has the same reservation price. We will present feasible policies for agents 1 and 2
such that, for each sample path, the total revenue is no less than that generated by agents 1 and 2 with the
optimal policy. We can then conclude thateJ ðs; c; aÞ þ eJ ðs 1; c 1; aÞP eJ ðs; c 1; aÞ þ eJ ðs 1; c; aÞ; ð10Þ
and complete the proof.
To do so, let agents 1 and 2 use the optimal policy, and let agents 1 and 2 respectively follow agents 1s
and 2s policies, and switch to the optimal policy when one of the following three events eventually occurs:
(a) agent 1 sells one more item than agent 2 does; (b) agents 1 and 2 exhaust their customers; and (c) agents
K.Y. Lin / European Journal of Operational Research 174 (2006) 522–538 5372 and 2 sell out their items. Note that the preceding is indeed an feasible policy for agents 1 and 2 because in
this otherwise-identical model each customer reveals his reservation price after the agent posts the price.
Therefore, agents 1 and 2 each can keep track of the number of items sold by both agents 1 and 2.
We next show that in each scenario, agents 1 and 2 together can generate more revenue than agents 1 and
2 together.
(a) Agent 1 sells one more item than agent 2 does: At that moment all four agents have exactly the same
number of items in inventory. Therefore, the additional revenue for agents 1 and 2 together is equal to
that for agents 1 and 2 together.
(b) Agents 1 and 2 exhaust their customers: At that moment agents 1 and 2 each have one group of cus-
tomers, and that agent 1 has at least one more item than agent 2 does (otherwise (a) must have
occurred). Therefore, agent 1 will generate at least as much revenue as agent 2.
(c) Agents 2 and 2 sell out their items: At that moment agents 1 and 1 have the same number of items,
and agent 1 has one more group of customers than agent 1. Therefore, agent 1 will generate at least as
much revenue as agent 1.
Because in each sample path, agents 1 and 2 together generate at least as much revenue as agents 1 and 2,
taking expected value over all sample paths yields Eq. (10). Eq. (9) then follows because eJ ¼ J .
Using a similar argument we can show J(s, c,a) is submodular in (s,a).
To show that J(s, c,a) is concave in s, we first suppose the statement is false, and then draw a contradic-
tion. Specifically, if J(s + 1, c,a)  J(s, c,a) > J(s, c,a)  J(s  1 ,c,a), then for all v,












fgðvÞ  vðJðs; c; aÞ  Jðs 1; c; aÞÞg;which leads to the following inequalityJðsþ 1; c; aÞ  Jðsþ 1; c 1; aÞ < Jðs; c; aÞ  Jðs; c 1; aÞ:
Because this last equation contradicts Eq. (9), we can conclude that J(s, c,a) is concave in s.
Proof of Theorem 3.1. We first prove that v(s, c,a) 6 v(s + 1, c,a). Consider any policy y > v(s + 1,c,a)
in the following:gðyÞ  yðJðs; c; aÞ  Jðs 1; c; aÞÞ ¼ gðyÞ  yðJðsþ 1; c; aÞ  Jðs; c; aÞÞ
 y|{z}
>vðsþ1;c;aÞ
ðJðs; c; aÞ  Jðs 1; c; aÞ  Jðsþ 1; c; aÞ þ Jðs; c; aÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}Þ
P0 by Lemma3:1
6 gðvðsþ 1; c; aÞÞ  vðsþ 1; c; aÞðJðsþ 1; c; aÞ  Jðs; c; aÞÞ
 vðsþ 1; c; aÞðJðs; c; aÞ  Jðs 1; c; aÞ  Jðsþ 1; c; aÞ þ Jðs; c; aÞÞ
¼ gðvðsþ 1; c; aÞÞ  vðsþ 1; c; aÞðJðs; c; aÞ  Jðs 1; c; aÞÞ;
538 K.Y. Lin / European Journal of Operational Research 174 (2006) 522–538where the inequality follows from the definition of v(s + 1, c,a) in Eq. (4), the assumption y >
v(s + 1, c,a), and that J(s, c,a) is concave in s from Lemma 3.1. According to Eq. (2), the preceding equa-
tion states that using a policy y > v(s + 1, c,a) in state (s, c,a) can do at most as well as using v(s + 1, c,a).
For that reason, any policy greater than v(s + 1, c,a) cannot be optimal in state (s, c,a), implying
v(s, c,a) 6 v(s + 1, c,a).
By applying the other two parts in Lemma 3.1 with a similar argument, the fact that J(s, c,a) is
supermodular in (s, c) leads to the conclusion that v(s, c,a) decreases in c, and the fact that J(s, c,a) is
submodular in (s,a) leads to the conclusion that v(s, c,a) increases in a.References
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