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Estimates are given for the number of variables required to solve simultaneous 
diagonal (or additive) congruences, with applications to p-adic equations and 
equations over GF(p). The main tool is a specialisation of a result on partitioning 
matroids. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
Consider R diagonal forms F,, Fz, . . . . F, of degree k > 1 in n variables, 
say 
Fi(x) = Fi(x, , . . . . x,) = ai, x’; + . . . + u,x: (1 <‘i<R) (1) 
with integral R x n coefficient matrix 
A= 
r UR1 .‘. uRn 
(2) 
In connection with their study [S] of the system of simultaneous Diophan- 
tine equations 
F,=F2= . . . =FR=& (3) 
Davenport and Lewis investigated conditions which ensure the existence of 
a primitive solution of the simultaneous congruences 
F1zFFZ- .‘. rI;,zO (mod P”) (4) 
for all prime powers pS. They showed that for this purpose the conditions 
641/29/l-3 
n > [9R2k log 3Rk] 
n 2 [48R2k3 log 3Rk2] 
31 
for k odd 
for k even, k > 2 
(5) 
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are sufficient if the forms are suitably normalised. They deduced that these 
conditions are also sufficient for the equations (3) to have a non-trivial 
p-adic solution for each prime (whether or not the forms are normalised). 
In her thesis, Nadesalingam [S] studied the existence of non-trivial 
integral solutions of the simultaneous diagonal inequalities 
IFi(x)l Kg (l<i<R) 
in the case when F,, . . . . FR are real diagonal forms of odd degree k. An 
auxiliary result was the existence of a bound, in terms of the coefficient 
matrix A, for a non-trivial solution of the equations (3) in the case when 
F 1, . . . . FR have integral coefficients. The present paper stems from joint 
work with Dr. Nadesalingam aimed at determining such a bound explicitly. 
As in the corresponding problem for a single equation (see Pitman [9]), it 
is necessary to give a precise lower bound for the relevant singular series, 
and hence a lower bound is needed for the number of solutions of the 
congruence (4) which are non-singular mod p. 
An R x n matrix A over a field K is called partitionable over K if n is 
divisible by R and the columns of A can be rearranged so that the matrix 
obtained is of the form 
CA,IAzl . ..IAvl. 
where each Ai is an R x R matrix whose determinant (in K) is non-zero. In 
Section 2 we present conditions for a matrix to have a partitionable sub- 
matrix of prescribed size or to be itself partitionable. These conditions, 
which are specialisations of known results on matroids, illuminate many of 
the results of Davenport and Lewis [S]. 
The primary aim of this paper is to apply the above ideas to the 
simultaneous diagonal congruences (4) with odd k, and hence to estimate 
the number of solutions of such congruences which are non-singular 
mod p. We do this in Section 5, using a result of Tietavainen [12] as well 
as ideas of Davenport and Lewis [5 3. The arguments are simpler than 
those in Davenport and Lewis [S] and the number of variables required is 
marginally better. After first considering the situation where the matrix A is 
partitionable and also normalised in a certain sense (discussed in Sec- 
tion 3), we show, in particular (Theorem l), that for all A the conditions 
n > Rkm, 2”-2 3m2(2k)R, k odd 
are sufficient for the existence of a non-trivial p-adic solution of (3) for each 
prime p. It follows that, for sufficiently large odd k it is enough to have 
n >, 2kR2 log k. 
In Section 6 we present some applications yielding further results on con- 
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gruences and on equations over p-adic fields and finite fields. In particular 
(Theorem 3), using a lemma of Davenport and Lewis [S] we show that for 
k > 2, whether odd or even, 
n 2 [48Rk3 log 3Rk*] 
is sufficient for the existence of a non-trivial p-adic solution of (3) for each 
prime p. This represents an improvement on the result (5) of Davenport 
and Lewis (replacing R2 by R in the second inequality), and for large R, it 
also improves on the corresponding condition 
n > C, R2k3 log k 
obtained by Schmidt [ 111. For very large R it also reduces the number of 
variables in our results for odd k. In Section 7 we add some comments on 
the relationship of the methods used here to the work of Davenport and 
Lewis [S] and Schmidt [ll]. 
A proof of the condition for an Rx n matrix to have a partitionable 
R x RV sub-matrix is included as an Appendix. 
2. PARTITIONABLE MATRICES AND SUB-MATRICES 
In this section we consider an R x n matrix over a field K, 
A = [aii] = [a,a,...a,], 
whose columns a i , a2, . . . . a,, are vectors in KR. For any finite set S we 
denote the cardinality of S by (SJ. For any JE { 1,2, . . . . n} we denote by A, 
the sub-matrix consisting of the columns aj with j in J, so that, for example, 
For any sub-matrix A, of A we write 
r(A,)=rankofA,=dimlin(aj; jEJ}. 
To say that A is partitionable means that n is divisible by R, say n = RV, 
and A consists of V disjoint R x R sub-matrices which are non-singular 
over K. The key results on partitionable matrices are as follows. 
LEMMA 1. Let A be an R x n matrix over a field K and m be a positive 
integer. The matrix A has an Rx Rm partitionable sub-matrix (that is, A 
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includes m disjoint R x R sub-matrices which are non-singular over K) if” and 
only if the foIlowing condition is satisfied: 
n- (JI >m(R-r(A,)) for aN JC (1, 2, . . . . n}. (6) 
Proof: The result is the special case for matrices of Proposition 6.45 of 
Aigner [l]. Because of the importance of this result for our argument, a 
self-contained proof of the sufficiency half, based on Aigner, is given in the 
Appendix. The necessity of the condition follows from the fact that if 
r(A,) = t then each non-singular Rx R sub-matrix contains at most t 
columns from lin(A J). 
LEMMA 2. Let A be an R x RV matrix over a field K. The matrix A is 
partitionable (into V disjoint non-singular sub-matrices) if and only if the 
following condition is satisfied: 
(J( < Vr(A,) for all JC (1,2, . . . . n}. (7) 
Proof Once again, the necessity of the condition is easily seen. Suppose 
now that the condition is satisfied. Since n = RV the condition (6) in 
Lemma 1 is equivalent to (7) in Lemma 2. Hence, by Lemma 1, A includes 
V disjoint non-singular R x R sub-matrices and hence is itself partitionable. 
It is easy to see that in 2-dimensional space 2V non-zero vectors can be 
partitioned into V linearly independent pairs, if and only if any line through 
the origin contains at most V of them. This result, which is the case R = 2 
of Lemma 2, has been used by various authors, in particular Cook [4], 
Lloyd [7], and Toliver [13], in work on pairs of diagonal forms. The 
search for an appropriate analogue for R > 2 led to Lemma 2 which in 
fact turned out to be a particular case of a known result on matroids 
(see Aigner [l, Proposition 6.471) originally due to Edmonds [6]. 
Investigation of the connections of these results with the work of Daven- 
port and Lewis [S] led to recognition of the key significance of Lemma 1. 
(The connections with [S] will be discussed further in Section 7.) 
The following lemma shows that for the purpose of studying systems of 
homogeneous diagonal equations we can concentrate on the case when the 
coefftcient matrix is partitionable. 
LEMMA 3. For given k > 1 and a given field K, consider systems of R 
diagonal forms F,, Fz, . . . . F, of degree k in n variables of the shape (1) with 
coefficients in K and coefficient matrix A. Suppose that for each R the 
integer 
V(R) = V(R, K, k) 
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is such that every system 
F,=FZ= . . . =F,=O 
with n = RV(R) has a solution x # 0 in k? provided that A is partitionable. 
Then the condition 
n 2 RI/(R) 
alone ensures that every system 
F, = . . . = F, = 0 
has a solution x # 0 in K”. 
Proof: We assume without loss of generality that V(R) is minimal for 
each R and note that the sequence (V(R)) is then non-decreasing. We 
prove the conclusion by induction on R. 
Suppose R = 1. Then A is of the form 
A = [aI,a12~~.4, n> V(1). 
If a, j = 0 for some j we obtain a solution x # 0 by taking xi = 1, xi = 0 for 
i#j. If all coefficients are non-zero, the matrix 
is partitionable and we obtain a corresponding form G, in V( 1) variables 
by taking xi = 0 for i > V( 1). By our hypothesis on V( 1 ), there is a non- 
trivial solution of G, = 0 in K”, and this yields a non-trivial solution of 
F,=O. 
We now make the inductive hypothesis that the conclusion holds for all 
systems of t forms in at least tV(t) variables with t < R, and consider a 
system of R equations corresponding to R forms F1, . . . . F, with n 2 RV( R). 
By giving the value zero to any excess variables we may assume that 
n = RV(R). If the matrix A of this system is partitionable, then by our 
hypothesis on V(R) there is a non-trivial solution in K”. 
If the matrix A is not partitionable, we proceed as follows. By Lemma 2 
there is an R-row sub-matrix A, of A such that 
and 
R > r(A,) = f, say 
JJI > V(R) r(A,)= V(R)t> tV(t). 
By putting xi = 0 for i not in J, we obtain a system of equations in lJ( 
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variables with coefficient matrix A,. Since A, has rank t less than R, R - t 
of the equations are linear combinations of the others, and the system is 
equivalent to a system of t equations in at least tV(t) variables. Since t < R, 
it follows from our inductive hypothesis that this system has a non-trivial 
solution with values of the variables in K, and this yields a non-trivial 
solution of the original system of R equations. 
Thus if the conclusion holds for all systems of t equations with t < R, it 
also holds for systems of R equations. The validity of the conclusion for all 
positive integral R now follows by induction. 
For any integral R x n matrix A = [au] we may define 
We note that for any sub-matrix B of A 
Ml G IAll. 
Hence for integral forms by applying the above line of argument a result 
corresponding to the above can be obtained with the condition x # 0, x in 
K” replaced by 
1 <max 1.~~1 <C IMIlD, XEZ”, 
I 
where C = C(R, n, K, k), D = D(R, n, K, k) are positive, D 2 1, and both C 
and D are non-decreasing in terms of R and n. 
In view of the above results, we concentrate on the case when the coef- 
ficient matrix is partitionable. 
3. NORMALISATION 
We now suppose that 
n=RV 
and consider an R x n partitionable matrix A. By rearranging the columns 
we may ensure that A is of the form 
A= lI?hbl -..IA.l, 63) 
where 
det A,#0 (1 <j< V). (9) 
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We define 
A =A(A)= fi (det A,\, 
,=l 
37 
(10) 
and we denote the rows of A by r r, rz, . . . . rR, so that 
r1 
A = ‘.’ = [a,a,...a,]. Ii rR 
Like Davenport and Lewis [S], we need to introduce a suitable concept of 
normalisation based on certain operations corresponding to the prime 
divisors of A. 
Suppose p is a prime divisor of A. A p-operation on the integral forms 
F, , F,, . . . . F, (or the matrix A) is an operation which yields integral forms 
G,, G,, . . . . G, and consists of the following steps: 
(i) Premultiply A by an integral unimodular matrix with entries in 
the set (0, 1, . . . . p- l}; 
(ii) Then multiply at most n - R columns by pk; 
(iii) Finally, divide at least one and at most R rows by p. 
Step (i) corresponds to adding appropriate linear combinations of the 
other forms to one or more of the Fjs. Step (ii) corresponds to writing 
xj= PYj 
for the xis corresponding to the relevant columns. Thus we have 
G,(y)= ... =G,(y)=O if and only if F,(x) = . . . = FR(x) = 0, 
where 
xi=py, or xi=yi (1 <i<?I). 
Since the prime p considered above is a divisor of A, it must divide det Ai 
for some i. Premultiplication of this Ai by an appropriate integral 
unimodular matrix will ensure that at least one row of Ai is divisible by p. 
By using this integral unimodular matrix in step (i) and then applying step 
(ii) we can ensure that a row is divisible by p and so step (iii) is feasible. 
38 LOW, PITMAN, AND WOLFF 
Thus p-operations as defined above are feasible for all prime divisors of A. 
If the matrix obtained from A by a given p-operation is B, then clearly 
A(B) = p’A(A) 
for some integral v. The operation will be called permissible if and only if 
A(B) < A(A), 
that is, v < 0. If we start from a given partitionable matrix A as above and 
apply a finite succession of permissible p-operations for prime divisors of 
A(A), we must arrive at the situation where no further p-operations are 
permissible, since A(B) is a positive integer which is strictly reduced by 
each p-operation. The system of forms F1 , . . . . FR, or equivalently the matrix 
A, is said to be normalised if for all prime divisors p of A(A) no p-operation 
on the matrix A is permissible, that is, if d(A) cannot be further reduced by 
any p-operation. (The relationship of this type of normalisation to that 
used by other authors will be discussed in Section 7.) From the above 
discussion we conclude that the following lemma holds. 
hMMA 4. For given integral k > I, let n = RV and let F,, . . . . FR be R 
diagonal integral forms as in (1) whose matrix A as in (2) is partitionable 
and satisfies (8) and (9). Define A = A(A) by (10). 
(i) There exist a positive divisor T of A and a normalised system of 
forms G, , . . . . G, with matrix B such that 
G,(Y,,Y,, . . . . y,)=O for l,<i,<R 
if and only if 
Fit, ~1, tz ~2, .--, t, YJ = 0 for l<i<R, 
where 
A(B) = T-IA(A) 
and t, , t2, . . . . t, are positive integers such that 
tjl T (I< j<n). 
(ii) If y is a non-trivial solution of the system 
G,=G2= . . . =G,=O 
in Z” or in Q; for some prime p and xi = tj yj for I< j < n then x is a non- 
trivial solution of the equations (3) in Z” or in Q;, respectively. 
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In view of this result, when investigating the number of variables 
required for non-trivial solvability of (3) in integers or in p-adic fields we 
can assume without loss of generality that the system is normalised. 
However, we note that if y in (ii) is primitive or non-singular mod p for 
some-prime p, the same need not be true of x. We now use Lemma 1 on the 
existence of partitionable sub-matrices to prove the main property of 
normalised matrices. 
LEMMA 5. For given k > 1, let n = RV and let FL, . . . . F, be R diagonal 
integial forms as in (1) whose matrix A as in (2) is partitionable and satisfies 
(8) and (9). Suppose that A is normalised (that is, no p-operation can reduce 
A = A(A) defined by (10)). Then for each prime p the matrix A contains m 
disjoint R x R sub-matrices whose determinants are not divisible by p, where 
m = [V/k]. 
Proof. For primes p which do not divide A, the matrix A actually con- 
tains V disjoint sub-matrices with the required property, namely A,, 
A 2, a.., A”, and the conclusion is immediate. Hence we consider a prime p 
which divides A. 
For any J c { 1, 2, . . . . n >, we let 
t = t,= rank of A, (mod p), (11) 
that is, t is the rank of A, when viewed as a matrix over the finite field 
GF(p) = Z/(p). Since R - t rows of A, must be congruent (mod p) to linear 
combinations of the others, there must be an integral unimodular matrix U 
with entries in (0, 1, . . . . p - 1) such that UA, h as R - t rows divisible by p. 
If we (i) premultiply A by U and (ii) multiply each column aj with j not in 
J by pk we obtain a matrix with R - t rows divisible by p, and so we can 
(iii) divide each of these R - t rows by p and obtain an integral matrix B. 
The p-operation consisting of (i), (ii), and (iii) multiplies n - IJI columns 
by pk and divides R - t rows by p. It follows from (10) that 
Since A is normalised, we must have A(B) 2 A(A), and so the exponent of p 
in the above equation must be non-negative. Thus, using m = [V/k], we 
see that, for any JG ( 1, 2, . . . . n }, 
n-IJl>,V(R-t)/k>m(R-t), 
where t is given by (11). Hence by applying Lemma 1 to A viewed as a 
matrix over GF(p), we see that this matrix contains an R x Rm sub-matrix 
which is partionable over GF(p). Since an R x R sub-matrix of A is non- 
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singular when viewed over G&‘(p) if and only if its determinant is not 
divisible by p, the required conclusion follows. 
4. SOME PRELIMINARY LEMMAS 
In the next section we shall apply the above ideas to systems of con- 
gruences (4), with emphasis on the case of odd degree. Following the 
approach of Davenport and Lewis [S J, but with added information from 
Section 3, we shall make use of the relevant exponential sums and need to 
progress from solutions of (4) mod p’ to solutions mod ps+ ’ in the spirit of 
Hensel’s lemma. For this approach we need two preliminary lemmas. 
It is convenient to consider the more general system of congruences 
Fi= bi (mod p”) (1 <i<R), (12) 
where b,, bZ, . . . . b, are given integers. A solution x = c of this system is said 
to have rank R (mod p) or to be non-singular (mod p) if and only if the 
matrix 
1 aFi 
k axjc [( )I = [aucT-‘] 
when viewed as a matrix over GF(p) has full rank R. This holds if and only 
if there is a JC { 1,2, . . . . n} such that 
IJI = R, det AJ n cj $ 0 (mod p). (13) 
jeJ 
The importance of such solutions is shown by Lemma 6 below. On the 
other hand, a solution x =c for which there exists no such J is called 
singular (mod p). The condition for a solution x = c to be singular (mod p) 
is thus 
cj=O (mod p) for some Jo J whenever ) JJ = R, det A, f 0 (mod p). 
(14) 
LEMMA 6. For given integral k > 1 and prime p, define y = y(k, p) as 
follows: let p’ be the exact power of p dividing k, and let 
1 if r=O 
y=y(k, p)= T+ 1 if t>Oandp>2 . (15) 
t-I-2 if z>Oandp=2 
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Let F, , F,, . . . . F, be R diagonal forms of degree k as in (1 ), let b,, .,., b, be 
given integers, and for each s 3 1 let 
M(p”) = M(F,, . . . . F,; b,, . . . . b,; p”) 
be the number of distinct solutions (mod p”) of the system of congruences 
(12) and let 
N(p”) = N(F,, ..a, F,; hi, . . . . b,; p”) 
be the number of distinct solutions of this system which have rank R 
(mod p). Then for s > y 
M(p”)> p(“-R”“-y)N(py). 
Proof: This is a modification of Davenport and Lewis [S, Lemma 91. 
Let 5 be a solution of rank R (mod p) of the system of congruences 
mod py. We may assume without loss of generality that the first R columns 
of A have rank R (mod p) and 
The argument of Davenport and Lewis [S] shows the existence of ql, . . . . qR 
such that vi- ti (mod p’) for 1 d i< R and 
?l, ..., qR* tR+,r . . . . t, 
constitutes a solution of the system (mod p”) such that 
UlV2 “.qR & 0 (modp). 
By replacing tR + r, . . . . 5, by the p’” ~ y)(n- ‘I distinct (n - R)-tuples mod p” 
which are congruent to them mod py and then applying the above 
argument we obtain the required result. 
For a given integral k > 1 and prime p, the sums we consider will be 
defined by 
p--l 
T(A) = C exp(2niAxk/p). 
x=0 
(16) 
We need the following classical result. 
LEMMA 7. Let A be an integer such that 
A &O (modp) 
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and let T(A) be defined as above. Then 
IT(A)I U-l)p”*, 
where 
6 = (p - 1, k). (17) 
ProoJ: See, for example, Sections 2.2 and 2.3 of Chapter 1 of Borevich 
and Shafarevich [ 21. 
As an alternative to direct use of exponential sums as above, we shall 
also investigate the use of the following result of Tietivainen [ 121, which is 
proved by using exponential sums. 
LEMMA 8 (Tietavainen). Let G be a finite additive group of q elements. 
Let the Gj (j = 1, . . . . m) be subsets of G such that (i) 0 E Gj, (ii) a E Gj implies 
-a E Gj, and (iii) ) Gil equals r ( 2 3), for every j. Then the equation 
g1+ . . . + g, = 0, gjEGj 
has a non-trivial solution, provided 
2”-*>m2(q- l)/(r- 1). 
Proof See Tietavlinen [12, Lemma 21. 
5. MAIN RESULTS 
We now investigate the congruences (4), with emphasis on the case when 
the forms F,, . . . . FR given by (1) are of odd degree k. In order to be able to 
use Lemma 6, we wish to establish the existence of at least one solution of 
rank R (mod p) of the system 
F,s . . . z FR 5 0 (mod py), (18) 
where y is defined by (15), and if possible we want to give an explicit lower 
bound for the number N(pY) of such solutions. In view of Lemmas 4 and 5, 
we consider first the case when the matrix A viewed as a matrix over GF(p) 
is partitionable. Our first result is an extension of Lemma 2 of Davenport 
and Lewis [S] and uses a further extension of the approach of Chowla and 
Shimura [3]. 
LEMMA 9. Suppose k is odd, n = Rm, and the matrix A as in (2) of the 
forms (1) consists of m disjoint R x R sub-matrices whose determinants are 
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not divisible by the prime p. Then the system (18) has a solution of rank R 
(mod p) provided that 
2” > pyR. 
Proof. Without loss of generality, we may assume that A is of the shape 
(19) 
where for each j 
det Aj f 0 (mod p). (20) 
We write 
x = (x(l), xC2), . . . . x(m)), (211 
where each x(j) belongs to Z R. Let a and b be the two vectors in ZR given 
by 
a = (0, 0, . . . . 0), b=(l, 1, . . . . l), a, b E ZR. 
Let S be the set of vectors in Z” given by 
S = {(x(l), xC2), . . . . xcm)); x(j) = a or b for all j}. 
Then any two distinct vectors in S must differ in all components of xCii for 
some j. (In fact S is a maximal subset of (0, 1)” with this property.) 
Define linear forms L,, . . . . L, by 
Li(Y~,...,y~)=ai~Yl+ ..- +ai,Y, (1 6idR). 
Evaluating these linear forms on S we get 2” R-tuples (mod p’). Therefore, 
if 2”>p yR the same R- tu le p (mod p’) must arise from two distinct 
elements of S, say (y;, . . . . y;) and (y;‘, . . . . yi). Thus 
UY; - Y;, ..*, yk- yL)=O (modp”) (l<i<R). 
Let x be the vector defined by 
x, = y, - y; (1 <j<n). 
The numbers xi are all 0 or 1 or - 1 and hence, since k is odd, satisfy 
xj” =xj. Also, since x is the difference of two distinct vectors from S, for 
some j all components of x(j) must be 1 or - 1 ,and hence not divisible by 
p. Thus by (13) x provides a solution of (18) of rank R mod p. 
For larger primes we have the following complementary lemma, which 
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extends and simplifies Lemma 3 of Davenport and Lewis [S]. This result 
applies to both even and odd k. 
LEMMA 10. Suppose n = Rm, m 2 3, k > 1, and the matrix A as in (2) of 
the forms (1) consists of m disjoint R x R sub-matrices whose determinants 
are not divisible by the prime p. Let 
N(p)=N(F,,...,F,;~,,...,bR;p) 
be the number of solutions of rank R (mod p) of the system 
Fi = bi (mod p) (1 <i<R) (22) 
and let S be as in (17). 
(i) Suppose that 
p 2 max{ (28R)1’(m-‘) R, (3R(S - l)m)2/(m-2)f. 
Then the system (22) has at least one solution of rank R (mod p). 
(ii) In particular, we have N(p) > 1 $ 
m 2 max(R + 1,4), 
p 2 3m*miCm-2). 
(iii) Suppose that m > 6 and p > &, where 
C = C(R, k) = kRR2 + 2Rkb. 
Then we have 
(23) 
(24) 
Proof: (i) Without loss of generality, we may assume that A satisfies 
(19) and (20). We write x in the form (21) with each x(j) in ZR and note 
that if x is a singular solution (mod p) of (22) then by (14) each x(j) must 
have at least one component divisible by p. We obtain an upper bound for 
the number S = S(p) of solutions which are singular mod p as follows. The 
number of R-tuples with components in the set (0, 1, 2, . . . . p- l} and at 
least one component zero is 
pR-(p- l)QpR 5 
0 
. 
P 
Hence the number of possibilities for (xc*), xC3), . . . . xCm)) is at most 
R 0 
m-1 
P Wm-1) _ , 
P 
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Once these are chosen, the values of ~7, xi, . . . . x”, are uniquely determined 
by (22), and the number of possibilities for each of x1, x2, . . . . xR is at most 
6, since elements of GF(p) have at most 6 kth roots in GF(p). Thus we 
obtain 
R 0 
m-1 
SdsR _ pR(“-I’. 
P 
(25) 
We now find a lower bound for the total number A4 = M(p) of solutions 
of (22). Writing e,(a) = exp(2nia/p), we have the standard expression for M 
in terms of exponential sums: 
M=pAR 1 C e,(u,(F,-b,)+ ... +UR(FR-SR)), 
u, , .._, “R I, . . . X” 
where all variables run over complete sets of residues mod p. The term on 
the right-hand side corresponding to u1 = . . . = uR = 0 is p”- R = p’” ~ lJR. 
We write 
u,F,+ ... +URFR=AIX:+ ... +/4,x;, 
where 
Aj=Aj(Ul, .“) UR)= ~ UijUi (1 <j<n), 
r=l 
and obtain 
M-P 
(m-l)R- -R 
-P c’ (T(/i,)“‘T(/i,)e,(-u,b,- “’ -uRbR)), 
u,, . . “R 
where the prime indicates that not all ui are 0 and T(A) is defined by (16). 
Since le,(ol)l = 1 for real a, we obtain 
IM-P (m-“RI <p-R 1’ IT(fl,)... T(A”)l. 
u,. . . . “R 
(26) 
When each of ul, . . . . uR runs independently through a complete set of 
residues mod p, then so do A,, . . . . AR, since det A, is not divisible by p, 
and, further, all the u’s are divisible by p if and only if the same holds for 
all of A,, . . . . AR. Thus 
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and a similar result holds for the remaining m - 1 groups of R consecutive 
T(/ii)‘s. By using the above together with Holder’s inequality, Lemma 7, 
and the fact that T(0) = p, we obtain from (26) the inequality 
W-P cm-l)RJ <p(m-l)R ((1 + (6 - l)*p1-m’2)R- 1). 
The first of the conditions (23) with (25) ensures that 
s<+~‘“-“R. 
The second ensures that for 
x= (6 - l)“p’-“‘2 
we have X-C 1/(3R) < (log 2)/R and hence 
(1 +X)R=exp Rlog(1 +X)<exp RX<;. 
Thus we have 
M-P @-1)R> -;p(m-l)R, 
and hence 
N(p)=M-S>O. 
(ii) For m as specified, (23) holds if 
p>max{26R, (3R(S- l)m)2~m-2), 
and the given condition on p ensures this. 
(iii) Since X as in the above proof of (i) above satisfies 0 < XC 1, we 
have 
(1+X)“-1=X(1+(1+X)+ m.. +(l+X)R-‘)<2%! 
and hence 
We obtain the inequality for N(p) from this result and (25) on noting that 
(R/p)“-’ and kmp’-m/2 decrease as m increases and using the conditions 
on m. 
An alternative approach using the result of TietHvPinen [12] given as 
Lemma 8 above leads to the following result for odd k. 
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LEMMA 11. Suppose k is odd, n = Rm, and the matrix A as in (2) of the 
forms (1) consists of m disjoint R x R sub-matrices whose determinants are 
not divisible by the prime p. Let 
6 = (cP(P’), k). 
Then the congruences (18) have a solution of rank R mod p provided that 
2+’ > m2(26)R. 
Proof. Without loss of generality we may assume that A satisfies (19) 
and (20). If py = 2, then, since xk = x (mod 2) for all x, it is easily seen that 
m 2 2 suffices and our conclusion holds. Hence we assume py > 2. 
Let L = Z/(p’) be the ring of residue classes mod py and M be the group 
of kth powers of residue classes relatively prime to p, so that 
ILI = py, WI = V(P’)/d. 
We now apply Lemma 8 with 
G=LR, Gj= {Xjy;y~MRu (0)). 
Then IG) = pYR and since det Aj is a unit of L we have 
lG,l= IMRu (0)l =(y)“+ 1 (1 <jGrn). 
Then using the facts that a E M if and only if -a E M and that each det Aj 
is a unit of L it is easily seen that Lemma 8 applies with q = pyR, r - 1 = 
(cp(p’)/~5)~ (and r 2 3 since 1 and - 1 are distinct kth powers mod py for 
py > 2). Thus Lemma 8 yields a non-trivial solution of 
g, -t . . . + g, = 0, giE Gjt 
and hence a solution of (18) of rank R mod p provided that 
2m-2 > m2(pyR - l)GR/(q(py))R. 
Since 
our hypothesis ensures that the above proviso is satisfied. 
Each of Lemmas 9-11 has an advantage over the others under certain 
circumstances. We now combine them and use the results of Sections 2 and 
3 on partitionable matrices and noimalisation to obtain our main result. 
641/29/l-4 
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THEOREM 1. Let k be an odd integer, k > 1, and let m, = m,(k, R) be the 
smallest positive integer m such that 
2”-2>min{m2(2k)R, (3RkZ)R} (27) 
(i) Suppose n = Rm, m 2 m,, and the matrix A as in (2) of the forms 
(1) consists of m disjoint R x R sub-matrices whose determinants are not 
divisible by the prime p. Then the system (18) with y as in (15) has a solution 
of rank R mod p. Also for any b,, b2, . . . . b, the number N(b,, b2, . . . . b,;p) 
of solutions of 22) of rank R (mod p) satisfies the conclusion of Lemma 
lO(iii) ifp > j C with C = C(R, k) as in (24). 
(ii) Let n = RV and let F,, . . . . F, be R diagonal forms of odd degree k 
as in (1) whose matrix (2) is partitionable (into V disjoint non-singular R x R 
matrices) and normalised in the sense of Section 3. Suppose 
V> km,. 
Then for every prime power p” the system of congruences (4) has a solution 
of rank R (mod p). And if, further, p > ,/? where C = C(R, k) is the 
positive constant specified by (24), then the total number M(p”) of solutions 
of (4) satisfies 
M(p”) > p’” - R)s( 1 - cp -2) > 0. 
(iii) Suppose 
na Rkm,. 
Then for every system of R diagonal forms F,, . . . . FR of odd degree in n 
variables as in (1) the simultaneous equations (3) have a non-trivial solution 
in every p-adic field. 
Proof: (i) First consider (18). The existence of a solution of rank R 
(mod p) is immediate from Lemma 11 if its hypothesis is satisfied. So we 
may suppose 
2”-2 2 (3Rk2)R. (28) 
If y > 1 then from (15) we have pY G k2 and so Lemma 9 yields a solution of 
rank R (mod p). Hence we assume y = 1. If P-C 2”‘lR then once again 
Lemma 9 yields the required solution. Hence we also assume 
pa2 m/R = (2” - 2)WW - 2)). 
Using (28) and noting that (28) implies 
m>2R>R+l, m 2 6, 
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we see that Lemma lO(ii) yields the required solution. The last part follows 
from Lemma lO(iii). 
(ii) Consider a fixed prime p. By Lemma 5, since the matrix A of the 
forms is partitionable and normalised we know that A contains m disjoint 
R x R sub-matrices whose determinants are not divisible by p, where 
m = [V/k], and hence, by the hypothesis of (ii), m B m,. On equating the 
“extra” variables (corresponding to ais outside the m sub-matrices) to zero, 
we see from (i) that (18) has a solution of rank R (mod p)and hence, by 
Lemma 6, that (4) always has a solution of rank R (mod p). Suppose, 
further, that p > A, with C as specified, so that p > k and hence y = 1. We 
can allocate values chosen from (0, 1, . . . . p - 1) to the “extra” variables in 
P n--mR ways, and for each such allocation we obtain a system (22) to 
which, by (i), the conclusion of Lemma lO(iii) applies. Thus the total 
number N(pY) of solutions of rank R (mod p) of (18) satisfies 
The last part of (ii) now follows from Lemma 6. 
(iii) By Lemmas 3 and 4, it is sufficient to prove that the conclusion 
holds whenever 
n = Rkm, 
and the matrix A is partitionable and normalized. Under these conditions, 
the conclusion follows from (ii) (see, for example, Section 5.1 of Chapter 1 
of Borevich and Shafarevich [2]). 
The condition 
2”-2 2 (3RP)” 
in (27) already yields some improvement on (5) for odd k and further 
refinement might be worthwhile for some small k. However, in all but a 
handful of cases the size of m, is determined by the condition 
2”-* > m2(2k)R. 
From this we see that for given positive E and given R we have 
ma -c (R + E) log k/(iog 2) 
for all sufficiently large odd k. This generalises the result of Tietlviinen 
[ 121 (which is the case R = 1). Taking E = (2 log 2 - l)R, we obtain the 
following result from (iii). ’ 
’ Note added in proof: See also corresponding result of Cook in Norske Vid. Selsk. Skr. 
(Trondheim) 5 (1985), 1-7. 
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COROLLARY 1 TO THEOREM 1. There is a constant k, = k,,(R) such that 
the system (3) of R diagonal equations of odd degree k in n variables has a 
non-trivial solution in every p-adic field provided 
n > 2kR2 log k, k>kO. 
6. SOME APPLICATIONS 
The singular series S corresponding to the system of equations (3) is 
given by 
where the product is over all primes p, 
M P”) 
X(P)= lim (n--~)s, S-WIp 
and M(p”) is the total number of solutions of (4). As a further consequence 
of Theorem 1 together with Lemma 6 we have a positive lower bound for S 
which is independent of the coeffkient matrix A. 
COROLLARY 2 TO THEOREM 1. Suppose the hypotheses of Theorem 1 
and the further hypotheses of Theorem l(ii) are satisfied. Then the singular 
series S corresponding to the system of equations (3) satisfies 
s> I-I P--(n-R)y n (l-cp-2)>o, 
PQC PPC 
where C = C(R, k) is defined by (24). 
Clearly Lemmas 9 and 11 have immediate extensions to finite fields. By 
combining the ideas of Lemma 11 with Lemma 3 we obtain the following 
result. 
THEOREM 2. Let K be a finite field with (K( = q > 2. Let k be a positive 
integer such that - 1 is a kth power in K, and let 
6 = (q- 1, k). 
Suppose n 2 Rm, where 
2+* >m*(6 + l)R. 
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Then for every system of R diagonal forms F,, . . . . F, of degree k in n 
variables with coefficients in K the simultaneous equations 
F,=F2= . . . =F,=O 
have a non-trivial solution in K”. If, further, the coefficient matrix of the 
system includes a partitionable R x Rm matrix then the equations have a non- 
singular solution in K”. 
Proof By Lemma 3, it is sufficient to prove the existence of a non- 
singular (and hence non-trivial) solution when n = Rm and the coefficient 
matrix A is partitionable. In this situation, we argue as in Lemma 11, but 
now with L = K and M the group of kth powers of non-zero elements of K. 
Since the multiplicative group of non-zero elements of K is cyclic we have 
We deduce that the system has a solution of rank R over K provided that 
R 
2”-*>m2(qR-1) 
I( 1 
q . 
and q-1 -2 1, 
6 
we have 
(qR-1) 
i( ) 
9 R<(S+l)R, 
and the given condition on m is sufficient. 
COROLLARY TO THEOREM 2. For given R > 1 and given E > 0 there is a 
constant k, = kl(R, E) such that the conclusions of Theorem 2 hold for all 
finite fields K with 1 KI > 2 provided that 
naRm, m 2 (R + E) log k/log 2, kak,, k odd. 
Although our primary concern has been the case of odd k, we now give 
an immediate application of Lemma 5 which yields worthwhile results for 
general k. Following Davenport and Lewis [5], we exclude the special case 
k = 2 which was subsequently separately considered by Schmidt [lo]. In 
place of Lemma 10 we use the following result of Davenport and Lewis. 
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LEMMA 12. Suppose n 2 Rm, k> 2, and the matrix A as in (2) of the 
forms (1) includes m disjoint R x R sub-matrices whose determinants are not 
divisible by the prime p. Suppose that m satisfies 
m > [48k2 log 3Rk2]. 
Then the system (18) has a solution of rank R mod p. 
Proof The first paragraph of the proof of Lemma 8 of Davenport and 
Lewis [S] shows that the condition on m ensures that the condition (13) of 
Lemma 5 of [S] is satisfied. (Although Lemma 8 of [5] assumes k even, 
k > 2, the argument only uses k > 4 and still works if k = 3.) The result then 
follows from Lemma 5 of [S]. 
We can now prove 
THEOREM 3. Let k be an integer, k > 2, and define m, = m,(k, R) by 
m, = [48k2 log 3Rk2]. (29) 
(i) Let n = RV and let F1, . . . . FR be R diagonal forms of degree k as in 
(1) whose matrix A is partitionable (into V disjoint non-singular R x R sub- 
matrices) and normalised in the sense of Section 3. Suppose 
I/> km,. 
Then for every prime power p’ the system (4) has a solution of rank R mod p. 
(ii) Suppose 
naRkm,. 
Then for every system of R diagonal forms F,, . . . . FR of degree k in n 
variables as in (1) the simultaneous equations (3) have a non-trivial solution 
in every p-adic field. 
Proof: Similar to the proof of the corresponding parts of Theorem 1 but 
using Lemma 12 in place of Theorem 1 (i). 
COROLLARY TO THEOREM 3. For all k > 2, the condition 
n 2 [48Rk3 log 3Rk2] 
ensures that the conclusion of Theorem 3(ii) holds. 
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7. RELATIONSHIP wrm OTHER WORK 
Consider a system of R diagonal forms as in ( 1) with coefficient matrix A 
as in (2). In the light of Lemma 3, assume further that n = R V and A is par- 
titionable. Our Lemma 4 then yields a single normalised-system to which 
our p-adic arguments apply for all primes p. That is, following Lloyd [7] 
and Toliver [13], the normalisation we use is “global.” Davenport and 
Lewis [ 51 use “p-normalised” forms and Schmidt [ 111 uses “reduced” 
forms, but in both cases the p-normalised or reduced forms to which the 
arguments are applied may be different for different p. In both cases, for the 
given prime p, certain p-operations are defined and the forms are p-nor- 
malised or reduced if no p-operation is “permissible” in a specified sense. In 
both cases, p-operations must be considered whenever p divides the deter- 
minant of any R x R sub-matrix of A (instead of only when p divides one of 
the V factors of d(A), as here). Davenport and Lewis define their 
p-operations in terms of 
0 = O(A), 
the products of the determinants of all the 
M=RV(RV-l)...(RV-R+l) 
distinct R x R sub-matrices of A. 
Suppose the prime p divides d(A) (and hence @(A)) and consider a per- 
missible p-operation as defined in Section 3 for which step (ii) is applied to 
t columns and step (iii) to r rows. The operation multiplies A(A) by p”, 
where 
u= -rV+kt<O, 
since it must reduce A(A). The operation is permissible in the sense of 
Davenport and Lewis (under their assumption @(A) # 0) if it reduces 
@(A), and this is so, since it multiplies Q(A) by 
P 
uM/V 
with u as above. The new system obtained by this operation may be written 
as 
T-‘F(rx), where det T = pr, det r = p’; 
the operation is permissible in the sense of Schmidt if 
(&t T)“/(&t t)kR = prRVmrkR = pwUR 
is an integer divisible by p, and this is so since u < 0. 
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Thus for a given prime p, if n = RV and the matrix A is partitionable and 
the system of forms is p-normalised as in Davenport and Lewis [S] or 
reduced as in Schmidt [ 111, then no p-operation as in Section 3 is per- 
missible and it then follows by using the proof of Lemma 5 for this prime 
only that A contains m disjoint R x R sub-matrices whose determinants are 
not divisible by p, where 
m= [V/k]. 
For a given prime p, Davenport and Lewis [S] introduced quantities 
qi = qi(p) (i = 0, . ..) R), which may be defined as follows. For given i, qi is 
the largest number such that every (R- i)-dimensional sub-space of KR, 
where K= GF(p) = Z/(p), excludes at least qi columns of A (viewed 
over K). They show (proof of their Lemma 8) that if q, > (m - l)R then it 
is possible to split off m sub-matrices of rank R mod p, and (their 
Lemma 11) that 
q, 2 nfRk = V/k. 
Thus in order to split off m, sub-matrices of rank R mod p they required 
roughly 
V>kRm, 
instead of [V/k] 2 m, as above. This is the reason for the additional factor 
R in (5) for even k, compared with Theorem 3. 
However, in their Lemma 11, Davenport and Lewis showed that if the 
system is p-normalised then for all i 
qi 2 in/Rk = iVfk. 
Now for any JE { 1,2, . . . . n}, suppose 
R - r( A,) = i. 
The columns of A, then span an (R - i)-dimensional sub-space of KR, so 
by the definition of qi we must have n - JJJ 2 qi and hence 
n - I.4 2 m(R - r(A,)), 
where m = [V/k]. Thus their Lemma 11 shows that condition (6) of 
Lemma 1 is satisfied and so actually implies that m = [V/k] sub-matrices 
of rank R mod b can be split off. 
Section 2 above also helps the interpretation of some of the other results 
of Davenport and Lewis [53. In particular, taking into account Lemma 1 
and Theorem 3 above, we may restate their Theorem 2 as follows. 
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Let k be an even positive integer greater than 2. Suppose that 
(i) the equations (3) have a non-singular real solution; 
(ii) n >,Rkm, with m, as in (29), and the matrix A includes km, 
disjoint non-singular R x R sub-matrices. 
Then the equations (3) have a non-trivial solution in integers. 
We note that Lemma 3 does not help towards further simplification 
because of the need for condition (i). 
APPENDIX: PROOF OF SUFFICIENCY PART OF LEMMA 1 
We note that (6) can be rewritten as 
I.4 d mr(A,) + t for all Jc {1,2 ,..., n), 
where 
t=n-mR. 
Also if the RX n matrix can be partitioned into m pairwise disjoint sub- 
matrices As,, A,, . . . . A, such that 
n < r(As,) + r(A,) + . . . + r(A,) + t 
with t as above, then each A,, has rank r(A,J equal to R and so contains 
an R x R non-singular sub-matrix. Thus the sufficiency part of Lemma 1 is 
the case t = n - mR of the following theorem. 
THEOREM. Let A be an R x n matrix over a field K. Let m be a positive 
integer and t a non-negative integer. Suppose that 
IJI <mr(A,)+t for all Jc {I, 2, . . . . n}. 
Then there exist 
s, 3 $9 *.., S,C (1,2, . . . . n} 
which partition { 1, 2, . . . . n> (that is they are pairwise disjoint and cover 
{ 1, 2, .**, n}) and are such that 
n < 2 r(A,) + t. 
r=l 
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In order to prove the theorem we shall consider collections of m subsets 
s, 7 s2 7 .‘., s, c { 1, 2, . ..) n} 
(which do not necessarily partition { 1,2, . . . . n}) such that for all JG 
{ 1, 2, a.., n} we have 
We shall be especially concerned with subsets J for which equality holds in 
(Al), that is, 
IJI = f ~&,n,) + 2. 642) 
i= 1 
We shall need the preliminary results given in the following lemma. 
LEMMA. Let A be an R x n matrix over a field K, let m be a positive 
integer and t a non-negative integer. Suppose S1, S,, . . . . S, E { 1,2, . . . . n} are 
such that (Al ) holds for all J c { 1, 2, . . . . n f . 
(i) v(A2) (that is, equality in (Al)) hola3 for J= L and J= M then 
(A2) also holds for J = L u M. 
(ii) For each j E ( 1,2, . . . . n} there is a unique maximal 
J”’ G { 1, 2, . . . . n} such that j# J”’ and (A2) holds with J = J(j). (Note that 
J(j) may be 0.) 
(iii) If J(j) as in (ii) is non-empty there is a subscript ijE { 1, 2, . . . . m} 
such that 
s=s, 
contains j and satisfies 
r(As,(.b {j~d = r(AsnJ) + 1 (A3) 
for all J such that (A2) holds and j+! J. 
Proof We first observe that for any subsets L and M of { 1,2, . . . . n} 
r(A,,,) + 44 LnM)G-<T(AL)+r(AbfM). (A4) 
(i) Suppose (A2) holds for J= L and J= M. Then, by using (Al) on 
L u M and L n M, the appropriate versions of (A4), and finally (A2) for L 
and M. we obtain 
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Since (L( + IM( = (L u M( + (L n M(, we must have equality at each stage 
above and so (Al ) holds with equality for L u M (and also for L n M). 
(ii) If there is no J such that j$J and (A2) holds, then J(j) = 0. 
Otherwise, using (i), we see that 
J”‘=u {J;j$J,J”{1,2 ,..., n},(A2)holds}. 
(iii) Suppose J(j) is non-empty and consider J= J(j). If there is no i, 
such that S= S, satisfies (A3) then As,,CJv (iij always has rank r(A,,,,) 
and we have 
1+IJI=lJU{j}lG f r(A,s,,(,,{jj,)+2t 
i= 1 
= f r(As,nJ)+2t= 14, 
i= 1 
since J satisfies (A2), giving a contradiction. Hence there exists an $ such 
that S = S, satisfies (A3) for J = J (j). Now (A3) holds if and only if jg S 
and aj does not belong to the subspace spanned by the columns of As, J. 
Thus the truth of (A3) for J= Jcn implies that j 4 S and that (A3) also 
holds for all subsets J of J(j) and hence, by (ii), for all J such that (A2) 
holds and j $ J. 
We now prove the theorem. We start with 
sl=sz= *.. =S,={1,2,...,n} 
so that Sin J= J for all J, and so the hypothesis of the theorem implies 
that (Al) holds. We now modify the collection Si, S,, . . . . S, in n steps. 
At step j we consider the set P defined in (ii) of our lemma. If J(j) is 
empty, we define ii = 1 and otherwise we define ii as in (iii) of the lemma. 
We then define 
Ti=si\{j> if i#i,, 
Ti = Si if i=ij. 
(A51 
Then j belongs to exactly one of T,, T,, . . . . T,,, (the ijth) and the sets 
T 1 > -.., T, still cover { 1, 2, . . . . n}. 
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We now show that the sets T,, . . . . T,,, and J still satisfy (Al ) for all JG 
{ 1, 2, ‘.., n}. Let JE { 1, 2, . . . . n}. Ifj# J, then 
T,nJ=S,nJ for all i 
and so T,, . . . . T,,, and J satisfy (Al ). So we suppose that Jo J and write 
J= Lu (j}, j#L. (A6) 
There are two cases to consider. 
Case 1. If (Al) holds with strict inequality for S,, . . . . S, and L then 
JJJ = 1+ IL1 -c 1+ 2 r(AS,nL)+ t, 
i= 1 
and hence 
IJI6 2 @.,n.)+t 
i= 1 
G f r(AT,,,)+C 
i=l 
since (A5) and (A6) imply that for all i 
(A7) 
Thus in this case (Al) holds for T1, . . . . T,,, and J. 
Case 2. Now suppose that (A2) (that is, (Al ) with equality) holds for 
s 1, . . . . S, and L. Hence 
IJ( = 1 + IL1 = 1 + f r(A,,.)+ t. 
i=l 
Since (A2) holds for S,, . . . . S, and L, J(j) must be non-empty and so, by 
(iii) of the lemma and (A5) for i = ii, the set S = Si = S, = Ti satisfies 
l+r(Asj,~)=r(Aqn(~u{j~))=r(A=;i,~). 
By using this together with (A7) for all if ii we obtain 
IJIG f r(AT,,,)+ty 
i= 1 
and (Al) holds for T, , . . . . T, and J. 
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We complete step j by renaming T,, . . . . T, as S,, . . . . S,. Thus at the end 
of step j we have deleted the integer j from all but one of the S;s, but the 
S;s still cover { 1, 2, . . . . n 1 and satisfy (Al ) for all J c { 1, 2, . . . . n 1. By apply- 
ing step j for j= 1, 2, . . . . n we reach the situation where S,, S,, . . . . S, 
partition ( 1, 2, . . . . n) and satisfy (Al) for all JE {1,2, . . . . n). By taking 
J= { 1, 2, . . . . PI) we obtain 
n < f t-CA,) + t, 
i=l 
as required. 
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