University of South Florida

Scholar Commons
Graduate Theses and Dissertations

Graduate School

November 2019

First-Principles Simulations of Materials under Extreme
Conditions
Kien Nguyen Cong
University of South Florida

Follow this and additional works at: https://scholarcommons.usf.edu/etd
Part of the Condensed Matter Physics Commons, Materials Science and Engineering Commons, and
the Other Physics Commons

Scholar Commons Citation
Nguyen Cong, Kien, "First-Principles Simulations of Materials under Extreme Conditions" (2019). Graduate
Theses and Dissertations.
https://scholarcommons.usf.edu/etd/8671

This Dissertation is brought to you for free and open access by the Graduate School at Scholar Commons. It has
been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Scholar
Commons. For more information, please contact scholarcommons@usf.edu.

First-Principles Simulations of Materials under Extreme Conditions

by

Kien Nguyen Cong

A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
Department of Physics
College of Arts and Sciences
University of South Florida

Major Professor: Ivan I. Oleynik, Ph.D.
Lilia Woods, Ph.D.
Venkart Bhethanabotla, Ph.D.
Humberto Rodriguez Gutierrez, PhD
Robert Hoy, Ph.D.

Date of Approval:
Nov 04, 2019

Keywords: high pressure, phase diagram, phase transition, equation of state, density
functional theory
Copyright

©

2019, Kien Nguyen Cong

Dedication
To my beloved wife and my little daughter, who always make me feel happy and
give me strong motivation while I was working on this dissertation.
To my beloved parents, who expected me to do other things rather than physics but
constantly respect my decisions and support me.

Acknowledgments

I would like to thank my advisor, Dr. Ivan I. Oleynik for his mentoring for the past
several years. His scientific advice and constructive criticism gradually made me mature
and more confident on the road to become a scientist. I am also thankful for his valuable
guidance in developing my professional career.
I have been pleased to collaborate with Dr. Matthias Batzill and Dr. Anatoly B. Belonoshko in several projects, which are part of this dissertation. Helpful discussions with
them were highly beneficial.
I am grateful for the opportunity to participate in summer internship program at at
Lawrence Livermore National Laboratory, thanks to support and mentoring by Dr. Nir
Goldman. His expertise, patience and leadership gave me unforgettable experiences.
I am thankful to the members of my PhD committee: Dr. Lilia Woods, Dr. Robert
Hoy, Dr. Venkat Bhethanabotla and Dr. Humberto Rodriguez Gutierrez, who provided
evaluation, and comments which were helpful to improve the presentation of materials in
this dissertation. I would like also thank Dr. Arjan van der Vaart for serving as the external
chair of my dissertation defense.
There is a not full list, not in any orders, of friends and lab-mates who I am really thankful
for their friendships, collaborations and discussions: Nam B. Le, Joseph M. Gonzalez, Brad
S. Steele, Ashley S. William, Jonathan T. Willman, Aaron Landerville, Paula M. Coelho,
Sadhu K. Kolekar, Kinga Lasek, Huy C. Pham, Guannan Chen and Yang-hao Chan.
Finally, I would like to acknowledge uncountable help and support from faculty members and staff of Department of Physics and Research Computing Facility CIRCE at USF.

Financial support from Defense Threat Reduction Agency (Grant No. HDTRA1-12-1-0023)
and DOE National Nuclear Security Administration (award No. DE-NA0003910) are also
acknowledged. All simulations during my PhD research were performed at Material Simulation Laboratory (MSL) cluster, USF CIRCE supercomputers, NSF XSEDE supercomputers,
and DOE leadership HPC supercomputers.

Table of Contents
List of Tables

iii

List of Figures

iv

Abstract

vii

1 Introduction
1.1 Experimental and theoretical approaches to study materials at extreme conditions
1.2 Outstanding scientific questions and objectives of the PhD dissertation research
1.3 Dissertation outline

3
4

2 Assessing the accuracy of first-principles DFT in describing basic thermodynamic properties of energetic molecular crystals at ambient and high pressure conditions
2.1 Introduction
2.2 Computational details
2.3 Results and discussion
2.4 Conclusions

6
6
8
9
14

3 VSe2 layered material at high pressure: evolution of charge density wave states
and emergence of novel 2Ha ferromagnetic polymorph
3.1 Introduction
3.2 Computational methods
3.3 Results and discussions
3.3.1 Behavior of 1T phase under pressure
3.3.2 Emergence of high pressure phases and recovery of 2Ha ferromagnetic phase
3.4 Conclusions
4 Tin-selenium compounds at ambient and high pressures
4.1 Introduction
4.2 Computational methods
4.3 Results and discussions
4.3.1 Convex hulls and phase diagram
4.3.2 Phase transitions and pressure-dependent properties of SnSe
compounds
i

1
1

16
16
18
19
19
22
24
25
25
27
30
30
32

4.3.3 Crystal structure and properties of Sn3 Se4 -I 4̄3d compound
4.3.4 Pressure-induced semiconductor-metal transition in SnSe2
4.4 Conclusions

37
39
40

5 Reaction products of Ni-Xe under high pressure
5.1 Introduction
5.2 Computational details
5.3 Results and discussion
5.3.1 Convexhull at 150 GPa and 250 GPa
5.3.2 Three fcc-reaction products at high pressure
5.4 Conclusions

41
41
43
46
46
48
55

6 Are ternary H-S-O compounds superconducting?
6.1 Introduction
6.2 Computational methods
6.3 Results and discussions
6.4 Conclusions

56
56
58
59
65

7 First-principles molecular dynamics simulations of high pressure melting of
diamond
7.1 Introduction
7.2 Computational methods
7.3 Results and discussions
7.3.1 Melt line
7.3.2 Properties of liquid carbon
7.4 Conclusions

67
67
68
69
69
71
73

References

74

Appendix A: Supplemental information for chapter 2

106

Appendix B: Supplemental information for chapter 3

113

Appendix C: Supplemental information for chapter 4

115

Appendix D: Supplemental information for chapter 5

116

Appendix F: Proof of copyright permissions

118

ii

List of Tables
2.1

Equilibrium volume of NM, FOX-7 , β−HMX, PETN-I, TATB, α-RDX, and
TKX-50 energetic molecular crystals calculated using SCAN meta-GGA
functional with ZPE and finite temperature contributions and compared
with experiment.

14

Bulk modulus and its pressure derivative for NM, FOX-7 , β−HMX, PETNI, TATB, α-RDX, and TKX-50 energetic molecular crystals calculated
using SCAN meta-GGA functional with ZPE and finite temperature contributions and compared with experiment.

15

The calculated lattice parameters and cell volume of α-SnSe-P nma phase
at 0 GPa compared to experiment.

28

The calculated lattice parameters and cell volume of SnSe2 -P 3̄m1 phase at
0 GPa compared to experiment.

29

Wyckoff positions of atoms in Sn3 Se4 -I 4̄3d conventional unit cell with conventional lattice parameter a=7.9943 Å at 30 GPa.
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Abstract
The investigation of materials at extreme conditions of high pressure and temperature
(high-PT), has been one of the greatest scientific endeavors in condensed mater physics,
chemistry, astronomy, planetary, and material sciences. Being subjected to high-PT conditions, materials exhibit dramatic changes in both atomic and electronic structure resulting in an emergence of exceptionally interesting phenomena including structural and
electronic phase transitions, chemical reactions, and formation of novel compounds with
never-previously-observed physical and chemical properties.

Although new exciting ex-

perimental developments in static and dynamic compression combined with new diagnostics/characterization methods allow to uncover new processes and phenomena at high P-T
conditions, there are some fundamental limitations on what can be achieved experimentally.
Therefore, theory/simulations play an important role in uncovering interesting physics and
chemistry of materials at much smaller cost and at much higher accuracy.
This dissertation is concerned with application of first-principles density functional theory (DFT) to simulate and predict novel materials phenomena occurring at extreme high-PT
conditions. The materials considered in this dissertation work are quite diverse and include
energetic molecular crystals, layered transition metal chalcogenides, binary Ni-Xe system,
ternary H-S-O compounds, and single-element carbon, all of them being in the focus of funded
research projects of my PhD advisor, Dr. Ivan Oleynik. The important results obtained in
this PhD project include: (1) very accurate equation of state, properties of individual phases
and phase transitions of several materials such as energetic materials and carbon, which allowed to address outstanding challenges and long-term controversies of previous experimental
and simulation studies; (2) prediction of novel phases and compounds with accompanying

vii

phase transitions, such as VSe2 , Sn-Se, Ni-Xe and H-S-O compounds, which will drive future
experiments as well as follow up theoretical studies of these novel compounds. This work sets
up new standards for high-quality theoretical prediction of physical properties of materials
at extreme conditions, but most importantly, encourages experimentalists to perform more
precise measurements of such properties as equation of state, phase transitions, and melting
curves, as well as to attempt to synthesize newly predicted compounds with new emergent
properties such as ferromagnetism or superconductivity.

viii

1
1.1

Introduction
Experimental and theoretical approaches to study materials at extreme
conditions
Crystal structure and properties of materials are strongly influenced by surrounding envi-

ronment, therefore, their response to different thermodynamic conditions is of critical importance for both basic research and applications. The extreme conditions of high pressure and
temperature (high-PT) impart substantial compression energy described by PV contribution
to enthalpy, which can reach ∼ 1 eV/atom at 100 GPa, resulting in dramatic modification
of materials behavior. The substantially increased kinetic energy of electrons drives their
delocalization, resulting in an insulator-metal transitions [14], change of spin states [15] and
modification of the Fermi surface [16, 17] to mention a few. Such delocalization produces
dramatic modification of chemical bonding, resulting in phase transitions [18–21], and/or appearance of novel chemical compounds with new stoichiometries [22–24]. At extremely high
pressures ( P> 100 GPa) core electrons overlap with valence electrons, causing appearance
of new exotic unexpected chemical reactions, which were never previously observed [25–28].
Such chemical transformations require thermal activation, which in extreme case results in
materials melting [29–31] or crystallization to extremely superhard solid phases [32].
The experimental high pressure science and technology has been developed since the
end of 19th century through a succession of technological improvements starting with socalled piston-cylinder apparatus to achieve compression up to 1.5 GPa [33], followed by
the invention of Bridgman anvils [34], and diamond anvil cell (DAC) [35]. The latter is is
currently the most widely used experimental method to achieve static compression to up to
several hundred GPa [36]. Recent multi-anvil efforts aim to produce pressure up to 1000
1

GPa [37]. In all modern static compression experiments, temperature is well-controlled by
resistance or laser heating [38].
Diamond is considered to be unstable at pressures above 1 TPa (1000 GPa), therefore,
higher pressure may not be achieved in DACs. Dynamic shock and ramp compression techniques are attractive alternatives to low-pressure (up to several hundred GPa) compression
of materials [39]. Both static and dynamic compressions have their own weaknesses. In
particular, in static compression DAC experiments, small sample sizes are utilized resulting
in a weak response to probing signals using electric probes, X-ray/Neutron diffraction, or
Raman/IR spectroscopy. In addition, at high-PT conditions, chemical reactions between
diamond anvil and the compressed and heated sample are possible. In contrast, the control
and measurement of temperature in dynamic experiments is important challenge.
The shortcomings from high pressure experiments can be successfully addressed and even
complemented by first-principles density functional theory (DFT) calculations [40, 41]. In
DFT, the ground electronic state of materials at 0 K can be accurately determined by solving
single-electron Kohn-Sham (KS) equations. Knowing the electronic structure from DFT,
many basic properties of the materials, such as electronic, magnetic, vibrational, electrical
and optical properties can be derived. However, the fundamental problem with the DFT is
the lack of exact description of electronic exchange-correlation effects within single particle
KS approach. Several exchange-correlation functionals have been introduced, including localdensity approximation (LDA) [42], generalized gradient approximation (GGA) [43], metaGGA, such as strongly constrained and appropriately normed (SCAN) functional [44], Van
der Waals functionals [45, 46]. This family of DFT functionals allows more accurate DFT
calculations, however, there is no single universal DFT functional that works for all materials.
Therefore, careful tests and benchmarking are required. Another important problem in
describing high-PT conditions in materials is to account the effect of thermal motion of ions.
At low temperatures, the effect of ionic vibrations in thermodynamic description can be
considered within the quasi-harmonic approximation to treat phonon contributions. At high
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temperatures, the anharmonic and electron excitation effects become important. Therefore,
first-principles density functional molecular dynamic (DFT-MD) is the only way to address
these complexities arising at extreme high-PT conditions.

1.2

Outstanding scientific questions and objectives of the PhD dissertation research
Several interesting phenomena at extreme high-PT conditions are worth mentioning as

a motivation of the PhD research presented in this dissertation. The most recent interesting
phenomenon is the experimental observation of near room-temperature superconductivity at
high pressure in hydrogen sulfide (Tc = 205 K at 190 GPa) [24] and lanthanum superhydride
(Tc = 260 K at 190 GPa) [47, 48], which was initiated by pioneering predictions of N. W.
Ashcroft [49, 50], based on Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity
[51]. These compounds were initially predicted by theory [52–54].
Another interesting phenomenon is the formation of extended solids of low-Z elements,
which normally exist in molecular form at ambient conditions. These extended solids are
superhard materials [55, 56], and/or high energy density materials [20, 57]. Related phenomenon is the formation of chemical bonding at high pressures in compounds containing
noble gas elements, which are usually non-reactive at ambient conditions [26–28]. The behavior of layered materials under high pressures is also of great interest [58–60] due to emergence
of interesting physics in crystalline materials governed by Van der Waals interactions. We
are also concerned with high-PT description of thermodynamic states of materials including
equation of state [61], solid-solid phase transitions [29, 62] and melting [29, 32].
Being motivated by extremely interesting emergent phenomena at extreme high-PT conditions, which are currently poorly understood, this dissertation research aims at uncovering
of new properties of materials to address the critical knowledge gap in the field. Specifically,
very accurate DFT calculations have been performed (i) to obtain equation state of energetic
molecular crystals; (ii) to discover novel Nix Xey compounds at high pressures by predicting
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the most stable stoichiometries and crystal structure of these materials , (iii) to calculate
very accurate melt curve of diamond at pressures up to 1000 GPa (iv) to perform crystal
structure prediction to determine new phases and investigate properties of novel Snx Sey ,
VSe2 and Hx Sy Oz compounds.
1.3

Dissertation outline
The research performed during my PhD research is described in chapters 2-7.
In chapter 2, the isothermal equation of state (EOS) of seven molecular energetic crystals

are determined by careful examination of various DFT approaches to describe weak vdW
bonding as well as thermal and zero-point energy (ZPE) contributions to solid-state thermodynamics. The results obtained using different DFT methods are compared with available
experimental data, which allowed to make an important conclusion that newly introduced
SCAN functional delivers the most accurate EOS for this class of materials.
Chapter 3 is focused on high pressure studies of VSe2 . The ambient 1T phase is investigated at pressures up to 100 GPa, and new phases and corresponding phase transitions are
uncovered upon the increase of pressure. One of these phases is found to be metastable at
ambient conditions and exhibits ferromagnetic order upon decompression to 0 GPa.
Chapter 4 predicts all stable compounds of binary Sn-Se system at pressures up to 100
GPa. The formation of new phases and possible phase transitions are discussed together with
corresponding electronic and vibrational properties of these phases. A full phase diagram of
binary Snx Sey at varying pressures from 0 to 100 GPa is constructed.
In chapter 5, crystal structure prediction of novel Ni-Xe compounds at 150 GPa and 250
GPa is presented. Special quasi-random structure alloy model is constructed to determine
a possibility of formation of random alloys at the same PT conditions. Based on our calculations, we showed that previous experimental and theoretical results concerning reaction
products between Ni and Xe are erroneous.

4

In chapter 6, a possibility of high-temperature superconductivity in ternary H-S-O compounds is examined. It was found that no thermodynamically stable compounds exist at
pressures between 100 GPa to 200 GPa. In addition, several metastable compounds are
discovered from predicted ternary phase diagram and some of them were investigated to
determine their superconducting properties.
The chapter 7 is devoted to accurate prediction of melting line of diamond at pressures
up to 1000 GPa using first-principle molecular dynamics. It was shown that the accuracy
DFT prediction is substantially influenced by the requirement of very large simulation cell
(up to ∼1,000 atoms). As a result the most accurate diamond melt line obtained so far is
constructed, which resolves an outstanding contradiction between previous simulations and
experiment, thus justifying the need for more accurate experimental measurements of the
diamond melt line.

5

2

Assessing the accuracy of first-principles DFT in describing basic thermodynamic properties of energetic molecular crystals at ambient and high pressure
conditions
In this project, various density functional theory methods are evaluated to get an accu-

rate description of isothermal equation of state of seven energetic molecular crystals. We
first study equilibrium volume of all materials using different DFT functionals with or without semi-empirical Van der Waals corrections, as well as non-local van der Waals density
functionals. Based on comparison with available experimental data and evaluating thermal
expansion contribution to the cold data, we select several potential candidate functionals for
expensive calculations of the vibrational spectra of energetic molecular crystals. Zero point
energy (ZPE) and thermal corrections at finite temperature to cold DFT data allow for direct comparison with experiment, including lattice parameters and equation of state. Our
study demonstrates that newly introduced SCAN functional delivers the best performance
in describing both equilibrium lattice parameters and isothermal equation of state, which
are obtained in a good agreement with experiments.

2.1

Introduction
Secondary explosive energetic materials have been extensively studied for many decades

due to their importance for civil and military applications. Determining equation of state
(EOS) of these materials is crucial to understand their response to high-PT conditions including change in chemical bonding, their stability, phase transitions and initiation of detonation.
However, an accurate description of EOS for these materials is still lacking. Experimental
measurements have some uncertainties due to effects of pressure media in DACs resulting in
6

deviation from pure hydrostatic compression as well as structural imperfection of the samples. Development of new experimental techniques as well as appearance of data collected
from different independent experiments reduce the uncertainties.
In contrast to experiments, first-principles density functional calculations can cover much
wider thermodynamic parameter space while providing invaluable information on electronic,
optical and vibrational properties of energetic molecular crystals not available from experiments. However, known deficiency of DFT to capture accurately the van der Waals (vdW)
interactions lead to inaccurate theoretical results. Some limited efforts of applying new developments in semiempirical vdW corrections to DFT [63–70] or vdW density functionals [70,71]
improved the accuracy of the calculations. However, the improvements in computations of
physical properties of vdW molecular crystals have not been done systematically. In particular, unacceptable comparison of cold DFT calculations, which lack thermal and ZPE effects,
with experiments performed at finite temperatures is a common practice.
The previous studies in Oleynik’s group [72, 73] bring theory closer to experiments by
introducing thermal corrections to cold EOS in quasi-harmonic approximation. This early
efforts were limited as obsolete density functional vdW corrections and not very accurate
vibrational spectrum calculations were employed due to limited computational resources
at that time. Hence, more accurate calculations of EOS at finite temperatures are urgently
sought to provide an important theoretical guidance to experimental efforts. In this work, we
represent a systematic investigation of EOS of seven energetic material (EM) crystals: NM,
FOX-7 , β−HMX, PETN-I, TATB, α-RDX, and TKX-50 using most popular first-principles
functionals/methods with and without Van der Waals correction. We first compare results of
cold equation of state and calculated equilibrium volume with experiments to have an initial
assessment of the performance of all functionals. Several of them will be selected to calculate
vibrational properties of the materials. Based on quasi-harmonic approximation, we show
that SCAN functionals produce isothermal EOS in a good agreement with experiment. Our
work provides meaningful results to explain experimental data and provide guidance for
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future studies of these materials at high pressures and non-zero temperatures up to several
hundred kelvins.

2.2

Computational details
First principles density functional calculations are performed using the Vienna ab initio

simulation package (VASP) [74]. In all calculations, the projector augmented wave (PAW)
[75] pseudopotentials are employed. For exchange-correlation interactions, either local density approximation (LDA) [42] or Perdew, Burke, and Ernzenhof (PBE) generalized gradient
approximation (GGA) [43] or strongly constrained and appropriately normed semilocal density functional (SCAN) [44] is used. Van der Waals interaction is taken account into by using
one of empirical correction methods: PBE+Grimme D2 (GD2) [76] , PBE+TkatchenkoSheffler [77] (TS) or one of non local Van der Waals functions: optB86b [45], optPBE [78],
vdW-DF2 [79], Scanrvv10 [80]. The plane-wave cutoff energy is set to 700 eV based on our
convergent tests. For equation of state calculations, Brillouin zones (BZ) are sampled with a
k -point density of 0.05 Å−1 . The crystal structures of compounds are relaxed until the maximum force is smaller than 0.01 eV/atom. For each structure, we select at least six pressure
points to perform phonon calculation, in these calculations, BZs are sampled with k-point
density of 0.03 Å−1 and structures are re-optimized until any residue force less than 0.001
eV/atom. All phonon calculations are done using the supercell method [81] as implemented
in the Phonopy code [82]. Depending on particular structures, various supercells are selected
to archive a reasonable convergence of phonon calculations. Detail of number of k-points
and size of the supercell used in phonon calculations of each structure are shown in table
A.1 of Appendix A.
Based on phonon spectra and within the quasi-harmonic approximation (QHA), we calculate the contribution of zero point energy and vibrational spectrum to Helmholtz free
energy at fixed V and temperature T :
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F QHA (V, T ) =

X1
q,v

2

èωq,v + kB T

X

−

ln(1 − e

èωq,v
kB T

),

(2.1)

q,v

in which sums run over all sampled q-points in the BZ and vibrational frequencies υ; è
and kB are Plank and Boltzmann constants respectively. Gibbs free energy at a particular
temperature and pressure is determined by:



G(V, P, T ) = Ecold (V ) + P V + F QHA (V, T ) min ,

(2.2)

in which Ecold is internal potential energy calculated by first-principles calculations. Value
of V which minimizes G at constant P and T is the exact volume of materials at these
conditions. Alternatively, a correction to (cold) pressure at constant temperature T and
constant volume V can be approximated by:

Pth = −

∂F QHA (V, T )
.
∂V

(2.3)

To determine equilibrium volume V0 , bulk modulus B0 and its derivative B00 at ambient
pressure, we fit P-V data set with third order Birch-Murnaghan equation of state [83]:

3
P (V ) = B0
2

2.3

"

V0
V

7/3


−

V0
V

"
#)
5/3 # (
  V 2/3
3 0
0
1+
B0 − 4
−1
.
4
V

(2.4)

Results and discussion
The ultimate goal of this study is to determine the best density functional with or with-

out empirical vdW corrections, which can accurately describe equation of state for seven
EM crystals at experimental thermodynamic conditions. However, such calculations are
very expensive as they require phonon calculations in quasi-harmonic approximation for
each functional. To reduce amount of computational expense, we first assess the accuracy
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of first-principles methods based on their performance in prediction of equilibrium volume
and equation of state at cold pressure, i.e. without zero point energy and thermal contribution. Knowing the approximate estimate for additional contribution to thermal and ZPE
expansion to cold data, some of the functionals can be ruled out as they would produce the
equilibrium volumes far away from those determined in experiments, once ZPE and finite
temperature effects are taken into account. Comparison between calculated cold equilibrium
volumes at 0 K and experiments at finite temperature is showed in Fig. 2.1. The values of
equilibrium volume of EMs from different measurements is listed as table 2.1. Based on the
differences between calculation at 0 K and measurement at finite temperatures, we classify
functionals/methods in four groups. Group I, which includes PBE and revPBE, displays
known under-binding, producing larger volumes than those from measurements. TS and
DF2, which belong to group II, predict volumes within 3% from the experiments. Group III,
which includes semi-empirical Grimme D2, vdW optB86b, and meta-GGA SCAN functionals produces between 3.5 % and 7.5 % smaller volumes than the experimental ones (except
for TKX-50). The final group IV, which includes LDA and SCANrvv10, predict much small
volume (>10.0 % except for TKX-50).
It is worth noting that the experimental volumes obtained at finite temperatures are
always larger than the cold ones due to positive thermal expansion coefficients of NM [1],
PETN [84], FOX-7 [85], HMX [86], TATB [87, 88], RDX [89], and TKX-50 [90]. Hence, the
functionals in group I strongly overestimate equilibrium volumes and, therefore, are excluded
from further consideration. The the evaluation of other groups requires an estimate of
thermal and ZPE pressure. Previous studies of EM crystals revealed substantial hardening
of the phonon modes upon compression [12, 65, 66, 68, 72, 73, 91–94], resulting in thermal
pressure Pth (as eq. 2.3) from 0.5 GPa to 0.8 GPa at room temperature. This correction
in ambient pressure of 0 GPa corresponds to ∼5.0 - 10.0% larger volume. Based on this
estimate, group II functionals can also be excluded. Group IV (LDA and SCANrvv10)
display a severe overbinding, producing much smaller volumes, which can not be corrected
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by an expected additional thermal expansion (∼ 5.0 - 10.0%). Therefore, this group can also
be excluded from consideration. Based on these estimates, the only of functionals that can
produce volumes in close agreement with experiment are those in group III (GD2, optB86b,
SCAN). Therefore, further investigation is performed for functionals in group III only .

(V-Vexp)/Vexp (%)
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PBE
revPBE
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SCANrvv10
TS

10
5
0
-5
-10
-15
Nitro PETN FOX
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Materials

Figure 2.1: Percentage differences of calculated equilibrium and finite temperature measured
equilibrium volume of NM [1], FOX-7 [2], β−HMX [3], PETN [4], TATB [5], α-RDX [6],
TKX-50 [7].
Using functionals from group III, we calculate the vibrational properties of the energetic
materials. Phonon density of states (PhDOS) of NM at cold pressure of 0 GPa is showed on
in Fig. 2.2(a). The overall shapes of PhDOS calculated with different functionals are similar.
In particular, the high-frequency peak in PhDOS increases its frequency from optB86b, to
PBE-D2 and to SCAN, which correlates with consecutive increase of cold (0 K and no
ZPE) equilibrium volumes. It is also worth mentioning that the PhDOS displays a small
imaginary phonon frequency contributions, which are due to numerical errors or limited size
of supercells used in phonon calculation. We performed calculations with bigger supercells
for NM and found that the magnitude of the imaginary frequency reduces insignificantly.
Displacing atoms along the eigenvector of the imaginary mode does not lead to a lower energy
structure. Therefore, we conclude that the imaginary modes are indeed due to numerical
truncation errors related to non-perfect geometrical relaxation. Moreover, the imaginary
modes only occur in a small region of BZ in vicinity of Γ-point. Therefore, their contribution
11

to the Helmholtz free energy can be safely ignored. With this knowledge, the Helmholtz free
energy of NM at 300 K as a function of volume is calculated using eq. (2.1) and shown
in Fig. 2.2b. All three functionals predict similar monotonic increase of the free energy
upon compression (i.e. reduction of volume), which results from hardening of the phonon
frequencies upon compression. A similar behavior of vibrational spectrum and free energy
for other EM crystals is observed.

a)

b)

Figure 2.2: Free energy of Nitromethane. a) Phonon density of states at cold pressure of 0
GPa and b) Free energy of of Nitromethene at 300 K using PBE+D2, optB86b and SCAN
functionals.
Using total energy from cold DFT calculations and free energy vs volume dependence
due to thermal and ZPE contributions at experimental temperature, isothermal equation
of state of the energetic materials can be determined by finding volume minimizing Gibbs
energy. Among group III functionals, SCAN displays the best performance by predicting
the isothermal EOS in a good agreement with experiment, see Fig. 2.3. By fitting our
isothermal EOS to Birch-Murnaghan equation of state, equilibrium volume and bulk modulus
are determined, as shown in table 2.1 and table 2.2, respectively. For NM, our calculated
isothemal EOS agrees well with the experimental data by Cromer et. al. [1] and Citroni et.
al. [8]. The SCAN+T equilibrium volume of NM is 1.2% smaller than experimental volume
at 300K, which is a significant improvement in comparison to cold SCAN calculations, which
produce the equilibrium volume 7.2% smaller than experiment. SCAN+T isothermal EOS
of β-HMX [3, 9], PETN-I [3], TATB [4, 10], α-RDX [11] and TKX-50 [92] are also in a
12

good agreement with experiment. The maximum error for predicted equilibrium volumes
compared to experiment is only 2.2%. Although SCAN+T isothermal EOS of FOX-7 displays
a substantial deviation from experiment by Peiris et. al. [2], the predicted equilibrium volume
is in much better agreement with experimental volume determined by Peiris et. al. as well
as by Hunter [69] and Dreger [12]. Since there is only one set of EOS data for this material,
our work demonstrates the need for additional independent experimental verification of the

Figure 1

results by Peiris et. al.
a) NM

e) TATB

c) β-HMX

b) FOX-7

f) -RDX

d) PETN-I

f) TKX-50

Figure 2.3: Isothermal equation of state for NM, FOX-7, β−HMX, PETN-I, TATB, α-RDX,
and TKX-50 energetic molecular crystals: DFT calculations vs experiments.
The isothermal bulk modulus and its derivative at 0 GPa for each EM are also obtained
from Birch-Murnaghan fit of isothermal EOS (eq. 2.4) and are shown in Table 2.2. Although
there are large differences between the calculated and measured values in particular for
NM [1] and TATB [95], our results is a substantial improvement over previous calculations
as well as “cold” calculations ignoring finite temperature and ZPE effects (see Ref. [70] and
the Appendix A). Also, the errors vary depending on an interval of pressures used to fit the
data by Birch-Murnaghan EOS.
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Table 2.1: Equilibrium volume of NM, FOX-7 , β−HMX, PETN-I, TATB, α-RDX, and
TKX-50 energetic molecular crystals calculated using SCAN meta-GGA functional with
ZPE and finite temperature contributions and compared with experiment. V0 is obtained
from Birch-Murnaghan EOS fit within 0 to cut-off pressure, shown in 3rd column of the
table.
System
NM
FOX-7

β−HMX
PETN-I
TATB
α−RDX
TKX-50

2.4

T Cut-off Pressure V0 (exp.)
V0 (SCAN+T)
(K)
(GPa)
(Å3 )
(Å3 )
293
7
292.7 [1]
289.07 (-1.24%)
293
7
290 [8]
289.07 (-0.32%)
300
4
515 [2]
522.09 (+1.37%)
300
4
521.07 [69] 522.09 (+0.19%)
300
4
522.92 [12] 522.09 (-0.16%)
303
12
519.57 [3] 518.72 (-0.16%)
300
12
519.41 [9] 518.72 (-0.13%)
300
10
590.8 [4]
583.01 (-1.3%)
100
10
569.0 [96]
565.50 (-2.4%)
300
8
428.76 [5] 434.76 (+1.40%)
300
8
422.6 [95] 434.76 (+2.87)
293
4
1633.86 [6] 1630.4 (-0.21%)
300
12
415.63
412.25 (-0.81%)

Conclusions
State of the art DFT functionals with and without empirical Van der Waals correction

have been evaluated to predict equilibrium properties and isothermal equation of state of
seven energetic molecular crystals: NM, FOX-7, β-HMX, PETN, TATB, α-RDX and TKX50. It was found that three functionals, Grimme D2+PBE, optB86b, SCAN have a potential
to minimize the errors in predicted equilibrium volume and EOS at finite temperature.
Thermal and ZPE contributions to Helmholtz free energy are calculated in quasi-harmonic
approximation and then used to obtain finite temperature quantities. It was found SCAN
functional displays the best agreement with experiment compared to any other functional.
This work underlines the importance of careful consideration of ZPE and finite temperature
effects in calculation of equilibrium thermodynamic properties of energetic molecular crystals.
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Table 2.2: Bulk modulus and its pressure derivative for NM, FOX-7 , β−HMX, PETN-I,
TATB, α-RDX, and TKX-50 energetic molecular crystals calculated using SCAN meta-GGA
functional with ZPE and finite temperature contributions and compared with experiment.
The same maximum fitting pressure as in Table 2.1 is used.
0

System

0

T B0 (exp.) B0 (SCAN+T) B 0 (exp.) B 0 (SCAN+T)
(K) (GPa)
(GPa)
NM
293
7.0 [1]
12.15
5.7 [1]
3.43
293 9.25 [8]
12.15
5.7 [8]
3.43
FOX-7 300
9.6 [2]
13.55
20.8 [2]
9.16
300 11.3 [69]
13.55
12.7 [69]
9.16
300 10.1 [12]
13.55
14.3 [12]
9.16
β−HMX 303 15.7 [3]
13.57
7.13 [3]
9.57
300 16.74 [9]
13.57
7.78 [9]
9.57
PETN 300 12.3 [11]
12.01
8.2 [11]
9.28
TATB 300 16.7 [10]
18.65
5.7 [10]
8.62
300 24.9 [95]
18.65
7.4 [95]
8.62
α−RDX 293 13.9 [11]
13.15
5.8 [11]
8.34
TKX-50 300 21.8 [12]
24.13
8.2 [12]
7.10
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3

VSe2 layered material at high pressure: evolution of charge density wave
states and emergence of novel 2Ha ferromagnetic polymorph
Effect of pressure on crystal structure, electronic properties and lattice dynamics of bulk

VSe2 are investigated using first-principles calculations. Under compression, the normal
state 1T phase experiences a first-order isostructural phase transition at 5 GPa associated
with changes in equation of state, electronic and vibrational properties. These changes lead
to modification of structural instability corresponding to a incommensurate charge density
wave transition, which disappears above 15.5 GPa. In addition, layered 2Ha phase and an
extended P-62m phase are found to be more energetically favorable than 1T phase at high
pressures. While P-62m phase is dynamically stable upon decompression, its small formation
enthalpy suggests that it may not be recoverable at ambient conditions. Meanwhile, 2Ha
phase is predicted to be recoverable upon decompression. Moreover, 2Ha phase is found to
be ferromagnetic at pressure below 15 GPa and its ferromagnetic order is preserved upon
recovery at 0 GPa. These findings provide a detail picture of behavior of 1T phase under
pressure and reveal a clear chemical pathway to synthesize strong ferromagnetic bulk 2Ha
and potential fabrication, from the bulk counterpart, of monolayer 2H polymorph of VSe2 ,
which has not been observed so far.

3.1

Introduction
Transition metal dichalcogenides MX2 (M=metal, X=chalcogenide) have been exten-

sively studied in past decade as they serve a source of single layer 2D materials obtained by
mechanical exfoliation [97]. Most of the polymorphs of monolayer and few-layer MX2 2D
materials retain the symmetry of the original MX2 phase of the bulk crystal, 1T (octahe16

dral) and 2Hc (trigonal prismatic) being the most common, see Fig. 3.1. The search for
novel polymporphs of 2D materials has a potential of discovery of new phases with novel
electronic, magnetic and optical properties, which can be different from those of previouslyknown polymorphs. In bulk MX2 crystals, each layer consisting of central M atoms connected
to sandwiching X atoms by strong covalent bonds, experiences weak interlayer van der Waals
(vdW) forces. The weak vdW interlayer interactions are strongly influenced by application of
high pressure, resulting in dramatic changes in atomic and electronic structure. In particular,
the ambient semiconducting 2Hc phase of group VI transition metal dichalcogenides experience phase transition to 2Ha phase [60, 98, 99], while becoming metallic upon application
of pressure [58, 59, 98, 100–107]. Some of the high-pressure phases display superconducting
behavior [59, 105, 107] at low temperatures.
In addition to semiconducting 2Hc polymorph, metallic 1T phase can also exist. This
class of metal dichalcogenides MX2 are of particular interest because of intriguing physics
of charge density wave (CDW) and superconductivity [108]. It has been shown that hydrostatic compression that drives phase transitions, causes interplay between superconductivity
and CDW physics [109, 110]. Being a representative class of metallic MX2 , VSe2 layered
materials have recently attracted attention due to prediction of ferromagnetism in its monolayer. Although both 1T and 2Hc polymorphs of bulk and monolayer VSe2 are predicted to
co-exist due to comparable energies of these phases at ambient conditions [111, 112], only
1T phase of both bulk and monolayer of VSe2 is observed. 1T phase of bulk VSe2 is paramagnetic [113] and is not superconducting [114]. At lower temperature it transforms to
4x4x3 CDW structure [115–117]. The 1T phase of VSe2 monolayer displays various CDW
patterns [118–122]. Furthermore, strong FM ordering was observed on 1T monolayer [123],
which was later classified as non-itinerant [121, 124].
With such rich physics observed at ambient conditions, it is expected that VSe2 under high pressure would also display unusual novel phenomena. In addition to observing
pressure-induced CDW transitions in 1T phase, it is expected that new phases with inter-
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esting physical properties will appear at high pressure, which might be metastable upon
quenching to ambient conditions.
In this work we perform first-principles DFT studies of bulk VSe2 under pressure. In
particular, pressure-dependent electronic and vibrational properties, and chemical bonding
of 1T phase are investigated at pressures up to 100 GPa. The transformation from 1T
phase to incommensurate (ICDW) phase is predicted to occur at low temperatures in the
pressure range 5-15.5 GPa, such CDW being absent at high temperatures. Using evolutionary
crystal structure searching method, a new 2Ha phase and an extended solid phase have been
discovered and shown to be thermodynamically stable at 15.5 GPa and 67 GPa, respectively.
Interestingly, 2Ha is predicted to be quenchable to a metastable phase at ambient conditions
while exhibiting ferromagnetism.

3.2

Computational methods
First-principles calculations are performed using Vienna ab-initio Simulation Package

(VASP) [74, 125]. Effects of ion and core electrons are represented by PAW potentials [126].
After considering accuracy of different combinations of exchange-correlation approximations
with and without vdW in predicting lattice parameters of 1T phase, we choose PBE functional [43] with empirical Grimme D2 vdW correction [76] for all calculations, see Appendix
B for more details. Integration over Brioullin zone is done based on Γ-point centering. In
structural relaxation we use k-point mesh with density 0.03 Å−1 but a denser grid of 0.01
−1

Å

is used for density of state calculations or in spin-polarization calculations. Phonon

calculations are performed using supercell method in Phonopy code [82].
The bare susceptibility and nesting functions at certain q-point are calculated using:

χ0 (q) =

2 X fk+q,n − fk,m
Nk kmn k+q,n − k,m
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N (q) =

2 X
δ(k+q,n )δ(k,m )
Nk kmn

respectively, where Nk is total number of k-points; k, m are band indexes; f is occupation
and  is energy when the Fermi level is shifted to 0.
a) 2Hc
side

b) 1T

top

side

c) 2Ha
side

top

d) P‐62m
top

Figure 3.1: Crystal structure of VSe2 phases.

3.3

Results and discussions

3.3.1

Behavior of 1T phase under pressure

Equation of state (EOS) of bulk 1T phase up to 100 GPa is calculated and shown in Fig.
3.2. There is a noticeable kink in a pressure dependence of a and c lattice parameters and
volume at 5 GPa, which indicates a phase transition at this pressure. Before the transition
occurs, the c lattice parameter has a linear dependence with a very high slope, which indicates
a relatively fast decrease under compression compared to a decrease of a lattice parameter.
After the transition, the slope in pressure dependence becomes smaller approaching that of
a lattice parameter. The transition may be related to changes of interlayer interaction and
in-plane chemical bonding.
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Figure 3.2: Equation of state of the 1T normal state.
To investigate the impact of compression on vibrational properties of 1T phase and its
CDW transition, we calculated phonon dispersion, nesting and bare susceptibility functions
of 1T phase at various pressures. Phonon dispersion at 0 GPa, shown in Fig. B.1 and
detailed in Appendix B, displays a lowest phonon imaginary mode in the vicinity of qCCDW
= (0, 1/4, 1/3) in the BZ, which is in good agreement with the previous work by Zhang et
al. [117]. The soft mode is associated with a minimum in the bare susceptibility function and
a peak of the nesting function at the same location, see Fig. 3.3. This observation indicates a
transition to 4x4x3 commensurate CDW phase, the origin of the transition being due to the
nesting of Fermi surface and the electron-phonon coupling. Under compression up to the first
order transition pressure 5 GPa, the mode’s negative frequency at the same location of BZ
increases in magnitude, see Fig. 3.3(b). Above 5 GPa, the tendency is reversed: the lowest
frequency increases while its location moves away from qCCDW . In contrast, the minimum
of χ0 susceptibility function and the peak of the nesting function upon increase of pressure.
Also, above 5 GPa both the extrema are not at qCCDW . All these facts suggest that above 5
GPa, 1T phase transforms to an incommensurate CDW structure at low temperatures. The
phonon dispersion at higher pressure displays hardening of the phonon frequencies, resulting
in a full stabilization of 1T phase 15.5 GPa as evidenced by the absence of imaginary modes,
20

see Fig. B.1 in Appendix B. Therefore, there is no other CDW transition associated with
1T phase above this pressure.At 0 GPa, the paramagnetic 4x4x3 CDW phase is more stable
than 1T ferromagnetic phase. Our calculations show that even if FM phase exists at high
pressures, it can not be recovered as metastable FM state upon decompression as FM order

susceptibility
and B.1.
nesting functions 1T phase
is fully Magnetic
quenched at
8 GPa, see Fig.
(a)
L

(c)

(b)

(d)

A

H *
M
K*

*
M
K

qCCDW

qCCDW

qCCDW

Figure 3.3: Evolution of CDW profile associated with 1T phase.
a) BZ of the hexagonal lattice showing the paths connecting high symmetry points, q-points
containing the lowest frequency modes of 1T phase are indicated by asterisk; b) Dispersion
of the lowest frequency phonon mode of 1T phase normal along Γ*M* direction; c) Bare
electronic susceptibility; and d) Nesting functions of 1T normal state along the same path.
To understand the causes of the first order phase transition, evolution and eventual disappearance of CDW order of 1T phase upon increase of pressure, we investigate its electronic
structure and chemical bonding. The band structures of 1T phase at various pressures are
shown in Fig. 3.4. Upon compression to 5 GPa, there is no significant change of the band
structure except a hole-like Se3p band near Γ moves toward the Fermi level. We found that
there are high density lone pair electrons on Se atoms facing neighboring layers, see Fig. B.2
in Appendix B. Hence, application of pressure to 1T phase increases repulsive forces between
layers, which are due to the lone pair electrons of Se atoms from neighboring layers. To reduce the repulsive forces, a partial electron transfer from Se atoms to V atom occurs upon
compression to reduce electrostatic repulsion between Se atoms. Bader’s analysis demonstrates that Se atoms have charge 0.87e at 0 GPa, which reduces to 0.80e at 4 GPa. At
the same time, hybridization between Se3p and eg orbitals of V atoms is enhanced for the
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bands between Γ and A points. Due to redistribution of charges, the bonding of 1T phase
experiences a sudden change under compression above 5 GPa, which is reflected in the S3p
band crossing of the Fermi level, which results in anti-bonding hybridization with eg orbital
on V atoms. This subtle change in electronic structure is the cause of the the kink in EOS
discussed above. In addition, the appearance of the S3p band crossing of the Fermi level
results in a dramatic change of the Fermi surface shape, leading to a weakening of the Fermi
surface nesting as reflected in bare susceptibility and nesting functions. From 0 to 15.5 GPa,

1T band structure

there is no partial nesting of the Fermi surface, therefore, the 1T phase is stable.
0.0 GPa

6.5 GPa

2.0 GPa

4.0 GPa

8.1 GPa

Figure 3.4: Band structure of 1T phase under compression.

3.3.2

Emergence of high pressure phases and recovery of 2Ha ferromagnetic
phase

To investigate possible phases of VSe2 at high pressure, we perform crystal structure
search at 30 GPa, 50 GPa, 75 GPa and 100 GPa. Searches at 30 GPa and 50 GPa produce
layered 2Ha VSe2 structures, meanwhile at 75 GPa and 100 GPa, we found an extended-solid
P-62m VSe2 structure. The structure of 2Ha VSe2 and the extended-solid P-62m VSe2 are
shown in Fig. 3.1. While 2Ha consists of 2H octahedral VSe2 layers arranged in opposite
22

Phonon 2Ha and P‐62m phase
2Ha structure @ 50 GPa

Layered‐like P‐62m structure @ 100 GPa

Figure 3.5: Phonon dispersion of 2Ha at 50 GPa and P-62m phase at 100 GPa.
directions, the layered-like P-62m phase is a combination of distorted square planar and distorted trigonal prismatic units in each layer. Phonon dispersion of these structures displaying
the absence of imaginary modes in whole BZ, see Fig. 3.5, demonstrates thermodynamic
stability of 2Ha and extended-solid P-62m phases of VSe2 at various pressures studied. The
absence of imaginary phonon modes to 0 GPa indicates that both phases are metastable and
can potentially be recoverable at ambient pressure.

H-H1T (eV/f.u.)

0.08
0.04

2H
2Ha
443 CDW
2Ha (FM)
Extended solid

0.00
-0.04
-0.08
0

20

40

60

80

100

Pressure (GPa)
Figure 3.6: Pressure dependence of enthalpies of possible phases of VSe2 referenced to enthalpy of standard 1T phase from 0 GPa to 100 GPa.
To determine full range of thermodynamical stability of each structures, their enthalpies
at various pressures are calculated and compared with the enthalpy of 1T phase of VSe2
at the same pressure, see Fig. 3.6. Although the ICDW phase is not shown in the Fig.
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3.6, it is supposed to be the lowest enthalpy phase of VSe2 from 5 GPa to 15.5 GPa. In
addition, 4x4x3 CDW structure is the lowest enthalpy structure from 0 to 5 GPa, whereas
2Ha structure is thermodynamically stable between 15.5 GPa and 67 GPa, followed by the
layered P-62m phase which is the stable phase from 67 GPa to 100 GPa. Due to different
local atomic environments of 1T, 2H and the extended solid phases, a large transition barrier
is expected for phase transformations at high pressures. In addition, a very high enthalpy of
formation of P-62m phase at 0 GPa makes its recovery at ambient pressure highly unlikely,
whereas due to much smaller enthalpy, 2Ha is potentially recoverable at ambient pressure.
2Ha phase reveals a strong FM ordering ( ∼0.9 µB/f.u. ) below 15 GPa, while having
enthalpy of formation comparable to that of 4x4x3 CDW phase at 0 GPa, which indicates a
great potential for its synthesis by applying high pressures.

3.4

Conclusions
The phase diagram and properties of bulk VSe2 were studied at high pressures from

0 GPa to 100 GPa using density functional theory. A phase transition upon hydrostatic
compression of 1T phase is detected at 5 GPa, which is reflected in changes of EOS, as well
as electronic and vibrational properties. The CDW nature of 1T phase evolves from from
commensurate to incommensurate and above 15.5 GPa 1T phase become metastable while
2Ha and layered P-62m phases appear at 15.5 GPa and 67 GPa respectively. The FM 2Ha
phase is recoverable to the ambient pressure, while exhibiting strong FM ordering at 0 GPa.
The potential recovery of intrinsic FM bulk phase of VSe2 at the ambient pressure, opens
up a possibility of achieving intrinsically ferromagnetic monolayer 2H-VSe2 semiconductor
via exfoliation.
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4

Tin-selenium compounds at ambient and high pressures
Snx Sey crystalline compounds consisting of Sn and Se atoms of varying composition are

systematically investigated at pressures from 0 to 100 GPa using the first-principles evolutionary crystal structure search method based on density functional theory (DFT). All
known experimental phases of SnSe and SnSe2 are found without any prior input. A second order polymorphic phase transition from SnSe-P nma phase to SnSe-Cmcm phase is
predicted at 2.5 GPa. Initially being semiconducting, this phase becomes metallic at 7.3
GPa. Upon further increase of pressure up to 36.6 GPa, SnSe-Cmcm phase is transformed
to CsCl-type SnSe-P m3̄m phase, which remains stable at even higher pressures. A metallic compound with different stoichiometry, Sn3 Se4 -I 4̄3d, is found to be thermodynamically
stable from 18 GPa to 70 GPa. Known semiconductor tin diselenide SnSe2 -P 3̄m1 phase is
found to be thermodynamically stable from ambient pressure up to 18 GPa. Initially being
semiconducting, it experiences metallization at pressures above 8 GPa.

4.1

Introduction
Tin selenide SnSe and tin diselenide SnSe2 are layered semiconductor compounds, which

are actively explored as optoelectronic, photovoltaic, and thermoelectric materials [127–133].
Similar to other metal chalcogenides, covalent bonds are formed within single layers bonded
together by weak interlayer van der Waals interactions. Due to the substantial interlayer
distances, these layered compounds are expected to undergo substantial pressure-induced
structural changes accompanied by corresponding changes in their properties. For example, semiconductor-metal transitions upon hydrostatic compression were observed in layered MoS2 [98] and WS2 [134] compounds undergoing structural changes, whereas pressure25

induced metallization of MoSe2 [104] and WSe2 [135] occurred within the same crystal structures.
Compared to transition metal chalcogenides, pressure-induced phase transitions in II-VI
tin selenium compounds is less understood. For example, theory [136] and experiment [137]
showed that at 7 GPa α-SnSe-P nma phase is transformed to β-SnSe-Cmcm phase, the
latter possessing exceptional thermoelectric properties [131, 138]. This phase also appears
upon increase of temperature to 800 K under ambient pressure [131]. Yet, other calculations
[139, 140] and experimental measurements [13, 140] suggested a phase transition from α0

SnSe-P nma to β -SnSe-Bbmm at various pressures between 8 GPa and 18 GPa. There is
a confusion in the literature concerning usage of space group names, Bbmm and Cmcm,
both belonging to the same space group number 63. Initially, Cmcm and Bbmm phases
were proposed to have tetragonal and orthorhombic lattices, respectively [13]. However, a
later characterization [141] showed that they are both orthorhombic. Therefore, we consider
0

β-SnSe-Cmcm and β -SnSe-Bbmm phases to be identical and will use the label for this
structure, β-SnSe-Cmcm, in this work.
Uncertainty in pressure-induced metallization of SnSe also exists: the experiment by
Agarwal et al [142] found that the semiconductor-metal transition occurs at 6.5 GPa whereas
the calculations of Yan et al [143] reported the metallization pressure of 12 GPa. Upon
further increase of pressure up to 27 GPa β-SnSe-Cmcm phase transforms to CsCl-type
P m3̄m phase, which is superconducting at T < Tc = 4.5 K [140, 144].
Effects of pressure on structure and properties of SnSe2 are also not well understood.
At ambient conditions, SnSe2 crystallizes in P 3̄m1 phase. There are no reports of pressureinduced phase transitions thus far. Although a few studies [145–147] showed reduction of
the band gap of SnSe2 upon compression at low pressures, pressure-induced metallization or
appearance of new metallic phases has not been reported yet.
Recent studies have shown that applying pressure on materials not only leads to phase
transitions [148–150] but can be also used to synthesize new compounds with novel chemical
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and physical properties [151–153]. For example, series of new unexpected stoichiometries
[22, 153–156], or exceptionally high superconducting Tc [24, 52, 157] are observed at high
pressures. In case of tin selenium system, such phenomena have not been investigated yet.
Motivated by the above-mentioned outstanding problems, we perform a systematic study
of pressure-dependent structural, electronic and vibrational properties of the broad class of
tin selenium compounds with varying stoichiometry at ambient conditions and under compression up to 100 GPa using first-principles evolutionary crystal structure search methods.
Although some tin-selenium compounds including SnSe and SnSe2 are known experimentally, the crystal structure prediction within the entire stoichiometry composition space of
Snx Sey is warranted to answer the question whether other new compounds with unexpected
stoichiometries do exist, especially at high pressures. In addition, this research provides
a systematic construction of phase diagram of Snx Sey compounds including prediction of
phase transitions using accurate DFT calculations which include the effects of van der Waals
interactions and exact exchange within hybrid HSE method.

4.2

Computational methods
The evolutionary crystal structure search of Snx Sey compounds is performed at 0 GPa,

15 GPa, 30 GPa, 60 GPa and 100 GPa using USPEX code [158]. The variable stoichiometry
searches included up to 20 atoms/unit cell, followed by the fixed stoichiometry searches
with up to 40 atoms per unit cell using compositions determined from variable composition
searches . Initially, random structures are generated by USPEX and are relaxed using first
principles DFT Vienna Ab initio Simulation Package (VASP) [74, 125]. Then, the relaxed
structures are ranked based on their formation enthalpy, which is calculated using the ground
state crystal structures of Sn and Se at corresponding pressures. At the next generation,
USPEX produces the set of offspring structures by applying random, heredity and mutation
operators, followed by structure optimization by VASP, ranking optimized structures by
the formation enthalpy, and constructing of new generation. These steps are repeated until
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the lowest enthalpy structures for each stoichiometry remains for at least ten generations.
Depending on the targeted pressure, P nma, P 6/mmm, β or bcc phases are the lowest
enthalpy phases of Sn, whereas α or β Po-type phases are the lowest enthalpy phases of Se
at corresponding pressures.
Table 4.1: The calculated lattice parameters and cell volume of α-SnSe-P nma phase at 0
GPa compared to experiment. Percentage in parentheses indicates the difference between
experiment and theory.
Lattice

Exp. [131]

PBE

PBE+D2

PBE+TS

DF2

Rvv10

a (Å)

11.57

11.76(+1.64%)

11.63(+0.52%)

11.64(+0.61%)

12.50(+8.04%)

12.39(+7.09%)

b (Å)

4.19

4.20(+0.23%)

4.20(+0.24%)

4.20(+0.24%)

4.334(+3.44%)

4.28(+2.15%)

c (Å)

4.46

4.56(+2.42%)

4.36(-2.42%)

4.45(+0.22%)

4.86(+8.97%)

4.35(-2.47%)

216.21

225.21(+4.16%)

212.63(-1.66%)

218.21(+0.93%)

263.34(+21.80%)

231.43(+7.04%)

Vol

(Å3 )

During the structure search, first principles calculations are performed using PBE generalized gradient approximation (GGA) to DFT [43] and projector augmented wave potentials
(PAW) [159]. Due to substantial computational cost of the structure search (∼ 100,000
structures are optimized by DFT), a modest plane-wave energy cut-off of 500 eV and kpoint density 0.06 Å−1 are used. The constant pressure geometry optimization is done using
the force convergence criterion 0.07 eV/Å. Such parameters allow to achieve the formation enthalpy accuracy better than 10 meV/atom. Once the search is complete, the lowest
enthalpy structures are reoptimized using fine VASP parameters with higher energy cutoff
(700 eV), denser k-point set (0.03 Å−1 ) and finer force convergence criterion (<0.01 eV/Å)
to obtain formation enthalpy with error less than 1 meV/atom.
Being layered forms at ambient condition, Van der Waals (vdW) interactions play an
important role in SnSex (x=1,2) materials. Therefore, to properly account for vdW interactions, we evaluated performance of several correction methods, which are currently used
to address the deficiencies of standard DFT calculations. They include empirical GrimmeD2 [160] and semi-empirical Tkatchenko-Scheffler (TS) [77] methods, vdW functional by
Langreth and Lundqvist (DF2) [45, 46], and recently developed revised-vv10 (rvv10) vdW
functional [161]. In Tables 4.1 and 4.2 lattice parameters and cell volumes of α-SnSe-P nma
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and SnSe2 -P 3̄m1 phases at 0 GPa calculated using the methods listed above are compared
to those calculated using standard PBE GGA as well as those measured in experiments.
Based on these tests, it is found that Grimme-D2 method provides best agreement with experiments at 0 GPa. Because all experiments are run at finite temperatures, thermal effect
should be considered for an extreme accuracy. To have an ideal of thermal effect on Snx Sey ,
using quasi-harmonic approximation, we estimated volume of α-SnSe-P nma at the room
3

3

temperature V = 214.47 Å , versus 212.63 Å at 0 K (using PBE+D2), and thus accuracy
of our calculation is still guaranteed regardless of the thermal expansion. Moreover, calculation of vibrational spectra of a large number of individuals during the crystal structure
search is impracticable due to high computational expense.
Although being less investigated than at ambient condition, several studies shown that
vdW corrections are crucial to properly predict structures and properties of layered materials
[98, 107, 162, 163] and molecular crystals [66, 72, 164–166] at high pressures. In particular, we
found that Grimme-D2 correction added to PBE functional provides the equation of state of
SnSe in good agreement with that obtained in a recent experiment by Loa et al [13], see Fig.
C.1 and table C.1 in the the Appendix A. In addition, the calculated lattice parameter of the
cubic SnSe- P m3̄m crystal at 50.1 GPa is also in a good agreement with experimental value
of 3.18 Å [140]. To achieve an accurate description of electronic properties of semiconducting
phases of tin/selenium compounds including band gaps, screened hybrid functional HSE06
[167, 168] is employed.
Table 4.2: The calculated lattice parameters and cell volume of SnSe2 -P 3̄m1 phase at 0
GPa compared to experiment. Percentage in parentheses indicates the difference between
experiment and theory.
Lattice

Exp. [169]

PBE

a (Å)
c (Å)
Vol (Å3 )

3.81
6.14
77.19

3.87(+1.57%)
6.96(+13.36%)
94.38(+22.27%)

PBE+D2

PBE+TS

3.83(+0.52%)
3.87(+1.57%)
6.16(+0.33%)
6.27(+2.12%)
78.31(+1.45%) 81.39(+5.44%)
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DF2

Rvv10

4.04(+6.04%)
3.93(+3.15%)
6.33(+3.09%) 6.17(+0.49%)
89.45(+15.88%) 82.39(6.73%)

Phonon dispersion of selected structures is calculated using frozen phonon technique as
implemented in Phonopy code [82] to study the dynamical stability of several new crystal
phases. Force calculation used to determine phonon frequencies is found to be sensitive to
accurate atomic positions, therefore, the geometry optimization is done using much finer,
0.001 eV/Å, force convergence criterion.

4.3

Results and discussions

4.3.1

Convex hulls and phase diagram

In order to determine thermodynamically stable structures in an interval of pressures from
0 to 100 GPa, the convex hull of tin selenide Snx Sey compounds is constructed at several
target pressures. The convex hull connects the formation enthalpy/stoichiometry points
of the lowest formation enthalpy structures: if a structure with a particular stoichiometry
is on the convex hull, then it has a negative heat of formation and is thermodynamically
stable, i.e. it does not spontaneously decompose on elemental Sn and Se or any other Snx Sey
compounds. The Snx Sey convex hulls at 0, 15, 30, 60 and 100 GPa are represented in Fig.
4.1.
Our crystal structure search is able to predict all known phases of tin selenide compounds
at ambient and high pressures, thus demonstrating the robustness of USPEX structure prediction. Specifically, α-SnSe-P nma and SnSe2 -P 3̄m1 phases are predicted to be thermodynamically stable at 0 GPa. In addition to the α phase of SnSe, the search finds two other
metastable phases: β-SnSe-Cmcm and rocksalt-type SnSe-F m3̄m, which are respectively 2
meV and 22 meV higher that the P nma phase. Moreover, a metastable phase of SnSe, which
is isostructural to recently reported β-GeSe phase [170], is also found within 15 meV from
the hull. At 15 GPa, the stoichiometries of stable compounds (i.e. SnSe and SnSe2 ) do not
change, but the α-SnSe-P nma to β-SnSe-Cmcm phase transition occurs at some pressure
below 15 GPa (see discussion below), the latter phase being thermodynamically stable up
to 36 GPa.
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Figure 4.1: Convex hull of Snx Sey at 0, 15, 30, 60 and 100 GPa.
At 30 GPa, a new compound with a stoichiometry Sn3 Se4 appears at the convex hull,
see Fig. 4.1. It has I 4̄3d symmetry and displays the lowest formation enthalpy compared
to another thermodynamically stable β-SnSe-Cmcm phase at 30 GPa. The tin diselenide
crystal SnSe2 -P 3̄m1 is not on the convex hull at 30 GPa and is therefore energetically more
favorably for it to decompose into pure Se in β Po-type phase and Sn3 Se4 -I 4̄3d. The existence
of Sn3 Se4 -I 4̄3d has recently been reported in Ref. [171].
At 60 GPa, there exist only two thermodynamically stable compounds with stoichiometries SnSe and Sn3 Se4 . In contrast to the Sn3 Se4 stoichiometry that remains in the same
Sn3 Se4 -I 4̄3d phase as that at 30 GPa, the SnSe crystal undergoes a phase transition to the
cubic CsCl-type P m3̄m phase (SnSe-P m3̄m), which possesses the lower formation enthalpy
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than Sn3 Se4 -I 4̄3d phase, see Fig. 4.1. As pressure increases to 100 GPa, Sn3 Se4 -I 4̄3d phase
is no longer thermodynamically stable, resulting in the only SnSe-P m3̄m compound on the
convex hull. In addition to pressures of 0, 15, 30, 60 and 100 GPa, the convex hulls are
constructed at intermediate pressures to build the phase diagram for all stable compounds
of tin and selenium in the pressure range from 0 to 100 GPa, see Fig. 4.2. The phase diagram displays the structures that are both thermodynamically and dynamically stable. The
first criterion is judged by the presence of a particular structure on the convex hull, see Fig.
4.1. The second criterion of dynamical stability requires an absence of imaginary frequency
modes in the phonon spectrum for a particular structure, see below. The corresponding
phase transitions are discussed below.
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Figure 4.2: The pressure-composition phase diagram of Snx Sey compounds from 0 to 100
GPa.

4.3.2

Phase transitions and pressure-dependent properties of SnSe compounds

Among all three types of tin-selenium compounds, SnSe exhibits the richest polymorphism as at least three phases exist at pressures up to 100 GPa: α-SnSe-P nma, β-SnSeCmcm, and SnSe-P m3̄m, see the phase diagram in Fig. 4.2. The crystal structures of two
nontrivial layered crystals, α-SnSe-P nma and β-SnSe-Cmcm, are shown in the Fig. 4.3(a),
whereas SnSe-P m3̄m phase possesses simpler CsCl structure, is not shown there.
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(a)

(b)
‐ Sn

c

c

b

a

‐ Se
Pnma

a

a
b

c

Cmcm

Figure 4.3: Transitions between SnSe phases. (a) Crystal structures (side and top views) of
two SnSe phases: α-SnSe-P nma and β-SnSe-Cmcm. Although both phases are topologically
similar, their crystallographic axes are labeled differently according to International Tables
for X-ray Crystallography: a is the longest dimension of the P nma cell, whereas c is longest
unit cell dimension of Cmcm crystal. (b) Fractional z coordinate of the red-circled Sn atom
in Fig. 4.3(a) as a function of pressure, which is used as an order parameter to differentiate
between two phases: α-SnSe-P nma and β-SnSe-Cmcm. The phase transition occurs at 2.5
GPa
At ambient conditions the SnSe crystal is in α-SnSe-P nma phase. Upon compression it
transforms into a topologically similar phase β-SnSe-Cmcm, the latter distinguishes itself by
symmetric positions of Sn atoms; one of them is marked with a red circle in of Fig. 4.3(a).
The z coordinate of this atom along the crystallographic c axis serves as an order parameter
for the phase transitions and its pressure evolution is plotted in Fig. 4.3(b) as one phase αSnSe-P nma transforms to another, β-SnSe-Cmcm phase. According to the evolution of the
order parameter, the phase transition is complete at 2.5 GPa as the fractional z-coordinate
of a Sn atom converges to 0.5, see Fig. 4.3(b).
The evolution of formation enthalpy H of all three phases of SnSe upon compression is
shown in Fig. 4.4. The enthalpy difference between the 0 GPa phase α-SnSe-P nma and
β-SnSe-Cmcm phase is small (less than 2 meV/atom at 0 GPa) and becomes substantially
below the accuracy of our DFT calculations (1 meV/atom) at the phase transition, see
inset in Fig. 4.4. Therefore, a more reliable geometrical order parameter (the fractional
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Figure 4.4: Enthalpy vs pressure for α-SnSe-P nma, β-SnSe-Cmcm, and SnSe-P m3̄m
phases. Enthalpy the of P nma phase (before the phase transition) and the Cmcm phase
(after the phase transition) is used as a reference enthalpy.
z coordinate of the Sn atom) is employed to find the the transition to occur at 2.5 GPa.
Another transition from β-SnSe-Cmcm to SnSe-P m3̄m is predicted to occur at 36.6 GPa
based enthalpy difference, which is reliably calculated for these two phases.
The pressure vs volume equation of state (EOS) for all three phases of SnSe is shown in
Fig. 4.5. Based on the behavior of EOS at the phase transition points it is possible to make
a conclusion about the nature of the transition. As there is no discontinuity between α-SnSeP nma and β-SnSe-Cmcm phases at 2.5 GPa, we make a conclusion that it is the second
order phase transition. Correspondingly, β-SnSe-Cmcm to SnSe-P m3̄m phase transition at
36.6 GPa displays a discontinuity in P (V ) EOS, which characterizes this transition as the
first order, see Fig. 4.5.
The dynamical stability of various thermodynamically stable phases is checked by calculating the phonon spectra of these crystals to make sure that there are no imaginary
frequency modes. In particular, the β-SnSe-Cmcm phase is unstable at 0 GPa and 0 K
as it carries imaginary frequencies near Γ and Y points, see Fig. 4.6(a-b). However, it
becomes dynamically stable above 2 GPa, see Fig. 4.6(c), which confirms that this phase
is the ground state phase at this pressure. The observed stability of β-SnSe-Cmcm phase
at ambient pressure and elevated temperatures can be explained by a substantial contri34
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Figure 4.5: Equation of state of three SnSe phases: α-SnSe-P nma, β-SnSe-Cmcm, and
SnSe-P m3̄m.
bution of anharmonic effects [172–174]. The predicted pressure 2.5 GPa of α-SnSe-P nma
to β-SnSe-Cmcm phase transition is below the values obtained in previous experiment [13]
and theory [175]. The disagreement with the latter work of Yu et al [175] comes from the
fact that although vdW interactions play a crucial role in these layered compounds, they
have not been included by Yu et al , whereas they are properly accounted for in the present
work. Experimental pressure in Ref. [176] might be affected by the polycrystalline nature
of the samples. Our calculation also shows that SnSe-P m3̄m is dynamically unstable upon
decompression to 27 GPa.
To complete the discussion of SnSe phases, the pressure dependence of their electronic
properties is considered. At 0 GPa, our HSE DFT calculations demonstrate that α-SnSeP nma phase is an indirect band gap semiconductor with Eg = 0.96 eV, see Fig. 4.7(a), which
is in a good agreement with previous calculations (0.9 eV) [177] and experimental measurements (0.95 eV) [178]. Upon compression, the calculated band gap of α-SnSe-P nma phase
is reduced monotonically and reaches 0.56 eV at 1.9 GPa, see Fig. 4.7(c). At the α-SnSeP nma to β-SnSe-Cmcm phase transition point of 2.5 GPa, Eg (P ) does not experience any
discontinuity which is consistent with the second order nature of the phase transition. Upon
further compression of the β-SnSe-Cmcm phase, Eg monotonically decreases and becomes
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Figure 4.6: Phonon band structure of β-SnSe-Cmcm phase. (a) Sketch of the Brillouin
zone (green solid) corresponding to the primitive direct lattice; (b) and (c) are the phonon
dispersion curves at 0 GPa and 2 GPa respectively along high symmetry directions of the
Brillouin zone. The ω(q) bands carrying imaginary frequencies are highlighted by red color.
As there are no imaginary frequencies at 2 GPa, the β-SnSe-Cmcm phase is dynamically
stable above this pressure.

(a)

(b)

(c)

Figure 4.7: Pressure dependence of electronic properties of α-SnSe-P nma and β-SnSe-Cmcm
phases. (a) band structure of α-SnSe-P nma phase at 0 GPa; (b) band structure of β-SnSeCmcm phase at 6.7 GPa; (c) band gap as a function of pressure for these two phases.
zero at around 7.3 GPa, see Fig. 4.7(b). The predicted semiconductor/metal transition
pressure of 7.3 GPa is in good agreement with experimental pressure of metallization at 6.5
GPa [142].
The band structure of two SnSe phases is displayed in Fig. 4.7(a): α-SnSe-P nma phase
at 0 GPa, and Fig. 4.7(b): β-SnSe-Cmcm phase at 6.5 GPa. In these two cases, both
valence band maximum (VBM) and conduction band minimum (CBM) are located at different k-points along Γ-Z direction of the Brillouin zone. As pressure increases, valence and
conduction bands move toward each other, while positions of VBM and CBM do not change.
The metallization that occurs at 7.3 GPa in β-SnSe-Cmcm phase is due to indirect overlap
of VBM and CBM.
36

4.3.3

Crystal structure and properties of Sn3 Se4 -I 4̄3d compound

‐ Sn
‐ Se

b
c

a

Figure 4.8: Crystal structure of Sn3 Se4 -I 4̄3d compound consisting of 3D network of SnSe8
structural units.
As discussed above, our structure search discovered a new compound with stoichiometry
Sn3 Se4 that is stable in the pressure range 18-70 GPa, see Fig. 4.2, and has a primitive
rhombohedral unit cell containing two formula units (f.u.), see Fig. 4.8. The Wyckoff
positions of the atoms in the cubic conventional cell containing 4 f.u. are listed in Table 4.3.
Its 3-dimensional structure consists of corner sharing SnSe8 units connected in the network
where each Se atom is shared by every three Sn atoms and each Sn atom is surrounded
by eight Se atoms. At 30 GPa, the first and the second nearest neighbor Sn-Se distances
are 2.677 Å and 2.863 Å. In comparison, both Sn and Se atoms of β-SnSe-Cmcm crystal
have coordination numbers of 5 and first and second nearest neighbor distances are 2.604 Å
and 2.718 Å respectively at the same pressure of 30 GPa. In SnSe2 -P 3̄m1 crystal, the first
nearest-neighbor Sn-Se distance is 2.604 Å, and Sn (Se) has coordination number of 6 (3).
Table 4.3: Wyckoff positions of atoms in Sn3 Se4 -I 4̄3d conventional unit cell with conventional lattice parameter a=7.9943 Å at 30 GPa.
Wyckoff position
x
y
z
Sn (12a)
-0.1250 -0.5000 0.7500
Se (16c)
0.1779 -0.66779 0.6779
Our phonon calculations demonstrate that Sn3 Se4 -I 4̄3d is also dynamically stable in the
pressure range 18-70 GPa, see Fig. 4.9. In particular, it has imaginary frequencies at 5
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(b)

(a)

(c)

Figure 4.9: Phonon dispersion of Sn3 Se4 -I 4̄3d crystal. (a) 5 GPa, (b) 30 GPa, and (c) 100
GPa. The imaginary frequency bands at GP 5a are highlighted by red color.
GPa, but it is dynamically stabilized at high pressures as phonon frequencies increase with
pressure, see, for example, an absence of imaginary frequencies in the phonon spectra at 30
and 100 GPa in Figs. 4.9 (b) and (c). Although Sn3 Se4 -I 4̄3d is not at the convex hull at
100 GPa, it does not have any imaginary frequency modes, therefore, it is metastable at this
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Figure 4.10: Band structure along high symmetry points and partial density states of I 4̄3dSn3 Se4 at 30 GPa. The Fermi level is shifted to 0 eV.
The electronic structure calculations of Sn3 Se4 -I 4̄3d crystal demonstrates that it is a
metal in the entire range of pressures of its stability, see its band structure and density of
states at 30 GPa in Fig. 4.10. Partial density of states (PDOS) demonstrates that the major
contribution to the states at the Fermi energy are from 4s and 4p states of Se and 5p states
of Sn.
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4.3.4

Pressure-induced semiconductor-metal transition in SnSe2

Our calculations of thermodynamic and dynamic stabilities of SnSe2 -P 3̄m1 demonstrate
that it is stable from ambient pressure up to 18 GPa, see Figs. 4.1 and 4.2. At higher
pressures above 18 GPa it becomes metastable and then dynamically unstable at 41 GPa. It
is known that at ambient pressure SnSe2 phase is an indirect band gap semiconductor [179].
Our HSE calculation of the band structure at 0 GPa, shown in Fig. 4.11(a), demonstrate
that it has an indirect band gap of 1.09 eV, which is consistent with previous experimental
studies of Domingo (0.97 eV) [180] and Manou (1.06 eV) [181] and HSE calculations (1.07
eV) [179]. The band gap is between the VBM at a point between Γ and K of BZ, and
CBM at a point on the M-L segment of BZ, see Fig. 4.11(a). Upon compression, band
gap reduces linearly with pressure, see 4.11(c). This decrease is due to a spread of the
conduction band downwards to the Fermi level upon increase of pressure. Simultaneously,
CBM experiences a gradual shift from the point between M and L to a valley minimum at
K, for example see band structure at 5.6 GPa in Fig. 4.11(b). At about 8 GPa, the band gap
of SnSe2 -P 3̄m1 is closed by an indirect overlap of VBM and CBM. Similar to SnSe phase,
the semiconductor-metal transition occurs at much lower pressures that those for transition
metal dichalcogenides.

(a)

(c)

(b)

Figure 4.11: Electronic structure of SnSe2 under pressure. Band structure along high
symmetry directions of the Brillouin zone at (a) 0 GPa; (b) at 5.6 GPa. (c) Pressure
dependence of band gap.
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4.4

Conclusions
Using first-principles evolutionary crystal search, Snx Sey compounds of variable stoi-

chiometry are systematically investigated at ambient conditions and pressures up to 100 GPa.
Their thermodynamic and dynamic stabilities are calculated and the pressure-dependent
phase diagram is constructed. Various known phases such as SnSe2 -P 3̄m1, all three SnSe
phases, α-SnSe-P nma, β-SnSe-Cmcm and SnSe-P m3̄m are found without any prior input
to the search. A second order phase transition from α-SnSe-P nma phase to β-SnSe-Cmcm
phase is predicted to occur at 2.5 GPa, the latter phase becoming metallic at about 7.3 GPa.
Upon further compression, a first order phase transition β-SnSe-Cmcm phase to SnSe-P m3̄m
phase takes place at 36.6 GPa. In addition, a new metallic compound Sn3 Se4 -I 4̄3d is found
to be stable between 18 GPa and 70 GPa. Well-known ambient pressure semiconductor, tin
diselenide SnSe2 -P 3̄m1, becomes metallic at 8 GPa, and then becomes thermodynamically
unstable above 18 GPa. These results elucidate some controversies of about phase transitions
of SnSe phases and also provide guidance for future experiments on studying other Snx Sey
compounds.
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5

Reaction products of Ni-Xe under high pressure
Using first-principles-based evolutionary crystal structure search, we report the discov-

ery of two ordered face-centered cubic (fcc) alloy compounds: XeNi8 and XeNi10 , which are
thermodynamically stable at 155 GPa and 1700 K. It is shown that the discovered structures
with previously proposed AuCu3 -type fcc Ni3 Xe structure are three reaction products observed by the recent experiment concerning Ni-Xe compounds at high pressures. Similar to
the AuCu3 -type fcc XeNi3 , both fcc-XeNi8 and fcc-XeNi10 are also metal. Although Xe atom
in these structures have the same coordination number, charge transfer from its 5p-orbital to
Ni atoms linearly depends on stoichometry. Simultaneously, our study rules out fcc random
Ni-Xe alloys as final reaction products, which were experimentally proposed previously.

5.1

Introduction
For decades, noble gases were considered to be chemically inert under the ambient condi-

tions. Since they rarely form chemical bonds with other elements and themselves, the natural
abundance of nobles gases on the Earth had been only found in the atmosphere under monoatomic molecules. However, heavy noble gases, which have outermost electrons screened
by inner electrons, were predicted to be more chemically active under highly oxidizing circumstances (see Ref. [182] and its references). This prediction was later confirmed by the
synthesis of xenon hexafluoroplatinate [183], which encouraged the discoveries of compounds
of other noble gases, such as krypton [184] and argon [185]. To date, xenon has been the
most chemically interesting noble gas with various compounds formed with fluorine [186,187],
oxygen [188, 189], nitrogen [190] and carbon [191]. In these compounds, Xe forms covalent
bonds with other elements and it shows different oxidation states. Moreover, upon compres41

sion, the non-bonded lone-paired electrons of Xe atoms become less localized and tend to
participate in chemical bonding with neighboring atoms. This change could result in the
structural and electronic phase transition of xenon compounds, i.e. XeF2 [192], or new xenon
oxidation state associated with uncommon stoichiometries of xenon compounds, such as in
xenon oxides [26, 193]. Since outermost electrons of xenon become more chemically active
under high pressure, it is observed to form compounds with other elements/compounds: silicon [194], hydrogen [195], ice [196]. First principles calculations also predicted compounds
of Xe and nitrogen [197], and magnesium [27] at under compression.
One important application of high pressure chemistry of xenon is to explain the “missing
Xe paradox”, which is raised from the deficiency of Xe on the Earth based on the astronomical
observation [198]. Using first principles structure prediction, Zhu et. al. [26] showed that
Xe could react with Fe, and with Ni at pressures above 250 GPa and 200 GPa, respectively,
and thus the Earth’s core could be a xenon reservoir. Based on formation energy ranking,
favored Xe-Fe reaction products are fcc AuCu3 -type XeFe3 - P m3̄m, hcp XeFe4 - P 2̄1 m, hcp
XeFe5 - P 6̄2m and hcp XeFe6 - P 2̄1 m. Meanwhile four Xe-Ni reaction products including
XeNi3 - P mmn, XeNi4 - P 2̄1 m, XeNi5 - P 6̄2m and XeNi6 - P 2̄1 m are all hcp. All predicted
Xe-Fe and Xe-Ni structures are metals in which Xe 5p orbital are opened and charge transfer
from Xe to Fe (Ni) is observed. Therefore, it is indicated decrease of Xe electronegativity at
high pressure.
Encouraged by Zhu’s prediction [26], experiments on xenon-iron and xenon-nickel at
high pressures and high temperature were conducted [199, 200]. Dewaele et al [199] found
no reaction between xenon and iron under 210 GPa and 4000 K, whereas stable Xe-Ni
compounds were observed under 154 GPa and 3000 K. However, these stable compounds are
proposed to be to fcc AuCu3 -type XeNi3 -P m3̄m and a fcc disordered alloy with stoichiometry
Xe0.08 Ni0.92 . Meanwhile, Stavrou et al [200] were successful to synthesize both xenon-nickel
and xe-iron compounds under 155 GPa and 200 GPa, respectively, when samples were heated
to 1500 K. XRD patterns from their xenon-iron experiments are interpreted as combination
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of XeFe3 -P m3̄m and some additional phases, while xenon-nickel XRD patterns can be only
explained by existence of a random alloy, whose stoichiometry is close or exactly equal to
XeNi3 .
Although Ni-Xe reactions were observed by both experiments, there is no agreement in
term of crystal structure of final products. It is worth to point out that the stoichiometries
derived by experiments may not be accurate because the indexing of XRD peaks is mainly
based on the crystallography guessing and XRD database of well-known structures. Both
experimental works suggest existence of random xenon-nickel alloys with lack of theoretical
support. In addition, there is a gap between the prediction and the measurement since
experiments on Ni-Xe could only reach high pressure as 155 GPa due to technical difficulties.
Moreover, the previous theoretical prediction was only constrained fixed stoichiometry search
to XeNi6 and therefore higher Ni molar fraction structures are missing. To resolve these
problems, in this study, we perform first principles variable stoichiometry crystal structure
searches on Xe-Ni systems under 250 GP and 0 K, and under 155 GPa and 0 K. The convex
hull at 155 GPa and high temperature as 1700 K, which is typically close to that used in
experimental laser heating, is then constructed. We study possibility of existence of solid
solution random alloys of Xe-Ni under 155 GPa and high temperature using special quasirandom structure method. Finally, we calculate equation of state and investigate electronic
properties and chemical bonding of our predicted structures.

5.2

Computational details
The crystal structure search of Nix Xey compounds with: (i) variable stoichiometries (8-20

atoms/unitcell), (ii) fixed stoichiometries including Nix Xe (2≤x≤19) (up to 40 atoms/unitcell),
and (iii) some by mixing Ni3 Xe and Ni4 Xe (up to 60 atoms/unitcell) are performed at 250
GPa and 155 GPa using Universal Structure Predictor: Evolutionary Xtallography (USPEX) code [158]. At first generation, random structures are generated by USPEX and are
relaxed to the target pressures using first principles DFT Vienna Ab initio Simulation Pack-
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age (VASP) [74, 125]. The ranking of the relaxed structure is determined based on of their
formation enthalpy per atom of Nix Xey . The convex hull is drawn based on the map of the
formation enthalpy vs ratio of Xe, y/(x + y), so that it includes all lowest enthalpy points
(structures) and ensures itself convex. The crystal structure of individuals of the next generations are produced by USPEX by applying heredity and mutation operators on 1/4 elite
population from the previous generation and creating new random structures. The mentioned procedures will be repeated until the convex hull is preserved in fifteen generations.
The total enthalpy is derived by VASP using PAW pseudo potentials, which treated
3s2 3p6 3d8 4s2 as valence electron of Ni and 4s2 4p6 4d10 5s2 5p6 as valence electron of Xe. During structure search, the plane-wave cut-off of 600 eV is used and the Brioullin zone is
sampled with kpoint spacing of 0.05 Å−1 . The structures are relaxed until maximum force
do not exceed exceeding 0.05 eVÅ−1 . After the searches are complete, the final convex hulls
are constructed based on results from both variable stoichiometry and fixed stoichiometry
searches. At this stage, to have an accurate convex hull with uncertainty of formation enthalpy less than 2meV/atom, we use a higher cut-off energy for the wave functions as 900
eV, and more dense kpoint with density of 0.03 Å−1 . The structures are totally relaxed if
the maximum residue force is less than 0.01 e VÅ−1 .
Due to high temperature at the Earth’s core condition and laser heating in experiments,
it is necessary to consider formation energy based on the Gibbs free energy G(P, T ) at a
constant temperature and pressure instead of the enthalpy:

G(P, T ) = min[F (V, T ) + P V ]V ,

(5.1)

where F (V, T ) is the Helmholtz free energy. In quasi-harmonic approximation, at finite
temperature T , Helmholtz free energy is represented as:

F (V, T ) = U +

X1
q,v

2

èωq,v + kB T

X
q,v
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ln(1 − e

−

èωq,v
kB T

),

(5.2)

in which U is the potential energy, the sums run over all normal modes of lattice vibration
ωq,v at all BZ q-points, è and kB are the Planck’s and Boltzmann’s constants, respectively.
Two last terms in Eq. (5.2) represent contribution of the vibrational entropy T Svib , which
are corresponding to zero point energy (ZPE) and thermal corrections, to the Helmholtz
free energy. Phonon frequency at the Γ points and entire Brioullin zone is calculated using frozen phonon technique [81] implemented in Phonopy code [82] based on supercells.
To ensure accuracy of phonon calculation, the crystal structure is reoptimized with until
maximum Heymann-Feymann force less than 0.001 eV/atom. With such settings, our calculations ensure that uncertainty of vibrational entropy is less than 3 meV/atom. Since
high temperature is considered, we check again usability of quasi-harmonic approximation
by performing density functional molecular dynamical simulation and selected structures
using DMOL3 code. Charge transfer and bond order analyses are done using density derived
electrostatic and chemical (DDEC) method [201, 202].
The candidate crystal structure search for fcc random alloy candidate are simulated using
quasi-random structure (SQS) method [203] implemented in Alloy Theoretic Automated
Toolkit (ATAT ) [204]. Basically, for an arbitrary cluster of a binary of compound Ax B1−x , a
pseudo-spin σ i is attributed to each lattice site, which can be -1 or 1 depended on atom A or
B at the site. A class of correlation functions corresponding to clusters of 1st, 2nd, and 3rd
P
nearest neighbors will be determined based on the pseudo spins: Πk,l = N1k.l k,l σ1 σ2 ...σk , in
which Nk,l is number of cluster including k atoms and lth neighbors. The class of correlation
functions is a qualitative measure characterizing the local environment of alloys. For the
totally disordered (random) binary alloy, correlation functions reduced to a simple form:
Πk,l = (2x − 1)k . Any relatively small ordered structure possessing correlation functions
being in good agreement to those is used to mimic the randoms alloy and it is called special
quasi-random structure. The advantages of this approach include saving computational time
and allowing calculation electrical and vibrational properties of random alloys. For random
binary alloy Ax B1−x , there is also an additional contribution of the configurational entropy
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Sconf to the Helmholtz free energy in Eq. (5.2) and therefore to the Gibbs free energy in Eq.
(5.1) :

T Sconf = −kB T [xlnx + (1 − x)ln(1 − x)] .
5.3

(5.3)

Results and discussion

5.3.1

Convexhull at 150 GPa and 250 GPa

Without any prior input, our variable stoichiometry crystal structure search at 250 and
0 K found all XeNix (x=3, 4, 5, 6), which was predicted by Zhu et al [26], see the convex
hull as Fig. 5.1. While XeNi4 - P 2̄1 m is off the hull and metastable, XeNi3 - P mmn, XeNi5
- P 6̄2m and XeNi6 - P 2̄1 m are on the hull. Hence, they are thermodynamically stable under
these conditions. In addition, we also found higher energy metastable fcc-XeNix structures
(x=2, 3, 4, 5) including CuAu3 -type XeNi3 -P m3̄m. Our effort to search for structures
with higher nickel content resulted in no thermodynamically stable structure. However, we
found series of metastable fcc-XeNix -P 1 (6<x<20) with lowest energy structures at each
stoichiometry , see Fig. 5.1 in which only fcc-XeNix structures (x>6) within 5 meV from
the hull are shown. Unfortunately, no thermodynamically stable structures having XRD
spectrum matched Dewaele’s [199] or Stavrou’s [200] patterns.
To mimic experimental conditions, the new crystal structure search were performed at
155 GPa and 0 K. The resulting convex hull is shown in Fig. 5.2. Our search found that
all hcp-XeNix (x=3,4,5,6) structures still have lowest energy at 1:x stoichiometry. However,
XeNi5 -P 62m is only a structure on the convex hull at 155 GPa and 0 K, meanwhile other
hcp-XeNix (x=3,4,6) predicted by Zhu et al [26] are metastable. The AuCu3 -type XeNi3 P m3̄m structure has positive formation enthalpy under these conditions, and is therefore not
predicted to be formed by only applying pressure. This situation is in good agreement with
experimental runs [199, 200], in which no compound was found before laser heating applied.
In addition, several metastable order fcc-type structures XeNix (4≤x≤10) seen in the search
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P=250 GPa, T=0 K
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Figure 5.1: The convex hull of Ni-Xe system at 250 GPa and 0 K. The structures on the
hull are indicated by solid circles and metastable structures are indicated by open circles
indicates.
at 250 GPa are still metastable. We observed no negative formation energy structure with
x>10.
Since Xe-Ni reactions are experimentally observed at high pressure and high temperature,
we construct the convex hull at 155 GPa and 1700 K, which are relevant to experimental
conditions. In this circumstance, the contribution of the zero point energy and the lattice
vibration energy to the total energy is involved by investigating volume dependence of the
free energy. Based on Gibbs free energy calculation, the convex hull is constructed at 155
GPa and 1700 K, see Fig. 5.2. With thermal and zero point effects, XeNi3 -P mmn becomes
the most energetically stable. Fcc-XeNi3 -P m3̄m is a metastable structure, whose formation
energy is 7 meV higher than XeNi3 -P mmn. Besides it, ordered fcc-XeNi8 -P 1̄ and ordered
fcc-XeNi10 -P 1̄ structures are also on the hull, and they are therefore thermodynamically
stable at 155 GPa and 1700 K. Meanwhile, other ordered fcc XeNix (x=4,5,6,7,9) and hcpXeNix (x=3,4,5,6) compounds are metastable and are not shown on the convex hull at 1700
K.
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Figure 5.2: The convex hull of Ni-Xe compounds at 155 GPa at 0 K (solid blue), and at 155
GPa and 1700 K (solid red) with lattice vibration and thermal effects. The solid and open
symbols indicated thermodynamically stable and metastable structures, respectively. The
are no interesting structure containing more than 25% Xe, therefore only the part of the
hull from 0.0 to 0.27 Xe molar portion is shown here. For stoichiometries XeNix (x=1,2,..,6),
fcc-structures have higher formation energy than Zhu-predicted structures.

5.3.2

Three fcc-reaction products at high pressure
(a) XeNi3 - Pm-3m

(b) XeNi8 - P-1

(c) XeNi10 - P-1

b
‐ Xe
‐ Ni

c

a
c

c
a

b

a

b

Figure 5.3: Crystal structure of fcc-alloys. (a) ordered XeNi3 -P m3̄m, (b) ordered fcc-XeNi8 P 1̄ and (b) ordered fcc-XeNi10 - P 1̄
Crystal structures of ordered fcc-XeNi3 -P m3̄m, ordered fcc-XeNi8 -P 1̄, and ordered fccXeNi10 -P 1̄ are shown as Fig 5.3, and their position can be seen in the appendix D. In
XeNi3 -P m3̄m, due to molar portion, the Xe atom substitutes one Ni atom and ensures
that the fcc lattice site is perfect with bigger volume and equal neighboring ion distances,
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particularly Xe-Ni and Ni-Ni distances are 2.35 Å vs. 2.22 Å in pure fcc Ni at 155 GPa.
However, in XeNi8 -P 1̄ and XeNi10 -P 1̄, the substitution of Xe atoms leads to a distortion of
fcc lattice sites: Xe-Ni varies between 2.21 Å and 2.30 Å, and Ni-Xe is about 2.28-2.31 Å at
155 GPa.
To study dynamical stability of known and newly found negative formation enthalpy
structures at 155 GPa, their phonon dispersion relation is calculated. It is found no imaginary
mode on those structures and therefore they are all dynamically stable. For example, phonon
band structure of AuCu3 -type XeNi3 , ordered fcc XeNi8 and XeNi10 structures at 155 GPa
is shown in Fig. 5.4. The reliability of quasi-harmonic approximation at high temperature is
checked by performing DFT MD runs of the three structures at 6000 K with time step of 1 fs.
After 5000 steps, they are still stable and therefore usage of quasi-harmonic approximation
is validated.
(a) AuCu3‐type XeNi3

(c) fcc‐XeNi10

(b) fcc‐XeNi8

Figure 5.4: Phonon band structures. (a) ordered fcc-XeNi3 -P m3̄m (b) ordered fcc-XeNi8 P 1̄, and (c) ordered fcc- XeNi10 -P 1̄- at 155 GPa. The absence of negative phonon frequency
demonstrates these are dynamically stable.

We examine candidate for random alloy structures proposed by the experiments [154,200]
using fcc SQSs of XeNi3 , Xe3 Ni7 , XeNi4 , XeNi7 , XeNi9 stoichiometries, which have correlation functions close to those of random alloys. In the table 5.1, we show pair correlations
functions to 10th nearest neighbors of SQS-32 XeNi3 and perfectly random alloy Xe0.25 Ni0.75 .
However, these structures are changed dramatically in during geometrical relaxation. The
change can be visualized by radial distribution function patterns of the structure before
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and after relaxation, which are shown in the appendix D. In the other word, random alloy
structures are unlikely stable. The reason for the instability will be discussed later.
Table 5.1: Pair correlation functions of SQS-32 XeNi3 in comparison to those of perfectly
random Xe0.25 Ni0.75 alloy.

random Xe0.25 Ni0.75
SQS-32 XeNi3
Difference

Π2,1 Π2,2 Π2,3 Π2,4 Π2,5 Π2,6 Π2,7 Π2,8
Π2,9
Π2,10
1/4 1/4 1/4 1/4 1/4 1/4 1/4 1/4
1/4
1/4
1/4 1/4 1/4 1/4 1/4 1/4 1/4 1/3
1/6
1/6
0
0
0
0
0
0
0 0.083 -0.083 -0.083

XRD of all stable and metastable compounds at 155 GPa are simulated and compared
to the experimental observations at 154 GPa by Dewaele et al [199] (Exp. 1) and at 155
GPa by Stavrou et al [200] (Exp. 2). There is no XRD pattern matching with Stravrou’s
experiment, whereas our XRD patterns of three ordered fcc structures are in good agreement
with the data of Dewaele et. al., see Fig. 5.5. Besides peaks of pure fcc-Ni and hcp-Xe, it
is realized that calculated XRD of AuCu3 -type XeNi3 -P m3̄m is in good agreement with the
interpretation of by Dewaele [154]. Three of main the main four peaks of this structures at
11.2º, 13º and 18.4º are also observed in Exp. 2. However disappearance of other main peaks
at 6.5º, 14.4º and 15.8º in Exp. 2 was interpreted as existence of random XeNi3 alloy [200].
Although two other noticeable peaks at 11.5º and 13.4º of Exp. 1 were attributed to
disordered Xe0.08 Ni0.92 alloy based simple linear combination of pressure dependence of Ni
and Xe atomic volumes [154], those two peaks together with a small intensity peak at 18.8º
can be perfectly resolved as occurrence of our predicted ordered fcc-XeNi8 . In addition, our
predicted ordered fcc-XeNi10 structure possesses a XRD pattern overlapped by an experimental peak of KCl medium near 17º and that of hcp-Xe/AuCu3 -type XeNi3 peak near
19.5º, see Fig. 5.5. These peaks demonstrate ordered fcc-XeNi10 is a hidden product in high
pressure-high temperature Xe-Ni reaction.
To confirm the conclusion from XRD comparison and make sure the experimental interpretation of crystal structures and stoichiometries is correct, the equation of state (EOS)
of fcc-XeNi3 -P m3̄m, hcp-XeNi3 −P mmn, fcc-XeNi8 -P 1̄, fcc-XeNi10 -P 1̄, and fcc-Ni-F m3m
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Figure 5.5: Comparison between our simulated XRD and experiments. Exp. 1 (solid black)
by Dewaele et al [199] and Exp. 2 (dashed magenta) by Stavrou [200] (re-scaled to the
laser wavelength of Exp. 1). Other lines are our calculated XRD using laser wavelength
λ = 0.3738 Å from Exp. 1.
are calculated and plotted along with available experimental data as Fig. 5.6. With awareness that PBE functional systematically overestimates the crystal volume, we found good
agreement between calculated fcc-XeNi3 -P m3̄m and Dewaele’s measurement [199]. Hence,
it confirms crystal structure and stoichiometry of XeNi3 -P m3̄m, which were proposed by the
experiment. Moreover, slightly smaller volume of XeNi3 −P mmn in comparison to XeNi3 P m3̄m indicates a better packing in this structure and it therefore explains lower formation
energy than XeNi3 -P m3̄m as seen previously. On richer nickel content structures, we also
found good agreement between our calculated EOS of fcc-XeNi8 and that of the disordered
alloy proposed by Dewaele et al. Based on fitting of Rydberg–Vinet equation of state [205],
the equilibrium volume, bulk modulus and its pressure derivative are derived as table 5.2.
It is clear that the bulk modulus K0 is reduced quickly from that of pure Ni (230 GPa) to
that of ordered substitutional alloys, i.e. 129 GPa on XeNi10 -P 1̄. This situation is caused
by the packing effect on alloy compounds and the relative easiness to compress of Xe [206].
Initially, XeNi3 -P mmn is predicted to be the lowest formation energy at 155 GPa and
1700 K, while none of the experiments observed this structure. It is worth to point out that
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Figure 5.6: Equation of state from experiments and theory. Solid lines are fitting curves
based on the Ryberg-Vinet equation of state.
this structure and others predicted in Ref [26] are hcp-type structures with rich Ni content.
They can be formed if there are migrations and substitutions of Xe atom to hcp-superlattice
of the mother metal. However, both experiments and theory showed that hcp-Ni structure
is not stable at such the high pressure. Therefore, there is possibly a high chemical barrier
preventing the formation of hcp-type structures such as XeNi5 -P 62m.
To understand the chemical bonding of those structures, their band structure, local charge
density and bond order are calculated. It is found that both of them are metal, i.e. see
electronic structure of ordered fcc-XeNi8 in Fig. 5.8. The partial density of state shows that
electron density at the Fermi level are mainly contributed by mixing between 5p orbitals of Xe
with Ni orbitals. Based on analysis using DDEC method, on Cu3 Au-XeNi3 , we see that 0.32
e is transferred from Xe atom to Ni atoms at 155 GPa. The same amount of charge transfer
is observed in hcp-XeNi3 -P mmn. On fcc-XeNi10 and AuCu3 -type XeNi3 , 0.50 e and 0.52 e

52

Table 5.2: Equilibrium volume, bulk modulus and bulk modulus pressure derivative of the
selected structures from the Rydberg–Vinet equation of state.
Structure
V0 (Å3 ) K0 (GPa)
fcc-XeNi3 -P m3̄m
59.82
73.94
hcp-XeNi3 -P mmn 61.64
64.20
fcc-XeNi8 -P 1̄
112.68
119.39
fcc-XeNi10 -P 1̄
133.93
129.83
fcc-Ni-F m3m
10.64
230.95

0

K0
6.40
6.49
5.92
5.85
4.86

- Xe
- Ni

Figure 5.7: Crystal structure of unrelaxed SQS-32 XeNi3 .
charge transfer are respectively estimated from Xe atom to Ni atoms. Calculations of charge
transfer on metastable structures of those stoichiometry and structures of XeNi4 , XeNi5 and
NiXe6 show that charge transfer is linear dependence of stoichiometry. Meanwhile, bond
order of Ni-Xes bond in those structures varies from 0.47 to 0.53 and depends a particular
structure/configuration rather than stoichometry.
As mentioned above, the SQSs used to simulate fcc random alloys are not stable. Empirically, this situation is due to the violations of the Hume-Rothery rules of the substitutional
solid solutions. First, Xe and Ni possess different crystal structures at high pressure: hcp
and fcc, respectively. Second, although 0.35e charge transferred from Xe to Ni atoms at 155
GPa, their atomic radii are still significantly different: 1.03 Å vs 0.64 Å, respectively. In
connection to atomic structure of SQSs, the existence of Xe-Xe neighbors (∼2.35 Å) in SQSs,
i.e. see Fig. 5.7 as visualization of unrelaxed fcc-SQS-32 of XeNi3 , which is much smaller
distance than ion distance in hcp/fcc-Xe (2.89 Å) Thus, it causes large excessive strain on
the local environment. The excessive strain results in instability of the structure.
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Figure 5.8: Electronic band structure along high symmetry point of BZ and partial density
of state ordered fcc-XeNi8 -P 1̄.
Energetically, assuming that in certain conditions, such as high energy barrier, SQSs are
not decomposed, their energy is still much higher than ordered structures. For example,
under 155 GPa and 0 K, enthalpy of fcc-SQS-32 XeNi3 is at least 1000 meV higher than
AuCu3 -type XeNi3 . In connection with experimental data, the disordered XeNi3 alloy observed by Stavrou et al [200] has much larger specific volume (about 1 Å3 /atom larger) in
comparison to other ordered XeNi3 structures as seen in Fig. 2.3 and thus it should have
much higher energy due to the huge contribution from PV term. At high temperature, the
ZPE and thermal contributions to Gibbs energy in Eq. (2.1) can make the difference smaller
by maximum 50 meV. Thus, if the configurational entropy term, as Eq. (2.4), is considered
at 6000 K, the Earth center’s temperature, fcc-SQS-32 XeNi3 still has positive formation
energy and it is about 900 meV higher than AuCu3 -type XeNi3 . In the other word, it is energetically unfavorable. In contrast, Stavrou et al estimated energy of random alloy could be
100 meV higher than one of AuCu3 -type Ni3 Xe based on calculating energy of 200 samples
of 256 atom-supercell. However, the number of samples is insufficient to simulate random
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256
alloy since total number of possible structures in the case is in order of 18 C64
=

1
256!
.
8 64!(256−64)!

We predict that rather than the final product what was observed by Stavrou et al [200]
is an intermediate state, which was caused by short time laser heating. This prediction is
supported by the same situation from Dewaele group [199], in which a second laser heating
led to increasing intensity of the low angle peak missing in the spectrum of the random alloy.
Another possible scenario in this case is existence of a fcc structure with more than 95%
nickel molar ratio. This scenario is beyond the scope of our study. d XeNi3 -P mmn.
5.4

Conclusions
In conclusion, Xe-Ni compounds are systematically investigated under 250 GPa and 0 K,

and under 155 GPa at 0 K and high temperature conditions. At 250 GPa, our results confirm
the previous prediction of Xe-Ni compounds at 250 GPa, and found no thermodynamically
stable structure with Ni molar fraction higher than 0.86. At 155 GPa, in addition to the
previously predicted stable XeNi5 -P 62m structure and metastable ordered fcc AuCu3 -type
XeNi3 , we found that two ordered fcc XeNi8 -P 1̄ and XeNi10 -P 1̄ are thermodynamically stable
under 1700 K. Three ordered fcc alloys XeNi3 , XeNi8 and XeNi10 are predicted to be three
reaction products observed in the recent high pressure high temperature experiments. The
ordered fcc alloy compounds are all metals, in which Xe shows an unique chemical behavior
as a 5p element with stoichiometry-linearly-depended-charge transferred to Ni atoms at 155
GPa. Also, we showed that random Xe-Ni alloys are unstable and are unlikely formed under
the Earth’s core condition. Moreover, we propose that the formation of Xe-Ni compounds at
high pressure is affected both by the diffusion process, which needs large amount of kinetic
energy to overcome the chemical barrier, and fcc structure of pure Ni, which prevents to
formation of stable hcp Ni-Xe compounds
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6

Are ternary H-S-O compounds superconducting?
We search for superconductivity of ternary compounds of hydrogen, sulfur and oxygen at

high pressure using first-principles-based evolutionary crystal structure search and density
functional perturbation theory to estimate the electron-phonon coupling. We identify some
metastable compounds with moderately high superconducting transition temperature (Tc )
and within reasonable fitness energy for synthesis. The electronic structure of these compounds shows that p-orbitals of S atoms give dominant contribution to metallic states, while
electrons of hydrogen and oxygen atoms rather localize to form covalent bonds. At 200 GPa,
the highest Tc =53.8 K is found on H3 SO-P c structure. The superconductivity is mostly
due to contribution of low vibrational frequency of H-S and H-O bonds to electron-phonon
coupling.

6.1

Introduction
Possessing the capability to producing high vibrational frequencies and strong electron-

phonon coupling, solid hydrogen and hydride compounds are good candidates for high Tc
superconductor [49, 50]. Following Duan’s predictions [52, 207] of near room temperature
Tc in H3 S, Drozdov et. al. [24] discovered high record critical superconducting temperature
H3 S compounds at 200 GPa. This discovery has triggered numerous theoretical studies of
superconductivity on high pressure binary hydride compounds with some promising candidates for high Tc superconductor (more details on extensive review papers [208, 209]).
However, to date, experiments only confirmed existence of some of them including bromine
hydrides [210], LiHn [211, 212], NaHn [213], AlHn [214], SiHn [215], GeHn [216], LaHn [217],
SeHn [218], NbHn [219], and FeH5 [220]. For those compounds, many do not experience
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superconductivity and some only have a relatively low Tc .
The next class of hydride compounds are ternary systems. Compared with binary hydrides, ternary hydride compounds are much more diverse and provide many more possible
synthesis routes. Therefore, there is a higher chance to find high Tc superconductors on
ternary systems. Recent theoretical studies have shown relatively high superconducting
transition temperature on several ternary rich-hydrogen compounds: MgGeH6 (Tc = 67 K
at 200 GPa) [221], MgSiH6 (Tc = 67 K at 250 GPa) [222], and Li2 BH6 (Tc = 100 K between
100 and 200 GPa) [223]. Also, Flores et. al. suggested that doping ice by B, C, N, or P
can induce stable ternary metallic compounds having highest Tc as 60 K on Hx Ny Oz [224].
A similar work showed promising results based doping H3 S-Im3̄m by phosphorous, oxygen
and halogen family elements [225]. However, thermodynamical stability of these ternary
structures are questioned since there is no experimental confirmation or at least calculation
of ternary phase diagrams. Recently, Rahm et. al. [226] also introduced alkali or and akali
elements to thermodynamically stabilize gold hydrides and showed that ternary systems are
superconducting.
Being in the same group of the periodic table, oxygen is isoelectronic to sulfur but has
shown similar chemical and physical properties. For example, both elements become metallic
and superconducting (at low temperature) at about 96 GPa [227, 228]. However, hydride
compounds of oxygen and sulfur totally differ with respect to crystal structure, electronic
and chemical bonding, e.g. H2 S (H3 S+S) becomes metallic and superconducting about 100
GPa, but ice H2 O remains electronically insulating even at TPa pressures. Thus, extension
of H-S systems to H-S-O systems could derive novel chemical and physical properties.
At ambient pressure and low pressure range, a well-known ternary H-S-O compound is
sulfuric acid H2 SO4 with O2 S(OH)2 groups interconnected by weak hydrogen bonds. Being
the most reactive known-substance, it has a wide range of industrial applications. At low
temperature, H2 SO4 crystallized with C2/c symmetry [229], however, the popular form are
hydrates H2 SO4 .nH2 O [230]. Upon compression to 0.7 GPa, phase transition from C2/c
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structure to P 21 /c structure is observed [231]. To date, a lack of report on higher pressure
ternary H-S-O compounds limited our knowledge about this system.
In this chapter, we present our investigation of crystal structure, chemical, electronic and
superconducting properties of ternary H-S-O compounds at 100 GPa and 200 GPa. The
pressures are chosen to ensure metallic states could be achieved and to be within capability
of diamond anvil cell to guide future experiments. Evolutionary crystal structure prediction
are performed to determine stable and metastable structures at each pressure. Ternary
phase diagram is then constructed to provide overview picture of this ternary system at
high pressure. Electronic structure and population analysis are calculated to understand
new chemistry of H-S-O compound at high pressure. Finally, we study vibrational and
superconducting properties of selected ternary compounds.

6.2

Computational methods
Variable stroichiometry structure searches at 100 GPa and 200 GPa for Hm Sn Op with

small number of atoms (m, n, p: integer and 3≤m + n + p≤16) are performed using universal Structure Predictor: Evolutionary Xtallography (USPEX) code [158, 232, 233] to explore
possible favored stoichiometries. Initially, without any experimental input USPEX creates
a large number of random structures for the first generation of the searches. Geometry of
these structures is relaxed to a target pressure to calculate their formation enthalpy based
¯ [235], and O-C2/c [236]. Starting
on enthalpy of pure elements: H-P 63 /m [234], S-R3m
from the, randomly generated structures partially contribute to the total population. The
rest of population are obtained by applying heredity and mutation operators on 30% lowest
enthalpy structures from the previous generation. Based on results of variable stoichiometry search, we performed series binary search by varying component in: (SO3 )x +H(1−x) ,
(H3 S)x +O(1−x) , (H2 S)x +O(1−x) , (H2 O)x +S(1−x) , (H2 O)x +(H3 S)(1−x) , and (H2 O)x +(H2 S)1−x
up to 32 atoms/unitcell. The results of variable search and binary search are finally combined
to derive overview pictures of ternary compounds of H-S-O at high pressures.
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To determine enthalpy of structures, first principles DFT Vienna Ab initio Simulation
Package (VASP) is used as a calculator based on Perdew-BurkeErnzerhof (PBE) generalized
gradient approximation (GGA) [43]. The effect of core-electrons 1s2 of oxygen, and 1s2 2s2
2p6 of sulfur are approximated by projector augmented wave (PAW) pseudopotentials [126].
When the searches are performed, we only set cut off of plane-wave basis set as high as 550
eV. Also, integration in Brioullin zone (BZ) is done using kpoint grid separated by 0.06 Å−1
in momentum space. The relaxations are completed if residue force on any atom in any
direction is smaller than 0.07 e VÅ−1 . To ensure accuracy of final convex hulls, higher plane
wave basis set cut-off energy as 700 eV, more dense kpoint spacing as 0.03 Å−1 , and smaller
residue force as 0.01 eVÅ−1 are used when results from variable stroichiometry ternary and
binary line searches are combined at each pressure.
The same criteria are used to study electronic density of state (DOS) and band structure
of selected structure. Further investigation of chemical bonding based on electron localization
function and population analysis is done using Dmol3 code [237], in which full electron
potentials and DNP basis set are employed.
Phonon spectrum and Eliashberg spectral function α2 F (ω) is determined by calculating
electron-phonon matrix element each q-point in BZ with q-spacing as ∼ 0.25 Å−1 . These
procedures are done using Quantum ESPRESSO (QE) package [238]. To balance between
accuracy of calculation and time consumption, we use 60 Ry as cut-off for plane wave basis
set, the PBE exchange-correlation functional, and Martins-Troullier norm conserving pseudopotentials [239].

6.3

Results and discussions
Combining all structures obtained from variable stoichiometry searches and binary line

searches at each pressure, we constructed the convex hulls at 100 GPa and 200 GPa. Our
results show only binary structures on the hulls at both pressures. Along the H-S line
we found H3 S-Cccm and H3 S-Im3̄m are respectively the most stable compound on H-S
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system at 100 GPa and 200 GPa. This result agrees with previously extensive studies
[24,157,208,240]. However, on the H-O binary line, ice phase X (space group P n3m) is only
thermodynamically stable structure in range 100 GPa-200 GPa. This result is also in accord
with earlier predictions [241,242]. On the S-O binary line, SO3 -R3̄c is only a structure on the
hull at both 100 and 200 GPa. This structure is identical to that reported by Tamm [243]
at 29 GPa. Hence, it implies a simple phase diagram for binary S-O system.

200 GPa
O (C2/c)
SO3-

H3SO-

H2O-

H2SOH12S5O3H5SO-

1

S-R

H-C2/c
H3S-Im

Figure 6.1: The ternary convex hulls of H-S-O at 200 GPa with selected metallic metastable
HSO compounds.
Despite the lack of thermodynamically stable ternary compounds, we found that many
of metastable structures have largely negative formation energy. Moreover, their formation
energy is proportional to their oxygen content. To understand this situation, we pay attention
to highly negative formation energy of well-known H2 O-P n3̄m and SO3 -R3̄c, for example
-1.58 eV/atom and -1.49 eV/atom at 100 GPa, respectively, which imply that a large energy
is released by breaking of S-O and H-O bonds upon decomposition of these compounds to in
pure elements. However, at the same pressure, the relatively small formation energy of H3 SCcmm ( -0.08 eV/atom) shows relatively weak energy stored in H-S bond. This situation
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remains in ternary compounds as seen in further analysis of chemical bonding. In ternary
compounds, O and S atoms are favored to covalently bond to H first, and S-O bond are
only formed in rich oxygen compounds. Hence, more oxygen content, the lower negative
formation energy. Therefore, decomposition Hm Sn Op −→ SO3 + H2 O + H3 S+ S (or H) is
exothermic due to a lack of S-O bonds formed in Hm Sn Op . At 200 GPa, we also confirmed
this conclusion.
b) H3SO-Pc

a) H5SO-P21/m

-H
-S
-O

c) H12S5O3-P1

d) H2SO-P1

Figure 6.2: Crystal structure of selected compounds at 200 GPa. a) H5 SO-P 21 /m , b)
H3 SO-P c , c) H12 S5 O3 -P 1, and d) H2 SO-P 1. H, S and O atoms are colored as blue, orange
and red, respectively.

Motivated by high Tc archived on H3 S at 200 GPa, we scanned all metastable metallic
ternary HSO structures within 300 meV from the hull at this pressure. Based on a trivial
observation that relatively high DOS at Fermi level and high phonon frequency could lead to
Tc and similar magnitude of phonon frequency of metallic HSO structures, we selected four
structures with DOS higher than 0.02 states/eV/atom for the investigation of superconductivity: H5 SO-P 21 /m, H3 SO-P c, H12 S5 O3 -P 1, and H2 SO-P 1, whose position and formation
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enthalpy on the convex hull at 200 GPa are represented as Fig. 6.1. . Common characteristic
of these structures are existence of sulfur chains or layers bonded to hydrogen atoms and
H-O extended networks. The H-O bond length is in the range of 1.03-1.09 Å, which is close
to that of cubic ice X [241] (∼1.08 Å) and thus it indicates the same nature of polar covalent
bond. Also, S-H bond length is ∼ 1.4 Å, which is the same as that of cubic H3 S-Im3̄m.
a) H5SO-P21/m

b) H3SO-Pc

c) H12S5O3-P1

d) H2SO-P1

Figure 6.3: Band structure and local density of state of selected HSO compounds at 200
GPa.
To understand chemical bonding and electronic properties of HSO compounds, their electronic local DOS and band structure are calculated, see Fig. 6.3. The metallic states on these
structures are mainly contributed by 3p orbital of sulfur atoms. Bands corresponding to 3p
orbitals are widely spread with large bandwidths (∼4-8 eV) around Fermi level. In comparison with high DOS of H3 S-Im3̄m at the same pressure [207], much lower superconducting
transition temperature is expected due to a lack of contribution of hydrogen electrons to and
missing a peak on DOS at the Fermi level. On the contrary to S-3p electrons, O-2p electrons
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contribute insignificantly to metallic states. These electrons are mostly localized between -12
eV and -2 eV, and overlapped with hydrogen electrons. O-2s orbitals strongly localizes with
a sharp peak near -26 eV (not shown here), and therefore they almost do not participate
to form chemical bonds. Meanwhile, S-3s electrons localize also inside sulfur atom in region
from -22 eV to -16 eV. The different behaviors between valence electrons of sulfur and oxygen
atoms is because 3-s,p electrons less bounded to nuclei than 2-s,p electrons. Especially at
high pressure these valence electrons gain high kinetic energy and become weakly bound to
their nuclei.
To deeply understand nature of bonds on the metastable ternary compounds, electron
localization function (ELF) and electron population are computed. We found universal
bonding characters from one structure to other. Along the S-S bonds, ELF ' 0.5, representing metallic nature. High value of ELF (∼0.85) along H-O and H-S bonds indicates the
high localization of paired electrons, and therefore it reveals nature of covalent bonds. Any
hydrogen atom only bonded to one sulfur atom or one oxygen atom is associated to H-S or
H-O bond order of ∼0.45. Meanwhile H atoms bonded to two oxygen atoms or one oxygen
atom and one sulfur atom are associated to H-S or H-O bonds with bond orders of ∼0.25
and ∼0.35, respectively. Electron population analysis based on DDEC approach estimates
0.04e-0.30e on S bonded to a H atom, and 0.75e - 0.8e on oxygen atoms. Therefore, H-O
bonds are more polarized and stronger than H-S bonds. This situation may explain why in
all ternary structures, H atoms tend to bond with O atoms first and only bond to S when
O atoms are already H-saturated. These results reflect the more attractiveness to electron
of O and S atoms, and are consistent with large difference in electronegativity of (under
ambient conditions) of H (2.2), O (3.4) and S (2.6). Also, due to negative charged O or S
atoms bonded to H, these atoms are repulsive each other and no chemical bond are formed
between them. However, in oxygen rich ternary structures, O atom bonded to H atom may
bond to S atoms, which are not bonded to any hydrogen atom yet. This type of S-O bond
is mostly polar coordinate covalent and are similar to bonding characteristic in SO3 -R3̄c.
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Recent works by Sun et. al [244, 245] have shown that low metastability is not only a
crucial criterion for synthesis. Furthermore, Sun et. al also discovered higher chance for
synthesis of highly metastable compounds of strong covalent systems. Thus, high pressure
metastable ternary H-S-O compounds are potentially synthesized by using thermal effect
and/or under non-equilibrium conditions.
To investigate dynamical stability of the HSO compounds, their phonon dispersion is
calculated, see Fig. 6.4. No negative phonon band is observed at 200 GPa and it implies all
are dynamically stable. Based on calculation of phonon-electron interaction, we estimate the
superconducting critical temperature Tc using the Allen-Dynes modified McMillan formula
[246]:


1.04(1 + λ)
ωlog
exp −
,
Tc =
1.2
λ − µ∗ (1 + 0.62λ)

(6.1)

where µ∗ is the effective Coulomb screened repulsion parameter, λ and ωlog are respectively
the electron-phonon coupling constant and the average logarithmic phonon frequency, which
are integration over phonon spectrum based on Eliashberg spectral function α2 F (ω):
Z
λ=2

ωlog

dω

α2 F (ω)
,
ω

 Z

2
α2 F (ω)
= exp
dω
ln(ω) .
λ
ω

High critical temperature Tc is expected in materials that have high density of states at
the Fermi level, high electron-phonon coupling by low frequency modes and high contribution
of relatively high frequency modes to the average logarithmic frequency.
Varying µ∗ between 0.1 and 0.16, we found that highest Tc is corresponding to µ∗ = 0.1,
which are shown in table 6.1 with other superconducting characteristics. Having similarly
high phonon frequencies but compared to other structures, H2 SO-P 1 has lowest Tc as 9.8
K, which is mostly due to low density of state at the Fermi level. Between three left struc64

Table 6.1: Fermi level density of states and superconducting characteristics of selected HSO
compounds calculated with µ∗ = 0.1.
NEF (States/eV/atom)
H5 SO-P 21 /m
0.033
H3 SO-P c
0.036
H12 S5 O3 -P 1
0.035
H2 SO-P 1
0.020

λ ωlog (THz) Tc (K)
0.59
25.44
27.0
1.36
11.28
53.8
0.68
14.50
22.4
0.69
10.91
9.8

tures, H3 SO-P c possesses highest Tc = 53.8 K with high electron phonon coupling as 1.36.
Projected phonon DOS, Eliashberg spectral function α2 F (ω), and electron-phonon coupling
λ are represented in Fig. 6.4 to provide more detail contributions of each element to superconducting property of these compound. In H5 SO-P 21 /m and H12 S5 O3 -P 1, low frequency
stretching modes of S-H and H-O bonds between 5 THz and 20 THz contribute 95 % to total
λ. S-H-O bending modes of vibrations between 20 THz to 40 THz only give 4% contribution
to total λ. Higher frequencies of H-O and/or H-S modes poorly contributes 1% to electronphonon coupling. In H3 SO-P c, existence of H-S layer makes this structure different from
other three compounds. Low frequency stretching mode about 4 THz associated with this
H-S layer contributes 0.4 to total electron-phonon coupling (30%). Therefore, it resulted in
much higher Tc in comparison to other structures.

6.4

Conclusions
In conclusion, aiming to look for potential superconducting ternary H-S-O compounds,

we study this ternary system at 100 GPa and 200 GPa using evolutionary crystal structures prediction based on ab initio enthalpy calculations. In both cases, we constructed
ternary convex hull of H-S-O compounds based on their formation energy, which is found to
be proportional to the oxygen content. Although many ternary structures with novel stoichiometries have low formation energy, none of them is considered to be thermodynamically
stable at this range of pressures. This situation is due to strong covalent bonds in S-O and HO binary compounds and relatively weak bonds on H-S systems. Among metastable ternary
compounds found at 200 GPa, we determined several metallic systems, in which density of
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a) H5SO-P21/m

b) H3SO-Pc

c) H12S5O3-P1

d) H2SO-P1

Figure 6.4: Vibrational properties and phonon mediated superconductivity of selected HSO
compounds at 200 GPa.
state of Fermi level is mainly contributed by p-orbitals of sulfur atom. Finally, we showed
that superconducting states on H-S-O compounds could be archived with estimated critical
temperature as high as 53.8 K on H3 SO-P c structure with a H-S layer. Our work gives first
understanding of chemical and physical properties of ternary H-S-O at high pressure. The
results also suggest that synthesis process should performed with controlling of temperature
or using non-equilibrium conditions.
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7

First-principles molecular dynamics simulations of high pressure melting of
diamond
Although high-pressure phase diagram of carbon at extreme temperatures and pressures

is in focus of theoretical and experimental dynamic compression studies, there still exist outstanding problems including disagreement between theoretical predictions and experiments.
Using first-principles molecular dynamics simulations at high temperatures and pressures
and employing large unit cells, we construct an accurate phase diagram of carbon using
two-phase and Z-methods. In accord with previous simulations, a large positive slope of the
melting line is observed for pressures from 0 to 200 GPa, whereas at higher pressures above
500 GPa a very small negative slope exists, which is in contrast to most of previous simulations and experiment. Our accurate results demonstrate the necessity for future dynamic
compression experiments to clarify behavior of carbon at extreme conditions including its
the melting line.

7.1

Introduction
The phase diagram of carbon at extreme pressures and temperatures is urgently sought

for the development of interior models of carbon-rich rocky exoplanets [247–250] as well as
for the design of inertial confinement fusion (ICF) implosion capsules [251]. At ambient
conditions, the most stable phase of carbon is graphite, while metastable diamond becomes
thermodynamically stable above 2 GPa [252]. Although diamond has been predicted stable
in a wide range of pressures, and at 1 TPa it transforms to bc8, another high pressure
phase of carbon [253], the reproducible experimental observation of the metallic bc8 phase
is still to be achieved [29,32,254]. The only indirect observation of bc8 phase has been made
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Kundson et. al. [32] in shock experiments involving transitions through the diamond-liquidbc8 triple point, which demonstrates the importance of precise location of diamond/liquid
phase boundary.
Previous theoretical calculations of the diamond melting line are contradictory [255–258]
as they predict negative slopes varying by a substantial amount. The disagreement seems
to be related to insufficient accuracy of some of the calculations due to employment of a
small size of simulation cell. Therefore, more accurate first-principles calculations of carbon
phase diagram including diamond melting line are warranted to support current and future
dynamic compression experiments.
In this work, we aim to obtain the most accurate melting line of diamond up to 1000
GPa by performing first-principles density functional theory (DFT) simulations utilizing the
largest simulation cells employed so far. The calculated chemical bonding and electronic
properties of liquid phase of carbon allow us to analyze the source of disagreements with
prior calculations. Our work provides reliable data to guide future dynamic compression
experiments at National Ignition Facility (NIF) and Z-machine.

7.2

Computational methods
First-principles calculations are performed using Vienna Ab initio Simulation Package

(VASP) [74, 125] employing Perdew=Burke=Ernzerhof (PBE) generalized gradient approximation (GGA) functional, and projector augmented wave potentials (PAW), the plane wave
basis set cutoff 400 eV and Γ-point only sampling of the k-space. The parameters were determined in test calculations of the diamond equation of state at 0 K at pressures 0 to 1 TPa.
To simulate melting line of diamond, we use two complimentary methods: Z-method [259]
and 2-phase method [260]. In Z-method, the threshold of thermal stability is determined
by running a series of microcanonical NVE simulations with increasing amount of initial
thermal energy supplied to the system. As the total energy is kept constant in each simulation, at some point the temperature of the system drops to melting temperature and the
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connected P − T points of isochore form a characteristic shape of letter Z [261]. Two-phase
method involves a series of NPT simulations of a system consisting of liquid and solid halves,
the melting temperature being determined by a condition that both liquid and solid phases
coexist at Tm [260]. Although Z-method is the most economical in terms of computational
resources, its semi-empirical nature requires additional validation using two-phase method.
In this work 216-atom simulation cell (3x3x3 supercell of diamond conventional cell) is used
in Z-method calculations and 432 atom simulation cell (twice the size of Z-method cell) is
used in two-phase method.

7.3

Results and discussions

7.3.1

Melt line

The Z-method NVE calculations of diamond melting line are performed at the volumes
corresponding to cold pressures 100, 200, 400, 600 and 800GPa. The results of Z-method,
shown in Fig. 7.1, do not provide a consistent description of the melting curve of diamond. At
low pressure, the Z-simulations produce characteristic Z shape, but as the pressure increases
the sequence of the final (P, T ) points show anomalous behavior resulting substantial errors
in predicting melting temperature. The problem seems to be attributed to simultaneous
onset of solid-liquid and insulator-metal transitions as well as the fact that the density of
liquid carbon is larger than that of diamond at high pressures.
To obtain a reliable melting curve of diamond, we proceed with two-phase method calculations. The simulation cells for two-phase method are constructed by utilizing 216-atom
unit cells for solid and liquid phases which are then brought together to form a combined
432-atom cell. An additional step is undertaken to prepare a system with realistic solidliquid interface by running canonical ensemble (NVT) simulations of the combined cell with
the solid part is frozen. In the second step, a series of NPT simulations are performed at
different temperatures. At a given temperature, the system evolves either to completely
melted or solidified state depending whether the temperature is above or below of unknown
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Figure 7.1: Melting line of carbon for pressures up to 1000 GPa calculated with both Zand two-phase methods and compared with previous simulations and experiment.
Tm at a given pressure. Through a series of such simulations with varying temperature,
but fixed pressure, Tm is determined as the one at which the both two phases survive and
co-exist in equilibrium in the simulation cell. Due to computational limitations, the melting
temperature is determined with uncertainty of 200 K.
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Figure 7.2: The slope of melting line from fitting of Clapeyron equation of state.
The melting line of diamond calculated using two-phase method at pressures up to 1000
GPa is shown in Fig. 7.1. As mentioned above, the solid-liquid phase transition is accompanied by insulator-metal transition: diamond has a finite band gap at any temperature
even in metastable superheated region above the melting temperature accessed in Z-method
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simulations. In contrast, the carbon liquid is metallic, i.e. has a finite density of states at
the Fermi level.
We compare our results with previous calculations of melting line by Wang et. al. [255],
Correa et. al. [257], and Benedict et. al. [258]. Our melting line is significantly lower than
that of Wang et. al. [255], and Correa et. al. [257], whereas it is in an overall agreement (but
slightly lower) with the melting line obtained by Benedict et. al. [258]. In accord with all
prior simulations, the melting temperature increases dramatically at pressures from 0 GPa
to 300 GPa. However, the melting curves by Wang et. al. [255], and Correa et. al. [257]
exhibit rather significant negative slope after reaching maximum ∼8000 K at 450 GPa, see
Fig 7.2. The shock experiments by Eggert et. al. [29] report even higher maximum melting
temperature, 9400 K at 600 GPa. In contrast, both our simulations and that of Benedict et.
al [258] display very small negative melting line slope as well as lower melting temperatures
around its maximum. Being confident in accuracy of our results, we raise an important issue
of disagreement between theory and experiment, the resolution of which would require new
more accurate experimental measurements of melting line of diamond.

7.3.2

Properties of liquid carbon
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Figure 7.3: Radial distribution function of liquid phase at 8000 K and at different pressures.
We investigate the properties of the liquid phase at 8000 K at range of pressures 100-900
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Figure 7.4: Coordination numbers of carbon atoms in liquid carbon at 8000 K as a function
of pressure.
GPa and calculate the radial distribution function (RDF) and distribution of coordination
numbers of carbon atoms in the liquid phase, see Fig. 7.3 and Fig. 7.4. Interestingly, the
average first nearest neighbor distance as identified by the position of the first maximum of
RDF, changes substantially (from 1.45 Å to 1.35 Å) as pressure changes from 100 to 250
GPa, and then exhibits much smaller reduction with pressure to 1.30 Å at 850 GPa. The
pressure-dependent distribution of coordination numbers, shown in Fig. 7.4, indicates that
the liquid carbon at lower pressures around 100 GPa consists mostly of sp2 (3-fold) and
sp3 (4-fold) carbon atoms, whereas at high pressures the liquid structure exhibits increased
fraction of 5-fold and 6-fold C atoms. Our RDF and coordination number results at high
pressures (around 900 GPa) are significantly different from those obtained by Correa et.
al. [257], which reflects a substantial differences in our and their melting curves. We believe
our results (which are consistent with those of Benedict et. al. [258]) are more accurate
than that of Correa et. al. [257] as we use much larger simulation cells, which is critical to
properly resolve the long-range correlations in both liquid and solid phases.
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7.4

Conclusions
The melting line of diamond up to 1000 GPa was investigated using Z- and two-phase

methods based on first-principles DFT molecular dynamics simulations in order to resolve
inconsistencies between previous simulations as well as experiment. Compared to previous
simulation works, our results from two-phase melt simulations are the most accurate obtained
so far due to substantially larger simulations cells as well as more careful construction of
solid/liquid interface employed in this work. The differences between our accurate melting
line and that measured in shock experiments by Eggert et. al. [29] warrants new experiments
aimed at improving temperature measurements during dynamic compression of carbon.
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Condens. Matter, vol. 28, p. 395402, oct 2016.
[86] J. R. Deschamps, M. Frisch, and D. Parrish, “Thermal Expansion of HMX,” J. Chem.
Crystallogr., vol. 41, pp. 966–970, jul 2011.
[87] J. L. Maienschein and F. Garcia, “Thermal expansion of TATB-based explosives from
300 to 566 K,” Thermochim. Acta, vol. 384, pp. 71–83, feb 2002.
[88] D. Graff Thompson, R. B. Schwarz, G. W. Brown, and R. DeLuca, “Time-Evolution of
TATB-Based Irreversible Thermal Expansion (Ratchet Growth),” Propellants, Explos.
Pyrotech., vol. 40, pp. 558–565, aug 2015.
[89] J. Sun, X. Shu, Y. Liu, H. Zhang, X. Liu, Y. Jiang, B. Kang, C. Xue, and G. Song,
“Investigation on the Thermal Expansion and Theoretical Density of 1,3,5-Trinitro1,3,5-Triazacyclohexane,” Propellants, Explos. Pyrotech., vol. 36, pp. 341–346, aug
2011.

84

[90] J. Jia, Y. Liu, S. Huang, J. Xu, S. Li, H. Zhang, and X. Cao, “Crystal structure transformation and step-by-step thermal decomposition behavior of dihydroxylammonium
5,5 bistetrazole 1,1 diolate,” RSC Adv., vol. 7, no. 77, pp. 49105–49113, 2017.
[91] S. Appalakondaiah, G. Vaitheeswaran, and S. Lebègue, “Structural, vibrational, and
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Appendix A: Supplemental information for chapter 2

Table A.1: Number of kpoints, and supercell sizes used in phonon calculation of each energetic materials.
Structures
NM FOX-7 HMX PETN
k-point in relaxation
6x5x4 4x5x3 6x3x4 3x3x4
k-point in fine relaxation
7x6x4 5x6x3 6x3x5 4x4x5
Supercell in phonon calculation 2x2x2 2x2x1 2x1x2 1x1x2

RDX TKX-50
2x2x3 5x3x5
3x3x3 6x3x5
1x1x1 2x1x2

Nitromethane

6

LDA
PBE
PBE+D2
PBE+TS
optB86b
optPBE
revPBE
SCAN
SCAN_rvv10
vdW-DF2
Citroni et la
Cromer et al

5

Pressure (GPa)

TATB
4x4x5
4x5x6
1x1x2

4
3
2
1
0
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240

260
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Volume (Å )
Figure A.1: Equation of state of Nitromethane calculated using various functionals in comparison to Citroni’s experiment [8] and Cromer’s experiment [1].
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Figure A.2: Equation of state of FOX-7 calculated using various functionals in comparison
to Peiris’s experiment [2].
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Figure A.3: Equation of state of β-HMX calculated using various functionals in comparison
to Gump’s experiment [9] and Yoo’s experiment [3].
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Figure A.4: Equation of state of PETN calculated using various functionals in comparison
to Olinger’s experiment [4].
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Figure A.5: Equation of state of TATB calculated using various functionals in comparison
to experiments [10].
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Figure A.6: Equation of state of α-RDXc calculated using various functionals in comparison
to Yoo’s experiment [11].
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Figure A.7: Equation of state of TKX-50 calculated using various functionals in comparison
to Gupta’s experiment [4, 12].
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Appendix B: Supplemental information for chapter 3
To select a functional describe bulk VSe2 system. We compare lattice parameters calculated by LDA [42], PBE [43], PBE+Grimme D2 [76] and PBE+Tkatchenko-Scheffer [77].
PBE-D2 derive best results in comparison to experiments [262, 263].
Table B.1: Lattice parameters of 1T-VSe2 at 0 GPa calculated using various density functional methods.
experiment [262, 263] LDA PBE PBE-D2 PBE-TS
a (Å)
3.35
3.24 3.24
3.31
3.29
c(Å)
6.10
5.95 6.65
6.26
5.94
Phonon dispersion of 1T phase is shown in the Fig. B.1a. There are a couple of imaginary
(soft) modes from the phonon band structures at 0 GPa, in which the frequency of the first
acoustic mode between A and L is lower than any other points along high symmetry paths.
We performed further analysis on this modes a long paths parallel to AL (ΓM) at different
heights. The at the actual lowest frequency occurred at one half of the path at 1/3Å−1 (or 2/3
ΓA ), see Fig. B.1b, which is corresponding to a 4x4x3 commensurate CDW structure and
is consistent with the previous prediction [117]. Fig. B.1c shows evolution phonon frequency
of 1T phase at qCCDW under pressure and magnitude of hypothetical 1T FM phase under
pressure.
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a)

b)

c)

1T NS VSe2 @ 0GPa

Figure B.1: Characterization and disappearance of CDW. a) Phonon band structure of
1T phase at 0 GPa, b) The first acoustic phonon band a long paths parallel to ΓM at
different height c) The lowest phonon frequency near qCCDW of 1T phase versus pressure
and magnetization of hypothetical 1T ferromagnetic phase versus pressure

Charge and ELF

b)

a)

Figure B.2: Charge distribution of 1T phase at 0 GPa. a) 0.125e isosurface charge density
and b) 0.90 isosurface ELF
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Appendix C: Supplemental information for chapter 4
The use of Grimme D2 method for Van der Waals correction at high pressures is justified
by a good agreement between calculated and experimental [13] equation of state of α-SnSe,
see Fig. C.1. The calculated equilibrium volume V0 , bulk modulus B0 and its pressure
derivative B0 ’ of SnSe obtained by fitting Davis-Gordon equation of state (as in experiment
by Loa at. el.), see table C.1, are in good agreement with the experiment.
30

Pessure (GPa)

DFT+D2
Loa’s exp.

20

10

0
160

180

200

3

Volume (Å )

Figure C.1: Experimental and theoretical equation of state for SnSe crystal [13].

Table C.1: The calculated equilibrium volume V0 , bulk modulus B0 and its pressure derivative B0 ’ of SnSe.
Experiment: Loa et al [13]
DFT+D2
V0 (Å )
212.23
211.87 (-0.16%)
B0 (GPa)
31.1
34.45 (+10.77%
B0 ’
8.04
7.38 (-8.21%)
3
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Appendix D: Supplemental information for chapter 5

Table D.1: Nix Xey structures at 155 GPa.
Structure

Atom
Ni
fcc-XeNi3 -P m3̄m
Ni
a=3.324 Å
Ni
Xe
Ni
Ni
fcc-XeNi8 -P 1̄
Ni
a=3.9422 Å, b=3.9363 Å, c=5.0695
Ni
α=82.832, β=75.139, γ=80.571
Ni
Ni
Xe
Ni
Ni
Ni
fcc-XeNi10 -P 1̄
Ni
a=3.922 Å, b=5.060 Å, c=5.052
Ni
α=107.505, β=75.085, γ=82.585
Ni
Ni
Ni
Ni
Ni
Xe
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x
0.000
0.000
0.500
0.500
0.775
0.341
0.443
0.113
0.569
0.225
0.000
0.908
0.273
0.187
0.547
0.452
0.812
0.367
0.632
0.091
0.726
0.000

y
0.000
0.500
0.000
0.500
0.887
0.666
0.230
0.555
0.334
0.113
0.00
0.628
0.092
0.724
0.189
0.811
0.276
0.459
0.541
0.371
0.908
0.000

z
0.000
0.000
0.500
0.500
0.047
0.161
0.385
0.733
0.838
0.953
0.500
0.685
0.962
0.130
0.406
0.594
0.870
0.778
0.222
0.315
0.038
0.500

Radial distribution function g(r)

80

SQS-32 XeNi3 before relaxation
SQS-32 XeNi3 after relaxation
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Distance r (Å)

Figure D.1: Radial distribution function (RDF) of of SQS-32 XeNi3 before (black) and after
(red) relaxation. The dramatical change of the RDF demonstrates the instability of SQS-32
XeNi3 structure.
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