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Abstract
The cross-couplings among several Weyl gravitons (described in
the free limit by a sum of linearized Weyl actions) in the presence
of a scalar field are studied with the help of the deformation theory
based on local BRST cohomology. Under the hypotheses of locality,
smoothness of the interactions in the coupling constant, Poincare´ in-
variance, (background) Lorentz invariance, and the preservation of the
number of derivatives on each field, together with the supplementary
assumption that the internal metric defined by the sum of Weyl la-
grangians is positively defined, we prove that there are no consistent
cross-interactions among different Weyl gravitons in the presence of a
scalar field. The couplings of a single Weyl graviton to a scalar field
are also discussed.
PACS number: 11.10.Ef
1 Introduction
The study of Weyl gravitons is important in view of the remarkable properties
of conformal supergravity [1], as well as by the renewed interest in Weyl
∗e-mail address: bizdadea@central.ucv.ro
†e-mail address: manache@central.ucv.ro
‡e-mail address: ac lungu@yahoo.com
1
gravity [2] in connection with the ADS/CFT correspondence. Recently, the
impossibility of direct cross-interactions among several Weyl gravitons under
certain assumptions has been proved in [3] by means of a cohomological
approach based on the lagrangian BRST symmetry [4, 5, 6, 7, 8, 9, 10].
The purpose of this paper is to analyze the indirect cross-couplings among
several Weyl gravitons (described in the free limit by a sum of linearized Weyl
actions) in the presence of a scalar field. Thus, under the hypotheses of local-
ity, smoothness of the interactions in the coupling constant, Poincare´ invari-
ance, (background) Lorentz invariance, and the preservation of the number
of derivatives on each field, together with the supplementary assumption that
the internal metric defined by the sum of Weyl lagrangians is positively de-
fined, we prove that there are no consistent cross-interactions among different
Weyl gravitons in the presence of a scalar field. Our result is obtained in the
context of the deformation technique [11] combined with the local BRST
cohomology [12].
In order to make the presentation as clear as possible, we initially consider
the case of the couplings between a single Weyl field and a scalar field, and
compute the interaction terms to order two in the coupling constant. In
this manner we obtain that the first two orders of the interacting lagrangian
resulting from our setting originate in the development of the full interacting
lagrangian (in four spacetime dimensions)
L(int) = √−g
[
1
2
(
gµν (∂µφ) ∂νφ+
1
6
φ2R
)
+ λκφ4
]
,
where gµν is the full metric, g
µν denotes its inverse, R represents the full scalar
curvature, κ is an arbitrary real constant, and λ is the coupling constant.
The term λκφ4 is usually omitted in the literature. It appears for instance
in the partial gauge-fixing procedure with φ = 1 [13] that leads from L(int) to
the standard Einstein-Hilbert action with a cosmological term. This term is
consistent with the gauge symmetries of the lagrangian L(W) + L(int), where
L(W) is the full Weyl lagrangian. Based on this result, we begin with a finite
sum of linearized Weyl actions and a scalar field, and prove that there are no
consistent cross-interactions between different Weyl gravitons in the presence
of a scalar field under the hypotheses explained in the above.
This paper is organized in seven sections. In Section 2 we construct
the BRST symmetry of a free model with a single Weyl field and a scalar
field. Section 3 briefly addresses the deformation procedure based on BRST
symmetry. In Section 4 we compute the first two orders of the interactions
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between one Weyl graviton and a scalar field. In Section 5 we analyze the
deformed theory obtained in the previous section. Section 6 is devoted to
the proof of the fact that there are no consistent cross-interactions among
different Weyl gravitons in the presence of a scalar field. Section 7 exposes
the main conclusions of the paper. The paper also contains one appendix
section, in which a statement mentioned in the body of the paper is proved.
2 Free model: lagrangian formulation
and BRST symmetry
Our starting point is represented by a free lagrangian action, written as the
sum between the linearized Weyl gravity action and the action for a massive
real scalar field
SL0 [hµν , φ] =
1
2
∫
d4x
[WµναβWµναβ + (∂µφ) (∂µφ)−m2φ2] ≡
≡
∫
d4x
(
L(W)0 + L(φ)0
)
, (1)
where Wµναβ is the linearized Weyl tensor in four spacetime dimensions,
given in terms of the linearized Riemann tensor Rµναβ and of its traces by
Wµναβ = Rµναβ − 1
2
(
σµ[αRβ]ν − σν[αRβ]µ
)
+
1
6
Rσµ[ασβ]ν . (2)
Throughout the paper we work with the flat metric of ‘mostly plus’ signature
σµν = (−+++). The notation [µ · · · ν] signifies antisymmetrization with
respect to all indices between brackets without normalization factors (i.e.,
the independent terms appear only once and are not multiplied by overall
numerical factors). The linearized Riemann tensor is expressed by
Rµναβ = 1
2
(∂µ∂βhνα + ∂ν∂αhµβ − ∂ν∂βhµα − ∂µ∂αhνβ) , (3)
while its simple and respectively double traces read as
Rµν = σαβRµανβ , R = σµνRµν . (4)
The linearized Weyl tensor can be expressed in terms of the symmetric tensor
Kµν like
Wµναβ = Rµναβ −
(
σµ[αKβ]ν − σν[αKβ]µ
)
, (5)
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where
Kµν = 1
2
(
Rµν − 1
6
σµνR
)
, K =1
6
R. (6)
The theory described by the action (1) possesses an irreducible and abelian
generating set of gauge transformations
δǫhµν = ∂(µǫν) + 2σµνǫ, δǫφ = 0, (7)
where the gauge parameters ǫµ and ǫ are bosonic functions. The scalar
gauge parameter ǫ is responsible for the so-called conformal invariance of
Weyl theory, while ǫµ appear also in the Pauli-Fierz theory and will be called
‘Pauli-Fierz’ gauge parameters. The notation (µν) signifies symmetry with
respect to the indices between parentheses without the factor 1/2.
In order to construct the BRST symmetry for the model under study,
we introduce the fermionic ghosts ηµ and ξ respectively associated with the
gauge parameters ǫµ and ǫ. The antifield spectrum is organized into the an-
tifields {h∗µν , φ∗} (of the original fields {hµν , φ}) and {η∗µ, ξ∗} (of the ghosts
{ηµ, ξ}), with the statistics of the antifields opposite to that of the associated
fields/ghosts.
Since the gauge generators of the free theory are field independent, it
follows that the BRST differential simply reduces to
s = δ + γ, (8)
where δ represents the Koszul-Tate differential, graded by the antighost num-
ber agh (agh (δ) = −1), and γ stands for the exterior derivative along the
gauge orbits, whose degree is named pure ghost number pgh (pgh (γ) = 1).
These two degrees do not interfere (pgh (δ) = 0, agh (γ) = 0). The over-
all degree that grades the BRST complex is known as the ghost number gh
and is defined like the difference between the pure ghost number and the
antighost number, such that gh (δ) = gh (γ) = 1. If we denote by
Φα0 = (hµν , φ) , η
α1 = (ηµ, ξ) (9)
the fields and ghosts of the free theory (ηµ will be called the ‘Pauli-Fierz’
ghosts), and by
Φ∗α0 = (h
∗µν , φ∗) , η∗α1 = (η
∗µ, ξ∗) (10)
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the corresponding antifields, then, according to the standard rules of the
BRST formalism, the corresponding degrees of the generators from the BRST
complex are valued like
agh (Φα0) = 0, agh (ηα1) = 0, (11)
agh
(
Φ∗α0
)
= 1, agh
(
η∗α1
)
= 2, (12)
pgh (Φα0) = 0, pgh (ηα1) = 1, (13)
pgh
(
Φ∗α0
)
= 0, pgh
(
η∗α1
)
= 0. (14)
The actions of the differentials δ and γ on the generators (9)–(10) from the
BRST complex are given by
δh∗µν = 2∂α∂βWµανβ , δφ∗ =
(
+m2
)
φ, (15)
δη∗µ = −2∂νh∗µν , δξ∗ = 2h∗, (16)
δΦα0 = 0, δηα1 = 0, (17)
γΦ∗α0 = 0, γη
∗
α1
= 0, (18)
γhµν = ∂(µην) + 2σµνξ, γφ = 0, (19)
γηµ = 0, γξ = 0, (20)
being understood that both operators act like right derivations. The notation
h∗ signifies the trace of h∗µν , h∗ = σµνh
∗µν . The BRST differential is known
to have a canonical action in a structure named antibracket and denoted by
the symbol (, ) (s· = (·, S¯)), which is obtained by setting the fields and ghosts
respectively conjugated to the corresponding antifields. The generator of the
BRST symmetry is a bosonic functional, of ghost number zero, which is
solution to the classical master equation
(
S¯, S¯
)
= 0. In our case the solution
to the master equation reads as
S¯ = SL0 [hµν , φ] +
∫
d4xh∗µν
(
∂(µην) + 2σµνξ
)
. (21)
3 Deformation of the solution to the master
equation: a brief review
We begin with a “free” gauge theory, described by a lagrangian action SL0 [Φ
α0 ],
invariant under some gauge transformations
δǫΦ
α0 = Zα0α1ǫ
α1 ,
δSL0
δΦα0
Zα0α1 = 0, (22)
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and consider the problem of constructing consistent interactions among the
fields Φα0 such that the couplings preserve the field spectrum and the original
number of gauge symmetries. This matter is addressed by means of reformu-
lating the problem of constructing consistent interactions as a deformation
problem of the solution to the master equation corresponding to the “free”
theory [11]. Such a reformulation is possible due to the fact that the solution
to the master equation contains all the information on the gauge structure
of the theory. If an interacting gauge theory can be consistently constructed,
then the solution S¯ to the master equation associated with the “free” theory,(
S¯, S¯
)
= 0, can be deformed into a solution S
S¯ → S = S¯ + λS1 + λ2S2 + · · · =
= S¯ + λ
∫
dDx a+ λ2
∫
dDx b+ · · · (23)
of the master equation for the deformed theory
(S, S) = 0, (24)
such that both the ghost and antifield spectra of the initial theory are pre-
served. The equation (24) splits, according to the various orders in the
coupling constant (deformation parameter) λ, into(
S¯, S¯
)
= 0 (25)
2
(
S1, S¯
)
= 0 (26)
2
(
S2, S¯
)
+ (S1, S1) = 0 (27)(
S3, S¯
)
+ (S1, S2) = 0 (28)
...
The equation (25) is fulfilled by hypothesis. The next one requires that
the first-order deformation of the solution to the master equation, S1, is a
co-cycle of the “free” BRST differential s, sS1 = 0. However, only coho-
mologically nontrivial solutions to (26) should be taken into account, as the
BRST-exact ones can be eliminated by some (in general nonlinear) field redef-
initions. This means that S1 pertains to the ghost number zero cohomological
space of s, H0 (s), which is generically nonempty due to its isomorphism to
the space of physical observables of the “free” theory. It has been shown
(on behalf of the triviality of the antibracket map in the cohomology of the
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BRST differential) that there are no obstructions in finding solutions to the
remaining equations ((27)–(28), etc.). However, the resulting interactions
may be nonlocal, and there might even appear obstructions if one insists on
their locality. The analysis of these obstructions can be done with the help
of cohomological techniques.
4 Consistent interactions between the Weyl
graviton and the real scalar field
The aim of this section is to investigate the cross-couplings that can be in-
troduced between a single Weyl graviton and a scalar field. This matter is
addressed in the context of the antifield-BRST deformation procedure de-
scribed in the above and relies on computing the solutions to the equations
(26)–(28), etc., with the help of the BRST cohomology of the free theory.
The interactions are obtained under the following (reasonable) assumptions:
smoothness in the deformation parameter, locality, (background) Lorentz in-
variance, Poincare´ invariance, and preservation of the number of derivatives
on each field. ‘Smoothness of the deformations’ refers to the fact that the
deformed solution to the master equation (23) is smooth in the coupling con-
stant λ and reduces to the original solution (21) in the free limit λ = 0. The
requirement that the interacting theory is Poincare´ invariant means that one
does not allow an explicit dependence of the deformed solution to the master
equation on the spacetime coordinates. The conservation of the number of
derivatives on each field with respect to the free theory means here that the
following two requirements are simultaneously satisfied: (i) the derivative
order of the equations of motion on each field is the same for the free and
respectively for the interacting theory; (ii) the maximum number of deriva-
tives in the interaction vertices is equal to four, i.e. the maximum number of
derivatives from the free lagrangian. Conditions of this type are frequently
imposed in the literature at the level of constructing interacting theories;
for instance, see the case of cross-interactions for a collection of Pauli-Fierz
fields [14], the couplings between the Pauli-Fierz and the massless Rarita-
Schwinger fields [15], or the direct cross-interactions for a collection of Weyl
gravitons [3].
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4.1 Standard material: H (γ) and H (δ|d)
The equation (26), which we have seen that controls the first-order deforma-
tion, takes the local form
sa = ∂µm
µ, gh (a) = 0, ε (a) = 0, (29)
for some local mµ, and it shows that the nonintegrated density of the first-
order deformation pertains to the local cohomology of the free BRST dif-
ferential in ghost number zero, a ∈ H0 (s|d), where d denotes the exterior
spacetime differential. The solution to the equation (29) is unique up to
s-exact pieces plus divergences
a→ a+ sb+ ∂µnµ, (30)
where
gh (b) = −1, ε (b) = 1, gh (nµ) = 0, ε (nµ) = 0.
At the same time, if the general solution of (29) is found to be completely
trivial, a = sb+ ∂µn
µ, then it can be made to vanish a = 0.
In order to analyze the equation (29), we develop a according to the
antighost number
a =
I∑
i=0
ai, agh (ai) = i, gh (ai) = 0, ε (ai) = 0, (31)
and assume, without loss of generality, that the decomposition (31) stops at
some finite value of I. This can be shown for instance like in Appendix A
of [3]. Replacing the decomposition (31) into the equation (29) and projecting
it on the various values of the antighost number by means of the splitting
(8), we obtain the tower of equations
γaI = ∂µ
(I)
m
µ
, (32)
δaI + γaI−1 = ∂µ
(I−1)
m
µ
, (33)
δai + γai−1 = ∂µ
(i−1)
m
µ
, 1 ≤ i ≤ I − 1, (34)
where
(
(i)
m
µ
)
i=0,I
are some local currents with agh
(
(i)
m
µ
)
= i. Moreover,
according to the general result from [3] in the absence of collection indices,
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the equation (32) can be replaced1 in strictly positive antighost numbers by
γaI = 0, I > 0. (35)
Due to the second-order nilpotency of γ (γ2 = 0), the solution to the equation
(35) is unique up to γ-exact contributions
aI → aI + γbI , agh (bI) = I, pgh (bI) = I − 1, ε (bI) = 1. (36)
Meanwhile, if it turns out that aI reduces to γ-exact terms only, aI = γbI ,
then it can be made to vanish, aI = 0. In other words, the nontriviality of
the first-order deformation a is translated at its highest antighost number
component into the requirement that aI ∈ HI (γ), where HI (γ) denotes the
cohomology of the exterior longitudinal derivative γ in pure ghost number
equal to I. So, in order to solve the equation (29) (equivalent with (35) and
(33)–(34)), we need to compute the cohomology of γ, H (γ), and, as it will
be made clear below, also the local cohomology of δ, H (δ|d).
Using the results on the cohomology of γ in the Weyl sector [3] and the
definitions of γ acting on the scalar field φ and on its antifield φ∗, we can
state that H (γ) is generated on the one hand by Φ∗α0 , η
∗
α1
, φ, and Wµναβ ,
as well as by their spacetime derivatives, and, on the other hand, by the
ghosts and their first-order derivatives ηµ, ∂[µην], ξ, and ∂µξ. So, the most
general (and nontrivial), local solution to (35) can be written, up to γ-exact
contributions, as
aI = αI
(
[φ] , [Wµναβ ] ,
[
Φ∗α0
]
,
[
η∗α1
])
ωI
(
ηµ, ∂[µην], ξ, ∂µξ
)
, (37)
where the notation f ([q]) means that f depends on q and its derivatives up
to a finite order, while ωI denotes the elements with pure ghost number I of a
basis in the space of polynomials in the corresponding ghosts and their first-
order derivatives. The objects αI (obviously nontrivial in H
0 (γ)) were taken
to have a finite antighost number and a bounded number of derivatives, and
therefore they are polynomials in the antifields Φ∗α0 and η
∗
α1
, in the linearized
Weyl tensor Wµναβ , in the first-order derivatives of the scalar field ∂µφ, as
well as in their subsequent derivatives. However, αI may contain infinite,
formal series in the undifferentiated scalar field φ. They are required to
fulfill the property agh (αI) = I in order to ensure that the ghost number of
1This is because the presence of matter fields (in our case a real scalar field) does not
modify the general results on H (γ) presented in [3].
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aI is equal to zero. Due to their γ-closeness, γαI = 0 and to their (partial)
polynomial character, αI will be called “invariant polynomials”. In zero
antighost number the invariant polynomials are polynomials in the linearized
Weyl tensor, in its derivatives, and in the derivatives of the real scalar field,
with coefficients that may be infinite series in the undifferentiated real scalar
field φ.
Substituting (37) in (33), we obtain that a necessary (but not sufficient)
condition for the existence of (nontrivial) solutions aI−1 is that the invariant
polynomials αI are (nontrivial) objects from the local cohomology of the
Koszul-Tate differential H (δ|d) in antighost number I > 0 and in pure ghost
number zero,
δαI = ∂µ
(I−1)
j
µ
, agh
(
(I−1)
j
µ)
= I − 1, pgh
(
(I−1)
j
µ)
= 0. (38)
We recall that the local cohomology H (δ|d) is completely trivial in both
strictly positive antighost and pure ghost number (for instance, see Theorem
5.4 in [12] and also [16]). Using the fact that the Cauchy order of the free
theory under study is equal to two, together with the general results from [12],
according to which the local cohomology of the Koszul-Tate differential in
pure ghost number zero is trivial in antighost numbers strictly greater than
its Cauchy order, we can state that
HJ (δ|d) = 0 for all J > 2, (39)
where HJ (δ|d) denotes the local cohomology of the Koszul-Tate differential
in antighost number J and in pure ghost number equal to zero. It has been
shown in detail in [3] (Theorem 5.1) that any invariant polynomial from the
Weyl sector that is trivial in HJ (δ|d) with J ≥ 2 can be taken to be trivial
also in H invJ (δ|d). [H invJ (δ|d) denotes the invariant characteristic cohomology
in antighost number J (the local cohomology of the Koszul-Tate differential
in the space of invariant polynomials).] This property is still valid here since
the real scalar field has no gauge invariance of its own, and thus the scalar
field sector can intervene nontrivially only in the cohomology of the Koszul-
Tate differential in antighost number one. Thus:(
αJ = δbJ+1 + ∂µ
(J)
c
µ
, agh (αJ) = J ≥ 2
)
⇒ αJ = δβJ+1 + ∂µ
(J)
γ
µ
, (40)
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with both βJ+1 and
(J)
γ
µ
invariant polynomials. The results (39) and (40)
yield the conclusion that
H invJ (δ|d) = 0 for all J > 2. (41)
The antifield of the scalar field brings only trivial contributions to both
HJ (δ|d) (in pure ghost number zero) and H invJ (δ|d) for J ≥ 2, so the re-
sults from [3] regarding H2 (δ|d) (in pure ghost number zero) and H inv2 (δ|d)
remain valid here. Both cohomologies are still spanned by the undifferenti-
ated antifields corresponding to the ‘Pauli-Fierz’ ghosts
H2 (δ|d) and H inv2 (δ|d) : (η∗µ) . (42)
In contrast to the groups (HJ (δ|d))J≥2 and
(
H invJ (δ|d)
)
J≥2
, which are finite-
dimensional, the cohomology H1 (δ|d) in pure ghost number zero, that is
related to global symmetries and ordinary conservation laws, is infinite-
dimensional since the theory is free. Fortunately, it will not be needed in
the sequel.
The previous results onH (δ|d) andH inv (δ|d) in strictly positive antighost
numbers are important because they control the obstructions to removing the
antifields from the first-order deformation. Based on the formulas (39)–(41),
one can successively eliminate all the pieces of antighost number strictly
greater that two from the nonintegrated density of the first-order deforma-
tion by adding only trivial terms, so one can take, without loss of nontrivial
objects, the condition I ≤ 2 in the decomposition (31). The proof of this
statement can be realized like in the subsection 6.1 from [3].
4.2 First-order deformation
In the case I = 2 the nonintegrated density of the first-order deformation
(31) becomes
a = a0 + a1 + a2. (43)
We can further decompose a in a natural manner as
a = a(W) + a(int) + a(φ), (44)
where a(W) contains only fields/ghosts/antifields from the Weyl sector, a(int)
describes the cross-interactions between the Weyl graviton and the scalar field
11
(so it effectively mixes both sectors), and a(φ) involves only the scalar field
sector. The component a(W) is completely known [3] and satisfies individually
an equation of the type (29). It admits a decomposition similar to (43)
a(W) = a
(W)
0 + a
(W)
1 + a
(W)
2 , (45)
where
a
(W)
2 = η
∗µ
(
1
2
ην∂[µην] + ηµξ
)
− ξ∗ηµ∂µξ, (46)
a
(W)
1 = −
1
2
h∗µνηρ
(
∂(µhν)ρ − 2∂ρhµν
)
+
+2h∗µνhµνξ +
1
2
h∗µνhρ(µ∂ν)η
ρ, (47)
and a
(W)
0 is the cubic vertex of the Weyl lagrangian
2. Since a(int) mixes
variables fromWeyl and matter sectors, while a(φ) depends only on the matter
field, it follows that these are subject to two separate equations
sa(int) = ∂µm
(int)µ, (48)
sa(φ) = ∂µm
(φ)µ, (49)
for some local mµ’s. In the sequel we analyze the general solutions to these
equations.
Like we mentioned before, the scalar field sector may appear nontrivially
only in antighost number one or zero, so one can always take a
(int)
2 = 0 and
hence work with
a(int) = a
(int)
0 + a
(int)
1 , (50)
where the components of a(int) are subject to the equations
γa
(int)
1 = 0, (51)
δa
(int)
1 + γa
(int)
0 = ∂µ
(0)
m
(int)µ
. (52)
2The terms a
(W)
2 and a
(W)
1 given in (46) and (47) differ from the corresponding ones
in [3] by a γ-exact and respectively a δ-exact contribution. However, the difference between
our a
(W)
2 + a
(W)
1 and the corresponding sum from [3] is a s-exact modulo d quantity. The
associated component of antighost number zero, a
(W)
0 , is nevertheless the same in both
formulations. As a consequence, the object a(W) and the first-order deformation in [3]
belong to the same cohomological class from H0 (s|d).
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According to (37) in pure ghost number equal to one, it results that the
most general form of a
(int)
1 as solution to (51) that might provide effective
cross-interactions is written like
a
(int)
1 = φ
∗
(
Mµ∂µξ + M¯
µν∂[µην] + Mˆξ + Mˆ
µηµ
)
+
+h∗αβ
(
Mµαβ∂µξ + M¯
µν
αβ∂[µην] + Mˆαβξ + Mˆ
µ
αβηµ
)
, (53)
where the M-like functions may depend on the scalar field, on the linearized
Weyl tensor, as well as on their spacetime derivatives, and satisfy obvious
‘symmetry’ properties. Using the definitions of δ and γ, after some compu-
tations we obtain that
δa
(int)
1 = γb0 + ∂µj
µ
0 + c0, (54)
where we used the notations
b0 =
8∑
i=1
b
(i)
0 , (55)
jµ =
[
φ∂µMν −Mν∂µφ+ 4φM¯µν + σµνφMˆ − 2Mναβ∂ρWµαρβ+
+2Wµαρβ
(
∂ρM
ν
αβ + 4σρλM¯
λν
αβ + δ
ν
ρMˆαβ
)]
∂νξ +
+
[
φ
(
∂µM − Mˆµ
)
− Mˆ∂µφ− 2Mˆαβ∂νWµανβ+
+2Wµανβ
(
∂νMˆαβ − σνρMˆραβ
)]
ξ +
+
[
φ∂µM¯ρλ − M¯ρλ∂µφ+ 1
4
σµ[ρMˆλ]φ− 2M¯ρλαβ∂νWµανβ+
+2Wµανβ
(
∂νM¯
ρλ
αβ +
1
4
δ[ρν Mˆ
λ]
αβ
)]
∂[ρηλ] +
+
(
φ∂µMˆλ − Mˆλ∂µφ− 2Mˆλαβ∂νWµανβ + 2Wµανβ∂νMˆλαβ
)
ηλ,(56)
c0 =
[
−φ
((
+m2
)
Mλ + 8∂ρM¯
ρλ + 2Mˆλ + 2∂λMˆ
)
−
−2Wµανβ
(
∂µ∂νM
λ
αβ + 8σµρ∂νM¯
ρλ
αβ + 2δ
λ
ν∂µMˆαβ−
13
−2σµρδλν Mˆραβ
)]
∂λξ +
+
[
−φ
((
+m2
)
Mˆ + 2∂λMˆ
λ
)
−
−2Wµανβ
(
∂µ∂νMˆαβ − 2σµρ∂νMˆραβ
)]
ξ −
−
[
φ
((
+m2
)
M¯ρλ +
1
2
∂[ρMˆλ]
)
+
+2Wµανβ
(
∂µ∂νM¯
ρλ
αβ + δ
ρ
ν∂µMˆ
λ
αβ
)]
∂[ρηλ] −
−
(
φ
(
+m2
)
Mˆλ + 2Wµανβ∂µ∂νMˆλαβ
)
ηλ, (57)
as well as
b
(1)
0 = (φ∂
µMν −Mµ∂νφ)Kµν , (58)
b
(2)
0 =
(
M¯µν∂ρφ− φ∂ρM¯µν) ∂[µhν]ρ, (59)
b
(3)
0 = φMˆK, (60)
b
(4)
0 =
1
2
(
Mˆµ∂νφ− φ∂µMˆν
)
hµν − 1
2
φMˆµ (∂νhµν − ∂µh) , (61)
b
(5)
0 = −2
(
Mραβ∂νWµανβ −Wµανβ∂νMραβ
)Kµρ, (62)
b
(6)
0 = 2
(
M¯ρλαβ∂νWµανβ −Wµανβ∂νM¯ρλαβ
)
∂[ρhλ]µ +
+8WµανβσµρM¯ρλαβKλν , (63)
b
(7)
0 = 2WµανβMˆαβKµν , (64)
b
(8)
0 =
(
Mˆραβ∂νWµανβ −Wµανβ∂νMˆραβ
)
hρµ −
−WµανβMˆραβ∂[µhρ]ν . (65)
According to (52), the terms (58)–(65) give, up to a global factor, some of the
pieces from the interacting Lagrangian at order one in the coupling constant.
The hypothesis on the conservation of the number of derivatives on each
field [conditions (i)–(ii) expressed in the beginning of the section 4] induces
further restrictions on the type-M functions, as it will be seen below. The
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second term in (58) outputs a field equation for the scalar field with three
derivatives, which disagrees with the condition (i). Therefore, we must set
Mµ = 0. (66)
The pieces (59) satisfy the requirement (i) in relation to the scalar field if the
functions M¯µν depend only on the undifferentiated fields hαβ and φ. Because
M¯µν are gauge invariant, it results that these functions actually depend on
the undifferentiated scalar field. Their antisymmetry property M¯µν = −M¯νµ
prevents the appearance of such functions, and thus we take
M¯µν = 0. (67)
The most general form of (60) satisfying (i) is Mˆ = M (φ)u
(WµναβWµναβ),
with u and M some arbitrary, smooth functions. On the other hand, the
condition (ii) prescribes that Mˆ comprises at most two derivatives (as K
already has two). This finally yields u = 1 and
Mˆ =M (φ) . (68)
The terms (61) fulfill (i) in relation to the scalar field if the functions Mˆµ
depend at most on the first-order derivatives of φ and hαβ . Since the only
gauge-invariant objects constructed out of the graviton field contain at least
two derivatives, it follows that Mˆµ can only be written as
Mˆµ = ∂µN (φ) , (69)
for some smooth function N . Due to the fact that (62)–(63) already produce
a field equation for the scalar field with three derivatives, the condition (i)
imposes that we must take
Mραβ = 0, M¯
ρλ
αβ = 0. (70)
Regarding the element (64), it outputs at most a second-order derivative
scalar field equation if the functions Mˆαβ are of the type
Mˆαβ = Q (φ)WαµνρW µνρβ w
(WµνρλWµνρλ) , (71)
where Q and w are smooth functions. If we introduce (71) in (64), then the
latter provides an interaction vertex of at least order eight in the derivatives,
in disagreement with the condition (ii). Consequently, we have
Mˆαβ = 0. (72)
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Finally, it is easy to see that (65) provide a three-order derivative equation
for the scalar field, and therefore we must set
Mˆραβ = 0. (73)
Substituting the results (66)–(73) in (53) and (55)–(57), we arrive at
a
(int)
1 = φ
∗ [Mξ + (∂µN) ηµ] , (74)
b0 = φM (φ)K+1
2
[(∂µN) ∂νφ− φ∂µ∂νN ] hµν −
−1
2
φ (∂µN) (∂νhµν − ∂µh) , (75)
jµ = φM∂µξ + [φ∂µ∂νN − (∂µφ) ∂νN ] ην +
+ (φ∂µM −M∂µφ− φ∂µN) ξ, (76)
c0 = −2φ∂µ (M +N) ∂µξ − φ
[(
+m2
)
M − 2N] ξ −
−φ [(+m2) ∂µN] ηµ. (77)
After some manipulations, the terms (77) can be brought to
c0 = γb
′
0 + ∂µj
′µ
0 + c
′
0, (78)
where we employed the notations
j′µ0 = (∂
µφ) (∂νφ)
dN (φ)
dφ
ην −
[
1
2
(∂ρφ) (∂ρφ)
dN (φ)
dφ
+
+φN +m2
∞∑
n=2
(−)n
n!
φn
dn−1N (φ)
dφn−1
]
ηµ − M¯ (φ) ∂µξ −
−φξ∂µ (M + 2N) , (79)
b′0 =
1
2
[
− (∂µφ) ∂νN + σµν
(
1
2
(∂ρφ) ∂ρN + φN
)]
hµν −
−M¯ (φ)K + m
2
2
(
∞∑
n=2
(−)n
n!
φn
dn−1N (φ)
dφn−1
)
h, (80)
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and
c′0 =
1
2
(∂µφ) (∂µφ) (∂νφ)
d2N (φ)
dφ2
ην +
+ (∂µφ) (∂µφ)
d (M (φ) +N (φ))
dφ
ξ −
−m2
(
φM (φ) + 4
∞∑
n=2
(−)n
n!
φn
dn−1N (φ)
dφn−1
)
ξ. (81)
In the above M¯ (φ) is defined via the relation dM¯ (φ) /dφ = φ (dM (φ) /dφ).
Inserting (78) in (54), we deduce
δa
(int)
1 = γ (b0 + b
′
0) + ∂µ
(
jµ0 + j
′µ
0
)
+ c′0.
Because the piece c′0 is nontrivial in H (γ) in pure ghost number one, the
existence of a
(int)
0 as solution to the equation (52) demands that c
′
0 must
vanish, which further implies the following relations that must be satisfied
by the functions N (φ) and M (φ):
d2N (φ)
dφ2
= 0, (82)
d (M (φ) +N (φ))
dφ
= 0, (83)
m2
(
φM (φ) + 4
∞∑
n=2
(−)n
n!
φn
dn−1N (φ)
dφn−1
)
= 0. (84)
From (82) we find that
N (φ) = c1 − kφ, (85)
with c1 and k two arbitrary, real constants. Inserting (85) in (83), we have
that
M (φ) = k¯ + kφ, (86)
with k¯ another arbitrary, real constant. Introducing the solutions (85)–(86)
in (84), the last one becomes
−m2kφ2 +m2k¯φ = 0, (87)
and leads to
m2k = 0, m2k¯ = 0. (88)
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There are two types of solutions to (88). The former has the form
k = k¯ = 0, m2 6= 0, (89)
and obviously gives no cross-couplings between the Weyl graviton and the
scalar field. For this reason this solution is not interesting, and therefore it
will be omitted in the sequel. The latter solution is written like
k 6= 0, k¯ 6= 0, m2 = 0, (90)
and provides the first-order deformation
a
(int)
1 = k¯φ
∗ξ + kφ∗ [φξ − (∂µφ) ηµ] , (91)
a
(int)
0 = −
(
k¯φ+
k
2
φ2
)
K + k
2
[
(∂µφ) ∂νφ− 1
2
σµν (∂ρφ) ∂ρφ
]
hµν + a¯
(int)
0 ,
(92)
where a¯
(int)
0 is solution to the ‘homogeneous’ equation
γa¯
(int)
0 = ∂µm¯
(int)µ, (93)
for some local m¯(int)µ. The solutions to the ‘homogeneous’ equation corre-
spond to a¯
(int)
1 = 0, and thus they do not deform the gauge transformations,
but only the interacting lagrangian at order one in the coupling constant.
The constant c1 appearing in (85) brings no contribution to the first-order
deformation and will be set zero in the sequel.
Next, we analyze the equation (93). There are two main types of solu-
tions to this equation. The first type, to be denoted by a¯
′(int)
0 , corresponds
to m¯(int)µ = 0 and is given by gauge-invariant, nonintegrated densities con-
structed out of the original fields and their spacetime derivatives, which,
according to (37), are of the form
a¯
′(int)
0 = a¯
′(int)
0 ([φ] , [Wµναβ ]) , (94)
up to the condition that they effectively describe cross-couplings between the
two types of fields and cannot be written in a divergence-like form. The sole
possibility that complies with all the hypotheses mentioned in the beginning
of this section is
a¯
′(int)
0 =
1
2
WµνρλWµνρλv (φ) , (95)
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where v (φ) is a smooth function of the undifferentiated scalar field. The
second kind of solutions, to be denoted by a¯
′′(int)
0 , is associated with m¯
(int)µ 6=
0 in (93), being understood that we discard the divergence-like quantities
and maintain the condition on the conservation of the number of derivatives
on each field. At this point it is useful to decompose the exterior derivative
along the gauge orbits γ like in [3]
γ = γ0 + γ1, (96)
where γ0 and γ1 act nontrivially only on the Weyl field through
γ0hµν = ∂(µην), γ1hµν = 2σµνξ. (97)
The grading associated with this splitting is the number of the ghosts ξ and of
their derivatives (γ1 increases this number by one unit, while γ0 does not af-
fect it). If one plugs this decomposition into the equation (93) corresponding
to m¯(int)µ 6= 0, it becomes equivalent to two equations, namely
γ0a¯
′′(int)
0 = ∂µm¯
(int)µ
0 , γ1a¯
′′(int)
0 = ∂µm¯
(int)µ
1 . (98)
As it is shown in Appendix A, the solution to the former equation in (98)
reads as
a¯
′′(int)
0 =
(
c1RµανβRµανβ + c2RµνRµν + c3R2
)
f¯ (φ) +Rf (φ) , (99)
with f (φ) and f¯ (φ) arbitrary, smooth functions of the undifferentiated scalar
field, while c1, c2, and c3 are some arbitrary, real constants. Inserting (99)
into the latter equation from (98), we obtain that
−f¯ (φ) [4 (2c1 + c2)Rµν∂µ∂νξ + 2 (c2 + 6c3)Rξ]−
−6f (φ)ξ = ∂µm¯(int)µ1 . (100)
The left-hand side of (100) reduces to a divergence if
c1 = c2 = c3 = 0, f (φ) = constant. (101)
The relations (99) and (101) lead to an a¯
′′(int)
0 that cannot describe cross-
couplings, and consequently we must take3
a¯
′′(int)
0 = 0. (102)
3Apparently, a more general solution to the equation (100) would be c1 = − 12c2, c3 =
− 16c2, f (φ) = constant. However, this solution provides a vertex of the type (95), which
has already been considered.
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Finally, we focus on the solutions to the equation (49). As the scalar field
action from (1) has no nontrivial gauge invariance, it follows that a(φ) can
only reduce to its component of antighost number zero
a(φ) ≡ a¯(φ) = a¯(φ)0 ([φ]) , (103)
which is automatically solution to the equation sa¯(φ) ≡ γa¯(φ)0 = 0. It comes
from a¯
(φ)
1 = 0 and does not deform the gauge transformations (7), but merely
modifies the scalar field action. The hypothesis on the conservation of the
number of derivatives on each field is translated at the level of a¯(φ) into
a¯
(φ)
0 = J (φ) (∂µφ) (∂
µφ) (∂ρφ) ∂
ρφ+ F (φ) (∂ρφ) ∂
ρφ+G (φ) , (104)
where J (φ), F (φ) and G (φ) are some arbitrary functions of the undifferenti-
ated scalar field. We can summarize the above results by concluding that the
‘interacting’ part of the first-order deformation of the solution to the master
equation can be written as
S
(int)
1 =
∫
d4x
{
φ∗
[
k¯ξ + k (φξ − (∂µφ) ηµ)
]− k¯φσµνKµν−
−k
2
[
φ2σµνKµν − hµν
(
(∂µφ) ∂νφ− 1
2
σµν (∂ρφ) ∂ρφ
)]
+
+
1
2
WµνρλWµνρλv (φ) + J (φ) (∂µφ) (∂µφ) (∂ρφ) ∂ρφ+
+F (φ) (∂ρφ) ∂
ρφ+G (φ)} . (105)
4.3 Second-order deformation
So far we have seen that the first-order deformation can be written like the
sum between the first-order deformation for the Weyl theory S
(W)
1 (exposed
in [3]) and the interacting part S
(int)
1 , given in (105).
In this section we investigate the consistency of the first-order deforma-
tion, described by the equation (27). Along the same line as before, we can
write the second-order deformation like the sum between the Weyl contribu-
tion and the interacting part
S2 = S
(W)
2 + S
(int)
2 . (106)
The piece S
(W)
2 can be deduced from [3], while S
(int)
2 must satisfy the equation
1
2
(S1, S1)
(int) + sS
(int)
2 = 0, (107)
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where
(S1, S1)
(int) =
(
S
(int)
1 , S
(int)
1
)
+ 2
(
S
(W)
1 , S
(int)
1
)
. (108)
If we denote by Λ(int) and b(int) the nonintegrated densities of the functionals
(S1, S1)
(int) and respectively S
(int)
2 , the local form of (107) becomes
Λ(int) = −2sb(int) + ∂µnµ, (109)
with
gh
(
Λ(int)
)
= 1, gh
(
b(int)
)
= 0, gh (nµ) = 1, (110)
for some local currents nµ. Direct computation shows that Λ(int) decomposes
like
Λ(int) = Λ
(int)
0 + Λ
(int)
1 , agh
(
Λ
(int)
I
)
= I, I = 0, 1, (111)
with
Λ
(int)
1 = −2 (1 + k)
[(
k¯φ∗ + kφ∗φ
)
ηµ∂µξ + kφ
∗ (∂µφ) ηµξ+
+
k
2
φ∗ (∂µφ) ην∂[µην]
]
+ γ
(
k2φ∗ (∂µφ) ηνhµν
)
, (112)
and
Λ
(int)
0 = −2
[
k¯
(
k¯ + 2kφ
)
+ k2φ2
]Kξ + 2k(hµν − 1
2
σµνh
)
×
×{k¯ (∂µφ) ∂νξ + k [(∂µφ) ∂ν (φξ)− (∂µφ) ∂ν ((∂ρφ) ηρ)]}+
+2k
(
k¯ + kφ
)K (∂ρφ) ηρ + k
[
(∂µφ) ∂νφ− 1
2
σµν (∂ρφ) ∂ρφ
]
×
× (−ηλ∂µhνλ + ηλ∂λhµν + 2ξhµν + hλµ∂νηλ)+
+
1
6
(
2k¯ + kφ
)
φ (∂µ∂ν − σµν)×
× (ηλ∂µhνλ − ηλ∂λhµν − 2ξhµν − hλµ∂νηλ)+
+2k¯
[(
dF
dφ
(∂ρφ) ∂
ρφ+
dG
dφ
)
ξ + 2F (∂ρφ) ∂
ρξ
]
+
+2k
[(
dF
dφ
(∂ρφ) ∂
ρφ+
dG
dφ
)
(φξ − (∂µφ) ηµ)+
+2F (∂ρφ) ∂
ρ (φξ − (∂µφ) ηµ)] +
21
+2 [(∂µφ) (∂
µφ)]2 ξ
[
k
(
dJ (φ)
dφ
φ+ 4J (φ)
)
+ k¯
dJ (φ)
dφ
]
+
+8 (∂µφ) (∂
µφ) (∂νφ) (∂
νξ)J (φ)
(
k¯ + kφ
)
+
+γ
[(
−1
2
WµνρλWµνρλh+ 4Wµανβσρλ
(1)
Γ ρµν
(1)
Γ λαβ
)
v (φ)+
+8
(
WµανβhµνKαβ + 1
2
WµανβWµρνβhρα
)
v (φ) +
+kJ (φ) (∂ρφ) (∂
ρφ) (∂µφ) (∂νφ) (σ
µνh− 4hµν)] +
+WµανβWµανβ
(
k¯ + kφ
) dv (φ)
dφ
ξ −
− (k + 1)
(
WµανβWµανβ dv (φ)
dφ
∂ρφ
)
ηρ, (113)
where
(1)
Γ µνρ=
1
2
(∂νhρµ + ∂ρhνµ − ∂µhνρ) . (114)
Since the first-order deformation in the interacting sector starts in antighost
number one, we can take, without loss of generality, the corresponding second-
order deformation to start in antighost number two
b(int) = b
(int)
0 + b
(int)
1 + b
(int)
2 , agh
(
b
(int)
I
)
= I, I = 0, 1, 2,(115)
nµ = nµ0 + n
µ
1 + n
µ
2 , agh (n
µ
I ) = I, I = 0, 1, 2. (116)
By projecting the equation (109) on various antighost numbers, we infer the
following tower:
γb
(int)
2 = ∂µ
(
1
2
nµ2
)
, (117)
Λ
(int)
1 = −2
(
δb
(int)
2 + γb
(int)
1
)
+ ∂µn
µ
1 , (118)
Λ
(int)
0 = −2
(
δb
(int)
1 + γb
(int)
0
)
+ ∂µn
µ
0 . (119)
As argued in the subsection 4.1, the equation (117) can be always be replaced
with
γb
(int)
2 = 0. (120)
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If we make the notation
Γ = −2 (1 + k) [(k¯φ∗ + kφ∗φ) ηµ∂µξ + kφ∗ (∂µφ) ηµξ+
+
k
2
φ∗ (∂µφ) ην∂[µην]
]
, (121)
and inspect (112), it results that Λ
(int)
1 can be written like in (118) if
Γ = δψ + γΠ+ ∂µρ
µ, (122)
for some local nonintegrated quantities ψ, Π, and ρµ. By applying δ on (122),
we infer that
δΓ = γ (−δΠ) + ∂µ (δρµ) . (123)
Let us suppose that (123) holds. Acting now with δ on (121), we arrive at
δΓ = ∂µ
{
−2 (1 + k)
[
k¯
(
(∂µφ) ην − 1
2
φ∂[µην]
)
∂νξ+
+kφ
(
(∂µφ) ην − 1
4
φ∂[µην] +
1
2
φξσµν
)
∂νξ −
−kT µνηνξ − k
2
T µνηρ∂[νηρ]
]}
+
+γ
{
−2 (1 + k)
[
k¯ (∂µφ)
(
ηνKµν + 1
2
(∂νξ)hµν
)
−
− k¯
2
φ (∂µhµν − ∂νh) ∂νξ + kφ (∂µφ)
(
ηνKµν + 1
2
(∂νξ)hµν
)
+
+
k
2
φ2
(
ξK + 1
2
(∂µhµν − ∂νh) ∂νξ
)
−
−k
2
T µν (ξhµν + η
ρ∂ρhµν − ηρ∂µhνρ) +
+
k
4
(∂µφ) (∂ρφ)h
ρν∂[µην]
]}
, (124)
where
T µν =
1
2
σµν (∂ρφ) (∂
ρφ)− (∂µφ) (∂νφ) (125)
is the stress-energy tensor of the scalar field. Due to the fact that neither of
ηµ, ∂[µην], ξ, and ∂µξ are δ-exact, the right-hand side of (124) can be written
like in the right-hand side of (123) if
φ = δΩ, (126)
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for some local Ω. Indeed, if Ω were nonlocal, then (123)–(124) would imply
that δΠ is also nonlocal. It is clear that the non-locality of δΠ yields the
same with respect to Π. In this setting, from (112), (118), and (121)–(122)
we get that
b
(int)
1 = −
1
2
(
k2φ∗ (∂µφ) ηνhµν +Π
)
, (127)
which indicates that the second-order deformation would contain a nonlocal
term, and thus contradicts the hypothesis on the locality of the deformations.
We observe that the requirement on Ω to be a local function is a direct
consequence of the required locality of the interactions. On behalf of the
second relation in (15) and the last equation from (90) we find that φ is
δ-exact
φ = δ
(
1

φ∗
)
, (128)
but only in the space of nonlocal nonintegrated densities. As a consequence,
the equation (126) cannot take place in the space of local nonintegrated
densities, where the admitted deformations belong. This further yields that
neither (122) can hold in this space. So, Γ of the form (121) must be made
to vanish, which happens if
k¯ (1 + k) = 0, k (1 + k) = 0. (129)
The nontrivial solution to (129) reads as
k = −1, (130)
and k¯ remains an arbitrary real constant. Replacing (130) in (112), and then
in (118), we infer that
b
(int)
2 = 0, (131)
b
(int)
1 = −
1
2
φ∗ (∂µφ) ηνhµν . (132)
Inserting now (130) in (113), we obtain
Λ
(int)
0 + 2δb
(int)
1 = γ
{
−1
8
(
h2 − 2hµνhµν
)
(∂ρφ) ∂
ρφ−
−
(
hµρh
ρ
ν −
1
2
hhµν
)
(∂νφ) ∂µφ+
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+φ2
[
1
3
Rµνhµν − 1
2
Kh+ 1
6
σµµ1σνν1σρρ1×
×
(
(1)
Γ µνν1
(1)
Γ µ1ρρ1 −
(1)
Γ µνρ
(1)
Γ µ1ν1ρ1
)]
−
−k¯φ
[
2
3
Rµνhµν −Kh− 1
6
σµµ1σνν1σρρ1×
×
(
(1)
Γ µνρ
(1)
Γ µ1ν1ρ1 −2
(1)
Γ µνν1
(1)
Γ µ1ρρ1
)
+
+
(
−1
2
WµνρλWµνρλh + 4Wµανβσρλ
(1)
Γ ρµν
(1)
Γ λαβ +
+8
(
WµανβhµνKαβ + 1
2
WµανβWµρνβhρα
))
v (φ)
]
−
−Gh− F (φ2K + 2T µνhµν)−
−J (φ) (∂ρφ) (∂ρφ) (∂µφ) (∂νφ) (σµνh− 4hµν)}+
+2k¯
[(
−k¯K + dF
dφ
(∂ρφ) ∂
ρφ+
dG
dφ
)
ξ+
+2F (∂ρφ) ∂
ρξ]− 2
(
dG
dφ
φ− 4G
)
ξ +
+ (∂µF )
[
2φ2∂µξ − ξ∂µ (φ2)]+
+WµανβWµανβ
(
k¯ − φ) dv (φ)
dφ
ξ +
+2 [(∂µφ) (∂
µφ)]2 ξ
[
−
(
dJ (φ)
dφ
φ+ 4J (φ)
)
+ k¯
dJ (φ)
dφ
]
+
+8 (∂µφ) (∂
µφ) (∂νφ) (∂
νξ)J (φ)
(
k¯ − φ)+ ∂µnµ0 . (133)
By comparing (133) with (119), we remark that the consistency of the first-
order deformation requires that
Θ = 2k¯
{[
−k¯K + dF
dφ
(∂ρφ) ∂
ρφ+
dG
dφ
]
ξ + 2F (∂ρφ) ∂
ρξ
}
−
−2
(
dG
dφ
φ− 4G
)
ξ + (∂µF )
[
2φ2∂µξ − ξ∂µ (φ2)]+
+WµανβWµανβ
(
k¯ − φ) dv (φ)
dφ
ξ +
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+2 [(∂µφ) (∂
µφ)]2 ξ
[
−
(
dJ (φ)
dφ
φ+ 4J (φ)
)
+ k¯
dJ (φ)
dφ
]
+
+8 (∂µφ) (∂
µφ) (∂νφ) (∂
νξ)J (φ)
(
k¯ − φ) , (134)
must be of the form
Θ = γθ + ∂µχ
µ, (135)
for some local θ and χµ. Assume that (135) is satisfied. Acting with γ on it,
it follows that
γΘ = ∂µ (γχ
µ) . (136)
Using (134), by direct computation we get that
γΘ = ∂µ
(
2k¯2ξ∂µξ
)
. (137)
By means of (136)–(137), we arrive at
2k¯2ξ∂µξ = γχµ + ∂νλ
νµ, (138)
with λνµ some antisymmetric, but otherwise arbitrary functions
λνµ = −λµν . (139)
The relation (138) expresses the compatibility between the equations (136)
and (137). On behalf of
ξ = γ
(
1
8
h
)
− 1
4
∂νην , (140)
we determine
2ξ∂µξ = γ
[
−1
2
(
1
2
h∂µξ + ηνKµν
)]
+
+∂ν
(
−1
4
η[ν ∂ µ]ξ
)
+ ∂ν
(
−1
4
η(ν ∂ µ)ξ
)
. (141)
The presence of the term ∂ν
(−1
4
η(ν ∂ µ)ξ
)
in the right-hand side of (141)
indicates that the equations (136) and (137) are compatible if
k¯ = 0. (142)
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Taking into account the formula (142), we conclude that the first-order de-
formation is consistent if
Θ′ = −2
(
dG
dφ
φ− 4G
)
ξ + (∂µF )
[
2φ2∂µξ − ξ∂µ (φ2)]−
−2 [(∂µφ) (∂µφ)]2
(
dJ (φ)
dφ
φ+ 4J (φ)
)
ξ −
−8 (∂µφ) (∂µφ) (∂νφ) (∂νξ)φJ (φ)−
−φWµανβWµανβ dv (φ)
dφ
ξ, (143)
can be written as
Θ′ = γθ′ + ∂µχ
′µ, (144)
for some local θ′ and χ′µ. Using again (140), after some computation we find
that Θ′ may be expressed in the form (144) if
∂µF = 0,
dv (φ)
dφ
= 0,
dG
dφ
φ− 4G = C¯, (145)
J (φ) = 0, (146)
with C¯ a real constant. The equations (145) provide the solutions
F (φ) = C1, v (φ) = C2, G (φ) = κφ
4 − 1
4
C¯, (147)
with κ, C1, and C2 some real constants. The first solution (147) is not
interesting here since, in agreement with (104), it gives a term proportional
with the free scalar field lagrangian at the level of the first-order deformation,
which is trivial
C1 (∂ρφ) ∂
ρφ = ∂ρ (C1φ∂
ρφ) + s (−C1φφ∗) , (148)
so we can take
F (φ) = 0. (149)
The second solution from (147) leads, via (95), to
a¯
′(int)
0 =
1
2
C2WµνρλWµνρλ. (150)
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We observe that a¯
′(int)
0 like in (150) does not describe the interaction between
the scalar field and the Weyl graviton, so we can choose C2 = 0 and obtain
v (φ) = 0, (151)
and
a¯
′(int)
0 = 0. (152)
The third solution from (147) can be written as G (φ) = κφ4 − ∂µ
(
1
16
C¯xµ
)
.
Since a¯
(φ)
0 given in (104) is defined up to a total divergence, we can set,
without loss of generality, C¯ = 0, so we get
G (φ) = κφ4. (153)
Plugging (142), (146), (149), (151), and (153) into (133), we infer that
b
(int)
0 =
1
16
(
h2 − 2hµνhµν
)
(∂ρφ) (∂
ρφ) +
+
1
2
(
hµρh
ρ
ν −
1
2
hhµν
)
(∂µφ) (∂νφ)−
−1
2
φ2
(
1
3
Rµνhµν − 1
2
Kh
)
− 1
12
φ2σµµ1σνν1σρρ1 ×
×
(
(1)
Γ µνν1
(1)
Γ µ1ρρ1 −
(1)
Γ µνρ
(1)
Γ µ1ν1ρ1
)
+
1
2
κhφ4. (154)
The formulas (131), (132), and (154) offer us the complete form of the inter-
acting part from the second-order deformation of the solution to the master
equation, S
(int)
2 . Meanwhile, with the help of the relations (130), (142), (146),
(149), (151), and (153) replaced in (105), we also gain the final form of the
first-order deformation
S
(int)
1 =
∫
d4x
{
−φ∗ [φξ − (∂µφ) ηµ] + φ
2
2
σµνKµν−
−1
2
hµν
[
(∂µφ) ∂νφ− 1
2
σµν (∂ρφ) ∂ρφ
]
+ κφ4
}
. (155)
In this manner, so far we have completely determined both the first- and
second-order deformations.
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5 Interacting theory
In order to identify the interacting theory, we start from the decomposition
of gµν like
gµν = σµν + λhµν . (156)
Then, the inverse of gµν , to be denoted by g
µν (gµνg
νρ = δ ρµ ), starts like
gµν =
(0)
g
µν
+λ
(1)
g
µν
+λ2
(2)
g
µν
+ · · · = σµν − λhµν + λ2hµρhρν + · · · . (157)
Based on the relations (156)–(157), we obtain that the expansions of the
scalar curvature and
√−g begin like
R = λ
(1)
R +λ
2
(2)
R + · · · = λR− λ2 [2hµνRµν+
+σρλσµασνβ
(
(1)
Γ ρµα
(1)
Γ λβν −
(1)
Γ ρµβ
(1)
Γ λαν
)]
+ · · · , (158)
√−g =
√
− det (gµν) =
(0)√−g +
(1)
λ
√−g +λ2
(2)√−g + · · · =
= 1 +
λ
2
h+
λ2
8
(
h2 − 2hµνhµν
)
+ · · · . (159)
The piece of antighost number zero in S
(int)
1 is nothing but the interacting
lagrangian at order one in the coupling constant
L(int)1 = a(int)0 + a(φ)0 =
1
12
φ2R− 1
2
(
hµν − 1
4
hσµν
)
(∂µφ) ∂νφ+ κφ
4, (160)
which, according to (157)–(159), can be put in the form
L(int)1 =
1
12
φ2
(0)√−g
(1)
R +
1
2
(
(0)√−g(1)g
µν
+
(1)√−g(0)g
µν
)
(∂µφ) ∂νφ+
(0)√−g κφ4.
(161)
Along the same line, the term of antighost number zero in S
(int)
2 produces
the cross-coupling lagrangian at order two as
L(int)2 = b(int)0 =
1
2
[
hµρh νρ −
1
2
hhµν +
1
8
(
h2 − 2hαβhαβ
)
σµν
]
×
× (∂µφ) ∂νφ+ 1
12
φ2
[
1
2
hR− 2Rµνhµν − σµµ1σνν1σρρ1×
×
(
(1)
Γ µνν1
(1)
Γµ1ρρ1 −
(1)
Γ µνρ
(1)
Γ µ1ν1ρ1
)]
+
1
2
hκφ4. (162)
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Using again (157)–(159), we have that
L(int)2 =
1
2
(
(0)√−g(2)g
µν
+
(1)√−g(1)g
µν
+
(2)√−g(0)g
µν
)
(∂µφ) ∂νφ+
+
1
12
φ2
(
(1)√−g
(1)
R +
(0)√−g
(2)
R
)
(1)
+
√−g κφ4. (163)
Taking into account (161) and (163), as well as the expansions
√−ggµν = (√−ggµν)(0) + λ (√−ggµν)(1) + λ2 (√−ggµν)(2) + · · · =
(0)
=
√−g(0)g
µν
+λ
(
(0)√−g(1)g
µν
+
(1)√−g(0)g
µν
)
+
+λ2
(
(0)√−g(2)g
µν
+
(1)√−g(1)g
µν
+
(2)√−g(0)g
µν
)
+ · · · , (164)
√−gR = λ (√−gR)(1) + λ2 (√−gR)(2) + · · · =
= λ
(0)√−g
(1)
R +λ
2
(
(0)√−g
(2)
R +
(1)√−g
(1)
R
)
+ · · · , (165)
we finally find that
L(φ)0 + λL(int)1 + λ2L(int)2 + · · · =
=
((√−ggµν)(0) + λ (√−ggµν)(1) + λ2 (√−ggµν)(2) + · · ·)×
× (∂µφ) ∂νφ+ 1
12
φ2
(
λ
(√−gR)(1) + λ2 (√−gR)(2) + · · ·)+
+λ
(
(0)√−g +
(1)
λ
√−g + · · ·
)
κφ4. (166)
The formula (166) shows us that L(φ)0 + λL(int)1 + λ2L(int)2 + · · · comes from
the expansion of the fully deformed lagrangian
L(int) = √−g
{
1
2
[
gµν (∂µφ) ∂νφ+
1
6
φ2R
]
+ λκφ4
}
. (167)
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The elements from the deformed solution to the master equation that are
linear in the antifield of the scalar field furnish the deformed gauge transfor-
mation of this field like
δǫφ = λ [(∂µφ) ǫ
µ − φǫ]− 1
2
λ2 (∂µφ) ǫ
νh µν + · · · =
= λ
(1)
δ ǫ φ+ λ
2
(2)
δ ǫ φ+ · · · . (168)
The first two orders from the above gauge transformation can be put in the
form
(1)
δ ǫ φ = (∂µφ)
(0)
ǫ¯
µ
−φǫ, (169)
(2)
δ ǫ φ = (∂µφ)
(1)
ǫ¯
µ
, (170)
where
(0)
ǫ¯
µ
= ǫµ = ǫaδ µa , (171)
(1)
ǫ¯
µ
= −1
2
ǫah µa . (172)
Thus, the gauge transformation of the scalar field is expressed as
δǫφ = λ
[
(∂µφ)
(
(0)
ǫ¯
µ
+λ
(1)
ǫ¯
µ
+ · · ·
)
− φǫ
]
. (173)
The last formula emphasizes that the gauge transformation (173) comes from
the perturbative expansion of the fully deformed one
δǫφ = λ [(∂µφ) ǫ¯
µ − φǫ] , (174)
where the gauge parameters ǫ¯µ are given by
ǫ¯µ =
(
δ µa −
λ
2
h µa + · · ·
)
ǫa = e µa ǫ
a, (175)
with e µa the vierbein field. The conclusion of this section is that the inter-
actions between a single Weyl graviton and a real scalar field are described
by the coupled lagrangian (167), while the scalar field is endowed with the
gauge symmetry (174).
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6 Impossibility of cross-couplings between dif-
ferent Weyl gravitons via a scalar field
Now, we start from the action
SL0
[
hAµν , φ
]
=
1
2
∫
d4x
[
µABWAµναβWBµναβ + (∂µφ) (∂µφ)−m2φ2
]
, (176)
where µAB are some constants and WAµναβ is the linearized Weyl tensor in
four spacetime dimensions corresponding to the field hAµν from the collection,
with A = 1, 2, · · · , n. The gauge transformations of the action (176) are given
by
δǫh
A
µν = ∂(µǫ
A
ν) + 2σµνǫ
A, δǫφ = 0. (177)
In this section, under the hypotheses of locality, smoothness of the interac-
tions in the coupling constant, Poincare´ invariance, (background) Lorentz
invariance, and the preservation of the number of derivatives on each field,
together with the supplementary assumption that the internal metric µAB
defined by the sum of Weyl lagrangians is positively defined, we prove that
there are no indirect cross-couplings between different Weyl gravitons in the
presence of a scalar field. The assumption that µAB is positively defined was
employed in [3] in order to prove that there are no direct cross-couplings
among different Weyl gravitons. In the case of Weyl gravity, there is no
strong reason for taking the internal metric to be positively defined. How-
ever, we work under this presumption, for a proper comparison of our results
to those from [3]. This assumption allows us to normalize the metric such
that µAB = δAB. From now on we will use everywhere in the paper the latter
form of the internal metric.
The fields/ghosts and antifields from the BRST complex are denoted by
Φa0 =
(
hAµν , φ
)
, ηa1 =
(
ηAµ , ξ
A
)
, (178)
Φ∗a0 = (h
∗µν
A , φ
∗) , η∗a1 = (η
∗µ
A , ξ
∗
A) . (179)
The BRST differential splits like in (8), while the actions of δ and γ on the
generators from the BRST complex are given by
δh∗µνA = 2∂α∂βWµανβA , δφ∗µ =
(
+m2
)
φ, (180)
δη∗µA = −2∂νh∗µνA , δξ∗A = 2h∗A, (181)
δΦa0 = 0, δηa1 = 0, (182)
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γΦ∗a0 = 0, γη
∗
a1
= 0, (183)
γhAµν = ∂(µη
A
ν) + 2σµνξ
A, γφ = 0, (184)
γηAµ = 0, γξ
A = 0. (185)
The notation h∗A signifies the trace of h
∗µν
A , h
∗
A = σµνh
∗µν
A . The solution to
the master equation reads as
S¯ = SL0
[
hAµν , φ
]
+
∫
d4x h∗µνA
(
∂(µη
A
ν) + 2σµνξ
A
)
. (186)
The first-order deformation of the solution to the master equation can be
decomposed, like in the case of a single Weyl graviton, into
α = α(W) + α(int) + α(φ), (187)
where α(W) splits like [3]
α(W) = α
(W)
2 + α
(W)
1 + α
(W)
0 , (188)
with
α
(W)
2 = C
A
BC
(
η∗µA
(
1
2
ηBν∂[µη
C
ν] + η
B
µ ξ
C
)
− ξ∗AηBµ ∂µξC
)
. (189)
In formula (189) the coefficients CABC are some constants. The consistency of
α
(W)
2 in antighost number one requires the symmetry of the above coefficients
in their lower indices4
CABC = C
A
CB. (190)
Taking into consideration the relation (190), we infer α
(W)
1 in the form
α
(W)
1 =
1
2
h∗µνA C
A
BC
[−ηBρ (∂(µhCν)ρ − 2∂ρhCµν)+ 4hBµνξC + hBρ(µ∂ν)ηCρ] . (191)
In order to obtain a consistent α
(W)
0 from this α
(W)
1 , it follows that the con-
stants CABC are further subject to the relations [3]
5
CABC =
1
3
C(ABC), (192)
4The piece (189) differs from that used in [3] through a γ-exact term, which does not
change the condition (190).
5The piece (191) differs from that given in [3] through a δ-exact term, which does not
affect (192).
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where, by definition, CABC = δADC
D
BC . With (192) at hand, we find that the
resulting α
(W)
0 reads as in [3] (where this component is denoted by a0 and
CABC by aabc).
Acting in the same manner like in subsection 4.2, we find that α(int) =
α
(int)
1 + α
(int)
0 , with
α
(int)
1 = k¯Aφ
∗ξA + kAφ
∗
[
φξA − (∂µφ) ηAµ
]
, (193)
α
(int)
0 = −k¯AφσµνKAµν −
1
2
kAφ
2σµνKAµν +
+
1
2
kAh
A
µν
[
(∂µφ) ∂νφ− 1
2
σµν (∂ρφ) ∂ρφ
]
+
+
1
2
WAµνρλWµνρλA v (φ) , (194)
where kA and k¯A are arbitrary real constants. The deformations (193)–(194)
correspond to the situation where m2 = 0. Meanwhile, we get in a direct
way that
α(φ) = a
(φ)
0 , (195)
where a
(φ)
0 is given in (104).
Next, we investigate the consistency of the first-order deformation. In
view of this, it is useful to make the following notations:
Sˆ
(W)
1 =
∫
d4xα(W), (196)
Sˆ
(int)
1 =
∫
d4x
(
α(int) + α(φ)
)
, (197)
Sˆ1 = Sˆ
(W)
1 + Sˆ
(int)
1 . (198)
By expressing the second-order deformation under the form
Sˆ2 = Sˆ
(W)
2 + Sˆ
(int)
2 , (199)
we observe that the equation(
Sˆ1, Sˆ1
)
+ 2sSˆ2 = 0, (200)
34
controlling the second-order deformation, equivalently splits into(
Sˆ
(W)
1 , Sˆ
(W)
1
)
+ 2sSˆ
(W)
2 = 0, (201)
2
(
Sˆ
(W)
1 , Sˆ
(int)
1
)
+
(
Sˆ
(int)
1 , Sˆ
(int)
1
)
+ 2sSˆ
(int)
2 = 0. (202)
The equation (201) emphasizes that the constants CABC must satisfy the con-
ditions [3]
CDA[BC
E
C]D = 0, (203)
so they are the structure constants of a finite-dimensional, commutative,
symmetric, and associative real algebra A. As it has been shown in [14], such
an algebra displays a trivial structure, in the sense that it can be written like
a direct sum of some one-dimensional ideals. Consequently, we deduce that
CABC = 0 if B 6= C, or A 6= C, or A 6= B. (204)
The last formula actually implies that only the constants CAAA may be non-
vanishing.
In the sequel we analyze the equation (202). If we denote by Λˆ(int)
and β(int) the nonintegrated densities of the functionals 2
(
Sˆ
(W)
1 , Sˆ
(int)
1
)
+(
Sˆ
(int)
1 , Sˆ
(int)
1
)
and respectively of Sˆ
(int)
2 , the local expression of the equation
(202) becomes
Λˆ(int) = −2sβ(int) + ∂µqµ, (205)
with
gh
(
Λˆ(int)
)
= 1, gh
(
β(int)
)
= 0, gh (qµ) = 1. (206)
In our case we obtain the following decomposition of Λˆ(int) with respect to
the antighost number:
Λˆ(int) = Λˆ
(int)
0 + Λˆ
(int)
1 , agh
(
Λˆ
(int)
I
)
= I, I = 0, 1, (207)
with
Λˆ
(int)
1 = −2
(
kAC
A
BC + kBkC
) [
φ∗φηBµ∂µξ
C + φ∗ (∂µφ) ηBµ ξ
C+
+
1
2
φ∗ (∂µφ) ηBν∂[µη
C
ν]
]
− (k¯AkB − k¯BkA)φ∗ξAξB −
−2 (k¯ACABC + kBk¯C)φ∗ηBµ ∂µξC +
+γ
[
kAkBφ
∗ (∂µφ) ηAνhBµν
]
, (208)
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Λˆ
(int)
0 = −2
(
k¯Ak¯B + kAkBφ
2
)KAξB + 2kA
(
hAµν −
1
2
σµνh
A
)
×
× [k¯B (∂µφ) ∂νξB + kB ((∂µφ) ∂ν (φξB)− (∂µφ) ∂ν (∂ρφηBρ ))]−
−2 (k¯AkB + kAk¯B)φKAξB + 2kB (k¯A + kAφ)KA (∂ρφ) ηBρ +
+kAC
A
BC
[
(∂µφ) ∂νφ− 1
2
σµν (∂ρφ) ∂ρφ
] (−ηBλ∂µhCνλ + ηBλ∂λhCµν+
+2ξBhCµν + h
B
λµ∂νη
Cλ
)
+
1
6
CABC
(
2k¯A + kAφ
)
φ (∂µ∂ν − σµν)×
× (ηBλ∂µhCνλ − ηBλ∂λhCµν − 2ξBhCµν − hBλµ∂νηCλ)+
+2k¯A
[(
dF
dφ
(∂ρφ) ∂
ρφ+
dG
dφ
)
ξA + 2F (φ) (∂ρφ) ∂
ρξA
]
+
+2kA
[(
dF
dφ
(∂ρφ) ∂
ρφ+
dG
dφ
)(
φξA − (∂µφ) ηAµ
)
+
+2F (φ) (∂ρφ) ∂
ρ
(
φξA − (∂µφ) ηAµ
)]
+
+2 [(∂µφ) (∂
µφ)]2 ξA
[
kA
(
dJ (φ)
dφ
φ+ 4J (φ)
)
+ k¯A
dJ (φ)
dφ
]
+
+8 (∂µφ) (∂
µφ) (∂νφ)
(
∂νξA
)
J (φ)
(
k¯A + kAφ
)
+
+γ
[
WµανβA v (φ)CABC
(
8KBµνhCαβ + 4
(1)
Γ
B
ρµν
(1)
Γ
C
λαβ σ
ρλ+
+4WBµρνβhCρα −
1
2
WBµανβhC
)
+
+kAJ (φ) (∂ρφ) (∂
ρφ) (∂µφ) (∂νφ)
(
σµνhA − 4hAµν)]+
+WµανβA WAµανβ
dv (φ)
dφ
(
k¯B + kBφ
)
ξB −
−WµανβA WBµανβ
dv (φ)
dφ
(∂ρφ)
(
CABC + δ
A
BkC
)
ηCρ . (209)
The decomposition (207) implies that β(int) and qµ can be represented like
β(int) = β
(int)
0 + β
(int)
1 + β
(int)
2 , agh
(
β
(int)
I
)
= I, I = 0, 1, 2, (210)
qµ = qµ0 + q
µ
1 + q
µ
2 , agh (q
µ
I ) = I, I = 0, 1, 2. (211)
So, by projecting the equation (205) on various antighost numbers, we find
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the tower of equations
γβ
(int)
2 = ∂µ
(
1
2
qµ2
)
, (212)
Λˆ
(int)
1 = −2
(
δβ
(int)
2 + γβ
(int)
1
)
+ ∂µq
µ
1 , (213)
Λˆ
(int)
0 = −2
(
δβ
(int)
1 + γβ
(int)
0
)
+ ∂µq
µ
0 . (214)
The equation (212) can always be replaced, via some trivial redefinitions,
with
γβ
(int)
2 = 0. (215)
We notice that Λˆ
(int)
1 expressed by (208) can be written like in (213) if
Γ¯ = −2 (kACABC + kBkC) [φ∗φηBµ∂µξC + φ∗ (∂µφ) ηBµ ξC+
+
1
2
φ∗ (∂µφ) ηBν∂[µη
C
ν]
]
− (k¯AkB − k¯BkA)φ∗ξAξB −
−2 (k¯ACABC + kBk¯C)φ∗ηBµ ∂µξC (216)
takes the form
Γ¯ = δψ¯ + γΠ¯ + ∂µρ¯
µ, (217)
for some local ψ¯, Π¯, and ρ¯µ. Assuming that Γ¯ reads like in (217) and applying
δ on the last equation, we get
δΓ¯ = γ
(−δΠ¯)+ ∂µ (δρ¯µ) . (218)
From the expression of Γ¯, by direct computation, we arrive at
δΓ¯ = ∂µ
{− (k¯AkB − k¯BkA) ξA (ξB∂µφ− 2φ∂µξB)−
−2 (k¯ACABC + kBk¯C) [(∂µφ) ηBν ∂νξC + φξB∂µξC−
−1
2
σµρφ
(
∂[ρη
B
ν]
)
∂νξC
]
+
(
kAC
A
BC + kBkC
) [−2φ (∂µφ) ηBν∂νξC+
+φ2
(
1
2
σµρ
(
∂[ρη
B
λ]
)
∂λξC − ξB∂µξC
)
+
+2T µνηBν ξ
C + T µνηBρ∂[νη
C
ρ]
]}
+
+γ
{
2
(
k¯AkB − k¯BkA
)
φξAKB + 2 (k¯ACABC + kBk¯C)×
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×
[
φξBKC − 1
2
(∂µφ)hBµν∂
νξC − (∂µφ) ηBνKCµν+
+
1
2
φ
(
∂µhBµν − ∂νhB
)
∂νξC
]
+
(
kAC
A
BC + kBkC
)×
×
[
φ2
(
−ξBKC + 1
2
(
∂µhBµν − ∂νhB
)
∂νξC
)
− φ∂µφ (hBµν∂νξC+
+ηBνKCµν
)
+ T µν
(
hBµνξ
C − ηBρ (∂µhCνρ − ∂ρhCµν))−
−1
2
(∂µφ) (∂νφ)σρλhBµρ∂[νη
C
λ]
]}
. (219)
Since neither of ηAµ , ∂[µ η
A
ν], ξ
A, or ∂µξ
A are δ-exact objects, it results that the
right-hand side of (219) can be put in the form of the right-hand side of (218)
if the relation (126) is fulfilled in the space of local nonintegrated densities.
As it has been shown in the subsection 4.3, the relation (126) cannot hold in
this space, so Γ¯ must vanish
Γ¯ = 0. (220)
This takes place if the constants kA and k¯A are subject to the equations
k¯AkB − k¯BkA = 0, (221)
kAC
A
BC + kBkC = 0, (222)
k¯AC
A
BC + kBk¯C = 0. (223)
Let us analyze the conditions (221)–(223). The first one, (221), exhibits two
types of solutions, namely
k¯A = qkA, (224)
and respectively
kA = pk¯A, (225)
where p and q are some real numbers. Initially, we consider the solution
(224). If q 6= 0, then the equations (223)–(224) yield
k¯AC
A
BC +
1
q
k¯Bk¯C = 0. (226)
The relation (204), combined with (222)–(223) and (226), ensures that
kBkC = 0, kB k¯C = 0, k¯B k¯C = 0, if B 6= C. (227)
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Whenever the relations (227) hold, from (208), (213), and (220) it is easy to
see that
β
(int)
2 = 0, (228)
β
(int)
1 = −
1
2
kAkAφ
∗ (∂µφ) ηAνhAµν . (229)
Plugging (204) and (227) into (209), we find by direct calculation that
Λˆ
(int)
0 + 2δβ
(int)
1 = γ
{
kAkA
[
1
4
(∂ρφ) (∂
ρφ)
(
hAµνh
Aµν − 1
2
hAhA
)
−
− (∂µφ) (∂νφ)
(
σρλhAµρh
A
νλ −
1
2
hAhAµν
)
+
+
1
3
φ2
(
RAµνhAµν −
1
4
RAhA
)
−
−1
6
σµνσρλσαβφ2
(
(1)
Γ
A
µρα
(1)
Γ
A
νλβ −
(1)
Γ
A
µρλ
(1)
Γ
A
ναβ
)]
+
+kAk¯Aφ
[
2
3
(
RAµνhAµν −
1
4
RAhA
)
−
−1
3
σµνσρλσαβ
(
1
2
(1)
Γ
A
µρα
(1)
Γ
A
νλβ −
(1)
Γ
A
µρλ
(1)
Γ
A
ναβ
)]
+
+CAAAv (φ)WµανβA
(
8KAµνhAαβ + 4σρλ
(1)
Γ
A
ρµν
(1)
Γ
A
λαβ +
+4WAµρνβhAρα −
1
2
WAµανβhA
)
+ kA
[
G (φ)hA−
−2F (φ)
(
(∂µφ) ∂νφ− 1
2
σµν (∂ρφ) ∂
ρφ
)
hAµν +
+2F (φ)φ2KA]+ kAJ (φ) (∂ρφ) (∂ρφ) (∂µφ) (∂νφ) (σµνhA − 4hAµν)}+
+2
{[
−k¯Ak¯AKA + kA
(
dG (φ)
dφ
φ− 4G (φ)
)
+
+
(
dF (φ)
dφ
(∂ρφ) ∂ρφ+
1
2
WµανβB WBµανβ
dv (φ)
dφ
)(
k¯A + kAφ
)
+
+k¯A
dG (φ)
dφ
]
ξA + (∂ρφ)
(
2k¯AF (φ)− kAdF (φ)
dφ
φ2
)
∂ρξ
A −
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−1
2
WµανβA WAµανβ
dv (φ)
dφ
(∂ρφ)
(
CAAAη
A
ρ + kCη
C
ρ
)}
+
+2 [(∂µφ) (∂
µφ)]2 ξA
[
kA
(
dJ (φ)
dφ
φ+ 4J (φ)
)
+ k¯A
dJ (φ)
dφ
]
+
+8 (∂µφ) (∂
µφ) (∂νφ)
(
∂νξA
)
J (φ)
(
k¯A + kAφ
)
+ ∂µq
µ
0 . (230)
Comparing now (230) with (214), we observe that the consistency of the
first-order deformation requires that
Θˆ = 2
{[
−k¯Ak¯AKA + kA
(
dG (φ)
dφ
φ− 4G (φ)
)
+
+
(
dF (φ)
dφ
(∂ρφ) ∂ρφ+
1
2
WµανβB WBµανβ
dv (φ)
dφ
)(
k¯A + kAφ
)
+
+k¯A
dG (φ)
dφ
]
ξA + (∂ρφ)
(
2k¯AF (φ)− kAdF (φ)
dφ
φ2
)
∂ρξ
A −
−1
2
WµανβA WAµανβ
dv (φ)
dφ
(∂ρφ)
(
CAAAη
A
ρ + kCη
C
ρ
)}
+
+2 [(∂µφ) (∂
µφ)]2 ξA
[
kA
(
dJ (φ)
dφ
φ+ 4J (φ)
)
+ k¯A
dJ (φ)
dφ
]
+
+8 (∂µφ) (∂
µφ) (∂νφ)
(
∂νξA
)
J (φ)
(
k¯A + kAφ
)
. (231)
must be of the form
Θˆ = γθˆ + ∂µχˆ
µ, (232)
for some local θˆ and χˆµ. Assume that (232) holds. This implies the equation
γΘˆ = ∂µ (γχˆ
µ) . (233)
Acting with γ on the formula (231), we are led to
γΘˆ = ∂µ
(
2k¯Ak¯Aξ
A∂µξA
)
. (234)
Comparing (233) with (234), we get that
2k¯Ak¯Aξ
A∂µξA = γχˆµ + ∂ν λˆ
νµ, (235)
where λˆνµ = −λˆµν . The relation (235) indicates that the equations (233)
and (234) are compatible. On behalf of the formula (141) where we make
the changes
ξ → ξA, ην → ηAν , h→ hA, K → KA, (236)
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we find that the equations (233)–(234) are compatible if
k¯A = 0. (237)
Under these circumstances, the consistency of the first-order deformation
implies that the quantity
Θˆ′ = 2
{[
kA
(
dG (φ)
dφ
φ− 4G (φ)
)
+
+
(
dF (φ)
dφ
(∂ρφ) ∂ρφ+
1
2
WµανβB WBµανβ
dv (φ)
dφ
)
kAφ
]
ξA +
+ (∂ρφ)
(
2k¯AF (φ)− kAdF (φ)
dφ
φ2
)
∂ρξ
A −
−1
2
WµανβA WAµανβ
dv (φ)
dφ
(∂ρφ)
(
CAAAη
A
ρ + kCη
C
ρ
)}
+
+2kA [(∂µφ) (∂
µφ)]2 ξA
(
dJ (φ)
dφ
φ+ 4J (φ)
)
+
+8kA (∂µφ) (∂
µφ) (∂νφ)
(
∂νξA
)
φJ (φ) (238)
must read as
Θˆ′ = γθˆ′ + ∂µχˆ
′µ. (239)
Using again (140) adapted in agreement with (236), we infer that Θˆ′ given in
(238) may be expressed like in (239) if the functions J (φ), F (φ), v (φ), and
G (φ) read like in (146), (149), (151), and respectively (153). In this case it
follows that
Θˆ′ = 0, (240)
which further yields
β
(int)
0 = −
1
2
kAkA
[
1
4
(∂ρφ) (∂
ρφ)
(
hAµνh
Aµν − 1
2
hAhA
)
−
− (∂µφ) (∂νφ)
(
σρλhAµρh
A
νλ −
1
2
hAhAµν
)
+
+
1
3
φ2
(
RAµνhAµν −
1
4
RAhA
)
−
−1
6
σµνσρλσαβφ2
(
(1)
Γ
A
µρα
(1)
Γ
A
νλβ −
(1)
Γ
A
µρλ
(1)
Γ
A
ναβ
)]
−
−1
2
κkAφ
4hA. (241)
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If q = 0, from (224) we infer that k¯A = 0, such that the interaction terms
will be parametrized only by the constants kA. Consequently, the relations
(204) and (222) produce the equations
kBkC = 0 if B 6= C. (242)
In this situation we have that β
(int)
2 and β
(int)
1 are still expressed by the for-
mulas (228)–(229). By particularizing (230) to the case k¯A = 0, we find that
the consistency of the first-order deformation requires that Θˆ′ from (238)
must satisfy again the relation (239), so we obtain that β
(int)
0 still reads like
in (241). The relations (228)–(229) and (241) clearly emphasize that there
are no indirect couplings between different Weyl gravitons via a scalar field,
irrespective of the value of q. Consider now the solution (225). If p 6= 0, from
(204), (222)–(223), and (225), we obtain again the relations (227), which
automatically lead to the second-order deformation given by the formulas
(228)–(229) and (241). In consequence, in the case p 6= 0 there are no indi-
rect cross-couplings among different Weyl gravitons, so only the case p = 0
remains to be discussed below. If p = 0, then the equations (223) and (225)
take the form
k¯AC
A
BC = 0, (243)
and respectively
kA = 0. (244)
In this situation, with the help of (208) and (213), we deduce that
β
(int)
2 = 0, β
(int)
1 = 0. (245)
Inserting (243)–(244) in (209), we have that
Λˆ
(int)
0 = γ
[
CAAAv (φ)WµανβA
(
8KAµνhAαβ + 4σρλ
(1)
Γ
A
ρµν
(1)
Γ
A
λαβ +
+4WAµρνβhAρα −
1
2
WAµανβhA
)]
−
−2k¯A
{[
k¯BKB −
(
dF
dφ
(∂ρφ) ∂
ρφ+
dG
dφ
)]
ξA−
−2F (φ) (∂ρφ) ∂ρξA − 1
2
WµανβB WBµανβ
dv (φ)
dφ
ξA +
+8 (∂µφ) (∂
µφ) (∂νφ)
(
∂νξA
)
J (φ) +
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+2 [(∂µφ) (∂
µφ)]2 ξA
dJ (φ)
dφ
}
−
−WµανβA WAµανβ
dv (φ)
dφ
(∂ρφ)CAAAη
A
ρ (246)
Taking into account the second relation in (245), we observe that the equation
(214) requires that Λˆ
(int)
0 given by (246) should be γ-exact modulo d
Λˆ
(int)
0 = −2γβ(int)0 + ∂µqµ0 . (247)
This takes place if
ω = −2k¯A
{[
k¯BKB −
(
dF
dφ
(∂ρφ) ∂
ρφ+
dG
dφ
)]
ξA−
−2F (φ) (∂ρφ) ∂ρξA − 1
2
WµανβB WBµανβ
dv (φ)
dφ
ξA +
+8 (∂µφ) (∂
µφ) (∂νφ)
(
∂νξA
)
J (φ) +
+2 [(∂µφ) (∂
µφ)]2 ξA
dJ (φ)
dφ
}
−
−WµανβA WAµανβ
dv (φ)
dφ
(∂ρφ)CAAAη
A
ρ , (248)
allows to be put in the form
ω = γπ + ∂µq
µ
0 . (249)
Acting with γ on the last equation, we get that
γω = ∂µ (γq
µ
0 ) . (250)
Applying γ on (248), we infer that
γω = ∂µ
(
2k¯Ak¯Bξ
A∂µξB
)
. (251)
From (250) and (251) we arrive at
2k¯Ak¯Bξ
A∂µξB = γqµ0 + ∂νκ
νµ, (252)
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with κνµ = −κµν . The formula (252) states nothing but the compatibility
between (250) and (251). Simple computations lead to
2ξA∂µξB = γ
[
−1
2
(
1
2
hA∂µξB + ηAν KBµν
)]
+
+∂ν
(
−1
4
ηA[ν ∂ µ]ξB
)
+ ∂ν
(
−1
4
ηA(ν ∂ µ)ξB
)
. (253)
The presence of the term ∂ν
(−1
4
ηA(ν ∂ µ)ξB
)
in the right-hand side of (253)
indicates that the equations (250) and (251) are compatible if
k¯A = 0. (254)
Inserting (254) in (248), we find that Λˆ
(int)
0 can be expressed like in (247) if
the quantity
ω′ = −WµανβA WAµανβ
dv (φ)
dφ
(∂ρφ)CAAAη
A
ρ , (255)
is of the form
ω′ = γπ′ + ∂µq
µ
0 . (256)
It is clear that ω′ given in (255) cannot be written like in (256), so ω′ must
vanish. Its vanishing then implies that the function v (φ) must be constant.
Reprising the same arguments like in the subsection 4.3, we can take v (φ)
to vanish and thus (246) and (254) produce
β
(int)
0 = 0. (257)
Consequently, in the case p = 0 we have that
Sˆ
(int)
1 =
∫
d4x (J (φ) (∂µφ) (∂
µφ) (∂ρφ) ∂
ρφ+
+F (φ) (∂ρφ) ∂
ρφ+G (φ)) , (258)
and
Sˆ
(int)
2 = · · · = Sˆ(int)k = · · · = 0, (259)
where J (φ), F (φ) and G (φ) are now arbitrary functions of the undifferenti-
ated scalar field. It is simple to see that the term Sˆ
(int)
1 given in (258) does
not describe interactions between a scalar field and Weyl gravitons. Thus,
the case p = 0 corresponds to the more restrictive situation where there are
no interactions at all between the Weyl gravitons and the scalar field, and the
same holds for the indirect cross-couplings among different Weyl gravitons.
In conclusion, the result announced in the beginning of this section has
been completely proved.
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7 Conclusion
To conclude with, in this paper we have investigated the indirect couplings
between a collection of Weyl gravitons (described in the free limit by a sum of
linearized Weyl actions) in the presence of a scalar field by using the powerful
setting based on local BRST cohomology. Initially, we have obtained the
couplings between a single Weyl graviton and a scalar field, and then we have
proved, under the hypotheses of locality, smoothness of the interactions in
the coupling constant, Poincare´ invariance, (background) Lorentz invariance,
and the preservation of the number of derivatives on each field, together with
the supplementary assumption that the internal metric defined by the sum
of Weyl lagrangians is positively defined, that there are no consistent cross-
interactions among different Weyl gravitons in the presence of a scalar field.
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A Solution to the equation γ0a¯
′′(int)
0 = ∂µm¯
(int)µ
0
In order to solve the equation
γ0a¯
′′(int)
0 = ∂µm¯
(int)µ
0 , (260)
we start from the requirement that a¯
′′(int)
0 may contain at most four deriva-
tives. Then, a¯
′′(int)
0 can be decomposed like
a¯
′′(int)
0 = ω0 + ω1 + ω2 + ω3 + ω4, (261)
where (ωi)i=0,4 contains i derivatives. Since there is no Lorentz scalar that
can be constructed out of the first-order derivatives of the fields hµν and φ,
it results that
ω1 = 0, ω3 = 0. (262)
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Due to the different number of derivatives in the components ω0, ω2, and ω4,
the equation (260) leads to three independent equations
γ0ω0 = ∂µj
µ
0 , (263)
γ0ω2 = ∂µj
µ
2 , (264)
γ0ω4 = ∂µj
µ
4 . (265)
Since ω0 is derivative-free, it can be represented as
ω0 (φ, hµν) = f1 (φ) f2 (hµν) . (266)
Inserting (266) in (263), we obtain that
f1 (φ)
∂f2 (hµν)
∂hµν
∂(µην) = ∂µj
µ
0 . (267)
The left-hand side of the above relation can be written like a full divergence
if
∂µ
(
f1 (φ)
∂f2 (hµν)
∂hµν
)
= 0, (268)
which implies
f1 (φ)
∂f2 (hµν)
∂hµν
= cµν , (269)
with cµν some arbitrary, symmetric constants. The only constants with this
property are
cµν = cσµν , (270)
with c an arbitrary, real constant. Accordingly, the equation (269) leads to
f1 (φ) = c
′, f2 (hµν) = c
′′σµνhµν , (271)
with c′ and c′′ two constants related by c = c′c′′. The solution (271) provides
no interactions between the scalar field and the Weyl graviton, but merely
reduces to the cosmological term
ω0 (φ, hµν) = cσ
µνhµν , (272)
so we can set c = 0, and thus ω0 (φ, hµν) = 0. Let us analyze now the
equation (264). If we use the notation
Dµν =
δω2
δhµν
, (273)
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then we get that
γ0ω2 = −2 (∂µDµν) ην + ∂µuµ, (274)
with uµ a local current. The relation (274) expresses the fact that ω2 is
solution to (264) if
∂µD
µν = 0. (275)
The solution to the last equation reads as
Dµν = ∂α∂βU
µανβ , (276)
where Uµανβ displays the symmetry properties of the Riemann tensor and
involves only the undifferentiated fields φ and hµν .
Let N be a derivation in the algebra of the fields hµν and of their deriva-
tives that counts the powers of the fields and their derivatives, defined by
N =
∑
k≥0
(∂µ1···µkhµν)
∂
∂ (∂µ1···µkhµν)
. (277)
Then, it is easy to see that for every nonintegrated density χ, we have that
Nχ = hµν
δχ
δhµν
+ ∂µs
µ, (278)
where δχ/δhµν denotes the variational derivative of χ. If χ
(l) is a homoge-
neous polynomial of order l > 0 in the fields and their derivatives, then
Nχ(l) = lχ(l). (279)
Using (273), (276), and (278), we find that
Nω2 = −1
2
RµανβUµανβ + ∂µvµ. (280)
We expand ω2 like
ω2 =
∑
l>0
ω
(l)
2 , (281)
where Nω
(l)
2 = lω
(l)
2 , such that
Nω2 =
∑
l>0
lω
(l)
2 . (282)
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Comparing (280) with (282), we reach the conclusion that the decomposition
(281) induces a similar decomposition with respect to Uµανβ , i.e.
Uµανβ =
∑
l>0
Uµανβ(l−1) . (283)
Substituting (283) into (280) and comparing the resulting expression with
(282), we obtain that
ω
(l)
2 = −
1
2l
RµανβUµανβ(l−1) + ∂µv¯µ(l). (284)
Introducing (284) in (281), we arrive at
ω2 = −1
2
RµανβU¯µανβ + ∂µv¯µ, (285)
where
U¯µανβ =
∑
l>0
1
l
Uµανβ(l−1) . (286)
On behalf of (285), we find that
γ0ω2 = ηλ∂ρ
(
Rµανβ ∂U¯
µανβ
∂hρλ
)
+ ∂µj
µ. (287)
The last relation shows that ω2 satisfies the equation (264) if
∂ρ
(
Rµανβ ∂U¯
µανβ
∂hρλ
)
= 0. (288)
Taking into account the fact that Rµανβ∂U¯µανβ/∂hρλ is symmetric with re-
spect to the indices ρ and λ and second-order in the derivatives, we obtain
that
Rµανβ ∂U¯
µανβ
∂hρλ
= ∂γ∂δV
ργλδ, (289)
where the functions V ργλδ exhibit the symmetry properties of the Riemann
tensor and depend only on the undifferentiated fields φ and hµν . By com-
puting the left-hand side of (289), we arrive at
Rµανβ ∂U¯
µανβ
∂hρλ
= ∂γ∂δ
(
2hαν
∂U¯γανδ
∂hρλ
)
− 1
2
∂2U¯µανβ
∂hρλ∂hγδ
×
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× (∂[νhβ][µ∂α]hγδ + ∂[µhα][ν∂β]hγδ−
−hν[µ∂α]∂βhγδ + hβ[µ∂α]∂νhγδ
)−
−1
2
∂2U¯µανβ
∂hρλ∂φ
(
∂[νhβ][µ∂α]φ+ ∂[µhα][ν∂β]φ−
−hν[µ∂α]∂βφ+ hβ[µ∂α]∂νφ
)−
−1
2
∂3U¯µανβ
∂hρλ∂hγδ∂hεω
hγδ,[νhβ][µ∂α]hεω −
−1
2
∂3U¯µανβ
∂hρλ∂φ∂φ
φ,[νhβ][µ∂α]φ− 1
2
∂3U¯µανβ
∂hρλ∂hγδ∂φ
×
× (hγδ,[νhβ][µ∂α]φ+ φ,[νhβ][µ∂α]hγδ) , (290)
where we made the notations
φ,ν = ∂νφ, hγδ,ν = ∂νhγδ. (291)
The right-hand side of (290) can be expressed like in the right-hand side of
(289) if
∂2U¯µανβ
∂hγδ∂hρλ
= 0,
∂2U¯µανβ
∂φ∂hρλ
= 0, (292)
whose general solution reads as
U¯µανβ = −σν[µσα]βf (φ) + c˜ (σν[µhα]β − σβ[µhα]ν − σν[µσα]βh) , (293)
with f (φ) an arbitrary, smooth function of the undifferentiated scalar field
and c˜ an arbitrary, real constant. Substituting (293) in (285), we deduce
that, up to a total derivative, ω2 can be written like
ω2 = Rf (φ)− 2c˜
(
Rµν − 1
2
σµνR
)
hµν . (294)
We remark that the terms proportional with c˜ from (294) are not interacting
terms, and therefore we will omit them by taking c˜ = 0, such that
ω2 = Rf (φ) . (295)
In the end we analyze the equation (265). By means of the notation
Eµν =
δω4
δhµν
, (296)
49
we find that
γ0ω4 = −2 (∂µEµν) ην + ∂µu¯µ, (297)
with u¯µ a local current. With the help of (297), we observe that ω4 satisfies
the equation (265) if
∂µE
µν = 0. (298)
The solution to the last equation reads as
Eµν = ∂α∂βH
µανβ, (299)
where Hµανβ depends on φ and hµν , exhibits the symmetries of the Riemann
tensor, and contains just two derivatives. Acting similarly to ω2, we arrive
at
ω4 = −1
2
RµανβH˜µανβ + ∂µu˜µ, (300)
where
H˜µανβ =
∑
l>0
1
l
Hµανβ(l−1) . (301)
It is clear that H˜µανβ presents the symmetry of the Riemann tensor and
includes only two derivatives. In order to preserve the differential order of
the scalar field equation, it results that H˜µανβ must be of the form
H˜µανβ = f¯ (φ) H¯µανβ , (302)
where H¯µανβ depends only on hµν , has the symmetry properties of the Rie-
mann tensor, and has precisely two derivatives. Substituting (302) into (300),
we deduce that
ω4 = −1
2
f¯ (φ)RµανβH¯µανβ + ∂µu˜µ. (303)
Acting with γ0 on (303), we obtain
γ0ω4 = η
ρ∂τ
[
f¯ (φ)Rµανβ ∂H¯
µανβ
∂hτρ
−
−∂λ
(
f¯ (φ)Rµανβ ∂H¯
µανβ
∂ (∂λhτρ)
)
+
+∂λ∂σ
(
f¯ (φ)Rµανβ ∂H¯
µανβ
∂ (∂λ∂σhτρ)
)]
+ ∂µj¯
µ. (304)
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The last formula shows that ω4 given in (303) satisfies the equation (265) if
∂τ
[
f¯ (φ)Rµανβ ∂H¯
µανβ
∂hτρ
− ∂λ
(
f¯ (φ)Rµανβ ∂H¯
µανβ
∂ (∂λhτρ)
)
+
+∂λ∂σ
(
f¯ (φ)Rµανβ ∂H¯
µανβ
∂ (∂λ∂σhτρ)
)]
= 0. (305)
The equation (305) further leads to
f¯ (φ)Rµανβ ∂H¯
µανβ
∂hτρ
− ∂λ
(
f¯ (φ)Rµανβ ∂H¯
µανβ
∂ (∂λhτρ)
)
+
+∂λ∂σ
(
f¯ (φ)Rµανβ ∂H¯
µανβ
∂ (∂λ∂σhτρ)
)
= ∂λ∂σV¯λτσρ, (306)
where V¯λτσρ depends on φ and hµν , presents the symmetry of Rλτσρ, and has
two derivatives. On the other hand, the most general form of H¯µανβ can be
represented like
H¯µανβ = aγδδ
′ξχχ′µανβ (hµν) (∂γhδδ′) ∂ξhχχ′ +
+bγδξξ
′µανβ (hµν) ∂γ∂δhξξ′, (307)
where the functions aγδδ
′ξχχ′µανβ (hµν) and b
γδξξ′µανβ (hµν) have appropriate
symmetry properties. Inserting (307) in (306), we infer that the left-hand
side of the latter reads as ∂λ∂σV¯λτσρ if
aγδδ
′ξχχ′µανβ (hµν) = 0, (308)
bγδξξ
′µανβ (hµν) = C
γδξξ′µανβ , (309)
where Cγδξξ
′µανβ are some constants, and, moreover, the quantity ∂H¯
µανβ
∂(∂λ∂σhτρ)
inherits the symmetries of Rλτσρ. Based on the last considerations, it is
simple to see that
H¯µανβ = c¯1Rµανβ + c¯2
(
σµνRαβ + σαβRµν − σανRµβ − σµβRαν)+
+c¯3
(
σµβσαν − σµνσαβ)R, (310)
where c¯1, c¯2, and c¯3 are some real constants. Replacing (310) in (303), we
get, up to a total derivative, that ω4 takes the form
ω4 =
(
c1RµανβRµανβ + c2RµνRµν + c3R2
)
f¯ (φ) , (311)
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with c1 = −12 c¯1, c2 = −2c¯2, and c3 = c¯3. By employing (295) and (311), we
then find that the solution to the equation (260) becomes
a¯
′′(int)
0 =
(
c1RµανβRµανβ + c2RµνRµν + c3R2
)
f¯ (φ) +Rf (φ) , (312)
as stated in the subsection 4.2.
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