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ON REES ALGEBRAS AND INVARIANTS FOR SINGULARITIES OVER
PERFECT FIELDS
A. BRAVO, M.L. GARCIA-ESCAMILLA, O.E. VILLAMAYOR U.
Abstract. The purpose of this paper is to show how Rees algebras can be applied in the study of
singularities embedded in smooth schemes over perfect fields. In particular, we will study situations
in which the multiplicity of a hypersurface is a multiple of the characteristic. As another application,
here we indicate how the use of these algebras has trivialized local-global questions in resolution of
singularities over fields of characteristic zero.
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Part 1. Introduction and statement of main results
Introduction
The purpose of this paper is twofold: on the one hand, we study some topics in commutative
algebra concerning Rees algebras, differential operators, and the theory of ideals on smooth schemes;
on the other, we show how these results can we applied to different problems in resolution of
singularities.
Rees algebras, differential operators and integral closure.
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When working on smooth schemes over a perfect field, the action of differential operators on ideals
leads to the definition of interesting invariants (see for instance the role of differential operators in
connection with test ideals in [3], see also [9, Remark 2.6] or [10]). In addition it is very frequent
to come up with information that does not distinguish between an ideal and its integral closure, an
issue that is quite natural to expect from the geometric point of view.
Here we will be concerned on certain properties of ideals that are preserved by integral closure,
and that are not affected by considering the action of differential operators (in some sense that will
be made precise along this manuscript). It is within this context that we find convenient to use
Rees algebras as a suitable tool to combine both aspects. Our results have applications in problems
that arise in resolution of singularities.
Problems in Resolution of singularities.
0.1. Problem 1. On the multiplicity of hypersurfaces.
Let V be a smooth scheme over a perfect field k. It is quite natural to address the resolution of
singularities of a hypersurface X ⊂ V by paying attention to its maximum multiplicity locus, say
MX ⊂ X. In fact, a key point in resolution over fields of characteristic zero, is the existence of
the so called hypersurfaces of maximal contact. This means that, locally, in a neighborhood of each
x ∈ MX , there is a smooth hypersurface containing MX . Moreover, this containment is preserved
by suitably chosen monoidal transformations until the maximum multiplicity drops. This allows us
to solve singularities by induction on the number of variables, since the original problem of lowering
the maximum multiplicity of X is equivalent to another that can be formulated on a smooth scheme
of lower dimension.
As an example, let V = Spec k[z, x], and consider the affine curve C := V (〈z2+x3〉). Its singular
locus is (0, 0), which is also a twofold point. It can be checked, that, if char(k) 6= 2, then {x = 0}
is a hypersurface of maximal contact. Here the problem of lowering the maximum multiplicity of C
is equivalent to that of lowering the maximum order of the ideal 〈x3〉 ⊂ k[x] below 2. We started
with a problem in two variables that, in fact, is equivalent to a problem in the affine line.
If char(k) = 2 we will show that the problem of lowering the maximum multiplicity of C cannot
be reformulated as an equivalent problem in one dimension less. Thus, the curve C is already a
counter-example to the possibility of using inductive arguments in positive characteristic, at least if
we intend to consider the multiplicity as the only invariant.
0.2. Problem 2. On constructive log-resolution of ideals.
Let V be a smooth scheme over a perfect field k, and let J ⊂ OV be a non-zero sheaf of ideals. A
log-resolution of J is a proper and birational morphism of smooth schemes, V
ρ←− V, so that JOV
is locally invertible, and supported on smooth hypersurfaces with normal crossings.
A constructive log-resolution of a sheaf of ideals J consists on the construction of a finite sequence
of blow ups at smooth centers,
V = V0 V1
ρ0oo . . .
ρ1oo Vn
ρn−1oo
J = J0 JOV1 . . . JOVn ,
(1)
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so that the total transform of J in Vn, say JOVn , is of the form
JOVn = I(H1)b1 · · · I(Hn)bn ,
where H1, . . . ,Hn ⊂ Vn are smooth hypersurfaces with normal crossings, and bi ∈ N for i = 1, . . . , n.
As an application, see [19] for a procedure to construct a resolution of singularities of variety X
embedded in a smooth scheme V over a field of characteristic zero, via the constructive log-resolution
of the ideal I(X) ⊂ OV .
Over fields of characteristic zero, constructive log-resolution is usually achieved by defining upper-
semi continuous functions mapping to some well ordered set (Λ,≥), say
fi : V (JOVi)→ (Λ,≥). (2)
These functions are so that if max fi denotes the maximum value of fi, then
Max fi := {x ∈ V (JOVi) : fi(x) = max fi}
is smooth, and determines the center of the monoidal transformation
Vi Vi+1.
ρioo
Moreover if a sequence like (1) is defined by blowing up at Max fi, for i = 0, 1, . . . , n− 1, then
max f0 > max f1 > . . . > max fn−1 > max fn.
Here fn being constant on V (JOVn) would mean that JOVn is locally invertible and supported on
smooth divisors with normal crossings. So, at each step of a resolution process, the functions fi
measure how far we are from achieving resolution.
The fi are usually referred to as resolution functions. They are traditionally constructed locally,
in a neighborhood of each point, by successive use of the so called Hironaka’s order function (see
0.3 below), and restriction to hypersurfaces of maximal contact. These are all arguments of local
nature, which indicate, locally, which is the center to be blown up. It is highly non-trivial to prove
that all these locally defined invariants patch so as to produce a global function, hereby providing
a (global) smooth center to blow up. This is usually usually refer to as the local-global problem in
resolution of singularities.
We will show, that the locally defined invariants from above, in fact globalize because there is a
canonical way to construct them.
0.3. The language of pairs.
In this paragraph we introduce the language of pairs. As we will see, Problems 1 and 2 have a
natural formulation in this context.
Let V be a smooth scheme over a perfect field k. A pair is given by a couple (J, b) where J is a
non-zero sheaf of ideals, and b is a non-negative integer. The singular locus of a pair is the closed
set
Sing(J, b) := {x ∈ V : νx(J) ≥ b}, (3a)
where νx(J) denotes the order of J in the regular local ring OV,x.
With this notation, Hironaka’s order function is defined as
ord(J,b) : Sing(J, b) −→ Q≥0
x 7−→ ord(J,b)(x) := νx(J)b .
(3b)
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A permissible center is a smooth closed subscheme Y ⊂ Sing(J, b). The transform of (J, b) after
blowing up at a permissible center Y ,
V V1
ρoo
is defined as a pair (J1, b) where
J1 := I(H1)
−bJOV1 (3c)
and I(H1) is the defining ideal of the exceptional divisor ρ
−1(Y ). Observe that pairs have an easy-
to-handle law of transformation under blow ups. A resolution of a pair is a finite sequence of blow
ups at permissible centers
V = V0 V1
ρ0oo . . .
ρ1oo Vn
ρn−1oo
(J, b) = (J0, b) (J1, b) . . . (Jn, b),
such that:
• Sing(Jn, b) = ∅, and
• the exceptional locus of the composition V ← Vn is a union of smooth hypersurfaces having
only normal crossings in Vn.
Regarding to Problem 0.1. With the same notation as in 0.1, observe that we can associate to
the maximum multiplicity locus of C the pair (〈z2 + x3〉, 2). Lowering the maximum multiplicity of
C amounts to resolving the pair (〈z2 + x3〉, 2). The question is: can be found another pair, in one
variable less, whose resolution induces a resolution of (〈z2 + x3〉, 2)?
Regarding to Problem 0.2. In characteristic zero, a constructive log-resolution of a sheaf of
ideals J can be achieved via constructive resolution of pairs. It is quite straightforward to observe
that a resolution of (J, 1) provides a log-resolution of J . But a priori it may not be clear why to care
about resolutions of pairs of the form (J, b) with b > 1, and this issue deserves some explanation.
Although a given log-resolution problem can be stated as the resolution of a pair of the form (J, 1),
the procedure followed in constructive resolution requires the use of some form of induction and
stratifying functions that immediately forces the appearance of pairs of more general form. These
are arguments of local nature, and it is not obvious, a priori, that they lead to the definition of
global invariants and resolution functions.
0.4. Local sequences and equivalence of pairs.
As indicated in 0.3, we can reformulate Problems 1 and 2 in terms of pairs. However, the
assignation of a pair to a given problem is not unique. To fix ideas, assume that B is a smooth
algebra of finite type over a perfect field k, and let J ⊂ B be an ideal. Let us consider two different
situations:
On the one hand, observe that a resolution of (J, 1) is also a resolution of (J2, 2). More generally,
if two pairs, (J, b) and (I, c) are such that the ideals Jc and Ib have the same integral closure, then
one expects that they will undergo the same resolution. It is not hard to see that both pairs have
the same singular locus: note that νx(J
c) = νx(I
b) for all x ∈ SpecB (this follows, for instance,
from [32, Proposition 6.8.10]). Hence Sing(J, b) = Sing(I, c). Also, a sequence of permissible
transformations for (J, b) is also permissible for (I, c), and a resolution of one of them induces a
resolution of the other (see 2.4 and 2.5).
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On the other hand, if DiffrB|k denotes the (locally free) B-module of k-linear differential operators
of order at most r, and if
J ⊂ DiffrB|k(J) := 〈D(f) : f ∈ J ;D ∈ DiffsB|k, s = 0, 1, . . . , r〉,
then one can check that
Sing(J, b) = Sing(Diff1B|k(J), b− 1) = . . . = Sing(Diffb−1B|k (J), 1).
As in the previous situation, a sequence of monoidal transformations is permissible for (J, b) if
and only if is also permissible for Sing(Diff iB|k(J), b − i) for i = 0, 1, . . . , b− 1 (see Section 4).
Thus, given a pair (J, b) we have seen how to find others that codify the same information from
the resolution point of view. The question is: is there an effective criterion to identify all pairs
with this property? This questions leads us to consider other morphisms, that also play a role in
resolution problems (in addition to the permissible monoidal transformations that we have already
defined).
If SpecB = V
ρ←− V is the constructive resolution of (J, b) obtained by the use of the resolution
functions from (2), and if ϕ : V→ V is a smooth morphism, then it is desirable that V← V×V be
also the constructive resolution of (ϕ∗(J), b) obtained via the same resolution functions (for instance,
passing to an open e´tale neighborhood of a point should not affect the output of our arguments).
This discussion leads us to the consideration of local sequences. A local sequence over V = SpecB
is a sequence of morphisms
V = V0 V1
π0oo . . .
π1oo Vm
πm−1oo (4)
where each Vi
πi←− Vi+1 is either the blow up at a smooth center or a smooth morphism. A local
sequence like (4) is (J, b)-local if whenever πi is a monoidal transformation with smooth center Yi,
then Yi ⊂ Sing(Ji, b), and Ji+1 is the transform of Ji as in (3c), and whenever πi is a smooth
morphism the ideal Ji+1 is the pull-back of Ji in Vi+1.
We declare two pairs (J, b) and (I, c) to be equivalent if any local sequence for one is also a local
sequence for the other. Moreover, if
V = V0 V1
π0oo . . .
π1oo Vm
πm−1oo
(J, b) = (J0, b) (J1, b) . . . (Jm, b)
(I, c) = (I0, c) (I1, c) . . . (Im, c),
(5)
is (J, b)-local (hence (I, c)-local), one has that Sing(Ji, b) = Sing(Ii, c) for i = 0, 1, . . . ,m.
Once we have defined this equivalence relation among pairs, we formulate our problem:
Goal 1: Canonicity principle. Our goal is to provide a canonical representative
among all pairs (I, c) that define the same singular locus as (J, b) under sequences
of (J, b)-local transformations as (5). By exhibiting a canonical representative, we
mean to give a criterion to be able to construct, without ambiguity, a particular pair
among all pairs defining the same local sequences.
Goal 2: Applications. In combination with the theory of elimination of variables
(see [39]), the canonicity principle will provide a useful tool to address Problems 0.1
and 0.2.
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The role of Rees algebras.
The most natural way to associate a Rees algebra to a given ideal is to consider the Rees ring
generated by it (i.e., the direct sum of powers of the given ideal). But, when passing from a Rees
ring to its integral closure we end up with a Rees algebra that, in general, is not a Rees ring any
more. This forces us to work in a wider context and consider arbitrary (finitely generated) Rees
algebras instead.
Assume that B is as above. A B-Rees algebra is a finitely generated graded ring say G =⊕
n∈N InW
n, where I0 = B, In ⊂ B is an ideal for n ∈ N≥1, and Ik · Il ⊂ Ik+l for k, l ∈ N.
Here W is just a variable that helps us keeping track of the grading. It is the grading of G that
enables us to define an action of the differential operators in a natural way.
In our arguments, we will associate a Rees algebra to a given ideal in a suitable way, so that if
two ideals have the same integral closure (in the sense of ideals), then the Rees algebras associated
to them will have the same integral closure as well (in the sense of integral closure of Rees algebras).
For instance, given (J, b) as before, we will be interested in the Rees algebra generated by J in degree
b. If (I, c) is such that Ib has the same integral closure as Jc, then the Rees algebras associated to
both pairs will also have the same integral closure. This assignation defines a map from pairs (J, b)
to Rees algebras:
µ : Pairs on B −→ B -Rees algebras
(J, b) 7−→ B[JW b].
This map has an inverse (at least if we agree not to distinguish between two Rees algebras if they
share the same integral closure). In fact, it can be shown that any (finitely generated) Rees algebra
is, up to integral closure, the Rees algebra generated by some ideal in some weight (see Lemma 1.9).
This provides a (natural) dictionary from the class of B-Rees algebras to the set of pairs on B.
The singular locus of a Rees algebra G =⊕n∈N InW n is defined as
SingG := {x ∈ SpecB : νx(In) ≥ n, forn ∈ N}.
So Sing(J, b) = SingB[JW b].
Permissible monoidal transformations and transforms can be defined for Rees algebras in the
same fashion as for pairs (see Section 2). In addition, G-local sequences can be defined as well (see
Section 3). This allows us to reformulate our question about pairs, in the language of Rees algebras
instead. Denote by CB(G) the set of all B-Rees algebras that have the same singular locus of G, and
this condition is preserved after considering any local sequence.
Goal. Characterize all Rees algebras in CB(G), and exhibit a canonical representative
in this set, i.e., give a criterion in order to construct, without ambiguity, a unique
Rees algebra within the class.
The advantage of working with Rees algebras (instead of pairs) is that there is a natural way to
saturate a given Rees algebra G via the action of differential operators. We refer to this saturated
algebra as Diff(G). This saturation is compatible with taking integral closure. In other words,
if two Rees algebras have the same integral closure, then so do their differential saturations (see
[41, Theorem 6.13]).
Given a Rees algebra G we will denote by G its integral closure in B[W ]. With this notation we
will prove the following theorem:
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Theorem 3.11. Canonicity Principle. Let V be a smooth scheme of finite type
over a perfect field k. Let K and G be OV -Rees algebras. Then K ∈ CV (G) if and only
if Diff(K) = Diff(G). Therefore the differential Rees algebra Diff(G) is the canonical
representative of CV (G).
This result is closely related to the Finite Presentation Theorem in [31], where geometric methods
are used. However, here we present a proof that entirely relies on techniques coming from commu-
tative algebra. Our proof is directed to the Canonicity Principle (already used in [11]), and to its
applications.
Regarding to Problem 0.1, using Theorem 3.11 it is proven that, already for plane curves, it is
impossible to describe the maximum multiplicity locus of a plane curve in one dimension less. This
is a pathology intrinsic to the positive characteristic, since in characteristic zero this always can be
done using hypersurfaces of maximal contact. In other words, the multiplicity is not an appropriate
invariant for inductive arguments in resolution of singularities, and the obstruction appears already
in dimension one (see Section 11).
As for Problem 0.2, an application of Theorem 3.11 trivializes the local-global problems that arise
in constructive resolution of singularities. More precisely, a corollary of Theorem 3.11 is that the
local invariants defined in resolution come from the canonically defined Rees algebras. Therefore
the local-global problem has a (natural) trivial solution. These ideas will be made precise in the
next paragraphs, and will be fully explained in Part 2.
The paper is organized as follows. Section 1 is devoted to presenting the basics of Rees algebras,
while in Section 2 the dictionary between Rees algebras and pairs is properly stated. The notion
of weak equivalence on Rees algebras is presented in Section 3. Theorems 3.10 and 3.11 are stated
in the same section. Section 4 is dedicated to studying the action of differential operators on Rees
algebras. In Sections 5 and 6 we state some technical results needed for the proof of Theorem 3.10,
which is finally given in Section 7. The last part of the paper, Part 2, is devoted to describe some
applications of Theorem 3.10:
(i) The (canonical) assignment of pairs to the maximum stratum of the Hilbert-Samuel function
of a given variety (Section 9);
(ii) The definition of invariants for resolution of singularities (Section 10); this together with (i)
settles the local-global problem;
(iii) We study a feature of positive characteristic related to the the impossibility of using inductive
arguments to address resolution using the multiplicity as the unique invariant(see Section
11).
Acknowledgments. We would like to thank the referee for careful reading this manuscript. His/her
useful comments and suggestions have helped to improve the presentation of the paper.
1. Rees algebras
Definition 1.1. Let B be a Noetherian ring, and let {In}n∈N be a sequence of ideals in B satisfying
the following conditions:
i. I0 = B;
ii. Ik · Il ⊂ Ik+l.
The graded subring G = ⊕n≥0 InW n of the polynomial ring B[W ] is said to be a B-Rees algebra,
or a Rees algebra over B, if it is a finitely generated B-algebra.
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A Rees algebra can be described by giving a finite set of generators, say {f1W n1 , . . . , fsW ns},
G = B[f1W n1 , . . . , fsW ns] ⊂ B[W ]
with fi ∈ B for i = 1 . . . , s. An element g ∈ In will be of the form g = Fn(f1, . . . , fs) for some
weighted homogeneous polynomial of degree n in s-variables, Fn(Y1, . . . , Ys), where Yi has weight
ni for i = 1, . . . , s.
Example 1.2. The typical example of a Rees algebra is the Rees ring of an ideal J ⊂ B, say
G = B[JW ] = ⊕nJnW n.
Example 1.3. Following a slightly different pattern, also the graded algebra G = B[JW b] =
B ⊕ 0W ⊕ . . .⊕ 0W b−1 ⊕ JW b ⊕ 0W b+1 ⊕ . . .⊕ 0W 2b−1 ⊕ J2W 2b ⊕ 0W 2b+1 ⊕ . . . is a Rees algebra,
which we will refer to as an almost-Rees ring, and will be denoted by G(J,b). Almost-Rees rings will
play a central role in our arguments. On the one hand, as we will see, they are the natural bridge
between almost-Rees rings and pairs (see the Introduction and also Section 2). On the other, any
Rees algebra is, up to integral closure, an almost-Rees ring (see [17, Remark 1.3], or [41, 2.3]), and
indeed this almost-Rees ring can be chosen in a particular way (see Lemma 1.9). So, philosophically,
from our point of view, the study of Rees algebras reduces to the understanding of the theory of
almost-Rees rings.
The notion of Rees algebra extends to schemes in the obvious manner: a sequence of sheaves
of ideals {In}n≥0 on a scheme V , defines a sheaf of Rees algebras G over V if I0 = OV , and
Ik · Il ⊂ Ik+l for all non-negative integers k, l, and if there is an affine open cover {Ui} of V , such
that G(Ui) ⊂ OV (Ui)[W ] is an OV (Ui)-Rees algebra in the sense of Definition 1.1.
1.4. Rees algebras and integral closure. As indicated in the Introduction, from the point of
view of resolution, it seems quite natural not to distinguish between two Rees algebras if they have
the same integral closure. Since integral closure is a concept of local nature, we may assume to be
working on a smooth ring B over a perfect field k, with quotient field K(B). We will be interested
in studying the integral closure of a B-Rees algebra G ⊂ B[W ] in K(B)[W ], and will denote it by
G.
The integral closure of a B-Rees algebra is a B-Rees algebra again: on the one hand, [32, Theorem
2.3.2] ensures that the integral closure of a Rees algebra is a graded ring; on the other, the fact that
Rees algebras are, by definition, finitely generated over an excellent ring, guarantees that their
integral closure is finitely generated too (see [22, 7.8.3.ii), vi)]).
1.5. The Veronese action on a Rees algebra [41, 2.3], [39, 4.3.1]. Given a natural number M ,
the M -th Veronese action on a Rees algebra G = B ⊕ I1W ⊕ I2W 2⊕ . . .⊕ InW n ⊕ . . ., is defined as
VM(G) :=
⊕
k≥0
IMkW
Mk.
Since G is finitely generated, VM (G) ⊂ G is a finite extension for any choice of M .
Remark 1.6. Observe that VM (G) is the integral closure of VM (G) in B[WM ]. On the one hand,
the inclusion VM (VM (G)) ⊂ VM (G) is clear. To check the other inclusion, we argue as follows. Let
f ∈ K(B), and let n be a positive integer. If fW n ∈ G then it satisfies an integral relation of the
form
(fW n)ℓ + a1W
n(fW n)ℓ−1 + · · ·+ aℓW nℓ = 0
were each aiW
ni(∈ G) is homogeneous of degree n · i. In particular, if n is a multiple of M , then
fW n ∈ B[WM ] and ai ∈ VM (G) for i = 1, . . . , ℓ. Therefore fW n is in the integral closure of VM (G)
and also inB[WM ], so VM (G) ⊂ VM (VM (G)). Therefore, VM(G) = VM (VM (G)) = VM (G)∩B[WM ],
and hence VM(G) is the integral closure of VM (G) in B[WM ]. In what follows, and unless otherwise
indicated, we will always be considering the integral closure of a Rees algebra in B[W ].
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Example 1.7. [32, Proposition 5.2.1] If G is the Rees ring of an ideal J , then its integral closure,
G, is B ⊕ JW ⊕ J2W 2⊕ . . .⊕ JnW n ⊕ . . ., where J denotes the integral closure of the ideal J in B.
Example 1.8. If G = B[JW b] is an almost-Rees ring, then G = B⊕ I1W ⊕ . . .⊕ IbW b⊕ . . ., where
each In is integrally closed and, by Remark 1.6 and Example 1.7, Ibk = Jk for all k ∈ N.
Lemma 1.9. For suitable choices of N , the Rees algebras VN (G) are almost-Rees rings. In partic-
ular, any Rees algebra is finite over an almost-Rees ring.
Proof: Assume that G is generated by f1W n1 , . . . , fsW ns , and let M be a common multiple of all
ni. Since f
M/ni
i W
M ∈ IMWM , we obtain the following finite extension of (graded) algebras:
B[IMW
M ] =
⊕
n≥0
(IM )
nW nM ⊂ VM (G) =
⊕
n≥0
InMW
nM ⊂ G.
If InM = InM for all n ≥ 1 the proof is complete. Otherwise, we can assume that VM (G) is generated
as B[IMW
M ]-module by a finite set of homogeneous elements. Moreover, these generators can be
chosen with degrees at most AM , for some non-negative integer A. Then, InM = (IM )
(n−A)IAM for
all n ≥ A (see [32, Proposition 5.2.5]). Now, replacing n by kA in the previous equality, we obtain
(IAM )
k ⊂ IkAM = (IM )A(k−1) · IAM ⊂ (IAM )k−1 · IAM = (IAM )k
Thus (IAM )
k = IkAM . This shows that VAM (G) is an almost-Rees ring. The same holds for all
VN (G) if N is a multiple of AM . 
Remark 1.10. By Lemma 1.9, for any integrally closed Rees algebra G there are infinitely many
choices of N for which VN (G) = OV [INWN ] is such that in addition all powers of IN are integrally
closed.
Let G and K be two Rees algebras, and let N be a non-negative integer so that both VN (G) and
VN (K) are almost-Rees rings. Then, by 1.5, G = K if and only if VN (G) = VN (K). The following
lemma gives a useful criterion to compare the integral closure of two almost-Rees rings.
Lemma 1.11. Let B[JW b] and B[IW c] be two almost-Rees rings. Then B[JW b] ⊂ B[IW c] if and
only if Jc ⊂ Ib. Thus, B[JW b] = B[IW c] if and only if Jc = Ib.
Proof: The “only if” part is easy, since just by looking at the degree bc piece in both B[JW b] and
B[IW c] we obtain that Jc ⊂ Ib. For the converse, since B[JW b] and Vbc(B[JW b]) have the same
integral closure in B[W] we only need to prove that Vbc(B[JW b]) ⊂ B[IW c], which is clear since
Jc ⊂ Ib implies that Jck ⊂ (Ib)k ⊂ Ibk. 
In this paper we will come across some information, provided by a Rees algebra, that will be
preserved up to integral closure. This is the case of the concepts to be defined below such as the
singular locus of an algebra, the order of a Rees algebra at a point, and the zero set of a Rees
algebra. We will see that if two algebras have the same integral closure, then they share the same
singular locus, the order at a given point is the same, and they both have identical zero set (see
1.17). Considering Rees algebras up to integral closure will allow us to define the normalized blow
up of a Rees algebra (see 1.18), which plays a role in the proof of Theorem 3.10 (see 7.1).
1.12. The singular locus of a Rees algebra. [40, 1.2] Let V be a smooth scheme over a perfect
field k, and let G = ⊕nInW n be a sheaf of OV -Rees algebras. Then the singular locus of G, SingG,
is
SingG :=
⋂
n∈N>0
{x ∈ V : νx(In) ≥ n},
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where νx(In) denotes the usual order of In in the regular local ring OV,x. Observe that SingG is a
closed subset in V . If G is generated by f1W n1 , . . . , fsW ns on an affine open set U ⊂ V , then it can
be shown that
SingG ∩ U =
s⋂
i=1
{x ∈ V : νx(fi) ≥ ni} (6)
(see [17, Proposition 1.4]).
1.13. The order of a Rees algebra at a point. [17, 6.3] Let G =⊕n≥0 InW n be a Rees algebra
on a smooth scheme V , let x ∈ SingG, and assume that fW n ∈ InW n in an open neighborhood of
x. Then set
ordfWn(x) =
νx(f)
n
∈ Q,
where, as before, νx(f) denotes the order of f in the regular local ring OV,x. Notice that ordx(f) ≥ 1
since x ∈ SingG. Now define
ordG(x) = inf
n≥1
{
νx(In)
n
}
.
If G is generated by {f1W n1 , . . . , fsW ns} on an affine neighborhood of x then it can be shown that
ordG(x) = min{ordfiWni (x) : i = 1, . . . , s}, (7)
and therefore, since x ∈ SingG, ordG(x) is a rational number that is greater than or equal to one.
1.14. The zero set of a Rees algebra. Given an OV -Rees algebra, G =
⊕
n≥0 InW
n, we define
the zero set of G, V (G), as
V (G) :=
⋂
n≥1
V (In).
This closed set satisfies the following properties:
• If G is an almost-Rees algebra, say OV [JW b], then V (G) = V (J).
• In general, SingG $ V (G).
Example 1.15. Let H ⊂ V be a hypersurface, and let b be a non-negative integer. Then the
singular locus of the Rees algebra generated by I(H) in degree b, i.e., the singular locus of G(I(H),b) =
OV [I(H)W b](⊂ OV [W ]), is the closed set of points of multiplicity at least b of H (which may be
empty). The order of G(I(H),b) at a point in the singular locus is the multiplicity of H divided by b,
and the zero set of G is H.
Example 1.16. In the same manner, if J ⊂ OV is an arbitrary non-zero sheaf of ideals, and b is a
non-negative integer, then SingG(J,b) consists of the points of V where the order of J is at least b,
ordG(J,b)(x) =
νx(J)
b for all x ∈ SingG(J,b), and V (G) = V (J).
1.17. Singular locus, order, zero set, and integral closure. Two Rees algebras with the same
integral closure have the same singular locus [41, Proposition 4.4 (1)], the same order at a point
[17, Proposition 6.4 (2)], and the same zero set. In the following lines we sketch a proof of these
facts for self-containment.
Sketch of the proof. We will argue locally on an affine open set, say U = Spec(B). Assume that G
and K are two Rees algebras with the same integral closure. By Lemma 1.9, one can choose an
appropriated non-negative integer N so that both, VN (G) and VN (K), are almost-Rees rings. Note
that the four algebras have the same integral closure. Then we only need to consider the following
two cases:
Case 1. Let G =⊕n InW n = B[f1W n1 , . . . , fsW ns] and let VN (G) = B[INWN ] =⊕n InNW nN :
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Noticing that for any generator fiW
ni of G, νx(fi)ni =
νx(f
N/ni
i )
N , one has that
SingG =
s⋂
i=1
{x ∈ U : νx(fN/nii ) ≥ N} = {x ∈ U : νx(IN ) ≥ N} = SingVN (G),
and for x ∈ SingG = SingVN (G),
ordG(x) = min{ordfN/nii WN (x) : i = 1, . . . , s} =
νx(IN )
N
= ordVN (G)(x).
Moreover, by the definition of Rees algebras in 1.1 and by the choice of N , note that INn W
nN ⊂
InNW
nN = [VN (G)]nN for all n ≥ 1, and hence
V (G) =
⋂
n≥1
V (INn ) ⊃
⋂
n≥1
V (InN ) = V (VN (G)) ⊃ V (G).
Case 2. Let I, J ⊂ B be two ideals, and assume that B[JW n] and B[IW n] have the same integral
closure. Note that Lemma 1.11 (or Example 1.8) guarantees that I = J . Hence νx(I) = νx(J) for
all x ∈ U by [32, Proposition 6.8.10], and V (J) = V (I) (since I ⊂ I = J ⊂ √I).

1.18. The normalized blow up of a Rees algebra. We can associate a blow up to any Rees
algebra G = ⊕nInW n in the following way. First choose an appropriate N so that the N -th Veronese
action on G is an almost-Rees ring, say VN (G) = B[INWN ] (see Lemma 1.9). Next consider the
blow up of SpecB at IN , i.e.,
SpecB Proj(B[INW
N ])oo
and define
Bl(G) := Proj(B[INWN ]).
It turns out that this construction is independent of the choice of N : if M is so that VM (G) is also
an almost-Rees ring, say VM (G) = B[IMWM ], then (IN )M = (IM )N , and therefore the blow up of
SpecB at IN coincides with that of SpecB at IM . In this way we attach to G another invariant:
the normalized blow up of SpecB with respect to G,
SpecB Bl(G)oo Bl(G) := Proj(B[INWN ]).oo
Using Remark 1.6, Example 1.8, and the previous discussion, it can be checked that Bl(G) = Bl(G).
2. Rees algebras and pairs
In this section we will explore the connection between Rees algebras and pairs. Our ultimate in-
terest is to reformulate the problem of constructive log-resolution of ideals in terms of Rees algebras.
2.1. The bridge between Rees algebras and pairs. [41, Proposition 4.4 (1)], [17, Proposition
6.4] Rees algebras can be related to pairs in the following way. On the one hand, we can attach
an almost-Rees ring to a given pair (J, b), say G(J,b) = OV [JW b]. On the other hand, as indicated
in Lemma 1.9, up to integral closure, any Rees algebra is an almost-Rees ring. In other words, for
every Rees algebra G =⊕n≥0 InW n there is some N such that VN (G) = OV [INWN ] = G(IN ,N) is
an almost-Rees ring, and it therefore can be interpreted as the Rees algebra associated to the pair
(IN , N). Moreover, by 1.17 and the definition of the singular locus of a pair (see (3a), and Example
1.16), one has that
SingG = SingVN(G) = Sing(IN , N).
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In addition, by 1.17 and by the definition of Hironaka’s order function for a pair (see (3b)), one has
that for any x ∈ SingG
ordG(x) = ordVN (G)(x) = ord(IN ,N)(x).
This parallelism between Rees algebras and pairs can be carried over one step further, since
resolution can also be formulated for Rees algebras as explained in the following paragraphs.
2.2. Transforms of Rees algebras by blow ups. A smooth closed subscheme Y ⊂ V is said to
be permissible for G =⊕n JnW n ⊂ OV [W ] if Y ⊂ SingG. A permissible monoidal transformation
is the blow up at a permissible center, V ← V1. If H1 ⊂ V1 denotes the exceptional divisor, then for
each n ∈ N,
JnOV1 = I(H1)nJn,1
for some sheaf of ideals Jn,1 ⊂ OV1 . The transform of G in V1 is then defined as:
G1 :=
⊕
n
Jn,1W
n;
and for a given homogeneous element fWm ∈ G, a weighted transform, f1Wm ∈ G1, is defined by
choosing any generator of the principal ideal
I(H1)
−m · 〈f〉OV1 .
The next proposition gives a local description of the transform of a Rees algebra after a permissible
monoidal transformation.
Proposition 2.3. [17, Proposition 1.6] Let G = ⊕n InW n be a Rees algebra on a smooth scheme
V over a field k, and let V ← V1 be a permissible monoidal transformation. Assume, for simplicity,
that V is affine. If G is generated by {f1W n1 , . . . , fsW ns}, then its transform G1 is generated by
{f1,1W n1 , . . . , fs,1W ns}, where fi,1 denotes a weighted transform of fi in V1 for i = 1, . . . , s.
2.4. Transforms of Rees algebras, transforms of pairs, and integral extensions. We
emphasize that the suitable integer, N , that links Rees algebras and pairs passing through an almost-
Rees ring, is preserved by permissible monoidal transformations (see 2.1 above). More precisely, let
G = ⊕n JnW n be a Rees algebra. If VN (G) is an almost-Rees ring, i.e., if VN (G) = G(JN ,N) for
some pair (JN , N), then observe that
VN (G)1 = VN (G1). (8)
Hence VN (G1) is also an almost-Rees ring, and, moreover, VN (G1) = G(JN,1,N) where (JN,1, N)
is the transform of the pair (JN , N) by the permissible transformation V ← V1 (see (3c) in the
Introduction). This shows that, if VN(G) is an almost Rees ring, then so is VN (G1) for the same N .
Using a similar argument, it is easy to prove that the transforms of two Rees algebras with
the same integral closure also have the same integral closure: suppose that G = ⊕n JnW n and
K =⊕n InW n have the same integral closure. By Lemma 1.9 there is a suitable N such that both
VN (G) = G(JN ,N) and VN (K) = G(IN ,N) are almost-Rees rings. So, by Lemma 1.11, JN = IN as
sheaves of ideals in V , and hence JNOV1 = INOV1 . One can now check that also JN,1 = IN,1. To
conclude, note that by Lemma 1.11 and (8), the Rees algebras G1 and K1 have the same integral
closure.
2.5. Resolution of Rees algebras and resolution of pairs. A resolution of a Rees algebra G
on a smooth scheme V is a finite sequence of blowing ups,
V = V0 V1
ρ0oo . . .
ρ1oo Vn
ρn−1oo
G = G0 G1 . . . Gn
(9)
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at permissible centers Yi ⊂ SingGi for i = 0, 1, . . . , n− 1, so that
• SingGn = ∅, and
• the exceptional locus of the composition V ← Vn is a union of smooth hypersurfaces having
only normal crossings in Vn.
Recall that the transformation law under permissible transformations is compatible for both, Rees
algebras and pairs (see 2.2). Hence, if VN (G) = G(J,b) for some pair (J, b), then a resolution of G as
in (9) gives a resolution of (J, b) (see the Introduction for details on resolutions of pairs).
Note, in addition, that the definition of an arbitrary sequence of transforms over G is equivalent
to a sequence of transforms of the pair (J, b),
V = V0 V1
π0oo . . .
π1oo Vn
πn−1oo
G = G0 G1 . . . Gn
(J, b) = (J0, b) (J1, b) . . . (Jn, b).
(10)
and vice versa. This is due to the fact that VN (Gi) = VN (G)i = G(Ji,b) for i = 0, 1, . . . , n.
3. Weak equivalence and Main Theorem
Paralleling the resemblance between Rees algebras and pairs, here we introduce an equivalence
relation among Rees algebras: weak equivalence (see the discussion in Introduction for a notion of
equivalence within pairs). This relation works in such a way that algebras associated to equivalent
pairs, in the sense of Hironaka, will also be weakly equivalent. Two Rees algebras that are weakly
equivalent will have the same resolution invariants, and hence the same constructive resolutions.
Weak equivalence is defined by taking into account a tree of closed sets determined by the singular
locus of a Rees algebra, G, and the singular loci of transforms of G under suitable morphisms (see
Definition 3.4 below).
Definition 3.1. Let V be a smooth scheme over a perfect field k. A local sequence over V is a
sequence of the form
V = V0 V1
π0oo . . .
π1oo Vm
πm−1oo
where for i = 0, 1, . . . ,m − 1, each πi is either the blow up at a smooth closed subscheme, or a
smooth morphism.
Definition 3.2. If G is an OV -Rees algebra, a G-local sequence over V is a local sequence over V ,
(V = V0,G = G0) (V1,G1)π0oo · · ·π1oo (Vm,Gm),
πm−1oo (11)
where for i = 0, 1, . . . ,m−1 each πi is either a permissible monoidal transformation for Gi ⊂ OVi [W ]
(and then Gi+1 is the transform of Gi in the sense of 2.2), or a smooth morphism (and then Gi+1 is
the pull-back of Gi in Vi+1).
Definition 3.3. Let G be an OV -Rees algebra, and let
(V = V0,G = G0) (V1,G1)π0oo · · ·π1oo (Vm,Gm),
πm−1oo (12)
be a G-local sequence over V . Then the collection of closed subsets
SingG0 ⊂ V0, SingG1 ⊂ V1, . . . , SingGN ⊂ VN
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determined by the G-local sequence (12) is a branch of closed subsets over V determined by G. The
union of all branches of closed subsets by considering all G-local sequences over V is the tree of
closed subsets over V determined by G. We will denote it by FV (G).
Definition 3.4. If G and K are two OV -Rees algebras, then a G-K-local sequence over V is a local
sequence over V that is both G-local and K-local.
Definition 3.5. Two Rees algebras, G and K, are said to be weakly equivalent if:
(i) SingG = SingK;
(ii) Any local G-local sequence over V induces a K-local sequence over V , and any K-local sequence
over V induces a G-local sequence over V ;
(iii) For any G-local sequence over V ,
(V,G) = (V0,G0) (V1,G1)π0oo · · ·π1oo (Vm,Gm),
πm−1oo
and the corresponding induced K-local over V ,
(V,G) = (V0,K0) (V1,K1)π0oo · · ·π1oo (Vm,Km),
πm−1oo
there is an equality of closed sets, Sing(Gj) = Sing(Kj) for 0 ≤ j ≤ m; and vice versa.
Remark 3.6. Weak equivalence is an equivalence relation within the class of Rees algebras defined
over V . We denote by CV (G) the equivalence class of an OV -Rees algebra G. By definition two Rees
algebras are weakly equivalent when they determine the same tree of closed subsets over V ; i.e., two
Rees algebras over V , say G and K, are weakly equivalent when FV (G) = FV (K).
Example 3.7. If two OV -Rees algebras G and K have the same integral closure, then by 1.17,
SingG = SingK. If ϕ : V1 → V is a smooth morphism, then ϕ∗(G) and ϕ∗(K) also have the same
integral closure in V1, and therefore Singϕ
∗(G) = Singϕ∗(K). Moreover, if V ← V1 is a permissible
transformation with center Y ⊂ SingG = SingK, then by 2.4 the transforms of G and K in V1, say
G1 and K1, also have same integral closure and therefore Sing G1 = SingK1. This already shows
that two Rees algebras with the same integral closure are weakly equivalent.
Given two Rees algebras G and K we can make sense of the expression FV (G) ⊂ FV (K) in a
natural way:
Definition 3.8. Let K and G be two Rees algebras on V . We will say that
FV (K) ⊂ FV (G)
if SingK ⊂ Sing G, and any K-local sequence over V ,
(V,K) = (V0,K0) (V1,K1)π0oo · · ·π1oo (Vm,Km),
πm−1oo
induces a G-local sequence over V ,
(V,G) = (V0,G0) (V1,G1)π0oo · · ·π1oo (Vm,Gm),
πm−1oo
with SingKi ⊂ SingGi for i = 0, . . . ,m. We will say that
FV (K) = FV (G)
if FV (K) ⊂ FV (G) and FV (G) ⊂ FV (K).
Remark 3.9. Observe that if G ⊂ K is an inclusion of graded rings, then FV (K) ⊂ FV (G).
Moreover, FV (G) = FV (K) if and only if CV (G) = CV (K) for any two OV -Rees algebras G and K.
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There are two different (natural) ways in which a Rees algebra G can be extended and still remain
in the same equivalence class: taking its integral closure, say G (see Example 3.7) or extending it
by the action of differential operators, say Diff(G) (this is the smallest algebra containing G which
is saturated (in some way) by differential operators and it will be discussed in Section 4). We will
show that, in fact, a combination of both operations leads to a complete characterization of each
equivalence class. More precisely, we will prove the following theorems:
Theorem 3.10. Duality. Let V be a smooth scheme over a perfect field k, and let G and K be
Rees algebras. Then FV (K) ⊂ FV (G) if and only if Diff(G) ⊂ Diff(K).
Theorem 3.11. Canonicity. Let V be a smooth scheme over a perfect field k, and let G be a Rees
algebra. Then the differential Rees algebra Diff(G) is the canonical representative of CV (G).
As indicated in the Introduction, these statements are related to Hironaka’s Finite presentation
Theorem in [31]. However, we address here the proof of the theorems using the techniques coming
from commutative algebra (already presented in the previous sections).
Theorem 3.10 asserts that given two Rees algebras, G andK, there are canonical representatives for
both CV (G) and CV (K), namely Diff(G) and Diff(K), in such a way that FV (K) ⊂ FV (G) if and only
if there is an inclusion between the canonical representatives, i.e., if and only if Diff(G) ⊂ Diff(K).
Theorem 3.11 asserts that in a given equivalence class, say CV (G), the element Diff(G) is the
maximum within its class with respect to inclusion of Rees algebras. This maximum element is thus
a canonical representative within the class.
On the strategy of the proof of Theorems 3.10 and 3.11. Notice that Theorem 3.11 follows
from Theorem 3.10. Theorem 3.10 will be proved in Section 7 using algebraic methods, like the
ones developed in Section 5 and the normalized blow up of a Rees algebra introduced in 1.18.
A key point that follows from Theorem 3.11 is the fact that the extension of a Rees algebra to
the Differential Rees algebra that it generates is canonical (see Remark 4.2). This issue, and more
generally, the action of differential operators on Rees algebras will be treated in Section 4. In Section
5 we will study questions regarding to the inclusion Diff(G) ⊂ Diff(K) that appears in the statement
of Theorem 3.10. In particular we establish a suitable criterion to characterize the integral closure
of a Rees algebra (here we make use of ideas that appear in [33]). Section 6 is devoted to the study
of the inclusion FV (K) ⊂ FV (G) of Theorem 3.10. As indicated above, the proof of Theorem 3.10
is finally given in Section 7.
Remark 3.12. There may be other (natural) notions of G-local sequences over smooth schemes,
that in principle could lead to different equivalence relations on Rees algebras. This will be discussed
in Section 8.
4. Differential Rees algebras and Giraud’s Lemma
We have already proved that a Rees algebra and its integral closure are weakly equivalent (see
Example 3.7). In this section we will see that a Rees algebra and the differential Rees algebra (see
Definition 4.1 below) expanded by it are also weakly equivalent. This is essentially a result of Giraud
(see Lemma 4.6). See also [42] and [33] for other results in this line.
Let V be a smooth scheme over a perfect field k. For any non-negative integer r, denote by
DiffrV |k the (locally free) sheaf of k-linear differential operators of order at most r.
Definition 4.1. A Rees algebra G = ⊕n InW n is said to be a differential Rees algebra, if the
following condition holds:
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There is an affine open covering of V , {Ui}, such that for any D ∈ DiffrV |k(Ui) and any
h ∈ In(Ui) we have that D(h) ∈ In−r(Ui) provided that n ≥ r.
In particular, In+1 ⊂ In, since Diff0V |k(Ui) ⊂ Diff1V |k(Ui).
Remark 4.2. Given any Rees algebra G on a smooth scheme V , there is a natural way to construct
the smallest differential Rees algebra containing it: the differential Rees algebra generated by G,
Diff(G) (see [41, Theorem 3.4]). More precisely, if G is locally generated by {f1W n1 , . . . , fsW ns} on
an affine open set U , then it can be shown that Diff(G(U)) is generated by the elements
{D(fi)W ni−r : D ∈ DiffrV |k(U), 0 ≤ r < ni, i = 1, . . . , s}. (13)
Note that DiffrV |k(U) ⊂ DiffℓV |k(U) if r ≤ ℓ. Thus, if D ∈ DiffrV |k(U) ⊂ DiffℓV |k(U) is a differential
operator, then D(fi)W
ni−r is in (13) and also D(fi)W
ni−ℓ is in (13), as long as r ≤ ℓ < ni.
Moreover, it suffices to take D as part of a finite system of generators of DiffrV |k(U) with r being
strictly smaller than ni which in particular implies that the differential algebra generated by G is a
(finitely generated) Rees algebra (cf. [41, Proof of Theorem 3.4]).
4.3. Local generators for the sheaf of differential operators. Along these lines we give a
local description of the generators of the locally free sheaf DiffrV |k. Let x ∈ V be a closed point, and
let {z1, z2, . . . , zd} ⊂ OV,x be a regular system of parameters. On ÔV,x ≃ k′[[z1, . . . , zd]], where k′ is
the residue field at x, consider the Taylor expansion
Tay : k′[[z1, . . . , zd]] −→ k′[[z1, . . . , zd, T1, . . . , Td]]
f(z1, z2, . . . , zd) 7−→ f(z1 + T1, z2 + T2, . . . , zd + Td) =
∑
α∈Nd ∆
α(f)Tα
(14)
as in [39, Definition 1.2] and in [41, Theorem 3.4]. Then for each α = (α1, α2, . . . , αd) ∈ Nd,
∆(α1,α2,...,αd) : ÔV,x −→ ÔV,x
f 7−→ ∆(α1,α2,...,αd)(f) (15)
is a differential operator of order |α| = α1 +α2 + . . .+αd, which defines by restriction a differential
operator Dα : OV (U) → OV (U) in some neighborhood U of x, since V is smooth over the perfect
field k. Moreover, the sheaf of differential operators up to order r, say DiffrV |k, is locally generated
by the Dα with |α| ≤ r (at U).
4.4. Differential Rees algebras, order, singular locus and zero set. Let J ⊂ OV be a
non-zero sheaf of ideals. Then, for a non-negative integer r, define
DiffrV |k(J) := 〈D(f) : D ∈ DiffrV |k and f ∈ J〉.
Let x ∈ V , and let b be a non-negative integer. Since V is smooth over a perfect field k, using Taylor
expansions as in 4.3, note that
νx(J) ≥ b⇔ x ∈ V (Diffb−1V |k(J)).
Therefore, if G =⊕n InW n, then,
SingG =
⋂
n≥1
V (Diffn−1V |k (In)),
(see [41, Definition 4.2 and Proposition 4.4]). In particular,
SingG = SingDiff(G);
and moreover, if x ∈ SingG = Sing(Diff(G)) then
ordG(x) = ordDiff(G)(x)
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(cf. [17, Proposition 6.4 (3)]). Furthermore, if G is a differential Rees algebra, then SingG = V (In)
for any positive integer n (see [41, Proposition 4.4 (5)]), and SingG = V (G) (see 1.14).
4.5. Local sequences and differential extensions. The pull-back of a Differential Rees algebra
by a smooth morphism is a Differential Rees algebra again. So, to completely understand the
behavior of Differential Rees algebras when considering local sequences on V we need to study the
case of permissible transformations. A main consequence of Giraud’s Lemma 4.6 (see part (ii)) is
that the transforms of G and Diff(G) have the same invariants studied in 4.4.
Lemma 4.6. Giraud’s Lemma [17, Theorem 4.1]. Let G ⊂ K ⊂ R be an inclusion of Rees
algebras, such that R = Diff(G), and let V ← V1 be a permissible monoidal transformation with
center Y ⊂ SingR(= SingG = SingK). Then:
(i) There is an inclusion of transforms
G1 ⊂ K1 ⊂ R1.
(ii) Even if R1 is not a differential Rees algebra over V1, the three algebras G1 ⊂ K1 ⊂ R1 span
the same differential Rees algebra, and therefore
SingG1 = SingK1 = SingR1.
Summarizing: who is in CV (G)? So far we conclude that any Rees algebra G is weakly equivalent
to both G and Diff(G). Theorem 3.11 asserts that combining both operators we get a characterization
all the Rees algebras in CV (G), since Diff(K) = Diff(G), for all K ∈ CV (G).
5. Testing integral closure on Rees algebras
The purpose of this section is to develop suitable tools to check whether a given Rees algebra
is contained in the integral closure of another. In Section 1 we showed that this question can be
formulated in terms of integral closure of ideals (see 1.5 and Lemmas 1.9 and 1.11). Our main goal
here is to prove Proposition 5.3, which is a particular case of Theorem 3.10. In fact the proof of
Theorem 3.10 will be reduced to this special case.
Remark 5.1. Recall that if I and J are ideals in a normal domain B, and if
SpecB B
Θoo
is the normalized blow up of SpecB at I, then JOB ⊂ IOB if and only if J ⊂ I in B. Moreover, since
B is normal, and IOB is locally invertible, it follows that JOB ⊂ IOB if and only if JOB,H ⊂ IOB,H
for all irreducible hypersurfaces H of B.
Remark 5.1 motivates our interest in grasping the integral closure of a particular class of Rees
algebras, namely those generated by a locally principal ideal in some weight.
Lemma 5.2. Let H be an irreducible and reduced hypersurface on a smooth scheme V , let H =
OV [I(H)NW n], and let G = OV [I(H)QKW q] for some ideal sheaf K 6⊂ I(H). Then G ⊂ H if and
only if Qq ≥ Nn .
Proof: We first show that if G ⊂ H then Qq ≥ Nn . By Example 1.8, looking at the degree nq
piece in both algebras we find that I(H)QnKn ⊂ I(H)Nq. And by Remark 5.1, I(H)QnOV,H =
I(H)QnKnOV,H ⊂ I(H)NqOV,H, so Qn ≥ Nq. The converse follows from Lemma 1.11 since Qn ≥ Nq
implies that I(H)QnKn ⊂ I(H)Nq = I(H)Nq. 
Proposition 5.3. Let H be an irreducible and reduced hypersurface on a smooth scheme V , let
H = OV [I(H)NW n] and let G = OV [JW b] for some sheaf of ideals J ⊂ OV . Assume N ≥ n. Then
FV (H) ⊂ FV (G) if and only if G ⊂ H.
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Proof: Thanks to the finiteness of the Veronese action (see 1.5) and the fact that two Rees algebras
that have the same integral closure are weakly equivalent (see Example 3.7) we can assume H =
OV [I(H)NbW nb] and that G = OV [JnW nb]. Writing Jn = I(H)QJ1 with J1 6⊂ I(H), and by Lemma
5.2, we note that G ⊂ H if and only if Qnb ≥ Nn i.e., if and only if Q ≥ Nb.
Suppose first that Q ≥ Nb. This means that G ⊂ H as graded rings, and by Remark 3.9,
FV (H) ⊂ FV (G).
To prove the converse, we will assume that FV (H) ⊂ FV (G) to conclude that Q ≥ Nb. If N = n,
the conclusion is clear since H = SingH ⊂ SingG = {x ∈ V, νx(I(H)QJ1) ≥ nb}, so Q ≥ nb = Nb.
If N > n, we will use Hinonaka’s trick, and construct a suitable H-local sequence (which by
hypothesis will also be a G-local sequence). First notice that if H ⊂ V is not smooth we can replace
V with an open set U (by removing a closed set of codimension at least two) so that H|U is smooth.
Since the restriction U → V is a smooth morphism, one has that FU (H) ⊂ FU (G). Now consider
the product of U by an affine line, say V ′0 = U × A1k, and the corresponding pull-backs H′0 and G′0
of H and G, respectively, to V ′0 . Then H′0 = H|U × A1k = SingH′0 ⊂ SingG′0. Let x ∈ A1k be a closed
point and consider the permissible monoidal transformation with center H|U × {x}, say V ′0 ← V ′1 .
Let H1 be the exceptional divisor, and let H′1 denote the strict transform of H
′
0 in V
′
1 . Now the
transforms H′1 and G′1 of H′0 and G′0 respectively, factor as follows:
H′1 = OV ′1 [I(H′1)NbI(H1)(N−n)bW nb]; G′1 = OV ′1 [I(H′1)QI(H1)Q−nbJ1OV ′1W nb].
Blow up at the permissible center H′1∩H1, and continue blowing up at the successive intersections
of the strict transforms of H′1 and the new exceptional divisors so as to obtain the sequence
V U U × A1k = V ′0 V ′1 V ′2 . . . V ′m−1 V ′m
H|U × {x} H′1 ∩H1 H′m−1 ∩Hm−1.
oo oo oo ρ0 oo ρ1 oo oo oo ρm−1
(16)
The corresponding transforms of H′1 and G′1 can be expressed as:
H′m = OV ′m [I(H′m)NbI(H1)(N−n)b · · · I(Hm)m(N−n)bW nb];
G′m = OV ′m [I(H′m)QI(H1)Q−nb · · · I(Hm)m(Q−nb)J1OV ′mW nb].
To conclude observe that for m sufficiently large, Hm is a permissible center for H′m which can
be blown up at most
[
m(N−n)b
nb
]
times. Since by hypothesis FV ′m(H′m) ⊂ FV ′m(G′m), these blow ups
are permissible for G′m too. Thus
[
m(Q−nb)
nb
]
≥
[
m(N−n)b
nb
]
, and since m ≫ 0 necessarily we have
Q−nb
nb ≥ Nb−nbnb , and hence Q ≥ Nb. 
6. On restrictions of trees to smooth closed subschemes
Recall that a Rees algebra G over V determines a tree of closed sets, say FV (G), by considering
G-local sequences on V . Indeed, the class CV (G) is completely determined by FV (G) (see Remark
3.9). Roughly speaking, in this section we study the restriction of the trees FV (G) to smooth closed
subschemes X ⊂ V . The central result is Proposition 6.9 which plays a key role in the proof of
Theorem 3.10. In Proposition 6.9 we treat the notion of restriction of differential operators, which
is one of the most significant properties of Giraud’s use of higher differential operators. This also
appears as the restriction property in [31].
Definition 6.1. Let G, K and R be Rees algebras on V . We will say that
FV (R) = FV (G) ∩FV (K)
if:
(i) SingR = SingG ∩ SingK;
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(ii) Any G-K-local sequence over V induces anR-local sequence over V , and anyR-local sequence
over V induces a G-K-local sequence over V .
(iii) Given a G-K-R-local sequence over V ,
(V,G,K,R) = (V0,G0,K0,R0) (V1,G1,K1,R1)oo · · ·oo (Vm,Gm,Km,Rm),oo
there is an equality of closed sets
SingRi = SingGi ∩ SingKi for i = 0, . . . ,m.
Definition 6.2. Let G and K be two Rees algebras on V . We will denote by G ⊙ K the smallest
Rees algebra containing both G and K. Suppose that on an open affine set U ⊂ V , G is locally
generated by f1W
n1 , . . . , fsW
ns and K is locally generated by g1Wm1 , . . . , grWmr . Then (G⊙K)(U)
is generated by f1W
n1 , . . . , fsW
ns, g1W
m1 , . . . , grW
mr .
Lemma 6.3. Let G, K be two OV -Rees algebras. Then
FV (G ⊙ K) = FV (G) ∩FV (K).
Proof: By the local description of Definition 6.2, the lemma is a straight consequence of 1.12 and
Proposition 2.3. 
Remark 6.4. By Lemma 6.3, the tree FV (G)∩FV (K) is in fact a tree defined by a Rees algebra. In
addition, with the notation of Definition 3.8, we notice that the tree FV (R) is the biggest defined by
a Rees algebra satisfying both conditions, FV (R) ⊂ FV (G), and FV (R) ⊂ FV (K). In other words,
if there is another Rees algebra, say S, such that FV (S) ⊂ FV (G)∩FV (K), then FV (S) ⊂ FV (R).
6.5. Local sequences over smooth closed subschemes. Intersections of trees of closed subsets
over V , as in Definition 6.1, are of special interest in the following particular case. Assume that G
is any OV -Rees algebra, set X ⊂ V be a smooth closed subscheme, and let X = OV [I(X)W ]. Then
any G-X -local sequence over V ,
(V,G,X ) = (V0,G0,X0) (V1,G1,X1)π0oo · · ·π1oo (Vm,Gm,Xm),
πm−1oo (17)
induces, at the same time, a local sequence over X (where Xi+1 = SingXi+1 is either the strict
transform of Xi in Vi+1, if πi : Vi ← Vi+1 is a permissible monoidal transformation, or the preimage
of Xi by a smooth morphism otherwise),
(X,Sing G∩X) = (X0,Sing G0∩X0)
π0|X0←− (X1,Sing G1∩X1)
π1|X1←− · · · πm−1|Xm−1←− (Xm,Sing Gm∩Xm),
X = X0 X1
π0|X0oo · · ·π1|X1oo Xm,
πm−1|Xm−1oo
and each SingGi ∩Xi can be naturally interpreted as a closed subset of Xi for i = 0, 1, . . . ,m. Here
the tree FV (G) of closed sets over V induces a tree of closed sets over X, and our purpose is to find
out if this is the tree of some OX-Rees algebra (see Question 6.8). To face this question, we will
have to compare trees on X and trees on V , so we will start by showing that local sequences over
X can be lifted, at least locally, to local sequences over V .
Observe that a local sequence over X includes, for example, a smooth morphism say X
ϕ←− U .
Since X is closed in V there is, a priori, no natural way to define a smooth morphism, say V
ϕ′←− U ′,
so that X
ϕ←− U can be identified with the restriction of the former over the pull-back of X(⊂ V ).
The existence of local retractions (shown in 6.6) will enable us to overcome this difficulty. We shall
first show that for X ⊂ V as above, one can define local retractions X p←− V . Here we may have to
replace V by an open cover of V in e´tale topology. Once this point is settled, we show that given
X ⊂ V together with a retraction X p←− V , any local sequence over X can be lifted to a local
sequence over V . This will suffice to address the question formulated above (see 6.7).
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6.6. On the existence of local retractions. Let x ∈ X ⊂ V be a closed point. A regular
system of parameters {z1, . . . , zd} in OV,x defines an inclusion of a polynomial ring in d variables,
say k′[Z1, . . . , Zd] ⊂ OV,x, where k′ is the residue field at x. This in turn says that (V, x) is an e´tale
neighborhood of (Ad,O). Assume the closed smooth subscheme X has dimension e ≤ d. Then the
regular system of parameters above can be chosen so that ze+1 = 0, . . . , zd = 0 defines X locally in
a neighborhood of x, and (X,x) is an e´tale neighborhood of (Ae,O). The projection of Ad → Ae
over the first e-coordinates leads to a diagram
(Ad,O)

(V, x)oo
(Ae,O) (X,x),oo
where the horizontal arrows are e´tale, and the vertical one is smooth. Taking fiber products we get
V

V ′ = V ×Xoo
ρ

Ae X.oo
with vertical smooth arrows and horizontal e´tale arrows in a neighborhood of x. The closed immer-
sion X ⊂ V defines a diagonal map, X → V . This, in turn, indicates that ρ admits a section, say
s : X → V ′, which defines a local retraction in a neighborhood of x, ρ : V ′ → X.
6.7. Lifting local sequences.
-Lifting smooth morphisms. If X1 → X is a smooth morphism, then
V ′
ϕ

V1 = V
′ ×X1
ϕ1

oo
X X1.oo
induces a smooth morphism over V ′, and a commutative diagram. The closed immersion X ⊂ V ′
guarantees the existence of a diagonal map from X1 to V
′. So, as before, there is a section
s1 : X1 → V1 which together with ϕ1 : V1 → X1 defines a retraction.
-Lifting blow ups. Observe, in addition, that if Y ⊂ X is a smooth closed subscheme, then the blow
up with center Y induces a commutative diagram of blow ups and closed immersions,
V V1oo
X
OO
X1
OO
oo
where X1 can be identified with the strict transform of X. Moreover, the diagram also indicates
that a local retraction ϕ : V → X can be naturally lifted to a local retraction ϕ1 : V1 → X1 at least
locally in a neighborhood of a point.
Conclusion 1. Thus, using the retraction ϕ : V ′ → X, any local sequence over X
can be lifted to a local sequence over V (in the sense of Definition 3.1).
Conclusion 2. If a retraction ϕ : V → X is given, then given an OX -Rees algebra
S, the tree of closed subsets FX(S) can be identified with a tree of closed subsets
over V .
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Question 6.8. Let G be any OV -Rees algebra, let X ⊂ V be a smooth closed subscheme, and let
X = OV [I(X)W ]. Is there an OX-Rees algebra S such that
FX(S) = FV (G) ∩FV (X )?
Here the inclusion “⊂” has to be interpreted viewing FX(S) as a tree of closed sets over V , and the
equality of trees should hold for any local retraction ϕ : V → X (since, a priori, no local retraction
V → X is given, and infinitely many can be constructed).
The first obvious guess, setting S as G|X , will not work since in general the inclusion
SingG ∩X ⊂ Sing(G|X )
is strict. However, a more careful choice of representative within the class CV (G) will do the job, as
it is shown in the next proposition.
Proposition 6.9. Let X ⊂ V be a smooth closed subscheme. Set X = OV [I(X)W ] and let G be an
arbitrary Rees algebra. Then
FX((Diff(G))|X ) = FV (G) ∩FV (X ).
Moreover, (Diff(G))|X is an OX -differential Rees algebra.
Proof: Lemma 6.3 asserts that
FV (G ⊙ X ) = FV (G) ∩FV (X ).
It suffices to prove the proposition in the particular case in which G = OV [fW b] and X is a smooth
hypersurface, since the general case would then follow from this using an inductive argument.
Let x ∈ (SingG)∩X be a closed point, and fix a regular system of parameters {z1, . . . , zd} ⊂ OV,x
with z1 being a local equation for X. Consider the expansion of f in the completion ÔV,x,
f = h0(z2, . . . , zd) + z1h1(z2, . . . , zd) + z
2
1h2(z2, . . . , zd) + . . . =
∞∑
i=0
zi1hi(z2, . . . , zd). (18)
Notice that there is a formal retraction defined in algebraic terms by the natural inclusion
ρ : ÔX,x ≃ k′[[z2, . . . , zd]]→ ÔV,x ≃ k′[[z1, z2, . . . , zd]], (19)
where k′ is the residue field at x. This inclusion allows us to view the hi as elements in both ÔV,x
and ÔX,x for i = 0, 1, . . ..
Now observe that x ∈ Sing(G ⊙ X ) if and only if
νx(h0) ≥ b, νx(h1) ≥ b− 1, . . . , νx(hb−1) ≥ 1, νx(z1) ≥ 1; (20)
where νx denotes the order function in the regular local ring ÔV,x. This, in turn, is equivalent to
asking that νx(hi) ≥ b − i for i = 0, 1, . . . , b − 1 in the regular local ring ÔX,x. We would like to
express these conditions in terms of elements of OV,x and OX,x. To this end, we will make use of
differential operators.
Following the arguments in 4.3, consider
Tayz1 : k
′[[z1, . . . , zd]] −→ k′[[z1, . . . , zd, T ]]
f(z1, z2, . . . , zd) 7−→ f(z1 + T, z2, . . . , zd) =
∑
j ∆
j
z1(f)T
j.
Then
Tayz1(f) =
∞∑
i=0
(z1 + T )
ihi =
∞∑
i=0
 i∑
j=0
(
i
j
)
zi−j1 T
j
hi = ∞∑
j=0
 ∞∑
i=j
(
i
j
)
zi−j1 hi
T j.
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And recall that for j = 0, 1, . . . , b− 1,
∆jz1 : ÔV,x −→ ÔV,x
f 7−→ hj +
(
j + 1
j
)
z1hj+1 +
(
j + 2
j
)
z21hj+2 + . . .
(21)
is a differential operator of order j.
Now, using (21),
ÔV,x[∆b−1z1 (f)W,∆b−2z1 (f)W 2,∆b−3z1 (f)W 3, . . . ,∆1z1(f)W b−1, fW b]⊙ ÔV,x[z1W ] =
= ÔV,x[z1W,hb−1W,∆b−2z1 (f)W 2,∆b−3z1 (f)W 3, . . . ,∆1z1(f)W b−1, fW b] =
= ÔV,x[z1W,hb−1W,hb−2W 2,∆b−3z1 (f)W 3, . . . ,∆1z1(f)W b−1, fW b] =
= . . . =
= ÔV,x[z1W,hb−1W,hb−2W 2, . . . , h1W b−1, h0W b].
(22)
So, by (22) and by the double nature of hj (see (19)), one has that x ∈ Sing(G ⊙ X ) if and only
if,
x ∈ Sing
(
ÔX,x[hb−1W,hb−2W 2, . . . , h1W b−1, h0W b]
)
= Sing
(
ÔX,x[(∆b−1z1 (f))|XW, (∆b−2z1 (f))|XW 2, . . . , (∆1z1(f))|XW b−1, f |XW b]
)
.
Since V is smooth over a perfect field k, each differential operator ∆jz1 , originally defined on ÔV,x,
defines, by restriction, a differential operator of order j, say Dj : OV (U) → OV (U), in a neighbor-
hood U of x (since V is smooth over a perfect field k, if z1, . . . , zd ∈ OV,x is a regular system of
parameters, then dz1, . . . , dzd form a basis of Ω
1
OV |k
in a neighborhood U of x, now use [22, Theorem
16.11.2]). Thus
x ∈ Sing(G ⊙ X )⇔
⇔ x ∈ Sing(OX,x[Db−1(f)|XW,Db−2(f)|XW 2, . . . D1(f)|XW b−1, f |XW b]).
From here it follows that
Sing(G ⊙ X ) = Sing ((Diff(G))|X ) .
It is worthwhile mentioning here that, via a local retraction, the differential operators Dj can be
interpreted as relative differential operators via the local inclusion OX,x ⊂ OV,x (here we may need
to work on an e´tale neighborhood of x). Thus, from the previous discussion it follows that, in a
neighborhood U ⊂ V of x,
f = D0(f) + z1D
1(f) + . . .+ zs1D
s(f) mod 〈zs+11 〉.
Observe that the equality of singular loci is preserved by any G-X -local sequence. On the one
hand, it is clearly preserved by pull-backs under smooth morphisms. On the other, notice that the
equality is also preserved after permissible monoidal transformations. This follows from Proposition
2.3 and the fact that retractions can be lifted after a permissible monoidal transformation as proved
in 6.7 (so the expansion in (18) can also be lifted after a monoidal transformation).
Now we show that (Diff(G))|X is an OX-Differential Rees algebra. We will argue locally, in a
neighborhood of a point x ∈ X ⊂ V , and assume, as before, that there is a regular system of
parameters {z1, z2, . . . , zd} ⊂ OV,x such that z1 is a local equation defining X.
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As in 4.3, consider the Taylor expansion on ÔV,x ≃ k′[[z1, . . . , zd]],
Tay : k′[[z1, . . . , zd]] −→ k′[[z1, . . . , zd, T1, . . . , Td]]
f(z1, z2, . . . , zd) 7−→ f(z1 + T1, z2 + T2, . . . , zd + Td) =
∑
α∈Nd ∆
α(f)Tα,
and recall that for each α = (α1, α2, . . . , αd) ∈ Nd, ∆(α1,α2,...,αd) is a differential operator of order
|α| = α1 + α2 + . . .+ αd, which defines by restriction a differential operator Dα : OV (U)→ OV (U)
in some neighborhood U of x. In fact, DiffrV |k, is locally generated by the D
α with |α| ≤ r.
Using the formal retraction in (19), observe that for α2 + . . . + αd ≤ r,
∆(0,α2,...,αd) : ÔV,x −→ ÔV,x
f 7−→ ∆(0,α2,...,αd)(f) (23)
generate the ÔX,x-module of differential operators DiffrÔX,x|k′. Since X is smooth over a perfect field
k, these differential operators define, by restriction to OX,x differential operators Dα : OX(U) →
OX(U) in some neighborhood U of x. Moreover they generate the OX(U)-module DiffrX|k.
To conclude, it is enough to observe that using the formal retraction in (19), for each α =
(0, α2, . . . , αd) ∈ Nd,
(∆αf)|{z1=0} = ∆α(f |{z1=0}),
from where it follows that (Diff(G))|X = Diff(G|X ). 
7. Proof of Theorem 3.10
7.1. Proof of Theorem 3.10: Let G and K be two Rees algebras. We want to show that FV (K) ⊂
FV (G) if and only if Diff(G) ⊂ Diff(K).
The “if” part follows easily from Example 3.7, 4.5, and Lemma 4.6, so we only have to prove
the “only if” part and assume that FV (K) ⊂ FV (G). Let Diff(K) =
⊕
n InW
n and let Diff(G) =⊕
n JnW
n.
To check whether a given Rees algebra is contained in the integral closure of another, we start
by choosing a suitable Veronese action, say VN , so that both VN (Diff(K)) = OV [INWN ] and
VN (Diff(G)) = OV [JNWN ] are almost-Rees rings (see Lemma 1.9). By Lemma 1.11, to show that
Diff(G) ⊂ Diff(K) it is enough to prove that JN ⊂ IN . By Remark 5.1, this can be tested in the
normalized blow up of V at IN , say V
Θ←− B = BlIN (V ) (observe that B is the normalized blow
up of V with respect to Diff(K), see 1.18).
Then, Θ∗(VN (Diff(K))) = OB[INOBWN ] where INOB is a locally invertible sheaf of ideals on
B, i.e.,
INOBWN = I(H1)N1 · · · I(Hs)NsWN (24)
for some irreducible and reduced hypersurfaces H1, . . . ,Hs ⊂ B. Thus, again by Remark 5.1, it is
enough to prove that JNOB,Hi ⊂ I(Hi)NiOB,Hi , for i = 1 . . . s.
Next we need to show that there is a sufficiently large open subset U of B where the inclusion
FU (Θ
∗(Diff(K))) ⊂ FU (Θ∗(Diff(G))) holds. Observe first that since B is normal, maybe after
removing a closed subscheme Y ⊂ B of codimension at least two, the open subset U = B \ Y is
smooth. This means that the restriction of Θ to U is a finite type morphism of smooth schemes.
Consider an open cover, {Uλ}λ∈Λ of U , so that the restriction V
Θ|Uλ←− Uλ factorizes as a com-
position of a smooth morphism, say Z = V × Atk
ϕ−→ V , followed by a closed immersion of
smooth schemes, say Uλ
iλ→֒ Z . Then FZ (ϕ∗(Diff(K))) ⊂ FZ (ϕ∗(Diff(G))), and since Uλ ⊂ Z
is a smooth closed subscheme, Proposition 6.9 applies to guarantee that we still have the inclusion
FUλ(Θ
∗(Diff(K))|Uλ) ⊂ FUλ(Θ∗(Diff(G))|Uλ).
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Also by Proposition 6.9, Θ∗(Diff(K))|Uλ is a differential Rees algebra, since it is the restriction of
the differential Rees algebra ϕ∗(Diff(K)) to a smooth closed subscheme Uλ. Hence, one has that
SingΘ∗(Diff(K))|Uλ = V (INOUλ)
(see 4.4), and as a consequence, N1, . . . , Ns ≥ N in (24). Under these hypotheses, Proposition 5.3
ensures that OUλ,Hi [JNOUλ,HiWN ] ⊂ OUλ,Hi[I(Hi)NiOUλ,HiWN ]. By Lemma 1.11 this means that
JNOUλ,Hi ⊂ I(Hi)NiOUλ,Hi = INOUλ,Hi . Since Y is a closed subscheme of codimension greater
than or equal to two, OUλ,Hi = OB,Hi and so JNOB,Hi ⊂ INOB,Hi . By Remark 5.1, it follows that
JN ⊂ IN in V . 
8. Other equivalence relations
The notion of weak equivalence in Definition 3.5 relies on that of local sequences introduced in
Definition 3.1. If we change the notion of local sequence it is plausible that the equivalence relation
will change as well. Here there are two examples of alternative notions of local sequences also useful
for the problem of constructive resolution.
8.1. Restricting the class of smooth morphisms. Assume that in Definition 3.1 we only
consider smooth maps of the following type:
1) Projection on the first coordinate, V1 = V × Ank
ϕ−→ V .
2) Restriction to a Zariski’s open subset V1 of V , V1
ϕ−→ V .
So, we may consider local sequences over V defined in terms of monoidal transformations and
smooth morphism of type 1) and 2). In such case, for a given Rees algebra G, the definition of G-
local sequence has changed. As in Definition 3.5 one can define an equivalence relation on OV -Rees
algebras now considering this new notion of local sequence. A priori, the new equivalence relation
is different from the latter. In order to distinguish both equivalence relations, we denote by C˜V (G)
the equivalence class of G according to the new notion of local sequence.
We claim that both equivalence classes coincide, i.e., C˜V (G) = CV (G) for any G. To prove this
claim it is enough to review the proof of the Duality Theorem (see 7.1), and that of Proposition
5.3. Note that the smooth morphisms used in the proofs are, in fact, as in 1) and 2). This already
ensures that both notions of weak equivalences coincide. Let us underline here that the smooth
morphisms of type 1) and 2) are so specific that they do not require the existence of retractions in
Question 6.8.
8.2. Restricting the class of permissible monoidal transformations. When we transform
a Rees algebra by a permissible monoidal transformation, as in 2.2, an exceptional hypersurface
appears. So, when addressing the resolution of a Rees algebra, see 2.2, some exceptional hypersur-
faces will be introduced, and in order to get a constructive resolution we will require that they have
normal crossings. Now we introduce a new structure adapted to this new information, and a new
definition of permissible transformation which will be handy starting in Section 10.
Definition 8.3. A basic object is a triple (V,G, E) where
• V is a smooth scheme,
• G is a OV -Rees algebra, and
• E = {H1,H2, . . . ,Hr} is a set of smooth hypersurfaces so that their union has normal
crossings.
Definition 8.4. We say that a smooth closed subscheme Y ⊂ SingG is permissible for (V,G, E) if it
satisfies the additional constraint of having normal crossings with the union of the hypersurfaces in
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E. A permissible transformation for a basic object is the blow up, V ← V1, at a permissible center
for this basic object. The transform of (V,G, E) is defined as:
(V1,G1, E1)
where G1 is the transform of G, as in 2.2, and E1 = {H1, . . . ,Hr,Hr+1}. Here Hi ∈ E1 denotes the
strict transform of Hi ∈ E for i = 1, . . . , r, and Hr+1 is the exceptional hypersurface of the blow up.
8.5. Local sequences for basic objects. Analogously to Definition 3.2, we will define local
sequences for basic objects. Fix a basic object (V,G, E). We say that a sequence
(V,G, E) = (V0,G0, E0) (V1,G1, E1)π0oo · · ·π1oo (Vm,Gm, Em)
πm−1oo (25)
is a (V,G, E)-local sequence if, for i = 0, 1, . . . ,m − 1, each πi is either a permissible monoidal
transformation for (Vi,Gi, Ei) (and then (Vi+1,Gi+1, Ei+1) is the transform of (Vi,Gi, Ei) in the
sense of 8.4), or a smooth morphism (and then Gi+1 and Ei+1 are, respectively, the pull-backs of Gi
and Ei in Vi+1).
Therefore, in this new context, the condition of normal crossings is imposed in the notion of local
sequence. And as before, we can define a new equivalence relation, now on basic objects in the
obvious way. Specifically, we will say that B = (V,G, E) and B′ = (V,K, E) are equivalent basic
objects if G and K are equivalent with this new (more restrictive) definition of local sequence (since
we take into account the hypersurfaces in E in the notion of permissible center). Once again, we
claim that two basic objects, B = (V,G, E) and B′ = (V,K, E), are equivalent if and only if G and
K are weakly equivalent as Definition 3.5.
To prove the claim, observe that, on the one hand, by 8.1, it is enough to consider projections
and restrictions to open sets instead of general smooth morphisms, since we already know that this
does not change the equivalence relation (see 8.1).
To finish, again we review the proofs of Theorem 3.10 (see 7), and Proposition 5.3 and adapt
the unique point where the permissible transformations are required. Namely, we focus on the
local sequence (16) of the proof of Proposition 5.3. This proof consists in comparing the weighted
transforms of two Rees algebras, G and H, after certain local sequences. So now, we impose that
these local sequences be permissible for the basic objects (V,G, E) and (V,H, E) with the common
set of hypersurfaces E = {H1,H2, . . . ,Hr}. Thus, we need the centers to have normal crossings with
the transforms of E, in the following sequence
V U U × A1k = V ′ V ′1 V ′2 . . . V ′m−1 V ′m
Y0 = H|U × {x} Y1 = H′1 ∩Hr+1 Ym−1 = H′m−1 ∩Hr+m−1
oo ϕ1 oo ϕ2 oo ρ0 oo ρ1 oo oo oo
ρm−1
(26)
Here ϕ1 and ϕ2 are the smooth morphisms of 8.1, and, for i = 0, . . . m − 1, ρi is the blow up of
V ′i at Yi, and Hr+i+1 is its exceptional hypersurface.
We observe that if H|U and E have normal crossings then H|U ×A1k and Y0 have normal crossings
with E′ = {H1|U × A1k,H2|U × A1k, . . . ,Hr|U × A1k}. So, π0 is permissible in this new sense. The
following monoidal transformations are also permissible. Note that all the centers are the intersection
of the strict transform of H and the new exceptional divisor. So the local sequence (26) is in fact
permissible for both, (V,G, E) and (V,H, E), and the arguments in the proof of Proposition 5.3 still
hold.
26 A. BRAVO, M.L. GARCIA-ESCAMILLA, O.E. VILLAMAYOR U.
Otherwise, if H|U and E do not have normal crossings, we can replace U with say U˜ = U \ F ,
where F is closed of codimension at least two, so that H|U˜ and E|U˜ have normal crossings. Therefore,
placing a smooth morphism of 8.1 among the local sequence, we proceed as in the previous case.
Part 2. Applications
9. The Hilbert-Samuel function and Differential Rees Algebras
In the following lines we recall the main ideas behind Hironaka’s proof of resolution of singularities,
and show some consequences of Theorem 3.10 when applied in this context.
Let X be a variety over a perfect field. Let maxHSX be the maximum value of the Hilbert-Samuel
function of X, say HSX , and define the closed set
MaxHSX := {x ∈ X : HSX(x) = maxHSX}.
Hironaka showed (see [29]) that, locally, in an e´tale neighborhood of each point x ∈ MaxHSX ,
there is an immersion of X in a smooth scheme, say X ⊂ V , together with a pair (J, b) on V , so
that Sing(J, b) = MaxHSX . Moreover, he showed that the pair (J, b) can be defined so that its
resolution leads to a lowering of maxHSX . More precisely, locally, in an e´tale neighborhood of a
point x ∈ MaxHSX , there are functions f1, . . . , fs ∈ OV,x such that
MaxHSX =
s⋂
j=1
MaxHS{fj=0} . (27)
Here MaxHS{fj=0} denotes the maximum multiplicity locus of {fj = 0}, for j = 1, . . . , s. Further-
more, equality (27) is preserved under blowing ups at smooth centers contained in MaxHSX , and
its transforms, until the maximum value of the Hilbert-Samuel function drops. In other words, let
V = V0 V1
ρ0oo . . .
ρ1oo Vn
ρn−1oo
X = X0 X1 . . . Xn,
(28)
be a sequence of blow ups at centers Yi ⊂MaxHSXi , where Xi denotes the strict transform of Xi−1
in Vi, for i = 1, . . . , n, and assume that
max HSX0 = max HSX1 = . . . = max HSXn .
Then
MaxHSXi =
s⋂
j=1
MaxHS{fj,i=0} (29)
where fj,i denotes a strict transform of fj,i−1 in Vi for i = 1, . . . , n (here fj,0 = fj). It can be checked
that the equality (27) is also preserved by pull-backs of smooth morphisms.
Observe that the description of the closed sets MaxHSXi in (28) is similar to that of the tree of
closed sets determined by Rees algebras and local sequences on smooth schemes. More precisely,
the equalities in (27) and (29) can be interpreted as follows. Let nj be the maximum multiplicity
of {fj = 0}. Then setting G = OV [f1W n1 , . . . , fsW ns ], one has that
MaxHSX = SingG = SingDiff(G),
and this equality is preserved by local sequences if maxHSX does not drop. Therefore, the problem
of lowering the maximum value of the Hilbert-Samuel function of X, in a neighborhood of a point
x ∈ MaxHSX , is equivalent to that of finding a resolution of the OV -Rees algebra G. Note, in
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addition, that as the singular locus of G is a prescribed closed set, namely a Hilbert-Samuel stratum,
it is clear that such algebra is well defined up to weak equivalence.
Now, assume that X is globally embedded in some smooth scheme V . Theorem 3.10 ensures that
there is a canonical way to assign a Rees algebra to MaxHSX , namely, Diff(G), locally, in an e´tale
neighborhood of each point x ∈ MaxHSX . This implies that these locally defined Rees algebras,
patch so as to define a sheaf of Rees algebras D on V (at least in e´tale topology). By construction,
SingD = MaxHSX , and this equality is preserved by permissible monoidal transformations at
centers Y ⊂ MaxHSXi ⊂ Vi, and pull-back by smooth morphisms.
When V is smooth over a field of characteristic zero, there is a theorem of resolution of Rees
algebras (see Section 10). Therefore, a local resolution of each Diff(G) defines a global resolution of
D. This leads to an improvement of the Hilbert-Samuel function ofX, and, ultimately, to a resolution
of singularities of X. This trivializes the local-global problem in resolution of singularities regarding
to the assignation of basic objects to MaxHSX .
On the other hand, it can also be proved that a constructive resolution of X does not depend on
the immersion.
10. Invariants and Resolution of singularities
As indicated in Section 9, Hironaka reduces the problem of resolution of singularities over a perfect
field, and hence that of log-resolution of ideals, to that of resolution of basic objects (see Section 8
for the definitions of basic object and that of permissible transformation of basic objects). Then he
shows that basic objects can be resolved at least over fields of characteristic zero (cf. [25]).
Definition 10.1. A resolution of a basic object, (V, (J, b), E), is a finite sequence of permissible
transformations,
(V,G, E) (V1,G1, E1)ρ0oo . . .ρ1oo (Vn,Gn, En),
ρn−1oo (30)
such that SingGn = ∅.
Hironaka’s proof is existential. In order to achieve constructive resolution we need to go one step
further: we have to resolve basic objects in a way that two weakly equivalent basic objects undergo
the same resolution. This motivates the study of invariants (see Definition 10.2 below): they will be
used to determine the permissible centers in a resolution sequence as (30). In fact, a constructive (or
algorithmic) resolution of singularities is defined by fixing a suitable invariant function of resolution
of basic objects that indicates the centers to blow up in a resolution process (see 0.2).
Definition 10.2. Let V be a smooth scheme over a perfect field k, and let R be the set of all
(finitely generated) OV -Rees algebras. Recall that we can assign a closed set to each Rees algebra
G ∈ R, namely SingG. Suppose we assign a value to each G ∈ R, at each point x ∈ SingG,
and denote it by µG(x). We will say that µG(x) is an invariant if for any Rees algebra K weakly
equivalent to G, one has that µG(x) = µK(x).
10.3. The local-global problem. The goal of this section is to present an expository account of
the use of the Canonicity Principle in questions related to resolution of singularities, particularly
when it comes to the problem of the globalization of local invariants. A first step in this direction
appears already in the previous section, where the globalization of the Hilbert-Samuel-invariant is
discussed for a scheme X included in a smooth scheme V over a perfect field k. Essentially, the
point is: given a basic object (V,G, E) we want to construct a resolution. Such a resolution can
be achieved, but only over fields of characteristic zero. In this context, the globalization of local
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invariants also appears in the construction of this resolution (and hence on that of log-resolution of
ideals).
The material will be presented in chronological order. We begin with part (A) (see 10.4) describing
the invariants that appear in [28]: Hironaka’s order function and the τ -invariant. The goal in part
(B) (see 10.5) is twofold: on the one hand, we describe some invariants used in constructive resolution
(see B1); on the other, we give some hints about how these invariants are used to achieve resolution
of basic objects in characteristic zero. Finally, parts (C) and (D) are dedicated to invariants that
grow from a form of elimination (see 10.7 and 10.9).
10.4. (A) Hironaka’s main invariants. [28], [21], [26], [27], [29], [36]
Hironaka’s order function. Let G =⊕n InW n be a Rees algebra on a smooth scheme V over a
perfect field k. Recall that Hironaka’s order function is defined as:
ordG : SingG −→ Q ≥ 1
x 7−→ ordG(x) = infn≥1
{
νx(In)
n
}
,
(31)
(see 1.13). The statements in 1.17, 4.4 and Theorem 3.11 guarantee that Hironaka’s order function
is an invariant (see also [28, Theorem 10.10]).
Hironaka’s τ-invariant for Rees algebras. Let G =⊕n InW n be as before, and let x ∈ SingG
be a closed point with residue field k′. Fix a regular system of parameters, {z1, . . . , zd} ⊂ OV,x, and
consider the graded k′-algebra associated to its maximal ideal mx, Grmx OV,x. This graded ring is
isomorphic to a polynomial ring in d-variables with coefficients in k′, i.e., k′[Z1, . . . , Zd], where Zi
denotes the initial form of zi in mx/m
2
x. Note that Grmx OV,x is the coordinate ring associated to
the tangent space of V at x, namely Spec(Grmx OV,x) = TV,x. The initial ideal or tangent ideal of
G at x, Inx(G), is the ideal of Grmx OV,x generated by the elements Inx(In) for all n ≥ 1. Observe
that Inx(G) is zero unless ordG(x) = 1. The zero set of the tangent ideal in Spec (Grmx OV,x) is the
tangent cone of G at x, CG,x. The τ -invariant of G at x is the minimum number of variables needed
to describe Inx(G). This in turns is the codimension of the largest linear subspace LG,x ⊂ CG,x such
that u + v ∈ CG,x for all u ∈ CG,x and v ∈ LG,x. The τ -invariant of G at x is denoted by τG,x. The
inclusion G ⊂ Diff(G) defines an inclusion CDiff(G),x ⊂ CG,x, and in fact,
CDiff(G),x = LDiff(G),x = LG,x.
Note, in particular, that G, G, and Diff(G) have the same τ -invariant at all singular point (see for
instance [4, Remark 4.5, Theorem 5.2]), and therefore it is an invariant.
Some of these invariants have also been studied by H. Kawanue and K. Matsuki in the frame of
their “Idealistic filtration program” (see [33] and [34]).
Key point. The τ -invariant bounds the local codimension of the singular locus of a Rees algebra
say G, at a given point x ∈ SingG. In particular, if Y ⊂ SingG is a permissible center, then
codimx Y ≥ τG,x: note that TY,x ⊂ TV,x, is a linear subspace, and that moreover, TY,x ⊂ LG,x for all
x ∈ Y ⊂ SingG, thus codimx Y ≥ τG,x (cf. [11, Theorem 6.5]). We say that G is of codimensional
type e at x ∈ SingG if τG,x ≥ e. We say that G is of codimensional type ≥ e if τG,x ≥ e for all
x ∈ SingG. In this case we will write τG ≥ e.
10.5. (B) Invariants that are used in constructive resolution. [37], [18, 4.11, 4.15]
A resolution strategy. Let V be a smooth d-dimensional scheme over a perfect field k. Going back
to the discussion in the previous paragraph, observe that if G is an OV -Rees algebra of codimensional
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type d, then SingG consists of finitely many points. In such case, our arguments will show that a
resolution can be obtained by simply blowing up these points. More generally, let e ≥ 1. Then, if
the codimensional type of G is ≥ e at some e-codimensional component Y of SingG, it can be shown
that Y is smooth and a natural center to blow up (see [11, Lemma 13.2]). The point is that if G is
of codimensional type ≥ e at a given point x ∈ Sing G, but the codimension of SingG is larger than
e at x, then it is possible to associate to G another Rees algebra, say G˜, of codimensional type larger
than e, and so that
G ⊂ G˜. (32)
This motivates the use of induction on the codimensional type of a Rees algebra as a strategy for
resolution of basic objects. To this end, we make use of the so called satellite functions.
Satellite functions will be presented in (B1) below, where it will also be shown that they are
invariants. In this point we find it convenient to use the language of pairs instead of that of Rees
algebras, since we think that it clarifies the exposition.
Satellite functions play a key role in the inductive strategy for resolution of basic objects in
characteristic zero. This is indicated in (B2), specially in Proposition 10.6. As we will see, the
Canonicity Principle will ensure that the Rees algebra G˜ from (32) is unique up to weak equivalence.
This settles the local-global problem in constructive resolution (see 10.3).
(B1) Satellite functions.
The first satellite function [37], [18, 4.11]. As indicated before, for the clarity of the exposition,
we will write basic objects in terms of pairs instead of Rees algebras (see 2.5). Let (V, (J, b), E) be
a basic object with E = {H1, . . . ,Hr}, and consider any local sequence as in Definition 8.5,
(V, (J, b), E) = (V0, (J0, b), E0) (V1, (J1, b), E1)oo · · ·oo (Vm, (Jm, b), Em).oo (33)
Let {Hr+1, . . . ,Hr+m′}(⊂ Em) with m′ ≤ m denote the exceptional hypersurfaces introduced by
the steps that are permissible monoidal transformations (i. e., by the steps not given by smooth
morphisms). We may assume, for simplicity, that these hypersurfaces are irreducible. Then for
i = 1, . . . ,m there is a well defined factorization of the sheaves of ideals Ji ⊂ OVi , say:
Ji = I(Hr1)
b1I(Hr2)
b2 · · · I(Hri′ )bi′ · J˜i (34)
so that J˜i does not vanish along Hrj for j = 1, . . . i
′. Define w-ord(Ji,b) (or simply w-ordi):
w-ordi : Sing(Ji, b) −→ Q
x 7−→ w-ordi(x) = νx(J˜i)b (= ord(J˜i,b) (x)),
(35)
where νx(J˜i) denotes the order of J˜i at OVi,x. As we will show below, these functions derive from
Hironaka’s order function, and hence are invariants.
The second satellite function: the inductive function t [37], [18, 4.15]. Consider any local
sequence as in Definition 8.5, where now each Vi ← Vi+1 is defined with center Yi ⊂ Maxw-ordi,
(V, (J, b), E) (V1, (J1, b), E1)
ρ0oo · · ·ρ1oo (Vm, (Jm, b), Em),
ρm−1oo (36)
Then,
maxw-ord ≥ maxw-ord1 ≥ · · · ≥ maxw-ordm . (37)
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We now define a function tm, only under the assumption that maxw-ordm > 0. Set l ≤ m such
that
maxw-ord ≥ . . . ≥ maxw-ordl−1 > maxw-ordl = maxw-ordl+1 · · · = maxw-ordm, (38)
and write:
Em = E
+
m ⊔ E−m (disjoint union), (39)
where E−m are the strict transforms of hypersurfaces in El. Define
tm : Sing(Jm, b) −→ Q× N
x 7−→ tm(x) = (w-ordm(x), ♯{Hi ∈ E−m : x ∈ Hi}) (40)
where Q×N is a set ordered lexicographically, and ♯S denotes the total number of elements of a set
S. We underline that:
i) If each step (Vi, (Ji, b), Ei)← (Vi+1, (Ji+1, b), Ei+1) in (36) is defined with center Yi ⊂ Max ti,
then
max t ≥ max t1 ≥ · · · ≥ max tm. (41)
ii) If max tm = (
d
b , a), then maxw-ordm =
d
b . Clearly Max tm ⊂ Maxw-ordm.
Recall that the functions ti are defined only if maxw-ordi > 0. We say that a sequence of trans-
formations is t-permissible when Yi ⊂ Max ti for all i. Similarly, a sequence is w-permissible when
Yi ⊂ Maxw-ordi for all i.
We will show next that these functions derive from Hironaka’s order function, and hence are
invariants.
Satellite functions derive from Hironaka’s order function. Let us draw attention here on
the fact that the function w-ord from (35), and the factorization in (34), grow from Hironaka’s order
function. Fix Hr+i as in (34). Assume, for simplicity, that all steps in sequence (33) are permissible
monoidal transformations with centers Yi−1 ⊂ Sing(Ji−1, b), for i = 0, . . . ,m− 1. Then define the a
function expi along the points in Sing(Ji, b) by setting
expi(x) =

bi
b =
ordYi−1 Ji−1
b − 1 if x ∈ Hr+i ∩ Sing(Ji, b);
0 otherwise .
(42)
Since Yi−1 ⊂ Sing(Ji−1, b), one has that bi ≥ 0. So, we can express each rational number expi(x) in
terms of the functions ord(Jj ,b), for j < i. More precisely, in terms of the functions ord(Jj ,b) evaluated
at the generic points, say yj, of the centers Yj(⊂ Vj) of the monoidal transformation. Finally note
that by induction on the integer i,
w-ordd(Ji,b)(x) = ord(Ji,b)(x)− exp1(x)− exp2(x)− · · · − expi(x).
Thus the satellite functions derive from Hironaka’s order functions and hence are invariants (they
take the same value for any basic object (V, (I, c), E) weakly equivalent to (V, (J, b), E)).
(B2) The role of the satellite functions in the inductive strategy for resolution of basic
objects.
We return to the language of Rees algebras in this part. Recall that we are interested in finding a
resolution of a given basic object (V,G, E).
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The key to the induction on the codimensional type. A basic object (V,G, E) is said to be
simple if ordG(x) = 1 for all x ∈ SingG. Observe that if (V,G, E) is simple, then τG,x ≥ 1 for all
x ∈ SingG, and its transform, by any permissible transformation, is simple again.
Why simple basic objects? Simple basic objects play a central role because, in characteristic
zero, their resolution can be addressed in an inductive manner. Traditionally the approach to resolve
simple basic objects by induction makes use of restriction to smooth hypersurfaces (of maximal
contact). Here we describe an alternative form of induction for resolution of simple basic objects
making use of the notion of the codimensional type of a Rees algebra (thus following the resolution
strategy sketched in 10.5). At the same time it shows that in this reduction simple basic objects
appear only up to equivalence. This already highlights the importance of the notion of invariant
from Definition 10.2 in constructive resolution of singularities.
Proposition 10.6. [11, Theorems 12.7 and 12.9] Let (V,G, E) be a basic object with V smooth over
a perfect field k. Consider a t-permissible local sequence (see 10.5),
(V,G, E) (V1,G1, E1)oo · · ·oo (Vm,Gm, Em),oo (43)
and assume that maxw-ordm > 0. Let l be the smallest index so that max tl = max tm (see 10.5).
Then:
(A) There is a simple OVl-Rees algebra G˜ (or say there is a basic object (Vl, G˜, E˜)), with the
following property: Any local sequence starting on (Vl, G˜, E˜), say
(Vl, G˜, E˜) (V˜l+1, G˜1, E˜1)oo · · ·oo (V˜l+S, G˜S , E˜S),oo
induces a t-permissible local sequence starting on (Vl,Gl, El) (also enlarging the first l-steps of se-
quence (43)), say:
(Vl,Gl, El) (V˜l+1, G˜l+1, E˜l+1)oo · · ·oo (V˜l+S , G˜l+S , E˜l+S),oo (44)
with the following condition on the functions tj defined for this last sequence (44):
a) Max tl+k = Sing(G˜k) for k = 0, 1, . . . , S − 1;
b) max tl = max tl+1 = · · · = max tl+S−1 ≥ max tl+S;
c) max tl+S−1 = max tl+S if and only if Sing(G˜S) 6= ∅ , in which case Max tl+S = Sing(G˜S);
(B) (Canonicity) If an OVl-Rees algebra K also fulfills (A), then K and G˜ are weakly equivalent.
Note that the claim in (B) already follows from the conditions imposed in (A).
We emphasize here that Proposition 10.6 is valid for basic objects (V,G, E) with V smooth over
a perfect field k. Proposition 10.6 is needed for the proof of Theorem 10.8 below, which is also valid
for smooth schemes over perfect fields. Then:
• When the characteristic of the base field is zero, using the output of Theorem 10.8 it can be
shown that resolution of basic objects follows from a combinatorial argument.
• When the characteristic of the base field is positive, Theorem 10.8 says that some form of
simplification of the singularities can be achieved.
These ideas will be made clearer in the next point dedicated to elimination.
10.7. Elimination. [39], [11]
As was previously indicated, the resolution of basic objects over fields of characteristic zero can
be addressed by using induction on the codimensional type (see 10.4 and 10.5), and it is here where
the theory of elimination is used. A first step within this approach is given in Proposition 10.6,
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which, in particular, states that there is a canonical way to attach a Rees algebra of codimensional
type ≥ 1 to a given a Rees algebra of codimensional type ≥ 0.
In the following lines, we describe the main ideas of elimination, and state Theorem 10.8 as a
consequence of Proposition 10.6. We will also indicate why Theorem 10.8 implies resolution of basic
objects in characteristic zero, and the obstruction we find when trying to obtain a similar statement
in positive characteristic.
In what follows, all schemes are suppose to be of finite type over a perfect field k. Let β : V (d) →
V (d−e) be a smooth morphism of smooth schemes of dimensions d and (d − e) respectively, with
0 ≤ e ≤ d. For each closed point z ∈ V (d) denote by dβz : TV (d),z → TV (d−e),β(z) the linear (surjective)
map induced on the corresponding tangent spaces. Let G(d) =⊕n InW n be an OV (d)-Rees algebra,
and assume that x ∈ SingG(d) is a closed point with τG(d),x ≥ e. We say that β : V (d) → V (d−e) is
transversal to G(d) at x, if the subspaces LG(d),x from 10.4, and ker(dβx) are in general position in
TV (d),x.
For a given OV (d)-Rees algebra G(d) and a point x ∈ SingG(d) with τG(d),x ≥ e, it is not hard
to construct a smooth morphism β : V (d) → V (d−e) transversal to G(n) at x, at least in an e´tale
neighborhood of x; moreover, this construction can be done in a neighborhood of x (see [11, §8]).
If β : V (d) → V (d−e) is transversal to G(d) at x, then it can be shown that Sing G(d) and
β(Sing G(d)) are homeomorphic, and that a closed subset Y ⊂ SingG(d) is smooth if and only if
β(Y ) ⊂ β(Sing G(d)) is smooth (see [11, 8.4]).
Transversality is preserved by permissible transformations: as indicated above, if Y ⊂ SingG(d)
is a smooth center then β(Y ) is a smooth center, and there is a commutative diagram of permissible
transformations and smooth projections:
V (d) V
(d)
1
V (d−e) V
(d−e)
1 ,
	
ρ(d)oo
β
 ρ(d−e)oo
β1

(45)
where β1 is transversal to the transform G(d)1 of G(d) in V (d)1 in a neighborhood of any point domi-
nating x (see [11, §9]).
In [11] it is shown that, given a differential Rees algebra G(n), and a transversal smooth projection
β : V (d) → V (d−e) as before, it is possible to define an elimination algebra G(d−e) ⊂ OO(d−e) [W ].
This elimination algebra has the following property: given a sequence of permissible transformations,
there are commutative diagrams of transversal projections and transforms of Rees algebras,
G = G0 G(d)1 G(d)m
V (d) = V
(d)
0
β
V
(d)
1
ρ0oo
β1
· · ·ρ1oo V (d)mρm−1oo
βm
V (d−e) = V
(d−e)
0 V
(d−e)
1
ρ0oo · · ·ρ1oo V (d−e)m
ρm−1oo
G(d−e) = G(d−e)0 G(d−e)1 G(d−e)m
(46)
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such that
βi(Sing G(d)i ) ⊂ SingG(d−e)i (47)
for i = 0, . . . ,m.
Given a differential Rees algebra G(d) of codimensional type ≥ e, and an elimination algebra
G(d−e) on some (d− e)-dimensional smooth scheme, the function ord(d−e)
G(d)
is defined as:
ord
(d−e)
G(d)
: SingG(d) −→ Q≥0
z 7−→ ordG(d−e)(β(z)),
(48)
where ordG(d−e) is the usual Hironaka’s order function for a Rees algebra as in 1.13. Note that the
elimination algebra provides information of local nature, and that the choice of the local projection
for its construction is not unique. A fundamental theorem for elimination algebras is that this
information does not depend on the choice of projection, and that it is in fact an invariant (see
[11, Theorem 10.1]).
In the same way as in 10.5, satellite functions of ord
(d−e)
G(d)
can be defined. Altogether, these
invariants lead to a proof of Proposition 10.6, and hence to the following result:
Theorem 10.8. [11, Part 5] [40, Corollary 6.15] Let V (d) be a smooth scheme over a perfect field
k, and let G(d) be a differential OV (d)-Rees algebra of codimensional type ≥ e. Let β : V (d) → V (d−e)
be a transversal projection in a neighborhood of a point x ∈ Sing G(d), and let G(d−e) ⊂ OV (d−e) [W ]
be an elimination algebra. Then a sequence of permissible transformations as (46) can be defined,
so that up to integral closure,
G(d−e)m = OV (d−e)m [MW
n],
where M is a locally principal ideal supported on the exceptional divisor of
V
(d−e)
0 ←− V (d−e)m .
When char(k) = 0, the inclusion (47) is an equality, and, as a consequence, sequence (46) can
be enlarged so as to obtain a resolution of G(d) using arguments of combinatorial nature. On the
other hand, if char(k) = p > 0, the inclusion in (47) may be strict. Still, formula indicates that the
singularities of G(d) can be, somehow, simplified. In particular, in [5] it is shown how sequence (46)
can be enlarged so as to obtain resolution of surfaces in positive characteristic.
On the representability of the singular locus in fewer variables.
Let OV (d) be a smooth scheme over a perfect field k, and let G(d) be an OV (d)-Rees algebra. Fix
a transversal smooth projection as before, β : V (d) → V (d−e), in a neighborhood of some point
x ∈ SingG(d) where the codimensional type is ≥ e ≥ 1. If V (d) ϕ← V (d) ×Ark is the multiplication by
an r-dimensional affine space, then there is a commutative diagram of smooth morphisms
V (d)
β

V (d) × Ark
ϕ(d)oo
β×idAr
k
V (d−e) V (d−e) × Ark.
ϕ(d−e)oo
(49)
One can check that β × idArk : V (d)×Ark −→ V (d−e)×Ark is transversal to (ϕ(d))∗(G(d)) at any point
of (ϕ(d))−1(x).
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Therefore transversality is preserved by both, permissible and smooth morphisms as in (49). In
this context we introduce the following definition: we will say that SingG(d) is β-representable in
(d − e)-variables, if there is an OV (d−e)-algebra, say T (d−e), so that given any local sequence over
V (d) (or over V (d−e)) inducing commutative diagrams as (45) and (49),
G = G0 G(d)1 G(d)m
V (d) = V
(d)
0
β
V
(d)
1
π0oo
β1
· · ·π1oo V (d)mπm−1oo
βm
V (d−e) = V
(d−e)
0 V
(d−e)
1
π0oo · · ·π1oo V (d−e)mπm−1oo
T (d−e) = T (d−e)0 T (d−e)1 T (d−e)m
(50)
one has that βi(SingG(d)i ) = Sing T (d−e)i for i = 0, 1, . . . ,m (here G(d)i and T (d−e)i denote the trans-
forms (or pull-backs) of Gi−1 and T (d−e)i−1 by πi−1 and πi−1 respectively).
Suppose that G(d) is a differential Rees algebra of codimensional type ≥ e. Let β : V (d) −→ V (d−e)
be a transversal smooth projection, and let G(d−e) be the corresponding elimination algebra. Then
β(SingG(d)) = SingG(d−e). (51)
Moreover, if Y ⊂ Sing G(d) is a permissible center, then β(Y ) ⊂ SingG(d−e) is permissible and
there is a commutative diagram of smooth projections, transforms of Rees algebras, and elimination
algebras:
G G(d)1
V (d)
β
V
(d)
1
ρoo
β1
V (d−e) V
(d−e)
1
ρoo
G(d−e) G(d−e)1
(52)
If the characteristic of the base field is zero, then β1(SingG(d)1 ) = SingG(d−e)1 , and it can be
checked that Sing G(d) is β-representable in (d− e)-variables.
In positive characteristic, there is an inclusion, β1(Sing G(d)1 ) ⊂ Sing G(d−e)1 , which may be strict.
However, this containment is strong enough so as to make the statement of Theorem 10.8 valid over
perfect fields of arbitrary characteristic.
10.9. H-ord-functions. [6]
In the latter section we have discussed about the functions ord
(d−e)
G(d)
, defined for algebras G(d) of
codimensional type ≥ e. There are other functions, also defined for algebras of codimensional type
≥ e which are particularly relevant in positive characteristic. They are the so called H-ord-functions.
More precisely, let G(d) be a Rees algebra on a d-dimensional smooth scheme V (d), of codimensional
type ≥ e > 1 at x ∈ SingG(d). Then, in a neighborhood of x, it is possible to construct a smooth
local projection to some (d− e)-dimensional smooth scheme V (d−e), transversal to G(d) at x, and an
elimination algebra G(d−e), say
β : V (d) −→ V (d−e)
G(d) G(d−e),
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so that, locally, in an e´tale neighborhood of x, there are e sections of β, say, z1, . . . , ze, and e elements
f1W
n1 , . . . , feW
ne ∈ G(d), with
f1 = z
n1
1 + a
(1)
1 z
n1−1
1 + . . .+ a
(1)
n1 ∈ OV (d−e) [z1]
...
fe = z
ne
e + a
(e)
1 z
ne−1
e + . . .+ a
(e)
ne ∈ OV (d−e) [ze]
and so that, up to weak equivalence,
G(d) = OV [f1W n1 , . . . , feW ne ]⊙ G(d−e),
where, as before, G(d−e) is an elimination algebra (cf. [6, Proposition 6.3]). With this notation,
define:
H − ord(d−e)
G(d)
(x) := min 1 ≤ i ≤ e
1 ≤ j ≤ ni
{
νβ(x)(a
(i)
j )
j
, ord
(d−e)
G(d)
(β(x))
}
.
We mention here two properties of the function H − ord(d−e)
G(d)
:
1) The valueH−ord(d−e)
G(d)
(x) is independent of the choice of the sections, and it does not depend on
the choice of the smooth (transversal) projection either. Moreover, it is an invariant (see [6, Theorem
6.12]).
2) H − ord(d−e)
G(d)
= ord
(d−e)
G(d)
as functions along Sing(G(d)) every time when G(d) is β-representable.
In particular, the equality always holds in characteristic zero.
11. On the inductive representation of the multiplicity
Let V be a smooth d-dimensional scheme over a perfect field k, and let X ⊂ V be a hypersurface.
A natural strategy to approach a resolution of the singularities of X is to lower its maximum multi-
plicity, say b. Let G = OV [I(X)W b]. Then a resolution of (V,G, E = {∅}), leads, by composition, to
a proper and birational morphism V ← V ′ where the maximum multiplicity of the strict transform
of X, say X ′, drops below b.
According to the discussion in Section 10 (see 10.7), if the codimensional type of G is ≥ e at a given
point x ∈ SingG, then, locally, in a neighborhood of x, SingG can be described using (d−e) variables,
and in fact, it can be projected (bijectively) to a smooth (d − e)-dimensional scheme. When the
characteristic is zero, there is an elimination algebra defined on a (d−e)-dimensional smooth scheme
whose resolution leads to a resolution of G, and hence, to a lowering of the maximum multiplicity
of X (see (51) and (52)).
As the following example shows, there are hypersurfaces in positive characteristic whose maximum
multiplicity locus cannot be represented by the singular locus of any Rees algebra in lower dimensions
(see 10.7 for the notion of representability, especially diagram (50)). In fact we find an obstruction
already by looking at plane curves.
Let k be a perfect field, let V = Spec k[z, x], and consider the curve C := V(z2 + x3), whose
maximum multiplicity is 2 at the origin. Let G = OV [(z2 + x3)W 2] and let K = OV [(z2 + x5)W 2].
If the characteristic of k is different from 2, then
Diff(K) = OV [zW, x4W,x5W 2] ⊂ Diff(G) = OV [zW, x2W,x3W 2].
So, by Theorem 3.10, FV (G) ⊂ FV (K).
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Now suppose that k is a perfect field of characteristic 2. Observe that the codimensional type of G
is greater or equal to 1, and that H-ord
(1)
G equals 3/2 at (0, 0) = SingG (see 10.9 (2)). In particular,
if SingG were representable by a Rees algebra in one variable, say A, then the order of A at the
single point of its singular locus would be 3/2. But then, up to integral closure, A = OV [x3W 2] ⊂ G,
which would imply that zW ∈ G, and thus G = OV [zW, x3W 2]. Hence K ⊂ G and FV (G) ⊂ FV (K).
We will see that this inclusion does not hold.
To get a contradiction, suppose that FV (G) ⊂ FV (K). Then, by the Theorem 3.10, Diff(K) ⊂
Diff(G). Thus (z2 + x5)W 2 ∈ Diff(G), and hence (z2 + x5)W 2 − (z2 + x3)W 2 = (x5 + x3)W 2 =
x3(x2 + 1)W 2 = x3(x+ 1)2W 2 ∈ Diff(G). Set H = OV [x3(x+ 1)2W 2, (z2 + x3)W 2]. Observe that
G ⊂ H ⊂ Diff(G)
and the three Rees algebras are weakly equivalent.
Step 0. Set U = V \ {x = 1}. So, up to integral closure, H|U = OU [zW, x3W 2] ⊂ Diff(G)|U . Set
G = G|U and H = H|U .
Step 1. Consider the product with an affine line,
U U1 = U × A1k
ϕ0oo
and let
G1 = ϕ∗0(G) andH1 = ϕ∗0(H).
Step 2. Let t be a regular parameter at some closed point of the affine line. Blow up the point
V (〈z, x, t〉),
U1 U2.
ρ1oo
Denote by E1 the exceptional divisor, and by G2 and H2 the transforms of G1 and H1, respectively.
Set z1 =
z
t and x1 =
x
t . Then at OU2,t = OU1 [z1, x1, t],
G2 = OU2,t[(z21 + tx31)W 2] and H2 = OU2,t[z1W, tx31W 2].
Step 3. Blow up the point V (〈z1, x1, t〉),
U2,t U3.
ρ2oo
Denote by E2 the exceptional divisor, and by G3 and K3 the transforms of G2 and K2, respectively.
Set z2 =
z1
t and x2 =
x1
t . Then at OU3,t = OU2,t [z2, x2, t],
G3 = OU3,t[(z22 + t2x32)W 2] and H3 = OU3,t[z2W, t2x32W 2].
Step 4. Now choose some non-zero element α ∈ k. Then
z22 + t
2x32 = z
2
2 + t
2(α+ x2 + α)
3 = z22 + t
2(α3/2)2 + t2(x2 + α)u = (z2 + tα
3/2)2 + t2(x2 + α)u,
for some non-zero element u ∈ OU3 . Set z3 = z2 + tα3/2 and x3 = x2 + α. Then in U ′3 =
U3,t \ ({x2 = 0} ∪ {E1 ∩ E2}),
G3 = OU ′3 [(z23 + t2x3)W 2]
and
H3 = OU ′3 [(z3 + tα3/2)W, t2W 2] = OU ′3 [(z3 + tα3/2)W, tW ] = OU ′3 [z3W, tW ].
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Step 5. Multiply by an affine line,
U ′3 U4 = U
′
3 × A1k
ϕ3oo
and let
G4 = ϕ∗3(G3), and H4 = ϕ∗3(K3).
Step 6. Let s be a regular parameter at some closed point of the new affine line. Blow up the point
V (〈z3, t, x3, s〉),
U4 U5.
ρ4oo
Denote by E3 the new exceptional divisor, and let G5 and H5 be the transforms of G4 and H4
respectively. Set z4 =
z3
s , x4 =
x3
s and t4 =
t
s . Then, at OU5,s = OU ′4 [z4, x4, t4, s],
G5 = OU5,s[(z24 + st24x4)W 2] and H5 = OU5,s[z4W, t4W ].
Step 7. Blow up the point V (〈z4, t4, x4, s〉),
U5,s U6
ρ5oo
Denote by E4 the new exceptional divisor, and let G6 and H6 be the weighted transforms of G5 and
H5 respectively. Set z5 = z4s , x5 = x4s and t5 = t4s . Then, at OU6,s = OU5,s [z5, x5, t5, s],
G6 = OOU6,s [(z25 + t25x5s2)W 2] and H6 = OOU6,s [z5W, t5W ].
Thus,
V (〈z5, s〉) ⊂ Sing G6
but
V (〈z5, s〉) * SingH6,
contradicting the assumption that G and H were weakly equivalent (i.e., that FV (G) = FV (H)).
Thus FV (G) 6⊂ FV (K).
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