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Abstract
This article describes a nonstandard quantum group that may be
used to derive a positive formula for the plethysm problem, just as the
standard (Drinfeld-Jimbo) quantum group can be used to derive the
positive Littlewood-Richardson rule for arbitrary complex semisimple
Lie groups. The sequel [GCT8] gives conjecturally correct algorithms
to construct canonical bases of the coordinate rings of these nonstan-
dard quantum groups and canonical bases of the dually paired non-
standard deformations of the symmetric group algebra. A positive
#P -formula for the plethysm constant follows from the conjectural
properties of these canonical bases and the duality and reciprocity
conjectures herein.
∗Part of this work was done while the author was visiting I.I.T. Mumbai
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1 Introduction
The following is a fundamental problem in representation theory [GCT6,
Mc, St]:
Problem 1.1 (Plethysm problem)
Find an explicit positive (#P -) formula in the spirit of the Littlewood-
Richardson rule for the plethysm constant apiλ,µ. For given partitions λ, µ
and π, this is the multiplicity of the irreducible representation Vpi(H) of
H = GLn(C) in the irreducible representation Vλ(G) of G = GL(X), where
X = Vµ = Vµ(H) is an irreducible representation of H. Here Vλ(G) is
considered an H-module via the representation map ρ : H → G.
(Generalized plethysm problem):
The same as above, letting H be any complex, semisimple (or, more
generally, reductive) classical Lie group, λ a dominant weight of G, π and
µ dominant weights of H.
This article describes a quantum group that may be used to derive such
a positive formula, just as the standard (Drinfeld-Jimbo) quantum group
[Dri, Ji, RTF] can be used to derive the positive Littlewood-Richardson rule
for arbitrary complex semisimple Lie groups [Kas1, Li, Lu2]; the results here
were announced in [GCT4] (most of the results here also hold for nonclassical
H, though we shall only worry about classical H here). For the significance
of a positive formula in the context of geometric complexity theory, see
[GCTflip1]. The approach that we wish to follow is:
1. Find a quantization of the homomorphism
H → G (1)
of the form
Hq → G
H
q , (2)
where Hq is the standard Drinfeld-Jimbo quantization of H, and G
H
q
is the new nonstandard quantization of G that we seek.
2. Develop a theory of canonical (local/global crystal) bases for the rep-
resentations of GHq in the spirit of the canonical bases [Kas1, Lu1] for
the representations of the standard quantum group.
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3. Derive the required explicit positive formula for the plethysm constant
from the properties of the canonical bases.
The following addresses the first step.
Theorem 1.2 (cf. Section 2) There exists a possibly singular quantum
group GHq such that the homomorphism (1) can be quantized in the form
(2).
Furthermore, all finite dimensional polynomial representations of GHq
are completely reducible, and a quantum analogue of the Peter-Weyl theorem
holds for the matrix coordinate ring of GHq .
For the precise meaning of the various terms here, see Section 2. Here and
in what follows, we assume that the base field is C = C(q), q complex. But
a suitable algebraic extension of Q(q) will also suffice for our purposes; see
Section 6 for a discussion on the base field.
When H = G, GHq specializes to the standard quantum group Hq. When
H = GL(V )×GL(W ), G = GL(X), X = V ⊗W with natural H-action, it
reduces to the quantum group in [GCT4] for the Kronecker problem.
We call GHq the nonstandard quantum group associated with the em-
bedding (1). It can be singular in general. That is, its determinant may
vanish, and hence, the antipode need not exist. Strictly speaking, it should
hence be called a nonstandard quantum semi-group. We still use the term
group, because this object has characteristic features of the standard quan-
tum group, such as semisimplicity of polynomial representations, Peter-Weyl
theorem, and most importantly, conjectural existence of canonical bases for
its representations and the matrix coordinate ring.
We also construct (Section 5) a nonstandard quantization BHr = B
H
r (q) of
the group algebra C[Sr] of the symmetric group Sr whose relationship with
GHq is conjecturally akin to that of the Hecke algebra with the standard
quantum group. Specifically, let Xq denote the irreducible representation
Vq,µ of Hq with highest weight µ; it is the usual quantization of X = Vµ.
Then:
Conjecture 1.3 (Nonstandard duality)
(1) The left action of GHq on X
⊗r
q and the right action B
H
r (q) on X
⊗r
q de-
termine each other.
(2) There is a one-to-one correspondence between the irreducible polynomial
representations of GHq of degree r and the irreducible representations of B
H
r
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so that, as a bimodule,
X⊗rq =
⊕
α
Wq,α ⊗ Tq,α, (3)
where Wq,α runs over the irreducible polynomial representations of G
H
q of
degree r, and Tq,α denotes the irreducible representation of B
H
r (q) in corre-
spondence with Wq,α.
The irreducible representations Wq,α here need not be q-deformations of
the irreducible representations of G, because GHq is, in general, a nonflat
deformation of G. This means the Poincare series of GHq need not coincide
with that of G. Our first goal is to associate with each Weyl module Vλ of
G a possibly reducible representation V Hq,λ of G
H
q , called the q-analogue of
Vλ, so that
limq→1V
H
q,λ
∼= Vλ
as an H-module. In this context:
Conjecture 1.4 (Nonstandard reciprocity) Let λ be a partition of size
r. Let
V Hq,λ =
⊕
α
mαλWq,α,
where mαλ denotes the multiplicity of the Specht module Sλ of the symmetric
group Sr in Tq,α(1) = limq→1Tq,α, as defined in Section 6. Then V
H
q,λ is a
q-analogue of Vλ in the sense defined above.
Thus the multiplicity of the GHq -module Wq,α in V
H
q,λ is equal to the mul-
tiplicity of the Specht module Sλ in the specialization of Tq,α at q = 1.
A more refined form of this conjecture is given in Section 6. Both duality
and reciprocity are supported by experimental evidence; cf. Section 7.
By the conjectural reciprocity,
apiλ,µ =
∑
α
mαλn
α
pi ,
where nαpi is the multiplicity of the irreducibleHq-module Vq,pi inWq,α. Hence
Problem 1.1 can be decomposed into the following two subproblems:
(P1): Find a positive (#P -) formula for the multiplicity nαpi .
(P2): Find a positive (#P -) formula for the multiplicity mαλ .
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The article [GCT8] gives conjecturally correct algorithms to construct
a canonical basis of the matrix coordinate ring of GHq whose conjectural
properties would imply a positive formula as needed in the first problem,
and a canonical basis of BHr whose conjectural properties would imply a
positive formula as needed in the second problem.
At present, we cannot prove correctness of these algorithms nor the re-
quired conjectural properties, because we are unable to deal with the high
complexity of the nonstandard quantum group. Specifically, as we shall see
in Section 4, the formulae for the minors of the nonstandard group turn out
to be highly nonelementary in contrast to the elementary formulae for the
minors of the standard quantum group. The coefficients of these formulae
depend on the multiplicative structural constants of canonical bases akin to
the canonical basis of the coordinate ring of the standard quantum group
constructed by Kashiwara and Lusztig [Kas2, Lu2]. To get explicit formulae
for these structural constants, one needs interpretations for them akin to
the interpretations for the Kazhdan-Lusztig polynomials and multiplicative
structural constants of the canonical basis of the coordinate ring of the stan-
dard quantum group in terms of perverse sheaves [KL2, Lu1, BBD]. Thus,
the linear algebra for the nonstandard quantum group–i.e. the theory of its
minors–is already highly nonelementary in contrast to the linear algebra for
the standard quantum group. This is why its representation theory may turn
out to be far more complex. In particular, we cannot explicitly construct
nor classify its irreducible polynomial representations. Of course, all this
and much more would follow if correctness of the algorithms in [GCT8] for
constructing canonical bases and their conjectural properties can be proved.
Acknowledgement: The author is grateful to David Kazhdan for helpful
discussions and comments, and to Milind Sohoni for helpful discussions,
especially for bringing the reference [Ro] to our attention, and for the help
in explicit computations in Section 7.2 in MATLAB.
2 Nonstandard quantum group
We describe in this section the construction of the nonstandard quantum
group GHq in Theorem 1.2. The reader may refer to [GCT4] for the full
details in a nontrivial special case of the plethysm problem, called the Kro-
necker problem. For the sake of simplicity, we assume here that H = GL(V )
(type A). Let X = Vµ(H) be its irreducible polynomial representation. The
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goal is to quantize the homomorphism
H = GL(V )→ G = GL(X).
Let H and G be the Lie algebras of H and G. We follow the terminology in
[Kli], which will be our standard reference on quantum groups.
The standard quantum group Hq = GLq(V ) associated with GL(V ) can
be defined by first constructing the coordinate algebraO(Mq(V )) of the stan-
dard quantum matrix space Mq(V ) as a suitable FRT-algebra [RTF]. The
coordinate ring O(GLq(V )) of GLq(V ) is obtained by localizing O(Mq(V ))
at the suitably defined quantum determinant. The Drinfeld-Jimbo univer-
sal enveloping algebra Uq(G) [Dri, Ji] of GLq(V ) can then be defined dually.
Specifically, let J be the maximal ideal of the elements in O(Mq(V )) which
vanish at the identity–i.e. on which ǫ, the counit, vanishes. Then Uq(G) can
be identified with the space of linear functions on O(Mq(V )) which vanish
on Jr for some integer r > 0 depending on the linear function.
Analogously, we first construct the nonstandard matrix coordinate ring
O(MHq (X)) of the (virtual) nonstandard matrix space M
H
q (X), and then
define the nonstandard quantized universal enveloping algebra UHq (G) by
dualization. We define the nonstandard quantum group GHq as the virtual
object whose universal enveloping algebra is UHq (G). The construction would
yield natural bialgebra homomorphisms from Uq(H) to U
H
q (G) and from
O(MHq (X)) to O(Mq(V ), thereby giving the desired quantizations of the
homomorphisms U(H) → U(G) and O(M(X)) → O(M(V )). This is what
is meant by the quantization (2) of the map (1). The determinant of GHq
may vanish, and hence, we cannot, in general, define its coordinate ring
O(GHq ) by localizing O(M
H
q (X)). Fortunately, this will not matter since the
coordinate ring O(MHq (X)) and the nonstandard quantized algebra B
H
r (q)
(Section 5) together contain conjecturally all the information that we need
(cf. Conjecture 1.4), and have properties similar to that of the standard
matrix coordinate ring O(Mq(V )) and the Hecke algebra; cf. Theorem 2.1
below.
The nonstandard matrix coordinate ring O(MHq (X)) is constructed as
follows. Let RˆHX,X be the Rˆ matrix of Xq = Vq,µ considered as an Hq-
module [Kli]. Here and in what follows, we sometimes denote Xq by X; the
meaning should be clear from the context. It is well known that RˆHX,X is
diagonalizable and that its each eigenvalue is of the form + or −qa/2 for
some integer a [Kli]. Let
I = P+,HX,X + P
−,H
X,X , (4)
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be the associated spectral decomposition of the identity, where P+,HX,X and
P−,HX,X denote the projections of Xq ⊗ Xq on the eigenspaces of Rˆ
H
X,X for
eigenvalues with + and − sign, respectively. Let u be a variable matrix
specifying a generic transformation from X to X. Let uij denote its variable
entries. Then O(MHq (X)) is defined to be the FRT bialgebra [RTF] associ-
ated with the transformation P+,HX,X , or equivalently, P
−,H
X,X . That is, it is the
quotient of C〈uij〉 modulo the relations
P+,HX,X (u⊗ u) = (u⊗ u)P
+,H
X,X , (5)
or equivalently,
P−,HX,X (u⊗ u) = (u⊗ u)P
−,H
X,X . (6)
An alternative definition of O(MHq (X)) is as follows. Let S
H
q (X ⊗X),
the symmetric subspace of X ⊗X, be the image of P+,HX,X , and A
H
q (X ⊗X),
the antisymmetric subspace of X ⊗ X, the image of P−,HX,X [Kli]. In other
words, SHq (X ⊗X) is defined by the equation
P−,HX,X x1x2 = 0, (7)
where x1 = x⊗ I and x2 = I⊗ x, and A
H
q (X⊗X) is defined by the equation
P+,HX,X x1x2 = 0. (8)
The braided symmetric algebra [BZ, Ro] CHq [X] of X is defined to be
the algebra over the entries xi’s of x subject to the relation (7). It will be
called the coordinate ring of the virtual quantum space XHsym. Similarly, the
braided exterior algebra ∧Hq [X] of X is defined to be the algebra over the
entries xi’s of x subject to the relation (8). It will called the coordinate ring
of the virtual quantum space XH∧ . Let C
H,r
q [X] and ∧
H,r
q [X] be the degree
r components of CHq [X] and ∧
H
q [X], respectively. It is known [BZ] that
the dimensions of CH,rq [X] and ∧
H,R
q are bounded by the dimensions of the
classical Cr[X] and ∧r[X], respectively. But unlike in the standard setting,
the dimensions can be strictly less [BZ, Ro]. That is, CHq [X] and ∧
H
q [X]
are, in general, nonflat deformations of the classical symmetric and exterior
algebras C[X] and ∧[X]. For example, ∧H,3q [X] = 0 when H = sl2(C) and
X is the four dimensional irreducible representation of sl2(C) [BZ].
The equation (5) or (6) after reformulation just says that the defining
relation (7) of XHsym–or equivalently, the defining relation (8) of X
H
∧ –is pre-
served under the left and right actions of u on x given by x → ux and
xt → xtu.
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This means CHq [X] and ∧
H
q [X] have left and right coactions ofO(M
H
q (X)).
We define the left and right nonstandard minors of GHq to be the matrix co-
efficients (in a suitable basis specified later) of the left and right coactions
on ∧Hq [X]. If ∧
H,dim(X)
q [X] 6= 0, then we define the determinant of GHq to
be the matrix coefficient of the action of O(MHq (X)) on ∧
H,dim(X)
q [X]. But
it can vanish, as it does for H = sl2(C), dim(X) = 4. The nonstandard
minors will be discussed in more detail in Section 4.
Let J be the ideal of elements in O(MHq (X)) on which the counit ǫ van-
ishes. Then the nonstandard universal enveloping algebra UHq (G) is defined
to be the space of linear functions of O(MHq (X)) which vanish on J
r for
some r > 0 depending on the linear function.
The following is a precise form of Theorem 1.2.
Theorem 2.1 (1) There is a natural bialgebra homomorphism from O(MHq (X))
to O(Mq(V )). This gives the desired quantization of the homomorphism
O(M(X))→ O(M(V )).
(2) The matrix coordinate ring O(MHq (X)) of G
H
q is cosemisimple. Hence,
its every finite dimensional corepresentation is completely reducible as a di-
rect sum of irreducible corepresentations.
(3) The q-analogue of the Peter-Weyl theorem holds: i.e.,
O(MHq (X)) =
⊕
α
W ∗q,α ⊗Wq,α,
where Wq,α runs over all irreducible corepresentations of O(M
H
q (X)).
(4) The nonstandard enveloping algebra UHq (G) is a bialgebra with a compact
real form (a ∗-structure) such that X⊗rq is its unitary representation with
respect to the Hermitian form on X⊗rq induced by the standard Hermitian
form on Xq. There is a bialgebra homomorphism form Uq(H) to U
H
q (G).
This gives a desired quantization of the homomorphism U(H)→ U(G).
Here the standard Hermitian form on Xq is the one that is Uq-invariant,
where Uq ⊆ Hq is the compact real form (the unitary subgroup) of Hq in the
sense of Woronowicz [W]. The special case of this theorem in the context of
the Kronecker problem was proved in [GCT4] on the basis of Woronowicz’s
work [W]. The latter is no longer applicable in the general context here,
since the determinant of GHq may vanish, and hence, we cannot, in general,
convert O(MHq (X)) into a Hopf algebra by localization at the determinant.
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Fortunately, this does not matter since UHq (G) still has a compact real form,
whose existence can be proved using the spectral properties of RˆHX,X .
We also call Wq,α here a polynomial representation of G
H
q . By a poly-
nomial representation of UHq (G) we mean a representation that is induced
by a (finite dimensional) corepresentation of O(MHq (X)). It is completely
reducible by cosemsimplicity of O(MHq (X)). It may be conjectured that
every finite dimensional representation of UHq (G) is completely reducible (as
in the standard case), though we shall not need this more general fact.
The standard Drinfeld-Jimbo enveloping algebra has an explicit presen-
tation in the form of explicit generators (ei, fi,Ki) and explicit relations
among them. It will be interesting to find an analogous explicit presenta-
tion for UHq (G); cf. Section 4 for the problems that arise in this context.
3 Nonstandard q-Schur algebra
In the standard setting, the q-Schur algebra Ar = Ar(q) is defined to be the
dual O(Mq(V ))
∗r of the degree r component O(Mq(V ))r of the standard
matrix coordinate algebra O(Mq(V )). Thus Ar(q) acts on V
⊗r from the
left. It is known [Kli] that it is the centralizer in End(V ⊗r) of the right
action of the Hecke algebra Hr(q) on V
⊗r.
Analogously, we define the nonstandard q-Schur algebra AHr = A
H
r (q)
to be the dual O(MHq (X))
∗r of the degree r component O(MHq (X))r of
the nonstandard matrix coordinate algebra O(MHq (X)). Thus A
H
r (q) acts
on X⊗r from the left. As per the nonstadard duality conjecture (Con-
jecture 1.3), it is the centralizer in End(X⊗r) of the right action of the
nonstandard quantized algebra BHr (q) (cf. Section 5) on X
⊗r.
Every irreducible corepresentation Wq,α of O(M
H
q (X)) of degree r can
also be considered as a representation of AHr (q), and conversely, every irre-
ducible representation of AHr (q) arises in this way. Theorem 2.1 now imme-
diately implies:
Theorem 3.1 (1) The nonstandard q-Schur algebra AHr (q) is semisimple.
Hence, its every finite dimensional representation is completely reducible as
a direct sum of irreducible representations.
(2) The q-analogue of the Peter-Weyl theorem in this case is the Wederburn
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structure theorem for AHr (q):
AHr (q) =
⊕
α
W ∗q,α ⊗Wq,α,
where Wq,α runs over all irreducible representations of A
H
r (q).
(3) The nonstandard q-Schur algebra AHr (q) has a compact real form (a ∗-
structure) such that X⊗rq is its unitary representation with respect to the
Hermitian form on X⊗rq induced by the standard Hermitian form on Xq.
4 Nonstandard minors
In this section, we give a conjectural formula for the Laplace expansion
of the minors of GHq . The Laplace expansion for the standard quantum
group GLq(V ) is based on the simple relation defining the standard exterior
algebra ∧q[V ], namely
v2i = 0 and vivj = −q
−1vjvi, for i < j.
This explains why the Laplace expansion in the standard setting is obtained
from the classical Laplace expansion by simply substituting −q for −1. We
need a similar explicit formula for multiplication in CHq [X] to get an explicit
formula for Laplace expansion in the nonstandard setting.
4.1 Kronecker problem
We begin with a special case that arises in the context of the Kronecker
problem [GCT4] when H = GL(V ) × GL(W ) and X = V ⊗W , with the
natural H-action. The article [GCT4] gives a formula for the column or row
expansion of the minor of GLHq (X) in this special case in terms of fundamen-
tal Clebsch-Gordon coefficients for the standard quantum groups GLq(V )
and GLq(W ). But this formula cannot be extended for the general Laplace
expansion since Clebsch-Gordon coefficients are not well defined when the
underlying tensor products do not have multiplicity-free decompositions as
in the fundamental case. Here we give a formula for general Laplace expan-
sion of the minors of GLHq (X) in this case.
We begin by recalling that when V = W ∗ the braided symmetric al-
gebra CHq [X] = C
H [W ∗ ⊗W ] is isomorphic to the matrix coordinate ring
O(Mq(W )) of the standard matrix spaceMq(W ) [GCT4]. For this, we have:
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Theorem 4.1 (Kashiwara and Lusztig [Kas2, Lu2]) The coordinate ring
O(Mq(W )) has an (upper) canonical basis.
This can be naturally and easily extended to:
Theorem 4.2 The braided symmetric coordinate algebra CHq [X] = C
H
q [V ⊗
W ], H = GL(V )×GL(W ), has an (upper) canonical basis.
The exterior form of this result is:
Theorem 4.3 The exterior coordinate algebra ∧Hq [V ⊗W ], H = GL(V )×
GL(W ), also has an (upper) canonical basis.
Lusztig [Lu2] has conjectured that the multiplicative and comultiplica-
tive structural constants of the canonical basis ofO(Mq(W )) are polynomials
in q and q−1 with nonnegative integer coefficients; i.e., belong to N[q, q−1].
Analogous conjecture can be made for ∧Hq [V ⊗W ]. Specifically, it can be
conjectured that for any canonical basis elements b and b′ in ∧Hq [V ⊗W ]:
bb′ =
∑
b′′
ǫ(b, b′, b′′)cb
′′
b,b′b
′′, (9)
where the sign ǫ(b, b′, b′′) is 1 or −1 and the coefficient cb
′′
b,b′ ∈ N[q, q
−1]. And
conversely, any b′′ ∈ ∧H,r
′′
q [V ⊗W ] can be expressed as:
b′′ =
∑
b,b′
ǫ′(b, b′, b′′)db,b
′
b′′ bb
′, (10)
where b and b′ run over elements of ∧H,rq [V ×W ] and ∧
H,r′
q [V ×W ] respec-
tively with r′′ = r + r′, the sign ǫ′(b, b′, b′′) is 1 or −1, and db,b
′
b′′ ∈ N[q, q
−1].
To prove nonnegativity of the coefficients of cb
′′
b,b′ and d
b,b′
b′′ , one needs in-
terpretations for them in terms of perverse sheaves [BBD] in the spirit of
Kazhdan-Lusztig [KL2] and Lusztig [Lu1].
We now define the (left or right) minors of GHq with respect to the
canonical basis ∧H,rq [V ⊗W ] to be the matrix coefficients of the (left or right)
coaction of O(MHq (V ⊗W )). We shall call them (left or right) canonical
minors. Then:
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Theorem 4.4 A canonical minor of degree r′′ of GLHq (X), H = GL(V )×
GL(W ), admits a Laplace expansion in terms of canonical minors of degree
r and r′ with r′′ = r + r′. The coefficients of this Laplace expansion are
quadratic forms in the structural constants cb
′′
b,b′ and d
b,b′
b′′ above.
An explicit formula for Laplace expansion here (omitted) is similar to the
one in Proposition 6.1 of [GCT4] with these structural constants in place of
the Clebsch-Gordon coefficients there (which are not well defined for general
Laplace expansion).
4.2 General nonstandard setting
Now let us turn to the general case. The conjecturally correct algorithm
in [GCT8] for constructing a canonical basis of O(MHq (X)) also yields, as
a byproduct, conjectural canonical bases of ∧Hq [X] and C
H
q [X] as implicitly
sought in [BZ]. We define the (left or right) minors of GHq in general to be
the matrix coefficients of the (left or right) coaction of O(MHq (X)) in this
canonical basis of ∧Hq [X]. We call these nonstandard canonical minors, or
simply nonstandard minors.
One can define structural constants cb
′′
b,b′ and d
b,b′
b′′ analogous to the ones
in (9) and (10) in this case. With this:
Theorem 4.5 Analogue of Theorem 4.4 holds in general.
Laplace expansion in the standard setting is used as a straightening
relation to construct standard monomial bases of the coordinate ring and
irreducible representations of GLq(X). In this sense, Laplace expansion is
a mother relation that governs the representation theory of the standard
quantum group. Similarly, the nonstandard Laplace expansions in Theo-
rems 4.4 and 4.5 are expected to be mother relations governing the rep-
resentation theory of the nonstandard quantum group GHq . In particular,
an explicit interpretation for the structural coefficients cb
′′
b,b′ and d
b,b′
b′′ akin
to the ones based on perverse sheaves for the Kazhdan-Lusztig polynomials
[KL2] and the multiplicative structural constants of the canonical basis for
the standard quantum group [Lu2] is necessary to get fully explicit formulae
for the nonstandard minors, and hence, for constructing explicit bases for
the irreducible polynomial representations and the matrix coordinate ring
of GHq . In particular, this seems necessary for proving correctness of the
12
algorithms in [GCT8] for constructing nonstandard canonical bases for the
polynomial representations and the matrix coordinate ring of GHq . This also
seems necessary for finding an explicit presentation of the nonstandard uni-
versal enveloping algebra UHq (G) in the spirit of the explicit presentation of
the Drinfeld-Jimbo enveloping algebra. Specifically, we expect the coeffi-
cients occuring in such an explicit presentation to depend on the structural
constants such as cb
′′
b,b′ and d
b,b′
b′′ above.
5 Nonstandard quantized algebra
We now construct a nonstandard quantization BHr (q) of the symmetric
group ring C[Sr] which conjecturally has the same relationship with G
H
q
that the Hecke algebra Hr(q), the standard deformation of C[Sr], has with
the standard quantum group. For the sake of simplicity, we assume that
H = GL(V ).
Choose a standard embedding of X = Vµ(H) in V
⊗d, where d is the size
of the partition µ. That is, choose a Young symmetrizer cµ ∈ C[Sr] such
that V ⊗d ·cµ, the image of V
⊗d under the right action of cµ, is isomorphic to
X = Vµ(H). Let zµ ∈ Hd(q) be the quantization of cµ such that V
⊗d
q · zµ
∼=
Xq = Vq,µ. Here Vq denotes the quantization of V and Vq,µ the irreducible
Hq module with highest weight µ. An explicit expression of zµ may be
found in [DJ]. Let Zq = V
⊗d
q . Let Rˆ
H
Z,Z denote the Rˆ-matrix of Zq as an
Hq-module. Let rZ ∈ H2d(q), 1 ≤ i < r, be the element whose right action
on Zq ⊗ Zq = V
⊗2d
q coincides with the action of Rˆ
H
Z,Z . One can easily write
down an explicit expression for rZ in terms of the generators of H2d(q).
Now consider the right action of Hs(q), s = dr, on Z
⊗r
q = V
⊗s
q , which
commutes with the left action of Hq = GLq(V ). Let rZ,i ∈ Hs(q), 1 ≤ i < r,
be the element whose right action on Z⊗rq coincides with the action of Rˆ
H
Z,Z
on the product of the i-th and (i + 1)-st factors of Z⊗rq . Thus rZ,i is the
image of rZ under the obvious embedding of H2d(q) in Hs(q) depending on
i. One can thus write down an explicit expression for rZ,i in terms of the
generators of Hs(q). Let
rHX,i = zλ,i · zλ,i+1 · rZ,i,
where zλ,i ∈ Hs(q) denotes an explicit element whose action on the i-th
factor of Z⊗rq coincides with the action of zλ on that factor–it is the image of
zλ under the obvious embedding of Hd(q) in Hs(q) depending on i. Then the
right action of rHX,i on Z
⊗r
q corresponds to the action of Rˆ
H
X,X on the product
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of the i-th and (i+ 1)-st factors of X⊗dq ⊆ Z
⊗d
q . Let p
+,H
X,i , p
−,H
X,i ∈ Hs(q) be
the polynomials in rHX,i whose actions on Z
⊗r
q correspond to the actions of
the positive and negative projection operators P+,HX,X and P
−,H
X,X in eq. (4) on
the tensor product of the i-th and (i+ 1)-st factors of X⊗dq ⊆ Z
⊗d
q ; one can
write down these polynomials explicitly, using the known explicit spectral
form of rˆHX,i.
We define the nonstandard quantized algebra BHr (q) to be the subalgebra
of Hs(q) generated by the explicit elements p
+,H
X,i , or equivalently, p
−,H
X,i . In
general, it is a nonflat deformation of C[Sr]. That is, its dimension can be
larger than that of C[Sr]. It can be shown to be semisimple. Its right action
on X⊗rq commutes with the left action G
H
q by the defining equation (5) of
GHq . Conjecture 1.3 says that its relationship with G
H
q is akin to that of
Hr(q) with the standard quantum group Gq = GLq(X).
The Hecke algebra has an explicit presentation in terms of explicit re-
lations among its generators. It will be interesting to find an analogous
explicit presentation for BHr (q). Its complexity would be much higher than
that of the Hecke algebra as indicated by the concrete computations in
[GCT4]. Specifically, we expect an explicit presentation for BHr (q) with
defining relations whose coefficients are akin to the structural constants cb
′′
b,b′
and db,b
′
b′′ in Section 4 and have a topological interpretation akin to the one
for Kazhdan-Lusztig polynomials. Such an explicit presentation is needed
to prove correctness of the algorithm in [GCT8] to construct a canonical
basis of BHr .
Remark: We can also define a (possibly singular) quantum group GˆHq , in-
stead of GHq , by substituting Rˆ
H
X,X in place of P
+,H
X,X in the defining equation
(5). One can then define a deformation BˆHq (r) of C[Sr] that is conjecturally
paired with GˆHq , as G
H
q is with B
H
q (r). The main results (semisimplicity, and
q-analogue of the Peter-Weyl theorem) also hold for these objects. Further-
more, variants of the algorithms in [GCT8] can be conjectured to provide
canonical bases for these as well. However, the Poincare series of GˆHq is
much smaller than that of GHq , and for this and other reasons, it does not
seem possible to use these objects in the context of the plethysm problem.
However, these may be interesting intermediate quantum objects to study
nevertheless.
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6 Refined reciprocity
We now describe a refinement of the reciprocity conjecture (Conjecture 1.4)
that specifies precisely how the decomposion (3) of X⊗rq ,
X⊗rq =
⊕
Wq,α ⊗ Tq,α, (11)
as a GHq × B
H
r (q)-bimodule, tends to the decomposition
X⊗r =
⊕
λ
Vλ ⊗ Sλ (12)
of X⊗r as a G × Sr-bimodule, as q → 1, and gives an explicit realization
within X⊗rq of the q-analogue V
H
q,λ of Vλ as in Conjecture 1.4. Here, as usual,
Vλ denotes the Weyl module of G, and Sλ the Specht module of Sr.
First, we have to define the multiplicity mαλ of a Specht module Sλ in the
specialization Tq,α(1) of Tq,α at q = 1. In this context, it may be remarked
that though B = BHr (q) is semisimple, its specialization B(1) at q = 1 need
not be semisimple; see Section 7.1 for an example. Clearly, every represen-
tation of Sr is also a representation of B(1), though not always conversely.
But it may be conjectured that every irreducible B(1)-representation is also
an irreducible Sr-representation, i.e., a Specht module. Fix any (maximal)
composition series of Tq,α(1) as a B(1)-module. We define the multiplic-
ity mαλ to be the number of factors in this (or any such) series that are
isomorphic to the specht module Sλ.
Since B is semisimple (cf. Section 5), it admits a Wederburn structure
decomposition of the form
B =
⊕
Uα, Uα = Tq,α,L ⊗ Tq,α,R, (13)
where α is as in (11), and Tq,α,L and Tq,α,R denote the left and right irre-
ducible B-modules indexed by α. We call this a complete Wederburn struc-
ture decomposition. Here we are assuming that the base field is C = C(q),
q complex. This complete decomposition would also hold if the base field
is instead an appropriate algebraic extension K of Q(q). In the standard
setting of Hecke algebras, K = Q(q) suffices. This need not be so in the
nonstandard setting. That is, an algebraic extension of Q(q) may be ac-
tually necessary for a complete decomposition of the above form to hold;
see Section 7.1 for an example. If the base field is Q(q), each Uα in the
Wederburn structure decomposition need not be, in general, of the form
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Tq,α,L⊗ Tq,α,R as above, but rather it would be isomorphic to the endomor-
phism ring of Tq,α over the division algebra EndB(Tq,α). One has to take
similar variations of the nonstandard q-analogue of the Peter-Weyl theorem
(Theorem 2.1 (3)) and the duality conjecture (Conjecture 1.3) if the base
field is Q(q). However, for the reciprocity conjecture, it is necessary to take
the base field as C(q), q complex, or an algebraic extension K of Q(q) as
described above. We assume this in the rest of this section. See Section 7.1
for an example wherein reciprocity fails over Q(q).
Fix any right cell, i.e., an irreducible right B-subrepresentation within
Uα. Let us denote it by Tq,α,R again. Fix a maximal composition series as
a B(1)-module of the specialization Tq,α,R(1) of Tq,α,R at q = 1:
Tˆα,0 ⊂ Tˆα,1 ⊂ · · · ⊂ Tˆα,l(α) = Tq,α,R(1).
Let {xi} denote the upper canonical basis of Xq as an Hq-module.
Conjecture 6.1 (Nonstandard refined reciprocity)
There exists a basis Zα of Tq,α,R for each α with a filtration
Zα,0 ⊂ Zα,1 ⊂ · · · ⊂ Zα,l(α) = Zα,
such that:
1. The specialization Zα,i(1) of Zα,i at q = 1 is a basis of Tˆα,i.
2. Let zjα,i denote the basis elements in Zα,i \ Zα,i−1. Let λα,i be the
partition such that Tˆα,i/Tˆα,i−1 ∼= Sλα,i as a B(1)-module (or equiv-
alently as an Sr-module). For any α, i, define the left G
H
q -module
Wq,α,i = ∪jX
⊗r
q · z
j
α,i. By the duality conjecture (Conjecture 1.3),
Wq,α,i ⊆Wq,α ⊗ Tq,α ⊆ X
⊗r
q . (14)
We define its specialization W1,α,i at q = 1, also denoted by Wq,α,i(1),
as follows. Let a(α, i) be the largest nonnegative integer such that the
limit vector
limq→1xi1 ⊗ · · · ⊗ xir .z
j
α,i/(q − 1)
a(α,i),
is well defined for any i1, . . . , ir and j. We define W1,α,i to be the span
of such limits at q = 1. Then, W1,α,i is a left G-module contained
within the component Vλα,i ⊗ Sλα,i ⊆ X
⊗r in (12).
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3. For any fixed partition λ,⊕
α
⊕
i
W1,α,i = Vλ ⊗ Sλ ⊆ X
⊗r, (15)
where, for a given α, i ranges over all indices such that λα,i = λ.
Furthermore, it may be conjectured that the canonical basis of Tq,α,R
in terms of the P-monomials as defined in [GCT8] has this property–this
would make everything in the conjecture above explicit.
The refined reciprocity conjecture basically says that there is no infor-
mation loss in the nonstandard setting despite the lack of flatness. In fact,
it can be thought of as a variant of flatness.
7 Evidence for duality and reciprocity
Here we describe some concrete computations carried out in MATLAB/Maple
that support duality and reciprocity conjectures.
Notation: We denote the q-Weyl module of Gq for a partition λ by Vq,λ(Gq).
We denote Vq,λ(GLq(C
n)) by Vq,λ(n).
7.1 Example 1
Let H = GL(C2), H = gl(C2), X = V(3)(H) is its four dimensional irre-
ducible representation, and G = GL(X) = GL(C4). Then Hq = GLq(C
2),
Gq = GLq(C
4), and Hq = glq(C
2). We shall verify duality and reciprocity
in this case for r = 3. This example is interesting because, as shown in [BZ],
the degree three component ∧H,3q [X] of the braided exterior algebra vanishes
in this case. We expect that the results in this section can be extended to
any irreducible representation X of H. But we shall confine ourselves to the
case dim(X) = 4, since this seems to be the gist.
Let Rˆ = RˆHX,X be the Rˆ-matrix associated with Xq. Let P = P
H
X,X and
Q = QHX,X be the projections on the eigenspaces in Xq ⊗Xq for the positive
and negative eigenvalues of RˆHX,X , respectively. Let xi = f
ix0, where f is
the usual operator in Hq, and x0 is the highest weight vector in Xq. Matrices
of Rˆ, P and Q in the basis xi ⊗ xj of Xq ⊗ Xq can be calculated from the
known explicit formulae; cf. [Kass, Kli]. The eigenvalues of Rˆ turn out to be
q9/2,−q−3/2, q−11/2 and −q−15/2. Explicit matrix of P in the basis xi ⊗ xj
of Xq ⊗Xq is given by
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P =
1
f
P, (16)
where
f = (q4 + 1)(q4 − q2 + 1)(q2 + 1)/q5 (17)
and the matrix of P is as specified in Figure 1 with the following sparse
representation: the entry (j, v) in the i-row in Figure 1 means P(i, j) = v.
Thus the entry (5, (q4 + 1)/q2) in the second row there means P(2, 5) =
(q4+1)/q2. The entries of P-matrix not shown in Figure 1 are all zero. The
scaling factor f here is chosen so that the entries of P-matrix are polynomials
in q and q−1. Explicit matrix of
Q = fQ (18)
is similar.
7.1.1 Explicit presentation of B
Let P1 and P2 denote the P operators on the first two and the last two
factors X⊗3, respectively; Q1 and Q2 are defined similarly. We have the
trivial relations:
Q2i = fQi, and P
2
i = fPi.
The first nontrivial basic relation among Qi’s, as determined with the help
of a computer, is: ∑
σ
aσQσ = 0, (19)
where σ ranges over the various strings of 1’s and 2’s as shown in Figure 2,
aσ ∈ Q[q, q
−1] are as specified there, and, for a string σ = i1i2 · · · , Qσ
denotes the monomial Qi1Qi2 · · · . The second relation is obtained from
this by simply interchaning Q1 and Q2. Simialrly, the first nontrivial basic
relation among Pi’s is ∑
σ
bσPσ = 0, (20)
where σ ranges over strings of 1’s and 2’s as in Figures 3-4, bσ’s are as shown
there, and Pσ is defined similarly. The second relation is obtained from this
by simply interchanging P1 and P2. All coefficients in Figures 2-4 as well
as other figures in this section are shown in factored forms, i.e., as products
of irreducible polynomials. One may ask if these coefficients have a nice
interpretation; we shall turn to this question in Section 7.1.7.
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Let B = BH3 (q) be the nonstandard algebra in this case, as defined in
Section 5. It is isomorphic to the algebra generated by Pi’s subject to the
two basic nontrivial relations among Pi’s described above and the trivial
relations P2i = fPi, or equivalently, to the algebra generated by Qi’s subject
to the two basic nontrivial relations among Qi’s described above, and the
trivial relations Q2i = fQi.
It is clear from these basic defining relations that {Pσ} or {Qσ}, where σ
ranges over all strings of 1’s and 2’s of length at most 10 without consecutive
1’s or 2’s, is a basis of B. Its dimension is 21.
7.1.2 Wederburn structure decomposition
Unlike for the Hecke algebras, for the complete Wederburn structure decom-
position as in (13) to hold for B, the base field has to contain the algebraic
extension K of Q(q) defined as follows. Let
disc =
(
5 q16 + 8 q12 − 4 q10 + 18 q8 − 4 q6 + 8 q4 + 5
) (
q8 + 1
)2
q24, (21)
and
x = disc1/2.
Since disc is not a square, x does not belong to Q(q). Let K = Q(q)[x] be
the algebraic extension of Q(q) obtained by adjoining x. We assume that
B is defined over this base field. It was found by computer that B has one
one-dimensional irreducible representation T0, and five two-dimensional irre-
ducible representations Ti, 1 ≤ i ≤ 5, with a complete Wederburn structure
decomposition
B =
⊕
i
Ui, Ui = Ti,L ⊗ Ti,R, (22)
where the basis elements of the various B⊗B-bimodules Ui and the explicit
representation matrices of the irreducible B-representations Ti are as follows.
Let U0 be the K-span of u0 ∈ B, where u0 is as specified in Figures 5-6.
The coefficients in these and the following figures are in the basis {Qσ}. Let
Ui, 1 ≤ i ≤ 5, be the K-span of the entries u
1
i , u
12
i , u
21
i , u
2
i ∈ B of the matrix
ui =
[
u1i u
12
i
u21i u
2
i
]
,
where u11 is as specified in Figure 7, u
1
2 the element obtained from u
1
1 by
substituting −x for x, and u13, u
1
4, u
1
5 as specified in Figures 8-10. Let u
2
i ,
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1 ≤ i ≤ 5, be the element obtained from u1i by interchanging Q1 and Q2.
Let u12i = u
1
iQ2, and u
21
i = Q2u
1
i , for 1 ≤ i ≤ 5.
Then it can be shown that each Ui has a left and right action of B, and
as a B ⊗ B-bimodule
B =
⊕
i
Ui. (23)
The columns of ui correspond to the left cells and the rows to right cells;
i.e., the span of each column (row) is a left (resp. right) B-module, which
we shall denote by Ti,L (resp. Ti,R). Thus,
B =
⊕
i
Ti,L ⊗ Ti,R. (24)
Here T0, the span of u0, is the trivial one dimensional representation of
B, since it can be verified that:
Qju0 = 0, for j = 1, 2.
The representation matrices M1i andM
2
i of Q1 and Q2 in the basis {u
1
i , u
21
i }
of Ti,L, 1 ≤ i ≤ 5, are as follows:
M1i =
[
0 1
0 f
]
,
where f is the scaling factor in (16),
M2i =
[
f gi
0 0
]
,
where gi are as shown in Figure 11; g2 is obtained from g1 by substituting
−x for x.
Let Ti(1) denote the specialization of Ti at q = 1. It is a representation
of B(1), the specialization of B at q = 1. Then T0(1) corresponds to the
trivial one-dimensional representation of S3. There is no one dimensional
representation of B that specializes to the alternating (signed) one dimen-
sional representation of S3. This implies that the degree three component
∧H,3q [X] of the braided exterior algebra ∧Hq [X] in this case is zero–as was
already observed and proved by other means in [BZ].
At q = 1, the values of f = f(q) and gi = gi(q) are as follows:
f(1) = g1(1) = g3(1) = g4(1) = g5(1) = 4, and g2(1) = 16.
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Hence the B(1)-modules T1(1), T3(1), T4(2) and T5(2) are all isomorphic, and
it can be verified that they are isomorphic to the Specht module S(2,1) of the
symmetric group S3 for the partition (2, 1). The module T2(1) is reducible.
Because it can be verified that it contains an irreducible B(1)-module T 12 (1)
isomorphic to the trivial one dimensional Specht module S(3) of the sym-
metric group S3, and the quotient T
2
2 (1) = T2(1)/T
1
2 (1) is isomorphic to
the one dimensional signed representation S(1,1,1) of S3. But T2(1) is not
completely reducible as a B(1) module. That is, T2(1) 6∼= T
1
2 (1) ⊕ T
2
2 (1),
since it does not contain a submodule isomorphic to S(1,1,1). Thus, though
B is semisimple for generic q, its specialization B(1) is not semisimple.
7.1.3 Duality
Pick an element ui from each Ui, 1 ≤ i ≤ 5; say, ui = u
1
i , and u0 is as before.
For 0 ≤ i ≤ 5, let Wi = X
⊗3
q · ui, which has a left action of the nonstandard
quantum group GHq . These are nonisomorphic irreducible representations
of GHq . Their explicit decompositions as Hq-modules, Hq = GLq(C
2), were
determined with the help of computer. They are as follows.
The module W0 is isomorphic to the sixteen dimensional degree three
component CH,3q [X] of the braided symmetric algebra [BZ] with the following
decomposition as an Hq-module:
W0 = Vq,(9)(2) ⊕ Vq,(7,2)(2);
recall that Vq,λ(n) denotes the q-Weyl module of GLq(n) corresponding to
the partition λ. This decomposition of CH,3q [X] in this case agrees with the
one obtained in [BZ] by other means.
The modules Wi, i > 0, are distinct irreducible representations of G
H
q
with the following decompositions as Hq-modules:
W1 ∼= Vq,(6,3)(2),
W2 ∼= Vq,(6,3)(2),
W3 ∼= Vq,(8,1)(2),
W4 ∼= Vq,(5,4)(2),
W5 ∼= Vq,(7,2)(2).
(25)
Their dimensions are 4, 4, 8, 2 and 6, respectively. Though W1 and W2 are
isomorphic as Hq-modules, they are nonisomorphic as G
H
q -modules; the ma-
trix coefficients of W2 are obtained from those for W1 by substituting −x
for x.
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It can be verified that, as a GHq × B-bimodule,
X⊗3q
∼= ⊕iWi ⊗ Ti, (26)
as per the duality conjecture (Conjecture 1.3).
7.1.4 Reciprocity
Let miµ denote the multiplicity of the Specht module Sµ of the symmetric
group S3 in the B(1)-module Ti. Then, we see that
m0(3) = 1,
m1(2,1) = m
3
(2,1) = m
4
(2,1) = m
5
(2,1) = 1,
m2(3) = m
2
(1,1,1) = 1.
Furthermore, it can be verified that the various Gq-modules, Gq =
GLq(C
4), decompose as follows when considered as Hq-modules:
Vq,(3)(4) ∼= m
0
(3)W0 ⊕m
2
(3)W2,
∼= Vq,(9)(2)⊕ Vq,(7,2)(2)⊕ Vq,(6,3)(2), and
Vq,(2,1)(4) ∼= m
1
(2,1)W1 ⊕m
3
(2,1)W3 ⊕m
4
(2,1)W4 ⊕m
5
(2,1)W5
∼= Vq,(6,3)(2)⊕ Vq,(8,1)(2)⊕ Vq,(5,4)(2)⊕ Vq,(7,2)(2).
This verifies the nonstandard reciprocity conjecture (Conjecture 1.4) in this
case.
7.1.5 Refined reciprocity
Fix a right cell within U2 isomorphic to the representation T2,R; say, the one
spanned by u12 and u
12
2 . We shall denote it by T2,R again. Let z0 ∈ T2,R be
the element such that z0Q2 = 0. Its coefficients are shown in Figure 12 in
the basis {Qσ}. Let z1 = u
1
2. Then the basis Z = {z0, z1} of T2,R admits a
filtration
Z0 = {z0} ⊆ Z1 = {z0, z1},
that yields at q = 1 a composition series of T2,R(1) as a B(1)-module:
Tˆ2,0 ⊂ Tˆ2,1 = T2,R(1),
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where Tˆ2,0, spanned by the specialization z0(1) of z0, is the one dimensional
trivial representation of S3, and Tˆ2,1/Tˆ2,0 is the one-dimensional signed rep-
resentation of S3.
Let W2,1 = X
⊗3
q · z1 and W2,0 = X
⊗3
q · z0 be the G
H
q -submodules of X
⊗3
q ,
and W2,1(1),W2,0(1) their specializations at q = 1. It can be verified that
at q = 1 we get:
W2,1(1) = ∧
3(X) ⊆ X⊗3, and W0(1)⊕W2,0(1) = Sym
3(X) ⊆ X⊗3,
(27)
where ∧3(X) and Sym3(X) are the Weyl modules of G = GL(X) for the
partitions (1, 1, 1) and (3), respectively, and W0(1) the specialization of W0
at q = 1.
For example, Figures 13-16 show the nonzero coefficients of the elements
a = (x1 ⊗ x2 ⊗ x0) · z1 and b = (x1 ⊗ x2 ⊗ x0) · z0 in the monomial basis
{xi ⊗ xj ⊗ xk} of X
⊗3
q . It can be verified that the specialization a(1) at
q = 1 of a indeed belongs to the subspace ∧3(X) ⊆ X⊗3. The specialization
b(1) of b, as it is, just vanishes, since its coefficients are divisible by (q− 1)2.
But instead we consider the basis element b′ = b/(q − 1)2 of W2,0. Then
its specialization b′(1) at q = 1 indeed belongs to the subspace Sym3(X) of
X⊗3. The equation (27) can be verified similarly.
Similarly it can be verified that
lim
q→1
⊕
i=1,3,4,5
(X⊗3q · u
1
i ∪X
⊗3
q · u
12
i ) = V(2,1) ⊗ S(2,1) ⊆ X
⊗3.
This verifies the refined reciprocity conjecture in this case. In particular,
it explains what happens to the exterior and symmetric algebra components
here. Specifically, though the braided exterior algebra component ∧H,3q [X] =
0,
W2,1(1) = ∧
H,3[X].
Thus the q-deformation of ∧H3 [X] has simply relocated itself as W2,1 in the
decomposition
X⊗3q = ⊕Wi ⊗ Ti.
Similarly, the symmetric algebra component CH,3[X] splits in two parts, and
the q-deformations of these parts, namely W0 and W2,0, get distributed in
this decomposition. The situation for V2,1 is similar. Thus, overall, there
is no information loss; the information has only been redistributed. As per
the refined reciprocity conjecture, this is a general phenomenon.
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7.1.6 Base field Q(q)
Let us now see what happens if the base field is Q(q) instead. The B-
representations T0, T3, T4, T5 are already defined over Q(q). But T1 and
T2 merge into a four dimensional B-representation T12 defined over Q(q).
Explicitly, it can be realized within B as the linear span of the elements
v1 = (u11 + u
1
2)/2,
v2 = (u11 − u
1
2)/(2x),
v3 = (u211 + u
21
2 )/2,
v3 = (u211 − u
21
2 )/(2x).
Representation matrices of left multiplication by Q1 and Q2 in the basis
{vi} are, respectively,
M1 =


q10+q6+q4+1
q5
0 a 1/2 q−20
0 q
10+q6+q4+1
q5
b a
0 0 0 0
0 0 0 0


,
with
a = 1/2 3 q
16+4 q12−2 q10+10 q8−2 q6+4 q4+3
q8
,
b = 1/2 q4(5 q32 + 8 q28 − 4 q26 + 28 q24 − 4 q22 + 24 q20 − 8 q18 + 46 q16
−8 q14 + 24 q12 − 4 q10 + 28 q8 − 4 q6 + 8 q4 + 5),
and
M2 =


0 0 0 0
0 0 0 0
1 0 q
10+q6+q4+1
q5
0
0 1 0 q
10+q6+q4+1
q5


.
Similarly, theGHq -modulesW0,W3,W4,W5 are already defined overQ(q).
The modulesW1 andW2 merge into an eight-dimensional G
H
q -moduleW12
∼=
X⊗3q · vi, for any i–this is defined over Q(q). As an Hq-module,
W1,2 ∼= 2 · Vq,(6,3)(2).
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A variant of the duality also holds. Specifically, the componentsW1⊗T1 and
W2⊗T2 in the decomposition (26) ofX
⊗3
q merge into one sixteen dimensional
GHq ×B-bimodule defined over Q(q). As a G
H
q module, it is a direct sum of
two copies ofW12, and as a B-module a direct sum of four copies of T12. But
for the reciprocity to hold, the base field has to be K = Q(q)[x] as before or
larger. Indeed, it can be seen here that the reciprocity conjecture fails over
the base field Q(q). This illustrates the need for base extension in general.
It may be illuminating to compare the r = 3 case here with the one for
the Kronecker problem treated in [GCT4]. The one here is basically a more
complex version of the one in [GCT4], because the basic defining relations
here (Figures 2-4) are more complex versions of the ones in [GCT4].
7.1.7 On r > 3 and positivity
Similar symbolic computations for r = 4 seem beyond the reach of desktop
MATLAB/Maple. Fortunately, this case for the Kronecker problem is within
the reach, and will be treated in the next section. The r = 4 case, H =
GL2(C), X four dimensional, is expected to be its more complex version
just as for r = 3.
But it does not seem possible to progress much beyond r = 3 using the
brute force computer-based approach that we are following here. What is
neeeded is an explicit presentation for BHr akin to the explicit presentation
for the Hecke algebra, or the one for r = 3 in Section 7.1.1. That is, we need
an explicit set of generating relations among Qi or Pi’s, each of the form∑
aσQσ = 0, (28)
or ∑
bσPσ = 0, (29)
where Qσ and Pσ, for a string σ = i1i2 · · · of symbols in {1, · · · , r − 1},
denote the monomials Qi1Qi2 · · · and Pi1Pi2 · · · , respectively, and each aσ
and bσ has an explicit interpretation (formula).
The coefficients aσ and bσ in Figures 2-4 for the r = 3 case do not
seem to have any obvious elementary interpretation. Hence, in general, one
can only expect nonelementary interpretations for the coefficients aσ and
bσ in (28)-(29). The following numerical analysis of these coefficients for
the r = 3 case suggests that BHr , in general, may plausibly have an explicit
presentation, the coefficients aσ and bσ of whose generating relations have
nonelementary interpretations in the spirit of the one for Kazhdan-Lusztig
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polynomials. By this we mean that each aσ has an explicit formula of the
form of an alternating sum
aσ = (−1)
d(σ)(q1/2 − q−1/2)d
′(σ)(
s(σ)∑
j=0
(−1)jajσ), (30)
for some nonnegative integers d(σ), d′(σ), s(σ), where
1. s(σ) is small, say bounded by a polynomial of a fixed degree in r and
dim(X) in the present case when H = GL2(C), and in r, the rank of
H and the size of µ in the general plethysm problem (Problem 1.1),
2. each ajσ is a −-invariant (note that aσ is −-invariant), positive and
unimodal polynomial in q and q−1; positive means each coefficient of
ajσ is nonnegative, and unimodal means, if a
j
σ(−k), . . . , a
j
σ(k) are the
coefficients of ajσ, then
ajσ(−k) ≤ a
j
σ(−k + 1) ≤ · · · ≤ a
j
σ(−1) ≤ a
j
σ(0) ≤ a
j
σ(1) ≤ · · · a
j
σ(k),
3. each ajσ(s) has a topological interpretation akin to that for Kazhdan-
Lusztig polynomials, i.e., as the rank of an appropriate cohomology
group. Then the duality ajσ(−s) = a
j
σ(s) as per the −-invariance of a
j
σ
should come out as a consequence of some form of Poincare duality
and the unimodality as a consequence of some form of Hard Lefschetz,
and each bσ has a similar explicit formula of the form
bσ = (−1)
d¯(σ)(q1/2 − q−1/2)d¯
′(σ)(
s¯(σ)∑
j=0
(−1)jbjσ). (31)
We shall call such an interpretation for aσ or bσ, if it exists, a positive,
unimodal, and topological interpretation.
Ideally speaking, one would like each s(σ) and s¯(σ) above to be zero, but
this may not always be possible for the reasons given below. It is plausible
that there exists some notion of cohomological depth that measures the
extent of nonflatness, and which provides an upper bound on s(σ) and s¯(σ) in
such a topological interepretation, if it exists. For example, in the Kronecker
problem, the braided symmetric and exterior algebras CHq [X] and ∧
H
q [X] are
flat deformations of the classical algebras C[X] and ∧[X]. In this case, one
can expect an explicit presentation for BHq whose coefficients aσ and bσ have
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positive topological interpretation with s(σ), s¯(σ) = 0 in (30) and (31). This
is because aσ and bσ here are akin to the structural constants c
b′′
b,b′ , d
b,b′
b′′ in
Theorem 4.4, which occur in the defining Laplace relations for GHq , and
which, in the Kroncker problem, are conjecturally polynomials in q and q−1
with nonnegative coefficients for the reasons indicated there. But in general
when CHq [X] and ∧
H
q [X] are nonflat deformations, such cohomological depth
would not vanish, and hence s(σ) and s¯(σ) may be nonzero, but still small
as indicated above.
We now turn to the analysis of the coefficients in the r = 3 case men-
tioned above which suggests that such an interpretation may plausibly exist.
First let us oberve that the scaling factor f in (17) used in the analysis so far
is formally not the correct scaling factor. To get the latter, we have to look
at the formal expressions for P and Q in terms of Rˆ. Since the eigenvalues
of Rˆ in the present case are
q1 = q
9/2, q2 = −q
−3/2, q3 = q
−11/2, and q4 = −q
−15/2,
we have
P =
(Rˆ− q2)(Rˆ − q3)(Rˆ− q4)
(q1 − q2)(q1 − q3)(q1 − q4)
+
(Rˆ − q1)(Rˆ− q2)(Rˆ − q4)
(q3 − q1)(q3 − q2)(q3 − q4)
, (32)
and
Q =
(Rˆ− q1)(Rˆ− q3)(Rˆ − q4)
(q2 − q1)(q2 − q3)(q2 − q4)
+
(Rˆ− q1)(Rˆ − q2)(Rˆ− q3)
(q4 − q1)(q4 − q2)(q4 − q3)
. (33)
Hence, formally we should have defined the rescaled versions P and Q of P
and Q by the equations
P = fpP, fp = (q1 − q2)(q1 − q3)(q1 − q4)(q3 − q1)(q3 − q2)(q3 − q4), (34)
and
Q = fqQ, fq = (q2 − q1)(q2 − q3)(q2 − q4)(q4 − q1)(q4 − q3)(q4 − q2), (35)
instead of the equations (16) and (18). The scaling factor f in (17) was
the smallest factor chosen so that the matrix coefficients of P and Q after
rescaling become polynomials in q, q−1. But this choice was dependendent on
the accidental cancellations in the numerators and denominators in (32) and
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(33). The choice of scaling makes no essential difference in Sections 7.1.1-
7.1.6. But it does matter in the study of positivity below.
Hence, let us redefine P and Q as per (34) and (35). Let us denote the
coefficients of the old defining relations (19) and (20) among Qi’s and Pi’s
by a′σ and b
′
σ, and the coefficients of the defining relations among the new
Qi’s and Pi’s by a
′′
σ and b
′′
σ. Then we have
a′′σ = (
−(q − 1)2
q
)11−l(σ)a¯σ, with a¯σ = (fˆq)
11−l(σ)a′σ,
and
b′′σ = (
−(q − 1)2
q
)11−l(σ) b¯σ, with b¯σ = (fˆp)
11−l(σ)b′σ,
where l(σ) denotes the length of σ,
fˆp =
−q
(q−1)2
fp
f
= 10 + 8 q + 2 q4 + 12 q−1 + 18 q−6 + 6 q2 + 4 q3 + q5
+14 q−2 + 18 q−4 + 16 q−12 + 16 q−8 + q−27 + 16 q−11
+16 q−10 + 17 q−7 + 6 q−24 + 18 q−5 + 2 q−26 + 16 q−3
+16 q−9 + 10 q−22 + 14 q−20 + 4 q−25 + 8 q−23 + 12 q−21 + 18 q−18
+16 q−19 + 18 q−16 + 18 q−17 + 17 q−15 + 16 q−14 + 16 q−13,
and
fˆq =
−q
(q−1)2
fq
f
= 10 q−12 + 2 q−8 + q−31 + 8 q−27 + 8 q−11 + 6 q−10 + q−7
+2 q−30 + 10 q−24 + 6 q−28 + 10 q−26 + 4 q−9 + 6 q−22
+2 q−20 + 10 q−25 + 8 q−23 + 4 q−29 + 4 q−21 + 2 q−18
+2 q−19 + 6 q−16 + 4 q−17 + 8 q−15 + 10 q−14 + 10 q−13.
Both fp and fq are positive polynomials.
Let us define
aˆσ = fˆ
2
q a
′
σ, for σ = 121212121,
= fˆqa
′
σ, otherwise,
(36)
and
bˆσ = b
′
σ, for σ = ∅, and 2,
= fˆpb
′
σ, otherwise.
(37)
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Since fp and fq are positive, the positivity properties of aˆσ and a¯σ (also
bˆσ and b¯σ) are similar; it turns out that the unimodularity properties are
also similar. Hence we shall focus on aˆσ and bˆσ in what follows. Since aˆσ
is −-invariant, it is of the form aˆσ(0) +
∑
t>0 aˆσ(t)(q
t + q−t). Let Aˆσ be
the vector [aσ(0), aσ(1), . . .]; the vector Bˆσ is defined similarly. Figure 17
shows Aˆσ for the various σ in Figure 2; the vector for each σ is obtained by
concatenating the rows in front of that σ. Figures 18-20 similarly show Bˆσ
for the various σ in Figures 3-4; only the distinct Bˆσ’s are shown. It may
be seen the Aˆσ’s are positive and nonincreasing. Thus all aσ are positive
and unimodal, and hence, of the form (30) with s(σ) = 0. All Bˆσ’s are
positive and nonincreasing, except for σ = 121, 1212 and 21212, for which
each Bˆσ is positive and unimodal except at the tail. Thus all bσ, for σ 6=
121, 1212, 21212, are positive and unimodal, and hence of the form (31) with
s¯(σ) = 0. For σ = 121, 1212, 21212, bσ seems to be of the form (31) with
s¯(σ) = 1, both b0σ and b
1
σ being positive and unimodal, b
0
σ being the dominant
polynomial that accounts for bσ’s mostly positive and unimodal behaviour,
and b1σ the error polynomial that accounts for the deviation at the tail.
The (co)multiplicative structural constants cb
′′
b,b′ and d
b,b′
b′′ for the canoni-
cal basis of the braided exterior algebra ∧H,rq [X], which occur in the Laplace
relations for the general nonstandard quantum group GHq (cf. Theorem 4.5),
are akin to the structure constants aσ and bσ in (28) and (29). Hence, we can
expect a similar positive topological interpretation for cb
′′
b,b′ and d
b,b′
b′′ (but not
necessarily unimodality since cb
′′
b,b′ and d
b,b′
b′′ need not be −-invariant). The
experimental evidence in [GCT8] suggests that the structure constants as-
sociated with the canonical bases of the matrix coordinate ring of GHq and
the ring BHq defined there may also have similar positive topological inter-
pretations (additionally unimodal for BHq ).
7.2 Example 2
Now we verify the duality and reciprocity conjectures for the special case of
the Kronecker problem (Section 4.1), whenH = GL(V )×GL(W ), V =W =
C
2 and G = GL(X), X = V ⊗W ∼= C4, and r = 4. ThusGq = GLq(C
4), and
Hq = GLq(C
2)×GLq(C
2). Let B = BHr be the nonstandard algebra in this
case and Pi = p
+,H
X,i , Qi = p
−,X
X,i , i < r, the positive and negative projection
operators as in Section 5. Let Pi and Qi be the rescaled versions of Pi and
Qi as defined in [GCT4]. Then B is generated by Pi, or equivalently, Qi.
The explicit generating relations among Pi’s and Qi’s turn out to be very
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Figure 1: P-matrix
30
σ aσ
1 −(q12 + q10 + 2 q8 + 2 q4 + q2 + 1)2(q8 − q6 + q4 − q2 + 1)2(q2 + 1)4(q4 − q2 + 1)4(q4 + 1)2/q36
121 (1 + 7 q4 + q2 + 5 q6 + 18 q8 + 21 q42 − 107 q20 + q50 − 107 q32 + 73 q14 + 187 q18 − 14 q16 + 402 q26
−197 q28 + 20 q40 + 187 q34 + 73 q38 − 197 q24 + 328 q30 + q52 + 328 q22 + 7 q48 + 5 q46 + 18 q44
+20 q12 + 21 q10 − 14 q36)(q2 + 1)2(q4 − q2 + 1)2/q32
12121 −(1 + 8 q4 + 3 q2 + 4 q6 + 33 q8 + 12 q42 + 80 q20 + 3 q50 + 80 q32 + 27 q14 + 113 q18 + 115 q16 + 360 q26
−9 q28 + 76 q40 + 113 q34 + 27 q38 − 9 q24 + 253 q30 + q52 + 253 q22 + 8 q48 + 4 q46 + 33 q44 + 76 q12
+12 q10 + 115 q36)/q26
1212121 (3 q36 + 2 q34 + 8 q32 + 5 q30 + 17 q28 + 30 q26 + 11 q24
+61 q22 − 15 q20 + 108 q18 − 15 q16 + 61 q14 + 11 q12 + 30 q10 + 17 q8 + 5 q6 + 8 q4 + 2 q2 + 3)/q18
121212121 −(q20 + 3 q18 + q16 + 5 q14 − 2 q12 + 16 q10 − 2 q8 + 5 q6 + q4 + 3 q2 + 1)/q10
12121212121 1
Figure 2: Coefficients of the basic generating relation among Qi’s
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σ bσ
∅ −(q2 + 1)5(q4 + 1)3(q4 − q2 + 1)6(q4 + q3 + q2 + q + 1)(q4 − q3 + q2 − q + 1)(q6 − q3 + 1)
×(q6 + q3 + 1)(q6 − q5 + q4 − q3 + q2 − q + 1)(q6 + q5 + q4 + q3 + q2 + q + 1)(2 q8 − 2 q6 + 3 q4 − 2 q2 + 2)
×(q2 + q + 1)2(q2 − q + 1)2(q − 1)4(q + 1)4/q51
2 (q2 + 1)4(q4 − q2 + 1)5(q4 + 1)2(q4 + q3 + q2 + q + 1)(q4 − q3 + q2 − q + 1)
×(q6 − q3 + 1)(q6 + q3 + 1)(q6 − q5 + q4 − q3 + q2 − q + 1)(q6 + q5 + q4 + q3 + q2 + q + 1)
×(2 q8 − 2 q6 + 3 q4 − 2 q2 + 2)(q2 + q + 1)2(q2 − q + 1)2(q − 1)4(q + 1)4/q46
1 (q2 + 1)4(q4 − q2 + 1)4(q4 + 1)2(2 + 7 q4 − 4 q2 − 9 q6 + 11 q8 − 10 q42 − 4 q58 + 7 q56 − 9 q54
+12 q20 − 12 q50 − 11 q32 − 12 q14 − 10 q18 + 13 q16 + 16 q26 − 11 q28 + 12 q40 + 16 q34 + q38 + q24 + 28 q30
+11 q52 + q22 + 13 q48 − 12 q46 + 2 q60 + 13 q44 + 13 q12 − 12 q10 + q36)/q46
12 −(q2 + 1)3(q4 + 1)(q4 − q2 + 1)3(2 + 7 q4 − 4 q2 − 9 q6 + 11 q8 − 10 q42 − 4 q58 + 7 q56 − 9 q54 + 12 q20
−12 q50 − 11 q32 − 12 q14 − 10 q18 + 13 q16 + 16 q26 − 11 q28 + 12 q40 + 16 q34 + q38 + q24 + 28 q30 + 11 q52
+q22 + 13 q48 − 12 q46 + 2 q60 + 13 q44 + 13 q12 − 12 q10 + q36)/q41
21 −(q2 + 1)3(q4 + 1)(q4 − q2 + 1)3(2 + 7 q4 − 4 q2 − 9 q6 + 11 q8 − 10 q42 − 4 q58 + 7 q56 − 9 q54
+12 q20 − 12 q50 − 11 q32 − 12 q14 − 10 q18 + 13 q16 + 16 q26 − 11 q28 + 12 q40 + 16 q34 + q38 + q24 + 28 q30
+11 q52 + q22 + 13 q48 − 12 q46 + 2 q60 + 13 q44 + 13 q12 − 12 q10 + q36)/q41
212 (q2 + 1)2(q4 − q2 + 1)2(2 + 7 q4 − 4 q2 − 9 q6 + 11 q8 − 10 q42 − 4 q58 + 7 q56 − 9 q54 + 12 q20
−12 q50 − 11 q32 − 12 q14 − 10 q18 + 13 q16 + 16 q26 − 11 q28 + 12 q40 + 16 q34 + q38 + q24 + 28 q30 + 11 q52
+q22 + 13 q48 − 12 q46 + 2 q60 + 13 q44 + 13 q12 − 12 q10 + q36)/q36
121 (q2 + 1)2(q4 + 1)2(q4 − q2 + 1)2(2 + 2 q4 − 4 q2 − 2 q6 − 2 q8 − 9 q42 + 27 q20
−4 q50 + 27 q32 − 13 q14 − 48 q18 + q16 − 110 q26 + 53 q28 − 3 q40 − 48 q34 − 13 q38 + 53 q24 − 77 q30
+2 q52 − 77 q22 + 2 q48 − 2 q46 − 2 q44 − 3 q12 − 9 q10 + q36)/q36
1212 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)(2 + 2 q4 − 4 q2 − 2 q6 − 2 q8 − 9 q42 + 27 q20 − 4 q50 + 27 q32
−13 q14 − 48 q18 + q16 − 110 q26 + 53 q28 − 3 q40 − 48 q34 − 13 q38 + 53 q24 − 77 q30 + 2 q52 − 77 q22
+2 q48 − 2 q46 − 2 q44 − 3 q12 − 9 q10 + q36)/q31
Figure 3: The first eight terms of the basic generating relation among Pi’s
32
σ bσ
2121 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)(2 + 2 q4 − 4 q2 − 2 q6 − 2 q8 − 9 q42 + 27 q20 − 4 q50 + 27 q32
−13 q14 − 48 q18 + q16 − 110 q26 + 53 q28 − 3 q40 − 48 q34 − 13 q38 + 53 q24 − 77 q30 + 2 q52 − 77 q22
+2 q48 − 2 q46 − 2 q44 − 3 q12 − 9 q10 + q36)/q31
21212 (2 + 2 q4 − 4 q2 − 2 q6 − 2 q8 − 9 q42 + 27 q20 − 4 q50 + 27 q32 − 13 q14 − 48 q18 + q16 − 110 q26
+53 q28 − 3 q40 − 48 q34 − 13 q38 + 53 q24 − 77 q30 + 2 q52 − 77 q22 + 2 q48 − 2 q46 − 2 q44 − 3 q12
−9 q10 + q36)/q26
12121 (q2 + 1)2(q4 + 1)2(q4 − q2 + 1)2(3 q16 + 2 q14 + 14 q8 + 2 q2 + 3)(q8 + q4 − q2 + 1)(q8 − q6 + q4 + 1)/q26
121212 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)(3 q16 + 2 q14 + 14 q8 + 2 q2 + 3)(q8 + q4 − q2 + 1)(q8 − q6 + q4 + 1)/q21
212121 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)(3 q16 + 2 q14 + 14 q8 + 2 q2 + 3)(q8 + q4 − q2 + 1)(q8 − q6 + q4 + 1)/q21
2121212 (3 q16 + 2 q14 + 14 q8 + 2 q2 + 3)(q8 + q4 − q2 + 1)(q8 − q6 + q4 + 1)/q16
1212121 −(q2 + 1)2(q4 + 1)2(q4 − q2 + 1)2(3 q16 − q14 + 3 q12 − 3 q10 + 12 q8 − 3 q6 + 3 q4 − q2 + 3)/q18
12121212 (q2 + 1)(q4 + 1)(q4 − q2 + 1)(3 q16 − q14 + 3 q12 − 3 q10 + 12 q8 − 3 q6 + 3 q4 − q2 + 3)/q13
21212121 (q2 + 1)(q4 + 1)(q4 − q2 + 1)(3 q16 − q14 + 3 q12 − 3 q10 + 12 q8 − 3 q6 + 3 q4 − q2 + 3)/q13
212121212 −(3 q16 − q14 + 3 q12 − 3 q10 + 12 q8 − 3 q6 + 3 q4 − q2 + 3)/q8
121212121 (q2 + 1)2(q4 + 1)2(q4 − q2 + 1)2/q10
1212121212 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)/q5
2121212121 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)/q5
21212121212 1
Figure 4: The last fourteen terms of the basic generating relation among Pi’s
33
σ Coefficient
∅ (q4 + q3 + q2 + q + 1)(q4 − q3 + q2 − q + 1)(q6 − q3 + 1)(q6 + q3 + 1)(q6 − q5 + q4 − q3 + q2 − q + 1)
×(q6 + q5 + q4 + q3 + q2 + q + 1)(2 q8 − 2 q6 + 3 q4 − 2 q2 + 2)(q2 + q + 1)2(q2 − q + 1)2
×(q4 + 1)2(q − 1)4(q + 1)4(q2 + 1)4(q4 − q2 + 1)5/q46
2 −(q2 + 1)3(q4 + 1)(q4 − q2 + 1)3(2 + 13 q12 − 12 q10 + 11 q8 + 7 q4 − 4 q2 − 9 q6 + q36 − 10 q42
+12 q20 − 12 q50 − 11 q32 − 12 q14 − 10 q18 + 13 q16 + 16 q26 − 11 q28 + 12 q40 + 16 q34 + q38 + q24 + 28 q30
+11 q52 + q22 + 13 q48 − 12 q46 + 13 q44 − 4 q58 + 7 q56 − 9 q54 + 2 q60)/q41
1 −(q2 + 1)3(q4 + 1)(q4 − q2 + 1)3(2 + 13 q12 − 12 q10 + 11 q8 + 7 q4 − 4 q2 − 9 q6 + q36 − 10 q42
+12 q20 − 12 q50 − 11 q32 − 12 q14 − 10 q18 + 13 q16 + 16 q26 − 11 q28 + 12 q40 + 16 q34 + q38 + q24 + 28 q30
+11 q52 + q22 + 13 q48 − 12 q46 + 13 q44 − 4 q58 + 7 q56 − 9 q54 + 2 q60)/q41
12 (2 + 13 q12 − 12 q10 + 11 q8 + 7 q4 − 4 q2 − 9 q6 + q36 − 10 q42 + 12 q20 − 12 q50 − 11 q32 − 12 q14 − 10 q18
+13 q16 + 16 q26 − 11 q28 + 12 q40 + 16 q34 + q38 + q24 + 28 q30 + 11 q52 + q22 + 13 q48 − 12 q46 + 13 q44
−4 q58 + 7 q56 − 9 q54 + 2 q60)(q2 + 1)2(q4 − q2 + 1)2/q36
21 (2 + 13 q12 − 12 q10 + 11 q8 + 7 q4 − 4 q2 − 9 q6 + q36 − 10 q42 + 12 q20 − 12 q50 − 11 q32 − 12 q14 − 10 q18
+13 q16 + 16 q26 − 11 q28 + 12 q40 + 16 q34 + q38 + q24 + 28 q30 + 11 q52 + q22 + 13 q48 − 12 q46 + 13 q44
−4 q58 + 7 q56 − 9 q54 + 2 q60)(q2 + 1)2(q4 − q2 + 1)2/q36
212 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)(2 − 3 q12 − 9 q10 − 2 q8 + 2 q4 − 4 q2 − 2 q6 + q36 − 9 q42 + 27 q20
−4 q50 + 27 q32 − 13 q14 − 48 q18 + q16 − 110 q26 + 53 q28 − 3 q40 − 48 q34 − 13 q38 + 53 q24 − 77 q30
+2 q52 − 77 q22 + 2 q48 − 2 q46 − 2 q44)/q31
121 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)(2 − 3 q12 − 9 q10 − 2 q8 + 2 q4 − 4 q2 − 2 q6 + q36 − 9 q42 + 27 q20
−4 q50 + 27 q32 − 13 q14 − 48 q18 + q16 − 110 q26 + 53 q28 − 3 q40 − 48 q34 − 13 q38 + 53 q24 − 77 q30 + 2 q52
−77 q22 + 2 q48 − 2 q46 − 2 q44)/q31
1212 (2− 3 q12 − 9 q10 − 2 q8 + 2 q4 − 4 q2 − 2 q6 + q36 − 9 q42 + 27 q20 − 4 q50 + 27 q32 − 13 q14 − 48 q18
+q16 − 110 q26 + 53 q28 − 3 q40 − 48 q34 − 13 q38 + 53 q24 − 77 q30 + 2 q52 − 77 q22 + 2 q48 − 2 q46 − 2 q44)/q26
2121 (2− 3 q12 − 9 q10 − 2 q8 + 2 q4 − 4 q2 − 2 q6 + q36 − 9 q42 + 27 q20 − 4 q50 + 27 q32 − 13 q14 − 48 q18 + q16
−110 q26 + 53 q28 − 3 q40 − 48 q34 − 13 q38 + 53 q24 − 77 q30 + 2 q52 − 77 q22 + 2 q48 − 2 q46 − 2 q44)/q26
Figure 5: First nine coefficients of u0
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σ Coefficient
21212 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)(3 q16 + 2 q14 + 14 q8 + 2 q2 + 3)(q8 − q6 + q4 + 1)(q8 + q4 − q2 + 1)/q21
12121 −(q2 + 1)(q4 + 1)(q4 − q2 + 1)(3 q16 + 2 q14 + 14 q8 + 2 q2 + 3)(q8 − q6 + q4 + 1)(q8 + q4 − q2 + 1)/q21
121212 (3 q16 + 2 q14 + 14 q8 + 2 q2 + 3)(q8 + q4 − q2 + 1)(q8 − q6 + q4 + 1)/q16
212121 (3 q16 + 2 q14 + 14 q8 + 2 q2 + 3)(q8 + q4 − q2 + 1)(q8 − q6 + q4 + 1)/q16
2121212 (q2 + 1)(q4 − q2 + 1)(q4 + 1)(3 q16 − q14 + 3 q12 − 3 q10 + 12 q8 − 3 q6 + 3 q4 − q2 + 3)/q13
1212121 (q2 + 1)(q4 − q2 + 1)(q4 + 1)(3 q16 − q14 + 3 q12 − 3 q10 + 12 q8 − 3 q6 + 3 q4 − q2 + 3)/q13
12121212 −(3 q16 − q14 + 3 q12 − 3 q10 + 12 q8 − 3 q6 + 3 q4 − q2 + 3)/q8
21212121 −(3 q16 − q14 + 3 q12 − 3 q10 + 12 q8 − 3 q6 + 3 q4 − q2 + 3)/q8
212121212 −(q2 + 1)(q4 − q2 + 1)(q4 + 1)/q5
121212121 −(q2 + 1)(q4 − q2 + 1)(q4 + 1)/q5
1212121212 1
2121212121 1
Figure 6: Last twelve coefficients of u0
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σ Coefficient
1 1/2 (q4 − q2 + 1)2(q8 − q6 + q4 − q2 + 1)2(q4 + 1)2(q2 + 1)4
×(x+ 3 q28 + 4 q24 − 2 q22 + 10 q20 − 2 q18 + 4 q16 + 3 q12)/q40
121 −1/2 (q2 + 1)2(2 q18 − 295 q28 − 516 q36 + x+ 210 q26 + 3 q56 − 3 q54 + 47 q46 + 9 q52 − q48
+2 q50 − 84 q24 − 295 q40 + 604 q34 + 462 q30 − xq2 + 47 q22 − 9 q20x+ 19 q10x− q26x+ q28x− 3 q14
+q24x+ 4 q22x+ 30 q14x+ 462 q38 − 516 q32 + 19 q18x+ 210 q42 − q20 + 9 q16 − 24 q16x− 24 q12x
−9 q8x+ 4 q6x+ q4x− 84 q44 + 3 q12)/q36
12121 1/2 (q18 − 2 q28 + 22 q36 + x+ 45 q26 + 2 q46 + 3 q48 + 22 q24 + 24 q40 + 45 q34 + 92 q30 + 18 q22 + q20x
+6 q10x+ 2 q14 + q14x+ 18 q38 − 2 q32 + q42 + 24 q20 + 9 q16 + q16x+ q6x+ q4x+ 9 q44 + 3 q12)/q30
1212121 −1/2 (22 q20 + 6 q16 + 6 q24 + 2 q26 + 2 q14 + 2 q30 + 2 q10 + 3 q28 − 2 q22 − 2 q18 + 3 q12 + x)/q20
121212121 1
Figure 7: Coefficients of u11
36
σ Coefficient
1 (q8 − q6 + q4 − q2 + 1)2(q12 + q10 + 2 q8 + 2 q4 + q2 + 1)2(q2 + 1)4(q4 − q2 + 1)4/q32
121 −(1− 4 q10 + 14 q8 − 30 q14 + 44 q28 + 73 q16 + 3 q2 + 14 q32 − 30 q26 + 73 q24 + 3 q38
+102 q20 − 53 q18 + q40 + 44 q12 − 53 q22 − 4 q30 + 5 q4 + 5 q36)(q2 + 1)2(q4 − q2 + 1)2/q26
12121 (3 + 72 q18 + 14 q28 + 3 q36 + 20 q26 + 10 q24 + 2 q34 + 2 q30 + 36 q22 + 14 q8 + 7 q4
+2 q2 + 7 q32 + 2 q6 − 10 q20 − 10 q16 + 10 q12 + 20 q10 + 36 q14)/q18
1212121 −(1− 2 q12 + 14 q10 − 2 q8 + q4 + 3 q2 + 4 q6 + q20 + 4 q14 + 3 q18 + q16)/q10
121212121 1
Figure 8: Coefficients of u13
37
σ Coefficient
1 (q2 + 1)2(q4 − q2 + 1)2(q4 + 1)2(q8 − q6 + q4 − q2 + 1)2(q12 + q10 + 2 q8 + 2 q4 + q2 + 1)2/q30
121 −(1 + 75 q18 − 49 q28 + 42 q36 + 206 q26 − q46 + q52 + 7 q48 − 49 q24 + 40 q40 + 75 q34 + 158 q30 + 158 q22
+22 q8 + 7 q4 + 17 q14 + 17 q38 + q32 − q6 + q20 + 42 q16 + 22 q44 + 40 q12)q26
12121 (3 + 80 q18 + 10 q28 + 3 q36 + 26 q26 − 3 q24 + q34 + 5 q30 + 52 q22 + 10 q8 + 5 q4 + 52 q14 + q2 + 5 q32
+5 q6 − 19 q20 − 19 q16 − 3 q12 + 26 q10)/q18
1212121 −(1− 2 q12 + 14 q10 − 2 q8 + 3 q2 + 5 q6 + q20 + 5 q14 + 3 q18)/q10
121212121 1
Figure 9: Coefficients of u14
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σ Coefficient
1 (q2 + 1)2(q4 + 1)2(q12 + q10 + 2 q8 + 2 q4 + q2 + 1)2(q4 − q2 + 1)4/q26
121 −(q36 + 3 q34 + 10 q32 + 19 q30 + 33 q28 + 53 q26 + 64 q24 + 91 q22 + 84 q20 + 116 q18 + 84 q16 + 91 q14
+64 q12 + 53 q10 + 33 q8 + 19 q6 + 10 q4 + 3 q2 + 1)(q4 − q2 + 1)2/q22
12121 (80 q16 + 3 q26 + 26 q24 + 4 q22 + q32 + 7 q28 + 50 q20 + 3 q6 + 3 q2 + 50 q12 + 1 + 3 q30 + 7 q4 − 14 q18
−14 q14 + 4 q10 + 26 q8)/q16
1212121 −(3 + 5 q12 − 2 q10 + 14 q8 + 5 q4 + q2 − 2 q6 + q14 + 3 q16)/q8
121212121 1
Figure 10: Coefficients of u15
39
g1 −1/2
−3 q28−4 q24+2 q22−10 q20+2 q18−4 q16−3 q12+x
q20
g3
(q4+1)
2
q4
g4
(q2+1)
2
(q4−q2+1)
2
q6
g5
(q2+1)
2
(q8−q6+q4−q2+1)
2
q10
Figure 11: The elements gi
complicated. For example, Figures 21-23 reproduced from [GCT4] shows
a typical generating relation among Qi’s with 74 terms. There are several
dozen such relations. Because of the nature of these generating relations,
there is no good “standard monomial basis” for B as for the Hecke algebra or
for the r = 3 case in Section 7.1.1. Fortunately, this makes no difference as
far as duality and reciprocity is concerned, as we shall see here, and also as
far as existence of a canonical basis is concerned, as we shall see in [GCT8].
It was verified by computer that B is of dimension 114 [GCT4]. Since it
is semisimple, it admits a Wederburn structure decomposition. It turns out
that a complete Wederburn structure decomposition of the form (13) works
over Q(q) itself; i.e., no algebraic extension of Q(q) is necessary here, just
as in the case of Hecke algebras. This may be conjectured to be the case
for the Kronecker problem in general, though it is not so for the plethysm
problem in general as we already saw in Section 7.1.
So let
B = ⊗iTi,L ⊗ Ti,R, (38)
be the complete Wederburn structure decomposition of B, where Ti = Ti,L
ranges over all irreducible left B-modules.
7.2.1 Irreducible representations
We describe these Ti next. There are two distinct irreducible representations
of B of dimension 1, 2, 3 and 5 each, and one of dimension 6. Since
114 = 12 + 12 + 22 + 22 + 32 + 32 + 52 + 52 + 62,
this is consistent with the Wederburn structure decomposition in (38).
40
σ Coefficient
1 1/2 (q2 + 1)5(q4 − q2 + 1)3(q8 − q6 + q4 − q2 + 1)2(q4 + 1)3(−3 q28 − 4 q24 + 2 q22
−10 q20 + 2 q18 − 4 q16 − 3 q12 + x)/q45
12 −1/2 (q2 + 1)4(q4 − q2 + 1)2(q8 − q6 + q4 − q2 + 1)2(q4 + 1)2(−3 q28 − 4 q24 + 2 q22
−10 q20 + 2 q18 − 4 q16 − 3 q12 + x)/q40
121 −1/2 (q2 + 1)3(x+ 516 q32 − 462 q38 − 47 q22 + q20 + 84 q24 + q48 − 210 q42 + 84 q44 − 47 q46 − 210 q26
−2 q18 − 9 q16 + 3 q14 + xq28 − xq26 + 4xq22 + xq24 − 24xq12 + 19xq10 + 30xq14 − 9xq8 − 24xq16
+4xq6 − 9xq20 + xq4 − xq2 + 19xq18 + 295 q28 + 295 q40 − 604 q34 + 516 q36 − 2 q50 + 3 q54 − 3 q56
−9 q52 − 462 q30 − 3 q12)(q4 + 1)(q4 − q2 + 1)/q41
1212 1/2 (q2 + 1)2(x+ 516 q32 − 462 q38 − 47 q22 + q20 + 84 q24 + q48 − 210 q42 + 84 q44 − 47 q46 − 210 q26
−2 q18 − 9 q16 + 3 q14 + xq28 − xq26 + 4xq22 + xq24 − 24xq12 + 19xq10 + 30xq14 − 9xq8 − 24xq16
+4xq6 − 9xq20 + xq4 − xq2 + 19xq18 + 295 q28 + 295 q40 − 604 q34 + 516 q36 − 2 q50 + 3 q54 − 3 q56
−9 q52 − 462 q30 − 3 q12)/q36
12121 1/2 (x + 2 q32 − 18 q38 − 18 q22 − 24 q20 − 22 q24 − 3 q48 − q42 − 9 q44 − 2 q46 − 45 q26 − q18 − 9 q16
−2 q14 + 6xq10 + xq14 + xq16 + xq6 + xq20 + xq4 + 2 q28 − 24 q40 − 45 q34 − 22 q36 − 92 q30 − 3 q12)
×(q2 + 1)(q4 + 1)(q4 − q2 + 1)/q35
121212 −1/2 (x + 2 q32 − 18 q38 − 18 q22 − 24 q20 − 22 q24 − 3 q48 − q42 − 9 q44 − 2 q46 − 45 q26 − q18 − 9 q16
−2 q14 + 6xq10 + xq14 + xq16 + xq6 + xq20 + xq4 + 2 q28 − 24 q40 − 45 q34 − 22 q36 − 92 q30 − 3 q12)/q30
1212121 −1/2 (−2 q10 − 22 q20 + 2 q18 − 2 q14 − 3 q12 − 6 q16 − 2 q30 + 2 q22 − 6 q24 − 3 q28 − 2 q26 + x)(q2 + 1)
×(q4 + 1)(q4 − q2 + 1)/q25
12121212 1/2 (−2 q10 − 22 q20 + 2 q18 − 2 q14 − 3 q12 − 6 q16 − 2 q30 + 2 q22 − 6 q24 − 3 q28 − 2 q26 + x)/q20
121212121 −(q4 + 1)(q4 − q2 + 1)(q2 + 1)/q5
1212121212 1
Figure 12: Nonzero coefficients of z0
41
Monomial Coefficient
x2 ⊗ x1 ⊗ x0 −1/2 (q
4 + 1)2(q2 − q + 1)(q2 + q + 1)(q8 + 1)2(5x + 173 q32 − 192 q38 − 192 q22 + 91 q20 + 117 q24 + 11 q48
−45 q42 + 24 q44 − 37 q46 − 131 q26 − 45 q18 + 24 q16 − 37 q14 + 19xq12 − 40xq10 − 7xq14 + 19xq8 + 8xq16
−7xq6 + 5xq20 + 8xq4 − 17xq2 − 17xq18 + 173 q28 + 91 q40 − 131 q34 + 117 q36 − 310 q30 + 11 q12)/q51
x1 ⊗ x2 ⊗ x0 1/2 (q
2 + 1)(q2 + q + 1)(q2 − q + 1)(q4 + 1)(q8 + 1)2(5x+ 173 q32 − 192 q38 − 192 q22 + 91 q20 + 117 q24
+11 q48 − 45 q42 + 24 q44 − 37 q46 − 131 q26 − 45 q18 + 24 q16 − 37 q14 + 19xq12 − 40xq10 − 7xq14 + 19xq8
+8xq16 − 7xq6 + 5xq20 + 8xq4 − 17xq2 − 17xq18 + 173 q28 + 91 q40 − 131 q34 + 117 q36 − 310 q30 + 11 q12)/q46
x0 ⊗ x3 ⊗ x0 −1/2 (q + 1)(q − 1)(q
4 + 1)(q2 + q + 1)2(q2 − q + 1)2(q8 + 1)2(3x+ 727 q32 − 500 q38
−330 q22 + 191 q20 + 460 q24 + 59 q48 − 359 q42 + 192 q44 − 110 q46 − 603 q26 − 138 q18 + 76 q16 − 35 q14
−20xq22 + 5xq24 + 70xq12 − 58xq10 − 77xq14 + 45xq8 + 48xq16 − 46xq6 + 23xq20 + 30xq4 − 15xq2
−32xq18 + 587 q28 + 402 q40 − 780 q34 + 584 q36 − 44 q50 + 11 q52 − 685 q30 + 7 q12)/q53
x2 ⊗ x0 ⊗ x1 1/2 (q
4 + 1)2(q2 − q + 1)(q2 + q + 1)(q8 + 1)2(5x+ 173 q32 − 192 q38 − 192 q22 + 91 q20
+117 q24 + 11 q48 − 45 q42 + 24 q44 − 37 q46 − 131 q26 − 45 q18 + 24 q16 − 37 q14 + 19xq12 − 40xq10
−7xq14 + 19xq8 + 8xq16 − 7xq6 + 5xq20 + 8xq4 − 17xq2 − 17xq18 + 173 q28 + 91 q40 − 131 q34
+117 q36 − 310 q30 + 11 q12)/q48
x1 ⊗ x1 ⊗ x1 −1/2 (q
2 + 1)2(q4 + 1)(q − 1)(q + 1)(q2 + q + 1)(q2 − q + 1)(q8 + 1)2(5x+ 173 q32 − 192 q38 − 192 q22
+91 q20 + 117 q24 + 11 q48 − 45 q42 + 24 q44 − 37 q46 − 131 q26 − 45 q18 + 24 q16 − 37 q14 + 19xq12 − 40xq10
−7xq14 + 19xq8 + 8xq16 − 7xq6 + 5xq20 + 8xq4 − 17xq2 − 17xq18 + 173 q28 + 91 q40 − 131 q34 + 117 q36
−310 q30 + 11 q12)/q47
x0 ⊗ x2 ⊗ x1 1/2 (q
4 + 1)(q2 + q + 1)(q2 − q + 1)(q8 + 1)2(−3x− 1316 q32 + 1364 q38 + 419 q22 − 200 q20 − 577 q24
−464 q48 + 957 q42 − 617 q44 + 613 q46 + 748 q26 + 5 q30x+ 134 q18 − 76 q16 + 35 q14 − 25xq28 + 35xq26
+67xq22 − 28xq24 − 117xq12 + 97xq10 + 110xq14 − 48xq8 − 85xq16 + 44xq6 − 112xq20 − 30xq4 + 15xq2
+123xq18 − 816 q28 − 1224 q40 + 1325 q34 − 1132 q36 + 257 q50 + 85 q54 − 55 q56 + 11 q58 − 108 q52
+1220 q30 − 7 q12)/q50
Figure 13: First five nonzero coefficients of a ∈ X⊗3q
42
Monomial Coefficient
x0 ⊗ x0 ⊗ x2 −1/2 (q
2 + 1)(q2 + q + 1)(q2 − q + 1)(q4 + 1)(q8 + 1)2(5x + 173 q32 − 192 q38 − 192 q22 + 91 q20 + 117 q24
+11 q48 − 45 q42 + 24 q44 − 37 q46 − 131 q26 − 45 q18 + 24 q16 − 37 q14 + 19xq12 − 40xq10 − 7xq14
+19xq8 + 8xq16 − 7xq6 + 5xq20 + 8xq4 − 17xq2 − 17xq18 + 173 q28 + 91 q40 − 131 q34 + 117 q36
−310 q30 + 11 q12)/q46
x0 ⊗ x1 ⊗ x2 1/2 (q
4 + 1)(q2 + q + 1)(q2 − q + 1)(q8 + 1)2(3x+ 951 q32 − 1060 q38 − 363 q22 + 176 q20 + 449 q24 + 248 q48
−592 q42 + 395 q44 − 451 q46 − 532 q26 − 97 q18 + 65 q16 − 35 q14 + 8xq28 − 27xq26 − 31xq22 + 16xq24
+81xq12 − 85xq10 − 62xq14 + 40xq8 + 59xq16 − 27xq6 + 64xq20 + 25xq4 − 15xq2 − 97xq18 + 654 q28
+797 q40 − 898 q34 + 828 q36 − 129 q50 − 61 q54 + 18 q56 + 52 q52 − 998 q30 + 7 q12)/q49
x0 ⊗ x0 ⊗ x3 −1/2 (q
4 + 1)(q − 1)2(q + 1)2(q8 + 1)2(q2 + q + 1)3(q2 − q + 1)3(3x+ 275 q32 − 94 q38 − 220 q22
+132 q20 + 275 q24 − 35 q42 + 7 q44 − 279 q26 − 94 q18 + 65 q16 − 35 q14 + 25xq12 − 26xq10 − 15xq14
+22xq8 + 3xq16 − 26xq6 + 25xq4 − 15xq2 + 250 q28 + 65 q40 − 220 q34 + 132 q36 − 279 q30 + 7 q12)/q50
Figure 14: Last four nonzero coefficients of a
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Monomial Coefficient
x3 ⊗ x0 ⊗ x0 1/2 (q
4 + 1)(q − 1)2(q + 1)2(q8 + 1)2(q2 + q + 1)3(q2 − q + 1)3(5x+ 1214 q32 − 847 q38 − 525 q22
+289 q20 + 714 q24 + 107 q48 − 525 q42 + 289 q44 − 178 q46 − 847 q26 − 178 q18 + 107 q16 − 55 q14 − 25xq22
+5xq24 + 130xq12 − 113xq10 − 113xq14 + 75xq8 + 75xq16 − 60xq6 + 45xq20 + 45xq4 − 25xq2 − 60xq18
+920 q28 + 714 q40 − 1139 q34 + 920 q36 − 55 q50 + 11 q52 − 1139 q30 + 11 q12)/q57
x2 ⊗ x1 ⊗ x0 −1/2 (q
4 + 1)(q − 1)2(q + 1)2(q2 + q + 1)2(q2 − q + 1)2(q8 + 1)2(−5x− 1170 q32 + 977 q38 + 425 q22
−207 q20 − 565 q24 − 371 q48 + 636 q42 − 451 q44 + 397 q46 + 523 q26 + 5 q30x+ 106 q18 − 89 q16 + 55 q14
−20xq28 + 20xq26 + 43xq22 − 20xq24 − 119xq12 + 97xq10 + 71xq14 − 45xq8 − 59xq16 + 28xq6 − 95xq20
−37xq4 + 25xq2 + 87xq18 − 676 q28 − 1021 q40 + 891 q34 − 849 q36 + 173 q50 + 52 q54 − 44 q56 + 11 q58
−82 q52 + 1002 q30 − 11 q12)/q56
x1 ⊗ x2 ⊗ x0 1/2 (q
4 + 1)(q − 1)2(q + 1)2(q2 + q + 1)2(q2 − q + 1)2(q8 + 1)2(−8x− 1447 q32 + 1598 q38 + 590 q22
−304 q20 − 648 q24 − 496 q48 + 927 q42 − 742 q44 + 696 q46 + 778 q26 + 5 q30x+ 153 q18 − 89 q16 + 72 q14
−25xq28 + 40xq26 + 58xq22 − 40xq24 − 124xq12 + 138xq10 + 96xq14 − 76xq8 − 114xq16 + 39xq6 − 116xq20
−33xq4 + 32xq2 + 152xq18 − 1064 q28 − 1329 q40 + 1319 q34 − 1386 q36 + 244 q50 + 96 q54 − 55 q56
+11 q58 − 134 q52 + 1516 q30 − 18 q12)/q55
x0 ⊗ x3 ⊗ x0 1/2 (q
4 + 1)(q − 1)2(q + 1)2(q8 + 1)2(q2 − q + 1)3(q2 + q + 1)3(−3x− 1693 q32 + 1146 q38 + 641 q22 − 404 q20
−1020 q24 − 178 q48 + 814 q42 − 567 q44 + 296 q46 + 1268 q26 + 266 q18 − 155 q16 + 53 q14 + 5xq26 + 45xq22
−25xq24 − 164xq12 + 123xq10 + 170xq14 − 108xq8 − 131xq16 + 96xq6 − 60xq20 − 65xq4 + 23xq2
+78xq18 − 1376 q28 − 1006 q40 + 1709 q34 − 1491 q36 + 107 q50 + 11 q54 − 55 q52 + 1449 q30 − 7 q12)/q58
x2 ⊗ x0 ⊗ x1 −1/2 (q
2 + 1)(q4 + 1)(q − 1)2(q + 1)2(q2 − q + 1)2(q2 + q + 1)2(q8 + 1)2(5x+ 964 q32 − 627 q38
−431 q22 + 224 q20 + 582 q24 + 100 q48 − 431 q42 + 224 q44 − 143 q46 − 627 q26 − 143 q18 + 100 q16 − 55 q14 − 25xq22
+5xq24 + 108xq12 − 87xq10 − 87xq14 + 50xq8 + 50xq16 − 45xq6 + 42xq20 + 42xq4 − 25xq2 − 45xq18 + 645 q28
+582 q40 − 860 q34 + 645 q36 − 55 q50 + 11 q52 − 860 q30 + 11 q12)/q53
Figure 15: First five nonzero coefficients of b
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Monomial Coefficient
x1 ⊗ x1 ⊗ x1 1/2 (q
2 + 1)2(q2 − q + 1)(q2 + q + 1)(q4 + 1)(q − 1)2(q + 1)2(q8 + 1)2(3x+ 277 q32 − 621 q38 − 165 q22
+97 q20 + 83 q24 + 125 q48 − 291 q42 + 291 q44 − 299 q46 − 255 q26 − 47 q18 − 17 q14 + 5xq28 − 20xq26 − 15xq22
+20xq24 + 5xq12 − 41xq10 − 25xq14 + 31xq8 + 55xq16 − 11xq6 + 21xq20 − 4xq4 − 7xq2 − 65xq18 + 388 q28
+308 q40 − 428 q34 + 537 q36 − 71 q50 − 44 q54 + 11 q56 + 52 q52 − 514 q30 + 7 q12)/q52
x0 ⊗ x2 ⊗ x1 −1/2 (q
2 + 1)(q4 + 1)(q − 1)2(q + 1)2(q2 − q + 1)2(q2 + q + 1)2(q8 + 1)2(−3x− 1651 q32 + 1803 q38
+486 q22 − 287 q20 − 679 q24 − 567 q48 + 1181 q42 − 1013 q44 + 814 q46 + 920 q26 + 5 q30x+ 147 q18 − 72 q16
+35 q14 − 25xq28 + 45xq26 + 78xq22 − 60xq24 − 133xq12 + 122xq10 + 138xq14 − 87xq8 − 167xq16
+49xq6 − 131xq20 − 28xq4 + 15xq2 + 170xq18 − 1270 q28 − 1556 q40 + 1669 q34 − 1825 q36 + 296 q50
+107 q54 − 55 q56 + 11 q58 − 178 q52 + 1547 q30 − 7 q12)/q55
x1 ⊗ x0 ⊗ x2 −1/2 (q
4 + 1)2(q − 1)2(q + 1)2(q8 + 1)2(q2 − q + 1)3(q2 + q + 1)3(3x+ 275 q32 − 94 q38 − 220 q22
+132 q20 + 275 q24 − 35 q42 + 7 q44 − 279 q26 − 94 q18 + 65 q16 − 35 q14 + 25xq12 − 26xq10
−15xq14 + 22xq8 + 3xq16 − 26xq6 + 25xq4 − 15xq2 + 250 q28 + 65 q40 − 220 q34 + 132 q36 − 279 q30 + 7 q12)/q51
x0 ⊗ x1 ⊗ x2 −1/2 (q
4 + 1)2(q − 1)2(q + 1)2(q8 + 1)2(q2 − q + 1)3(q2 + q + 1)3(3x+ 275 q32 − 94 q38 − 220 q22
+132 q20 + 275 q24 − 35 q42 + 7 q44 − 279 q26 − 94 q18 + 65 q16 − 35 q14 + 25xq12 − 26xq10 − 15xq14 + 22xq8
+3xq16 − 26xq6 + 25xq4 − 15xq2 + 250 q28 + 65 q40 − 220 q34 + 132 q36 − 279 q30 + 7 q12)/q54
x0 ⊗ x0 ⊗ x3 1/2 (q
2 + 1)(q4 + 1)2(q4 − q2 + 1)(q − 1)2(q + 1)2(q8 + 1)2(q2 − q + 1)3(q2 + q + 1)3(3x+ 275 q32
−94 q38 − 220 q22 + 132 q20 + 275 q24 − 35 q42 + 7 q44 − 279 q26 − 94 q18 + 65 q16 − 35 q14 + 25xq12 − 26xq10 − 15xq14
+22xq8 + 3xq16 − 26xq6 + 25xq4 − 15xq2 + 250 q28 + 65 q40 − 220 q34 + 132 q36 − 279 q30 + 7 q12)/q55
Figure 16: Last five nonzero coefficients of b
45
Let Sq,λ denote the q-Specht module of the Hecke algebra Hr(q) for
the partition λ, and KLλ its Kazhdan-Lusztig basis ordered appropriately.
Since, in this case, B = BHr (q) ⊆ Hr(q)⊗Hr(q), the tensor product Sq,λ⊗Sq,µ
is a representation of B. In particular,
Tq,λ = Sq,λ ⊗ Sq,(r) ∼= Sq,(r) ⊗ Sq,λ,
where Sq,(r) is the trivial one dimensional q-Specht module, is an irreducible
B-module, which specializes at q = 1 to the Specht module Sλ of the sym-
metric group Sr.
Let
T0 = Tq,(4),
T1 = Tq,(1,1,1,1),
T2 = Tq,(2,2),
T3 = Tq,(2,1,1),
T4 = Tq,(3,1),
T5 = Sq,(3,1) ⊗ Sq,(2,2) ∼= Sq,(2,1,1) ⊗ Sq,(2,2).
(39)
These are irreducible B-modules. Their dimensions are 1, 1, 2, 3, 3 and 6
respectively.
To get the other two dimensional irreducible B-module, we analyze how
the tensor product Sq,(2,2) ⊗ Sq,(2,2) decomposes as a B-module. It decom-
poses as:
Sq,(2,2) ⊗ Sq,(2,2) ∼= Tq,(4) ⊕ Tq,(1,1,1,1) ⊕ T6,
where T6 is the other two dimensional irreducible B-module that we were
looking for. Explicitly, a basis of T6 in terms of the Kazhdan-Lusztig basis
KL(2,2) ⊗KL(2,2) of Sq,(2,2) ⊗ Sq,(2,2) is given by the rows of the matrix[
1 1+q
2q1/2
1+q
2q1/2
0
0 1+q
2q1/2
1+q
2q1/2
1
]
.
Matrix representations of the right action of the generators Qi’s of B on
this basis are:
Q1 = Q3 =
[
(1 + q)2/q 0
(1 + q2)/q 0
]
Q2 =
[
0 (1 + q2)/q
0 (1 + q)2/q
]
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The specialization of T6 at q = 1 is isomorphic to the Specht module
S(2,2) of S4. But T6 is nonisomorphic to T2, whose specialization at q = 1 is
the same.
To get the five dimensional irreducible B-modules, we analyze how the
tensor products Sq,(2,1,1) ⊗ Sq,(2,1,1) and Sq,(3,1) ⊗ Sq,(2,1,1) decompose as B-
modules. We have
Sq,(2,1,1) ⊗ Sq,(2,1,1) ∼= Tq,(2,1,1) ⊕ Tq,(4) ⊕ T7,
where T7 is the first five dimensional irreducible B-representation that we
were looking for. Explicitly, its basis in terms of the Kazhdan-Lusztig basis
KL(2,1,1) ⊗KL(2,1,1) is given by the rows of the matrix:
w1 = [ 0 −(1 + q)/(2q
1/2) −(1 + q)2/(2q) 0 0 0]
w2 = [ −1 −(1 + q)/(2q
1/2) 0 0 (1 + q)/(2q1/2) 1]
w3 = [ 0 0 −(1 + q)
2/(2q) 0 −(1 + q)/(2q1/2) 0]
v1 = [ 0 −(1 + q)/(2q
1/2) −(1 + q)2/(2q) −1 −(1 + q)/(2q1/2) 0]
v2 = [ 1 (1 + q)/(2q
1/2) 1 0 (1 + q)/(2q1/2) 1]
Matrix representations of the right action of Qi’s in this basis are:
Q1 =


(1 + q)2/q 0 0 0 0
(1 + q2)/q 0 0 −(1 + q2)/q 0
0 0 0 (1 + q)2/q 0
0 0 0 (1 + q)2/q 0
(q − 1)2/q 0 0 −(1 + q2)/q 0


Q2 =


0 (1+q)
2
2q 0 0 −
(1+q)2
2q
0 (1+q)
2
q 0 0 0
0 − (1+q)
2
2q 0 0 −
(1+q)2
2q
0 0 0 0 −1+q
2
q
0 0 0 0 (1+q)
2
q


Q3 =


0 0 0 (1 + q)2/q 0
0 0 −(1 + q2)/q (1 + q2)/q 0
0 0 (1 + q)2/q 0 0
0 0 0 (1 + q)2/q 0
0 0 (q − 1)2/q −(1 + q2)/q 0


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Let V denote the span of the vectors v1 and v2, and V (1) its specialization
at q = 1. It can be checked that V (1) is isomorphic to the Specht module
S(2,2) of S4, and the quotient T7(1)/V , where T7(1) denotes the specialization
of T7 at q = 1, is isomorphic to the Specht module S(3,1) of S4.
Finally,
Sq,(3,1) ⊗ Sq,(2,1,1) ∼= Tq,(3,1) ⊕ Tq,(1,1,1,1) ⊕ T8,
where T8 6∼= T7 is the second five dimnsional irreducible B-representation
that we were looking for. Its basis and representation matrices are similar.
This specifies all irreducible representations of B.
7.2.2 Duality
Using the explicit representations Ti above, the Wederburn structure decom-
position (38) of B was explicitly determined with the help of a computer.
The explicit bases of the structure components Ui = Ti,L ⊗ Ti,R in (38) are
far too complex to be given here.
Fix any ui ∈ Ui, 0 ≤ i ≤ 8, and let Wi = X
⊗r
q · ui be the corre-
sponding left representation of the nonstandard quantum group GHq . Com-
puter experiments indicate that these are nonisomorphic irreducible repre-
sentations of GHq with the following decompositions as Hq-modules, Hq =
GLq(C
2)×GLq(C
2). (Recall that Vq,λ(n) is the q-Weyl module of GLq(C
n)).
W0 ∼= Vq,(4)(2)⊗ Vq,(4)(2)⊕ Vq,(3,1)(2)⊗ Vq,(3,1)(2)⊕ Vq,(2,2)(2)⊗ Vq,(2,2)(2),
W1 ∼= Vq,(2,2)(2)⊗ Vq,(2,2)(2),
W2 ∼= Vq,(4)(2)⊗ Vq,(2,2)(2)⊕ Vq,(2,2)(2)⊗ Vq,(4)(2),
W3 ∼= Vq,(3,1)(2)⊗ Vq,(3,1)(2),
W4 ∼= Vq,(3,1)(2)⊗ Vq,(4)(2)⊕ Vq,(4)(2)⊗ Vq,(3,1)(2),
W5 ∼= Vq,(2,2)(2)⊗ Vq,(3,1)(2)⊕ Vq,(3,1)(2)⊗ Vq,(2,2)(2),
W6 ∼= Vq,(2,2)(2)⊗ Vq,(2,2)(2),
W7 ∼= Vq,(3,1)(2)⊗ Vq,(3,1)(2).
Their dimensions are 35, 1, 10, 9, 30, 6, 1 and 9, respectively. The module
W8 turns out to be zero when dim(V ) = dim(W ) = 2, as here; however, it
would be nonzero for general dim(V ) and dim(W ). Furthermore,
X⊗4q =
⊕
i
Wi ⊗ Ti,
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in accordance with the duality conjecture.
Remark: These computations are not final. The main problem is that the
symbolic computations needed here are too heavy for MATLAB/Maple to
handle. Hence, in some of the computations q was set to a fixed real value
(such as .5). This introduces floating point errors in various calculations.
As far as we can see, this does not affect the decomposition above. But this
has to be double checked by other means.
7.2.3 Reciprocity
Let miµ denote the multiplicity of the Specht module Sµ of S4 in Ti. Then
it can be verified that
m0(4) = 1,
m1(1,1,1,1) = 1,
m2(2,2) = 1,
m3(2,1,1) = 1,
m4(3,1) = 1,
m5(3,1) = m
5
(2,1,1) = 1,
m6(2,2) = 1,
m7(3,1) = m
7
(2,2) = 1,
m8(2,1,1) = m
8
(2,2) = 1.
All other miµ’s are zero. It can now be seen that, as Hq-modules, Hq =
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GLq(2)×GLq(2), we have
Vq,(4)(4) ∼= m
0
(4)W0
∼= Vq,(4)(2)⊗ Vq,(4)(2)⊕ Vq,(3,1)(2)⊗ Vq,(3,1)(2)
⊕Vq,(2,2)(2) ⊗ Vq,(2,2)(2),
Vq,(3,1)(4) ∼= m
4
(3,1)W4 ⊕m
5
(3,1)W5 ⊕m
7
(3,1)W7
∼= Vq,(3,1)(2)⊗ Vq,(4)(2)⊕ Vq,(4)(2)⊗ Vq,(3,1)(2)
⊕Vq,(2,2)(2) ⊗ Vq,(3,1)(2) ⊕ Vq,(3,1)(2) ⊗ Vq,(2,2)(2)
⊕Vq,(3,1)(2) ⊗ Vq,(3,1)(2),
Vq,(2,2)(4) ∼= m
2
(2,2)W2 ⊕m
7
(2,2)W7 ⊕m
6
(2,2)W6
∼= Vq,(4)(2)⊗ Vq,(2,2)(2)⊕ Vq,(2,2)(2)⊗ Vq,(4)(2)
⊕Vq,(3,1)(2) ⊗ Vq,(3,1)(2) ⊕ Vq,(2,2)(2) ⊗ Vq,(2,2)(2),
Vq,(2,1,1)(4) ∼= m
3
(2,1,1)W3 ⊕m
5
(2,1,1)W5
∼= Vq,(3,1)(2)⊗ Vq,(3,1)(2)⊕ Vq,(2,2)(2)⊗ Vq,(3,1)(2)
⊕Vq,(3,1)(2) ⊗ Vq,(2,2)(2),
Vq,(1,1,1,1)(4) ∼= m
1
(1,1,1,1)W1
∼= Vq,(2,2)(2)⊗ Vq,(2,2)(2),
in accordance with the reciprocity conjecture.
We are unable to verify the refined reciprocity conjecture on computer
since the necessary symbolic computations turn out to be beyond the reach
of the desktop MATLAB/Maple.
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Number Coefficient σ
1 20.q
0+104.q1+256.q2−113.q3−49.q4−113.q5+256.q6+104.q7+20.q8
2.q3+12.q4+2.q5
1
2 −16.q
0−64.q1−128.q2−192.q3−224.q4−192.q5−128.q6−64.q7−16.q8
2.q3+12.q4+2.q5
2
3 −4.q
0−16.q1−28.q2−32.q3−28.q4−16.q5−4.q6
2.q3 3
4 1.q
0−4.q2+6.q4−4.q6+1.q8
2.q3+2.q5
12
5 −1.q
0−18.q1−65.q2−128.q3−190.q4−220.q5−190.q6−128.q7−65.q8−18.q9−1.q10
2.q4+12.q5+2.q6
13
6 1.q
0+5.q1+17.q2+36.q3+46.q4+46.q5+46.q6+36.q7+17.q8+5.q9+1.q10
2.q4+2.q6
21
7 7.q
0+26.q1+75.q2+152.q3+174.q4+156.q5+174.q6+152.q7+75.q8+26.q9+7.q10
2.q3+12.q4+4.q5+12.q6+2.q7
23
8 −1.q
0−8.q1−20.q2−24.q3−22.q4−24.q5−20.q6−8.q7−1.q8
2.q3+2.q5 32
9 −22.q
0−92.q1−170.q2−200.q3−170.q4−92.q5−22.q6
2.q2+12.q3+2.q4
121
10 2.q
0+2.q1+12.q2+14.q3+4.q4+14.q5+12.q6+2.q7+2.q8
2.q3+2.q5
132
11 −2.q
0−12.q1−40.q2−52.q3−44.q4−52.q5−40.q6−12.q7−2.q8
2.q3+12.q4+2.q5
212
12 −1.q
0−2.q1−12.q2−14.q3−6.q4−14.q5−12.q6−2.q7−1.q8
2.q3+2.q5
213
13 1.q
0+22.q1+88.q2+170.q3+206.q4+170.q5+88.q6+22.q7+1.q8
2.q3+12.q4+2.q5 232
14 6.q
0+8.q1+4.q2+8.q3+6.q4
2.q2
323
15 3.q
0+6.q1+5.q2+4.q3+5.q4+6.q5+3.q6
2.q2+2.q4
1212
16 12.q
0+32.q1+40.q2+32.q3+12.q4
2.q1+12.q2+2.q3 1213
17 −3.q
0−2.q1−5.q2−12.q3−5.q4−2.q5−3.q6
2.q2+2.q4
1232
18 1.q
0+4.q1+11.q2+16.q3+11.q4+4.q5+1.q6
2.q3 1321
19 8.q
0+12.q1+24.q2+40.q3+24.q4+12.q5+8.q6
2.q2+12.q3+2.q4
1323
20 −6.q
0−8.q1−4.q2−8.q3−6.q4
2.q1+2.q3
2121
21 −5.q
0−4.q1−44.q2−60.q3−30.q4−60.q5−44.q6−4.q7−5.q8
2.q2+12.q3+4.q4+12.q5+2.q6 2123
22 −1.q
0−5.q1−11.q2−14.q3−11.q4−5.q5−1.q6
2.q3
2321
23 −3.q
0−6.q1−5.q2−4.q3−5.q4−6.q5−3.q6
2.q2+2.q4
2323
24 2.q
0+4.q1+4.q2+4.q3+2.q4
2.q2
3212
25 −1.q
0−4.q1−6.q2−4.q3−1.q4
2.q2
3213
26 6.q
0+8.q1+4.q2+8.q3+6.q4
2.q1+2.q3 3232
27 16.q
0+32.q1+16.q2
2.q0+12.q1+2.q2
12121
28 4.q
0+8.q1+40.q2+8.q3+4.q4
2.q1+12.q2+2.q3
12123
29 −3.q
0−8.q1−4.q2−8.q3+46.q4−8.q5−4.q6−8.q7−3.q8
2.q2+12.q3+4.q4+12.q5+2.q6
12132
30 −8.q
0
2.q0
12321
Figure 21: A relation in BH4 from GCT4
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Number Coefficient σ
31 −4.q
0−8.q1−40.q2−8.q3−4.q4
2.q1+12.q2+2.q3
12323
32 −3.q
0−4.q1−2.q2−4.q3−3.q4
2.q1+2.q3 13212
33 −9.q
0−6.q1−55.q2+12.q3−55.q4−6.q5−9.q6
2.q1+12.q2+4.q3+12.q4+2.q5
13232
34 9.q
0+6.q1+55.q2−12.q3+55.q4+6.q5+9.q6
2.q1+12.q2+4.q3+12.q4+2.q5
21213
35 1.q
0−1.q1+3.q2−6.q3+3.q4−1.q5+1.q6
2.q2+2.q4
21232
36 −1.q
0+2.q2−1.q4
2.q2
21321
37 2.q
0+3.q1+6.q2−3.q3−16.q4−3.q5+6.q6+3.q7+2.q8
2.q2+12.q3+4.q4+12.q5+2.q6 21323
38 3.q
0+4.q1+2.q2+4.q3+3.q4
2.q1+2.q3
23213
39 −16.q
0−32.q1−16.q2
2.q0+12.q1+2.q2
23232
40 3.q
0+4.q1+2.q2+4.q3+3.q4
2.q1+2.q3 32121
41 8.q
0
2.q0
32123
42 1.q
0−2.q2+1.q4
2.q2 32132
43 −3.q
0−4.q1−2.q2−4.q3−3.q4
2.q1+2.q3
32321
44 −8.q
0−16.q1−8.q2
2.q0+12.q1+2.q2
121213
45 −1.q
0−14.q1−15.q2−4.q3−15.q4−14.q5−1.q6
2.q1+12.q2+4.q3+12.q4+2.q5 121232
46 −2.q
0−4.q1−2.q2
2.q1
121321
47 −2.q
0+4.q2−2.q4
2.q1+12.q2+2.q3
123213
48 8.q
0+16.q1+8.q2
2.q0+12.q1+2.q2
123232
49 −1.q
0−2.q1−1.q2
2.q1
132121
50 2.q
0−4.q2+2.q4
2.q1+12.q2+2.q3 132123
51 2.q
0+8.q1+12.q2+8.q3+2.q4
2.q1+12.q2+2.q3
212132
52 2.q
0+4.q1+2.q2
2.q1
212321
53 1.q
0+14.q1+15.q2+4.q3+15.q4+14.q5+1.q6
2.q1+12.q2+4.q3+12.q4+2.q5
212323
54 3.q
0+8.q1+10.q2+8.q3+3.q4
2.q1+12.q2+2.q3
213212
55 −2.q
0−8.q1−12.q2−8.q3−2.q4
2.q1+12.q2+2.q3 213232
56 −1.q
0−2.q1−1.q2
2.q1
232121
57 −3.q
0−8.q1−10.q2−8.q3−3.q4
2.q1+12.q2+2.q3
232132
58 1.q
0+2.q1+1.q2
2.q1 232321
59 −2.q
0−4.q1−2.q2
2.q1
321232
60 2.q
0+4.q1+2.q2
2.q1
321323
Figure 22: A relation in BH4 from GCT4 continued.58
Number Coefficient σ
61 1.q
0+2.q1+1.q2
2.q1
323212
62 1.q
0−2.q1+1.q2
2.q0+2.q2
1212132
63 2.q
0
2.q0
1213213
64 1.q
0−2.q1+1.q2
2.q0+2.q2
1213232
65 2.q
0
2.q0 1232121
66 2.q
0−4.q1+2.q2
2.q0+12.q1+2.q2
1232132
67 16.q
1
2.q0+12.q1+2.q2
1321232
68 −2.q
0
2.q0
1321323
69 −1.q
0+2.q1−1.q2
2.q0+2.q2
2121323
70 −4.q
0−8.q1−4.q2
2.q0+12.q1+2.q2 2123212
71 −16.q
1
2.q0+12.q1+2.q2
2123213
72 −1.q
0+2.q1−1.q2
2.q0+2.q2
2123232
73 −2.q
0+4.q1−2.q2
2.q0+12.q1+2.q2 2132123
74 4.q
0+8.q1+4.q2
2.q0+12.q1+2.q2
2321232
Figure 23: A relation in BH4 from GCT4 continued.
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