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Cuando  se  piensa  en  fluidos simples,  lo primero  que  uno  se imagina  es un  sistema  que
exhibe  las  tres  conocidas  fases:  vapor,  líquido  y sólido.  Las  transiciones  entre  éstas  se
regulan  a  través  del  cambio  de  presión  o  de temperatura,  y son  transiciones  de  primer
orden  que  se  manifiestan  en  una  discontinuidad  en  la  densidad.  La  diferencia  entre
las  fases  vapor  y  líquida  es  sólo en  la  densidad,  siendo  sus  estructuras  semejantes,  sin
orden  posicional  alguno;  sin embargo  en  la  fase sólida  se rompe  la  simetría  traslacional
y  las  moléculas  se disponen  en  los sitios  de una  red  cristalina  determinada.  El  modelo
teórico  más  sencillo  capaz  de describir  el diagrama  de  fases característico  de  los fluidos
simples  parte  de la  suposición  de que las moléculas  constituyentes  son monoatómicas,  es
decir,  poseen  sólo el grado  de libertad  traslacional  de su centro  de masas.  La interacción
molecular  se  modela  a  través  de  un  potencial  de  esfera  dura,  que  consiste  en  que  la
intéracción  es nula  cuando  los éentros  de másas  de dos  ésferas  se encuentran  separados
una  distancia  mayor  que el diámetro  de éstas  e infinita  en caso de que éstas  solapen.  Este
modelo  tan  simple  exhibe  una  transición  entre  una  fase  fluida y  un  sólido.  Si se  quiere
generar  el diagrama  de  fases de  los fluidos simples  incluyendo,  además  de  la  transición
líquido-sólido,  una  transición  de  fase  vapor-líquido,  basta  con  introducir  un  potencial
atractivo  isótropo.
Al  ser las transiciones  entre  las diferentes  fases de primer  orden,  bajo  las  condiciones
termodinámicas  de coexistencia  es posible  estabilizar  una  interfase  libre entre  dos  de las
fases  de  volumen.  Estas  interfases  encierran  toda  una  variedad  de  fenómenos.  Puede
ocurrir  que cerca  del  punto  de coexistencia  trifásica  la  simple presencia  de una  interfase
induzca  un  orden;  en el caso de fluidos simples  esto corresponde  al  fenómeno consistente
en  que,  a  temperatura  ligeramente  por  encima  del  punto  triple,  la  película  adyacente
a  la  interfase  entre  las  fases vapor  y  líquido  posea  una  estructura  más  bien  ordenada
propia  del  sólido,  a pesar  de que  éste  no esté  estrictamente  en coexistencia  con  las fases
de  densidad  uniforme.  Otra  interfase  puede  generarse  de la  interacción  del fluido con un
potencial  externo.  El ejemplo típico  es la interacción pared-fluido.  Debido a la naturaleza
del  potencial  puede  ocurrir  que  una  de  las  fases  “prefiera”  estar  en  contacto  con  la
pared,  generándose  así una  película  de ésta  de longitud  macroscópica.  Este  fenómeno es
conocido  como mojado  (en inglés  “wetting”).  Esta  fase puede  ser estratificada  (como el
sólido)  o no,  pudiendo  darse  consecutivas  transiciones  entre  estructuras  con un  número
diferente  de capas.  Este  fenómeno es conocido como estratificación  (en inglés “layering”).
‘Si  las moléculas constituyentes  tienen  una  simetría  muy diferente  de la esférica (ejem
pb:  geometría  prolata  u  oblata  de  simetría  axial),  el  sistema  puede  exhibir  toda  una
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cascada  de transiciones  entre diferentes mesofases.  Esto es debido  a que entra  en juego  el
grado  de libertad  orientacional  de las moléculas.  Uno puede irnaginarse  entonces  la posi
ble  secuencia  de transiciones  en que se van rompiendo  las diferentes  simetrías  del sistema
a  medida  que  aumenta  la  presión  o disminuye la  temperatura.  Inicialmente  tenemos  la
fase  más  desordenada  posible,  un  fluido  en  el  que  los centros  de  masas  se  distribuyen
aleatoriamente  y  los ejes  uniaxiales  apuntan  a. cualquier  dirección.  Luego  se rompe  la
simetría  orientacional  creándose  una  dirección  preferente  de  alineamiento  de  estos  ejes
uniaxiales.  La  simetría  traslacional,  al  estar  acoplada  con  la  orientacional,  puede  rom
perse  inicialmente  en  sólo una  o dos  de  las direcciones espaciales.  Por  último  se rompe
la  simetría  en las restantes  direcciones formándose  un sólido.  Todas  estas  mesofases han
sido  encontradas  en la  naturaleza  y se les ha dado  el nombre  común de cristales  líquidos.
Como  su  propio nombre  indica,  los cristales  líquidos poseen  propiedades  tanto  de la fase
líquida  como de la  cristalina.  El  diagrama  de fases de estos sistemas  difiere bastante  del
correspondiente  a  los fluidos simples,  siendo mucho más  complejo.  Además,  el número
de  transiciones  en  las posibles  interfases  líquido-cristalinas  aumenta  considerablemente,
debido  a que  se puede  generar  orden  orientacional  en éstas.
Otro  sistema  que  en  principio  puede  generar  un  diagrama  de  fases típico  de  fluidos
monoatómicos  son los sistemas  coloidales.  Estos estan  constituídos  por una mezcla de dos
o  más  especies, una  de la cuales  (las denominadas  partículas  de soluto)  tiene  un  tamaño
del  orden  de  la  micra.  En  los sistemas  más  simples,  constituidos  por  dos  componentes
(soluto  y  disolvente),  las  moléculas  de  o1uto  de  tamaño  mayor  interaccionan  no  sólo
de  forma directa  entre  ellas sino también  a través  de una  interacción  indirecta  mediada
por  las  partículas  del  disolvente,  de  tamaño  menor.  La  relación  de  tamaños  entre  las
moléculas  de  soluto  y  disolvente  es  otro  parámetro  que  regula  el  comportamiento  del
sistema.  En  función  de esta  relación  el diagrama  de fases puede  cambiar  drásticamente.
Para  relaciones  de  tamaños  semejantes  el  fluido  se  comporta  como  un  fluido  simple
unicomponente,  con transiciones  entre  dos fases fluidas  (vapor y líquido)  y un  sólido.  A
medida  que la  mezcla se va haciendo más  asimétrica  lo primero que ocurre  es que la  zona
de  coexistencia  entre los dos fluidos se reduce cada vez más hasta  llegar a desaparecer  del
todo:  Para  estas  relaciones  de  tamaño  el  diagrama  de  fases exhibe  sólo una  transición
fluido-sólido.  Cuando  la  mezcla es muy  asimétrica  aparece  una  nueva  transición  entre
dos  sólidos de  la  misma  estructura  pero  de diferentes  densidades.
Los  tipos  de  fluidos descritos  hasta  el  momento,  con diagramas  de fases de  volumen
e  interfases  muy  diferentes  a  los esperados  para  los fluidos  monoatómicos  simples,  se
engloban  en esta  tesis bajo  el nombre de fluidos complejos.  Todos se describirán  mediante
modelos  basados  en  un método  teórico común:  la  teoría  del funcional  de  la  densidad.
En  el capítulo  1 se dará  una introducción  a estos dos sistemas:  los cristales  líquidos y
los  fluidos coloidales.  Se hará  hincapié  en la  fenomenología que encierran  y los modelos
más  sencillos  que  han  sido  capaces  de  explicarla.  Se hará  también  un  resumen  de  la
teoría  del funcional  de la  densidad.
En  el capítulo  2 se describirá  el formalismo utilizado  en la  construcción  de  dos tipos
de  funcionales  que  se utilizarán  posteriormeilte  como modelos  de  cristales  líquidos  o de
sistemas  coloidales.  El  primero  de ellos es el  formalismo clásico  aplicado  a  sistemas  de
esferas  duras,  que  parte  de  la  información  termodinámica  y  estructural  del  fluido  para
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extender  el funcional  al estudio  de  fases inhomogéneas.  Aunque  se dan  varios ejemplos
se  hace mayor  énfasis en uno  de ellos, ya que  se utilizará  posteriormente,  en el  capítulo
3,  como modelo  de  un  cristal  líquido.  Empleando  este  funcional  se puede  ver  cómo las
diferentes  fases  se  estabilizan  por  efecto  de  las  interacciones,  tanto  repulsivas  (prove
nientes  de  la  naturaleza  “dura”  de  las  moléculas  constituyentes)  como atractivas.  El
segundo  tipo  de  funcional  también  descrito  en el capítulo  2, conocido como funcional  de
medidas  fundamentales,  se intenta  construir  a partir  de primeros  principios, como son  la
geometría  de las partículas  que describe y el requerimiento  fundamental  de proporcionar
una  buena  descripción  de perfiles de densidad  altamente  inhomogéneos.  Se particulariza
para  un  sistema  de  esferas  duras  y cubos  duros  paralelos,  este  último  tratado  con  más
extensión  ya  que  es una  de  las  aportaciones  originales  de  esta  tesis.  El  funcional  para
cubos  duros  paralelos  se generaliza  a  un  sistema  de  paralepípedos  duros  paralelos  que
se  utiliza  como modelo  de  cristal  líquido  en  el  capítulo  3.  En  este  modelo  las  interac
ciones  son  sólo repulsivas.  Finalmente,  en  este  mismo capítulo  se describe  el  diagrama
de  fases  que  se  puede  obtener  del  funcional  clásico,  así  como la  estabilidad  relativa  de
las  diferentes  fases que  predice  el funcional  de  medidas  fundamentales  para  el  sistema
de  paralelepípedos.  Mediante  este  último  se  hace un  análisis  detallado  del  orden  de  la
transición  nemático-esméctico  A  (dos de las  fases líquido-cristalinas).
En  el  capítulo  4 se estudian  los fenómenos  de  la  interfase  de  un  cristal  líquido  con
fase  esméctica  A,  utilizando  para  ello el funcional  clásico  extendido  para  el  estudio  de
las  fases  líquido-cristálinas..  En  particular  se  estudian  los  fenómenos  de  mojado  y  de
estratificación  en  las  interfases  libres  de  cristales  líquidos,  así  como  las  transiciones  de
adelgazamiento  de las películas  delgadas  de esméctico  (en inglés  “thinning  transitions”).
En  el  capítulo  5 se estudia  la  fenomenología de  los sistemas  coloidales  (diagrama  de
fases)  mediante  el  uso del  funcional  de medidas  fundamentales  construido  en el capítulo
3  para  una  mezcla binaria  de  cubos  duros  paralelos.  Primero  se da  una  descripción  del
sistema  unicomponente;  luego se extiende  el estudio  a una  mezcla binaria  con relaciones
de  tamaños  finitas,  y, por  último,  se toma  el  límite  de  asimetría  infinita  para  describir
un  sistema  de  cubos  duros  adhesivos,  que  permitirá,  exceptuando  las  peculiaridades
intrínsecas  de  utilizar  como  modelo  de  un  fluido  coloidal  un  sistema  de  cubos  duros,
entender  el  diagrama  de fases típico  de  estos  sistemas.
Terminaremos  en el capítulo  6 resumiendo  las conclusiones principales  de este trabajo
así  como describiendo  algunos  de  los problemas  que  aún  quedan  abiertos.
Y.M.R.
Leganés,  diciembre  de  1998
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1.1  Cristales  líquidos
Normalménte  se entiende  por  cristal  líquido el estado  de  agregación  intermedio  entre  un
sólido  cristalino  y un  líquido  amorfo.  Por  regla  general,  la  sustancia  en  este  estado  es
fuertemente  anisótropa  en  algunas  de  sus  propiedades,  sin  embargo,  todavía  conserva
cierto  grado  de  fluidez,  que  en  algunos  casos  puede  ser  comparable  a  la  de  un  líquido
ordinario.
Las  primeras  observaciones  de comportamiento  líquido-cristalino  fueron  hechas  a fi
nales  del  siglo  XIX  [124, 76].  Un  requerimiento  esencial  para  que  exista  este  estado
de  agregación  es que  la  molécula  sea  altamente  anisótropa  en  su  forma,  corno una  va
rilla  o  un  disco.  Dependiendo  de la  forma  particular  de  la  molécula,  el  sistema  puede
pasar  a  través  de  una  o  más  mesofases  antes  de  transformarse  en  un  líquido  isótropo.
Estas  transiciones  entre estados  intermedios  pueden  ser llevadas a cabo  mediante  proce
sos  puramente  térmicos  (mesomorfismo termotrópico)  o por  la  influencia de  disolventes
(mesomorfismo  liotrópico).
Los  cristales  líquidos  con  moléculas  tipo  varilla,  según  la  nomenclatura  propuesta
por  Friedel  [37], se clasifican en tres  tipos:  nemático,  colestérico  y esméctico.
Todos  los cristales  líquidos  a altas  temperaturas  exhiben la  fase más desordenada  po
sible  (líquido isótropo),  en la  que los centros  de masas  están  distribuidos  aleatoriamente
en  el espacio y los ejes principales  tienen  direcciones también  aleatorias.  En  el nemático
las  moléculas  están  orientadas  espontáneamente  con sus ejes mayores  aproximadamente
paralelos.  La  dirección  preferente  usualmente  varía  de  punto  a  punto,  pero  en  el  caso
de  ser uniforme,  el sistema  es ópticamente  uniaxial  y fuertemente  “birrefringente”.  Esta
fase  fluye con  facilidad,  sobre todo  en la dirección  paralela  a su  eje principal  (usualmen
te  se le  llama director).  Puede  haber  modificaciones biaxiales  del  nemático,  cuando  las
moléculas  poseen  dos  ejes principales  (moléculas biaxiales).
El  colestérico  es un  cristal  líquido también  de  tipo  nemático,  excepto  que está  com
puesto  de  moléculas  quirales.  Como  consecuencia  de  esto,  su  estructura  adquiere  es
pontánearnente  una  simetría  de  tipo  helicoidal  alrededor  de  un  eje  perpendicular  a  la
dirección  molecular  preferente,  lo  cual  hace  que  la  sustancia  sea  ópticamente  activa.
Los  colestéricos  de  paso  corto  (el  paso  de  la  hélice  es  menor  que  5000 Á) exhiben  las
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Figura  1.1:  Diferentes  fases  de  cristales  líquidos:  a:  líquido  isótropo;  b:  nemático;  c:
esméctico  A;  d:  esméctico  C.
llamadas  fases azules  en  un  intervalo  de  temperatura  del  orden  de  1°C entre  las  fases
líquido-cristalinas  y el líquido isótropo.
El  esméctico  tiene  una  estructura  estratificada,  pero  una  variedad  de  alineamientos•
de  las  moléculas  son  posibles para  cada  estratificación.
En  el esméctico A las moléculas están  orientadas  perpendicularmente  a cada  capa con
sus  centros  irregularmente  espaciados, como si fuera una capa  de líquido.  Las atracciones
intercapa  son  débiles  comparadas  con las  fuerzas  laterales  entre  las  moléculas  y, como
consecuencia,  las  capas son  capaces de deslizar una  sobre otra  con relativa  facilidad  (por
lo  que  tiene  cierto  grado  de  fluidez en  estas  direcciones),  siendo,  por  tanto,  mucho  más
viscoso  que  un  nemático.
El  esméctico  C  es  la  forma  inclinada  del  esméctico  A,  o  sea,  las  moléculas  están
inclinadas  respecto  a  la  normal  a  cada  capa.  Existen  muchas  formas  polimórficas  del
esméctico  A  y  C  (alrededor  de  una  docena  han  sido  identificadas);  por  ejemplo,  los
esmécticos  hexáticos,  donde  en  cada capa  líquida  las moléculas  están  localmente  distri
buidas  en  una  red  triangular,  pero el  número  de defectos  es tal  que  el orden  posicional
no  se propaga  a  distancias  mayores  que  algunas  centenas  de Á. El orden  de  orientación
de  enlaces,  sin embargo,  se extiende  a distancias  macroscópicas.
En  la  figura  1.1 se  dibujan  posibles  configuraciones  para  un  sistema  de  partículas
anisótropas  que  definen las diferentes  fases líquido-cristalinas.
La  energía  requerida  para  deformar un  cristal  líquido es tan  pequeña  que  una  ligera
perturbación  causada  por  una  partícula  de  polvo  (impureza)  o  una  inhomogeneidad
superficial,  pueden  distorsionar  la  estructura  profundamente.  Por  tanto,  cuando  un
cristal  líquido  es observado  a través  de un  microscopio de  polarización  es raro  observar
las  figuras  de  interferencia  deducidas  de  su  estructura  de  equilibrio;  al  contrario,  uno
observa  un complicado  patrón  óptico.  Por  ejemplo,  una película de  nemático  exhibe  una
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Figura  1.2:  Fase columnar  generada  por  un sistema  de  paralepípedos.
del  griego  vrjuc  que significa  hilo)  y el esméctico A exhibe  una  estructura  focal cónica.
Las  primeras  muestras  de  cristales  líquidos  con  moléculas  tipo  disco  fueron  prepa
radas  e  identificadas  en  1977  [21]. Estructuralmente,  la  mayoría  de  ellas  entra  en  dos
categorías:  las fases nemáticas  y las  fases columnares.  En  la  primera  existe orden  orien
tacional  a largo  alcance  mientras  que no hay orden  traslacional.  La segunda  consiste,  en
su  forma más  simple,  en  un  alineamiento, de  los discos uno  sobre  otro  aperiódicamente
para  formar  columnas  de  tipo  líquido.  Diferentes  cólumnas  constitüyén  una  red  bidi
mensional.  En la figura  1.2 se dibuja  una  configuración típica  de paralepípedos  en la  fase
columnar.  En  las  direcciones  x e y los centros  de masas  de  las partículas  se distribuyen
en  una  red  cuadrada,  mientras  que  en la  dirección  z  se distribuyen  aleatoriamente.
En  los  cristales  líquidos  poliméricos  las  unidades  básicas  (monómeros)  son  de  tipo
varilla  o disco, y están  imbricadas  en el polímero  en serie o en paralelo.  Con monómeros
tipo  varilla  se han  encontrado  mesofases similares  al  nemático,  colestérico y  esméctico,
mientras  que  con  monómeros  tipo  disco  han  sido  encontradas  sustancias,  como el  po
liéster,  que  forman  una  estructura  columnar  hexagonal.
Los  cristales  líquidos  liotrópicos  están  constituidos  por  dos  o más  componentes,  uno
de  los cuales generalmente  es un anfifílico (molécula que contiene  una  cabeza  polar  y una
larga  cadena  hidrocarbonada)  y el otro  es agua.  Un ejemplo  familiar  lo encontramos  en
la  disolución de jabón  y agua.  Cuando  el  contenido de  agua  aumenta  se pasa  a través  de
varias  mesofases.  En  la  fase  “lamelar”  las  moléculas  de  agua  se  encuentran  confinadas
entre  las  cabezas  polares  de  las capas  anfifílicas adyacentes,  mientras  que  las  colas  (las
cuales  tienen  una  configuración  desordenada,  tipo  líquido) se encuentran  en un medio no
polar.  En  la fase isótropa  viscosa las  capas  se han  doblado  sobre  sí mismas  para  formar
unidades  esféricas.  Las  unidades  esféricas  forman  una  red  cúbica  tipo  bcc  y  el  agua
ocupa  el espacio  entre  dichas  unidades.  En  la  fase hexagonal  las  capas  están  enrolladas
en  forma  de  cilindros.  Los cilindros,  de longitud  variable,  están  alineados  paralelamente
en  una  estructura  hexagonal  parecida  a la  de  la  fase columnar.
Las  formas  generales  de  las  moléculas  nematogénicas  o esmectogénicas  están  repre
sentadas  en  la  figura  1.3.  Estan  constituidas  por  dos  anillos aromáticos  parasustituidos
1
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Figura  1.3:  Bloques constituyentes  de cristales líquidos.  a y b:  moléculas nematogénicas
y  esmectogénicas;  c:  moléculas  discoidales que  generan fases columnares.
y  unidos  por una  gran variedad  de radicales  que preservan  el eje principal  alargado  de la
molécula,  o un  anillo  aromático  parasustituido  y  un  ciclohexano parasustituido  unidos
por  el  mismo  tipo  de  radical.  R  y  R1 pueden  ser  radicales  polares  o no  polares.  Un
ejemplo  de  molécula  con  simetría  discoidal,  bloque  constituyente  de  la  fase  columnar,
está  representado  en  1.3c.
Para  poder  discernir mediante  medidas experimentales  si una sustancia  determinada
posee  una  fase  de  cristal..líquido  se utiliza  la  función  de correlación  densidad-densidad
(13(r),3(r’», siendo  j5 la  densidad  microscópica.  El  símbolo  (•  ) significa el  promedio
estadístico  sobre  la  colectividad  apropiada.  En  el  caso  de  un  sólido  esta  función  nos
da  información  sobre  la  estructura  de  la  red  cristalina.  Si un  patrón  está  localizado
en  el  punto  r,  la  probabilidad  de  encontrar  otro  patrón  equivalente  en  el  punto  r’  =
r  +  na  (n  son  números  enteros  y  {aj}  son  los vectores  base  que  definen  la  red
cristalina)  es finita cuando  r—r  —÷ oo.  Como resultado  la difracción de rayos X muestra
unos  picos  en  las  reflexiones características  de  la  red  cristalina,  o sea,  la  correlación  a
grandes  distancias  es una función periódica  de los vectores {aj}.  En el caso de los líquidos
esta  función  es igual a p2, siendo p =  N/V  (N  es el número  de partículas  en el sistema  y
V  su  volumen)  la densidad  media  del  fluido.  Una propiedad  fundamental  de  los fluidos
es  la  existencia  de una  longitud  característica  isótropa  (no dependiente  de la  dirección)  
por  encima de  la cual las correlaciones se pierden.  La difracción de  rayos X exhibe  picos
difusos  de una  anchura  típica   Como hemos visto,  los cristales  líquidos  se comportan
como  líquidos  en,  al menos,  una  dirección espacial,  siendo,  pues, anisótropos.  Por  tanto
(,3(r)13(r’)) no sólo depende  del módulo  r —  r’j  sino también  de la  orientación  del vector
r  —  r’  con  respecto  a  un  sistema  de  referencia  macroscópico.  En  el  caso  del  nemático
existen  dos  longitudes,   y   características  del  decaimiento  de  las  correlaciones  en
las  direcciones  paralela  y  perpendicular  al  director,  respectivamente.  En  los esmécticos
la  función  de  correlación  es periódica  en  la  dirección  paralela,  mientras  que  en  la  fase
columnar  lo es en  las dos  perpendiculares.
Las  transiciones  entre  diferentes  fases de  un  cristal  líquido  vienen  determinadas  no
sólo  por  la  geometría  intrínseca  de  la  molécula  (lo que  se  denomina  en  la  literatura  el
“núcleo  duro”),  sino por la  interacción  entre  los átomos  que la  forman.  Esta  interacción
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Figura  1.4:  Transición  isótropo-nemático  generada  por  un  sistema  de  partículas  duras
asimétricas.
puede  ser  de  tipo  electrostático,  dipolar,  cuadrupolar,  etc.  Si tenemos  en  cuenta  sólo
la  interacción  generada  por  los núcleos  duros  de  las  partículas,  la  transición  isótropo
nemático  puede  explicarse  de la siguiente forma.  Cuando  la densidad  del sistema  es baja,
las  moléculas  pueden  girar  libremente  sin que  solapen  y el sistema  tiene  la  configuración
que  maximiza  su  entropía,  o sea, no posee orden  orientacional.  Al aumentar  la densidad
el  volumen  que  le  corresponde  a  cada  partícula  llega  a  ser  del  orden  de  L3 (L  es  la
longitud  de  la  molécula);  cuando  esto  ocurre  la  forma de  ganar  volumen por  partícula
(es  decir  entropía)  es  alinearse.  En  la  figura  1.4 se  esquematiza  la  transición  isótropo
nernático  para  un  sistemas  de partículas  elipsoidales  en dos  dimensiones.  Si.,tenemos en,
cuenta  que  la  naturaleza  de  la  interacción  puede  ser  tanto  repulsiva  como atractiva  en
un  sistema  de  discos  (suponiendo  que  en  la  superficie  de  cada  disco  existen  puntos  de
atracción  y repulsión),  la  disposición  que  maximiza  la atracción  y minimiza  la repulsión
es  la  que  caracteriza  precisamente  a  la fase  columnar  (véase la  figura  1.2).
Los  cristales  líquidos  tienen  innumerables  aplicaciones  tecnológicas.  Por  ejemplo,  en
las  sustancias  nematogénicas  el eje óptico  (a diferencia  de  un sólido corriente)  se puede
manejar  con relativa  facilidad utilizando  diversos métodos;  el más  común es la aplicación
a  la muestra  de un  campo electromagnético.  Este  fenómeno es conocido como efecto Fre
deriks  [35], y es la  base  de  la  tecnología  de las  pantallas  digitales.  Los cristales  líquidos
son  ampliamente  utilizados  en  holografía.  Mediante  ellos  pueden  formarse  imágenes
bastante  complicadas  y luego leerse con la  ayuda  de  un  láser,  a la  vez que se graban  en
la  memoria  holográfica.  O sea,  juegan  el  papel  de  un  convertidor  de  señales  eléctricas
de  un  ordenador  a  una  imagen  óptica.  Con  una  mezcla  de  ciertos  cristales  líquidos  se
logra  conservar  la  memoria  óptica  durante  un  considerable  intervalo  de tiempo,  lo cual
reduce  el gasto  de  energía  de las  pantallas  cuando  la información  es fija.  Los nemáticos
dispersan  fuertemente  la  luz  corno consecuencia  de la  gran  cantidad  de defectos de  una
muestra  corriente.  El efecto de  dispersión  dinámica  de la  luz  es útil  en  la fabricación  de
indicadores  y  de  instrumentos  que  posibilitan  la  observación  de  imágenes  bajo  ángulos
grandes.  La  dependencia  térmica  del  paso  de  la  hélice  de  los colestéricos  se  aprovecha
para  la  reflexión selectiva  de  la  luz  en  el diapasón  de longitudes  de onda  observables  al
ojo  humano  (termovisión).  Con  esta  propiedad  se  puede  estudiar  el  cuadro  de  distri
bución  de  temperaturas  en  la  superficie  de  un  cuerpo  calentado.  En  la  fabricación  del
coque,  cuando  se lleva a  cabo  el  proceso  a  temperaturas  en  las que  la  fase  más  estable
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es  la  columnar  el  coque  sólido  obtenido  tiene  mayor  calidad.  Los esmécticos  se carac
terizan  por  ser materiales  prácticamente  transparentes  que se  convierten  en opacos  (al
calentarse  pasan  a  un  nemático  o  a  un  líquido  isótropo)  en  las  zonas  de  aumento  de
temperatura  (mediante  la aplicación  de un rayo láser o de ondas  ultrasonoras),  la huella
así  dejada  mantiene  una  memoria  que sólo puede  ser borrada  con la  ayuda  de  una  señal
eléctrica.  De esta  forma se puede  dibujar  y borrar  una  imagen  de forma  relativamente
rápida,  propiedad  que se utiliza en la fabricación del lápiz láser.  Las ecografías utilizadas
para  el diagnóstico  médico se basan  en la memoria  grabada  en los defectos del esméctico
producto  de  la  diferencia  en  la  intensidad  de  las  ondas  sonoras  amortiguadas  por  el
paciente.  Si se  aprovecha  la  propiedad  de  los esmécticos  de  ser  incompresibles  en  una
dirección  y fluidos  en  las  otras,  se pueden  utilizar  en  la  fabricación  de  lubricantes  que
impiden  el contacto  entre  dos  superficies sólidas  (por ejemplo  en  la  fabricación  de  coji
netes).  Las  películas  de  esméctico tienen  la  propiedad  de disminuir  su  grosor  de  forma
discreta  (capa a capa)  al aumentar  la temperatura.  Mediante  este  mecanismo se pueden
regular  las  propiedades  ópticas  en función  de la  temperatura  (materiales  termoópticos).
Por  último,  las  membranas  celulares pueden  ser definidas  corno fases líquido-cristalinas
de  sus moléculas constituyentes  (fosfolípidos) en un disolvente.  Mediante  el conocimien
to  de  las  interacciones  intermoleculares  se  pueden  hacer  modelos  de  membranas  que
ahonden  en la explicación  de fenómenos biológicos como la  fagositosis, la  difusión  activa
de  reactivos,  los  cambios  de  conformación  de  la  membrana  en  respuesta  de  estímulos
externos,-  etc..                          •-
1.2  Teoría  del  funcional  de  la  densidad
La  herramienta  más potente  en el estudio  teórico  de fluidos inhomogéneos e interfases  es
la  teoría  del  funcional  de  la densidad  (TFD).  Aunque  esta  teoría  fue ya implicitamente
utilizada  por  van der  Waals, en 1893, en sus investigaciones sobre la  interfase  gas-líquido
y  por  Onsager,  en  1949 [104], en sus  estudios  de la  transición  isótropo-nemático,  en  su
versión  moderna  fue  formulada  por  Percus  en  1962 [107], mientras  que  su  extensión  a
temperatura  finita  fue hecha  por  Mermin  en  1965 [96]. Es  esta  versión  la  que  vamos  a
resumir  aquí.
Consideremos  un  sistema  de  N  partículas  idénticas  en  un  volumen  V  sujetas  a  un
potencial  externo.  El  hamiltoniano  del  sistema  es  la  suma  del  término  cinético  y  el
potencial:
HN  =  KN({p})  +  VN({r})  + N({r}),            (1.1)
=  (r)  =  f(r)(r)dr,                   (1.2)
donde  p  y r  son  los momentos  y las posiciones de  los centros  de masas  de  la  partícula
i,  KN  es la  energía  cinética,  VN es la  energía  potencial  debida- a  las  interacciones  entre
las  moléculas  y N  es  la  energía  potencial  debida  al campo  externo  q.   es el operador
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de  densidad  microscópica
(r)  =     -  r).                         (1.3)
La  cantidad  principal  que  caracteriza  un  fluido  inhomogéneo  es  la  densidad  de  una
partícula  p(r)  p(1)(r)  =  (,5(r)).  En  el  caso  de  un  fluido  homogéneo  p(r)  =  p =
N/V.  Si  N  fluctúa  y  V,  T  y  el  potencial  químico   se mantienen  constantes  es más
conveniente  pasar  a la colectividad  macrocanónica,  introduciendo  la función  de partición
macrocanónica
(1.4)
donde  z  =  exp(,6)/A3  es  la fugacidad,  A la  longitud  térmica  de  de  Broglie  (resultante
de  la  integración  sobre  los  momentos)  y  ZN(V, T)  es  la  integral  configuracional  de  N
partículas  a  temperatura  T  =  (kB,8’)
ZN  =  f  Üexp[_(ri)]exp(_VN)drN.               (1.5)
VN  i=1
El  potencial  macrocanónico  se  define como
=  —kBTlog,                          (1.6)
y  es  claramente  un  funcional  del  potencial  externo  «r)  o  de  la  combinación  (r)  =
—  (r).  De acuerdo  con  las reglas  de  la diferenciación  funcional
p(r)  =  r)                           (1.7)
Diferenciando  una  vez más  llegamos  a  la  definición  de  la  función  de  correlación  a  dos
cuerpos
H2(r,  r’)  kBTr  =  -kBT(6)(!)  =  ((r)(r’))  -  p(r)p(r’).      (1.8)
Separando  la  contribución  i  =  j  en el producto  ,(r)13(r’)  obtenemos
H(2)(r,r’)  =  p(r)p(r’)h2(r,r’)  +  p(r)6(r  —  r’),              (1.9)
donde  h2  (r,  r’)  =  g(r,  r’)  —  1  es  la  función  de  correlación  de  par  y  g es  la  función  de
distribución  de  par,  que  no  es  más  que  la  densidad  de  probabilidad  de  encontrar  una
partícula  en  la  posición  r’ si otra  está  fija en  la posición  r.
El  funcional  de energía libre intrínseca  F[p] se obtiene  a partir  de una  transformación
de  Legendre de  Q:
[p]=[1+f(r)dr.                     (1.10)
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Este  funcional  se descompone  en una  parte  ideal,  correspondiente  a  un fluido  de partí
culas  no interaccionantes,  y la parte  de exceso, que  tiene  en cuenta  las  interacciones:
=  id[]  +  ex[p],                      (1.11)
La  parte  ideal  está  dada  de forma  exacta  por
Fid[p] =  kBTJ  p(r){log[p(r)A3]  —  1}dr.               (1.12)
La  parte  de exceso FX  es  el funcional generador  de  las funciones de correlación  directa:
c’(r)        /3Tex[p]                           (1.13)
8p(r)
(1)í       x2 ‘rexí  1
c(2)(r  r’)  =  CkF)  =  —  Ii                            (114)
8p(r’)
Diferenciando  (1.11)  con  respecto  a  la  densidad  obtenemos,
=  log[p(r)A3]  —  c(’)(r),                      (1.15)
mientras  que  si  utilizamos  la  definición  de  F[p]  a  través  de  la  transformación  de  Legendre
(1.10)  la  diferenciación  nos  da
3[PJ  =  f      [‘I8r)’  +  ,@(r)  +  f  p(r’)dr’.        (1.16)
Sustituyendo  (1.7)  en  (1.16)  llegamos  al  resultado
=  (r),                            (1.17)
5p(r)
que  combinado  con  (1.15)  nos  da
p(r)A3  =  zexp{—/3(r)  +c1(r)}.                    (1.18)
Esta  dependencia  funcional  de  la  densidad  puede  romper  la  simetría  traslacional
incluso  en  el  caso  en  que  el  campo  externo  (r)  sea  cero,  como  ocurre  en  la  transición
líquido-sólido,  donde  c(1)(r)  describe  el  efecto  de  las  correlaciones  entre  partículas  en  el
perfil  de  densidad.  En  el  caso  de  un  gas  ideal  c(1)(r)  =  O  y  definiendo  z/A3  =  p  (la
densidad  del  gas  en  el  nivel  de  potencial  cero),  se  obtiene  la  fórmula  barométrica
pid(r)  =  pexp{—q(r)}.                         (1.19)
En  el  caso  de  un  fluido  homogéneo  sin  campo  externo  p(r)  =  p  y  c(1)(r)  se  reduce  a  una
constante:
=  j3cx  =  log(pA3)  —  ¡3k.                      (1.20)
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La  relación  entre  las funciones  H2  ó h2’  y  se determina  fácilmente  introduciendo
el  inverso funcional  de H2
=  8b(r)  =  62/3T[p]  =  5(r—r’)  —  c2(r,r’).  (1.21)
Sp(r)  6p(r)p(r)  p(r)
Sustituyendo  (1.9)  en
•                 f H2(r,  r”)H2  ‘(r”,  r’)dr”  =  8(r,  r’)              (1.22)
obtenemos  la  ecuación  de  Ornstein-Zernike:
h2(r,  r’)  =  c2(r,  r’)  +  f  c(2(r,  rh!)p(rh/)h(2)  (r”,  r’)dr”,        (1.23)
que  da  significado  físico  a
Dos  teoremas  fundamentales  juegan  un  papel  crucial  en  la  teoría  del  funcional  de  la
densidad  y  en  el  desarrollo  de  esquemas  aproximados.  Fueron  inicialmente  demostrados
por  Hohenberg  y  Kohn  [52]  a  temperatura  cero,  y  luego  extendidos  por  Mermin  [96]  a
cualquier  temperatura.  Ellos  son:
Teorema  1  Para  un  potencial  interpartícula  VN  dado,  la  energía  libre  intrínseca  .F[p]
es  un  funcional  único  de  la  densidad  de  equilibrio  p(r).  O  sea,  la  forma  funcional  de  .T
es  independiente  del  campo  externo  q(r).
Teorema  2  (Principio  variacional)  Supongamos  que  p*(r)  es  una  densidad  arbritaria.
El  funcional
=  [p*]  —  fP*(r)(r)                  (1.24)
es  mínimo  cuando  p  coincide  con  la  densidad  de  equilibrio  p(r),  o  sea
=  0,                      (1.25)
!5p*(r)  ,,.,,
y  adema’s  [p]  coincide  con  el  potencial  macrocanónico  de  equilibrio.  Alternativamente
(1.26)
Frecuentemente  es  útil  relacionar  las  propiedades  termodinámicas  de  un  sistema  in
homogéneo  p(r)  con  las  de  otro  sistema  de  referencia  Po  (r),  que  habitualmente  se  elige
homogéneo.  Para  hacer  la  conexión  se  elige  una  transformación  lineal  en  el  espacio  de
los  perfiles  de  densidad  {p(r)}:
p(r)  =  Po  +  X[p(r)  —  o1  =  Po  +  )Lp(r),  O   <  1.        (1.27)
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Si  integramos  la  ecuación  (1.13)  a  lo  largo  del  camino  extendido  por  el  parámetro  )
obtenemos  una  relación  entre la energía del estado  inhomogéneo y el estado  de referencia
(que  en  este  caso es homogéneo):
X[p}  =  Fex[poI  —  kBT  f  d f dr c(1)([p]; r)p(r).          (1.28)
El  núcleo  de  la  ecuación  (1.28) puede  ser expresado  integrando  la  ecuación  (1.14)  a  lo
largo  del mismo camino:
c’[p  r} =  c’)(p0)  + f  d f dr’c2 ({p  r, r’)p(r’).         (1.29)
Si  sustituimos  (1.29) en  (1.28) obtenemos  la  relación  exacta
ex[p]  =  Fex(po)+ex(po)fp(r)dr                          (1.30)
—   kBT  f  dÁ(1 —  )  f drf  dr’p(r)c(2)  ([ps]; r, r’)p(r’),
donde  se supone  conocida  la  dependencia  en  p, (r)  de 
Alternativamente  podemos  partir  de  la  dependencia  funcional  en  el  potencial  de
interacción  vN({rN})  =  ><  v(r,  r.).  Entonces  F  puede  calcularse  a  través  de  la
función  densidad  de  par  p(2)(r,r’)  =  (,5(r)15(r’)) —  p(r)8(r  —  r’)  p(r)p(r’)g(r,r’).  Si
es  fijo  es claramente  un  funcional  de v(r, r’), y es fácil ver  que
p(2)(r,r’)  =  2              =2       .                  (1.31)
v(r,r)     6v(r,r)
Si  el  potencial  de  par  se  puede  separar  en  un  potencial  de  referencia  vo(r, r’)  y  una
perturbación,  entonces se puede  introducir  un  conjunto  de  potenciales  intermedios
vx(r,  r’) +  )w(r,  r’),  O <  ).  <  1                   (1.32)
e  integrar  la  ecuación  (1.31) respecto  de )% para  obtener
F[p]  =  o[p]  +   f  d f drf  dr’p2  [vs; r, r’Jw(r, r’)         (1.33)
=  o[p}  +  fdrf  dr’p(r)p(r’)w(r,r’) +Fcorr[p],  (1.34)
donde  la  contribución  debida  a las  correlaciones se expresa  corno
corr[p]  =   f  d f drf  dr’h2(r,  r’)p(r)p(r’)w(r, r’).        (1.35)
Si  despreciamos  .Fcorr tenemos  la  conocida aproximación  de campo  medio.
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1.2.1   Fenomenología  y  modelos  simples  de  cristales  líquidos
Las  teorías  fenomenológicas  no tienen  en cuenta  la  naturaleza  específica de  las  interac
ciones  entre  las  partículas  del  sistema,  sino  que  se  construyen  a  partir  de  principios
físicos  generales,  como  son  las  posibles  simetrías  del  sistema,  las  leyes universales  que
gobiernan  las transiciones  de fases en sistemas  de muchas  partículas,  etc.  En  la  teoría  se
incluyen,  por  lo general,  parámetros  cuya  dependencia  con las variables  termodinámicas
(temperatura,  presión,  etc)  se  fija  a  partir  de  medidas  experimentales.  Para  el  caso
de  un  sistema  en  que  son  posibles  transiciones  orden-desorden,  donde  se puede  definir
un  parámetro  de  orden  que  caracterice  ambas  fases,  es  bien  conocida  la  teoría  feno
menológica  de  Landau  [711, que generalizada  a sistemas  inhomogéneos  se conoce como
teoría  de  Landau-de  Gennes  [301. Para  sistemas  con  grados  de  libertad  orientaciona
les,  constituidos  por  moléculas  cuya  simetría  puede  ser  uniaxial  o  biaxial,  la  energía
libre  cerca  de la  transición  orden-desorden  (en este  caso  el orden  es orientacional)  debe
ser  desarrollada  en  términos  de los invariantes  respecto  a  cualquier  rotación  de  los ejes
{ x, y, z}.  Estos  invariantes  se expresan  a través  de  productos  tensoriales  del  tensor  que
define  el  parámetro  de  orden  Q,  que  en  su  forma  más  general  es de  rango  2.  Dicho
desarrollo,  truncado  hasta  cuarto  orden,  es  de la  forma
=  F0 + A(T)QQ  + B(T)QQQ,  + C(T)(QQQ)2  + 0(Q5),  (1.36)
donde  se ha  asumido  la suma  cuando  los subídices  se repiten.  P0 es la  energía  de la  fase
desordenada  o  isótropa;  A,  B y  C  son  los coeficientes  del  desarrollo,  que  dependen  de
la  temperatura,  y  Q  son los  elementos  de  una  matriz  Q simétrica  y  real  (por  tanto
diagonalizable)  que en  el sistema  de referencia de los ejes principales  de  las moléculas es
de  la forma
o      o 
Q =       O         —(Q —  ?1)   0  .                (1.37)
o         Ql
=  QQ  =  (3Q  +  772)  y  ¿  =  QQQ  =  SQ(Q2 —  2)  son  los invariantes  de
segundo  y  tercer  orden,  respectivamente,  expresados  en  función  de  los  parámetros  de
orden  Q y i  que  caracterizan  la  fase biaxial.  Esta  definición  implica  que   6.  Al
no  haber  en el desarrollo invariante  lineal en el parámetro  de orden  (la traza  de la matriz
es  cero) se garantiza  que en el estado  de mínima energía  Q =  O (fase isótropa).  En  el caso
en  que  las moléculas  sean uniaxiales  el parámetro  i  es cero y ¿  >  O (z  <  0)  describe  un
nemático  uniaxial  con las moléculas  paralelas  (perpendiculares)  en promedio  al director.
Normalmente  se  postula  que  sólo A  depende  de  la  temperatura  como A  =  a(T  —  T*).
En  el  caso uniaxial  la  ecuación  (1.36) se reduce  a
=  1o +  AQ2  +  Q3  +  Q4  +  0(Q5).              (1.38)
Este  modelo  exhibe un mínimo  absoluto  correspondiente  la fase isótropa  (Q =  0)  cuando
la  temperatura  es mayor  que  cierta  temperatura  crítica  T.  Para  T  <T  el mínimo  está
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en  Q  0,  que  corresponde  a  la  fase  nemática.  Cuando  T  =  T  coexisten  ambas  fases
con  un  salto  finito  en el  parámetro  de  orden  LQ =  Q,  lo cual  indica  que  la  transición
es  de  primer  orden,  siendo  esto  consecuencia  de  la  presencia  del  término  cúbico  en  el
desarrollo
En  el caso  de  una  fase  biaxial  i   O el desarrollo  en  términos  de  los invariantes  8 y
¿  queda  determinado  por
(1.39)
Si  se ignora  el término  de coeficiente E’  se llega a  resultados  cualitativamente  similares,
aunque  la  discusión  se simplifica.  Cuando  CE  >  6D2/25  el  mínimo  de  j  viene  dado
por  las ecuaciones
ar
as =       —0,                        (1.40)
cuya  solución  es
8—  2BD/5—AE     3AD/5-CB                141
CE—6D2/25’      CE—6D2/25’
que  corresponde  a la  fase de  flemático biaxial.  Esta  solución  es válida  sólo si 8    62,
por  lo que  las  ecuaciones
=  +81/6’                         (1.42)
definen  la  frontera  entre  la  fase uniaxial  y biaxial.  Cuando  la  igualdad  se cumple  8 y
no  son  variables  independientes  y el sistema  se reduce  al caso  uniaxial.  Es fácil calcular
la  línea  de  transición  isótropo-nemático,  cuya  forma,  en  función  de  los parámetros  del
modelo,  es
A=(1+).                      (1.43)
Como  la  igualdad  (1.42) puede  ser alcanzada  de forma continua  desde la  fase biaxial,  la
transición  nemático  uniaxial-nemático  biaxial  es de  segundo  orden.  En  la  figura  1.5 se
esquematiza  el diagrama  de  fases que se obtiene  de  este  modelo.
Para  hacer  una  teoría  fenomenológica que tenga  en cuenta  la  fase esméctica  A es ne
cesario  antes  que nada  parametrizar  el perfil de densidad  de dicha fase.  Si consideramos
el  eje z  como  el eje de la  modulación  de la  densidad,  una  parametrización  sencilla  es
p(z)  =  po[i  +  2_h/2  cos(qz)],                   (1.44)
donde  p  es la  densidad  promedio,   la amplitud  de la  modulación  (que juega  el papel
de  parámetro  de  orden  del  esméctico)  y  d =  2ir/q  el periodo  del  esméctico.  Cerca  de
la  transición  nemático-esméctico  la  energía  puede  ser  desarrollada  alrededor  de  la  fase
flemática:
5mA  FN  +  aIbI2 +  ¡3J4  +...                 (1.45)
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Figura  1.5:  Diagrama  de  fases  en  el  espacio  de  parámetros  A-B.  a:  CE  <  Ç;  b:
CE>  Ç;  N  (Nj:  nemático  uniaxial  con Q >  O (Q <O);  Nb: nemático  biaxial;  línea
continua:  transición  de primer  orden;  línea  de trazos:  transición  de  segundo  orden.
donde  sólo  aparecen  potencias  pares  en  /‘;  a  depende  de  la  temperatura  linealmente:
a  =  a(t—Tt),  y /3 >  O. Si acoplamos el parámetro  de orden esméctico  con el parámetro
de  orden  nemático  Q obtenemos
SmA  =  N  +  al2  +  /3  +      — C2Q,            (1.46)
donde  Q  es el  cambio  en  el  parámetro  de  orden  nemático  debido  a  la  modulación  de•,
la  densidad  por  una  onda  de  amplitud  l;   es  la  función  respuesta,  que  depende  del
grado  de  saturación,  del  orden  nemático,  y  C  >  O. La  minimización  con  respecto  a  8Q
nos  da
FSmA  =  N  +  a2  + i3’kb,                    (1.47)
donde  /3’ =  /3—C2/2.  Cuando  X(TNA)  (TNA es la temperatura  de la transición  nemático
esméctico)  es pequeña  /3’ >  O y la  transición  es de primer  orden;  de lo contrario  hay  que
añadir  a  la  energía  un  término  proporcional  a  la  potencia  sexta  en  & para  asegurar  la
estabilidad.  El  punto  tricrítico  (cuando  el  orden  de  la  transición  cambia  de  primero  a
segundo)  ocurre  cuado  /3’ =  O ó X(TAN)  =  2/3/C2.
Al  tener  en  cuenta  la  naturaleza  de  las  interacciones  intermoleculares  a  través  de  la
mecánica  estadística  los parámetros  de  orden  del  sistema  son  magnitudes  promediadas
sobre  las posibles  configuraciones  del sistema.  Estas  configuraciones tienen  una  probabi
lidad  proporcional  al factor de Boltzmann.  Teniendo en cuenta  esto y la simetría  uniaxial
de  las  moléculas  nematogénicas,  el modo más  simple de definir el grado  de  alineamiento
molecular  es a través  del  parámetro  de  orden
Q =  (3cosO  —  1),                        (1.48)
siendo  O el  ángulo  formado  entre  el  eje  uniaxial  de  las  moléculas  y  el  vector  director
n,  y  (...)  es  el  promedio  estadístico.  Cuando  el  alineamiento  es paralelo  al  director
Q  =  1;  si  es  perpendicular  Q =  —,  y  si  es  aleatorio  Q =  O.  En  la  aproximación
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potencial  interno  promedio  independiente  de  las variaciones  locales  de  corto  alcance,  y
se  postula  que  la  energía  debida  al  grado  de  libertad  orientacional  de  una  partícula  es
u  cx (3  cos2 6, —  1)Q.  Maier  y  Saupe,  los autores  de  este  modelo  [81], expresaron  esta
energía  en la  forma simple
=  _Q(3cos2Oj  —  1),                     (1.49)
donde  V  es el  volumen  por  mol  y A  es una  constante  independiente  de  la  presión,  del
volumen  y  de  la  temperatura.  Realizando  el  promedio  estadístico  con  la  densidad  de
probabilidad  p• =  exp(—3u)/  J exp(—,8u)d(cos °)  obtenemos la  energía  total
=   f  u exp(—u)d(cos  &)/ f exp(—u)d(cos O) =  _NBQ2,  (1.50)
con  B  =  /3A/V2  y  N  el número  de Avogadro.  La función de partición  para  una molécula
es  f  =  f01 exp(—/3u)d(cos9);  por  tanto  la  entropía  del  sistema  es
S  =  —kB  f  log f  —NkB [BQ(2Q  +  1) —  log(f  exp  (BQ  cos2  d(cos
(1.51)
La  energía  libre  de Helmholtz  es entonces
1                fr1 /3
í3F=/3U—(kB)S=N  —BQ(Q+1)—log(  /  exp ( —BQcos2e  ) d(cosO)2            Jo                J
(1.52)
La  condición  de  equilibrio  del  sistema  se obtiene  minimizando  la  energía  libre  con
respecto  al  parámetro  de orden  Q
8(cos2O)       2
=  3Q        —3(cos  Gi) +  1 =  0.             (1.53)
OQJVT      uQ
Esta  ecuación  se  satisface  si  (cos2 9j)  =  (cos2 O),  que  no  es  más  que  la  ecuación  de
consistencia.
Si  dibujamos  la  energía  libre  por  partícula  /3,P/N  en  función  del  parámetro  de  or
den  Q para  varias  tempertaturas  obtenemos  los resultados  de  la  figura  1.6.  Cuando  la
temperatura  es menor  que  cierta  temperatura  TNI  observarnos  que  la  energía  tiene  un
mínimirno  estable  en  un  estado  ordenado  que corresponde  a  la  fase  nemática  (Q  0),
mientras  que si es mayor  que TNJ el estado  estable  es el fluido isótropo  (Q =  0).  Cuando
T  =  TNI  tenemos  dos  mínimos  (con  Qi  =  O y  Q2  Q   0)  con  igual  energía  libre.
Esta  es  la  temperatura  de  la  transición  isótropo-nernático  con  cambio  abrupto  en  el
parámetro  de orden,  por lo cual es una  transición  de primer  orden.  La  condición  .F =  O
en  la  transición  nos  da  los  valores  críticos  de  los parámetros  A/(kBTNJV2)  =  4.541  y
Q  =  0.4292.




Figura.  1.6:  Energía  libre  en  función  del  parámetro  de  orden  para  tres  temperaturas
diferentes.
Una  extensión  de  la  teoría  de  Maier-Saupe  para  incluir  la  fase  esméctica  A  es  el
modelo  de  McMillan  [92]. En  este  modelo  se añade  un  nuevo  parámetro  de  orden  que
caracteriza  el  orden  esméctico  como una  modulación  periódica  de  la  densidad  en  una
dirección.  La  parte  anisótropa  del  poteilcial  a dos  cuerpos  es convenientemente  tomada
de  la forma
V12(r12,cosOi2) =_2N  312e_12Z(3cos20i2  —1),          (1.54)
donde  r12 es la distancia  entre  los centros  de masas  de las  partículas,  012  el ángulo  entre
sus  ejes uniaxiales  y r0 la  longitud  media de  la partícula  rígida.  El  término  exponencial
refleja  el  carácter  de  corto  alcance  de  la  interacción.  Si  el  periodo  del  esméctico  es  d
podernos  desarrollar  el potencial  en serie de Fourier y retener  los términos  más relevantes:
V(z,  cosO) =  —V0[Q + ac  cos(2irz/d)](3  cos2 O —  1),          (1.55)
donde  c  =  2 exp[—(irro/d)2J. La función de distribución  de una  partícula  es f(z,  cos O) =
exp[—3V(z,  cos O)], y  a través  de  ella se definen los parámetros  de orden
Q =  (3cosO  —  1,  a  =  (cos(2z/d)(3cos2O  —  1)),           (1.56)
que  miden el orden  orientacional  y la amplitud  de la modulación  de la densidad,  respecti
vamente.  Las  dos últimas  ecuaciones  pueden  ser resueltas  numéricamente,  obteniéndose
las  siguientes  soluciones:
•  a  =  Q =  O: fase isótropa,
•  a  =  O, Q  O: fase nernática,
T>TNJ
TNI
0.5         Q
•  o-  O, Q  O: fase esméctica.
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Figura  1.7:  Parámetros  de  orden  en  función  de  la  temperatura  en  unidades  de  V0.  a:
a  =  1.1,  transición  I-SmA  de  primer  orden;  b:  a  =  0.85,  transición  N-SmA  e  I-N  de
primer  orden;  c:  a  =  0.6  transición  N-SmA de  segundo orden  e I-N de  primer  orden.
(kBT)/V
Figura  1.8: Diagrama  de  fases del  modelo de McMillan en  el plano  temperatura—a.
En  la  figura  1.7 se esquematizan  los  diferentes  resultados  para  distintos  valores  de  la
longitud  efectiva  de la  interacción  intermolecular  a.  Cuanto  mayor  es  el  periodo  (ma
yor  a)  el  esméctico  es estable  en  un  rango  de  temperatura  cada  vez  más  amplio,  y  la
transición  nemático-esméctico  es cada vez  más fuerte  (el salto  en el parámetro  de  orden
es  mayor).  El  modelo  predice  un  punto  tricítico  en  el  parámetro  a  en  el  que  el  orden
de  la  transición  cambia  de primero  a  segundo.  El diagrarna  de fases que  se obtiene  está
esquematizado  en  la  figura  1.8.
1.2.2   Modelo  de  Onsager
El  desarrollo  del  vinal  como una  corrección  a la  presión  del gas  ideal a  densidades  más
altas  fue  introducido  por  Kamerlingh  Onnes  [60]:
kBTP+B2P+B3P+                   (1.57)
Este  desarrollo  se puede  deducir  de  la  mecánica  estadística  [46].  Si se  supone  que  la
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funciones  relevantes  que aparecen  en el desarrollo en densidad  son las funciones de Mayer
=  exp[—/3u(i,j)]  —  1,                      (1.58)
las  cuales  son  prácticamente  cero  a  distancias  en  las  que  el  potencial  es prácticamente
despreciable.
Los  coeficientes del vinal  B  son proporcionales  a las integrales  de  “clusters”  irredu
cibles  3n—1  de  las funciones  de Mayer:
B2  =  —i3  =  _fff(1,2)dridr2,                      (1.59)
B3  =  —/32  =  _ffff(1,2)f(1,3)f(2,3)dridr2dr3.        (1.60)
Onsager  reconoció la  utilidad  de dicho desarrollo no sólo para  analizar  la separación  gas-
líquido  [89], sino en  la  descripción  de la  transición  isótropo-flemático  en  una  disolución
de  varillas  duras  [103, 104].
Utilizando  el  potencial  de  fuerza  media  entre  partículas  de  soluto  w(i, j)  (que es  el
promedio  sobre todas  las posibles  configuraciones de  las moléculas  del  disolvente,  y que
tiene  en cuenta  las interacciones  entre estas  últimas  y las interacciones  soluto-disolvente
[102, 91, 36]) y extendiendo  la definición de la función de Mayer a este potencial,  f(i, j)  =
exp[—w(i,  j)]  —  1,  e  desarrollo  del  vinal  es  válido  para  la  presión  osmótica  II  de  la
disolución.
Para  analizar  las transiciones  de  fases es más  apropiado  desarrollar  la  energía  libre
de  -Helmholtz del  soluto  ¿F  en la  densidad:
=    °(Tjto,ti,..  .)  +  1og(pA)  + B2p + B3p2  +•••,       (1.61)
donde  p°  es el  potencial  químico  de  referencia  del  soluto;  ,a0, Pi,•  .  .  son  los potenciales
químicos  de las  moléculas del  disolvente,  y A es la longitud  de onda  térmica.  La  presión
osmótica  es, entonces,
=  —  (8F)       .                     (1.62)
NT  pi
En  el caso de moléculas  asimétricas  hay que tener en cuenta  la posibilidad  de una  función
de  distribución  orientacional  f()  no uniforme.  f()  es la probabilidad  de encontrar  una
partícula  con  una  orientación  caracterizada  por  el  ángulo  sólido .  Dicha  función  debe
estar  normalizada  a  uno,  que  es la  probabilidad  de que  la  partícula  apunte  a  cualquier
dirección  f  f()d2  =  1.  En  la  fase  isótropa  tenemos  f(c2) =  .  Como  consecuencia
de  la no  uniformidad  en las  orientaciones  se debe  sustraer  de  la  energía  libre T  veces  la
entropía  orientacional
Sor  =  NkB  fdlog[4f()]f().                 (1.63)
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Todas  las  integrales,  que  ahora  dependen  de  las  orientaciones  de  las  partículas,  deben
ser  promediadas  para  obtener  los coeficientes del  vinal:
B2  =  -                 (1.64)
La  energía  libre  por  partícula  tiene  entonces 1a forma
=     + log(pA)  —  1 + f f() 1og[4f()]d  —  ff   CI)ddCI.  (1.65)
Esta  expresión  para  la energía  libre por partícula  es suficiente para  demostrar  la  transi
ción  isótropo-nemático.
Por  definición  las  partículas  duras  son  aquéllas  para  las  cuales  el potencial  de  inte
racción  es infinito  si solapan  y cero si no lo hacen,  por  lo que la función  de Mayer  antes
definida  no es más  que  la  función escalón:
w(i,j)  =  oc,   =  —1,  iflj    ,                 (166)
w(i,  j) =  O  f,3 =  O,  i flj  =  O.
Es  fácil  darse  cuenta  que  1(2,Z”)  no  es  más  que  el  volumen  excluido  entre  dos
partículas  de  orientaciones  C y  CI (fijadas  las  orientaciones  de  las  partículas  y  la  po
sición  del centro  de masas  de  una  de  ellas, el volumen excluido  se obtiene  deslizando  la
superficie  de  una  de  las  partículas  sobre  la  otra;  la  superficie que  describe  su  centro  de
masas  es entonces  la frontera  de dicho volumen).  Entonces
=  Iff  fdrdr  =  f  (—1)dr =  Vexci(j,j).  (1.67)
iflj
Como  modelo de varillas duras se pueden  tomar  esferocilindros (cilindros de diámetro
D  y longitud  L  con  dos  semiesferas en sus  extremos).  El  volumen  excluido  al  segundo
esferocilindro  debido  a  la  presencia  del  primero  depende  del  ángulo  ‘y(Z, CI) entre  sus
ejes  principales,  y es de la  forma
 CI)  =  2L2D  sin  +  2D2L  +              (1.68)
En  el  límite  de  esferocilindros  muy  finos  (D/L  «  1) el  término  más  relevante  es
—/i(2),CI)  2DL2jsin’y(.  Tomando  este  límite  como aproximación  para  varillas  muy
asimétricas  obtenemos
BSO  =  —  ff_2DL2  sin(y)  —d’dCI  =  DL2.           (1.69)
Este  es  el  volumen  que  determina  la  fuerza  de  interacción  entre  varillas  muy  finas,  y
no  el  volumen  del  esferocilindro  y0  =  D2L.  En  el  caso  de  una  interacción  fuerte  el
producto  de la  densidad  de partículas  por el volumen excluido es del orden  de la  unidad
B°p  =  0(1).  Podemos  entonces  escribir:
jriso                     Biso
N  =  /3/2°  +  log(pA3) —  1 +  B°p  +  2(B0)2  (B°p)2  +...  .      (1.70)
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La  condición  para  una  convergencia rápida  de  dicha serie  es
Biso «  1,  Vn  >  2.                (1.71)
(u  —  1)(B°)’—’
Onsager  demostró,  siguiendo algunos  esquemas  geométricos,  el siguiente comportamien
to  asintótico:
BSO     D     f’L        1
(B°)2    L  log      + const]  ,                   (1.72)
que  tiende  a cero en el límite L/D  —+  oc.  Aunque esto sea cierto,  la relación L/D  a partir
de  la cual  las contribuciones  de los coeficientes del  vinal  Bk con  k >  2 son despreciables
es  muy  alta  [36].
En  la  fase  nemática  se  espera  que  los requerimientos  sobre  la  validez  de  la  aproxi
mación  del  segundo coeficiente  del vinal  sean  más  fuertes.  En  el caso de  esferocilindros
paralelos  Vexci  no  es  mayor  que  y0,  y  B3 escala  como v.  Sin  embargo,  la  transición
isótropo-nemático  que  predice  este  modelo es fuertemente  de  primer  orden  independin
temente  de  la relación  L/D,  por lo que  si tomamos  el límite  L/D  —÷ oc  de tal  forma que
los  ángulos  típicos sean  mucho mayores  que D/L  podemos  estar  seguros de la  validez de
la  teoría  truncada  en  B2, lo cual  hace  que dicha teoría  sea exacta  en este  límite.
Definiendo:
   ir2N   LN   Lu  B2  p=  --L  DV  =  voV  =,                (1.73)
donde  1) es la  fracción  de  empaquetamiento  de las  varillas,  obtenemos  para  el caso  de la
fase  nemática
=  const  +  logn  +       +¡3F[f]              (1.74)
donde  S01. es la entropía  orientacional  y
/3eX[f]  =              (1.75)
es  la  parte  de exceso de  la  energía  libre  por  partícula  o, lo que  es lo  mismo,  la  entropía
configuracional,  teniendo  en  cuenta  que  la interacción  es de  volumen  excluido.  A bajas
densidades  la  entropía  orientacional  domina  y  es máxima  para  f(.2)  =  1/(47r)  (S0r  =
o,  Fex[f]/N  =  n),  mientras  que  para  altas  densidades  la  entropía  configuracional
es  más  relevante,  favoreciendo  el orden  nemático.  Dado  un  valor  de  u  la energía  (1.74)
debe  ser  minimizada  con  respecto  a  f(ú).  Hay  dos  formas  diferentes  de  hacerlo.  Una
de  ellas  es  elegir  una  familia  variacional  de  funciones  normalizadas  que  dependan  de
varios  parámetros,  calcular  la energía en función de dichos parámetros  y minimizarla  con
respecto  a  ellos.  Teniendo  en cuenta  la  simetría  cilíndrica  de  las  varillas  f  no depende
del  ángulo  azimutal  y,  y  como hay  simetría  de  inversión,  se cumple  f(9)  =  f(ir  —  9).
Onsager  eligió la  parametrización
f(cosO)  =  acosh(a cosO)                        (1.76)
4ir  sinh o
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donde  el  parámetro  a  cuantifica  la  anchura  de  la  función  de  distribución  angular.  La
segunda  forma consiste  en considerar  LF  como un  funcional  de  f.  Teniendo  en  cuenta
la  condición  de  normalización  f f(ú,)d  =  1, la  minimización formal  nos  da
8(3zF[f]/N)  —  A’                        (177)
—,
donde  A’ es  el  multiplicador  de  Lagrange  asociado  a  la  condición  de  normalización,
Llevando  a  cabo  dicho  procedimiento  obtenemos
log[4f(a)]  =  A —   fi sin    ,‘)if(O’)d’,  A =  A’ —  1.        (1.78)
Para  encontrar  el equilibrio  mecánico y químico entre dos fases deben  igualarse  la presión
osmótica  y  el  potencial  químico  de  ambas  fases:  11i(ni) =  HN(nN);  ,ai(nI)  =  PN(nN),
cuyas  expresiones  son
n          ¡3JeX[f]
=  vo(L/D)  (i  +    N   )                             (1.79)
(0/3&F                      Sor[f]   /3yex[f]
=   ON           =const  +  logn  +  kBN  +  2   N        (1.80)V,T,jj0,1,...                          -
No  ha  sido  encontrada  una  solución  analítica  de  las  ecuaciones  (1.78),  (1.79)  y  (1.80),
pero  los  cálculos  numéricos  arrojan  los siguientes  resultados:  n1  =  3.290,  N  =  4.191,
Q =  (P2(cosO))  0.7922.
Se  ha demostrado  [151] que la contribución  del tercer  coeficiente del vinal  a la energía
libre  evaluada  a  la  densidad  de  transición  isótropo-nemático  es comparable  con  la  con
tribución  B2 hasta  valores  L/D   20; para  valores L/D  >  100 se encontró  que  la contri
bución  B3 a la energía  libre es alrededor  del diez por ciento; sin embargo, la  contribución
de  los coeficientes del  vinal  de  orden  mayor  que  3 decae  mucho más  rápidamente  con
el  aumento  de  L/D  [36].  Esto  hace  que  si  se  incorpora  el  término  B3  a  la  teoría  se
puedan  obtener  resultados  cuantitativos  que  se  aproximen  más  a  los resultados  de  las
simulaciones.  Para  valores  LID  <  5  B  y  B3  ya  no  son  suficientes  para  dar  resulta
dos  cuantitativos  adecuados,  con lo cual  habría  que  incorporar  a  la  teoría  los restantes
coeficientes  (algo que  parece  impracticable,  al  menos para  esferocilindros).
1.2.3   Modelo  de  Zwanzig
En  el modelo de Zwanzig [178] las varillas duras  son paralepípedos  de longitud  L y seccióll
transversal  cuadrada  de área a2.  La energía potencial  de interacción  de N  paralepípedos
es  una  suma  de  potenciales  a dos  cuerpos
UN  =                           (1.81)
ii
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donde  U  es  infinita  si  solapan  i  y  j  y  cero  en  caso  contrario.  Si  se  restringen  las
orientaciones  de  las partículas  a tres  direcciones mutuamente  perpendiculares  la  integral
configuracional  es entonces
QN(V,T)  =              (1.82)
donde  r•  es  el vector  de  posición  de la  partícula  j  y Z’j su orientación.  Como  el  espacio
configuracional  para  cada  molécula es V,  entonces
1ff drk exp(—3UN) =  VN  exp[—/3N({k})],             (1.83)
donde  la  nueva  función  ÇON depende  sólo de  las orientaciones  {k}.  Nos queda,  pues,
QN  =  NI3N        exp{—3N(1,..  .  ,W)}.           (1.84)i=l    ON=1
Para  una  configuración  dada  N1 moléculas  apuntan  en  la  dirección  cvi,  N2 moléculas  en
la  dirección  22  y  N3 en la  por  tanto  ço  se  convierte  en una  función  de números  de
ocupación  PN  =  pN(N1,  N2, N3). La indistiguibilidad  de las moléculas  requiere que  para
unos  números  de ocupaci6n  dados  éxistañ  N!/(N1!N2!N3!)  configuraciones  equivalentes,
por  lo que
QN  =           t(N1,N2,N3)= ]JI3N  I  I  >1 N!exP(-N)     (1.85)
N1=0N2=0N3=O                      N1=0N2=0N3=O
donde  N1 +  N2 +  N3  =  N.  Para  estimar  esta  integral  configuracional  se  evalúa  el
término  dominante  en  el  límite  N  —+  oc,  V  —+  oc,  siendo  N/V  =  p  =  const.  Por
tanto  el  problema  se  reduce  a  maximizar  t  con  respecto  a  los números  de  ocupación.
Introduciendo  las  fracciones  molares  x  =  N,U/N y  usando  la  aproximación  de  Stirling
obtenemos
N’  log t  =  1 —  log p —  log 3 —    x  log x  —  N,    =  1.        (1.86)
La  dependencia  de  ço  con  la  densidad  puede  ser  obtenida  haciendo  el  desarrollo  del  -
vinal  de dicha  cantidad:
_N  =        B(N1,  N2, N3) [ft()NP]  N1  (1.87)
N1  N2  N3
donde  los coeficientes  del  vinal  vienen definidos  como
B(N1,N2,N3)  =  VN1!N2!N3! ffff               (1.88)
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con  f  la  función  de  Mayer.  f   fl f  es la  abreviatura  de  la  integral  sobre  todas  las
posibles  posiciones  de  la  suma  de  productos  de  funciones  de  Mayer  tomadas  sobre  los
“clusters”  irreducibles  que  contienen  N1 moléculas del  tipo  1, N  moléculas  del  tipo  2 y
N3  moléculas  del tipo  3.  El  máximo  valor de  t  se obtiene  a  través  de  la ecuación
ON-1  logt  =  ,   =  1,2,3,                    (1.89)
donde  )  es  el  multiplicador  de  Lagrange  asociado  a  la  restricción   r,,  1.  La
energía  libre de  Helmholtz  y la  presión se obtienen  a través  de
og=  —  logt1,   =   0V                    (1.90)
Para  el  cálculo  de  los  coeficientes del  vinal  las  integrales  en  3  dimesiones  se  pueden
factorizar  en  productos  de  integrales  en  una  dimensión  teniendo  en  cuenta  la  simetría
del  problema.  Por  ejemplo,  el  segundo  coeficiente  del  vinal  en  una  configuración  de
paralepípedos  paralelos  es
B(2,O,0) =  V2RJ!0! ffdridr2fi2(2,o,o)  =  fdr2fi2(2,0,0);      (1.91)
112  es cero excepto  en el rango  [—L, L] en la dirección x y  [—o, a] eñ las otras  direcciones.
En  estos  intervalos  su  valor  es  —1, por  lo  que  B(2, 0, 0)  =  —4La2.  En  el  caso  de
paralepípedos  perpendiculares  tenemos
B(1,1,0)  =  1ffdridr2fi2(1,1,0)=f  2  dx2f  2  dy2f  dz2(—1)
V1.1.0.
—2a(L  + a)2.                                         (1.92)
Cuando  las varillas  son  largas  y finas
B(1,  1,0)     —2L2D (i  +  2)                  (1.93)
B(2,0,0)     —4LD ().                      (1.94)
Para  simplificar los cálculos  Zwanzig despreció los términos  de  orden  D/L  en  el límite
L  —+  oc,  D  —+  O y  L2D  =  const,  reduciendo  considerablemente  el número  de  coeficien
tes.  Pudo  demostrar,  además,  que sólo los coeficientes del  tipo  B(m,  n,  0),  B(0, m,  n)  y
B(m,  0, n)  sobreviven,  y que,  por razones  de  simetría,  son  iguales entre  sí.  Si se elije el
eje  z  corno la  dirección  del  director,  por  simetría  tenemos:  x1 =  x,  x2 =  x,  x3  =  1 —  2x.
La  ecuación  (1.87) queda  finalmente:
=   B(m,n,0)pm_l{xm  +xm(1  —  2x)  +x(1  —  2x)m].  (1.95)
m,n=O
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3N’logt
La  fracción  molar  x se determina  mediante  la  condición         =0,  o sea,
ax
2log  (1_2x)  =  a(—/3ÇON/N)                   (1.96)
La  solución  x  =  1/3,  que  corresponde  a la  fase isótropa,  siempre  verifica  esta  ecuación
y  corresponde  al fluido  isótropo.
Zwanzig  incluyó  en  el  modelo  los siete  primeros  coeficientes del  vinal,  y, aunque  la
naturaleza  de  la fase  anisótropa  es muy sensible  a la  aproximación  que  se haga,  obtuvo
que  por  encima  de  cierta  densidad  crítica  la  ecuación  (1.96) tiene  dos  soluciones,  una
correspondiente  a  la  fase isótropa  y  otra  a  la  fase nemática;  además  la transición  es de
primer  orden.  Un análisis  de Padé  del  modelo  [139] demostró  que  cuando  el número  de
términos  en el  desarrollo del  vinal  es grande  la  transición  es poco sensible  al  número  de
términos  que  se incluyan.
1.3  Sistemas  coloidales
Se  entiende  por  suspensión  coloidal  una  dispersión  de  partículas  microscópicas  en  un
líquido.  Las  partículas  de  tamaño  significativamente  más  grande  que  las  moléculas  de
disúlvente  pueden  ser  llamadas  coloidales  si tienen  una  dimensión  típica  R  suficiente
mente  pequeña  como para  experimentar  movimiento browniano.  Las dimensiones típicas
de  dichas  partículas  se encuentran  en el rango  de un nanometro  a un micrometro.  Ejem
pios  de sistemas  coloidales son  las suspensiones  de virus,  proteínas  y vesículas formadas
por  moléculas  surfactantes.  El  estudio  de estos sistemas  tiene  un  gran  interés  ya que los
coloides  son frecuentes  en sistemas  biológicos; muchos productos  industriales  son suspen
siones  coloidales  (por  ejemplo  las  pinturas,  tintes,  esmaltes,  cosméticos  y  detergentes),
y  también  lo  son  muchos  tipos  de  comidas.  Son  también  muy  útiles  para  el  estudio
detallado  de problemas  fundamentales  de la  mecánica  estadística,  como el fenómeno de
cristalización,  siendo  una  especie de laboratorio  de los modelos  teóricos  de fluidos.
En  todos  los tratamientos  teóricos de las propiedades  de equilibrio  se utiliza  el punto
de  vista  “coarse-grained”,  en  el  cual  el  medio  líquido  o disolvente  de  la  suspensión  es
tratado  como un  medio continuo  e inerte  caracterizado  por  propiedades  macroscópicas,
como  la  densidad  y la constante  dieléctrica  [170]. Se puede obtener  un potencial  de fuer
za  media  o potencial  efectivo  U(r)  entre  partículas  coloidales.  Entonces,  las propiedades
termodinámicas  son  formalmente  las  mismas  que  las  de  los  átomos  con  un  potencial
interatómico  definido.  La mecánica  estadística,  combinada  oni  las  teorías  desarrolladas
para  líquidos  simples  y  sólidos  clásicos,  pueden  ser  usadas  para  el  cálculo  de  los  dia
gramas  de  fases y la  estructura  de  la  suspensión  coloidal.  Por  ejemplo,  una  suspensión
monodispersa  (la  distribución  en tamaños  de las partículas  coloidales está  caracterizada
por  ser  unimodal  y  de  anchura  prácticamente  cero)  exhibe  fases fluidas  (como gases  y
líquidos)  y cristalinas,  en  anología con las  sustancias  atómicas  como el  argón.  Una sus
pensión  de  partículas  de  tipo  varillas  puede  presentar  transiciones  orientacionales  como
la  isótropo-flemático  a  altas  densidades,  en anología  con los cristales  líquidos.
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La  comparación  entre  un  sistema  atómico  y  otro  coloidal  pasa  entonces  a  través
de  un  escalamiento.  Aplicando  la  fórmula  para  estimar  el  tiempo  de  difusión  de  una
partícula  (ya sea  atómica  o coloidal)  a  una  distancia  igual  a  su  tamaño  característico,
TR  =  /3irT)R3 (i  es el  coeficiente de viscosidad),  obtenemos  para  un sistema  atómico  un
valor  del  orden de un picosegundo y para  coloides de un segundo.  La energía  por unidad
de  volumen  de  un  cristal  se puede  estimar  como E   NKBT/R3  que  aplicándola  a  un
sistema  atómico  nos  da  un  valor  del  orden  de  1O9Nm2,  mientras  que  para  el sistema
coloidal  es del  orden  de  1O2Nm2.  Por  tanto  los cristales  coloidales  son  sólidos  muy
débiles,  que necesitan  tiempos  de  escala macroscópica  para  cristalizar  o fundirse,  lo cual
permite  un  estudio  detallado  de  la  cinética  de la  cristalización.
1.3.1   Interacción  entre  partículas  coloidales
Cuando  los dipolos  de dos  átomos  cercanos separados  una  distancia  r  fluctúan  generan
una  fuerza  de dispersión  conocida como fuerza de van der  Waals, que  decrece  como r6.
Sumando  sobre  todos  los pares  de  átomos  en  dos  partículas  esféricas de  radio  R  dicho
potencial  de interacción,  se obtiene
Aí  2R2     2R2      /    4R2’ 
 ,           (1.97)
donde  A  es una  constante  que  depende de la  constante  dieléctrica  y los índices de refrac
ción  de  las  partículas  que forman  el coloide y el disolvente.  La  forma asintótica  de  este
potencial  a largas  distancias  es UA  —r,  ya  muy cortas  de UA  —(A/12)R/(r—2R);
por  tanto  las partículas  tienden  a colapsar,  fenómeno conocido como floculación.  Es ne
cesario  entonces  un  mecanismo  estabilizador.  Normalmente  se  utilizan  dos  tipos  de
mecanismos.  El primero,  llamado estabilización  por carga,  consiste  en dotar  a  la super
ficie  de  las partículas  coloidales de  grupos  ionizables de  carga  total  Ze  (macroiones);  si
el  disolvente  es un electrolito  se crea  una  doble  capa  a  partir  de  los iones  del disolvente
de  signo  contrario  a  los macroiones.  Esta  doble  capa  es  la  que  convierte  la  interacción
en  repulsiva.  El tipo  de potencial  generado  es de  la forma,
Uc(r)  =  4€€0R  exp(—r),                     (1.98)
donde  q0 es la  carga  del  macroión,  €  y  €  las  constantes  dielécricas  del  vacío y  del disol
vente,  respectivamente,  y  es la  longitud  de  apantallamiento,  que  mide  la  longitud
de  la  doble  capa  y  depende  de  la  densidad  Pj Y la  carga  q  de  los iones  del  electrolito
según  la  ecuación
(1.99)
Sumando  el  potencial  UA y  Uc se obtiene  el  conocido  potencial  de  Derjaguin-Landau
Verwey-Overbeek  (DLVO), que  tiene  la  forma esquematizada  en la  figura  1.9.
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Figura  1.9:  Esquematización  del potencial  DLVO.
El  segundo  método  para  estabilizar  el  sistema  coloidal  consiste  en  revestir  las  par
tículas  coloidales  con  capas  de  polímeros  flexibles.  El  acercamiento  de  dos  de  estas
partículas  causa  una compresión de dichas capas al interpenetrarse,  generando  una fuerte
repulsión  de origen entrópico.  En  un disolvente en el que las atracciones  de van der Waals
sean  despreciables  (eligiendo  el  disolvente  de tal  forma  que  su  constante  dielécrica  sea
pequeña),  el  poténcial  efectivo  puede  ser  aproximado  al  de  üna  esfera  dura  con  una
región  atractiva  de alcance muy  corto,  lo que da  lugar  a un sistema  de esferas adhesivas.
La  adición  de  polímeros  a  la  suspensión  que  no son  adsorbidos  sobre  las  partículas
coloidales  induce  una  atracción  efectiva  entre  éstas  debida  al  efecto  de  depleción.  Las
moléculas  de  polímero  y  las  partículas  coloidales  son  mutauamente  impenetrables,  por
lo  que  el  centro  de  masa  de  una  molécula  de  radio  r9 está  excluido  de  una  región  de
anchura  r9 fuera  de la  superficie  de cada  partícula  (región de  depleción).  Si las regiones
de  depleción de  dos partículas  solapan  se crea una  descompensación  de presión  osmótica
que  tiende  a juntar  las  partículas.  Este  potencial  puede  ser  expresado  como
í+oo,        r<cr,
Udep  =   llpVsoi,  a  <  r  <  a  + 2r9,                (1.100)
(0,       r>a+2rg,
donde  H  es la  presión  osmótica  del  polímero,  V0i  es el  volumen de  solapamiento  de  las
regiones  de depleción  y a  es el diámetro  de  la  partícula  coloidal.  La  expresión  para  V501
es
/3r      1     r  ir
=  1-  2a(1 +  )  +  (a(1  + ))  .  (1  + ),  (1.101)
donde   =  rg/R.  El  alcance  del  potencial  está  determinado  por  el  peso  molecular  del
polímero  y  la  profundidad  del  pozo atractivo  por  su  concentración.
nR
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Figura  1.10: Transiciones  de  fases para  un sistema  de esferas  duras.
1.3.2   Diagrama  de  fases  de  esferas  duras
En  una  colección de objetos  duros  la  única contribución  a la energía interna  es la energía
cinética,  la  cual  es estrictamente  proporcional  a  la  temperatura.  La  energía  libre  de
Helmholtz  es entonces  j  =  T(const  —  S),  y  la  temperatura  aparece  meramente  como
un  factor  de proporcionalidad,  por  lo que  las transiciones  de fases en estos  sistemas  son
Índucidos  por efectos puramente  entrópicos.  Para  el caso de esferas duras las transiciones
gobernadas  por  el aumento  de la densidad  del sistema  están  esquematizadas  en la  figura
1.10.
Están  bien  definidas la  siguientes  regiones:
•  Por  debajo  de la fracción de empaquetamiento  7/F  =  0.494 la  fase más  estable
es  un  fluido (el ordenamiento  de los centros  de masas  es de corto  alcance  con
difusión  a  largo  alcance).
•  Por  encima de i-  =  0.545 la  fase estable  es un  cristal.
•  Entre  ilp  y Tic el sistema  es metastable  y tiende  a separarse  en dos  fases, una
fluida  y otra  cristalina.
•  Cuando  i  >  i,’  =  0.580 no se encuentra  cristalización  homogénea  a partir  de
un  fluido de esferas duras,  debido  a una  transición  dinámica  vítrea  que consis
te  en que las partículas,  al estar  altamente  confinadas en  cajas  determinadas
por  sus primeros  vecinos,  no tienen  la suficiente  libertad  de movimiento  para
formar  núcleos  cristalinos,  ya que la  difusión a  distancias  largas  requiere  una
redistribución  significativa  de  las  partículas.  El  resultado  es  que,  aunque  el
estado  de  equilibrio  sea  la  fase  cristalina,  el  sistema  se  encuentra  atrapado
durante  tiempos  larguísimos en  una  fase desordenada  de alta  densidad  (fas
vítrea).
•  Para  Ti >  7/R  =  0.64,  partiendo  de  un  fluido metastable  inicialmente  crecen
por  nucleación  homogénea  cristales  de  esferas  duras  completamente  empa
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Figura  1.11:  A  una  misma  densidad  se  esquematizan  dos  configuraciones,  la  primera
corresponde  a una  fase vítrea  y la  segunda  a un  sólido
quetados,  pero  con  un  alto  grado  de  azar  en  la  secuencia  de  apilamiento
de  los planos  ordenados  (con estructura  triangular  o  hexagonal),  lo que  se
denomina  en la  literatura  “random  close-packing”.
La  transición  al  sólido  es inducida  por  una  competición  entre  la  entropía  configu
racional   (que  tiende  a  maximizarse  cuando  los  centros  de  masas  se  distribuyen
aleatoriamente)  y  la  entropía  de  volumen  libre  S,1 (que  tiende  a  maxirnizarse  cuanto
mayor  sea  el  volumen  por  partícula  del sistema).  En  la  figura  1.11 se esquematiza  una
configuración  con  alta  entropía  configuracional y baja  entropía  de volumen  libre  (donde
los  discos  están  atrapados  por  sus  vecinos)  y  otra  en  la  que  se invierten  las  magnitu
des  entrópicas  (existe  libertad  de  movimiento  local  para  cada  partícula)  a  una  misma
deilsidad.  La  cristalización  ocurre  a  una  densidad  a la  cual  el  decrecimiento  de  S0f  es
compensado  por  el crecimiento  de S,,,  lo cual ocurre  a C  =  0.545  para  esferas duras  en
tres  dimensiones.
1.3.3   Mezclas
En  una  mezcla binaria  de  dos  especies de tamaños  característicos  R1 y R2, como es por
ejemplo  una  mezcla  de  dos  tipos  de  partículas  coloidales con  potenciales  de interacción
del  tipo  esfera  dura,  los parámetros  fundamentales  que  determinan  el  comportamiento
de  la  mezcla  son  las  fracciones  de  empaquetamiento  de  ambas  especies,  )1  y  ,  y  la
relación  de tamaños,   =  R2/R1.  El tratamiento  teórico  original  según  la  aproximación
de  Percus-Yevick  para  mezclas de esferas duras  predice la estabilidad  de la  mezcla frente
a  su  segregación  en  dos  fases  fluidas  para  cualquier  valor  de   [75];  sin  embargo  el
fenómeno  de  segregación en  el que una  de las  fases solidifica no se  tuvo  en  cuenta.  Las
primeras  observaciones experimentales  de mezclas de dimensiones comparables  (  =  0.5)
fueron  las  gemas  de  ópalo  [29, 140], en  las  cuales se encontraron  estructuras  cristalinas
formadas  por  dos  especies  de  partículas  (R1  =  181 nm,  R2  =  105 nm,   =  0.58).  En
este  sistema  fueron observadas  dos tipos  de estructuras  o superredes:  la estructura  AB2,
que  es  un  agrupamiento  hexagonal  de  las  partículas  grandes  con  capas  de  partículas
pequeñas  que  las  interpenetran,  y  la  estructura  AB13,  que  está  compuesta  de  una  red
cúbica  simple de partículas  grandes  cuyas celdas contienen  trece partículas  pequeñas.  En
experimentos  con mezclas coloidales de esferas duras  con un valor  dado  de  en un  rango
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de  densidades  0.5  <  i  +  17  <  0.55  fueron  encontradas  ambas  estructuras  cristalinas
[3,4].
Los  primeros  estudios  teóricos  de  mezclas  altamente  asimétricas  fueron  hechos  por
Biben  y  Hansen  [9]. Estos  autores  sustituyeron  la  ecuación  de  cierre  de  Percus-Yevick
por  la  de  Rogers-Young,  que  es termodinámicamente  más  consistente,  y  resolviendo  la
ecuación  de Orstein-Zernike  encontraron  una fuerte evidencia de segregación fluido-fluido
cuando   <  0.2,  aunque  de  nuevo  se ignoró  la  posibilidad  de  formación  de  un  sólido.
Lekkerkerker  y Stroobants  atacaron  el problema  desde el punto  de vista  de la interacción
de  depleción  [78], donde los polímeros fueron sustituidos  por  partículas  coloidales.  Usan
do  el  potencial  efectivo  generado  por la  depleción  calcularon  la  inestabilidad  espinoidal
fluido-fluido  para   =  0.1  y comentaron  que la  binodal  asociada  a esta  espinodal  puede
ser  metastable  con respecto  a  la  transición  fluido-sólido.  Esta  misma  aproximación  fue
extendida  por  Poon  y  Warren  [117] para  predecir  separación  fluido-sólido en  la  mezcla
binaria  con  =  0.14.  Cálculos  con  el  funcional  de  la  densidad  hechos  por  Rosenfeid
[133] muestran  una  inestabilidad  espinoidal  para   <  0.25.  En  experimentos  llevados a
cabo  en  sistemas  coloidales  [169], en  concreto  para  una  mezcla  de  partículas  de  sílice
estabilizadas  estéricamente,  con  un  valor de   =  1/6,  se observó  segregación  entre  una
fase  densa  y  otra  diluida,  aunque  no  se supo  discernir  la  naturaleza  de  la  fase  densa.
Experimentos  más  recientes  [56, 61] parecen  indicar  que  la  fase densa  es un  sólido.  La
adición  de suficiente cantidad  de polímero no adsorbido  a una  suspensión  coloidal fuerza
la  segregaciÓn [77], fenómenó que  se puede  aprovechár  n  la  purificación  de  virus  o la
cristalización  de proteínas.
1.3.4   Modelo  simple  de  un  sistema  coloidal
Un  sistema  coloidal  se  puede  modelar  con  una  interacción  efectiva entre  las  partículas
coloidales  determinada  por  el  potencial  de  la  ecuación  (1.100).  Mediante  la  teoría  de
perturbaciones  cuya  formulación  hemos resumido  en  la sección  1.2, el potencial  de  inte
racción  se puede  separar  en  una  parte  de  referencia  Uo(r), correspondiente  a  un  fluido
de  esferas duras,  y una  perturbación  Udep(r),  que es el potencial  de depleción  definido en
(1.100).  En  la  teoría  más  simple [41] se considera  que el polímero  forma un  gas perfecto
cuya  presión  osmótica  viene  dada  por  H,  =  fl;kBT,  donde  =  Np/Vlibre  Y Vlibre  es  la
porción  del volumen total  accesible al gas ideal de las partículas  poliméricas  Vijbre  =  aV.
Según  la  aproximación  de la  partícula  escalada  [125, 73]
a  =  (1— 17) exp[—(Ay + By2  + Cy3)],   =  1                (1.102)
A=3+3e2+e3,  B=  2+3e3  C=3e3,            (1.103)
donde  77 es la fracción de empaquetamiento  de las partículas  coloidales y n  es la densidad
de  las  moléculas  de  polímero  en  el  reservorio  en  equilibrio  osmótico  con  el  sistema  a
potencial  químico constante  =  log(nA).  Usando  la  aproximación  de campo  medio
la  energía  libre  tiene  dos  contribuciones:  F  =  FHS(NHS,  V)  + F(N,  Vlibre),  la  energía
libre  de  NHS esferas duras  en un  volumen  V  y la  energía  libre  de un  gas perfecto  de  N
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Figura  1.12:  Diagrama  de fases  de una  mezcla coloide-polímero  para  diferentes  valores
de  la  relación  de tamaños  .
R  (nm) Polímero 106  Mw r9  (nm)
217 A 0.39 18  (19°C) 0.08
228 B 2.85 54  (23°C) 0.24
228 C 14.4 130  (23°C) 0.57
Tabla  1.1:  Resultados  çle experimentos  én  sistemas, mezcla  coloide-polímero  para  tres
tipos  de polímeros,  según la  referencia  [119, 120].
moléculas  poliméricas  confinadas  en  el volumen libre  Vlibre  dejado  por  las esferas duras.
Minimizando  la  energía  libre  de la  mezcla  con respecto  a los parámetros  del  modelo  se
encontró  que  a altas  densidades  se segrega  una  fase coloidal  densa  en  la cual se solapan
las  zonas de depleción de las partículas  individuales,  aumentando  así el volumen accesible
a  las moléculas  del  polímero.  Según este  modelo tan  simple se encuentran  los diagramas
de  fases  representados  en  la  figura  1.12,  donde  el  parámetro  que  se  varía  es  .  Para
tamaños  del  polímero  y de las partículas  coloidales comparables  se obtiene  un diagrama
defases  típico  de fluidos simples,  con la  presencia  de un  punto  crítico  y un punto  triple,
pero  a  medida  que  se  disminuye   se  va  perdiendo  la  estabilidad  de  una  de  las  fases
fluidas  hasta  que  llega  a  desaparecer  el  punto  crítico,  quedando  sólo  la  coexistencia
fluido-sólido.  Simulaciones  y  trabajos  teóricos  [10, 163] demuestran  que  una  vez  que
desaparece  el  punto  crítico  en  la  región  del  fluido  puede  aparecer  en  la  del  sólido  una
transición  sólido  denso-sólido expandido  en  la  que no hay  ruptura  de  simetría.
Para  comprobar  la  veracidad  de  este  modelo  tan  simple  se realizaron  experimentos
en  un sistema  coloide-polímero  [119, 120]. En  la tabla  1.1 se clasifican los polímeros uti
lizados  según su  peso molecular  en A, B y C. Los resultados  obtenidos  son los siguientes:
•  Para  concentraciones  de  polímeros  suficientemente  bajas  las  muestras  con
fracción  de  empaquetamiento  total  i  <  0.494 se mantienen  en  la fase fluida.
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•  Si se  aumenta  aún  más  la  concentración  de  A  no se  observa  cristalización,
sino  fases metastables  del tipo  “gel”.
•  En  muestras  con alta  concentración  de B se observa coexistencia  trifásica  (se
forma  un  menisco separador  de  dos  fases amorfas  de  diferentes  densidades,
además  de  un  precipitado  cristalino).
•  En  muestras  donde  la  concentración  de  C  es alta  se  observa  un  comporta
miento  similar  al  anterior.
1.4  Termodinámica  de  interfases
En  esta  sección se definirán  las magnitudes  termodinámicas  esenciales para  el estudio  de
una  interfase  entre  dos  fases de  volumen,  que se definene  en términos  de  excesos sobre
las  magnitudes  de las fases de volumen.  Para  ello es necesario introducir  la  denominada
superficie  divisora  de  Gibbs,  que  separa  las fases de volumen a  y /3. Aunque  la  posición
de  esta  superfice  no  está  unívocamente  definida,  la  termodinámica  se  puede  construir
independientemente  de  la  elección que  se  haga  de  su  posición.  El  volumen  total  del
sistema  es, entonces,  V  =  V  + V.  Las  variables  termodinámicas  extensivas  (corno el
número  de partículas  de  cada  una  de  las especies en  ambas  fases,  N2  y Nf  (donde  i =
1,.•  ,c,  siendo  c el núméro  de  especies presentes  en el sistema),  y las  energías  internas
de  aqmbas  fases,  U  y  U,  se pueden  expresar  a  través  del  producto  de  magnitudes
intensivas  (densidades  volumétricas de  dichas  funciones)  por  el volumen:
N’  =  p’V’’3,  U’  =                 (1.104)
Se  definen el número  de partículas  de la interfase  para  cada especie N  como la diferencia
entre  el número  total  N  y la  suma  N  + Nf.  De la misma  forma se define el exceso de
energía  interna  de  la interfase  U.  Es  decir
N  =  N+Nf+N8,                     (1.105)
U  =  U+U+U.                      (1.106)
N  puede  ser un  número  positivo  o negativo  dependiendo  de la  posición  de  la  interfase.
La  energía  libre de  Helmholtz  del  sistema  es
=  -pV  + yA + pN,                      (1.107)
donde  p  es la  presión,  y  la  tensión  superficial  de  la  interfase,  A  su  área  (por  tanto  el
producto  ‘yA es el trabajo  requerido  para  crear  una  interfase  de  área A),  p  es un  vector
cuyas  componentes  son  los potenciales  químicos de las c especies presentes  en el  sistema
y  N otro  cuyas componentes  son  los números  de partículas  de cada  especie presentes  en
el  sistema.  Para  cada  una  de las fases a  y /3 tenemos
=  -pV’  + jiN,  .F  =  —pV  + ¡.tN.             (1.108)
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Teniendo  en  cuenta  que  .F =  .F  + F  +  P  obtenemos
=  ‘yA + pN8.                        (1.109)
Eligiendo  la  posición  de  la  superficie  divisora  de  tal  forma  que  ¡.tN8 =  O llegamos  a
‘y  =  o  sea,  la  tensión  superficial  no  es  más  que  el  exceso  de  energía  libre  de
superficie  por  unidad  de  área.
El  potencial  macrocanónico  del  sistema  es  =  —pV +  ‘yA, y  para  cada  fase  por
separado  íl  =  _pVa  y  =  —pV,  por lo que utilizando   =   + f  + fl’  obtenemos,
independientemente  de  la  posición  de  la  interfase,  la  definición de  la  tensión  superficial
a  través  del  exceso del  potencial  macrocañónico  por  unidad  de  área:  ‘y =  Z8/A.  Esta
expresión  es la  que se utiliza  para  el  cálculo de  la tensión  superficial  en los modelos  que
parten  del  conocimiento  de  las  interacciones  interpartículas  para  construir  el funcional
de  la  densidad  macrocanónico  í[p(r)],  como veremos  en los capítulos  3 y 4.  Definiendo
de  forma  genérica  las siguientes  densidades  superficiales:
N5       U5          j:’s       SSr—_      S__      ,S_       s_,           (111
—        —    —    ,  77  —
y  teniendo  en  cuenta  además  la  definición diferencial de  la energía  libre de Helmholtz  y
del  potencial  macrocanónico
d”  =  _Sa,dT  —  pdVá  +jdÑ’,              (liii)
=  SrdT  —  pdV’  —  N’dp,              (1.112)
obtenemos
dF8  =  —S5dT  +  ‘yA + dN5,                  (1 113)
dl8  =  —S5dT  +  ‘ydA  —  N8dt.                 (1.114)
Sustrayendo  estas  ecuaciones  de aquellas que se obtienen  diferenciando  (1.107) y  (1.108)
obtenemos
S8dT+Ad’y+N8djt=0.                    (1.115)
Dividiendo  la  ecuación  anterior  por  A  y  utilizando  las definiciones  (1.110) llegamos a  la
ecuación  de  absorción  de  Gibbs
d+778dT+rd1  =0.                      (1.116)
Se  puede  demostrar  que  el  producto  rd1  es invariante  frente  al  cambio  de posición  de
la  superficie  que separa  ambas  fases.
De  la  ecuación  (1.116) y  eligiendo  las  condiciónes  de  coexistencia  (igualdad  de  po
tenciales  químicos para  cualquier  valor  de T,  es decir,  Tdu  =  0)  obtenemos
=  _.                          (1.117)
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Esta  ecuación  relaciona  la  variación  de la  tensión  superficial  con la  temperatura  con  el
exceso  de entropía  de superficie por unidad  de área.  Como este  último  es una  medida  del
orden  inducido  en  la  interfase,  se puede  tener  conocimiento  de éste  experimentalmente
a  través  del estudio  de la dependencia  de ‘-y con T,  Cuando  la  interfase es entre  dos fases
líquido-cristalinas  el orden  orientacional  de superficie es entonces  accecible a las medidas
experimentales.  En  el  capítulo  4 será  utilizada  la  ecuación  (1.117)  para  el  estudio  del
comportamiento  anómalo de  la tensión  superficial  con la temperatura  que se observa en
los  cristales  líquidos  nemáticos.
1.4.1   Fenómenos  interfaciales
Debido  a  la  inhomogeneidad  producida  por  la  presencia  de  una  interfase  es convenien
te  definir  una  densidad  local  de  energía  libre  b(p(z))  =  DF/8V.  En  caso  de  que  el
perfil  de densidad  muy  lejos  de la  interfase  sea  el  de las  fases de volumen  en  coexisten
cia,  p(z)  =  p’13, podemos  definir la  densidad  local  del  exceso de  energía  debido  a  las
inhomogeneidades  producidas  por la  presencia  de  la  interfase:
W(p(z))  =  O(p(z))  —  (p)  =  ‘4(p(z))  —             (1.118)
La  absorción  se puede  definir  a través  del  perfil  de densidad  como
+00
F  =  f  [p(z) —  p]dz.                     (1.119)
De  la definición  de tensión  superficial como la densidad  superficial  del  exceso de energía
libre  bajo  la  condición  1’ =  0,  obtenemos
+00
‘y  =  f  (p(z))dz.                      (1.120)
La  forma  de la  función  W(p) como función  de la  densidad  está  representada  en  la  figura
1.13.  Para  calcular  la  coexistencia  (igualdad  de  potenciales  químicos  e  igualdad  de
presiones  entre  ambas  fases) se  utiliza  el  método  de  la  doble  tangente.  Los  puntos  de
tangencia  común  dan las  densidades  de volumen de las fases en coexistencia  p’  y  La
distancia  de la  curva IJ(p, T)  a la doble tangente  es también  una función  de la  densidad  y
la  temperatura  que llamaremos  —W(p, T),  y tiene  la forma representada  en la figura  1.13
(no  es más  que el  exceso de presión  con el signo cambiado  —W(p)  =  p  —  pp  + (p,  T)).
Sabiendo  que  la  ecuación  de  la  tangente  es ‘1” =  m(p(z)  —  p°)  +  W(pa) y  teniendo
en  cuenta  que  F =  O obtenemos
+00                              +00
‘y  =  100 {(p(z),  T)  —       =  f  —W(p(z), T)dz.        (1.121)
Se  puede  demostrar  que  esta  integral  es independiente  de  la  elección de  la  posición  de
la  superficie  divisora.
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Figura  1.13:  Densidad  de  energía  libre  local  frente  a  densidad  (figura  izquierda).  Se
muestra  la  construcción  de  la  doble  tangente  que  determina  la  coexistencia  entre  dos
fases  de  volumen.  En  la  figura  derecha  se muestra  W  =  b  + jip  —  p  en  función  de  la
densidad.  En  este  caso la  igualdad  a cero  de  W  determina  la  coexistencia.
PI3
Figura  1.14:  Perfil  de densidad  típico  para  el modelo de  van der  Waals.
En  la  versión más simple de la teoría  de van der  Waals [168] se corrige la dependencia
local  de  ‘1’ en  la  densidad  con  un  término  proporcional  al  cuadrado  del gradiente  de  la
densidad,  es decir,
W(z)  =—W(p(z))  +  mVp(z)2.                  (1.122)
El  primer  término  W(p(z))  es  el  de  la  aproximación  de  densidad  local  y favorece  una
interfase  de  anchura  cero  (la función  escalón entre  las  densidades  p  y pa).  El  segundo
término  (cuadrático  en el gradiente)  favorece una  interfase  de  anchura  infinita.  Si m  no
depende  de  p el perfil  de densidad  que minimiza  ‘y puede  ser obtenido  por analogía  con la
dinámica  de  una  partícula  en una  dimensión,  siendo  p la  posición,  z  el tiempo,  W(p)  la
energía  potencial  y -y la  acción.  La  energía total  de la  partícula  es W(p)  =  W(p13) =  O,
así  que  la  partícula  tarda  un  tiempo  infinito  en  llegar  a  pa  o  p.  El  perfil  de  densidad
típico  de  este  modelo  es el dibujado  en  la figura  1.14.
pc      pI         pU     pi3
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Figura  1.15:  Curvas de  nivel de la  ecuación  W  =  O.
La  ecuación  de Euler-Lagrange  que  se obtiene  de minimizar  la  ecuación  (1.121) es
m-    dW(p) =M(p)-tF(p),  M(p)     I9PL         (1.123)
La  primera  integral  de  esta  ecuación  es
W(p)  + mVp(z)2  =  0.                     (1.124)
ResoFviendo  esta  ecuación  se encuentra  el perfil  de densidad
1
=  () 2f                1                   (1.125)
La  tensión  superficial  puede  calcularse  como
r+00                      +00                (./)13
‘y =  J    rnVp(z)2dz =  _2J    W(p(z))dz  =  J  [—2mW(p)]dp.      (1.126)
—00                       —00
Esta  ecuación  es  muy  útil  para  el  cálculo  de  la  tensión  superficial  ya  que  no  hay  que
conocer  la dependencia  de  p en  z  para  obtener  el  resultado  final.
La  extensión  del modelo para  el estudio  dé una  interfase  con más  de un  componente
es  trivial.  En  el cado  de ser dos,  W  es una  función de dos  densidades  Pi y P2•  Las  curvas
de  nivel de  la  ecuación:  W(pi,  P2) =  const  están  representadas  en la  figura  1.15.
El  problema  de la  coexistencia  se reduce  a encontrar  los valores de p  para  los cuales
se  hace  cero  la función  W  (en esos valores  W  tiene  un  máximo):
pl
p2
W(p’,p)  =  W(p,p)  =  0. (1.127)
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Figura  1.16: Perfil  de  densidad  con absorción  positiva.
La  extensión  de  ‘ib(z) es ahora:
(z)  =  —w + K  =  —W(p1,p2)  +   i,j  1,2.      (1.128)
Si  m11m22 > m2  el problema  del cálculo  de pl,2(z)  es equivalente  a encontrar  la  trayec
toria  de una  partícula  en  el plano  pi  —  P2  cuando  la  energía  potencial  es W(p1, p2).  En
caso  de  que  se cumpla  m11m22 <m2  o de que  K  tenga  otra  dependencia  en las  densi
dades  la  analogía  mecánica  se pierde,  aunque  “y continúa  siendo la  acción de  un sistema
dinámico  con  lagrangiano  L  =  —w + K,  siendo  P1,2  las  coordenadas  generalizadas.  Las
ecuaciones  de  Euler-Lagrange  son  ahora
d2pi(z)      d2p2(z)     9W(pi,p2)
m11    2  +  m12    2 =  —                         (1.129)
dz         dz         Op1
d2pi(z)      d2p2(z)    OW(pi,p2)
m12    2 +  m22       = —         .               (1.130)
dz          dz2       0P2
Existe  una  diferencia  cualitativa  en  el  perfil  de  densidad  de  sistemas  con  más  de  un
componente  con  respecto  al unicomponente.  Esta  consiste  en  que dicho  perfil puede  no
ser  monótono  para  al  menos  uno  de los componentes,  como se esquematiza  en la  figura
1.16,  existiendo,  pues,  la posibilidad  de una  absorción  fuertemente  positiva  o negativa.
1.4.2   Equilibrio  entre  tres  fases
En  un  sistema  en  el  que  las  condiciones  termodinámicas  son  elegidas  de  tal  forma  que
tres  fases  c,  ¡3 y  6  se  encuentren  en  coexistencia,  una  cuestión  de  suma  importancia
es,  sabiendo  que  las  transiciones  entre  cualesquiera  de  estas  fases son  de  primer  orden,
determinar  cómo se distribuye  la materia  en una  región del  espacio en que se encuentren
estas  fases.  Una  distribución  típica  es  la  representada  en  la  figura  1.17,  En  ella  se
representan  los ángulos  (la  nomenclatura  de  éstos  coinciden  con  la  de  las  fases)  entre
las  diferentes  interfases,  que  se suponen  localmente  planas.  La  línea  trifásica  en  la  que
íi
z
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están  en  contacto  las tres  fases es perpendicular  a  la figura.  Por  construcción  se cumple
a  + ¡3 + ‘y  =  2ir.  En equilibrio  la fuerza neta  sobre cualquier  elemento de la  línea trifásica
es  cero.  En  las direcciones  definidas por  las interfases  a/3,  ¡38 y  a8  perpendiculares  a la
línea  trifásica  se  generan  las  fuerzas  o  tensiones  superficiales  ‘y,  ‘y  y  ‘y.  Debido  a
la  condición  de  equilibrio  se cumplirá
‘y+’ycos/3+’ycosa  =  0,                 (1.131)
cos /3 + ‘y’  +  ‘y  cos  6  =  0,                 (1.132)
‘ycosa+’y’cos8+’y6  =  0.                 (1.133)
De  la  condición  de  que la  suma  de  los ángulos  es 2ir se  deduce  que  el sistema  de  ecua
ciones  anterior  no  es linealmente  independiente,  por  lo que  sólo se  pueden  determinar
las  relaciones  entre  las  tensiones  superficiales; por  ejemplo




cos/3  =        2’y’y                         (1.135)
De  las  ecuaciones  (1.134)y  (1.135) se  deduce  que  las  magnitüdes  de  las  tensiónes  su
perficiales  y  los  ángulos  de  contacto  están  relacionadas  entre  sí  como los  lados  de  un
triángulo  con  sus respectivos  ángulos  (triángulo  de  Newrnan; véase la  figura  1.17).  Si la
fase  8 no  es deformable  (por  ejemplo  es un  sólido rígido)  se cumple  6 =  ir,  por  lo  que
existe  sólo  un  ángulo  de  contacto  independiente  a  =  ir  —  ¡3.  Las  ecuaciones  (1.132)  y
(1.133)  se reducen  a la  conocida ecuación  de Young
=  ‘y’  +  ‘ycosa.                      (1.136)
Además  del  triángulo  de  Newman  se deducen  las  relaciones
‘y  <  +  ,  ‘y  <‘y  +  ‘y,  ‘y  <‘y  +  ‘y.        (1.137)
Cuando  una  de las  desigualdades  se convierte  en igualdad  el triángulo  degenera  en  una
línea  (véase  la  figura  1.17).  Suponiendo  que  ‘y  es  la  mayor  de  todas  las  tensiones
superficiales  obtenemos  la  ley de Antonow  (a  =  8 =  ir,  ¡3 =  0)
=  ‘y  + ‘y.                        (1.138)
En  la  figura  1.17 se observa  que la  fase ¡3 se extiende  a  todo  lo  largo  de la  interfase
a6.  Este  fenómeno  es conocido  como mojado.  Se dice que  la  fase ¡3 moja  la  interfase
a6.  El  coeficiente  de  extensión  (“spreading”),  8  =  ‘y  —  (‘y  + ‘y5),  puede  cambiar
con  el  estado  termodinámico  del  sistema,  como se  representa  en  la  figura  1.21,  donde
p  es  una  variable  termodinámica  como el  potencial  químico  del  sistema  en  equilibrio.
La  transición  entre  el  régimen  s  =  O y  s  <  O fue  predicha  por  Cahn  [15] y  estudiada
experimentalmente  por  Chan  y Moldover [98].
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Figura  1.17:  Distribución  de  materia  entre  tres  fases  que  coexisten.  Se  representa  el






Figura  1.18:  Coeficiente  de  “spreading”,  S,  en  función  de  el  parámetro  termodinámico
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Figura  1.19: Forma  de W  que  modela  la  coexistencia  trifásica.
1.4.3   Modelo  de  van  der  Waals  para  el  equilibrio  entre  tres
fases
Siguiendo  el modelo  definido en  la  sección anterior  —W es  una  función  de  la  densidad
o  variable  de  composición  x  a  valores  constantes  de  c +  1 parámetros  termodinámicos
(c  es el  número  de  componentes  del  sistema).  Según  la  ley  de  fases de  Gibbs,  de  éstos
sólo  hay  c —  p +  2 independientes  (p es el número  de fases presentes  en el sistema).  Para
describir  el equilibrio entre  tres  fases W(x)  debe  tener  tres  máximos iguales; en este caso
tenemos  que p  =  3  y  c —  p  +  2 =  c —  1,  por  lo que  hay  e —  1  variables  independientes
que  determinan  los  valores  x,  x  y  xj” de  coexistencia.  Las  restantes  e  densidades
dependen  de  la  variable  x  a  través  de  la  condición  de  equilibrio,  por  lo  que  tenemos
una  versión  unicomponente  del  modelo.  De la  forma del  potencial  —w (figura 1.19) se
deduce,  volviendo  a  la  analogía  con  la  partícula  en  un  potencial,  que  ésta  invierte  un
tiempo  infinito  en alcanzar  los estados  x’,  x  y x5 correspondientes  a la  composición  de
equilibrio,  por  lo  que en  el perfil  de composición  x(z)  (véase la  figura  1.19) la  interfase
a8  incorpora  en  su  estructura  de  equilibrio  una  capa  macroscópicamente  gruesa  de  la
fase  de  volumen  ¡3.  Como  sabemos,  la  acción  ‘y es  la  integral  del  momento  sobre  la
coordenada  x,  que se puede  dividir en  dos intervalos:
rxs     px/3    fx51  =1 J                          (1.139)
Xa      ,í3
por  lo que  las tres  tensiones  superficiales  satisfacen  la  regla de Antonow.
La  única  forma  de  evitar  el  mojado  de  la  interfase  a6  por  ¡3 es  encontrar  algún
camino  alternativo  que  sea también  un  mínimo  de ‘y al ir  de  a  a  8.  Cahn  [15] llegó a  la
conclusión  de  que  esto  es posible  sólo si W  depende  de dos  variables  de  composición  x
e  y que  puedan  variar  independientemente  a  través  de  la  interfase.  En  la  figura  1.20 se
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Figura  1.20:  Curvas  de  nivel de W  cuando  tiene  tres  máximos
vía  directa  sólo puede  existir  si los puntos  a,  ¡3 y 8 no son  aproximadamente  colineales.
La  trayectoria  de  menor  acción  es  la  que  da  la  estructura  de  equilibrio.  Si  la  acción
por  la  vía  directa  es  la  de  mínima  acción  se cumple  entonces  ‘-y  <  y°  + ‘y,  por  lo
que  la  longitud  definida  por  la  anchura  de  la  interfase  en  la  que  la  composición  sea
aproximadamente  la de  la  fase /3 es microscópica,  perdiéndose  el  mojado  por  ¡3.
1.4.4   Transiciones  de  fase  en  interfases
La  ecuación  de Gibbs-Duhem
dp  =  sdT  + pdp                        (1.140)
(donde  s  es la  entropía  por  unidad  de volumen)  especifica cómo varía  la  presión  con las
e  +  1 variables  independientes  (la  temperatura  T  y las  c  variables  de  composición  que
definen  la  mezcla de especies).  En  el equilibrio  de fases entre  2 fases estas  c + 1 variables
no  son  independientes,  sino que  sus posibles variaciones  están  restringidas  a la  ecuación
de  Capleyron
(pa  —  p’3)dj  + (Sa  —  s’)dT  =  0,                  (1.141)
que  no  es más  que  la  condición  de  equilibrio  p’(T,  t)  =  p3(T,  ji).  Si  se especifica  el
conjunto  apropiado  de  c +  1 campos  para  la  coexistencia  entre  a  y  ¡3 todavía  queda
indeterminada  la  cantidad  relativa  de  ambas  fases  en  el  sistema.  Por  otro  lado,  esta
cantidad  depende  de  factores  irrelevantes  como la  naturaleza  de  las  paredes  en  que  se
contiene  el sistema.  Si entre  las c +  1 condiciones está  al  menos especificada  la  densidad
de  una  se fuerza  la  presencia  de  una  interfase  que  separa  a  y /3.
En  una  interfase  podemos,  en  anología  al  volumen,  tener  fases  “interfaciales”  con
transiciones  de  primer  orden  entre  ellas.  Esto  ocurre  cuando  para  unos  valores  de  los
campos  termodinámicos  dados  la  interfase  tenga  dos  estructuras  alternativas  de  igual
tensión  superficial.  Estas  estructuras  difieren  en  la  composición  microscópica  de  sus
x
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perfiles  de  densidad  y por  lo tanto  en  las cantidades  termodinámicas  de exceso,  como la
absorción  1’. La  ecuación  análoga  a la  ecuación  de  Gibbs-Duhem  en volumen  es
d’y =  —   F()dp,                       (1.142)
ii
donde  el  análogo  a  la  presión  es la  tensión  superficial  y  el de  la  densidad  la  absorción.
La  suma  en  (1.142) es sobre los c valores de  i que  no son  iguales a  un j  arbitrariamente
elegido,  siendo  Fj()  la  absorción  relativa  de  i  respecto  a j.  Si llamamos  a  las  dos fases
superficiales  c  y  ¡3  tenemos  que  la  condición  de  equilibrio  ‘y  =  ‘y  determina  la
ecuación  análoga  a la  ecuación  de  Capleyron:
:i: [1’() —  ]I’(j)}dIii =  0.                     (1.143)
ii
La  condición  de  equilibrio  de  las  fases de  volumen  (1.141) ha  disminuido  el número  de
variables  independientes  de  c +  1 a  c, y  ahora  la  condición  adicional  de  equilibrio  de
interfase  decrece este  número  a c —  1.  En  analogía  con las fases de volumen  estas  condi
ciones  por sí solas dejan  indeterminada  la cantidad  relativa  (en este  caso es proporcional
al  área  que  cubre  cada  fase)  de estas  fases en  la  superficie.  Sólo si al  menos  una  de  las
c  cantidades  es  una  densidad  (una  de  las  Fj(j)  con  un  valor  entre  F)  y  F))  habrá
una  cantidad  relativa  de  las dos  fases superficiales  en  la  interfase.  Cuando  dos  de  estas
fases  coexisten,  ambas  están  separadas  por  una  interfase  de carácter  unidimensional  de
dimensiones  macroscópicas,  con una  tensión  de  línea positiva.
Por  último,  siguiendo  la  analogía  con  las  fases de  volumen,  en  el  equilibrio  de  dos
fases  interfaciales  la variación  de algún  parámetro  termodinámico  puede  hacer  que estas
fases  se  asemejen  gradualmente  cada  vez más,  convirtiéndose  en  idénticas  en  el  punto
crítico,  que  es  el límite  de  la  transición  de  primer  orden.  La  transición  de  Cahn  es un
caso  particular  de este tipo  de transiciones.  La transición  tiene  lugar  entre  una  interfase
no  mojada  y otra  mojada  por ¡3 o una  ¡3 incipiente (en el caso de estar  ¡3 muy cerca de
la  coexistencia  c —  ).  En  esta  transición  se observa  una  discontinuidad  de  la  derivada
de  la  tensión  superficial  con  respecto  a  la  magnitud  termodinámica  que  se  varía  (por
lo  que  la  adsorción  es  discontinua  según  la  ecuación  (1.142),  donde  la  magnitud  que
se  varía  es  el  potencial  químico  de  alguna  de  las especies),  mientras  que  ‘y es continua
(característico  de  las transiciones  de  primer  orden).
Cahn  supuso  en su  trabajo  [15] la  proximidad  del  punto  crítico  en la  coexistencia  /3
y  se refirió a  la  transición  como mojado  de la  interfase  a6  por  ¡3 por cercanía  del  punto
crítico  (“critical  point  wetting”),  llegando  a la  conclusión de  que dicha  transición  es an
terior  al  punto  crítico.  Su  argumento  es el siguiente.  A medida  que nos  aproximamos  al
punto  crítico  entre  las fases /3 y 6 ‘y/u desaparece  proporcionalmente  a  TC —Tv,  donde  /Á
es  el exponente  crítico  en la  tensión  superficial,  que tiene  un valor universal  de i   1.26.
es  la  tensión  superficial  de  la  interfase  c/3  bajo  las condiciones  de equilibrio  termo
dihámico  y ‘y5 es la  tensión  superficial de la interfase  c6 cuando  en su estructura  no hay
intercalada  capa  alguna  de la fase ¡3 (es el valor de la acción en la trayectoria  directa,  que
puede  ser o no la  trayectoria  de  mínima  acción).  Así  que  ‘y  puede  ser  o no la  tensión




Figura  1.2 1: Transición  de  “wetting”.
T
Figura  1.22:  Diagrama  de fases temperatura—composición que  muestra  la  transición  de
“wetting”  (punto  P’)  y la  línea de  “prewetting”  (línea  P’C’).
de  equilibrio.  Cerca  del punto  crítico,  cuando  /3 y 6 son  aproximadamente  idénticas,  las
interfases  a/3 y a6,  (si no hay  ninguna  capa  de /3) son aproximadamente  iguales.  Cahn
supuso  que  éstas  difieren  en  una  cantidad  proporcional  a  la  diferencia  en  la  composi
ción  de  ¡3 y  8, que  a su  vez se  sabe  que  desaparece  proporcionalmente  a  TC —  T”,  con
y   1/3.  Por  lo  tanto,  como  se observa  en  la  figura  1.18, ‘y  —   desaparece  más
lentamente  que  a medida  que nos aproximarnos al punto  crítico,  habiendo  una  inter
sección  entre  las dos curvas  a una  T  <  TC después de la  cual se cumple ‘y  —  <
(la  interfase  no es mojada  por /3), mientras  que para  T  <  T,  ‘y  —  >  y,  o sea  que
la  estructura  de  equilibrio  cumple  la  ley  de  Antonow ‘y  =  ‘y  +  ‘y,  que  determina
el  mojado completo  por /3 de la interfase.  El punto  P  es el punto  de la transición  de Cahn.
En  la  figura  1.22 se observa la  curva  de coexistencia  entre  las fases /3 y  6 en el  plano
temperatura-composición;  a  su  vez  ambas  fases están  en  coexistencia  con  una  tercera
fase  o.  C es  el  punto  crítico  y  la  línea  horizontal  P  representa  la  transición  de  Cahn,
por  lo  que  en  la  región  trifásica  por  encima  de  P  la  interfase  a6  es  mojada  por  /3.
TCT
x
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Como  hemos  explicado  anteriormente  esta  transición  tiene  lugar  incluso  en  la  región
bifásica  o  cuando  I  es ligeramente  metastable.  La  curva  P’C’ es el conjunto  de puntos
que  determina  la frontera  de la  transición  denominada  premojado  (“prewetting”).  En  la
región  entre  P’C’ y P’C la interfase  c8 contiene una  capa incipiente de la fase 3, mientras
que  a  la izquierda  no.  El  punto  C’ es el  punto  crítico  de esta  transición,  mientras  que a
lo  largo  de la  curva  P’C’ hay  dos  estructuras  alternativas  de  igual tensión  superficial.
Capítulo  2
Funcionales  de  la  densidad  para
fluidos  complejos
2.1  Introducción
Los  sistemas  modelo  de  discos y  esferas  duras  juegan  un  papel  central  en  la  teoría  mi
croscópica  de  líquidos  [46]. Estos  modelos,  en  los que  las interacciones  entre  partículas
son  generadas  por  volumen excluido,  han, sido usados  no sólo para  describir  las  propie
dades  de los fluidos simples,  sino también  corno sistema  de referencia  en la  construcción
de  modelos  de  fluidos complejos,  como son  los cristales  líquidos  [93], membranas  [143],
electrolitos  [171] y  fluidos  dipolares  [161].  En  las  últimas  dos  décadas  ha  habido  un
gran  avance  en el  desarrollo  de  teorías  para  aproximar  la  parte  de  exceso (con  respecto
al  gas  ideal)  de  la  energía  libre  de  Helmholtz,  de  tal  forma que  pudieran  ser  utilizadas
en  el  estudio  de  fluidos  inhomogéneos  [50, 5].  Fenómenos  muy  diversos inducen  mho
mogeneidades  en  la  densidad  de  partículas.  Como  ejemplo  podemos  citar  la  transición
fluido-sólido,  la  interacción  de  un  fluido con un  campo  externo,  transiciones  de fases en
fluidos  confinados  (capilaridad),  los fenómenos  de  “wetting”  y  “layering” en  interfases,
etc.  Los funcionales  clásicos se suelen  construir  a  partir  del  conocimiento  de  la  termo
dinámica  (ecuación  de estado  y energía  libre)  y de la  estructura  (función de  correlación
directa)  de  la  fase  uniforme,  mediante  la  evaluación  de  la  energía  por  partícula  en  una
densidad  “suavizada”  que  contiene  la  información  estructural  del  fluido.  A su  vez,  es
tos  funcionales  introducen  el  carácter  geométrico de  la interacción  a través  del  volumen
excluido  entre  dos  moléculas.  En  la  sección  2.2  se  describe  uno  de  estos  funcionales
(conocido  como aproximación  de  la  densidad  promediada  (en  inglés  “weighted  density
approximation”  o WDA  [159]).  Veremos luego,  en  el  siguiente  capítulo,  el  uso  de  este
funcional  como sistema  de  referencia en la  construcción  de una  teoría  perturbativa  para
cristales  líquidos  con fase esméctica  A.
Los  funcionales  no  clásicos  basan  su  construcción  en  primeros  principio.  Así,  la
conocida  teoría  de  las  medidas  fundamentales  (TMF)  [127, 128, 129] propone  que  los
funcionales  incluyan  el  carácter  geométrico  de  las  interacciones  a  través  del  volumen
molecular  de  una  partícula  y  otras  medidas  geométricas  fundamentales  de  éstas.  Estas
teorías,  en sus versiones más  refinadas, cumplen  con un requisito  que deben  satisfacer  los
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funcionales  exactos:  la llamada  reducción  dimensional  [136, 160, 24, 25]. Este  requisito
ha  demostrado  ser una  restricción  básica para  una buena  descripción de perfiles de densi
dad  altamente  inhomogéneos.  A pesar de que en sus últimas  versiones esta  restricción  es
la  única que se impone para  construir  un funcional de esferas duras  [160], existen  algunas
configuraciones  de partículas  para  las cuales no es posible  la reducción  dimensional.  Sin
embargo,  no  para  cualquier  geometría  molecular  se puede  llevar  a  cabo  el  formalismo
de  la  TMF.  El  principio  básico  para  poder  hacerlo  es que  la  función  característica  del
solapamiento  entre  dos moléculas  pueda  ser descompuesta  en una  suma de  productos  de
convolución  de funciones relacionadas  con la  geometría  de una  sola partícula.  Esto  se ha
conseguido  hasta  el momento  sólo para  dos cuerpos  geométricos en tres  dimensiones:  las
esferas  y los cubos paralelos,  y se ha demostrado  que es inviable para  cuerpos anisótropos
con  orientación  arbitraria  [131, 181. El  sistema  de  cubos  duros  paralelos  (CDP)  no  es
adecuado  para  modelar  fluidos simples; sin embargo,  cuando  se les aplica  la  TMF,  bajo
las  restricciones  de  reducción dimensional  se obtiene  un funcional  que cumple  con todas
las  posibles  reducciones  dimensionales  y, a  diferencia  del  funcional  para  esferas  duras,
mantien  una  estructura  relativamente  simple y fácil de manejar  en los cálculos.  Además
es  muy fácil de  generalizar  para  una  mezcla de tres  especies de paralepípedos  duros,  con
sus  ejes  principales  paralelos  a  las  tres  direcciones  mutuamente  perpendiculares.  Este
es  el  modelo  de  orientaciones  restringidas  de  Zwanzig  [178], que  hemos  descrito  en  el
capítulo  anterior  como modelo académico para  estudiar  la transición  isoótropo-nemático.
El  funcional  de  paralepípedos’ duros  paralelos  según la  TMF  permite,  además,  estudiar
fases  no uniformes  (esméctica,  columnar,  sólida)  en este  modelo.
2.2  Un  ejemplo  de  funcionales  clásicos:  la  aproxi
mación  WDA
Desde  los trabajos  pioneros  de  Onsager  [104] se ha  demostrado  que  muchas  de las  pro
piedades  de  los cristales  líquidos  y  sus cambios de  fase se pueden  entender  en  términos
de  transiciones  de  carácter  puramente  entrópico  inducidas  por  los  efectos de  volumen
excluido.  Es  decir,  la  anisotropía  de  las  moléculas,  consideradas  como cuerpos  duros,
es  suficiente  para  explicar  muchas  de las propiedades  relevantes  de los cristales  líquidos.
Sin  embargo,  una  descripción  más  realista  de  las  interacciones  requiere  la  inclusión  de
potenciales  atractivos  a  más  largo  alcance que,  usualmente,  son  tenidos  en  cuenta  me
diante  el formalismo  de  la  teoría  de  perturbaciones.  Como  punto  de  partida  para  ello
se  necesita  una  buena  descripción  del  sistema  de  referencia  constituido  por  partículas
cuyas  interacciones  son  debidas  al  volumen  excluido.  El  formalismo  del  funcional  de
la  densidad  es  una  herramienta  teórica  que  permite  un  adecuado  estudio  de  fases  no
uniformes  formadas  por  partículas  duras.
El  más  simple y, a  la  vez, el  más  usado  modelo para  cuerpos  duros  es el  sistema  de
esferas  duras.  Convenientemente  escalado en una  dirección se convierte  en un  sistema  de
elipsoides  duros  paralelos, que se puede usar  como punto  de partida  en la construcción  de
un  funcional  para  cristales  líquidos, como veremos en la sección 3.2.  Por  ello se describe
a  continuación  cómo  se  construye  este  funcional  en  la  aproximación  de  la  densidad
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promediada  (WDA)  [159, 157].
El  modelo  más  simple  que  se puede  realizar  para  el  estudio  de  perfiles de  densidad
inhomogéneos  es la  aproximación  de  la  densidad  local  según  la  cual  la  energía  libre  de
Helmholtz  F  se puede  expresar  como
F[p] =  f drp(r)(p(r)),                   (2.1)
donde  1IJ(p) es la energía libre por partícula  de la fase homogénea, que se supone conocida.
Esta  se divide  a su  vez en  dos  contribuciones:  W(p) =  id(P)  +  ¿iIt(p),  donde  ‘T!d(p)  es
la  contribución  del  gas  ideal,  que  se conoce de  forma  exacta,  y  ¿‘I’(p)  es el  exceso  de
energía  libre  por  partícula,  que  tiene  en  cuenta  las  interacciones  y  que  sólo  se conoce
de  forma  aproximada  (excepto  en el caso  de  esferas duras  en una  dimensión  [107]). En
esta  aproximación  ¿F(p)  se obtiene  de  la  ecuación  de estado  del  fluido  homogéneo.  La
justificación  de esta  aproximación  se basa en la suposición de que la escala de variación  de
p(r)  es mucho mayor  que la  de las interacciones  entre partículas.  En este  caso el espacio
puede  ser dividido  en porciones  en las  que la  densidad  sea  aproximadamente  constante,
de  tal  forma  que  se  pueda  usar  la  ecuación  de  estado  del  fluido  homogéneo.  Como
consecuencia  del uso  de esta  aproximación  la  función de correlación  directa  es una  delta
de  Dirac  en  el  origen  (alcance  cero),  lo  que  prueba  que  es  manifiestamente  incorrecta
(aunque  consistente  con  la distinción  de  escalas entre  la densidad  y la  interacción).
Sin  embargo,  si se quieren  estudiar  fenómenos  donde  los perfiles de  densidad  varían
en  escalas comparables  a las dimensiones moleculares (problemas  interfaciales,  el estudio
de  la fase sólida,  etc),  se debe  incluir  de  alguna  forma la  no localidad  en  el funcional  de
energía  libre.  La alternativa  sugerida  por Tarazona  [159, 157, 158] es la de la  generaliza
ción  de la  teoría  tipo  van  der Waals  por  Nordholm  y colaboradores  [100], introduciendo
la  no  localidad  en  el  funcional  a  través  de  una  densidad  promediada  (r)  sobre  una
región  del  espacio  del orden  del  alcance  de las  interacciones  entre  partículas.  A su  vez,
esta  densidad,  en  cada punto,  es un  funcional  de la densidad  real p(r).  De esta  forma  el
funcional  se describe  como
=  Fid[p]  +  F[p],                         (2.2)
Fid[p]  =  kBTfdrP(r)(P(r)),                  (2.3)
ex[p]     kBTfdrP(r)zW((r)).                  (2.4)
El  criterio  para  construir  (r)  [159, 157] es promediar  la  densidad  real  con un  peso  que
tenga  en cuenta  las correlaciones entre  partículas  generadas  por las interacciones de corto
alcance,  es decir,
(r)  =  fdr’p(r’)w(ir_r’(r)),                (2.5)
donde  w(r)  es una  función  peso  normalizada  que  a su  vez es función  de .
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De  la  definición  de la  función  de  correlación directa
8ex[p]
c(r,r)  =  5p(r)p(r’)                       (2.6)
y  las expresiones  (2.4) y  (2.5) obtenemos,  en el límite  homogéneo p(r)  =  p,
c(r  -  r)  =  -2’(p)  -  W’P)Pfdr»)
(2.7)
donde  Ir’(p)  y  zY’(p)  son  la  primera  y  segunda  derivada  de  zF(p).  Las  derivadas
funcionales  de la  densidad  promediada  son
p(r)    =  w((r—r’,p),                                      (2.8)
p(r’)
p
=   w’(r11 —r,p)w(r”—r’j,p)  +wr”  —r’,p)w(r”  —r,p),  (2.9)
donde  w’(r, p) es la derivada  de  w(r, p) con respecto  a p.  Para  obtener  w(r, p)  se  asume
que  tiene  una  dependencia  analítica  con la  densidad,  por  lo que  se puede  desarrollar  en
una  serie de  potencias  de  ésta:
w(r,  p)  =  wo(r)  + wi(r)p  +  w2(r)p2  +••                (2.10)
donde  la  condición  de  normalización  f dr w(r, p) =  1,  válida  a  cualquier  densidad,  im
plica
fdrwi(r)=  {:  :2(2.11)
Introduciendo  (2.10) en  (2.7),  conjuntamente  con  el  desarrollo  del  vinal  de  W(p),  se
obtiene  una  serie  de  potencias  de  p para  la  función  de  correlación  directa  c(r),  la  cual
debe  ser comparada  con su desarrollo del vinal.  Esta  igualdad  término  a término  permite
el  cálculo  de  los w(r).  A  orden  cero  se obtiene
wo(r)  =  43(  — r),                      (2.12)
donde  e(r)  es la  función  escalón.  En  el  siguiente  orden  se  llega  a  una  ecuación  para
wi(r):
2Owofr)  +  8w1(r) +l0fdr’wo(r)wo(r+r’)  +8fdr’wo(r’)w(r+r’)
=   -  [8_  6-  +   (-)  ]  -  r).                        (2.13)
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Esta  es  una  ecuación  integral  resoluble  a  través  de  la  transformada  de  Fourier,  obte
niéndose
f     lOir   í     5ir  2í
———woIq)—
wi(q)  =       8[1 + ?5)o(q)]                         (2.14)
donde
4ir  /5    6    12        /2 12  .        (1    1 
f(q)=—---      .     (2.15)
Si  se usa  la  ecuación  de  estado  ¿(p)  de  Carnahan-Starling,  cuyos dos  primeros  coefi
cientes  en  el desarrollo  del  vinal  son  exactos,  se garantiza  la  forma  exacta  de los  pesos
w(r)  con  i  =  0,  1;  sin  embargo  para  i  >  2  los pesos  son  aproximados.  Teniendo  en
cuenta  que  esta  ecuación  de  estado  es cuasiexacta  hasta  densidades  relativamente  altas,
y  que  se  conoce  la  expresión  analítica  de  la  función  de  correlación  en  la  aproximación
de  Percus-Yevick,  es  más  práctico  [159, 157] truncar  la  serie  a  segundo  orden  y  bus
car  la  forma  analítica  de  w2(r)  que  garantice  una  mayor  aproximación  a la  función  de
correlación  directa.  El  mejor  resultado  se obtiene  si se elige
w2(r)  =  -  [6_12+5(r)e(u_r)]  .               (2.16)
Sustituyendo  (2.10) truncada  a  segundo orden  en la  ecuación  (2.5) se obtiene  la  solución
—í            Po                             217pr  —  1—  +  [(1— )2  —  4o21h/’2’
donde   se define como
(r)  =  f dr’p(r’)w(r  —  r’I).                 (2.18)
Para  fases homogéneas este funcional  recupera  por construcción  la termodinámica  correc
ta,  además  de  dar  una  descripción  muy  buena  de  la  estructura  del fluido  inhomogéneo;
predice  la  localización  de  la  transición  fluido-sólido muy  cercana  a  los resultados  de  si
mulación,  y, aplicada  a la  interfase  pared-fluido,  da  una  estructura  del perfil  de densidad
p(z)  y  valores  de  la  tensión  superficial,  ‘y, más  próximos  a  las  simulaciones  que  los de
otras  teorías  [158, 49, 155].
2.3  Otros  funciónales  clásicos
En  esta  sección daremos  algunos  ejemplos  de otros  funcionales  clásicos.  Para  una  infor
mación  más  detallada  véase  Evans  en  [50].
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Aproximación  de  la  densidad  promediada  (WDA)  según  Curtin  y  Ashcroft
Siguiendo  la  misma  filosofía de  evaluar  la  energía  libre  de  exceso  por  partícula  en  una
densidad  promediada,  Curtin  y Ashcroft  han  desarrollado  un funcional  en el que la  den
sidad  (r)  se calcula convolucionando  la  densidad  local con un peso que  no se aproxirna
por  un desarrollo  en densidades  [28] (véase  (2.10)).  Este  se calcula otra  vez  imponiendo
la  restricción
hm  {62Fex[p]  } = c2ri  —  r2).              (2.19)
p(r)—*p     Op(ri )ap(r2)
En  transformada  de  Fourier esta  ecuación  se convierte  en una  ecuación  diferencial  para
Z(k;  p)  (la  transformada  de Fourier  del  peso),  que tiene  la forma
—2(k;  p)  2’(p)i(k;  p) +4 [‘(p)t2(k;  p)],        (2.20)
con  la condición  i5i(k =  0, p) =  1 proveniente de la  normalización  del peso.  Aunque  esta
teoría  evita  el desarrollo en densidades  el costo computacional  se incrementa  porque  hay
que  resolver  una  ecuación  diferencial  no lineal  para  cada  k.  Este  funcional  predice  pon
éxito  las densidades  de la transición  fluido-sólido [28] y la estructura  y tensión  superficial
de  la interfase  sólido-líquido [26, 27]. Además  tiene  laventaja  añadida  de  que puede  ser
extendido  a  una  mezcla binaria  introduciendo
=   f dr’w (r  —  r’I; 1(r),  2(r))  pj(r’),              (2.21)
donde  las  transformadas  Fourier  de los  pesos w11, w12 y w22 se calculan  a  través  de  un
sistema  de tres  ecuaciones diferenciales no lineales de primer orden análogas a la ecuación
(2.20),  que  se obtienen  de  la  restricción  análoga  a  (2.19), pero  esta  vez  teniendo  como
dato  las funciones  de correlación  directa  c(r;  pi,  P2)  y el exceso de energía  libre
ex[p1p2]  =  fdrpi(r)i(i,_p2),                (2.22)
con  ¿W(1,  2)  el  exceso de energía  por  partícula  de la  especie i.
Teorías  de  líquido  efectivo
Las  teorías  de  líquido  efectivo parten  de  aproximar  la  energía  de  la  fase  inhornogénea
por  la  de  la  fase uniforme  evaluada  a  una  densidad  ,  que  se calcula  estableciendo  una
aplicación  entre  la  termodinámica  y  la  estructura  de  la  fase  inhomogénea  y  la  de  un
líquido  efectivo.
La  aproximación  modificada  de la  densidad  promediada  (MWDA),  desarrollada  por
Denton  y  Ashcroft  [32], es una  de  estas  teorías.  En  ella  el  exceso de  energía  libre  por
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partícula  de la fase  inhomogénea  es igual al  de la  fase homogénea,  pero  evaluado  en una
densidad  uniforme  efectiva  es  decir
F:[P]  =                               (2.23)
Se  postula  que  esta  densidad  efectiva sea  calculada  a través  de la  ecuación
=  w(r-r’k»),                      (2.24)
donde  N  =  f  drp(r)  y  «•))  =  f  drp(r)  f dr’p(r’)  ••.  La  función  peso  se especifica
requiriendo  que  (2.23) genere la  conocida función de correlación directa,  lo cual da  como
resultado
w(r;p)  =  2’(p)  [_1c(2)(r;P)  +                       (2.25)
Este  funcional  es muy  fácil de  implernentar  y ha  sido  aplicado  con  éxito  al  estudio  de
la  transición  de  solidificación  [32]. Se puede  demostrar  (véase  Evans  en  [50]) que  esta
aproximación  es  equivalente  a  truncar  hasta  segundo  orden  el  desarrollo  en  densidades
de  la energía  libre de la  fase inhomogénea,  por lo que el nivel de descripción que  se hace
de  los perfiles  de  densidad  de  las interfases  es más  pobre  que  el de  las teorías  descritas
anteriormente.
Como  ejemplo  de  otra  teoría  de  líquido  efectivo  podemos  citar  la  aproximación  ge
neralizada  de líquido  efectivo  (GELA)  [79]. Esta  aproximación  parte  de la  forma exacta
del  exceso  de  energía  libre  en función  de la  función  de  correlación  directa:
ex[p]  =  —  f  daf  da  c2(r,r’;  [a’p]))).             (2.26)
En  el límite  homogéneo esta  ecuación  se reduce  a
r    e’    pc
=  _Jsj  dr]  da]  da’c(2)(r,a’p).             (2.27)
o     o
Exigiendo  la  igualdad  de  las  ecuaciones  (2.26) y (2.27) se obtiene  una  densidad  efectiva
6i  definida  por
1
/3,  =                        (2.28)
w(r,r’;[p])     fdafd&c(2)(r,rF;[alp]).             (2.29)f dr f0 da  f  da’c(2)(r; a’p,)
El  próximo  paso es imponer  la  condición
ex[p]  =  — f  da  f  d&((c2r  — r’  /32[a’p])»,           (2.30)
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donde  P2 se  define  como la densidad  que Cumple la  ecuación
((c(2)(r,  r’,  [p]))) =  ((c(2)(r  -  r’  p2[p])))•               (2.31)
Igualando  (2.30) y (2.27) y haciendo  la  suposición   =  se  obtiene  la  ecuación  (2.28)
con  un  peso  definido  por
1       í.a  ,(2           if0daj0dclc‘(r—rj;pi[ap])
w(lr  —  r   [pl) =  —Pi                                     (2.32)
donde  W  =         está definido por  (2.30) con  P2 =  i  calculada  a  través  de
las  ecuaciones  (2.28) y (2.32).  Como se deduce  de la propia  construcción  de  la teoría,  la
segunda  derivada  funcional del exceso  de energía libre según esta  aproximación  recupera
en  el límite  uniforme  exactamente  la  función  de  correlación directa.  Los resultados  que
arroja  esta  teoría  en  el  estudio  de  la  solidificación  son  los  que  más  se  acercan  a  las
simulaciones  de entre  todos  los funcionales  clásicos  propuestos  [79]; sin embargo  es muy
difícil  de implementar  para  perfiles que no pueden  ser parametrizados  (como los perfiles
de  un  interfase).
La  ecuación  de  estado  del  sólido  de  esferas  duras:  un  desplazamiento  pa
rabólico
Uno  de  los criterios  más  usados  para  distinguir  la  validez de  los funcionales  clásicos es
la  comparaciÓn de  la  ecuación  de  estado  del  sólido  de  esferas  duras  que  se  predice  a
través  del  funcional  con  los resultados  que  se  obtienen  de la  simulación.  Sin  embargo
este  criterio  puede  ser  engañoso  ya  que,  como  se  demuestra  en  [70], el  conjunto  de
funcionales  del  tipo  de  densidad  efectiva  lo cumplen  para  un  sistema  de  esferas  duras,
donde  la  transición  fluido-sólido es  de  primer  orden  muy  fuerte,  y  sin  embargo  todos
son  incapaces  de  describir  un  sólido  donde  las  moléculas  interaccionan  a  través  de  un
potencial  repulsivo  “blando”  v(r)  --.  Por  otro  lado  en  [130] se  muestra  un  método
de  obtención  de  la  rama  termodinámica  del  sólido  (tanto  del  exceso  de  energía  libre
como  de  la  ecuación  de  estado)  que  difiere  del  método  de  los  funcionales  clásicos  en
que  no se usa  de  forma explícita  como dato  la información  de  la función  de correlación
directa,  y consiste  en realizar  un simple desplazamiento  parabólico  de la  rama  del  fluido
para  obtener  la  correspondiente  al  sólido.  Este  método  da  como resultado  ecuaciones
de  estado  del  sólido  comparables  en  precisión  con  las  que  se obtienen  a  través  de  los
funcionales  clásicos.
Describiremos  a  continuación  dicho  método.  Uno  de  los  primeros  funcionales  pro
puestos  para  el estudio  de la fase sólida fue el obtenido  a través  de un simple desarrollo  en
densidades  hasta  segundo orden  de la  densidad  de exceso de energía  libre 4(p) alrededor
de  la densidad  del sistema  uniforme Po [48], es decir
s(p)  =  L(po)+4(po)(p—po)  +  (p)(p_p0)2  —   p(2)(G;p0)  (2.33)
C5O
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siendo  G  los  vectores  de  la  red  recíproca  y  PG  las  componentes  de  Fourier  del  perfil
de  densidad.  La  primera  aproximación  de  líquido  efectivo  (ELA)  [6] se  llevó  a  cabo
mediante  la  elección  de Po =  p  (p es  la  densidad  media  del  sólido),  y la  evaluación  del
promedio  en  densidades  de  la  función  de  correlación  directa  (el  último  término  de  la
ecuación  (2.33))  en  una  densidad  efectiva ,  es  decir
s(P)  =  L(p)  —   p(G;).                 (2.34)
GO
Esta  densidad  se elegía de  tal  modo  que el módulo  del  primer  vector  de la  red  recíproca
del  sólido de densidad  media  p coincidiera  con el primer  pico del  factor  de estructura  de
una  fase fluida  de densidad  .  Este  criterio  es prácticamente  equivalente  a imponer
9:p2(2)(G;)GO           =0                      235
En  versiones  más  sofisticadas,  como la  aproximación  MWDA,  la  densidad  efectiva  se
elige  según la  ecuación  (2.24), que  puede  ser  reescrita  como
(  -  p)pLW()  =      p(G;  ).                (2.36)
GO
Si  se intenta  hacer una  versión híbrida  entre  la condición de elección de  en la  aproxima
ción  ELA  (ecuación  (2.35)) y la  versión MWDA  (ecuación  (2.36)) se obtiene  la siguiente
ecuación  para  la  elección de  5
—          =0,                   (2.37)
la  cual  puede  ser  reescrita  como
p—p=                             (2.38)
Nos  referiremos  a  esta  aproximación  como  desplazamiento  parabólico  según  la  MWDA
(PS-MWDA).  Si  combinamos  (2.34)  y  (2.36)  se  obtiene  la  energía  por  partícula  del  sólido
en  la  aproximación  que  llamaremos  desplazamiento  parabólico  según  la  ELA  (PS-ELA)
fs()      = LW(p)  +    ‘()(  -  p).              (2.39)
Por  último  otra  aproximación  interesante  es  la  obtenida  de  minimizar  el  desarrollo  en
densidades  del  exceso  de  enería  libre  por  partícula  de  la  fase  uniforme
a[(p)+‘(p)(  -  p)  +  -     —0          (240)
8,5                    .
En  [130]  esta  aproximación  recibe  el  nombre  de  desplazamiento  parabólico  según  la
GELA  (PS-GELA).









Figura  2.1: Exceso de energía en función de la fracción de empaquetamiento.  Se muestra
el  método  de  obtención  del  exceso de energía  de la rama  del  sólido mediante  un  despla
zamiento  parabólico  de la  rama  del  fluido  uniforme.  Línea  continua:  exceso de  energía
del  fluido  uniforme;  línea  de  trazos  cortos:  parábola  construida  a  partir  de  la  primera
y  segunda  derivada  de  la  energía  del  fluido uniforme  en  un  punto  representado  con  un
círculo  negro  (el cuadrado  indica  el mínimo de ésta.  Se muestran  las curvas  obtenidas  a
través  de las  diferentes  aproximaciones  (PS-ELA,  PS-GELA,  PS-MWDA).
La  aproximación  PS-MWDA consiste  en lo siguiente.  Dados  los valores de la primera
y  la  segunda  derivada  de  M’(p)  en  el  punto  p,  se construye  una  parábola  que  pase
por  este  punto  y  cuyas  derivadas  sean  las  mismas.  Luego,  se  encuentra  el  mínimo
p  —  8  de  esta  parábola.  Finalmente,  la  energía  de  la  rama  del  sólido  se calcula  según
fs(  + 6) =  LP(p).  En  la  aproximación  PS-ELA  se usa  la  recta  tangente  a  LW(p)  que
pasa  por  el  punto  p —  6.  La  coordenada  en el  eje de  energías de  esta  recta  en  el  punto
p  determina  un  punto  de  la  rama  del  sólido.  Finalmente  la  energía  del  sólido  según  la
PS-GELA  se  calcula  a  través  de  la  ecuación  f(p)  =  IJ(p  —  6).  Estos  tres  métodos
se  esquematizan  en la  figura  2.1.  Si se usa  la  ecuación  de  estado  de  Carnahan-Starling
¿Wcs  (p)  y  se aplica  la  aproximación  PS-GELA  se encuentra  que  el  exceso  de  energía
por  partícula  del sólido fg(p)  coincide bastante  bien  (salvo una  constante  de integración)
con  la  que  se obtiene  a través  de  las simulaciones.
Los  resultados  que se obtienen  utilizando  la  aproximación  PS-GELA  en  la  ecuación
de  estado  del sólido  Z  =  /3P/p  =  pf(p)  +  1 están  muy  próximos  a los de la  simulación
de  esferas  duras.  No obstante,  las  aproximaciones  PS-ELA  y  PS-MWDA  reproducen
casi  de forma  exacta  los resultados  obtenidos  según las  aproximaciones  ELA y  MWDA.
Hay  que destacar  que estas  aproximaciones  no requieren de la minimización  de la  energía
con  respecto  a ningún  parámetro  variacional.
El  hecho  de que  las ramas  termodinámicas  del fluido  y del sólido estén  relacionadas
a  través  de  la  transformación  de  desplazamiento  parabólico  parece  ser  accidental,  sin
ninguna  trascendencia  física.  Lo  que  es importante  es que  refleja  la  insensibilidad  del
Fraccion  de empaquetamiento
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fenómeno  de  solidificación de  esferas  duras  a  los detalles  tenidos  en  cuenta  en  la  cons
trucción  de  los funcionales  de  la  densidad.  El  éxito  particular  de  los  funcionales  en  la
predicción  de  la  transición  fluido-sólido en  un  sistema  de  esferas duras  (a  diferencia  de
un  sistema  con interacción  “blanda”)  puede  ser un resultado  de la  propiedad  empírica  de
este  sistema  (el desplazamiento  parabólico),  que  permite  manipular  cualquier  desarrollo
de  la  energía  hasta  segundo  orden  que  garantice  buenos  resultados.  Por  ello,  basar  el
éxito  de  una  teoría  sólo en  este  requerimiento  puede  ser  un  criterio  engañoso,  y  quizás
haga  falta  una  versión  más  fundamental  de  la  teoría,  que  parta  de primeros  principios.
Un  ejemplo  de  los  funcionales  cuya  construcción  parte  de  un  principio  fundamental,
como  es  la  geometría  molecular,  son  los funcionales  según  la  TMF,  que  veremos  en  la
siguiente  sección.
Otro  fallo de  las  teorías  de  líquido  efectivo es  su  incapacidad  de  predecir  correcta
mente  la  termodinámica  de  un  sólido  bcc  [173].  La  razón  es  que  la  red  bcc  se parece
localmente  mucho  menos  a  un  líquido  que  la  fcc.  Esto  pone  una  cota  al  partido  que
puede  sacarse  de  la  información  de la  termodinámica  y la  estructura  de  la  fase fluida.
A  pesar  de todo,  las  teorías  clásicas del  funcional  de  la  densidad  resuelven  también
una  serie  de  problemas  donde  los detalles  en  la  construcción  del  funcional  son  muy im
portantes.  Por  ejemplo,  algunos  de  ellos  (véaser  Evans  en  [50]) han  tenido  un  rotundo
éxito  en  la  predicción  de  los perfiles de  densidad  de  una  interfase  o de  un  fluido  inte
raccionando  con  una  pared,  así  como de  magnitudes  termodinámicas  como la  tensión
superficiaL
2.4  Teoría  de  Medidas  Fundamentales  (TMF)
2.4.1   Formalismo  general
La  hipótesis  básica en  esta  teoría  es que  la parte  de exceso del funcional  de energía  libre
de  Helrnholtz  para  un  sistema  multicomponente  de  partículas  duras  es de la forma  [128]
Fex[{p(F)}]  =  fdr({nü(r)}),                  (2.41)
donde  /31  =  kBT  y  la  densidad  de  energía  libre   es una  función  de  un  conjunto  de
densidades  promediadas
na(r)  =  fpi(r1)w(r_r1)dr’,                  (2.42)
siendo  p (r)  la  densidad  de  la  especie  i,  Las  densidades  promediadas  n,  son  etiqueta
das  de  tal  forma  que  sus  dimensiones  son  [no] =  (vo1umen)(Ü_))/)  (D  es la  dimensión
del  espacio),  y pueden  ser  magnitudes  escalares,  vectoriales  o tensoriales.  En  la  forma
original  de  la  TMF  a  estas  densidades  promediadas  les fue  asignado  un  significado  ge
ométrico  relacionado  con  las  “medidas fundamentales”  de  un  cuerpo  convexo; además,
debían  cumplir,  en el  límite  homogéneo,
n  =                         (2.43)
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donde  los R°  son  los invariantes  geométricos  de  un cuerpo  (en  D =  3 serían  R°  =  1,
=  radio  medio,  R2  =  superficie  y R3  =  volumen  del  cuerpo  i).  Las  constantes
de  normalización  i  son  elegidas usualmente   =  =  1.  Por  lo  tanto,  a  debe  estar
en  el rango  0, 1, ...,  D,  habiendo,  pues, un  número  finito de  densidades  promediadas  que
entran  en  la teoría.
Para  determinar  la  función  4  debemos  darnos  cuenta  de  que  tiene  dimensiones  de
(volumen)—’, por lo que  debe  consistir  en  una  combinación lineal  de términos  escalares,
todos  ellos con  la misma  dimensión que  1.  Por  otro  lado,  la  existencia  de  un  desarrollo
del  vinal  implica  que   debe  ser una  función  analítica  de  las n,  y  los coeficientes  de la
combinación  lineal  deben  ser funciones  analíticas  de  la  única  densidad  promediada  sin
dimensiones,  D•  En  consecuencia,   viene  dada  porla  expresión
=                   Al...k(nD)nj  k’             (2.44)
k=1  k1+”+Qk=(k—1)D
con  a1, ..  .  ,  aJ   D —1, donde se ha  supuesto que las densidades  promediadas  de carácter
vectorial  o  tensorial  deben  aparecer  como productos  en combinación  escalar.
Se  deben  determinar  ahora  los pesos w.  Para  ello se usa la  definición del funcional
de  correlación  directa,
—     822.ex[{p(r)}]                     (245)
c23(r, r)  —   6p(r)p(r’)
Introduciendo  en  ella la  expresión  del  funcional de  la  energía  libre  (2.41) se obtiene
c(r)  =  —   f  dr”0    (r”)w(r  —  r”)w(r’  —  r”).         (2.46)
En  el  límite  uniforme  este  funcional  se reduce  a la  función  de  correlación  directa  para
una  mezcla, o sea,
_____  ()  ()c(r)  =            w ® w  (r),                  (2.47)
cy
donde  ® denota  la  convolución
®  w(r)  fdr’w(r’)w(r  —  r’).               (2.48)
En  el límite  de baja  densidad,  la  función de correlación directa  se reduce a  la función  de
Mayer  f(r).  De acuerdo  con la  ecuación  (2.47) tenemos  en este  límite
f(r)  =   aw®w(r),                   (2.49)
a+y=D
siendo  ç5  constantes  que nos  permiten  elegir libremente  la  normalización  de  los pesos.
El  requerimiento  a  +  ‘y =  D  en la  ecuación  (2.49) proviene  de la  hipótesis  hecha  sobre
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las  dimensiones  de  na:               esla única  combinación  de los pesos  que carece
de  dimensión  y, por  lo tanto,  la  única que  puede  aparecer  en  la  expresión  de fj.
La  ecuación  (2.49) es la  condición que  debe  cumplir  la función  de  Mayer del sistema
de  cuerpos  duros  para  que la TMF  pueda  ser formulada.  Si somos capaces de determinar
su  descomposición  en  productos  de  pesos  de  una  partícula,  entonces,  como veremos  a
continuación,  el  resto  del  formalismo  se  puede  llevar  a  cabo  de  forma  inmediat.  No
obstante,  esta  descomposición  (con  un  número  finito  de  términos)  no existe  para  cual
quier  cuerpo  duro  en cualquier  dimensión espacial  [176, 132]. Por  ejemplo, aunque  puede
encontrarse  para  esferas duras  [128], para  discos duros  (D  =  2)  se necesita  una  serie  in
finita  de términos  (sólo de forma  aproximada  la  ecuación  (2.49) puede  ser  reemplazada
por  una  suma  finita  de  términos  [129]).
Las  ecuaciones  (2.47) y (2.49)  muestran  una  limitación  de  esta  teoría:  la  función  de
correlación  directa  tiene  el mismo rango que la función  de Mayer,  lo cual es falso, aunque
es  una  aproximación  suficientemente  buena  [46].
Quedan  por  determinar  los coeficientes  Aal...Ük  (nD)  en  la  expresión  (2.44).  Esto  se
lleva  a  cabo  de  la  siguiente  manera.  Para  el  fluido  uniforme  el  exceso  de  potencial
macrocanónico  puede  expresarse  en  términos  del  exceso de  presión,  pex  =  p  —
como
çlex  =  _pexv  =  (,6’no  —  P)v,                   (2.50)
donde  y  es el volumen delsistema.  Este  potencial  puede  también  ser expresadoa  través.
del  exceso de  energía  libre  y del  exceso de potencial  químico  como
çex  =  jrex  —                 =Jex  —     ____  =    —          (2.51)
donde  N  es el  número  de  partículas  de  la  especie i.
De  las  ecuaciones  (2.50) y  (2.51) obtenemos  la  siguiente  ecuación  exacta  para  P:
/3P  =  no  —   +                      (2.52)
El  segundo  paso  es  imponer  la  condición  básica  de  la  teoría  de  la  partícula  escalada
[125,  127], es decir
PV,  cuando  V  —+ oo,                    (2.53)
siendo  V  el  volumen  de  la  partícula  de  la  especie i.  Esta  condición  proviene  del hecho
de  que  la  magnitud  ,u  expresa  el  trabajo  requerido  para  insertar  una  partícula  de  la
especie  i  dentro  del fluido.  Como  el exceso de potencial  químico  viene dado  por
=        =1                       (2.54)
el  término  dominante  cuando  V  —+ co  es
(2.55)
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Teniendo  en cuenta  la  ecuación  (2.55) obtenemos  para  la  presión  la  ecuación
/3P =  --.                           (2.56)
Hay  que tener  en cuenta  que esta  relación es aproximada  (procede del término  doniinante
de  un  desarrollo  asintótico).
Las  ecuaciones  (2.52) y  (2.56) implican
0Ç
—+na——+no=     .                   (2.57)
Sustituyendo  (2.44)  en  (2.57) obtenemos  un  sistema  de  ecuaciones  diferenciales  ordi
narias  para  las  funciones  Al...Ük  (72D)  que  puede  ser  resuelto  salvo  unas  constantes  de
integración.
El  último  paso,  la  determinación  de  estas  constantes,  se  lleva  a  cabo  mediante  el
requerimiento  de  que  la  función  de  correlación  directa  derivada  a  través  del  funcional
tenga  el  desarrollo  correcto  en  densidades,  o sea,
C    O—O  +pk/  +•..,                  (2.58)
donde,  o—o  denota  la  función  de  Mayer  de  las  partículas  i  y j,  y los círculos  negros
representan  a  integración  sobre las  correspondientes  variables  espaciales.
2.4.2   TMF para  esferas  duras
Cuando  este  esquema es aplicado a un sistema de esferas duras en una dimensión (sistema
de  segmentos  duros)  se obtiene  el resultado  exacto  [108, 129]
=  —n0 ln(1 —  ni).                    (2.59)
Este  resultado  fue  el  que  inspiró  la  hipótesis  (2.41)  en  la  construcción  del  funcional
según  la  TMF  [109].  La  aplicación  del  formalismo  para  un  fluido  de  esferas  duras  en
tres  dimensiones  da  como resultado  la  siguiente expresión  para  la  densidad  de exceso de
energía  libre:
=      +     + 3),                  (2.60)
=  —n0 ln(1 —  723),                    (2.61)
(3)  =  n1n2—n1•n2                     (2.62)
1—723
(3)  —   —n2(n2.n2)                   2 63
—     8ir(1—n3)2   .
Los  pesos  escalares  vienen dados  por
w’(r)  =  e(R  —  r),                     (2.64)
=  6(R  —  r),                      (2.65)
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y,  cuando  D>  1,
w’(r)  =      —                         (2.66)
los  otros  tres  pesos  en  D =  3  son
(2)w°(r)  =   47rR  ‘                        (2.67)
(2)  
=                         (2.68)
(2)í   
w’(r)  =  W1’)                        (2.69)
4irR
La  función  de correlación  directa  que se obtiene  es la  correspondiente  a la  aproximación
de  Percus  Yevick  [110] expresada  en  una  forma  geométricamente  significativa:
c(r)  =  [x° +  +   +          (2.70)
donde  V(r),  S(r),  R(r)  y  f(r),  son,  respectivamente,  el volumen,  el  área,  el  radio
medio  y menos la  función  indicadora  (la función  de Mayer) de  la región  de solapamiento
entre  dos  esferas  de  radios  R  y  R.  Una  característica  importante  de  esta  teoría,  que
la  diferencia  de  las  teorías  clásicas,  es que  la  función  de  correlación  directa  no  es  un
ingrediente  básico  para  su  construcción,  sino más  bien  un  resultado  final,  e  incluso  se
pueden  calcular  las  funciones  de  correlación de  órdenes  superiores  [135].
Para  D  =  2,  como se  ha  dicho,  la  función  de  Mayer  no  puede  ser  descompuesta
en  una  suma  finita  de  productos  de  funciones  que  involucren  la  geometría  de  una  sola
partícula.  Sin  embargo,  teniendo  en  cuenta  el  resultado  que  se  obtiene  según  la  teoría
de  la  partícula  escalada  para  el  fluido  homogéneo  en  D  =  2  y  haciendo  una  extensión
natural  de  las  densidades  de  energía  libre  en  D  =  1  y D  =  3  se  obtiene  una  expresión
que  muestra  un  gran  acuerdo  con los resultados  de simulación para  un sistema  de  discos
duros  [129]:
=  2)  +  42)                       (2.71)
2)  =  —n0 ln(1 —  n2),                   (2.72)
(2)  —      —  .                       273
2   —   4ir(1—n2)
y  una  expresión  para  la  función  de  correlación  directa  similar  a la  de  esferas duras:
c(r)  =  °fii(r)+   +   (r),             (2.74)
donde  los símbolos  tienen  el mismo  significado que  los de  la  ecuación  (2.70) pero  para
D  =  2,  y el término  f(r)  es sólo una  aproximación  de la  función  de  Mayer  [43, 18].
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2.4.3  TMF  para  cubos  duros  paralelos
Aplicaremos  ahora  el formalismo de  la TMF  para  obtener  un  funcional  para  un  sistema
de  cubos  duros  paralelos  (CDP).  Los CDP  proyectados  en  una  dimensión se convierten
en  un  sistema  de  segmentos  duros,  para  el  cual el  funcional  exacto  es el de  la  ecuación
(2.59).  Veamos  cómo se aplica  el formalismoen  dos  y tres  dimensiones.
Cuadrados  duros  (2D)
La  función  de Mayer de  dos  cuadrados  duros  paralelos  viene dada  por
f(r)  =  —B(o  —  x)8(o  —  y),                  (2.75)
con  cr  (o- + a)/2,  siendo a,  el lado  del  cuadrado  de la  especie i.  La transformada  de
Fourier  de  cada  función escalón  que entra  en  la  ecuación  (2.75) se pueden  escribir  como
+                       2f  dxexp(ikx)e(a  —  x)  =   sin ak  =  (k)((k)  + (k)((k),       (2.76)
donde
a            cr
r(k)=srn—--,  (k)=cosk                 (2í7)
son  las  transformadas  de  Fourier  de las  medidas
=  e (  —    ,  ((x)  =  8  (  —    .             (2.78)
De  acuerdo  con  esto, la  función  de  Mayer  (2.75) puede  ser escrita  como
—f(r)  =  ® w°(r)  +  ® w2(r)  +  ® w’(r)  —  w  ® w’(r),  (2.79)
donde
w(O)(r)      ç(x)((y),                            (2.80)
(1)w  (r)     (Oj(x)’rj(y), T(X)(i(y))  ,                 (2.81)
w’(r)     u.  u  (1, 1),                   (2.82)
w  (r)      Tj(X)Tj(y).                            (2.83)
Con  estos pesos  podernos definir las densidades  promediadas  de acuerdo  con la  ecuación
(2.42).  En  el  límite de  fluido uniforme  se obtiene
(no(r)ni(r)ni(r)n2(r))   (eo,e1u,2e1,e2),             (2.84)
donde
                     (2.85)
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de  acuerdo  con  la ecuación  (2.43).
Para  este  conjunto  de  densidades  promediadas  la ecuación  (2.44) se convierte  en
=  an0  + a1n  + b1n1  n,                    (2.86)
que  sustituida  en  la ecuación  (2.57) da lugar  al siguiente  sistema  de  ecuaciones  diferen
ciales  ordinarias  de  primer  orden:
1            a1          b1
a  =      ,  a’  =      ,         =                      (2.87)
1—n2       1—n2       1—n2
(las  tildes  denotan  derivadas  con  respecto  a  u2), cuya  solución  viene  dada  por
a0  =  d0 —  ln(1  —  n2),  a1 =  ______         Ci  ,            (2.88)
1—ri2       1—n2
d0,  d1 y  e1 son  constantes  de  integración.  El  valor  de  d0 se determina  a  través  de  la
condición  de  igualdad  a  cero  del  exceso  de  energía  libre  por  partícula  en  el  límite  de
densidad  cero,  o sea,
Tex0  =  limB—  =  hm—  =  d0.                    (2.89)
p—0  N    p—+o n
La  determinación  de  las  restantes  constantes’ de  integración  requiere  del  ‘cálculo de  la
función  de  correlación  directa  del  fluido uniforme  a  través  de  la  derivada  funcional  del
exceso  de energía  libre  (2.45).  Este  cálculo da  como resultado:
—c(r)  =  1  2  {2)  ® w°(r)  +  ® w(r)  +  2d1w° ® w(r)
+   2e1w  ®w’(r)}  +  (2d1 +el)(1  2  {2)  Øw(r)  +w  ®w2)(r)}
+   [(1O    + (2d1 +  e1) (14)3]  c42  ® w2(r).                  (2.90)
El  límite  de  baja  densidad  de  esta  ecuación  es
—(r)   ® w°(r)  +   ® w(r)  +  2d1w  ® w(r)  +  2e1w’  Ø w(r).(2.91)
Comparando  las  ecuaciones  (2.75)  y  (2.91)  obtenemos  d1  =  1/2  y  e1  =  —1/2.  Estos
resultados  determinan  de  forma  cómpleta  el  funcional  (2)  como
2
711—ni•ni/  =  —n0 ln(1  — 712) +           .                 (2.92)
— fl)
Reemplazando  en  la  ecuación  (2.90)  los  valores  de  las  constantes  obtenidos,  y haciendo
uso  de
Ti  0  T(U)  =   — u),                    (2.93)
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con
L(u)  {aii  —       ‘                     (2.94)
—  ju,  Iu > ),
y  )jj  oj  —  a/2,  se obtiene  la siguiente expresión para  la función de correlación  directa
del  fluido  uniforme:
c.(r)  [x°  + 1Si(r)  +               (2.95)
donde
=    1,                               (2.96)
(2)  = (1e2)2  +2Ç?
—   (1 _2)2  (1 —e2)3’
y
S(r)  =  —[L(x)                  (2.99)
V(r)  =                      (2.100)
Se puede notar la similitud entre las ecuaciones (2.70) y (2.95). De hecho, V(r) y S(r)
son el área y la longitud media (proporcional al perímetro) de la región de solaparniento
(un rectángulo) de los cuadrados i y j,  cuyos centros estan separados por el vector .
Cubos  duros  (3D)
La  función  de Mayer de dos  cubos paralelos  es
f(r)  =    —e(aj —       —       —  z),            (2.101)
y, de acuerdo con (2.76) y (2.77), puede ser descompuesta como
—f(r)  =  ®  w°(r)  +  ® w(r) +  ®  w’(r)  +  w’  ®  w2(r),  (2.102)
donde  los pesos  se definen como
u(O)  (r)     (j(x)Cj(y)((z),                                 (2.103)
w’  (r)      (x)((y)((z),  ((x)r  (y)(j(Z),  ( (X)i(Y)Ti(Z)),      (2.104)
w2)(r)     (((x)r(Y)T(z)  r(x)((y)(z),  T(X)r(Y)((z))      (2.105)
(3)w  (r)  E  T(X)T(y)T(Z).                                 (2.106)
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Definiremos  dos  pesos más:
(1)         (1)       (2)         (2)w  (r) u w  (r), w  (r) u w• (r), u  (1, 1, 1),       (2.107)
ya que los necesitaremos posteriormente. S definen las densidades promediadas de la
misma forma que en (2.42), cuyo límite uniforme s
(no(r)ni(r)n2(r)n3(r))  (o,1u,2u,3)            (2.108)
(por lo que ni(r),n2(r)  —  3i,3),  con
                 (2.109)
De  acuerdo  con estas  definiciones la expresión  en densidades promediadas de la densidad
de energía libre (2.44) queda
=  an0  + a1n1n2 +  b1n1 .  n2 +  a2n  + b2n2n2 .  n2 +  cn2     n2,       (2.110)
donde,  dado  un  vector  y  =  (vr,  v,  va),  hemos  definido  y  .  V  V  v  +  Vy  +  v.  El
término  proporcional  a c no  aparece  en las expresiones  que se obtienen  para  el funcional
de  esferas  duras  [128] (véase  la  sección 2.4.2).  Esto  es lógico, ya  que  este  término  no
es  invariante  frente  a  rotaciones,  lo  cual  es  una  condición  requerida  para  el. sistema
de  esferas  duras.  Sin embargo  el  sistema  de  cubos  paralelos  no  es invariante  frente  a
rotaciones  y  sí lo es frente  al  intercambio  de  ejes del sistema  de  referencia,  simetría  que
posee  dicho  término.  Los términos  proporcionales  a  a2, b2 y  c son  los únicos  términos
de  orden  tres  independientes,  y  cualquier  otro  se  obtiene  como una  combinación  lineal
de  éstos.




a’ =  1‘‘  ¿4 = 1                          (2.111)
2a2         2b         2ca2=        b2=        c=1—n3’      1—n3’     1—n3’
cuyas oluciones son
a0  d0 — ln(1 — n3),
d1           e1a1 = 1     ,   b1 = 1                           (2.112)
—    d2     b      e2      — 6a2 — (1 — n3)2’ 2 — (1 — n3)2’  — (1  n3)2’
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siendo  d0, d1, e1,  d2,  e2 y  6  constantes  de  integración.  Análogamente  al  caso  D  =  2,
tomando  el límite de densidad  cero se obtiene d0 =  0.  Para  determinar  las restantes  cons
tantes  hay  que  calcular  la  función  de correlación  directa  del  fluido uniforme  insertando
(2.110)  en  (2.45).  De acuerdo  con (2.112) se obtiene
—c  =   1   {w3)  ®     +     ®     + d1 (w1)  ®     +     ®
+  e1 (w1)  ®     + w  ®  w’))  } + (1C2    {2(9d2 +  2e2)w2  ®
+  6(e2 +      ®w  +  (3d1 + e1)  (w’)  ® w  +     ®w)  }
+  [(3d1 +  1) (1   e)2 + (9d2 +  3e2 +6)  (1e)3]  (w2)  ®  w  +  w    w2))
  [iCO     + (3d1  +  ei)  (1—C:)3  +  (3d2  +  e2) (i_)4]   ®      (2.113)
(donde  por  claridad  se  ha  omitido  la  dependencia  en  r).  El  límite  de  baja  densidad  de
esta  ecuación  es
—c(r)            ® w°(r)  +      ® w3(r)  +  d1  (‘)  Ø  w2(r)  +      ®
+  e  (w7)®    (2)()  +w2)  ®  w(r)),                              (2.114)
que,  al  compararlo  con  (2.102),  permite  deducir  d1  =  O y  e  =  1.  A  diferencia  del  caso
D  =  2,  4  no  queda  determinada  todavía;  quedan  tres  coeficientes  por  calcular.  Por  lo
tanto  hay  que  hacer  uso  del  siguiente  orden  en  el  desarrollo  en  densidades  de  la  función
de  correlación  directa  (véase  la  ecuación  (2.58)),  o  sea,  hay  que  calcular  el  diagrama
 =fj(r)fk®fk(r).                           (2.115)
La  convolución  en  la  parte  derecha  de  la  ecuación  anterior  factoriza  en  tres  integrales  de
la  forma
f  e(  —  t)e(  —  u  — ti)  dt  (u  =  x,  y,  z).               (2.116)
Estas  integrales  pueden  ser  calculadas  de  la  misma  forma  que  se  hizo  en  (2.93)  (reem
plazando  a/2  y  a/2  por  jk  y  a  respectivamente).  De  esta  forma  obtenemos
=  f(r)[a  +  L jj(x)][ak  +  Ljj(y)][ak  +  L(z)},             (2.117)
que  insertado  en  (2.58)  da  como  resultado
—c(r)  =  —f(r)  — Csf(r)  +  3C2R(r)  +  3CiS(r)  +  Col(r)  +  0(p2),       (2.118)
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con
R(r)  =  —[L(x)  + L(y) + L(z)]f(r),                (2.119)
S(r)  =   + L(x)L(z) +     (2.120)
l4(r) =                           (2.121)
que  en términos  de los pesos  tienen  la  forma
 =   {w  ®    +    ®    + (2)    (2) —  (2)  ®  w2)  },    (2.122)
=   {w                             (2.123)
(3)    (3)=  w  ®w  .                                          (2.124)
Por  otro  lado, la  ecuación  (2.113) tiene el siguiente desarrollo en densidades  hasta  primer
orden:
—c  =  —f  —  e3f  + 2  {w3)  ®   +   ®
+  2(9d2 + 2e2)w2  ®    + 6(e2 + 6)w2  ® w  }
+  3e1S  +  eoVii.                                  (2.125)
Comparando  esta  ecuación  con  (2.118),  (2.122),  (2.123)  y  (2.124)  obtenemos  2(9d2 +
2e2)  =  1  y  6(e2 +  6)  =  —1, cuyas  soluciones  son  d2 =  5/54  +  26/9  y  e2 =  —1/6 —  6.
Queda  finalmente  por  determinar  6.  Este  parámetro  se  obtiene  a  través  del  requeri
miento  de  que el  funcional  tenga  una  correcta  reducción  dimensional,  que  se verá  en  la
siguiente  sección.  No obstante,  para  el  fluido  uniforme  la  dependencia  en  6 se cancela
y  obtenemos  la  siguiente  expresión  para  la  energía  libre  por  unidad  de  volumen de  una
mezcla  homogénea:
=  oln(1  -)  +       +(1 _3)2’              (2.126)
así  como la  función  de correlación  directa
c(r)  =  [0)  +   +  x2S(r)  +         (2.127)
con
x    =   1—e3                                    (2.128)
=  (1_3)2’      2                          (2.129)
(2)            +    ‘2                          p2130
(1  _3)2  (1  e3)3
6
=         +  UÇ1Ç2  +        .             (2.131)(1 _3)2  (1 _3)3  (1 _3)4
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2.4.4   Reducción  dimensional
Por  construcción,  las teorías  del funcional  de la densidad  son  apropiadas  para  el  estudio
de  fluidos  inhomogéneos.  La  típica  inhomogeneidad  en  la  cual  las  diferentes  teorías
prueban  su  validez es la  correspondiente  a la fase sólida,  aunque  no es la  única.  En años
recientes  los fluidos confinados  han  recibido una  gran  atención,  debido  a  los efectos que
produce  el confinamiento  en las propiedades  estructurales  y dinámicas  de éstos,  así como
en  la  marcada  influencia  que  tienen  en  las  transiciones  de  fase.  Pero  es  precisamente
bajo  condiciones  de  gran  confinamiento  cuando  las teorías  del funcional  de  la  densidad
muestran  sus  limitaciones.  Estas  grandes  inhomogeneidades  pueden  llegar  a  reducir
en  la  práctica  la  dimensión  del  sistema;  por  ejemplo,  un  fluido  entre  dos  paredes  muy
cercanas  puede  llegar  a  ser un  sistema  cuasibidimensional;  un  fluido  en  un  poro  muy
estrecho  de geometría  cilíndrica se convierte  en un sistema  cuasiunidimensional,  y la fase
sólida,  en  la  cual  cada  partícula  puede  ser  considerada  como  si estuviese  atrapada  en
una  cavidad  en la que  no queda  sitio para  más  partículas,  puede  considerarse  un sistema
de  dimensión  “cero”.  Está  claro  que  si  le  imponemos  al  sistema  estas  restricciones,
el  funcional  exacto  en  3D  debe  reducirse  a  los  funcionales  exactos  en  2D,  1D y  OD.
Sin  embargo  esta  propiedad  de  reducción  dimensional  no  tiene  por  qué  ser  satisfecha
por  los  funcionales  aproximados;  de  hecho,  ninguno  de  los funcionales  clásicos  (véase
Evans  en  [50]) que  se  construyen  a  partir  de  la  termodinámica  y  la  estructura  de  la
fase  homogénea  satisfacen  esta  propiedad  tan  restrictiva,  ya  que  no  hay  nada  en  su
construcción  que  fuerce a  ello.  Además,  al  contrario  de  lo que  se considera  usualmente
(véase  Evans  en  [50]), este  es un requerimiento  esencial para  predecir  las propiedades  de
la  fase sólida,  ya que,  a pesar  de que se obtengan  resultados  cuantitativamente  correctos
sobre  la  localización de  la transición  de solidificación, el sólido puede  tener  propiedades
no  físicas,  como por  ejemplo  una  densidad  negativa  de  vacantes,  o el  que  no  diverja  la
energía  libre  en el  límite  de empaquetamiento  máximo  [136, 134].
Esferas  duras
La  TMF  para  esferas  duras  en  3 y  2 dimensiones  da  como resultado  las  densidades  de
exceso  de  energía  libre  dadas  por  las ecuaciones  (2.73)  y  (2.63)  respectivamente;  para
D  =  1  se conoce  la  solución  exacta  (ecuación  (2.59));  finalmente,  el  exceso  de  energía
libre  en D  =  O se puede  obtener  por un argumento  estadístico.  Supongamos una  cavidad
en  la  que no  hay  cabida  para  dos  partículas.  Su  función  de partición  en la  colectividad
canónica  será
 1,  N=0,
ZN  =  .  Z1  N  =  1,                       (2.132)
(o  N>2.
La  macrofunción  de partición  es, por  definición,
E  exp(tN)  =  1 +  Ziexp(t),              (2.133)
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donde  p  es el  potencial  químico  que  garantiza  el equilibrio  entre  la  cavidad  y  un  baño
de  partículas.  El número  de partículas  y la  presión  del sistema  se calculan  a partir  de E
según  las ecuaciones
N=a,  /3P=lnE.                      (2.134)ap
Por  tanto,  la  energía  libre  de  Helmholtz  ¡3.F  —/3P +  Í3pN es
=  ln(1  —  N)  +  Nln  [z1(1N)]               (2.135)
Para  calcular  la  parte  ideal de la  energía libre hay que tener  en cuenta  que en un sistema
de  N  partículas  que no interaccionan  y sin restricción  alguna  en el número  de ocupación
de  la  cavidad,  la  función  de  partición  canónica  es  ZN  =  (Z1)N.  Haciendo  uso  de  la
ecuación  (2.133) obtenemos
E  =  exp(Z1e),                        (2.136)
así  que
id_N+NlflN                      (2.137)
por  lo  que  el  exceso  de  energía  libre  (0)            —yex  (usando  las  ecuaciones
(2.137)  y  (2.135))  es
=  N  +  (1 —  N)  ln(1 —  N).                  (2.138)
Este  resultado  depende  sólo del  número  de ocupación  de la  cavidad  N  <  1.
Este  límite  OD (en  el  sentido  de  imponer  un  perfil  de  densidad  compatible  con  una
cavidad  de  volumen  accesible  infinitamente  pequeño,  o sea,  p(r)  =  N8(r)  ) se obtiene
desde  cualquier  dimensión  D  a través  del funcional  [160, 156]
D)  =  f dr  [5iaii]  =  f dra  f drip(r +  rl)wD(IrlI),       (2.139)
mediante  integración  por  partes.  En la  ecuación  (2.139) el argumento  de la  función  (°)
es  ij(r)  =  f  dr’p(r’)e(R  —  r  —  r’),  en lugar  de N;  SD  es el área  de la superficie molecular
(s1  =  2, s2 =  2irR,  s3 =  4irR2),  y la función peso wD(r)  =  s18(R—  r).  De la ecuación
(2.63)  el exceso  de energía  libre  en  dimensión  D puede  ser expresado  como
(D)                                  (2.140)
donde  la  primera  contribución  es precisamente  (2.139).  Para  segmentos  duros  coincide
con  la  forma  exacta  (2.59),  mientras  que  para  discos y esferas  hay  uno  o dos  términos
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adicionales.  Para  que  se obtenga  el  resultado  exacto  (2.138)  en el  límite  OD las  contri
buciones  de los restantes  términos  deben  desaparecer  al imponer  el perfil  p(r)  =  N6(r).
El  término  i’  de la  ecuación  (2.63), que se obtiene  mediante  el formalismo  de la  TMF,
contiene  una  divergencia negativa  en el límite OD [136], “estropeando”  así la contribución
exacta  i.  En  la  referencia [136] se evita  la  divergencia mediante  cambios  “empíricos”
en  i4  en particular  se propone
n(1—2)3                        2141
3,emp — 24(1  —n3)2’
donde   n/n.  El  término       busca un  compromiso  entre  dos  criterios:  el
primero  consiste  en  garantizar  la  máxima  semejanza  con  la  expresión  que  se  obtiene
de  restarle  al  resultado  exacto  °)  el  límite  OD de  la  expresión  f  dr[  +   lo
cual  da  como resultado  fdr3D,  con  =  (1/87r)n(1  — e)2/(1  — n3)2  el segundo
consiste  en  recobrar  el  término   al  hacer  un  desarrollo  de  (2.141)  en   y  truncar
a  segundo  orden.  Esto  garantiza  que  se  recupere  la  expresión  de  PY  para  la  función
de  correlación  directa.  Con  se elimina  la  divergencia  y  se obtienen  valores  para
los  parámetros  de  la  solidificación (las  fracciones  de  empaquetamiento  del  fluido  y del
sólido  en  la  transición,  la  presión,  el  parámetro  de  Lindemann  y  la  concentración  de
vacantes)  excelentes al  compararlos  con los resultados  de  simulación  [1361; sin embargo
no  se recupera  el deseado  límite  OD.
Recientemente  se ha  propuesto  una  forma más  sistemática  de  construir  el funcional
[1601 partiendo  sólo del  requerimiento  de que  éste  posea  una  correcta  reducción  dimen
sional.  La  propuesta  consiste  en  la  elección de  perfiles de densidad  compatibles  con  la
condición  de  “no ocupación  por  dos esferas”  de una  cavidad  D-dimensional.
Para  la obtención  del término   se procede eligiendo el siguiente perfil de densidad:
p(r)  =  N16(r  — ri)  +  N26(r  — r2),  con  — r2  <2R  y N  =  N1 + N2  1.  Cuando  este
1  (1)perfil  se inserta  en  (2.139) para  el caso D  =  1 se demuestra  que 4  / =  , obteniendose
el  resultado  exacto;  cuando  D  >  1 se cumple
(D)  =  (°)(N)  —  — °(N1)  — (°)(N2)],        (2.142)
donde  D(T12) depende  de  la  geometría  de  la cavidad.  El  siguiente  paso  es  buscar  una
contribución  1)  que  cancele  el  término  proporcional  a  eD(r12).  Además,  el  nuevo
término,   debe  hacerse  cero  para  los  perfiles  p(r)  =  N5(r)  y  el  correspondiente
a  dos  funciones  delta  separadas  por  una  distancia  mayor  que  2R.  Esto  lo  cumple  el
funcional  [160]
p          2(D)    ¡    U
=  j  dr  a  i1  drwD(r)PD(rl,r2).            (2.143)
El  núcleo PD(rl,  r2) viene determinado  por el factor geométrico eD de la ecuación  (2.142).
Para  discos y esferas se obtiene
P2(r1,r2)  =  4irR2x(1 — x2)”2sin1(x),  x  =    — r2/R,       (2.144)
P3(r1,r2)  =  87rR3x2(R2—ri.r2).                          (2.145)
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Si  se  define  el  peso  vectorial
wD(r)  =  s’6(r  —                          (2.146)
y  la  respectiva  densidad  promediada  D,  las cóntribuciones  443) y 44  obtenidas  (ecua
ciones  (2.139)  y  (2.143))  coinciden  con  las  expresiones  (2.73)  y  (2.63)  resultantes  de
aplicar  el  formalismo  de la  TMF  (véase la  sección 2.4.2).
De  hecho,  se puede  demostrar  [160] que  el  funcional  4(2)  =  412)  +  44, que pre
tende  describir  un  sistema  de  discos duros,  tiene  el límite  correcto  (0)  para  una  clase
bastate  amplia  de  perfiles  de  densidad.  En  particular  se cumple  para  aquellos  perfiles
compatibles  con  la  descripción  de  cavidades  que  sólo puedan  contener  un  disco  y  que
además  contengan  un punto  (“punto  pivote”)  que siempre solape con éste  para  cualquier
configuración.  Sin embargo,  hay  “casos perdidos”  (perfiles de densidad  compatibles  con
el  límite  OD, pero  que  insertados  en  (2)  no  implican  (2)   4(O)) para  los cuales  las
cavidades  no  contienen  un  “punto  pivote”  (ejemplo:  las  paredes  de  la  cavidad  forman
un  triángulo  equilátero  de  longitud  31/2  <  L/R  <  2(1 + 31/2)).  Si  se  introduce  en  42)
un  perfil  del  tipo  p(x, y) =  p(x)6(y)  se recupera  el  límite exacto  4(1)•
Finalmente  se consideran  los perfiles del tipo  p(r)  =   N5(r  —  r),  con  —   <
2R  y N  =  N1 + N2 + N3 <  1.  En  el caso en que  éstos no sean  compatibles  con los  “casos
:1.d1d05  el término  que  hay que añadir  a 443) +  para  que  se recupere  el límite  (°)
3(0)443) =  f dr  w3(r)Q(ri,r2,r3).                (2.147)
El  núcleo  Q(r1, r2, r3),  que  encierra  las  propiedades  geométricas,  se  hace  cero  en  parti
cular  para  p(r)  =  N6(r)  y p(r)  =  p(x)S(y)6(z),  lo cual hace que se cumpla  4(3)  —  4(°)  y
4(3)  —÷  4(1),  respectivamente.  El  funcional  (2.147) da  contribución  sólo en los casos  en
los  que  hay  un triple  solapamiento  entre  las esferas, pero  éstos precisamente  son los  “ca
sos  perdidos”.  Por  este  motivo  el límite uniforme de  4(3)  da  una  ecuación de estado  muy
pobre  (si se compara  con la  que se obtiene  de la  teoría  de la partícula  escalada).  Además
de  esto,  la  ecuación  (2.147) es  muy  complicada  para  usarse  en  la  práctica.  Por  eso en
[136]  se ha  derivado  una  forma  semiempírica  de   aproximando  Q(ri,r2,r3)  por  su
desarrollo  de Taylor  para  cavidades  muy  estrechas  y renormalizándola  de  tal  forma  que
recupere  la  ecuación  de  estado  por  la  vía  de  la  compresibilidad,  según  la  aproximación
de  Percus-Yevick.  El  resultado  es
QaProx(r1r2r3)  =  12ir2[ri  (r2 x  r3)]2.               (2.148)
Resumiendo,  en  esta  aproximación  el  funcional  4(3)  está  libre  de  divergencias;  se
hace  cero para  perfiles extremadamente  confinados en  dos direcciones; recupera  el límite
exacto  (1),  y  puede  ser  expresado  en  términos  de  densidades  promediadas  de  tipo
tensorial,  lo cual  lo hace  accesible  a los cálculos.  En  concreto,  el término  44  se puede
expresar  como
(3)  =  —                           (2.149)
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donde  N2 =  p  ® íl2,  con  2)  la  matriz  peso definida como
(ç2)  (r)  =  XMXVs(  -  rj),                  (2.150)
donde  x,  son  las coordenadas  del vector  r.
Una  teoría  alternativa  a  la  teoría  de  Rosenfeid  [128], basada  en  el  mismo  criterio
de  imponer  un  funcional  de  exceso  de  energía  libre  cuya  densidad  sea  una  función  de
diferentes  densidades  promediadas  con pesos  de  una  partícula,  es la  teoría  de  Kierlik  y
Rosinb  erg  [64, 65].
En  esta  teoría  se  postula  que  la  densidad  de  exceso  de  energía  libre  de  la  fase  no
uniforme  viene dada  por la  expresión  que se obtiene  de la teoría  de la  partícula  escalada
para  un  fluido uniforme  (la forma  PY)  [125], o sea,
3(3)                      l2 zf?py—noln(1n3)+      +                    (2.151)
247r(1—n3)
El  siguiente  paso  [64] es requerir  que esta  expresión  sea capaz  de generar  la  función  de
correlación  directa  PY  en  el  límite  uniforme.  Bajo  este  requerimiento  se obtienen  los
siguientes  pesos:
w(r)  =  e(R —  r),                              (2.152)
—  r),                               (2.153)
w’(r)  =  —‘(R  —  r),                            (2.154)
w°(r)  =  —----“(R  —  r)  + —-—8’(R —  r),             (2.155)
8ir            2irr
donde  las  tildes  denotan  derivadas  con  respecto  a  r.  Como  se  observa,  esta  teoría  no
requiere  introducir  pesos de carácter  vectorial,  y en el límite uniforme las nc, son idénticas
a  las  de la  teoría  de Rosenfeld.  Se ha  demostrado  además  [111] que  la  teoría  de  Kierlik
y  Rosinberg  es completamente  equivalente  a  la teoría  de  Rosenfeld en  el sentido  de  que
los  funcionales  de exceso de energía  libre que  ambas  definen son idénticos,  si bien  están
expresados  de distinto  modo.
González  y  colaboradores  [44] han  propuesto  un  método  de  obtener  4(’)  para  una
mezcla  de esferas duras  de radios R•  (i =  1,.  .  .  ,  c)  mediante  la  aplicación de un operador
diferencial  (cuyas derivadas  son respecto  a R)  a una  función  generadora.  En  concreto,
=  VfG(r;  {pj, R}),                    (2.156)
donde  G(r;  {p,  R})  es  la  función  generadora,  que  depende  de  los  radios  R  de  las
partículas,  y  es un operador  diferencial de orden  D que viene dado  por la  expresión
(D)           1a          1 a        8
VR  =  
+                (2.157)
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En  [44] se propone  como función  generadora
G  =  [1 —  ij(r;  {pj, R})]  [ln[l  —  (r;  {pj, Ri})] —  1],           (2.158)
donde  ij(r;  {pj, R})  =   f dr’p(r’)w,3(r  —  r’)  es  la  densidad  promediada,  que  no  es
sino  la  fracción  de  empaquetamiento  local.  Esta  elección está  motivada  por el  hecho  de
que  1 —  ij(r; {p,  R})  es la  fracción  de  volumen  libre  del  sistema,  con  lo que  G resulta
ser  la  densidad  de  energía  libre  de un  gas ideal  que ocupa  el volumen  libre dejado  por
las  partículas  del  sistema.  Los coeficientes a  se calculan  imponiendo  la  condición
=  V(D)G(r;  {p,Ri})      ,               (2.159)
donde  J(D)({})  se  supone  conocida  (se escoge  o  en D  =  3).  Procediendo  de
esta  forma para  el  caso unicomponente  y  eligiendo (D)  (p)  py  se  obtiene
a1  =  —,  a2  =  0,  a  =  a—,                  (2.160)
o  sea,
3)  =  (0  —      ln(1 —  n3)  +  1+•24(  n3)2’       (2.161)
con  las  densidades  promediadas
fl3  =  77,  2  =  7/,  fl1  =  p77”, no =  —p77” +  ()         (2.162)8ir          87r    2ir R
Mediante  el  requerimiento  de reducción  dimensional
=  f dr 3)  =   f dr G(77) =  N  + (1 —  N)  In(1 —  N)         (2.163)
al  imponer  el perfil de densidad  p(r)  =  N5(r),  se obtienen  unos valores de los coeficientes
a  tales  que coinciden  con (2.160), por lo que el funcional  (2.161) cumple con la reducción
dimensional  3D—÷OD. Sin embargo,  al  imponer  los perfiles p(r)  =  p(x)6(y)6(z)  y  p(r)  =
p(x,y)8(z)  no  se  recuperan  ni  el  funcional  j(1)  (ecuación  (2.59)),  ni  la  densidad  de
energía  libre en  el límite  uniforme resultante  de aplicar  la  teoría  de  la partícula  escalada
a  un  sistema  de  discos duros.
Aplicando  la  versión  bidimensional  del  operador   a la  función  generadora  G  y
eligiendo  los  a  de  tal  forma  que  cumplan  con  la  reducción  dimensional  2D—÷OD, se
obtiene  el  funcional  (2)  de  la  teoría  de  Rosenfeid  (ecuación  (2.73)).
Si  se calcula  la función  de correlación  directa  en  3D a  partir  de  (2.161) se obtiene
c(r)  =  cpy(r)  +  i   (i  -    -      (i_  ii),        (2.164)
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con  a  =  2R.  Como se  observa,  no se  recupera  el  límite  Cpy  y,  además,  la  función  de
correlación  directa  tiene  una  contribución  no física proporcional  a  una  función  delta  en
r  =  a.  Esta  es la  causa  por  la cual cuando  se aplica  este  funcional  al  estudio  de perfiles
de  densidad  generados  por  la  interacción  pared-fluido  se observa una  discontinuidad  en
z  =  a  ausente  en los resultados  de simulación  [44]. Esto  refuerza la  opinión  generalizada
de  que  para  que  una  teoría  del funcional  de la densidad  dé una  descripción  adecuada  de
los  perfiles de densidad  en situaciones  de alta  inhornogeneidad  debe  generar  una  función
de  correlación  directa  lo suficientemente  precisa.
Cubos  duros  paralelos
En  el caso del fluido de cubos duros  paralelos  [24], precisamente  el imponer  que el funcio
nal  en  3D  (2.112) se reduzca  adecuadamente  a los funcionales  en  2D (2.92) y  1D (2.59)
siempre  que  los perfiles de  densidades  sean  consistentes  con las dimensiones  respectivas,
permite  determinar  la  constante  6 =  1/3,  que  quedaba  indeterminada  en  la  expresión
para  (3)•  El  funcional  para  cubos  duros  paralelos  queda  entonces  completamente  de
terminado  mediante  este  requerimiento  como
ni  “2  n—3n2n2.n2+2n2..
=  —noln(1 —  n3)+      +                2                 (2.165)
1—n3          6(1—n3)
Para  ver  cómo  ocurre  esto  considereníos  primero, la  reducción  dimensional  3D—*2D.
Definamos  un conjunto  de funciones densidad  cuasibidimensionales  pj(X,  y,  z)  con soporte
en  el intervalo  z  <  a/2.  De acuerdo  con la  definición de  las  densidades  promediadas
(2.42)  es fácil ver  que  para  este  conjunto  de funciones  densidad  se cumple
1            (3)                           1  . (3)(3)         1 .     (Jfl3        (3)         1
2,z  =  —signz  ¿9z ‘     7ti,x  =  —s1gnz  Oz
1      (3)                  (3)(3)         1      -‘12,x       (3)      .
=  —signz           =—s1gnz  az
(el  superíndice  (D)  indica  la  dimensión)  y,  por  lo  tanto,  (2.165)  puede  ser  escrito  (el
(3)  (3)  (3)numerador  del  ultimo  termino  de la  ecuacion  (2.165) es igual  a 6n2n2n2)  como
(3)  (3)(3)    1 .    a     (3)       (3)    2,x2,y
=  —signz-—  —ni,ln(1  —  n3  ) +     (3)            (2.166)
Z                1—n3
Así  pues
=  fffdxdydz(3)                                        (2.167)
(3)               (3)     o
=  ffdxdy  [_n(xYO)ln[1  -  fl3(X,y,O)] +  )].
Si  ahora  elegimos el  perfil  de  densidad  pj(X,  y,  z)  =  pj(X,  y)6(z),  entonces,  de  acuerdo
con  las definiciones  (2.42), obtenemos  y, O) =  n(x,  y),  n(x,  y,  O) =  n2,(x,  y)  y
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n(x,  y, O) =  n(x,  y), y como resultado  de esto el integrando  en (2.167) es simplemente
que  viene  dado  por  (2.73).
Si  consideramos  ahora  funciones  densidad  cuasiunidimensionales,  o  sea  funciones
pj(X,  y, z) con soporte  en  Iz <  o-/2,  y  <  a/2,  entonces se satisfacen  dos relaciones más
entre  las  densidades  promediadas,  a saber
(3                  (3)(3)     1 .    ‘?3/     (3)     1
2,y  =  —signy  8       = —s1gny   .           (2.168)
Con  ayuda  de  estas  relaciones  podemos  escribir
=  (1)  2•  (yz)   [_r4  ln(1  — n3))],          (2.169)
así  que  (2.167)  puede  ser  transformada  en
=  f  dx  {_n(x,O,O)1n[1  _n3)(x,0,0)]}.          (2.170)
Otra  vez,  eligiendo  pj(X,  y,  z)  =  p(x)6(y)6(z),  el  integrando  de  la  ecuación  (2.170)  se
convierte  en  (1)•  Queda  demostrada  la  reducción  dimensional  3D  —+  2D  —+  1D.
Finalmente,  una  última  relación  se  satisface  entre  las  densidades  promediadas  cuando
las  funciones  densidad  son  compatibles  con  funciones  de  soporte  [—a/2,  +a/2]  en  las
tres  coordenadas  (densidades  del  tipo  cuasi-OD):
(3)(3)     1.    ai3
—  ——signx     ,                    (2.171)2
lo  que  hace  posible  expresar
(3)  =  (_  )  sign  (xyz)  Oz8x  ()  (nr),            (2.172)
con  (0)  definido  por  la  ecuación  (2.138).  Entonces  la  ecuación  (2.170)  se  transforma  en
¡3F  =  (°)(n3)(O,0,O)).                   (2.173)
Para  pj(X,y,Z)  =  N6(x)6(y)6(z),  n3(0,0,0)  N  y  (2.173)  es  el  exceso  de  energía
libre  dado  por  la  ecuación  (2.138).  Se  demuestra  así  la  correcta  reducción  dimensional
3D-0D.
Podemos  sacar  más  partido  de  la  ecuación  (2.172),  pero  antes  de  todo,  distingamos
las  tres  longitudes  de  las  aristas  del  cubo,  considerándolos  como  paralepípedos  duros.
Entonces  (3)  debe  ser  redefinido  con  el  peso  rx)r’(y)(z),  donde
 
e      — x)  .                  (2.174)
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La  transformación  hace  uso de  la identidad
1.     a      a ,,  
‘r  Xp)  —    (1)Ti  XpJ,j97.
la  cual implica  que  la  ecuación  (2.172) puede  ser escrita  como
(3)  =   (r43)),                     (2.176)
donde  hemos  introducido  el operador  diferencial
=      (P)                         (2.177)
La  fórmula  (2.176) representa  el mismo funcional  que  (2.166), que  (2.169) o que  (2.172)
para  perfiles  de  densidades  cuasibidimensionales,  cuasiunidimensionales  o  compatibles
con  una  cavidad  donde  no hay  cabida  para  dos  partículas;  sin embargo  (2.176) es tam
bién  válida  para  un  perfil  de  densidad  arbitrario,  lo que  permite  construir  el funcional
correspondiente  a la  dimensión  D a partir  de  (0)  como(D)  =  VD  Vi°(r4»),                    (2.178)
donde  n  es la  fracción  de volumen  local ocupada  en dimensión D. Así que  la función
(o)  es una  especie  de  función  generadora  a  partir  de  la  cual  se obtiene  el  funcional  de
exceso  de energía  libre  en  cualquier  dimensión.
La  ecuación  (2.178) sugiere  una  generalización  de  la  teoría.  Por  ejemplo,  conside
remos  un  sistema  de  cilindros  duros  paralelos  orientados  en  la  dirección  del  eje  z.  Es
claro  que  la  reducción  dimensional  3D  —  2D  elimina  la  coordenada  z  transformando
el  sistema  en  otro  de discos  duros.  Por  lo tanto,  si  es  el funcional  que  se obtiene
según  la  TMF  (por  ejemplo  los propuestos  en  [160, 44]),  el  correspondiente  funcional
-  (2)de  medidas  fundamentales  para  cilindros  duros  paralelos  se puede  derivar  de  HS’  que
es  el  mismo  funcional  pero  con  los pesos  multiplicados  por  e(L/2  —  z)  (siendo  L la
longitud  del  cilindro)  y la densidad  bidimensional  de los discos reemplazada  por  la den
sidad  tridimensional  de  los cilindros.  La derivación  se obtendría  simplemente  mediante
la  ecuación
4cy1  =  a.                         (2.179)
Este  funcional  puede  ser generalizado  a  una  mezcla de cilindros paralelos,  lo cual puede
ser  útil  para  el estudio  analítico  de la influencia  de la polidispersidad  en el diagrarna  de
fases  de  los cristales  líquidos.
Otra  ventaja  evidente  que se puede  sacar  de la  ecuación  (2.178) es que  la función  de
correlación  directa  en dimensión  D se puede  obtener  mediante  la  ecuación
c(r)  =  VD•  Vic°(r),                    (2.180)
donde  c(°)(r)  =  1  es  la  segunda  derivada  de  la  energía  (0)  con  respecto  a  su
1  —
(D)unico  argumento  D
Capítulo  3
Funcionales  de  la  densidad  para
cristales  líquidos
3.1  Introducción
Tradicionalmente  han  sido usadas  dos  aproximaciones  diferentes  en el cálculo  de  la fun
ción  de distribución  de densidad  para  explicar  la  estabilidad  de  las fases líquido cristali
nas.  La primera,  cuya formulación  original se debe  a Onsager  [104], atribuye  la existencia
de  las diferentes  mesofases a  las fuerzas  repulsivas  anisótropas  debidas  a la  geometría  de
las  moléculas,  que  no pueden  solapar  (volumen excluido).  La  segunda,  siguiendo  las ide
as  de Maier  y Saupe  [81], explica la estabilidad  de las fases orientacionalmente  ordenadas
como  resultado  de las fuerzas  atractivas  anisótropas  entre  las moléculas.  En los sistemas
simples  el  efecto  de  volumen  excluido  es  el  responsable  de  la  transición  fluido-sólido,
mientras  que  las  interacciones  atractivas  favorecen la  separación  gas-líquido  [10,  163].
Sin  embargo,  en los cristales  líquidos  los dos  mecanismos  parecen  ser importantes,  y no
está  del  todo  claro cuál  de  ellos es el dominante  [90, 42].
En  este  capítulo  se muestran  dos  modelos  de  cristaleslíquidos.  El  primero  de  ellos,
basado  en  la  teoría  de  perturbaciones  y  el  funcional  de  la  densidad,  tiene  en  cuenta
las  dos  contribuciones  (el  efecto  de  volumen  excluido  y  la  interacción  anisótropa  de
naturaleza  atractiva)  en  la  descripción  de  un  cristal  líquido  con  fase  esméctica  A.  El
segundo  de  ellos  sigue la  idea  del  modelo  de  Zwanzig [178], en  el que  las  moléculas  no
rotan  libremente  sino que,  por  el  contrario,  sus  posibles  orientaciones  estás  restringidas
a  un  número  finito.  Su  construcción  se basa  en  la  TMF,  que permite  describir  las fases
inhomogéneas  como la  esméctica  A.  En  este  modelo  sólo existe  interacción  de  volumen
excluido  entre  las partículas  (paralepípedos).
3.2  Funcional  WDA
La  fase esméctica  A está caracterizada  por una  densidad  de probabilidad  de una partícula
p(r,  w) que  depende  tanto  de la  posición de su  centro de  masas r  como de su orientación
w.  Siguiendo la filosofía de la  teoría  de  perturbaciones  para  el funcional  de energía libre
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F[p(r,  w)],  el potencial  de interacción  intermolecular  V(1,  2)  se  separa  en  una  contribu
ción  repulsiva  y  otra  atractiva:
V(1,  2) =  VR(1, 2) + VA(1, 2),                     (3.1)
donde  los  números  1  y  2  simbolizan  la  dependencia  espacial  y  angular  de  las  dos
partículas.  Entonces  podemos  escribir  el funcional como  [93]
F  =  FR  +   f dld2p(1)VA(1, 2)p(2),                  (3.2)
donde  FR  representa  la  contribución  a  la  energía  libre  debida  a  las  fuerzas  puramente
repulsivas  más  la contribución  del  gas ideal
=  kBTfdlp(l)[logp(l)  —  1].                 (3.3)
Si  tenemos en cuenta  sólo la contribución  del gas ideal obtenemos  el modelo de McMillan
y  Kobayashi  [92, 67]; sin  embargo,  los  efectos de  las  repulsiones  intermoleculares  dan
una  contribución  considerable  a  la  energía  libre en  el rango  de  densidades  típico  de  un
líquido.
En  el  estudio  de  las  interfases  de  un  nemático  Telo da  Gama  [164] describió  estas
interacciones  repulsivas  a través  del modelo  simple de  esfera dura:
FR=Fd+LFHs[p(r)],                       (3.4)
donde  el  término  de  interacción  LFHS  es  un  funcional  local  de  la  densidad  de  una
partícula  promediada  en  ángulos  p(r)  f dwp(r, w).  Escalando  las  esferas  en  una
dirección  (eje  z)  se puede  demostrar  que  la  expresión  (3.4) es  válida  también  para  un
sistema  de elipsoides perfectamente  alineados  [93, 74, 47]. Denotaremos  el eje mayor  del
elipsoide  paralelo  a la dirección de alineamiento  y los perpendiculares  a ella como o  
respectivamente.  De esta  forma nuestro  sistema  de referencia tiene  en cuenta  de  manera
aproximada  la asimetría  de la molécula  (aunque  una  forma más  realista  de hacerlo  sería
tomar  las longitudes  a  y a  como un  funcional de la  densidad  de  probabilidad  angular
de  una  partícula  f(w)).
Si  se quieren  tener  en  cuenta  las  correlaciones  del  sistema  de  referencia  adecuada
mente  es mejor  evaluar  FHS  usando  el  funcional  de  la  densidad  promediada  (WDA)
desarrollado  por  Tarazona  que  se ha  descrito  en  2.4.2.  Según esta  aproximación
¿FHS  =  kBTfdrP(r)ZHs((r)),                  (3.5)
donde  kBTL’I’HS  ()  es el  exceso de energía  libre  por  partícula  de  una  fase  uniforme  de
densidad  .  Teniendo  en  cuenta  el escalamiento  en  una  dirección  del  sistema  de  esferas
duras  tenemos  que  la  densidad  promedio  viene dada  ahora  por
(r)  =  fdsw(Is(r)a3)p(r+&s)                   (3.6)
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donde  w  es la  función  peso  adimensional  que  depende de  la  distancia  en unidades  redu
cidas  s  =  r’/a  y  de la  densidad  reducida  (r)a3  en  la  posición  r.  El  diámetro  de esfera
dura  equivalente  o- satisface  o  =  aiaM,  que es el volumen  de un elipsoide de revolución.
En  (3.6)  & denota  el  tensor  diagonal  de  rango  2  con  componentes  o-j,o-j  y  al  en  las
direcciones  x,  y  y  z respectivamente.  En  (3.5)  se toma  el  exceso de  energía  libre  por
partícikla  ¿‘P  en  la  aproximación  de  Carnahan-Starling:
                  (3.7)
El  potencial  atractivo  VA(1,  2) entre  dos moléculas asimétricas  puede  ser desarrollado  en
armónicos  esféricos en  el sistema  de referencia  del laboratorio  [45] según
VA(l,  2) =      V(lil1;  r12)C(11121; mim2m)Yjimi(wi)Yi2m2(w2)Yi(w),    (3.8)
¿1121  mlm2m
donde  VA(11121; r12) son los  coeficientes del  desarrollo,  cuya  dependencia  es  sólo radial
(r12 =  es la distancia  interpartícula);  C(11121; m1m2m) son los coeficientes
de  Clebsh-Gordan;  {Yim(w)}  es el conjunto  de armónicos esféricos (el asterisco denota  la
conjugación  compleja);  w  representa la orientación  de  la  partícula  i, y w la orientación
del  vector  que  une  los  centros  de  masas  de  las  dos  partículas.  Teniendo  en  cuenta  la
simetría  de  inversión  de la  molécula,  al  desarrollo sólo contribuirán  los armónicos  con  1
par.  Si se trunca  dicho  desarrollo  a  segundo orden  teniendo  en  cuenta  que  el  potencial
atractivo  proviene de la interacción  entre moléculas ligeramente  asimétricas,  los términos
que  dan  la mayor  contribución,  en el sistema  de coordenadas  del laboratorio,  son  [167, 45]
VA(1,2) =  Vi(r12)+V2(r12)P2(cos61)P2(cosO2)
+  V3(r12) [P2(cose1)P2(cose) + P2(cose2)P2(cosi9)J
+  V4(ri2)P2(cos9i)P2(cos92)P2(cost9),                  (3.9)
donde  hemos  definido
Vi(r12)  =  VA(000;  r12)C(000;  000),
V2(r12)  =  VA(220;  r12)C(220;  000),
V3(r12)  =  VA(202;  r12)C(202;  000)                 (3.10)
=  VA(022;  r12)C(022;  000),
V4(r12)  =  VA(222;  r12)C(222;  000)
(no  existe  dependencia  en  el  ángulo  azimutal  debido  a la  simetría  axial  la  molécula);  0
es  el  ángulo  entre  el eje de  simetría  axial  de  la  molécula i  y  el eje  polar  del  sistema  de
referencia;  O es el  ángulo  entre  el  radio  vector  r12 que  une  los  centros  de masa  de  las
moléculas  y  el  eje  polar,  y  P2 denota el  polinomio  de  Legendre  de  segundo  orden.  La
forma  genérica  de  los coeficientes del  desarrollo  V(r),  n  =  1, 2, 3, es
V(r)  =  {€nf(an/r)  r                       (3.11)
En5,    T <  cTa,
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donde  f(x)  encierra  la  dependencia  en  distancias  del  potencial  atractivo,  siendo  a
un  diámetro  efectivo  de  la  molécula.  Por  ejemplo,  en  la  aproximación  sugerida  por
Weeks,  Chandier  y  Andersen  [174] para  el  tratamiento  de  fluidos  simples,  f(x)  es  de
la  forma  Lennard-Jones  con  a  =  2”6cr  y  =  —1/4.  Conociendo  que  las  funciones
V(r)  representan  los  coeficientes  del  desarrollo  en  armónicos  esféricos  se  espera  que
los  valores  de  a,., sean  del  orden  del  promedio  angular  del  diámetro  molecular,  y  este
promedio  es comparable  al  diámetro  equivalente a.  Sin pérdida  de generalidad  elegimos
a1  =  a2  U3  =  a.
Teniendo  en cuenta  que en caso de que  el perfil de  densidad  varíe sólo en la  dirección
z,  como es el caso del esméctico de volumen o de un fluido nematogénico  en presencia  de
una  interfase  plana,  tendremos  p(r,w)  =  p(z,w),  la densidad  promediada  angularmente
será  p(z)  =  f  dw p(z, w) y el adecuado  parámetro  de orden  orientacional  será
q(z)  =  f dwf(z,w)P2(cosO) =  2f  dO sinO! (z,6)P2(cose),       (3.12)
donde  f(z,  O)  =  p(z,  O)/p(z)  es  la  función  de  distribución  angular  normalizada.  En
términos  de estos  parámetros  la energía  libre por  volumen del  esméctico A de  periodo  d
es
kBTfd
 =       ¡ (p(z),q(z))y      d j0
=  kBT  fdd()  [lnp(z)  1 +  H5((Z))  —  Srot(Z)]  +  eMF,  (3.13)
donde  eMF  denota  la  aproximación  de  campo  medio para  la  contribución  debida  al  po
tencial  atractivo:
1  r’    ç
CMF  =  —  /  dz  /  dWp(Z,W)Veff(Z,W),                (3.14)
2df0   j
siendo
Veff(Z,  w)  =  f dr’dw’p(r’, w’)VA(r, w, r’, w’)               (3.15)
el  potencial  efectivo resultante  de la  interacción  de  una  partícula  con el resto  del fluido.
En  coordenadas  polares  la  ecuación  anterior  se escribe
Veff(Z,  O) =  2  f  dz’p(z’)2  f  dO’f(z’, O’) f  dr12 r12VA(r12, 0,0’).     (3.16)
—00                0          Iz—z’I
Sustituyendo  VA(r12,O,O’) de  (3.9)  en  (3.16) y  teniendo  en  cuenta  la  definición  (3.12)
obtenemos
Veff(Z,O)  =  2fdz’p(z’){vi(k_z’D+P2(0)[q(z’)(v2(z_z’D
+  v4(z  —  z’I))  + v3(z  —  z’)]  +  q(z’)v3(z  —  z’)},  (3.17)
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donde  las funciones  v(z)  vienen definidas  por
f  dr2 ri21(r12),                i=  1, 2,
v(z)  =                                                   (3.18)
1r        7/  ˇ     ‘ 
—  /   dr12 r12 (3  ( _f)  —11 Vj(r12), i =  3,4.
2j         12/    /
Finalmente,  utilizando  la  propiedad  de  periodicidad  de  los  perfiles  de  densidad  y  del
parámetro  de  orden
p(z  +  kd)  =  p(z),  q(z + kd)  =  q(z),  para  todo  k  entero,        (3.19)
+00      +00    (k+1)dy,  teniendo  en  cuenta  que  f    =  f     y las  ecuaciones  (3.14)  y  (3.17),  se
kd
obtiene
d          d
eMF  =   f  dzp(z) f  dz’p(z’){V1(z -  z’)  + q(z)  [q(z’)(V2(z  -  z’)
+  V4(z  —  z’))  + V3(jz —  z)]  + q(z’)V3(z  —  z)},  (3.20)
donde  las  funciones  V  se  definen  como
V(z)  =  koo       + kdl).                     (3.21)
De  la  ecuación  (3.20)  se deduce  que  eMF  es un  funcional  de p(z)  y  q(z).
En  la  ecuación  (3.13) Srot(Z)  representa  la  entropía  rotacional  local  por  partícula:
Srot(Z)  =  —  f dw f(z,  w) ln[4J(z,  w)].                (3.22)
Se  puede  demostrar  [93] que  Srot  depende  de  z  a  través  de  una  función  universal  del
parámetro  de  orden  Srot(Z)  =  Srot(q(z)).  Por  tanto,  basta  con calcular  Srot(q) para  un
conjunto  discreto  de  valores  del  parámetro  de  orden  en  el  intervalo  —1/2  <  q  <  1  e
interpolar  numéricamente.
La  forma más  sencilla de calcular  8rot  (q) es tomar  el límite homogéneo de la densidad
de  energía  libre  4(p(z),  q(z))  en la  ecuación  (3.13).  Al hacerlo  se obtiene
(p,  q) =  g(p)  —  Srot(q)  —  h(p)  q2,                  (3.23)
donde  g(p)  y  h(p)  >  O son  funciones  sólo  de  la  densidad.  Si  se  minimiza  (3.23)  con
respecto  a  la función  de  distribución  angular,  bajo  el requerimiento  de  su normalización
a  1,  se  obtiene
J(cos9)  =  exp[_-h(p)qcos2o]  .                  (3.24)
dx  exp[—h(p)qx]
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Utilizando  (3.24) y  la  definición  del  parámetro  de  orden  (3.12)  llegamos  a  la  siguiente
ecuación  de consistencia:
q  =   Í3 [ dxx2f(x)  1  =   3f0ldxx2exp[_h(p)qx2I  —1          (3.25)L  i..              2  f0 dx [—h(p)qx
que  puede  reescribirse  en  una  forma  más  cómoda  para  el cálculo:
1      (c)’/2exp(—a)
1  —    f[(3H)112]     = 2q  +  1,                  (3.26)
donde  a  =  h(p)q,  y  la  función  f(y)  se define como
ty
f(y)  =  /  dzexp[sign(q)z2].                    (3.27)
Jo
Usando  la  definición de la entropía  (3.22) y la ecuación  de consistencia  (3.26) se obtiene
Srot(q)  =  a(1  —  q)  +  ln[1 —  a(2q  +  1)}.                (3.28)
Para  el cálculo  de la tabla  (qj, Srot(qj)), con i  =  1,...  , N,  se procede calculando  primero
el  valor  de  a  para  cada  qj según la  ecuación  (3.26) y sustituyéndolo  en  (3.28).
De  las ecuaciones  (3.13),  (3.20) y del  hecho de  que  Srot es una  función  sólo de  q, se
llega  a la  conclusión que  la energía  libre por  unidad  de  volumen es un  funcional  de  p(z)
y  q(z),  que  debe  ser  minimizado  si se quieren  encontrar  los perfiles de  equilibrio  de  la
densidad  y del parámetro  de  orden.
3.2.1   Extensión  del  modelo  para  el  estudio  de  perfiles  en  una
interfase
Supongamos  que  tenemos  dos  fases  líquido-cristalinas  de  volumen,  1 y  2, coexistiendo
a  una  determinada  presión  y temperatura.  Estas  se caracterizan  por  sus  densidades  y
parámetros  de  orden,  Pi, qi  y P2, q2. En  presencia  de  una  interfase  plana  los perfiles de
densidad  y parámetro  de orden p(z),  q(z)  varían  de p(—oo)  =  Pi, q(—oo)  =  q1  a p(+oo)  =
P2,  q(+)  =  q2, determinando  la estructura  de la interfase.  La  propiedad termodinámica
quizás  más  importante  que  caracteriza  una  interfase  es la  tensión  superficial,  la  cual  se
define  según  la  ecuación
‘y  =  hm  l’[p,q],                                        (3.29)
V-oo
F[p,q  =       =  +PV  =  f dz{(p(z),q(z))  —  p(z)  +p},    (3.30)
donde  í  es  el  potencial  macrocanónico,  definido unívocamente  por  los perfiles  p(z)  y
q(z)  de  equilibrio  y el potencial  químico de  coexistencia  entre  las fases de  volumen;  íl
es  el potencial  macrocanónico  de la fase de volumen 1 ó 2; p es la presión de coexistencia;
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1/  el  volumen  del  sistema;  A  el  área de  la  superficie  que  separa  ambas  fases,  y   es  la
energía  libre  por  unidad  de volumen.  En  el equilibrio  los perfiles p(z),  q(z)  son aquéllos
que  minimizan  ‘y.
El  funcional  F[p, 17] es  muy  útil  para  calcular  la  coexistencia  en  el  caso  en  que  una
de  las  fases involucradas  sea  no  uniforme  (como es  el  esméctico  de  volumen).  Esto  se
demuestra  a  continación.
Las  derivadas  funcionales  de  F[p, q] con  respecto  a p y q son
q]  =  fdz’  {())  _6(z_z’)}           (3.31)
F[p,q]  —  d  (p(z’),q(z’))                          332
q(z)  —  J  Z  6q(z)
La  igualdad  a  cero  de  las ecuaciones  (3.30),  (3.31) y  (3.32) permite  calcular  los perfiles
p(z),  q(z)  bajo  las condiciones termodinámicas  de presión y potencial  químico constantes
e  iguales  a p y i  respectivamente.  En el  límite  homogéneo las ecuaciones
F[        ¡  —  SF[p(z),q(z)]  —  8F[p(z),q(z)]  —pz),qz,j          —          —
5p(z)         6q(z)
se  reducen  a  las  conocidas  definiciones  de  potencial  químico  y presión,  más  la  minimi
zación  de  la  energía  con respecto  al parámetro  de  orden,
(q)  =pp,q)=í,                    (4)
a(p,q)  =0,                    (3.35)
ph(p,  q)p —  (p,  q) =  Ph(P,  q)  =  p,                    (3.36)
que  coinciden  además  con las condiciones que determinan  la coexistencia  entre  el esméc
tico  y  otra  fase  de volumen.
De  la ecuación  (3.13) obtenemos,  en el límite  homogéneo, la densidad  de energía  libre
(p,q)  =  p(lnp  —1) +  PLI’HS(P)  —  pSrot(q)  + 2irp2 [Pi(o) +  q2P2(0)],  (3.37)
donde  las  funciones  P  se definen -como
=  fdz’vi(z’).                       (3.38)
De  las  ecuaciones  (3.37),  (3.34),  (3.35)  y  (3.36)  obtenemos  los  valores  del  potencial
químico,  la  presión  y  el  parámetro  de  orden  para  una  densidad  dada  de  la  fase  ho
mogénea:
lnp+  HS(p)  +          —Srot(q)  +  4np21(0),       (3.39)
Ph  =  p+p2         +2p2[Pi(O)+q2P2(O)],               (3.40)
rot(q)        2
=  —p  dq  +4irp  q22(0).                             (3.41)
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Hasta  aquí  llega  la  digresión  sobre  la  utilidad  de  F[p, q] para  el  cálculo  de  la  coe
xistencia  entre  un  esméctico  y  cualquier  otra  fase  homogénea.  Para  calcular  ahora  la
tensión  superficial  ‘y supondremos  que los perfiles de densidad  y de parámetro  de  orden
en  presencia  de  una  interfase  plana  son
ípi,     z<O,            íqi,z<O,
p(z)  =   p(z),  O <z  <L,  q(z)  =   q(z),  O <  z  <L,          (3.42)
I¼P2,    z>L,           q2,   z>L.
Dividiendo  cada  una de las integrales  espaciales involucradas  en la  definición de ‘y (ecua
ciones  (3.29) y  (3.13)) en  los intervalos  (—oo,O], [O,L] y  [L,oo),  obtenemos
‘y  kTf  dz  {p(z)[lnp(z)  —1 +  ((z))  —  Srot(Z)  —  J +p} + eMF,  (3.43)
donde
eMF  =  ir  (e  + e  + e)  ,                    (3.44)
con
=  -(p   p)  f  dzPi(z) -(pq  + pq)  fdzP2(z)  (3.45)
r°°                    roo
+   2P1P2  J dzPi(z)+i2J  dz’P2(z)
L               L
e  =  2f  dzp(z)[piPi(z)  +p2P1(L  —  z)]                            (3.46)
+  2 f  dz p(z)q(z)  [piqiP2(z)  + p2q2P2(L —  z)],
e  =  dz  p(z)  JL  dz’ p(z’){v(z  -  z’)  + q(z)q(z’)  [V2(Z  -  z’)  + V4(Z  -
+  [q(z) + q(z’)]v3(jz —  z’)}.                                     (3.47)
La  ecuación  (3.43) es la que  se utilizará  en el capítulo  4 para  obtener  los perfiles interfa
ciales,  minimizando  con repecto  a p(z)  y q(z).  A continuación  veremos el procedimiento
numérico  a  seguir.
3.2.2   Minimización  del  funcional
Existen  dos formas  alternativas  de minimizar  un funcional.  La primera  de  ellas requiere
un  conocimiento  cualitativo  de la  forma del  perfil.  Por  ejemplo,  en la  fase esméctica  se
sabe  que  el  perfil  de  densidad  debe  ser periódico,  por  lo que una  aproximación  consiste
en  introducir  cualquier  forma  funcional  periódica  (suma  de  cosenos, la  exponencial  de
un  coseno,  etc)  que  a  su  vez  dependa  de  ciertos  parámetros,  como la  amplitud  de  las
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oscilaciones  y  el periodo.  Luego se minimiza  con respecto  a  éstos y se obtiene  un  valor
aproximado  de  la  energía,  que  será  tanto  más  exacto  cuanto  más  se aproxime  al  perfil
real  la  familia  variacional  utilizada.  Otro  ejemplo  es la  parametrización  de un  sólido de
esferas  duras.  La forma usual  es utilizar  como familia variacional  una suma  de gaussianas
centradas  en  los sitios  de  una  red  fcc o bcc,  según el caso  a estudiar.  Normalizando  las
gaussianas  a una  partícula  por  sitio  queda  como parámetro  libre  su  anchura,  a,  la  cual
nos  da  la  medida  de  cuán  localizadas  están  las  partículas  en  su  sitio.  El  funcional  se
minimiza  luego  con  respecto  a  a  para  una  densidad  media  del  sólido  p  fija  (la  cual
permite  fijar  el periodo  de  la  red).
La  segunda  alternativa  es resolver  numéricamente  la  ecuación  que  resulta  de  la  mi
nimización  formal  del  funcional.  Esto  equivale  a  discretizar  las coordenadas  espaciales
(una  sola  en  el  caso  de  que  la  fase  involucrada  sea  esméctica)  y  angulares,  definir  los
vectores  p(zj)  y  q(zj)  y  resolver  la ecuación  obtenida  mediante  algún  método  numérico.
El  más  elemental  de ellos es el proceso  iterativo
Pk+l(z)A3  =  ex{_},                   (3.48)
Í  68Fx)
fk+1(zi,Oj)  =  exp   —   
(  UJkZj,t1j))
donde  k  representa  el número  de  la iteraci.ón.  Las respectivas  derivadas  funcjonales  que
se  encuentran  en  el  argumento  de  las  exponénciales  depéndén  de  las  funciones  p(z)  y
f  (z, 9) calculadas  en la  iteración  anterior  k.  Sin embargo  este  método  no garantiza  una
convergencia  rápida  al mínimo de la energía.  Un método  óptimo de minimización cuando
el  número  de variables  es alto  es el método  de  los gradientes  conjugados.  La esencia  del
método  consiste  en  que  en  cada  nueva  iteración  la  dirección  hk en  la  que  se  busca  el
mínimo  es conjugada (el significado del término  se precisa en el apéndice  A), con respecto
a  la  matriz  hessiana,  a  todas  las direcciones  anteriores.  De esta  forma se garantiza  que
no  exista  interferencia  entre  direcciones de minimización  en el proceso iterativo  y que  no
se  pierdan  los mínimos  locales  más  cercanos  al mínimo  global que  se hayan  encontrado
en  iteraciones  anteriores.  Los detalles  del  algoritmo  se pueden  encontrar  en  el apéndice
A.
Este  algoritmo  se  puede  aplicar  a  la  ecuación  (3.43)  tomando  como  punto  P  del
espacio  formado  por  las  variables  con  respecto  a las  cuales  se minimiza  el  funcional  el
vector  de dimensión  2N  formado  por los valores de la  densidad  y el parámetro  de  orden
en  cada  uno  de los N  puntos  de  la  partición  hecha en  la caja  de  longitud  L
P    (pj(Zi),  qj(zi),..  .  ,pj(ZN),  qj(zN)).                (3.49)
Los  gradientes  gj  tienen  como componentes  g  las derivadas  parciales  de  ‘y con respecto
a  la  densidad  y al  parámetro  de  orden  en  cada  uno  de los puntos  de  la  partición:
k=2j—1,  j=1,•••  ,N,
gk  =  Op(z)                                        (3.50)
k=2j  j=1,••  ,N.
8q  (z)
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A  pesar  de que este algoritmo  converge globalmente en un número  de pasos no mayor  que
2N,  en  el caso  de que  la  interfase  sea  muy  extensa  el número  de puntos  de  la  partición
N  =  L/Lz  (iz  =  —  z)  es lo suficientemente  grande  corno para  hacer que el número
de  pasos  para  llegar a la convergencia final sea excesivo. Por  otro  lado, si se aumenta  ¿z
las  estimaciones  numéricas  de las integrales  son muy burdas,  sobre todo  en el caso en que
los  potenciales  atractivos  sean de alcance muy corto.  Para  resolver este  problema  hemos
supuesto  que tanto  el perfil  de  densidad  como el del  parámetro  de  orden  se describen  a
través  de  la familia  variacional
p(z)  =   —  —  za),                (3.51)
q(z)  =  q(z)e(z/2  —  —  z);                 (3.52)
o  sea, son perfiles escalonados, con la longitud del escalón igual al intervalo  de la partición
Lz.
Para  implementar  el método  conviene calcular las integrales  que resultan  de  integrar
las  convoluciones de  p(z)  y  q(z)  con los potenciales  atractivos  v  (z) de la  parte  pertur
bativa  de la  energía  libre.  Más exactamente,  teniendo  en cuenta  (3.44),  (3.51)  y (3.52),
debemos  calcular
pz+z/2     fZk+4Z/2
Ifl(z—zk)  =  J      dzJ      dz’v(!z—z’!),          (3.53)
z—z/2      ZkAZ/2
J(z)  =  J      dzP(z).                         (3.54)
z  —z/2
Los  resultados  finales son
I(z)  =  2[z2M(z)  —2zM(z)  +M(z)],  n =  1,2,       (3.55)
I(z)     Á2[zM(z) — 2z2M(z)  + M(z)],  u =  3,4,      (3.56)
J(z)  =  Á1[z2M(z)  — 2zM(z)  + M(z)],  n =  1,2,       (3.57)
donde  z =  —  Zk,  y  los operadores  en  diferencias  Á1,2 actúan  sobre  una  función  f(z)
como
2f(z)  =  f(z)  -  2f(z)  + f(z),                (3.58)
&f(z)     f(z)  -  f(z),                       (3.59)
siendo  z  =  z  +  Lz  y  =  z  +  zz/2.  Las funciones  M(z)  son los  momentos  de
orden  k  de los potenciales  interpartícula  V(r),  es decir,
M(z)  =  fdrrkVn(r).                     (3.60)
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3.2.3   Diagrama  de  fases  de  un  cristal  líquido  con  fase  esméctica
A
Si  se modelan  las  componentes  V(r)  del  desarrollo  en armónicos  esféricos del  potencial
atractivo  [93] según la  aproximación  sugerida  por  Weeks-Chandler-Andersen  [174] para
los  potenciales  del  tipo  Lennard-Jones
V(r)     E[()12_  ()6]   r>  2h/6,               (3.61)
r  < 2h/6o,
el  cálculo del  diagrama  de fases se determina  de forma usual  a  través  de la  coexistencia
entre  la  fase  isótropa,  con parámetro  de  orden  orientacional  igual  a  cero (q =  O), la fase
nemática,  con   O, y la  fase esméctica  A,  para  la cual se puede  definir el parámetro  de
orden  q,  =  dz  q(z)/d.  La coexistencia  entre  las  diferentes  fases  se calcula  a  través
de  la igualdad  del  potencial  químico y la  presión.  Este  modelo  cuenta  con dos variables
termodinámicas  independientes:  la  temperatura  y  la  presión  (en  unidades  reducidas),
T*  =  kBT/el  y   Pa3/€i,  donde,  como vemos,  escala con la temperatura  y deja de
ser  un  parámetro  libre del  modelo.  El parámetro  UU/a, que determina  la  asimetría  de  la
molécula,  es otro  parámetro  a variar.  En  [93] éste se elige de  tal  forma que los mínimos
de  la  transformada  de  Fourier  del  inverso  del  factor  de  estructura,  tanto  de  la  parte
dura  como de  la parte  perturbativa,  coincidan  aproxima4arnente  en un  mismo valor  del
número  de  onda  escalado  k* =  (a11/a)k.  La asimetría  del potencial  atractivo  se regula  a
través  de los parámetros   con i  =  2, 3,4.  A su  vez, estos parámetros  determinan  la
estabilidad  de las distintas  fases líquido-cristalinas.  Si en lugar de desarrollar  el potencial
de  interacción  en  el  sistema  de  referencia  del  laboratorio  lo  hacemos  en el  sistema  de
referencia  de  una  de  las moléculas  se obtiene  la  expresión
VA(12) =  E1V1(r12) +  €2V2(r12)F2(0i2) + e3V3(ri2)F3(0’, 0)  + €4V4(ri2)[’4(0, 0,  012),
(3.62)
donde
F2(012)  =  P2(cosOi2),                                         (3.63)
F3(O,0)  =  .P2(cos0)+P2(cos0),                           ‘(3.64)
F4(0,  9,  812)  =  cos  cos 0  cos 012  —   (cosa 0  + cos2 8  +  cos2 012)  +  1(3.65)
Aquí  812  es  el  ángulo  entre  los  ejes  de  simetría  de  las  moléculas  1  y  2,  mientras  que  0
(i =  1, 2) es el ángulo  entre  el eje de  simetría  de  la molécula  i y el vector intermolecular
r12,  con  módulo  r12.  El  término  E1V1(r12) tiene  en  cuenta  la  interacción  isótropa  entre
las  moléculas,  y  es  el  responsable  de  inducir  la  transición  vapor-líquido.  El  término
proporcional  a  e2 es mínimo  cuando  los ejes  de  simetría  se  disponen  paralelamente  en
cualquier  configuración  del  eje  intermolecular,  y  es el  término  familiar  en  la  teoría  de
Maier-Saupe  que  estabiliza  el orden flemático.  El  término  proporcional  a €3,  introducido
originalmente  por Thurtell  y colaboradores  [165], alcanza su  valor  mínimo  (para  €3 <  O)
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Figura  3.1:  Diagramas  de  fases (temperatura  en unidades  reducidas  T* =  kBT/€l  frente
a  densidad  media  Po  f’ dzp(z)/d,  con d el periodo  del esméctico) según el modelo que
se  describe  en  el  texto,  para  los parámetros  al/a  =  1.8,  62/61  =  0.3  y  €4  =  0.  Figura
izquierda:  €3/€lI =  0.28; figura  derecha:  If3/E1 =  0.34.  1: líquido isótropo;  N: flemático;
A:  esméctico  A.
cuando  los ejes  principales  son paralelos  pero,  a su  vez,  el eje intermolecular  es perpen
dicular  a cada  uno de ellos, lo cual favorece la distribución  por capas,  es decir,  estabiliza
la  fase  esméctica.  Por  último,  el  término  proporcional  a  €4  alcanza  su  valor  mínimo
(para  €4  <  0)  otra  vez en  la  configuración  que  favorece el esméctico.  Los términos  que
acoplan  la  parte  traslacional  y  orientacional  de  la  energía  (el  tercero  y  el  cuarto)  no
dan  contribución  en  las  fases homogéneas  (isótropa  y  flemática),  ya  que  las  funciones
vs,4(r12) son nulas  en fases uniformes.
Dos  ejemplos  de  diagramas  de  fases típicos  que  da  el  modelo  se representan  en  las
figuras  3.1  izq.  y  3.1  der.,  para  la  elección particular  de  los parámetros  a11/a =  1.8,
62/El  =  0.3,  64/61  =  O y €3/61  =  —0.28 y —0.34 respectivamente.  Los diagramas  muestran
las  fases vapor  o líquido isótropo,  así como nemático y esméctico, separadas  por  las líneas
de  transición  de primer orden  (líneas continuas)  o de segundo orden  (líneas discontinuas);
estas  últimas  se determinan  a  través  de  la  divergencia  del  factor  de  estructura.  Para
63/El  =  0.28 el diagrama  de fases contiene dos puntos  triples:  uno es el correspondiente
a  la  coexistencia  trifásica  V-I-N  a  una  temparatura  más  alta;  el  otro  corresponde  a  la
coexistencia  V-N-SmA.  Se observa  además  que  el rango  de  estabilidad  del  nemático  es
bastante  amplio.  Para  63/E1  =  0.34  la  estabilidad  de  la  fase esméctica  aumenta  con
respecto  a la de la nemática.  En este caso el diagrama de fases exhibe los puntos  triples V
I-SmA  y I-N-SmA. Estos puntos triples  han sido observados en algunos experimentos  con
componentes  líquido-cristalinos  puros  [142, 20], como por ejemplo  en la  serie  homóloga
de  los cianobifenoles nCB  para  n    9..
La  inclusión  de  la  fase  vapor  en  el  modelo,  usualmente  ignorada  en  el  estudio  de
los  cristales  líquidos,  delimita  en  gran  medida  las  regiones  de  estabilidad  de  las  fases
condensadas  (1, N y SmA),  lo cual es de  gran  interés  para  el estudio  de las  interfases  de
po
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cristales  líquidos  [164, 165, 167]. El  hecho  de  obtener  un diagrama  de  fases que  incluya
fases  con  orden  orientacional  como  el  N  y  el  SmA,  donde  las  diferentes  transiciones
son  predominantemente  de  primer  orden,  permite  utilizar  el  modelo  en  el  estudio  de
la  influencia  del  orden  orientacional  en  las  propiedades  termodinámicas  y  estructurales
de  las  interfases  de  cristales  líquidos.  También  pueden  ser  estudiados  los  fenómenos
de  mojado  (en  inglés  “wetting”)  y de  estratificación  (en  inglés  “layering”)  presentes  en
las  interfases  libres  de  estos  compuestos.  Un  estudio  exhaustivo  de  estos  fenómenos
mediante  este  modelo será  realizado  en el  capítulo  siguiente.
3.3  Funcional  de  la densidad  para  el  modelo  de  orien
taciones  restringidas
El  modelo de  Zwanzig de orientaciones  restringidas  [178, 139, 99] consiste  en  una mezcla
de  tres  especies  de  paralepípedos  de  longitud  L,  con  una  sección transversal  cuadrada
de  aristas  de  longitud  o-.  Cada  uno  de  estos  paralepípedos  está  orientado  a  lo  largo
de  uno  de  los  ejes  del  sistema  de  referencia.  Nos  referiremos  a  estas  partículas  como
especies  del  tipo  x,  y ó z,  dependiendo  de  su dirección  de  alineamiento.  Es evidente  que
para  relaciones  longitud-anchura   =  L/cx)  suficientemente  grandes  (o suficientemente
pequeñas)  el  sistema  experimentará  una  transición  isótropo-nemático  (I-N)  (véase  la
descripción  del  modelo  de Zwanzig én  1.2.3).  Debido  a  la uniaxialidad  dé las  partículas
el  orden  en  la  fase  N sólo puede  ocurrir  a lo  largo  de  una  de  las direcciones  (x,  y ó z).
Elegiremos  como  dirección  de  alineamiento  la  z.  Designaremos  las  densidades  de  cada
especie  como Px, Py  Y  Pz;  la  densidad  total  es entonces  p =  Px +  fy  +  Pz,  y  las fracciones
molares  de  cada  especie  x =  p/p  =  py/p  y  1 —  2x  =  Pz/P  En  la fase  isótropa  x =  1/3,
mientras  que  en  la  fase nemática  x  <  1/3,  por  lo que  q  1 —  3x  es un  buen  parámetro
de  orden  para  caracterizar  estas  fases.
3.3.1   Modelo  de  orientaciones  restringidas  según  la  TMF
Consideremos  una  mezcla  ternaria  de  paralepípedos  paralelos  duros  (PPD)  de  aristas
o,  o’  y o.  El  subíndice  especifica el tipo  de  especie y el superíndice  la  orientación  de
la  arista.  En  2.4.4  obtuvimos  la  parte  de  exceso  de  la  densidad  de  energía  libre  para
una  mezcla  de  cubos  duros  paralelos,  la  cual  es  válida  también  para  una  mezcla  de
paralepípedos  duros;  la  diferencia  está  en  que en  la  definición de  los pesos w  hay  que
particularizar  el tipo  de arista  para  cada  especie.  El funcional  en  3D es, pues,
=  —noln(1  —fl3)  +  n1r12  +  722fl2n2               (3.66)
con  a  p  ®  y  los pesos  modificados
(O)(r)   S(a/2  -  x)8(a/2  -  y(a/2  -  jz),           (3.67)
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w1)(r)     (B(a/2  -         -  -
6(o/2  —  xj)e(cr’/2  —  yD6(oV2 —
-  x),  6(u/2  -  yB(u/2  -               (3.68)
w2)(r)     ((a/2  -         -  -
e(a/2  —         — IyDe(o:/2 —
-  x)e(a/2  -  y)e(a/2  -                 (3.69)
3)          - lxDe(/2  -  y)e(a/2  -              (3.70)
3.3.2   Transición  isótropo-flemático
Si  etiquetamos  las tres  especies con i =  x,  y, z, entonces  el modelo se define eligiendo
«—L  ,TY_x_                 
—  «  —  L  Z  —y_U,
—      —  ,      ,.Z  —  L
z_    ‘       z    ‘       z
Así  pues,  las fases uniformes pueden  ser descritas simplemente  por los parámetros  p =  no,
ii3  =  La2p,  y n1,2 =  Si,2 p,  siendó p  el véctor  (px, Py,Pz) Y
fLaa         (aLL 
L  u),  S2_crIL  u  U.                  (3.71)
uuUJ         LLuJ
Como
/      3       1++)’  1++_1 
Sl.S2=Lu2I1++_1       3       i++)c’),          (3.72)
i++-’  1++_1       3    J
se  deduce  que
=  {3+_(x2)},                             (373)
n2xn2yn2z      {i+i  —  (x2))—  (1_3(x2)+2(x3))},     (3.74)
donde  ()  > x,  y los parámetros  de excentricidad  y asimetría  son  ‘y =  —  1)(1 —
y  c  =  1 —  )c1  respectivamente.
La  parte  ideal  de la  energía  libre de  Helmholtz  por  partícula  /3.Fid/N  y  la  parte  de
exceso  /3..Çex/N  son
fid  =                 (3.75)
fex  =                                 (3.76)
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donde  f  es sólo función  de  la temperatura.  Finalmente  obtenemos  las siguientes  expre
siones  para  la energía  libre  por  partícula  de  la fase isótropa  f’  y de  la fase nemática  fN
(expresada  en  términos  de  f  fN  —  f’):
=  fo+ln+3(l+’)  ±2  (i+_        (3.77)
=  (1—q)ln(1—q)+(1+2q)ln(1+2q)               (3.78)
_Yq2{2+Y(1_+q)},
donde  y  i/(1—).  Para  determinar  la fase más estable  debemos encontrar  el mínimo de
con  respecto  al  parámetro  de orden  q; éste será  la solución de la ecuación  t9f/8q  =  O,
o  sea,
in  [12]  =  yqy  [2 + y (i  —  (1  —  q))].              (3.79)
Para  determinar  la  presión  usamos  la  ecuación  ¡3P =  p2af  /0p,  o lo que es equivalente,
p  ¡3PLa2 =  y29f/Oy.  Entonces  obtenemos
/    2       /    1     1    
p’  =  y  ±  3y2    +     ± 2y3 (1  +    —                 (3.80)
=  _yq2y2  {i  + y  (i  —    +  aq)  },                (3.81)
donde  Lp  se determina  mediante
29zf        ___
Lp  =  y      +y      q (y)  =  y    ,              (3.82)
oy        oq            oy
(la  segunda  igualdad  se sigue de  que q(y) es la solución  de la  ecuación  (3.79) correspon
diente  a  la fase  flemática).
El  potencial  químico  se calcula  como
=       + p,                         (3.83)
que,  teniendo  en cuenta  las ecuaciones  (3.77) y  (3.79), resulta  ser
=  fo  +lny+6y  (i  +     +3y2 (i  +    — 7a)  +p’,     (3.84)
=  _;q2  {4  + 3y (i  —    +  aq)  } + p.                (3.85)
Las  ecuaciones
pi(yi)  =  pi(y)+p(yq)                    (3.86)
i3p(y)  =  ¡3i()  +  /3//..t(yN,  q)                 (3.87)
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Figura  3.2:  Variación  de  las fracciones  de  empaquetamiento  77N
(línea  continua)  con la  relación  longitud-anchura  ).
Lf  =  _yq2y,
1  2í1_(1_q)]y2
=  —‘yq  






y  (3.79)  determinan  los  valores y’,  YN  y  q de  las  fases isótropa  (1) y  nemática  (N)  en
coexistencia.  En  la  figura  3.2 se representan  las fracciones de  empaquetamiento  ?/j  y  ‘qN
determinadas  por  (3.86),  (3.87) y  (3.79) en  función  del  parámetro  ,  y  en  la  figura  3.3
se  dibuja  el  parámetro  de orden  q, también  en función  de  .
Como  se observa en  la figura  3.2, las fracciones de  empaquetamiento  de  las fases 1 y
N  en  coexistencia  tienden  a  cero cuando  )  —+  oo  (moléculas  prolatas)  o cuando  )  —  O
(moleculas  oblatas).  Este  resultado  es consecuente  con  la  teoría  de  Onsager,  la  cual  se
convierte  en  una  teoría  exacta  en  los límites  anteriores1.  De  la  figura  se observa  que
cuando  )  —*  1,  ‘q —  1,  consistente  con  el  hecho  de  que  un  sistema  de  cubos  duros  no
puede  formar  una  fase nemática.
En  la  figura  3.3 se observa  que  el  parámetro  de  orden  q tiene  un  mínimo  para  un
valor  de asimetría  )  <  1.  Este  comportamiento  se explica  analizando  las contribuciones
 y ¿f2  proporcionales  a  y y a y2 respectivamente  en la  expresión  para  la diferencia
de  energía  por  partícula  zf  entre  la  fase  nemática  e isótropa  (véase  ecuación  (3.79)).
Estas  contribuciones  pueden  ser reescritas  como
(3.88)
(3.89)
‘Según demostró Onsager, la  variable  finita  en  el  límite  asintótico  que  caracteriza  al  flemático  es
c  =  pL2u.
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o-
Figura  3.3:  Parámetro  de  orden  de la  fase  flemática  en  coexistencia  con  la  isótropa,  en
función  de  la  relación  longitud-anchura  ).
La  contribución   es simétrica  frente al intercambio  paralepípedo  prolato-paralepípedo
oblato  debido  a que  el coeficiente  de excentricidad  ‘y =  —  1)(1  —  )¼_1)  no  varía  al  in
tercambiar  )  ÷-+ )‘.  Esto  quiere  decir  que  si  se  tiene  en  cuenta  la  contribución  de
orden  y  en  el  desarrollo  de  la  energía  por  partícula  en  esta  variable,  los dos  tipos  de
paralepípedos  tienden  a  estabilizar  en  igual medida  a  la  fase nemática  para  un  valor  de
‘y  suficientemente  grande  (nótese  en  la  ecuación  (3.88)  que  la  contribución  siempre  es
negativa).  Sin embargo, si se observa la ecuación  (3.89) nos damos  cuenta  de que la con
tribución  Lf  no es simétrica  frente  al  intercambio  paralepípedo  prolato-paralepípedo
oblato,  debido  a  que  el  coeficiente  de  asimetría  a  1 —  no  permanece  invariante
frente  a  este  intercambio  (para  la  forma prolata  O <  a  <  1, mientras  que para  la oblata
—00  <  a  <  O). Esta  asimetría  es consecuencia directa  de que la variación  del tercer  coefi
ciente  del  vinal  entre una  configuración ordenada  y otra  desordenada  ¿XB3 =  B  —  B  no
es  la  misma  para  las  geometrías  oblata  y prolata.  De hecho  se cumple  LBr°  >
Es  fácil demostrar  que  Lf2  <  O para  cualquier  q y a,  por  lo que  este  término  también
estabiliza  el  flemático  para  ambas  geometrías  cuando  ‘y es suficientemente  grande.  Sin
embargo,  lo hace en diferente  medida  para  el nemático  prolato  y el oblato.  En el primer
caso  favorece  un  alineamiento  molecular  con  un  parámetro  de  orden  q alto,  mientras
que  en  el  segundo  éste  es  menor.  Por  ello  en  la  figura  3.3  la  variación  de  q con    no
es  simétrica  con respecto  al  punto  )  1 y  por  lo general  la  fase  flemática  oblata  es la
de  menor  orden  orientacional.  Como  consecuencia  de esto  el orden  orientacional  al  que
saturan  los sistemas  prolatos  y  oblatos  es diferente,  siendo  q  —*  oo)  >  q(  —+  O). Este
efecto  se acentúa  mucho más  a densidades  altas  (valores grandes  de y), cuando  se quiere
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garantizar  la  coexistencia  entre  las fases 1 y N para  asimetrías  relativamente  pequeñas.
Cuando  )   1 el parámetro  de  orden  nemático  disminuye  como  consecuencia  de  que  la
contribución  Lf2  pesa  más sobre Zf  y  estabiliza  un nemático con  parámetro  de orden
bajo.  Al disminuir  ),  la densidad  (o, lo que es equivalente,  el valor  de y) de coexistencia
disminuye  (véase  la figura  3.2)  y el  término  ¿f  comienza a ser dominante,  recobrando
así  el  comportamiento  usual  (el  aumento  del  parámetro  de  orden  con  la  asimetría  mo
lecular).  Esta  es la  explicación de  la existencia  de  un mínimo  en  el parámetro  de orden
al  variar  ).  Sin embargo,  el  nemático  parece  ser metastable  con  respecto  al  esméctico
A  o  a  la  fase  columnar  en  una  ventana  de  extensión  aproximada  1/5  <   <  5 como
se  verá  a  continuación  cuando  se analice  la  inestabilidad  del nemático  frente  a las  fases
con  perfiles de densidad  modulados,  con lo que este mínimo  no tiene  ninguna  relevancia
para  el  diagrama  de fases del  modelo.
3.3.3   Fases  inhomogéneas
Según  la ecuación  (2.180) el funcional de correlación directa  de n  cuerpos  para  el modelo
de  paralelepípedos  paralelos  duros  está  dado  por•
•  ..  ,r)  =  —VVD  [f dr °)(71(r))W(fl)(r  —  r1,..  .  ,r  —
(3.90)
 .  ,r)      Hw(rk),                                    (3.91)
donde  hemos  definido  77(r)              >p 0  w  (r),  que  en  el  límite  uniforme  se reduce  a  la
fracción  de  empaquetamiento  i  =  >  pcra’cr.
En  el  límite  uniforme  el  funcional  (3.90)  se convierte  en  la  función  de  correlación
directa  de orden  n,  la cual,  en transformada  de Fourier,  viene dada  por
 .,q_i)  =  —DDD  [  )(77)VTp1...Jq1,.. . ,q)],  (3.92)
donde  se ha  supuesto  la  restricción   qj  =  0,  que expresa  la  invariancia  traslacional
del  fluido  uniforme.  Además,
(fl)(77)  =  (1-i)’                           (3.93)
,qn)  =          (3.94)
con  =   i  =  x,y,z,  jo()  =  sin(e)/  la  función  de  Bessel de  orden  cero  y  qk  =
(qe,  q,  q).  La ecuación  (3.94) es  simplemente  la transformada  de  Fourier  de  (3.91)  con
respecto  a  todos  sus  argumentos.  El sistema  de paralepípedos  duros  de aristas  paralelas
tiene  la  interesante  propiedad  de que  las  funciones  de  correlación   (qi,.  •  .  , 




Figura  3.4:  Líneas de inestabilidad  espinodal entre las diferentes fases líquido-cristalinas.
Los  dominios de estabilidad  de las diferentes fases están  etiquetados  de la siguiente forma:
1:  líquido  isótropo;  N: flemático;  A: esméctico A;  C: columnar;  PS:  sólido plástico;  OS:
sólido  orientado.
pueden  ser  calculadas  analíticamente  para  cualquier  n.  En  el  apéndice  B  se  muestra
cómo  hacerlo.
La  pérdida  de  estabilidad  de  la  fase  nemática  con  repecto  a  modulaciones  en  la
densidad  a lo largo  del eje z  (o sea,  con q,,  =  (O, O, q,)),  como ocurre  en la  fase esméctica
A,  o  en  el  plano  xy  (o  sea,  con  q,,  =  (q,  O, O) ó  q,  =  (O, q,  O)), como ocurre  en  la
fase  columnar,  se determina  a  través  de  la  divergencia  de  la  matriz  3 x  3 del factor  de
estructura,  cuya  inversa  es
(S’),  =    —  (q).                     (3.95)
p
El  conjunto  de  densidades  Pí.  =  Xp,  para  un  valor  fijo  de  p,  que  hay  que  introducir
en  la  ecuación  (3.95)  es aquél  que se obtiene  de  la minimización  de  la energía  libre  por
partícula  del  nemático,  fN,  con  repecto  al  parámetro  de  orden  nemático  q.  Si q  =  O
la  inestabilidad  corresponde  a  la  transición  fluido  isótropo-sólido  plástico  (un  sólido
formado  por  paralepípedos  orientados  aleatoriamente).  Para  determinar  las  curvas  de
inestabilidad  espinodal  debemos  encontrar  los mínimos  valores  de   que  satisfacen  la
ecuación  det(S)  =  O para  algún  vector  q,  en  función  de  ).  Los  resultados  de  este
cálculo  se muestran  en la  figura  3.4, donde se indican  los dominios  de  estabilidad  de  las
diferentes  fases.
En  la  figura  3.4  con  líneas  continuas  se  representan  los  límites  de  estabilidad  del
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Figura  3.5:  De izquierda  a  derecha  se muestran  los períodos  de  las fases  columnar  (en
unidades  de  a)  y esméctica  (en unidades  de  L),  en función  de  .
nemático  con respecto  a la  fase esméctica ó columnar  y del líquido isótropo  con respecto
al  sólido  plástico.  Se  observa  que  el  esméctico  comienza  a  ser  estable  para  )   5
y  la  fase  columnar  lo  es  para  )   1/5.  Para  obtener  una  estimación  del  límite  de
estabilidad  de  estas  dos  fases  hemos  buscado  la  inestabilidad  del  factor  de  estructura
en  las direcciones  perpendiculares  a  las de  su  correspondiente  modulación  (formándose,
pues,  un  sólido  orientado).  Esto  nos  da  las líneas  discontinuas  de la  figura.  Insistimos
en  que  esto  no  es más  que  una  grosera  estimación,  ya  que  para  calcular  la  línea  de  la
pérdida  de estabilidad  del esméctico A a un  sólido orientado  o de la  fase columnar  a este
mismo  hay  que hacer un  análisis de bifurcación  a partir  de la  fase esméctica  o columnar.
Este  análisis  no  lo hemos  realizado  aún  debido  a  la  gran  complejidad  del  cálculo.  En
los  límites  )  —+  oc  y  ,  -  O las  líneas  de  inestabilidad  N-SmA  y  N-OS  por  un  lado,
y  N-C  y  N-OS  por  otro,  convergen.  Esto  no  es  más  que  la  demostración  de  que  en
estos  límites  el  nemático  cristaliza  directamente  a  un  sólido  orientado,  completamente
equivalente  al  sólido de cubos duros  (el OS se obtiene  a partir  del sólido de  cubos duros
mediante  un  escalamiento),  cuya  densidad  de  solidificación es  0.314,  precisamente  el
límite  asintótico  de  las líneas convergentes.  Las oscilaciones que  aparecen  en  la  línea de
inestabilidad  espinodal  isótropo-sólido  plástico  se deben  a que  al  variar  A varía  también
la  conmensuración  de los paralepípedos  en la  red  del sólido.
En  la  figura  3.5 se  muestra  la variación  del  periodo  de  la  fase modulada  (esméctico
A  para  A >  1 y  columnar  para  A <  1)  con  A.  Se observa  que  el  periodo  del  esméctico,
en  unidades  de  L,  al que  se desestabiliza  la  fase nemática  para  L/cr   5 es mayor  que  2
(d/L   2.1), mientras  que  la fase columnar  en la frontera  de la línea espinodal  es mucho
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más empaquetada  (d/u   1.7).  Ambos  periodos,  en unidades  de  L  (fase esméctica)  o u
(fase  columnar),  tienden  al periodo  del sólido de  cubos  duros  (d/u   1.3) en  los límites
).  —y oc  y    —+  0,  una  confirmación  más  de la  equivalencia  entre  el sólido  orientado  y el
sólido  de  cubos  duros  en estos  límites.
3.3.4   Transición flemático-esméctico  A
Hasta  la  mitad  de  la  década  de  los  80 se creía  que  sólo las  fuerzas  atractivas  intermo
leculares  eran  las  responsables  de estabilizar  la  fase esméctica  [55]. Sólo después  de  las
simulaciones  MC  realizadas  por  Stroobants,  Lekkerkerker  y  Prenkel  [153] se  demostó
que  la  transición  N-SmA  podía  ser  inducida  por  efectos  puramente  entrópicos.  Poste
riormente,  las  teorías  del  funcional  de  la  densidad  desarrolladas  para  el  estudio  de  los
cristales  líquidos  [147, 115, 116] determinaron  los posibles  diagramas  de fases para  siste
mas  constituidos  por  partículas  prolatas,  prediciendo,  entre  otras  cosas, la  existencia  de
un  punto  tricrítico  en la transición  N-SmA para  un valor de la  relación  longitud-anchura
L/D.  Intuitivamente  se debería  esperar  que  la transición  N-SmA fuera  continua  cuando
L/D  es muy  grande.  La razón  es que el orden  nemático  en la  línea de transición  debe  de
estar  practicamente  saturado  (partículas  totalmente  alineadas),  y para  moléculas  prola
tas  completamente  alineadas  una  teoría  del tipo  Landau  predice  que  la  transición  debe
ser  de  segundo  orden.  No. obstante,  el  último  trabajo  de  Poniewierski  [114] sçbre  un
modelo  de varillas  duras  en el  límite L/D  —+ oc,  en el cual se incluye  la contribución  del
tercer  coeficiente  del  vinal,  sorprendentemente  predice  una  transición  de  primer  orden
incluso  en  este  límite  (donde  cabe  esperar  un  alineamiento  perfecto  de  las  moléculas).
Este  resultado  has  sido  confirmado  recientemente  mediante  simulaciones  [113].  En  lo
que  sigue  mostraremos  cuán  importante  es la  aproximación  de  desacoplo entre  la  parte
angular  y  la  traslacional,  muy  frecuentemente  utilizada  en  las  teorías  del  funcional  de
la  densidad.  Estos  cálculos  pueden  ser llevados  a  cabo  debido  a  que  en  el  modelo  de
orientaciones  restringidas  descrito  en la  sección 3.3 no es necesario  hacer esta  aproxima
ción  en  el análisis del  orden  de la  transición  N-SmA. Esta  técnica  se aplica  tanto  para  el
funcional  TMF  como para  la  aproximación  del  segundo  coeficiente del  vinal  del  mismo
modelo,  que no  es más  que  la  aproximación  de  Onsager,  lo cual nos  permitirá  especular
sobre  la  posible  relevancia  de la  contribución  del  tercer  coeficiente del  vinal.
Desarrollo  de  Landau  del  funcional  de  energía  libre  de  un  cristal  líquido
La  forma genérica  de cualquier  funcional  de  la  densidad  para  fases-líquido  cristalinas  es
F  [p(r, )]  =  f drdp(r, )  [ln (p(r,  )VT)  —  1] + ex  [p(r, )],       (3.96)
donde  VT es el  producto  de  las  longitudes  térmicas  de de  Broglie asociadas  a  cada  uno
de  los grados  de libertad  de  la  partícula  y  es el exceso de energía  libre La  densidad
de  equilibrio  se obtiene  a través  de  la  minimización  de F  con respecto  a p(r,  2),  bajo  el
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requerimiento  de que  el número  de  partículas  sea  fijo,  o sea
  fr [p(r, )] —  p  f dr’d’p(r’, ‘)  } = 0,  (3.97)
donde  i  es  un  multiplicador  de  Lagrange  (que  coincide  con  el  potencial  químico).  Como
vamos  a  tener  en  cuenta  en  este  estudio  sólo  las fases  nemática  (un  fluido  uniforme  con
orden  orientacional  uniaxial)  y esméctica  A (un fluido con una  inhomogeneidad  periódica
en  una  dirección  y orden  orientacional  a lo largo  del vector  de onda  característico),  una
parametrización  de la  densidad  de  partículas  que  refleja las propiedades  de  ambas  fases
es
p(r,  )  p (o()  +   jj()  cos(iz))             (3.98)
donde  los k(cii)  son  los  parámetros  de  orden  orientacional  (o()  es el  parámetro  de
orden  flemático),  que  deben  cumplir  f db  (Z)  =  1  debido  a  la  condición  de  normali
zación  f  drdp(r,  .2)  pV  =  N  (siendo  p  la  densidad  media  del  sistema);  L  son  las
amplitudes  de la  modulación  a lo largo  del eje z,  y  q es  el  número  de  onda.  En  el pasado
varios  grupos  han  intentado  evitar  la  complejidad  de  esta  parametrización  asumiendo
=  I’o,  es decir  ,
pdes(r,  )  =  Po()  (i  +    j  cos(iz))    0()p(z).         (3.99)
Esta  aproximación  desacopla  el  orden  posicional  y  orientacional  lo  cual,  como  veremos
más  adelante,  tiene  consecuencias  dramáticas  en  la  predicción  de  la  naturaleza  de  la
transición  nemático-esméctico.
Una  primera  aproximación  del  diagrama  de  fases  se  obtiene  insertando  la  ecuación
(3.98)  en  (3.96)  y  desarrollando  ésta  en  potencias  de las amplitudes  j,  lo  cual  nos  da
Ef  =
+        + C12zL  +....         (3.100)
En  la  aproximación  hecha  en  la  sección 3.3.1,  donde  se describe  un  modelo  de  cristal
líquido  como  una  mezcla  de  paralepípedos  con  orientaciones  restringidas  a  través  del
formalismo  de la  TMF  [84], el exceso de energía viene dado  por ¡?ex  =  f  dr  ({nQ(r)}),
donde  4  es  la  densidad  de  exceso  de  energía  libre  dada  por  la  ecuación  (3.66)  y  las
densidades  promediadas  na  =  >  pi ® w,  con  los pesos  definidos  por  (3.67)—(3.70).
Los  parámetros  de  orden  de este  modelo se definen según
j(p)  =  [1  +  2s  cos(2n/3)],  (j  =  0,1,2,...),  n  =  1,  n  =  2,  n  =  3,
(3.101)
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donde  los s  juegan  el papel  de parámetros  de orden  nemáticos.  En  la fase  flemática  se
cumple   =  x,  donde X1Á es la fracción molar de la especie i  y O <   <  1.  Teniendo
en  cuenta  esto,  los coeficientes del  desarrollo  (3.100) están  dados  por
fo  =  fN,
=   +   (j  =  1,2),
B     )í  +        (3.102)
Ci  =    
¡1
donde  las funciones de correlación directa  de n cuerpos  (q1,..-  ,  q_i)  están  defini
das  en la sección 3.3.2 y calculadas  en el apéndice  B.  Como se observa, estos coeficientes
son  funcionales  de  /j(4) y funciones  de  p y q.  fN  denota  la  energía  libre  por  partícula•
de  la  fase nemática.  En  la  vecindad  de  la transición  N-SmA se espera  que el  parámetro
de  orden  del  esméctico sea  pequeño,  lo  cual justifica  el  desarrollo.  La  minimización  de
con  respecto  a   da  como resultado
__    fl      A     BA2
—  U  ‘‘  rA1hP12
por-lo  que  f  viene dada  hasta  sexto  orden  por
f  =  fo +  A1  + Ja1  + D1z,                 (3.104)
donde  se ha  definido el  prefactor  del cuarto  orden  como
a     — 3B2                         (3.105)
La  teoría  convencional de Landau  predice la  transición  flemático-esméctico cuando  A1 =
0.  Esta  transión  es de  segundo  orden  si a  <  0,  de  primer  orden  si  a  >  O y  tricrítica  si
a  =  0.  En este  último  caso se debe cumplir  D1 >  0.  Este  escenario tan  simple es un  poco
ingenuo  debido  a que  no tiene  en  cuenta  la estabilidad  mecánica  de la  fase esméctica.
Análisis  de  bifurcación
Similar  al análisis  de Landau,  pero más estrechamente  ligado al formalismo del funcional
de  la  densidad,  es  el  análisis  de  bifurcación  de  la  ecuación  de  equilibrio  (3.97).  Este
consiste  en  la  construcción  perturbativa  de  una  nueva solución  que  se bifurca de  la  fase
nemática,  lo cual se lleva a cabo  mediante  la introducción  de  un desarrollo  arbitrario  de
las  variables  dependientes  e independientes  del  problema  en  potencias  de un  parámetro
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pequeño  s.  Luego  se  insertan  en  la ecuación  (3.97) y  se  resuelve  el sistema  de  ecuaciones
resultante  orden  a  orden  en  .  En  nuestro  caso  tenemos
=  *  +     +     +...                         (3.106)
=  s  +  s1  +  s2)E2  +,  k  =  0, 1,2,...,  (3.107)
=  1)6+j2)62+..’.    k=0,1,2,...,             (3.108)
q  =  q* +  q  +  q(22  +  ...                         (3.109)
Si  denotamos   =  {q,  s1,  2,  }  vemos  que  fo  =  fo(p,  so)  y  A1  =  A1(p,  so, ).  La
minirnización  de  f  con  repecto  a  s0,  i  y   da  como  resultado
Of  —  Ofo  12OA1  
—          1  —Os0     Oso  2  Os0
=  LXI.  +       =0,                  (3.110)
Of  —  12(OA1        —0
2  1O+     —.
Introduciendo  los desarrollos  (3.106)—(3.109) en  (3.110) se obtiene,  resolviendo  a  orden
0(60),
A  =0,
(Ofo*  =  0,                        (3.111)
  OSO 1
—
El  superíndice  *  significa que  las evaluaciones se hacen  en  los parámetros  del  punto  de
bifurcación,  o sea  s,  p’ y .  El  orden  0(a)  de  (3.110) da  como resultado
(1)  =  (l)  =    =  0.                      (3.112)
Por  último,  las  ecuaciones  relevantes  de orden  0(62)  son
(O2fo*  (2)  (O2fo  (2)  1  (OA*  —
   21s0                        ¡ —  8s  ,/        5So8PJ       2  O5j  J
(4)*    + (4)*    +     =  0,         (3.113)
las  cuales  pueden  ser  resueltas  en  función  de  los  parámetros  de  bifurcación  p’,   
como
(2)  —  —   (!  (O2fo  (2)  /(O2fo*
—     2 8so)    asap)   /  8s)
p(2)  =  __,                                       (3.114)
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donde
b*  —  *     (5A    /(32f *=   a  — Os)  /  Ds)
*      (DA1*  (OA1* ( Ofo*  /(a2f*
C  =     II  +J  1        1 /I      2            (3.115)
  ap)  8S)   8so8p)  /  8s0
Estas  ecuaciones  describen  el  cambio  del  parámetro  de  orden  nemático  8O  de  la  rama
esméctica  cuando  la  densidad  aumenta  desde p’ hasta  p  + E2p2.  Necesitaremos  además
saber  cómo cambia  el parámetro  de orden  nemático  80,N  de  la rama  nemática  cuando  el
cambio  de densidad  es E2p2.  Esto  se determina  a través  del  desarrollo  en potencias  de 
de  la condición de equilibrio  (0f0/as0) =  O, y da como resultado  80,N  =
con
(1)   —
80,N  —
¡  2:  *  //2:*
(2)  =  _(2)  (  UJO   / ( U                (3.116)O,N        Oso8p) /  \ as)
Usando las ecuaciones (3.114) y (3.116) encontramos que, para una variación de la
densidad igual a E2p2, la variación de la energía del nemático es
6fo  fo(pt + Ep2 s +s)  fo(p* +E2p2, s+ s2s2)
—   (8fo  *    2— (2) 2 + EA (20  * (2) (3(2 — (2)
—  2  as)  ‘  O     O,N)   kasoOp)  ‘     ON
4 (4)*2  /(52f)*  =  a.* — b*).              (3.117)
De la segunda ecuación del sistema (3.113) se deduce que n la vecindad de la bifurcación
N-SmA
A1 = A + (aAi) * p2E2 + (:)  * 422 +.•  = _a*62,       (3.118)
y finalmente obtenemos la diferencia entre las energías libres de las ramas termodinámi
cas correspondientes a las fases N y SmA a una densidad igual a p +
fSmA — fN = 6fo+ AlE2+ a*64 = _b*64,         (3.119)
donde se han omitido l s términos de orden mayor a EA. Las funciones fSmA y fN denotan
la energía libre de las ramas esméctica y nemática respectivamente. Hay que resaltar
que ahora fSmA y fN no son funcionales d  energía libre, sino los mínimos locales del
funcional f.  La rama termodinámica esméctica tiene menor energía que la nemática si
se cumple bt > O, por lo que se esperaría una transición de segundó orden si b* > O y de
primer orden si b* <O. La condición de tricriticalidad vendría dada por b* = O.
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Estabilidad  mecánica  del  esméctico
Hasta  el  momento  no  hemos  tenido  en  cuenta  la  estabilidad  mecánica  del  esméctico.
Esta  se determina  a través  de  la compresibilidad  isotérmica  IT  o,  lo que  es equivalente,
el  inverso  de ésta,  que se define como
-1                   (82F
=  -Vj  =V  V/7       ‘   N,T
—        2  
—  P+  
ap      op     ap
donde  P  es la presión  y   =  pf  es la  energía  libre por  unidad  de  volumen.
En  la  vecindad  del punto  de  bifurcación  N-SmA,  teniendo  en cuenta  la  ecuación
=  —p*  =  6c(p—p*)                  (3.121)
y  la  ecuación  (3.119),  se  obtiene
3  (  *ˇ
___  /                        122
jSmA=JN  b*
Combinando  las  ecuaciones  (3.120)  y  (3.122)  se  determina  el  inverso  de  la  compresibili
dad  del  esméctico  a  través  de  la  ecuación
3f  *ˇ
—1   —  —1      )  ¡  *3                  3 123
kT,SmA  —  T,N       P  )
la  cual  puede  ser  negativa  si  b*  es  un  número  cercano  a  cero.  De  acuerdo  con  (3.120)  el
inverso  de  la  compresibilidad  está  relacionado  con  la  curvatura  de  la  densidad  de  energía
libre  en  función  del  densidad.
Como  consecuencia  de  este  análisis  hay  tres  posibles  escenarios  dependiendo  del  signo
de  b*,  de  c  (o,  lo  que  es  equivalente,  del  signo  de  p(2))  y  de  ‘‘5mA  —
a)  b*  >  O  (fSmA  <  fN),  C  >  O  Y  T,SmA  —  ‘N  <O:  la  transición  es  de  segundo
orden.
b)  b*  >  O  (fSmA  <  fN),  C  >  O  Y  KT,SmA  <  O:  la  transición  es  de  primer  orden,
análoga  a  la  transición  vapor-líquido.
c)  b*  <  O  (fSmA  >  fN),  C  <  O  Y   >  >  0:  la  transición  es  de  primer
orden.
En  la  figura  3.6  se  esquematizan  los  tres  posibles  escenarios.
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Figura  3.6:  Esquema  de  los posibles  escenarios de  las transiciones  de fase.  Densidad  de
energía  libre  frente  a la  densidad  p.  El  punto  de  bifurcación,  a partir  del cual parten  las
dos  ramas  termodinámicas  (N y  SmA) con la  misma pendiente  (debido  a que  =  0),
está  señalado  en  las curvas.  En  el eje p se han  marcado  los valores  de las densidades  de
coexistencia  como resultado  de  la  construcción  de la  tangente  común.
Resultados  según  el  modelo  de  orientacionés  restringidas
El  primer  paso  es analizar  la  aproximación  del  segundo  coeficiente  del  vinal,  donde  la
energía  libre  se trunca  a  segundo  orden  en  el  desarrollo  en  densidades,  y  las  funciones
de  correlación  son
=  2jo  (q  )  (a +  u)(a.+  a)(u  +  ,.        (3J24)
y,  por  supuesto,   =  O para  u  >  2.  Esta  no  es más  que  la  aproximación  de  Onsager
[1041 en el  modelo  de orientaciones  restringidas,  donde  la  función  de  correlación directa
a  dos cuerpos  coincide con  la  función de  Mayer.  Teniendo  en cuenta  esta  aproximación,
desacoplando  la  parte  orientacional  y  traslacional  en  la  densidad  de  partículas  según
la  ecuación  (3.99) y  llevando  a  cabo  los cálculos  de  b*  kSrnA,N  según  se describió  en
los  dos  epígrafes  anteriores,  en función  de la  relación  longitud  anchura  del  paralepípedo
L/o-  se  obtienen  los resultados  que  se muestran  en  la figura  3.7  (a y  c).  Como se puede
observar,  el  modelo  predice  un  punto  tricrítico  para  )  L/cr  =  6.1.  Para  valores  de
).  <  )  la  transición  flemático-esméctico  es de primer  orden,  mientras  que para  )  >  X  es
de  segundo  orden  (véase  la  figura  3.7 (b y d)).  Si ahora  en  la  aproximación  de  Onsager
no  se  lleva  a  cabo  el  desacoplo  (véase  la  ecuación  (3.98)) la  transición,  como se  puede
observar  de la  figura 3.7 (b y d) y de la discusión sobre los posibles escenarios,  es siempre
de  segundo  orden.
Si  en  cambio  se usa  la  expresión  completa  para  la  energía  libre  y para  las funciones
de  correlación  directa  según  dicta  la  TMF,  en  la  aproximación  de  desacoplo se obtiene
otra  vez  un  punto  tricrítico  para  un  valor  )  =  7.1  (véase  la  figura  3.8  (a  y  c)).  Sin
embargo,  teniendo  en  cuenta  el acoplo se obtiene  que  la  transición  N-SmA es de  primer
orden  en el  rango  )  >  5.5 (véase  la figura  3.8  (b y d)).  En  este  último  escenario hay  un
rango  de valores  de )  (5 <  ,  <  5.5) para  el cual se cumple bt  >  0,  $  o sea que
la  transición  es de segundo  orden.  Sin embargo, justo  para  estos  valores  de    se espera
que  la  transición  N-SmA sea metastable  frente  a la  transición  I-SmA  (obsérvese la línea
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Figura  3.7:  El  modelo de  orientaciones  restringidas  según  la  aproximación  del  segundo
coeficiente  del  vinal  (a  y  c:  las  orientaciones  y las  posiciones  están  desacopladas;  b  y
d:  las  orientaciones  y  las  posiciones  están  acopladas).  Las  figuras  c  y  d  muestran  el
inverso  de  la  compresibilidad  isoérmica  ,j’  para  las fases nemática  (línea  de  puntos)  y
esméctica  A (línea  continua)  frente  a  L/o.  Las figura  a  y b  muestran  el valor  del
coeficiente  b* frente  a
analizada  según  la teoría  de  bifurcación  debido  a  que es  una  transición  fuertemente  de
primer  orden,  con lo cual pierde  el sentido  este  análisis.
Estos  resultados  muestran  que la transición  N-SmA en un sistema  de  “varillas” duras
es  de  primer  orden.  Hemos  obtenido  que  la  aproximación  de  desacoplo  da  un  punto
tricrítico  que  no  es  más  que  un  artificio  de  la  aproximación.  Además,  el  orden  de  la
transición  predicho  por  la  teoría  de  Onsager  [104] es diferente  al  obtenido  a  través  de
la  TMF.  Uno podría  argüir  que  la  aproximación  de  Onsager es demasiado  simple  corno
para  describir  un  sistema  líquido-cristalino  a  relaciones  longitud-anchura  finitas.  Sin
embargo,  en  lo concerniente  al  orden  de  la  transición,  ambas  teorías  deberían  describir
el  sistema  al  mismo  nivel,  ya  que  ambas  son  teorías  de  campo  medio  que  ignoran  los
efectos  de  las  fluctuaciones.  Por  desgracia,  dificultades  técnicas  nos  impiden  hacer  el
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Figura  3.8:  Lo mismo que  en  la figura  3.7 pero  según  la  TMF.
sobre  sus  posibles  orientaciones.  No  obstante,  confiamos  en  que  la  TMF  captura  la
naturaleza  esencial de  la transición.  Esto  ha  sido corroborado  por  recientes simulaciones
[113],  que  han  dado  evidencias  de  una  transición  N-SmA  de  primer  ordenen  el  límite
L/D  —+ oo.  La  cuestión  que  queda  por  discernir  es la  causa  de  la  diferencia  entre  las
aproximaciones  de Onsager y la TMF.  Poniewierski  [114], considerando  el problema  en el
límite  L/D  —+  oo en una  teoría  que incluía  la  contribución  del tercer  coeficiente del vinal
a  la  energía  libre  del  sistema,  también  predijo  que el  orden  de  la  transición  era  siempre
de  primer  orden  independientemente  del  valor  de  ).  Esto  nos  permite  conjeturar  que
ciertamente  la  contribución  del  tercer  coeficiente del  vinal,  la  cual  es tratada  de  forma
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Capítulo  4
Interfases  en  cristales  líquidos
4.1  Introducción
Las  películas  delgadas  de  esméctico  (PDE)  libremente  suspendidas  en  vapor  están  for
madas  por  un número  determinado  de capas  de esméctico delimitadas  por dos interfases
vapor-esméctico.  El  grosor  de  estas  películas  puede  ser  variado  mecánicamente  desde
dos  hasta  un número  arbitrariamente  grande  de capas.  En  los últimos  20 años han  sido
investigadas  extensivamente.  Como  se ha  descrito  recientemente  en  [2], la  motivación
original  para  el estudio  de  las PDE  fue intentar  entender  la  naturaleza  de las  transicio
nes  de fase  en dos  dimensiones,  especialmente  la  transición  de  Kosterlitz-Thoules  [152].
Muchos  de  estos  estudios  revelan  que  en  las  PDE  existe  el  fenómeno  conocido  como
“orden  inducido  por la  interfase”  (011). Este  consiste  en que a temperaturas  por  encima
de  la  temperatura  de  transición  entre  dos  fases líquido-cristalinas  las  capas  adyacentes
a  la  superficie  separadora  de  éstas  exhiben  propiedades  de  una  fase  más  ordenada  (de
temperatura  más  baja),  mientras  que  las capas  interiores  mantienen  las propiedades  de
la  fase de temperatura  mayor.  Aunque la  mayoría  de los trabajos  demuestran  transicio
nes  entre  varias  mesofases esmécticas  para  temperaturas  que  se encuentran  en  el rango
de  estabilidad  del esméctico  [2], sólo recientemente  en  algunos  trabajos  se demuestra  la
existencia  de  películas  de  esméctico  a  temperaturas  por  encima  de  la  temperatura  de
transición  (TAN)  entre  las fases de volumen nemática  (N) y esméctica  A (SmA) [126, 11].
Hace  4 años  Stoebe  y colaboradores  [150] observaron  que  las PDE  de un  compuesto
líquido-cristalino  particular  se mantienen  estables  (no se produce  la ruptura  espontánea)
a  temperaturas  por  encima  de  la  temperatura  de  transición  I-SmA  (TAl).  Además,  al
aumentar  T  se encontró  que la  película exhibía  sucesivas transiciones  de  “thinning”  capa
a  capa  (mediante  las cuales el grosor de la película disminuye discretamente),  dando como
resultado  final una  película  de tan  sólo dos  capas  que,  finalmente,  se rompía  a  27 K por
encima  de  TAl.  Un  comportamiento  similar  ha  sido observado  en  otro  compuesto  no
fluorinado  [59]. Este  fenómeno  parece  ser relativamente  raro,  habiendo  sido encontrado
en  sólo dos de los más  de 50 compuestos  investigados  [150, 59]. Por  otro  lado, Demikhov
y  colaboradores  [31] han  observado  recientemente  las  transiciones  tipo  “thinning”  en
un  compuesto  particular  calentado  por  encima  de  TAN,  además  de  asegurar  que  han
observado  resultados  análogos  en otros  compuestos  que  exhiben  la  transición  N-SmA.
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Estas  transiciones  de  “thinning”  parecen  ser  consecuencia  del  orden  inducido  por
la  interfase  (OIl)  [150, 31].  El  orden  esméctico inducido  por  una  interfase,  relativo  al
nemático  o al  líquido isótropo,  ha  sido encontrado  en varios estudios  de interfases  libres
V-I,N  [1, 101], y  es  considerado  actualmente  como un  fenómeno  común.  Teniendo  en
cuenta  esto,  es necesario entender  la  aparente  rareza  de las transiciones  tipo  “thinning”
de  las PDE  y las diferencias  y similitudes  entre las PDE que  exhiben transiciones  SmA-I
y  SmA-N.  Estas  cuestiones  tendrán  su  respuesta  si sabemos  responder  a  una  cuestión
más  fundamental:  por  qué  las  PDE  son  tan  estables  que  no  se rompen,  como  lo haceil
las  películas  de líquido  ordinarias  [112]. En  las  secciones 4.2 a 4.4 contestaremos  a  esta
cuestión.
4.2  Metastabilidad  de  las  películas  delgadas  de  es
méctico
En  el capítulo  3, sección 3.2, se describió  la  teoría  que  usaremos  para  el  estudio  de  las
PDE  [84].  La  interacciones  moleculares  se modelan  con  potenciales  del  tipo  Lennard
Jones.  Los perfiles de densidad  y parámetro  de orden  son de  la forma
ípv,  z<0,              Í0,   z<0,
p(z)  =   p(z)  O <  z  <  L,  q(z)=   q(z),  O <  z   L,  (4.1)
(Pv,  z>L,  (0,  z>L,
que  son  consistentes  con la  presencia de dos interfases vapor-esméctico.  La densidad  del
vapor  es Pv y su  parámetro  de orden  es igual a  cero  [84].
Una  solución trivial  en el  proceso de minimización es aquélla  en la  que  la  fase vapor
ocupa  todo  el  volumen  (p(z)  =  Pv,  q(z)  =  O para  todo  z).  En  este  caso  el  valor  final
del  exceso  de  potencial  macrocanónico  por  unidad  de  área,  ‘y =  (  —  ílv)/A,  después
de  la  convergencia,  es cero.  Para  encontrar  una  solución  no  trivial,  en  el  proceso  de
iteración  numérica  es  preciso  introducir  unas  condiciones  iniciales  en  los  perfiles  p(z)
y  q(z)  muy  diferentes  de  la  solución  trivial  y  que  posean  alguna  información  sobre  el
posible  orden  inducido  en las dos  interfases.  Un buen  candidato  puede  ser un perfil  que
simule  una  estructura  estratificada  en  z  =  O y  z  =  L.  Dependiendo  de  las  condiciones
termodinámicas,  o sea,  del  valor  de  la  temperatura  T  y  la  densidad  de  volumen  pv,
el  proceso  iterativo  converge a la  solución  trivial  homogénea  o a  un  perfil  estructurado
como  el  que  se  muestra  en  la  figura  4.1,  donde  se  ha  escogido  un  perfil  con  5  picos
de  esméctico.  Este,  a  su  vez,  puede  ser  usado  como condición  inicial  en  los  cálculos
para  otros  valores  de  los  parámetros  termodinárnicos.  Al  igual  que  en  los  resultados
obtenidos  en  el  estudio  de  la  interfase  pared-I  [145], una  vez encontrada  una  solución
con  un  número  de  capas  determinado  se pueden  encontrar  otras  soluciones  que difieran
entre  sí en un  número  entero  de ellas.  La estabilidad  relativa  de las diferentes  soluciones
se  determina  a  través  de los valores de ‘y, que coincide con  la tensión  superficial  en caso
de  coexistencia  entre  las fases de volumen.
Se  ha  estudiado  la  estabilidad  de  estas  películas  con  respecto  a  las  variaciones  de
los  parámetros  termodinámicos  y  moleculares.  Los valores  de  éstos  se han  elegido  en
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Figura  4.1:  Perfiles  de  densidad  (línea  continua)  y  de  parámetro  de  orden  (línea  de
trazos)  de  una  película  de  5 capas  en  el punto  triple  V-I-SmA.
un  rango  cercano  a  la  coexistencia  trifásica  V-I-SmA.  En  los  cálculos  se  ha  elegido
a11/a  =  1.8.  Los  resultados  obtenidos  aparecen  en  las  figuras  4.2  y  4.3,  las  cuales
muestran  la  tensión  de  la película  ‘y en función  del  grosor  de  ésta  para  varios valores  de
los  parámetros  termodinámicos  y  moleculares.  El  grosor  de  la  película  se determina  a
traves  de  la  integral  del  parametro  de  orden  qt  =  f_  dzq(z).  Los resultados  de  las
figuras  corresponden  a los valores T  =  0.31, Pv =  0.07049 (que  es la densidad  del vapor
que  coexiste  con  el  líquido  a  esta  temperatura)  y  2  =  0.43  (en unidades  de  c1/kB,  
y  €i,  respectivamente),  y  para  valores  diferentes  de  €3.  Cuando  €3  es  suficientemente
pequeño  el  vapor  de  volumen  coexiste  con  el  líquido  isótropo.  Para  valores  mayores
de  €3  el  esméctico  de  volumen  se convierte  en la  fase  más  estable.  La  estabilidad  del
SmA  relativa  a 1 y  V es la  responsable  de los diferentes  comportamientos  mostrados  en
las  curvas  de  las  figuras  4.2 y  4.3,  donde  se representan  los valores  estacionarios  de  ‘y
para  películas  con  un  número  diferente  de  capas.  Cada  uno  de  los puntos  de  la  figura
corresponde  a un mínimo local del funcional.  Es de esperar  que cada  uno de estos puntos
estén  separados  por  barreras  de  energía  sobre  las  cuales  el funcional  no puede  aportar
ninguna  información.
Para  valores  pequeños  de  c  (en  el  intervalo  [0.675, 0.68]; véase  la  figura  4.3),  las
soluciones  no triviales  se  encuentran  sólo para  películas  con  un  mínimo  de  5 capas.  En
estos  casos, si el algoritmo  de rninimización comienza con perfiles iniciales que contengan
un  número  menor  de capas,  la  convergencia final es a  la fase homogénea  de vapor.  Esto
corresponde  al  resultado  físico  de  ruptura  de  la  película.  A  medida  que  €3j  aumenta
el  mínimo  número  de  capas  que pueden  ser estabilizadas  se reduce  sucesivamente  desde
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Figura  4.2:  Tensión  de  la  película  en  unidades  reducidas  frente  al  parámetro  de  orden
integrado  para  T  =  0.31  Y Pv =  0.07049.  Los símbolos corresponden  a  los valores  de ‘y
obtenidos  para  las  películas  con  el  número  de  capas  indicado  (las  líneas  continuas  son
una  guía  para  el  ojo).  De  arriba  abajo,  los valores  de  €  son  0.6750,  0.6786, 0.6787,
0.6789  y 0.6800.
5  hasta  1, como se  muestra  en  la  figura  4.3.  Sin  embargo,  en  este  último  caso  la  fase
más  estable  es el  esméctico  en  lugar  del  vapor,  y  cualquier  película  es  metastable  con
respecto  al esméctico de volumen.  La transición  de volumen V-SrnA se refleja  en el signo
de  la  pendiente  de ‘y en  el límite  asintótico  de grosor  infinito, cuando  la variación  de ‘y es
lineal.  Este  comportamiento  asintótico  es fácil de entender  si se tiene  en cuenta  que para
grosores  L  muy  grandes  (los cuales  son  proporcionales  a  q1t)  el sistema  se  aproxima  a
una  fase de  esméctico de  volumen confinada  entre  dos  interfases  V-SmA. En  este  límite
el  exceso de  potencial  macrocanónico  por unidad  de  área viene dado  por
‘y  =  2’y  —  L.pL,                          (4.2)
donde  Lp  =  PA  —  Pv  es  la  diferencia  entre  las  presiones  de  volumen  de  las  fases  Sm-
A  y  V  (ambas  caracterizadas  por  el  mismo potencial  químico   y 7VA  es  la  tensión
superficial  de una  interfase  entre  las fases de volumen Y y SmA.  El valor asintótico  de la
pendiente  de  ‘y es  controlado  por  la estabilidad  relativa  de  las fases de  volumen;  la  más
estable  es aquélla  con  mayor  presión.  Cuando  el esméctico es el  más  estable  la  tensión
de  la  película  ‘y  se convierte  en negativa  para  un número  L  suficientemente  grande,  y el
mínimo  absoluto  del  potencial  macrocanónico  se encuentra  cuando  el  SmA llena  todo
el  espacio.  Cuando  la  fase  de  vapor  es  la  más  estable,  la  tensión  de  la  película  crece







4.2  METASTABILIDAD  DE  LAS  PELÍCULAS  DELGADAS  DE  ESMCTIC0 109
7a2/kBT  -1
—4
2     4     6     8     10     12
q11
Figura  4.3:  Lo  mismo de  la  figura  4.2,  pero  para  un  rango  más  amplio  del  parámetro
 De  arriba  abajo,  sus  valores  son  0.675, 0.700, 0.800 y 0.900.
Los  detalles  del  comportamiento  cerca  de  la  transición  de  volumen  son  mostrados
en  la  figura  4.2.  Justo  en  la  coexistencia  V-SmA  Lip  =  O y  la  tensión  de  la  película  se
aproxima  a  un  valor  constante  2’yVA•  Esta  situación  debe  asociarse  con  los resultados
fisicos  obtenidos  en la mayoría  de los experimentos  [1501. En la figura 4.2 esto ocurre para
€3  =  0.6786.  Para  valores menores  de  este  parámetro  la tensión  de  la película  aumenta
monótonamente  con el grosor,  desde un valor  correspondiente  a una  película de  5 capas.
Para  valores  ligeramente  por  encima  de  éste,  cuando  la  fase  SmA  es  la  más  estable,
la  tensión  de  la  película  exhibe  un  máximo  entre  5  y  10 capas.  Esto  puede  implicar
la  existencia  de  transiciones  de  primer  orden  entre  películas  con  diferente  número  de
capas,  cuando  dos  de  éstas  tienen  el  mismo  valor  de  ‘y.  No obstante,  ambas  películas
en  coexistencia  son  metastables  con  respecto  al  esméctico de  volumen.  Viendo  esto  no
podemos  descartar  la  posibilidad  de  una  dependencia  más  compleja  de  ‘y con  el  grosor
de  las películas  (mediante  la  aplicación  de un modelo molecular  diferente).  Por  ejemplo,
en  las situaciones  experimentales  más relevantes,  en las que se garantiza  coexistencia  V
SmA,  podemos  suponer  una  váriación  no monótona  y/o  una  pendiente  inicial  negativa
de  ‘y como  función  de  L.
Otra  propiedad  que se revela  en las figuras 4.2 y 4.3 es la  “longitud  de penetración”,
o  sea, la  distancia  desde la  interfase  hacia  el interior  de la película  necesaria  para  que los
efectos  de  superficie  desaparezcan.  Es  plausible  asociar  esta  longitud  con  la  mitad  del
grosor  de una  película  L/2  a partir  del cual se cumple la variación lineal  de ‘y con L,  según
la  ecuación  (4.2).  Viendo la figura 4.2, para  valores de   cercanos al valor que determina
la  coexistencia  V-SmA esto parece ocurrir  para  un grosor  ligeramente  mayor de 10 capas.
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pueden  estabilizar  hasta  10 es -‘  2%.  En  las medidas  experimentales  hechas iriicialrnente
por  Stoebe  y  colaboradores  [150] se  encontró  que  ‘y era  aproximadamente  constante
para  películas  que  varían  en  su  grosor  desde  2 hasta  100  capas,  con  una  resolución
experimental  del  5%, lo  cual  fue  descrito  como un  comportamiento  sorprendente.  En
experimentos  más  recientes  [88] la  tensión  ‘y resultó  ser  independiente  del  grosor  de  la
película  con una  resolución experimental  del  1%.
4.3  Conexión  con  el  fenómeno  de  “wetting”
En  esta  sección estudiaremos  el comportamiento  de  “wetting” entre  las diferentes  interfa
ses  generadas  por  las fases de volumen SmA,  1 y V, eligiendo los parámetros  de tal  forma
que  la  fase  N  nunca  sea  estable.  Para  ello determinaremos  primero  las  tres  tensiones
superficiales  involucradas  [84]. Esperamos  que el  “wetting”  por  SmA de la  interfase  V-I
induzca  un  alto  grado  de  OIT que,  finalmente,  pueda  explicar  las  transiciones  de  “thin
ning”  que se observan  experimentalmente.  Usando la  ecuación  (4.2) podemos  obtener  la
tensión  superficial  ‘yVA  haciendo  L  —*  00  y  eligiendo  los parámetros  que  determinan  la
coexistencia  V-SmA. En  la práctica,  como ha  sido comentado  anteriormente,  la tensión
de  la  película  bajo  estas  condiciones es esensialmente  constante  para  grosores  mayores
de  10 capas;  no  obstante  se han  obtenido  los resultados  para  películas  de  20 capas.  Al
ternativamente,  se podría  calcular  ‘yVA  generando  una  interfase  semiinfinita  entre  dos
fases  de  volumen  (V y  SmA),  como se hizo en  [94] para  el cálculo  de vi  en  la  interfase
vapor-líquido.  Sin embargo,  esta  aproximación  es problemática,  como destacó  por  pri
mera  vez Widom  [177] en un contexto  diferente,  debido  a la  ambigüedad  obtenida  para
‘y cuando  alguna  de  las  fases en  coexistencia  es modulada  espacialmente.  La  presente
aproximación,  basada  en el comportamiento  asintótico  de las películas  de esméctico  [84],
no  exhibe esta  ambigüedad,  ya  que el método  no requiere de la sustracción  del potencial
macrocanónico  de una  fase  modulada.
Mediante  un método  análogo  se puede  generar una  película  de esméctico suspendida
en  un líquido isótropo  en lugar  del vapor,  por  lo que  podemos  calcular  la tensión  super
ficial  ‘y  de la interfase  I-SmA [84]. Eligiendo las condiciones de estado  de tal forma  que
el  vapor  y  el  líquido  isótropo  también  estén  en  coexistencia  (como se cumple  para  las
curvas  de las  figuras  4.2 y 4.3 cuando  c  es  suficientemente  pequeño)  seremos  capaces
de  obtener  las  tres  tensiones  superficiales:  ‘yVA,  IA  y  vi  (esta  última  calculada  por
el  mismo  método  utilizado  en  [94]), necesarias  para  el  estudio  del  comportamiento  de
“wetting”.  La figura  4.4 ilustra  la determinación  de ‘yVA y ‘yJA  mediante  la extrapolación
de  ‘y para  valores de  L  muy  grandes.
En  la  tabla  4.1 se da  un  sumario  de los resultados  obtenidos  para  una  temperatura
T  =  0.31  y  para  diferentes  valores  de  los  parámetros  E2  y  €3,  que  han  sido  variados
simultáneamente  de  tal  forma que  se mantenga  la  coexistencia  trifásica  V-I-SmA  [84].
En  la tabla  también  se muestran  los valores  de los coeficientes de  “spreading”,  definidos
por
SI  =  ‘yVA(’yVI+7IA),                      (4.3)
SA  =  ‘yvI—(’yvA+’yIA),                      (4.4)




0.75  -  5
4  6    8    10    12    14    16    18  20
Figura  4.4:  Tensión  de  la  película  en  unidades  reducidas  frente  a  q1,  en  las  condiciones
del  punto  triple  V-I-SmA:  T  =  0.31,  2  =  0.43 y  €31 =  0.6786.  La  curva  superior  e
inferior  corresponden  a  una  película  de  esméctico  suspendida  en  vapor  o  en  un  líquido
isótropo,  respectivamente.
los  cuales  son  usados  en  la  caracterización  del  “wetting”  de  la  interfase  V-SmA  por
el  líquido  isótropo  y  de  la  interfase  V-I por  el  esméctico,  respectivamente  (se cumple
Sj  —  SA  =  2(7vA  —  ‘yvi))..  En  todos  los  casos  se  obtiene  S1  >  SA  (7vA  >  ‘yvi),  lo
cual  indica  que  el vapor  “prefiere” estar  en  contacto  con el  líquido  isótropo  en lugar  de
estarlo  con  el  SmA;  o  sea,  el  líquido  isótropo  moja  parcialmente  la  interfase  V-SmA,
mientras  que  no  hay  mojado  de  la  interfase  V-I  por  el  SmA.  Una  tendencia  general
indicada  en  la  tabla  4.1  es  que  el  coeficiente  S1  aumenta  de  forma  monótona  con  2
(disminuye  con  3),  lo  cual  sugiere  que  el  mojado  por  el  líquido  isótropo  puede  llegar
a  convertirse  en  mojado  completo,  o  sea,  Sj  —+  O para  valores mayores  de  €2.  Aunque
puede  ser que se produzca  primero  la  transición  de volumen I-N, no se ha  estudiado  esta
posibilidad  porque  estamos  más  interesados  en  determinar  si se  dan  las  condiciones  de
mojado  parcial  por  el  SmA.
Antes  de  considerar  esta  cuestión es interesante  observar  otras  dos tendencias  indica
das  en  la  tabla  4.1.  Ambas  tensiones  superficiales,  vA  y  ‘YIA,  exhiben  un máximo  muy
débil  en  función  de 2  O €3  mientras  que ‘y’j  se  mantiene  practicamente  constante.  Este
comportamiento  no es  sorprendente  si  se tiene  en  cuenta  que  el  orden  orientacional  y
el  orden  esméctico  presentes  en  la  interfase  V-I son  muy  débiles,  y son  sólo ligeramente.
modificados  por  los cambios  en  2  y  €3  [94]. La  existencia  de  un  máximo  en ‘yIA (y por
tanto  en  “(vA)  es igualmente  causada  por  una  competición  entre  el orden  orientacional  y
el  orden  esméctico bajo  las  presentes  variaciones de  los parámetros.  Ambas  contribucio
nes  a l,  o sea,  los términos  directamente  proporcionales  a €2 y a  k31, son negativas.  Por
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Tabla  4.1: Variación  de la tensión  superficial  (en unidades  reducidas)  y de los coeficientes
de  “spreading”  con  los parámetros  moleculares, para  T  =  0.31,
lo  tanto,  si se  quiere  mantener  la  coexistencia,  cuando  €2  aumenta  €3  debe  decrecer,
y  viceversa.  El  efecto  de  esta  competición  en  la  interfase  posiblemente  lleva consigo  el
comportamiento  no monótono  de fIA
El  no mojado  de la  interfase V-I por el esméctico no está  de acuerdo con la conclusión
a  que se llega en  [94], donde  se asegura  que  la fase SmA moja  parcialmente  la  interfase
V-I,  lo  cual  requiere  que  se  cumpla  SA  >  Sj  (o  YVA  <  ‘YvI).  La  conclusión  a  que
se  llega  en  [94] se  basa  en  la  observación  de  oscilaciones  débiles  en  los  perfiles  p(z)
y  q(z)  de  la  interfase  V-I.  Esto  implica  que  sólo existe  un  grado  muy  débil  de  orden
esméctico  inducido  en la interfase.  Sin embargo, este  orden  no parece  ser suficiente  para
producir  mojado  parcial  por  el  SmA,  si  nos  guiamos  por  los resultados  presentes.  Se
ha  estudiado  el  comportamiento  de  “etting”  en  un  rango  de  parámetros  intermedios
entre  los  expuestos  en  la  tabla  4.1  y  los  usados  en  [94] sin  que  se  hayan  encontrado
diferencias  cualitativas.  Esto  se  indica  en  la  tabla  4.2  [84].  Ahora  la  temperatura
T  es  sistemáticamente  disminuida,  mientras  que  los  parámetros  €2  y  €3  son  ajustados
para  mantener  la  coexistencia  trifásica,  como se  hizo  anteriormente.  A  su  vez,  se  ha
mantenido  aproximadamente  constante  el  valor  de  LE2  =  E2,t  —  2,  donde  E2,t  es  el
valor  de  2  que  produce  un  punto  triple  V-I-N  a  una  temperatura  fija  y  j€3  se  ha
tomado  suficientemente  pequeño.  En  esta  teoría  2,t  sólo  depende  de  la  temperatura,
y  la  condición  de  Lc2  constante  se impone  para  eliminar  cualquier  influencia  del  orden
nemático  en  el  comportamiento  de  “wetting”.  Como  antes,  se  sigue  encontrando  que
—  yvi  es siempre positivo  y que la fase SmA sigue sin mojar  la interfase  V-I. Mientras
que  la tabla  indica  que esta  magnitud  se reduce al  disminuir la temperatura,  la tendencia
sugiere  que  sólo se aproximará  a cero para  valores no físicos de ésta  (para  temperaturas
excesivamente  bajas).
T €2 Le2 €3 ‘YVA ‘YIA ‘Yvi S1 SA
0.31 0.50 0.0984 -0.5747 0.4448 0.3562 0.1035 -0.0149 -0.6975
0.29 0.43 0.0976 -0.5509 0.4980 0.3580 0.1877 -0.0477 -0.6683
0.25 0.30 0.1033 -0.5109 0.6865 0.3952 0.4350 -0.1437 -0.6467
0.21 0.20 0.1000 -0.4574 1.0338 0.4768 0.8344 -0.2774 -0.6762
Tabla  4.2: Variación de la tensión  superficial (en unidades  reducidas)  y de los coeficientes
de  “spreading”  con la  temperatura.
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4.4  Transiciones  del  tipo  “thinning”
Como  se  comentó  en  la  introducción,  las  transiciones  del  tipo  “thinning”  son  aquéllas
en  las  que  las  capas  de  esméctico se funden  sucesivamente  haciendo  que la  película  dis
minuya  su  grosor  de  forma  discreta,  mientras  que  el  líquido  resultante  de  la  fusión  es
absorbido  por  el  reservorio  que  rodea  a  la  película  y  que  contiene  el  líquido  isótropo
de  volumen.  Se  ha  sugerido  [150] que  la  fusión  de  las  capas  ocurre  en el  interior  de  la
película  en  lugar  de  en  la  interfase  V-SmA,  ya  que  existe  orden  inducido  por  la  inter
fase.  Hay  dos  resultados  experimentales  bien  establecidos  sobre  la  fenomenología  del
“thinning”:  el  primero  consiste  en  que  estas  películas  no  aumentan  su  grosor  esponta
neamente  cuando  se enfría  la  muestra,  y  el segundo  es  que  las  transiciones  no  ocurren
espontaneamente  cuando  la  temperatura  se mantiene  constante,  sino que son inducidas
por  los cambios de ésta.  ¿Puede  nuestra  teoría  arrojar  alguna  luz sobre estos resultados?
Al  respecto  hay  que  decir  que,  bajo  la  suposición  de  que  las  interacciones  moleculares
sean  modeladas  por  interacciones  del  tipo  Lennard-Jones  (véase  la  sección  4.2),  este
modelo  no  predice  orden  inducido  por  la  interfase  en  grado  significativo,  como  se  de
muestra  con  el  comportamiento  de  “wetting”  descrito  en la  sección anterior.  Podemos
imaginar,  sin  embargo,  otros  escenarios  que  se puedan  obtener  mediante  la  mejora  del
modelo  donde  tenga  lugar  el  OIT y,  en  consecuencia,  se puedan  explicar  las  sucesivas
transiciones  de  “thinning”  al  aumentar  la  temperatura.  Por  ejemplo,  las  transiciones
del  tipo  “thinning”  capa  a capa  pueden  ocurrir  al  aumentar  la  temperatura  si la tensión
de  la  película  en  coexistencia  con  el  vapor  de  volumen  decrece  monotonamente  con  el
grosor,  en  lugar  de  crecer  como muestran  en  las  figuras  4.2 y  4.3.  Por  otro  lado,  mu
chas  de  las  peculiaridades  de este  fenómeno pueden  ser explicadas  por  el  hecho  de  que
estas  películas  son  solamente  metastables.  En  particular,  los dos aspectos  mencionados
anteriormente  sobre  la  no espontaneidad  y el crecimiento  o reducción  de la película  con
el  cambio  de  temperatura,  sugieren  que  el experimento  no  mide  auténticas  transiciones
termodinámicas,  sino que  más  bien  detecta  las  inestabilidades  espinodales  o los límites
de  metastabilidad  de las  sucesivas capas  de  la  película.
Otra  cuestión  importante  sobre  los resultados  experimentales  [150] es que  las  tran
siciones  del  tipo  “thinning”  han  sido  observadas  para  una  clase  particular  de  cristales
líquidos  compuestos  de materiales  parcialmente  fluorinados  [59]. En  todos  los demás  ca
sos  los autores  afirman  que las PDE  se rompen  a una  temperatura  igual o inferior a TIA.
Los  resultados  mostrados  hasta  el momento  son completamente  consistentes  con el com
portamiento  anterior.  Las  curvas  de  las figuras  4.2 y 4.3 para  valores  de  E3j  <  0.67686
representan  a  las  PDE  bajo  las  condiciones  de  coexistencia  V-I, cuando  la  fase de  vo
lumen  SrnA es  metastable  con  respecto  a  V y  a  1. Se han  estudiado  también  las PDE
bajo  condiciones  físicas  más  relevantes,  fijando  €3  y  variando  la  temperatura  alrededor
del  punto  triple  V-I-SmA.  Las  curvas  de  la  tensión  de  la  película  están  mostradas  en
la  figura  4.5 y, corno se  observa,  son  muy  s!milares a  las  mostradas  en  las  figuras  4.2 y
4.3  (la  rama  termodinámica  considerada  ahora  es la  correspondiente  a  la  coexistencia
V-I cuando  T  >  TIA  y  su  extensión  metastable  cuando  T  <  TIA).  Con  el  aumento
de  la  temperatura  (o disminución  de  jc)  encontramos  que  el mínimo  número  de  capas
que  pueden  ser  estabilizadas  aumenta  y, en  último  término,  tiende  a  infinito.  Esto  se
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Figura  4.5: Tensión  de la película en función  del grosor de ésta  a diferentes temperaturas
para  valores  fijos de  e2 =  0.43  y  k3 =  0.6786.  De arriba  abajo,  las  temperaturas  en
unidades  reducidas  son  kBT./el =  0.312, 0.310, 0.300, 0.290 y 0.279.
muestra  en  la  figura  4.6, donde  se representa  la temperatura  máxima  para  la  cual  cada
película  es metastable  en función  del grosor  de  ésta.  La  mayor  parte  del  rango  de  tem
peraturas  mostrado  en  la  figura  se encuentra  por  debajo  de  la  temperatura  del  punto
triple  TVJA  =  0.31.  Por  encima de TVIA  la película existe sólo en un rango  muy  reducido
de  temperaturas,  cuyo  límite  máximo  es  la  temperatura  espinodal  de  la  transición  del
esméctico  de volumen.  Queda demostrado,  a partir  de estos resultados,  que  una  película
de  n  capas  se  convierte  en  inestable  antes  que  la  de  u +  1 capas.  Esto  significa  que  si
intentamos  aumentar  la  temperatura  para  fundir una  capa la película entera  se convierte
en  inestable  y se rompe  espontaneamente.
Como  se ha mencionado  en la sección 4.2, nuestros cálculos no arrojan  ninguna  infor
mación  sobre la  naturaleza  de las barreras  de energía que separan  los sucesivos mínimos
locales  del  potencial  macrocanónico  íl,  o  sea,  sobre  la  altura  de  dichas  barreras  y  su
evolución  cuando  varían  los  parámetros  termodinárnicos  y  moleculares.  No obstante,
podemos  obtener  alguna  información mediante  el seguimiento  de  los perfiles p(z)  y  q(z)
durante  las sucesivas iteraciones  generadas  en  el proceso  de minimización  de  y  por  gra
dientes  conjugados.  Este  algoritmo  puede  ser  considerado  como un  tipo  de  evolución
temporal  de  un  sistema  puramente  disipativo  controlado  por  dos  variables  sin  ley  de
conservación  alguna  (si una  de las variables  satisface  alguna ley de conservación local,  la
dirección  en  el espacio de  fases a  lo largo  de la  cual la  película  se convierte  en  inestable
puede  cambiar).  En  particular,  al  aumentar  la  temperatura  y  sobrepasar  el  punto  de
inestabilidad  de la  película  encontrarnos que  los picos del  perfil  de  densidad  más  cerca
nos  a  la  interfase  (figura  4.1) desaparecen  primero.  Esto  es consistente  con que  no hay
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Figura  4.6:  Temperaturas  de  ruptura  de  la  película  en  función  de  q1t  para  E2 =  0.43  y
=  0.6786.  Los números  de  capas  qué  corresponden  a  cada  símbolo  van,  consecuti
vamente,  de  1 a  10 (están  marcados  el  primero  y  el  último).  La  línea  sólo es  una  guía
para  el ojo.
mojado  por  SmA.  La  conclusión  a  la  que  llegamos  es que  el  orden  de  desaparición  de
las  barreras  de  energía  entre  películas  de un  número  diferente  de  capas  es el  argumento
principal  para  explicar  los resultados  experimentales  [150]. Lo que  se requiere,  por  tan
to,  es invertir  el  orden  de  desaparición  de  las  barreras  en  este  modelo,  de  tal  forma  que
la  barrera  que  separa  los mínimos  de  las  películas  con  un  número  de  capas  n  y  n  +  1
desaparezca  a  una  temperatura  más  baja  que  la que  existe  entre  las  películas  con  n —  1
y  n  capas.  La  variación  de  las  barreras  con  el grosor  de  las  películas  y  las  condiciones
de  estado  debe  ser  distinguida  de  la  variación  de  la  tensión  de  la  película,  como las
mostradas  en las figuras 4.2, 4.3 y 4.5.  Es probable  que un orden  esméctico inducido  por
la  interfase  lo suficientemente  fuerte  como para  producir  un mojado  parcial  o completo
por  el  SmA  en  la  interfase  V-I dé  como resultado  el orden  deseado  en  la  desaparición
de  las  barreras.  Sin  embargo,  esto  no  es necesariamente  suficiente,  como ocurre  en  la
mayoría  de las películas  que se rompen a una  temperatura  T  =  TIA,  fenómeno  observado
en  muchos  materiales  líquido-cristalinos  que  exhiben  mojado  parcial  por  el SmA  [150].
4.5  Nuevo  modelo  para  el  orden  inducido  por  la  in
terfase
Con  el objetivo  de  modificar  las interacciones  moleculares  para  promover  el  011, intro
duciremos  un  modelo  de  interacciones  moleculares  diferente  al  usado  en  las  secciones
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Figura  4.7:  Perfiles de densidad  de una  interfase V-I para  valores diferentes  de ).  Línea
continua:  )  =  2;  línea discontinua:   5.
anteriores  [85, 144]. Las funciones  V(r)  con  u =  1 —  4  (véase  el  capítulo  3, sección 3.2)
serán  ahora  potenciales  del  tipo  Yukawa con  alcances  diferentes,  en  lugar  del  comun
mente  utilizado  potencial  de  Lennard-Jones.  De forma  explícita,
V(r)  =  {exp[_n(r  -1)],                         (45)
Como  de costumbre,  las distancias  estan  expresadas  en unidades  del diámetro  equivalente
del  elipsoide  de  revolución del  sistema  de  referencia a  =  (a11o)h/3.  Para  motivar  el  uso
de  la  ecuación  (4.5) se debe  tener  en cuenta  que  la  anchura  de la  interfase  vapor-líquido
escala  aproximadamente  con el alcance )  del potencial  isótropo  Vi(r).  En  la figura  4.7
se  muestran  dos perfiles de densidad  para  dos valores diferentes  del alcance  del potencial
isótropo   =  2  y  )i  =  5).  Se observa  claramente  que  la  interfase  más  abrupta  es
aquélla  generada  por un  potencial  isótropo  de alcance  más  corto.
Las  interacciones  proporcionales  a  V3(r) y V4(r) inducen  orden  orientacional  (y a su
vez  promueven  orden  esméctico  [145]) en presencia  de  inhornogeneidades  espaciales.  En
particular,  se puede  demostrar  que la contribución  de estos términos  a  es proporcional
al  cuadrado  del  gradiente  de  la  densidad  dp(z)7dz  [83, 166] y,  por  lo  tanto,  el  orden
inducido  en  la  interfase  por  éstos  debe  crecer  al  reducir  la  anchura  de  la  interfase  (o
sea  al  reducir  )j1).  A  la  vez,  es de  esperar  un  efecto  adicional  en  el  mismo  sentido
mediante  el  incremento  de  )‘  y  )‘,  de  tal  forma  que  los  potenciales  1/3(r) y
sean  capaces  de  “abarcar”  una  mayor  extensión  de  la  interfase  [85, 144].  En  esencia,
estos  cambios  permiten  controlar  el orden  inducido  en  la  interfase  al  variar  el gradiente
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de  densidad  en  ésta  mediante  el  cambio  en  los rangos  de  los potenciales  anisótropos
de  la  interacción  atractiva.  Esto  viene  a  ser  análogo  a  utilizar  un  campo  externo  de
un  alcance  arbitrario  [145, 106].  Aunque  no  hay  una  base  rigurosa  para  justificar  la
elección  de estos potenciales,  confiamos en que los efectos producidos  por tener  en cuenta
diferentes  )  compensen  de  forma  aproximada  algunas  características  omitidas  en  la
teoría,  principalmente  los  efectos de  orden  orientacional  producidos  por  la  interacción
de  volumen  excluido  del sistema  de referencia.
Debido  a  que los alcances  de  los potenciales  pueden  ser del  orden  del diámetro  mole
cular  se ha  utilizado  el  método  descrito  en la  sección 3.2 del  capítulo  3 para  evaluar  las
convoluciones  de los potenciales  con la densidad  y el parámetro  de orden.  Este  método  es
similar  a utilizar  una  interpolación  por  “splines” cúbicos entre  los puntos  de la  partición
[166] y  evaluar  las  integrales  de  la  convolución  de  forma  analítica.  Sin  embargo,  para
perfiles  que  oscilan  muy  rápidamente  la  interpolación  numérica  puede  inducir  valores
negativos  de  la  densidad,  por  lo  que  el  método  de  aproximar  el  perfil  de  densidad  por
funciones  escalón con  soporte  en  (z  —  z/2,  z  + z/2),  i =  1,.  .  .  ,  N,  es preferible.  En
los  cálculos  se ha  usado  Lz  =  0.05  en  unidades  del  diámetro  del  esferoide y un  número
de  puntos  N  =  L/Lz  R  1000.
4.6  Comportamiento  de  “wetting”
Ahora  el  número  de  parámetros  del  modelo  crece con la  inclusión  de  E4  y  los diferentes
).  Una  restrición  para  los  posibles valores  de estos  parámetros  es  el requerimiento  de
prQducir  un diagrama  de fases físicamente  razonable.  Se han  encontrado  comportamien
tos  patológicos  en un  rango  de estos  parámetros:  por  ejemplo,  una  coexistencia  entre  la
fase  N y la  SmA en  la  que  la  primera  tiene  una  densidad  media  mayor  [85]. Se ha  en
contrado  también  que las  relaciones  )n/ı  para  n =  2 —  4  no pueden  ser mucho menores
que  uno;  de lo contrario  el modelo produce  una  fase  “lamelar”  periódica  constituida  por
picos  separados  por  un periodo  muy  grande,  semejante  a una  serie consecutiva  de inter
fases  vapor-líquido.  Aun  así  el modelo  predice  diagramas  de  fase de  volumen  correctos
para  un  amplio  rango  de  parámetros  dentro  del  cual  encontraremos  comportamientos
superficiales  marcadamente  diferentes  a los descritos  en las  secciones anteriores.
4.6.1   “Wetting”  y  “layering”  en  la  interfase  vapor-líquido
En  esta  subsección  describiremos  el  comportamiento  de  wetting  en  una  interfase  libre
vapor-líquido  y el  orden  inducido  en  ésta  [85]. El  diagrama  de  fases de  volumen en  este
caso  exhibe  un  punto  triple  a  una  temperatura  TAl  en  el  cual  coexisten  las  fases  V,  1
y  SmA  simultáneamente.  Una  región  de  coexistencia  ISmA  se  extiende  más  allá  de
las  líneas de coexistencia  V-SmA hacia  temperaturas  y densidades  mayores  (los posibles
diagramas  de fases producidos  por la teoría  han  sido descritos  en la sección 3.2).  Aunque
este  comportamiento  de  volumen  ha  sido encontrado  con  anterioridad,  la  existencia  del
OIT en  la  interfase  V-I es un  nuevo fenómeno predicho  por  la  teoría.
Mostraremos  los resultados  típicos obtenidos  para  los siguientes  valores de  los pará
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Figura  4.8:  (a)  Tensión  superficial  (en  unidades  reducidas)  de  la  interfase  V-I en  el
punto  triple  V-I-SmA,  en  función  del  número  de  capas  de  esméctico  adsorbidas  (A).
Las  tensiones  superficiales  calculadas  se representan  con símbolos mientras  que  la  línea
continua  es sólo una  guía  para  el ojo.  B  y C: variación  de  la  mitad  de  la  tensión  de  la
película  para  películas  de esméctico suspendidas  en el vapor  y en el líquido de  volumen,
respectivamente,  en  función  del  grósor  la  película.  (b)  La  misma  curva  A en  (a)  pero
ampliando  la  escala vertical  para  mostrar  el  mínimo absoluto  en n  =  4 (véase  el texto).
metros:   =      =5, )  )4  =  3.5, €2/fl  =  0.41, E3/Ei  =  —0.201 y E4/C1 =  —0.59. Bajo
estas  condiciones  encontramos  que  TAJ =  0.05 (la temperatura  en  unidades  reducidas).
El  comportamiento  de  “wetting”  para  temperaturas  que  se  aproximan  a  TAl  es  el  si
guiente:  en  la figura  4.8(a)  se representa  la tensión  superficial  ‘yvi(fl)  (curva  A)  cuando
T  =  TAl en función del número  de capas  de esméctico n  adsorbidas  en la interfase.  Como
en  la  sección 4.2, cada valor  de ‘yvi(n)  corresponde  a la convergencia final del  algoritmo
de  gradientes  conjugados  inicializado  desde  un  perfil  con  n  capas  absorbidas.  En  esta
figura  se observa  que ‘yvj(n)  es practicamente  plana  desde  n  =  2. No obstante,  la  curva
de  la  figura  4.8(b)  (ampliación  de la  curva  A)  muestra  un  mínimo  absoluto  para  n  =  4,
lo  cual implica  que la  interfase  es parcialmente  mojada  por  el SmA.
Las  otras  dos  curvas,  B y  C,  de  la  figura  4.8(a)  muestran  la  variación  de  la  mitad
de  la  tensión  de una  película de esméctico suspendida  en V y en 1, respectivamente,  con
el  número  de capas,  para  T  =  TAJ.  En  ambos  casos, y  en  contraste  con  la  curva  A,  la
tensión  de  la  película  crece débilmente  con  u  para  u  pequeño.  La  curva  C existe  sólo
para  n    2 y, en  otros casos  (con un  conjunto  diferente  de parámetros),  para  n  >  5.  En
estos  casos es imposible  estabilizar  las películas  de  esméctico suspendidas  en un  líquido
isótropo  para  un  número  de  capas  menor  (los cálculos  numéricos  inicializados  con  un
número  menor  de  capas  convergen  finalmente  al  líquido  isótropo).  La  relevancia  de
las  curvas  B  y  C para  el  comportamiento  del  “wetting”  está  en  sus  límites  asintóticos
n  —+ 00,  que,  como vimos en  la sección 4.2, determinan  las tensiones  superficiales  YVA  y
YAI,  respectivamente.  Se observa  además  que ‘y es esencialmente  constante  para  valores
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Figura  4.9:  (a)  Tensión  superficial  en  unidades  reducidas  de  la  interfase  V-I  con  un
número  dado  de  capas  de  esméctico  (según  se indica)  en  función  de  la  temperatura  en
unidades  reducidas  t  (T  —  TAJ)/TAJ.  Los  puntos  de  intersección  entre  estas  curvas
corresponden  a  las  transiciones  de  “layering”.  La  curva  correspondiente  a  O capas  y
su  punto  de  transición  a  1 capa  está  fuera  del  rango  de  temperaturas  que  se muestra.
(b)  Variación  del  parámetro  de  orden  integrado  con  la  temperatura  para  las  mismas
estructuras  que  en  (a),  así  como  para  la  estructura  correspondiente  a  O capas.  Las
transiciones  de  “layering” se indican  mediante  líneas de puntos  verticales.
de  n  por  encima  de  n  =  2  y  n  5 respectivamente.  En  el siguiente  epígrafe  veremos
cuál  es el  significado de esto  en el  contexto  de  las PDE.  En principio  el límite  asintótico
de  las  tres  curvas  de la  figura  4.8(a)  debe  obedecer  la  regla de  Antonow:
yvi(n  —÷  oo)  =  7VA  +  YAJ,                         (4.6)
donde  yvi(n  —÷  oo)  representa  la  tensión  superficial  de  una  hipotética  interfase  V-I
que  contuviera  una  capa  macroscópica  de  la  fase SmA.  Identificando  7VA  y  7A1  con  los
valores  límites  de las  curvas  B y  C, para  n  =  15, se encuentra
YVA  =  0.08314,  ‘yj  =  0.03648,  ‘yvi(n  =  15) =  0.11962.         (4.7)
Estos  valores  son  consistentes  con  la  ecuación  (4.6).  Como  se  dijo  anteriormente,  el
mínimo  de  la  tensión  superficial  de  la  interfase  V-I  ocurre  para  n  =  4,  y  su  valor  es
‘yvi(n  =  4)  =  0.119605, que  cumple  con  la  desigualdad  ‘yvi(n  =  4)   (‘yvA  +  yAJ).  Es
aún  más  significativo  el  hecho  de  que Yvi  sea  mayor  que  7VA  para  todos  los valores  de
n,  lo cual demuestra  la  existencia  de  “wetting”  parcial  por esméctico  en la interfase  V-I.
Este  resultado  difiere  de  los  obtenidos  en  la  sección 4.2,  los cuales  demuestran  que  no
hay  011 y  que  el SmA no moja  la  interfase  V-I.
Este  comportamiento  de  “wetting”  parcial  viene  acompañado,  además,  por  cuatro
transiciones  de  “layering” de  primer  orden  a temperaturas  por  encima  de TÍA.  La figura
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Figura  4.10:  Densidad  (línea  continua)  y  parámetro  de  orden  (línea  de  puntos)  de  los
perfiles  de la  interfase  V-I en coexistencia.  Se muestran  las estructuras  correspondientes
a  la  transición  de  “layering” entre  dos y  tres  capas.
4.9(a)  muestra  la  variación  de  ‘yVi(fl)  con  T  a  lo  largo  de  la  curva  de  coexistencia  V
1  para  n  =  1,  2,  3  y  4.  Los puntos  de  cruce  de  estas  curvas  representan  las  sucesivas
transiciones  estructurales  en la  interfase V-I, desde cuatro  hasta  una  capa.  La estructura
más  estable  a  una  temperatura  dada  es aquélla  con menor  valor  de ‘y. Hay también  una
transición  entre  1 y  O capas,  la  cual  ocurre  a T   0.0509, que  queda  fuera  del  rango  de
temperaturas  mostrado  en la  figura 4.9(a).  En  la figura  4.9(b)  se representa  la variación
del  parámetro  de  orden  integrado  q1t  con  la  temperatura,  mostrándose  las transiciones
desde  cero  hasta  cuatro  capas.  Las  temperaturas  de  las  transiciones  se muestran  con
líneas  de puntos  verticales.  Las curvas correspondientes  a q1t   1, 2, 3, 4 están  dibujadas
sobre  todo  el  rango  de  temperaturas  por  encima de  TIA  para  el  cual  estas  estructuras
son  estables  o metastables,  siendo  las  temperaturas  límites  de  cada  una  los puntos  de
inestabilidad  espinodal.  La  curva  correspondiente  a  una  estructura  de  interfase  con
n  =  O existe  sólo para  T  >  0.05048.
Para  ilustrar  los cambios en la  estructura  de la interfase  producidos  por  estas  transi
ciones  de  “layering”, en la  figura  4.10 se muestran  los perfiles p(z)  y  q(z)  de  dos de ellas
(perfiles  con  3 y  2  capas),  para  una  temperatura  igual  a  la  temperatura  de  transición
3  —÷  2.  El  primer  y  segundo  pico,  especialmente  en  el  perfil  del  parámetro  de  orden,
muestran  muy  poco  cambio,  lo cual  es cualitativamente  similar  al  comportamiento  del
“layering”  en  una  interfase  sólido-líquido  [145]. Es  importante  destacar  que  en  ningún
trabajo  teórico  previo  se  habían  encontrado  secuencias  de  hasta  4 transiciones  de  “la
yering”;  sin  embargo,  este  número  es comparable  con el  número  de  transiciones  que  se
obtienen  en  estudios  experimentales  [101].
Para  un grupo  diferente  de parámetros  la transición  1 —+ O puede desaparecer.  Cuan-
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do  esto ocurre,  al aumentar  T la interfase cambia  continuamente  hasta  perder  la estructu
ra  estratificada.  En estos casos la tensión  superficial  tiene  un máximo  muy pronunciado,
mientras  que  el  parámetro  de  orden  decrece  rapidamente,  pero  de  forma  continua,  en
lugar  de  exhibir  un  salto  entre  dos  ramas  termodinámicas  diferentes  (como en la  figura
4.9).
Con  un  ligero cambio  en  los valores  de  los parámetros  es  posible  obtener  “wetting”
completo  por  la  fase  SmA en  la  interfase  V-I. Este  se ha  encontrado,  por  ejemplo,  para
los  siguientes  valores  de  parámetros:  i  =  5,  )‘  =  3,   =    =  3.5,  €/€i  =  0.225,
f3/€1  =  —0.11 y     = —0.8. En  este  caso  la  curva  análoga  a  la  curva  A de  la  figura
4.8(a)  muestra  un decrecimiento  monótono  con n  de tal  forma que el mínimo  absoluto  de
la  tensión  superficial  ocurre  cuando  n  —*  oo  para  T  =  TAJ.  Al  aproximarnos  a  TAJ  por
encima  la  película  de esméctico  crece mediante  una  secuencia infinita  de transiciones  de
“layering”  de  primer  orden.  Un comportamiento  análogo  de  “wetting”  fue  encontrado
en  la  interfase  líquido-sólido  [145] mediante  la  variación  del  potencial  de  “anchoring”.
No  obstante,  nuestro  trabajo  describe  por  primera  vez una  teoría  microscópica  capaz
de  producir  ambos  escenarios  de  “wetting”:  parcial  y  completo,  en  una  superficie  libre
vapor-líquido.
4.7  Comportamiento  del  tipo  1  en  películas  de  es
méctiéo
Ya  se  ha  ilustrado  en  la  figura  4.8(a),  con  la  curva  B,  la  variación  de  la  tensión  de
la  película  ‘y con  el  grosor  de  ésta  cuando  está  suspendida  en  el  vapor,  y  se  ha  visto
que  la  tensión  es  practicamente  constante  para  n  >  2,  de  tal  modo  que  la  diferencia
relativa  en  ‘y entre  una  película  de  2 y  5  capas  es solamente  del  0.3%.  Esta  variación
es  mucho  menor  que  la  encontrada  en  la  sección 4.2 con  el  modelo  de  interacción  del
tipo  Lennard-Jones  [84], lo cual  está  en  concordancia  con  los resultados  experimentales
[150,  88]. Estos  resultados  implican  que  para  T  =  TAl  la  longitud  de  penetración  no es
mayor  que el grosor de una  capa,  lo que atribuimos  al valor tan  bajo  de ‘.  Lo mismo se
ha  encontrado  en películas  bajo  las condiciones termodinámicas  de coexistencia  V-SmA,
pero  a T  <  TAJ.
El  principal  objetivo  de esta  sección es estudiar  el comportamiento  de estas  películas
a  lo  largo  de  la  línea  de  coexistencia  V-I  a  temperaturas  por  encima  de  TAJ [85, 86].
En  esta  región  la  fase de  esméctico  de volumen  es inestable  con  respecto  al  vapor  y  al
líquido  isótropo,  por  lo que Lp  en la ecuación  (4.2) es negativa  y la  tensión  de la película
debe  aumentar  con  el  grosor.  La  figura  4.11 ilustra  la  variación  de  ‘y con  el  grosor  y
la  temperatura.  La  variación  de  la  tensión  con  respecto  a  T  en  unidades  reducidas
(t  (T  —  TAI)/TAI)  es  mostrada  para  diferente  valores  del  número  de  capas  n.  Cada
curva  termina  en una  temperatura  máxima,  que  denotaremos  T,  a partir  de  la cual  no
se  puede  estabilizar  la  película.  Se puede  interpretar  T  como la  máxima  temperatura
para  la  cual  el potencial  macrocanónico  exhibe el mínimo  correspondiente  a n  capas.  O
sea,  T  es  la  temperatura  espinodal  de  una  película  de  n  capas.  Hay  varios  aspectos
de  esta  figura  que  merecen  ser  destacados.  Con  la  excepción  del  caso  u  =  1, todas  las
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Figura  4.11: Tensión  de la  película  (en unidades  reducidas)  en función  de la  temperatura
reducidas  t  (T  —  TAJ)/TAI,  para  películas  con comportamiento  del  tipo  1. Cada  curva
corresponde  a  una  película  con  un  númeró  dado  de  capas  (como se indica  en  la  figura)
y  terminan  en  sus  correspondientes  temperaturas  espinodales  (indicadas  con  círculos
negros).
curvas  intersectan  el  eje  t  =  O en  y   YVA,  lo  cual  es consistente  con  la  curva  B  de
la  figura  4.8(a).  Con  este  modelo  se pueden  estabilizar  películas  de  tan  sólo una  capa
de  grosor,  aunque  éstas  son  raras  veces  observadas  experimentalmente.  Para  valores
cada  vez mayores  de n  la  temperatura  espinodal  de  la  PDE  con n  capas  se aproxima  a
un  valor  límite,  que  denotaremos  T,,  y  que  puede  identificarse  con  la  temperatura  de
inestabilidad  espinodal  del  esméctico  de  volumen  bajo  las  condiciones termodinámicas
de  coexistencia  V-I.  En  el  ejemplo  presente  T  =  0.051234.  Para  temperaturas  en  el
rango  TAJ    T   T  se pueden  obtener  PDE  metastables  de  un  número  cualquiera  de
capas,  lo cual  difiere de los estudios  realizados  en  la sección 4.2  [84]. Cuando  n   15 los
valores  de T  difieren de T,  sólo en  un 0.07%.  Para  valores de n  menores  T  se aleja  de
T  cada  vez más,  lo cual  se debe  a que  el OIT es cada  vez mayor.
La  variación  de  n  con T  se  muestra  en  escala  logarítmica  en  la  figura  4.12,  donde
la  variable  temperatura  se representa  en  la  forma t  (Ti, —  T  ) /T.  Para  n  grande
los  resultados  son  consistentes  con  la  ley  de  potencias,  sugerida  por  recientes  estudios
experimentales  [150, 59, 31],
n   no(t)”,                           (4.8)
con  un exponente  u =  0.5.  Este  valor  está  ligeramente  por  debajo  de los valores encon
trados  experimentalmente  0.52 <  u  <  0.82.  La  comparación,  sin  embargo,  no  es muy
1:
0.08
4.7  COMPORTAMIENTO  DEL  TIPO  1 EN  PELÍCULAS  DE  ESMÉCTICO 123
2
Figura  4.12:  Variación,  en  escala  logarítmica,  del  grosor  de  una  película  con  comporta
miento  del tipo  1(n)  en función  de la temperatura  espinodal reducida  t,  (T—T)/T.
La  línea  dibujada,  de pendiente  0.5, muestra  la  consistencia  de  estos resultados  con una
ley  de  potencias  de  exponente  0.5 para  n  grande  (véase el  texto).
acertada,  ya  que  las  películas  cuyas  tensiones  se muestran  en  las  figuras  4.11 y  4.12 no
tienen  transiciones  del  tipo  “thinning”  análogas  a  las encontradas  experimentalmente.
En  la  figura  4.11, a  diferencia  de  las  curvas  de ‘y correspondientes  a  la  interfase  V-I
con  un  número  diferente  de  capas,  no  hay  intersecciones  entre  las  tensiones  de las  PDE
con  distinto  valor de u.  Por  lo tanto  nó deben existir  verdaderas  transiciones  de equilibrio
entre  éstas  cuando  T>  TAJ. Esto  se aplica,  por supuesto,  tanto  si se calienta  como si se
enfría  la  película.  En  el  último  caso se ve claramente  de  la  figura  4.11 que es imposible
que  ocurra  un  aumento  espontáneo  en  el  grosor  de  la  PDE,  ya  que  esto  conlieva  un
aumento  de  la  energía  ‘y.  Uno  podría  esperar,  no  obstante,  que  cuando  una  película
de  n  capas  es calentada  por  encima de  su  temperatura  espinodal,  T,  convirtiéndose  en
inestable  ocurra  la  transición  a una  PDE  de n  —  1  capas  que  todavía  es metastable  (se
cumple  T  <  T_1).  Este  proceso  vendría  acompañado  de  una  reducción  de  energía,  y
fue  lo que  se  predijo  en  la  sección  4.2.  Sin  embargo,  esto  no  es lo  que  ocurre  para  el
presente  rango  de parámetros  del  modelo.
Se  ha  estudiado  la evolución de la  estructura  de una  película  de n  capas  inicialmente
metastable  cuando  es calentada  más  allá  de  T  [85, 86].  Los resultados  aparecen  en la
figura  4.13.  En  4.13(a)  se  muestra  un  perfil  metastable  de  11 capas  que  ha  convergido
a  su  solución  estacionaria  cuando  la  temperatura  es igual  a  la  espinodal  T11. Se  puede
observar  un  leve  decaimiento  monótono  en  las  amplitudes  de  los  picos  a  medida  que
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del  011  en  las  superficies  exteriores  de  la  película.  Este  resultado  contrasta  con  el
obtenido  en  la  sección 4.2  (véase  la  figura  4.1).  La  figura  4.13  muestra  los  perfiles
correspondientes  a iteraciones  intermedias  durante  el proceso  de minimización,  después
de  aumentar  la  temperatura  por  encima de  T11. Esta  figura  claramente  revela que,  una
vez  que  la  película  se hace  inestable,  evoluciona de  tal  forma que  comienzan  a fundirse
las  capas  interiores,  convirtiéndose  en un  líquido isótropo  (como se suponía  en estudios
experimentales  [150, 59,  31], aunque  sin  que  hubiese  sido  confirmado  por  observación
directa).  Con  las  siguientes  iteraciones  numéricas  los  restantes  picos  van  fundiéndose
Consecutivamente  hasta  converger al  resultado  final de  un  pico  en  cada  superficie  libre
(véase  la  figura  4.13(e)).  Este  mecanismo  de  evolución de  una  PDE  de  n  capas  se  ve
más  favorecido que otro  alternativo  mediante  el cual sólo se funde  el pico  más  interior  a
un  líquido para  formar  una  película de  ri —  1  capas.  Esto  se debe  a la  gran  inestabilidad
de  la  interfase  I-SmA formada  en  el  interior  después  de  la  fusión de  algunas  capas,  lo
cual  es una  consecuencia  directa  de  la  mayor  estabilidad  de  1 con  respecto  al  SmA de
volumen  para  las temperaturas  de estudio  de  la  dinámica  y, lo que  es más  importante,
del  hecho  de  que  la  interfase  I-SmA  no  presente  OIT, como es  el  caso  (los  perfiles  de
densidad  y parámetro  de orden  de la PDE  suspendida  en  líquido se asemejan  a los de  la
figura  4.1).
El  hecho  de  que  el  resultado  final  de  las  iteraciones  sea  el  indicado  en  la  figura
4.13(e)  está  conectadocon  que la  estrutura  de  la  interfase  V-I con tan  sólo una  capa
a  esa  temperatura  es un estado  metastable  de  “wetting”  parcial  por esméctico  (véase la
figura  4.9(b)).  Consistente  con esto  es el hecho  de que la  película  mostrada  en la  figura
4.13(e)  se  rompe  cuando  la  temperatura  se aumenta  por  encima  de  la  temperatura  de
inestabilidad  espinodal  (aproximadamente  0.0523) de  la  interfase  V-I  con  un  pico.  A
pesar  de este  resultado,  una  película con una  gran  extensión  de líquido en su  interior  no
debe  ser un estado  físicamente  realizable,  porque  lo más probable  es que se rompa.  Esto
es  debido  a los efectos de las fluctuaciones omitidos en la teoría  (que es de campo  medio).
Es  de esperar  que  una  película  predorninantemete  isótropa  esté  sometida  a distorsiones
que  hagan  que la superficie deje de ser plana.  Estas  distorsiones  no están  permitidas  en el
modelo  debido  a  la imposición  de simetría  plana  que se hace en los perfiles:  p(r)  p(z),
q(r)  =  q(z).  En  los cálculos  realizados  por  Mirantsev  [97] la  estructura  mostrada  en  la
figura  4.13(e),  de un tipo  que podemos  llamar  “cuasiesméctico”, fue la encontrada  como
resultado  de la  minimización de la energía en un modelo en el cual los picos de esméctico
se  parametrizaban  con gaussianas  y los efectos de superficie se tenían  en  cuenta  a través
de  la  introducción  de un  potencial  externo  efectivo  (o sea, esencialmente  una  teoría  del
tipo  McMillan  [92]).  Por  las razones  aquí  expuestas  este  tipo  de  perfil  no  debe  ser  un
estado  intermedio  en la  secuencia  de las  transiciones  discretas  del  tipo  “thinning”.
Se  ha  verificado  que  el  comportamiento  cualitativo  descrito  en  este  epígrafe  para
las  PDE  del  tipo  1 es  independiente  de  si el  esméctico  moja  parcial  o  completamente
la  interfase  V-I.  A pesar  de  la  presencia  de  OIT en  la  superficie  libre  se  encuentra  que
las  PDE  del  tipo  1 no  tienen  transiciones  de  “thinning”.  Esto  es  consistente  con  los
resultados  experimentales  [150, 59] que  demuestran  la  rareza  de estas  transiciones.  Por
lo  tanto  debe  existir  un mecanismo  alternativo  que  las promueva.
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Figura  4.13:  Densidad  (línea  continua)  y parámetro  de  orden  (línea  de  puntos)  de  una
película  de  11 capas  con  el comportamiento  del  tipo  1. (a)  La  estructura  de la  película
para  una  temperatura  T11 =  0.051292 (temperatura  espinodal  de  la película).  (b),  (c)  y
(d)  muestran  perfiles intermedios  después del calentamiento  hasta  T  =  0.05132, durante
el  proceso  de  minimización,  después  de  98, 108 y  150 iteraciones,  respectivamente.  (e)
Resultado  final después  de  la convergencia  en  250 iteraciones.
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Figura  4.14:  Densidad  de  equilibrio  (línea  continua)  y  parámetro  de  orden  (línea  de
puntos)  de  la  interfase  vapor-flemático  correspondiente  al  comportamiento  del  tipo  II,
en  el punto  cuádruple  T  0.0765. La longitud  total  d  la caja  es L =  100, longitud, a la
que  los perfiles relajan  a sus valores correspondientes  a la fase de volumen.  Se muestra  el
perfil  hasta  z  =  40 para  que  se pueda  observar  la  estructura  de  la interfase  nítidamente.
4.8  Comportamiento  del  tipo  II  de  las  películas  de
esméctico
Se  puede  encontrar  un  rango  de  parámetros  del modelo para  el  cual las  capas  interiores
de  la  película  de  esméctico se  fundan  a  una  fase nemática  metastable  en  lugar  de  a  la
fase  isótropa  estable  [85, 86].  Este  mecanismo  es precisamente  el  que  da  la  secuencia
de  transiciones  tipo  “thinning”  en  la  película,  que  es lo  que  parece  observarse  experi
mentalmente.  La  condición  fundamental  para  que  esto  ocurra  es la  cercanía  de  la  fase
nemática  al punto  triple  V-I-SmA. Con este fin hemos elegido un conjunto  de parámetros
del  modelo  de manera  que el diagrama  de fases de volumen presente  un  punto  cuádruple
V-I-N-SmA  y  una  transición  continua  (o de  primer  orden  muy  débil)  entre  las  fases N
y  SmA.  En  concreto,  )  =  3.5,  )  =  2,  )  =  =  3.2,  E2/E1  =  0.214,  E3/€1  =  —0.655,
€4  =  0.  La  temperatura  del  punto  cuádruple,  en  unidades  reducidas,  es T  =  0.0765.
Las  diferencias  entre  los valores  de  los alcances  de  los potenciales  ),  son algo  menores
que  las  correspondientes  en  el comportamiento  de tipo  1, además  de  que  ahora  €4  =  0.
Corno  consecuencia  de  esto  el  orden  esméctico  inducido  en  la  interfase  V-I  no  es  tan
fuerte  como en el  caso 1. En  particular,  no hay  ni  “wetting”  parcial  ni  total  por  el SrnA
en  la  interfase  V-I,  que  exhibe  un  orden  esméctico  muy  débil,  como  el  encontrado  en
[94].  No obstante  hay  011 en la  interfase  V-N.
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Figura  4.15:  Lo  mismo que  en  la  4.11 pero  para  películas  con comportamiento  del  tipo
II.
La  figura  4.14  muestra  los  perfiles  de  equilibrio  de  la  interfase  V-N  en  el  punto
cuádruple.  Estos  resultados  fueron  encontrados  escogiendo  unas  condiciones  iniciales
en  los  perfiles  de  densidad  y  parámetro  de  orden  en  forma  de  escalón,  en  lugar  de
inicializar  con  un  número  determinado  de capas  esmécticas en  la superficie.  Los perfiles
exhiben  claramente  las oscilaciones propias  de la fase esméctica  cuyas amplitudes  decaen
desde  la  superficie  libre  hacia  la fase  de volumen  N.  De hecho  estos  resultados  son sólo
aproximados  debido  a  que  la  transición  N-SmA  de  volumen  es  casi  de  segundo  orden
(la  diferencia  entre  las  densidades  y  los parámetros  de  orden  de  las  fases  de  volumen
son  de  iO  y  iO  respectivamente).  Esta  es la  causa  por  la  cual  la  amplitud  de  los
picos  del  perfil  de  densidad  decae  muy  lentamente,  haciendo  necesario  el  uso  de  cajas
extremadamente  grandes  dificultando  el cálculo  numérico.  Este  comportamiento  es más
apropiado  del  fenómeno conocido como adsorción  crítica  que del  “wetting”  completo  por
SmA.  Desafortunadamente,  estas  características  hacen  difícil la  determinación  de  7VN  y
‘YAN  con  el  grado  de exactitud  deseado.
Independientemente  de la  ausencia  de OIT en la interfase  V-I,  somos capaces  de gene
rar  películas  de  esméctico suspendidas  en vapor  al  igual que  en la  sección 4.2 utilizando
el  modelo de interacción  basado  en potenciales  tipo  Lennard-Jones.  La figura 4.15 mues
tra  la  variación  de  la  tensión  de  las películas  ‘y con la  temperatura  T  >  T  para  valores
diferentes  del  número  de  capas  u.  Esta  figura  es la  análoga  a  la  figura  4.11 del  siste
ma  con el  comportamiento  de  “thinning”  del  tipo  1. Otra  vez  encontramos  (para  un  n
fijo)  que  cada  curva  termina  en  una  temperatura  espinodal  T,  por  encima de  la  cual
la  película  se convierte  en  inestable.  La figura  4.15 se diferencia de  4.11 en que  el valor
límite  T(n  —+ oc)  T  es muy  cercano  a  la  temperatura  de  coexistencia  de  volumen
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Figura  4.16:  Lo mismo que  en la  figura  4.12 pero  ahora  para  lás películas  con  compor
tamiento  del  tipo  II.  El  exponente  de  la ley  de potencias  es u =  0.75.
Tc;  de  hecho  se  cumple  (  —  Tc)/Tc   3.1 x  iO—.  Sólo  para  temperaturas  muy
próximas  a  T  y  para  películas  muy  gruesas  se espera  que  ‘y tenga  el  comportamiento
asintótico  lineal  con  el grosor  de  la  ecuación  (4.2).  La figura  4.16 muestra  que  n  como
función  de T  obedece  asintóticamente  una  ley de  potencias  similar  a  la  encontrada  en
la  sección  (4.7),  pero  ahora  con  u   0.75,  que  es  consistente  con  el  valor  encontrado
experimentalmente.
La  evolución de  la PDE  de  n capas  al aumentar  la  temperatura  por encima  de T  se
ilustra  en  la  figura  4.17, donde  se ha  escogido una  película  de  10 capas  [85, 86].  Como
en  la figura  4.17, el primer  gráfico (figura 4.17(a))  muestra  perfiles estacionarios  cuando
la  temperatura  es igual  a  la  temperatura  espinodal  T10.  Las  figuras  4.17(b)  y  4.17(c)
muestran  perfiles intermedios  después  de  aumentar  T  por  encima de  T10. La diferencia
crucial  ahora  es que la  estructura  interior  de la  PDE  como resultado  de  la  fusión de los
picos  de  esméctico  es  la  correspondiente  a  una  con  parámetro  de  orden  q(z)  diferente
de  cero.  En  este  ejemplo  particular,  cuando  el  número  de  picos  es  par,  las  dos  capas
más  interiores  se funden  a la  vez  a un  nemático  metastable.  La  subsiguiente  evolución,
después  de la correspondiente  a la figura 4.17(c), es una compresión gradual  de la película
y  un  aumento  de  la  amplitud  de  los  picos restantes,  Es  interesante  observar  que  una
nueva  capa  de  esméctico,  caracterizada  por  picos  en  p(z)  y  q(z),  se  crea  en  el  mismo
centro  de  la  película  durante  esta  evolución,  como se indica  en  los perfiles  resultantes
de  la  convergencia  final  (figura  4.17(d)).  Como  consecuencia  de  esto  el  resultado  final
es  la  transición  de  una  PDE  de n  capas  a  otra  de  n  —  1.  Esto  está  de  acuerdo  con  los
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Figura  4.17:  Lo  mismo que  en  la  figura  4.13 pero  ahora  para  una  película  de  10 capas
cuyas  capas  interiores  se funden  a un nemático  metastable  que luego se comprime,  dando
lugar  a  una  película  de 9 capas  (transición  de  “thinning”).  (a)  Estructura  de la película
a  la  temperatura  espinodal  T10 =  0.07684; (b)  y  (c) estructuras  intermedias  después  del
calentamiento  hasta  una  temperatura  T  >  0.07686; (d)  perfiles que  se obtienen  después
de  la  convergencia  final correspondiente  a  una  película  de  9 capas  a  una  temperatura
T  =  0.07686.
tenga  un  número  par  de  capas  de  esméctico  (lo que  garantiza  la  completa  equivalencia
entre  las dos  capas  más  interiores),  sólo una  capa  desaparece  en  la  transición.
Varios  factores  son los que  promueven las transiciones  tipo  “thinning”  en los sitemas
del  tipo  II.  Uno  de  los  principales  es  que  la  fase  de  volumen  N  es  metastable  en  un
rango  considerable  de  temperaturas  por  encima  de  T.  Esto  es  lo que  permite  que  al
fundirse  las  capas  de esméctico interiores  lo hagan  directamente  a  un nemático  en  lugar
de  a  un  líquido  isótropo,  aunque  este  último  sea  la  fase  de  volumen  más  estable.  El
segundo  factor  es el orden  tan  débil de la  transición  N-SmA.  Esto  hace que la  diferencia
de  energía  entre  las  fases  presentes  en  el  interior  de  la  película  (N y  SmA),  mientras
ésta  evoluciona,  sea  practicamente  nula,  y que,  además,  se dé el fenómeno de  adsorción
crítica  del esméctico  en  la interfase  V-N.  Este  último  facilita  que el  orden en la  interfase
se  cree de  forma espontánea.  La  combinación  de todos  estos  factores  hace que  se pueda
estabilizar  el estado  esméctico  en  el interior  de  la  PDE,  incluso  después  de  la  fusión de
una  capa.
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Mediante  la  elección de  unos  parámetros  que  difieren ligeramente  de  los que  se hall
utilizado  en  este  epígrafe  el punto  cuádruple  V-I-N-SmA puede  ser separado  en  un  par
de  puntos  triples.  Dependiendo  de  los  cambios  que  se  hagan  estos  pares  de  puntos
triples  pueden  ser V-I-SmA  y I-SmA-N ó V-I-N y  V-N-SrnA [94]. Cuando  estos  puntos
triples  estan  muy  cercanos  el  uno  del  otro  las  transiciones  de  “thinning”  todavía  se
mantienen.  En  el  primer  caso se producirán  estas  transiciones  en  las  PDE,  cuyas fases
de  volumen  exhiben la  transición  SmA-I, como se observa en los estudios  experimentales
[150,  59], mientras  que  en  el  segundo  caso  la  transición  de  volumen  es  SmA-N,  como
en  los  experimentos  realizados  en  [31].  Los resultados  obtenidos  aquí  arrojan  cierta
luz  sobre  las  similitudes  en  las  transiciones  de  “thinning”  de  los dos  tipos  de  sistemas,
así  como la  posibilidad  de  que  en las  películas  del  segundo tipo  estas  transiciones  sean
más  frecuentes.  No  obstante,  estos comportamientos  están  restringidos  a  una  vecindad
muy  reducida  del  punto  cuádruple.  Variaciones  mayores  inhiben  las  transiciones  de
“thinning”  o producen  diagramas  de fases no físicos, como se dijo en  la sección 4.5.  Por
ello  nos  encontramos  con  límites  en  el  rango  de  parámetros  del  modelo  dentro  de  los
cuales  la  teoría  predice  las  transiciones  de  “thinning”  similares  a  las encontradas  en  los
sistemas  experimentales.
4.9  Propiedades  anómalas  de  la  tensión  superficial
en  emáticos
En  esta  sección estudiaremos  el comportamiento  anómalo  de la  tensión  superficial  con la
temperatura  en  los cristales  líquidos  nemáticos.  Usaremos  para  ello el  modelo  definido
en  la  sección 4.5  y que  ha  sido usado  para  el  estudio  de  las  PDE  [87]. Interpretaremos
los  resultados  obtenidos  con  una  teoría  semiempírica  del  tipo  Gizburg-Landau  para  in
terfases  de cristales  líquidos.  Hemos encontrado  que hay  una  profunda  correlación  entre
el  exceso  de orden  orientacional  de  las interfases  V-I y  V-N  y el comportamiento  de  la
tensión  superficial  con la  temperatura.
Las  características  anómalas  de  la  tensión  superficial  de  los  nemáticos  se  pueden
dividir  en  dos  grupos.  Uno  de  ellos  consiste  en  que  en  la  vecindad  del  punto  triple
V-I-N,  TIN,  la  tensión  superficial  -y(T)  es creciente  con  T.  En  algunas  ocasiones  este
Y       AY    flBY
TNI   T     TNI T
Figura  4.18:  Diferentes  escenarios en el  comportamiento  de la  tensión  superficial  con la
temperatura.  TNI  es la  temperatura  del  punto  triple  V-I-N.
TNI   T
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Figura  4.19:  Definición de  los ángulos  de  contacto  O y O’ y geometría  de las  interfases.
Se  representan  las  líneas de  contacto  trifásicas  en  un  régimen  de  “wetting”  parcial  por
nemático.V:  fase de  vapor;  1: líquido  isótropo;  N: nemático.
comportamiento  anómalo  se  extiende,  por  debajo  del  punto  triple,  a  todo  el  rango  de
temperaturas  en el que el N es estable.  Este  comportamiento  es diametralmente  opuesto
al  de  los  fluidos  simples,  en  los  que  ‘y disminuye  monótonamente  con  T  y  se  anula
en  el  punto  crítico  T.  El  segundo  grupo  de  anomalías.  consiste.  en  la  presencia  de
una  discontinuidad  en  la  tensión  superficial  &y  =  ‘yvi  —  ‘YNV =  ‘y(T1)  —  ‘y  (TNI),  en
T  =  TNI,  que  puede  tener  diferentes  signos.  De hecho,  los experimentos  sobre la  tensión
superficial  de  interfases  de  cristales  líquidos  nemáticos  han  encontrado  varios escenarios
en  el  comportamiento  de  la  tensión  superficial  cerca  de  TNJ [39, 69].  En  la  figura  4.18
se  representan  esquemáticamente  tres  de  ellos  [19], que  denominaremos  A,  B y  C.  En
todos  ellos existe  una  discontinuidad  ‘y  en  TNJ. Esta  discontinuidad  es muy común en
la  literatura,  aunque  hay  algunos  casos  interesantes  [69] donde  sólo hay  un  cambio  de
pendiente  en  este  punto,  y  algunos  extremadamente  raros  [68] en  los que  lo que  queda
del  comportamiento  anómalo  es un  máximo  difuso.
En  el escenario  de tipo  A la tensión  superficial  no tiene  un  comportamiento  anómalo.
La  tensión  superficial  decrece  con la  temperatura  y cuando  T  =  TNJ  el salto  en  ésta  es
negativo.  En  el  escenario  de  tipo  B  hay  toda  una  región  de  comportamiento  anómalo
en  la  pendiente  de  ‘y a  ambos  lados  de TNJ,  y  la  discontinuidad  z’y  es  ahora  positiva.
Finalmente,  en el escenario  de tipo  C la  variación  de la  pendiente  de  ‘y  con  T  es análoga
al  caso  anterior,  sin embargo  la  discontinuidad  es negativa.
Las  principales  características  de estos comportamientos  se pueden  entender  de forma
muy  simple  mediante  argumentos  termodinámicos.  Discutamos  primero  la  discontinui
dad  en  la  tensión  superficial.  En  general,  es de esperar  que en  una  transición  de primer
orden,  como  lo es  la  transición  I-N,  se cumpla  NV    ‘yiv,  debido  a  que  ambas  fases
son  completamente  diferentes  y  pertenecen  a  diferentes  ramas  termodinámicas.  Así que
se  espera  que  todas  las  magnitudes  termodinámicas  sufran  una  discontinuidad,  salvo la
presión.y  el  potencial  químico,  que  deben  ser  los  mismos  en  ambas  fases debido  a  la
condición  de  equilibrio  termo dinámico.
1
¡
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En  la coexistencia  V-I-N las tres  tensiones superficiales cumplen  con la igualdad  [138]
‘yiv  =‘YNVcOSO’+’YNIcOSO,                        (49)
donde  9  y  9’  son  los  ángulos  que  hay  entre  las  líneas  tangentes  a  las  superficies  de
contacto  entre  las fases V,  1 y N, como se muestra  en la figura  4.19. Esta  ecuación,  como
se  vio en  el capítulo  1, se obtiene  del  balance  de fuerzas  a lo largo de estas  líneas  (véase
la  construcción  del triángulo  de Newman en el capítulo  1).  Debido al  valor tan  pequeño
de  la  tensión  superficial  de  la  interfase  I-N comparado  con los valores  de  las  restantes
tensiones  superficiales,  ‘yVN  y  ‘yvI,  la  interfase  vapor-nernático  es practicamente  plana,
o  sea,  O’  0, y  (4.9) se reduce a  la  ecuación  de Young-Laplace:
Iv  =  ‘YNV  +  ‘YNI cosO,                       (4.10)
que  reescribiremos  z’y  =  ‘YNI  cos 9.  El  límite  de  Antonow,  que  ocurre  cuando  O =  0  6
O =  ir,  corresponde  al  “wetting”  completo  de  la  interfase  V-I por  la  fase nemática  o de
la  interfase  V-N por  la  fase isótropa,  respectivamente.                      -
Como  ya  se sabe,  el  “wetting”  completo  de la  interfase  V-I por  el nemático  conlieva
la  interposición  de  una  capa  macroscópica  de  la  fase  N entre  las fases V e 1, creándose
una  nueva interfase  N-I con un costo de energía  z’y que será  positivo  cuando  el nemático
moje  parcial  o completamente  la  interfase  V-I y negativo  en  caso contrario.
Cuando  la  temperatura  se acerca  por arriba  a la temperatura  del punto  triple  V-I-N,
TNI,  en  el  caso  en  que  exista  “wetting”  total  por  nemático  se  observa  un  incremento
del  orden  orientacional  en  la  interfase  V-I  y, como resultado  final,  se obtiene  una  capa
de  nemático  interpuesta  entre  el  vapor  y  el  líquido  isótropo,  que  diverge  en  grosor  a
medida  que  nos  acercamos  a  TNI.  Siguiendo los argumentos  de  Gannon  y  Faber  [39] y
los  de Sullivan y  Lipowski [154] sobre el comportamiento  de la  tensión  superficial  de  los
cristales  líquidos  cuando  hay  “wetting”  completo,  la  tensión  superficial  en  la  vecindad
de  TNI  se  puede  dividir en  dos componentes:
‘y(T)  =  ‘yo(T) + ‘y1(T),                       (4.11)
donde  ‘y es la contribución  que tiene en cuenta  sólo las fluctuaciones en la densidad  y que
esencialmente  no  presenta  comportamiento  anómalo  alguno,  mientras  que  ‘Yi  proviene
de  la  interacción  entre  lasuperficie  y el parámetro  de orden  orientacional.  La  entropía
de  superficie  puede  ser calculada  según
S3  =     =  S  + Ss1.                      (4.12)
La  contribución  S,  que  proviene de  ‘Yo, es  siempre positiva,  lo que  es consistente  COfl
el  hecho  de  que  ‘yo siempre  decrece  con  T.  La  contribución   que  proviene  de  ‘Yi,
está  asociada  explícitamente  con  el  orden  orientacional  en  la  interfase.  Un incremento
del  orden  orientacional  en la  superficie implica una  reducción  de entropía,  por  lo que  el
incremento  de ‘y  con la temperatura  está  asociado con el aumento  del orden orientacional
en  la interfase.  Este  efecto se amplifica cuando  el incremento  del  orden  orientacional  es
lo  suficientemente  grande  como para  crear  una  capa  de nemático  en la  interfase  V-I.
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No  obstante  esto  no  garantiza  el  aumento  de  ‘y con  la  temperatura,  ya  que  el orden
orientacional  puede  no ser lo suficientemente alto como para  contrarrestar  la contribución
‘yo.  Si se  usan  los  argumentos  generales  de  la  teoría  del  “wetting”,  probablemente  el
orden  orientacional  en  la interfase  sea mayor  incluso  que  el correspondiente  a la  fase  de
volumen  (en este  caso al N de volumen),  lo cual puede  contrarrestar  el decrecimiento  de
‘yo, siendo ‘y creciente  con la  temperatura  tanto  por  debajo  como por encima  de TNJ.  De
hecho,  el  “wetting”  completo  por  nemático  fuerza  el comportamiento  anómalo  de  ‘y con
la  temperatura.  La  energía  libre  por  unidad  de  área,  cuando  una  capa  de  nemático  de
longitud  1 es  interpuesta  entre  dos  fases isótropas,  se puede  calcular  aproximadamente
mediante  la  minimización  de  ‘y(l,  T),  que puede  estimarse  como
‘y(l,  T)   C11(T —  TNJ)  + C2 exp(—l/),               (4.13)
donde   es la  longitud  de correlación característica  de la  fase nemática,  mientras  que  Cj
y  C2 son  constantes.
El  significado  de  estos  términos  es el  siguiente.  El  término  proporcional  a  es el
precio  en energía  que  el sistema  debe  pagar  por  crear  una  capa  de nemático  de longitud
1,  cuando  la  fase de volumen  más estable  es la  isótropa.  Este  término  es proporcional  a
1 y  desaparece  cuando  T  =  TNJ  (cuando  las  fases  1 y N coexisten),  por  lo que  se toma
proporcional  a T  —  TNI.  El  término  proporcional  a  C2 corresponde  a  la  repulsión  entre
las  interfases  I-N  y  N-V  creadas  con  la  introducción  de  una  capa  de  nemático.  Este
término  está  relacionado  con  los poteiciales  de interacción’ moleculares  y, siguiendo  la
teoría  del  “wetting”  de Cahn,  es exponencial debido  al corto  alcance de las  interacciones
orientacionales  presentes  en  los cristales  líquidos  [22].  Al minimizar  la  ecuación  (4.13)
con  respecto  a 1 obtenemos  1  ln(T—TNJ),  mientras  que la derivada  de ‘y  con respecto
a  la  temperatura  es,
(4.14)
Esta  derivada  diverge  cuando  T  —  T1,  por  lo que  la  contribución  orientacional  sobre-
pasa  en  módulo  al  término  ‘yo (normalmente  dominante)  en  la  cercanía  del  punto  triple
V-I-N.  Este  es el mecanismo  que  explica  el comportamiento  de  la  tensión  superficial  en
el  escenario  del  tipo  B, al  menos  cuando  T  >  TNJ.
El  escenario  de tipo  A corresponde  al  “wetting”  por  el líquido isótropo.  En este  caso
hay  un  decrecimiento  del  orden  orientacional  en  la  interfase  V-I; por  tanto  la  entropía
de  superficie  aumenta  y ‘y  tiene  el comportamiento  normal,  lo que refuerza  la tendencia
de  ‘yo a decrecer  con la  temperatura.
Los  argumentos  expuestos  hasta  el momento  no explican  el comportamiento  del tipo
en  el que hay un aumento  del orden orientacional  a ambos lados de TNI y, sin embargo,
hay  una  tendencia  al  “wetting”  por  líquido  isótropo.  Este  es  el  comportamiento  más
difícil  de explicar.
Se  han  realizado  estudios  experimentales  sobre el fenómeno de  “wetting”  y del orden
orientacional  en  las  interfases  de  compuestos  líquido-cristalinos  representados  por  ma
teriales  de  la  serie  homóloga de  los cianobifenoles  (nCB).  Los estudios  se han  llevado a
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cabo  en  la  cercanía de TNI  por  reflexión elipsométrica  [62]. En  particular,  los materiales
del  tipo  5CB  y 8CB exhiben  el  comportamiento  del  tipo  B.  Por  1  tanto,  es razonable
esperar  que  haya  “wetting”  completo  por  N en  la interfase  V-I.
Con  el  compuesto  8CB se ha  comprobado  que  éste  es precisamente  el  caso; sin  em
bargo  el  compuesto  5CB  exhibe  un  orden  orientacional  muy  débil  en  la  interfase  V-I,
lo  cual  es  inconsistente  con  el  hecho  de  que  la  tensión  superficial  crezca  al  aumentar
T  por  encima  de  TNI  hasta  un  rango  de  aproximadamente  1K,  y  de  que  el  gradiente
de  ‘y diverja  en  la  cercanía  de  TNI  (que  es lo que  debe  ocurrir  en  el caso  de  “wetting”
completo).  La  explicación de  este  comportamiento  la  veremos a  continuación.
4.9.1   Teoría  fenomenológica  del  mínimo  de  la  tensión  superfi
cial
En  esta  sección  se presenta  un  modelo  del  tipo  Landau  que  explica  el  mínimo  de  la
tensión  superficial  cuando  T  < TNJ.
Supongamos  que  la  interfase  vapor-líquido  pueda  ser  modelada  por  una  pared  du
ra  que  afecta  al  orden  orientacional  del  cristal  líquido  en  su  vecindad.  Calculemos  la
contribución  ‘y’ producto  de la  interacción  pared-fluido.
La  teoría  del tipo  Landau-de  Gennes se formula en términos  del parámetro  de orden
q(z)  que  depende  de la  coordenada  z  (perpendicular  a la  pared).  Supondremos  que  su
valor  en  la  pared  qp  q(z  =  O) no se diferencia demasiado  del  valor  que tiene  en  la’ fase
del  flemático  de volumen q,  q(z  -  oo),  por lo que podemos  desarrollar  la  densidad  de
energía  libre  hasta  segundo  orden  alrededor  de  qb:
f(q)  =  f(q)  +  f”(qb)(q  -  qb)2,                   (4.15)
siendo  f(qb)  y qb términos  que dependen  muy débilmente  de la  temperatura.  La  energía
de  superficie  puede  ser expresada  como (véase el  capítulo  1)
f  dz [f(q)  —  f(q)  +  L  () 2] +  gs(qp  —  q,          (4.16)
donde  L es la constante  elástica  efectiva y el último  término  es la interacción  de contacto
entre  la pared  y el fluido, y q  es el parámetro  de orden  favorecido por la pared.  Se espera
que  g  esté  relacionado  con  el  término  202 en  el  desarrollo  en  armónicos  esféricos del
potencial  de  interacción  molecular  (proporcional  a  €  en  el  modelo  presentado  en  el
capítulo  3, sección 3.2).  La  ecuación  de Euler-Lagrange,
af(q)d  Of(q)                       (417)
Oq    dz  Oq’   —,
aplicada  a  la  función  f(q)  dada  por  la  ecuación  (4.15) da como resultado
f”(qb)(q  —  qb)2  =  L()                     (4.18)





Figura  4.20:  Solución  gráfica  para  la  parte  orientacional  de  la  tensión  superficial,  ‘ya,
según  el  modeid  tipo  Landau-dé  Gennes  (véase  el texto).  La  temperatura  aumenta  de
(a)  a  través  de  (b)  hasta  (c).  Existe  un  mínimo  en  ‘y  a  una  temperatura  determinada
(d),  que  puede  ser dominante  en  el comportamiento  de la  tensión  superficial  total  ‘y.
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lo  cual  permite  transformar  la  integral  de  la ecuación  4.16 en
 d/   L —  dq.                          (4.19)
Jq   dz
Combinando  este  resultado  con las ecuaciones  (4.16) y  (4.18) se obtiene
=  gq  +  (Lf”(qb))”2(q  —  qb)2  +      — q8)2,       (4.20)
donde  la  densidad  de  energía  libre  f(q)  se  ha  supuesto  cuadrática  en  el parámetro  de
orden.
Cerca  de  TNI  la  cantidad  que  varía  más  rapidamente  es el  parámetro  de  orden  del
nemático  de  volumen  q.  Por  simplicidad  supondremos  que  q  es  practicarnente  cons
tante  en  un  rango  de  temperaturas  cercano  a  TNJ.  Si  hay  “wetting”  completo  por  el
nemático  debe  cumplirse  q8 >  qb(TNJ). Sin  embargo,  a  medida  que  T  disminuye  qb(T)
aumenta,  alcanzando  y sobrepasando  el  valor q8. La solución  gráfica de ‘Yi se representa
esquemáticamente  en  la  figura  4.20.  La  solución  qp se  encuentra  entre  los valores  q, y
q,  y  el  valor  de  ‘y1 satisface  un  compromiso  entre  las  contribuciones  de  volumen  y  de
superficie,  como se aprecia  en la  figura 4.20(a).  A medida  que qb aumenta  (al  aumentar
la  temperatura)  y se aproxima  a q3 este  compromiso  es cada  vez más fácil  de satisfacer,
hasta  llegar a  q  q8  donde  se satisface  de forma trivial  (figura 4:20(b)).  Durante  este
periodo  ‘j.  disminuye  (figura  4.20(d))  mostrando  un  comportamiento  normal.  Una  vez
que  qb sobrepasa  a  q  el  proceso  se  invierte  y  ‘Yi comienza  a  crecer,  dando  lugar  a  un
comportamiento  anómalo  de  la  tensión  superficial.  Este  comportamiento  es universal
para  ‘y una  vez que se haya demostrado  que hay  “wetting”  completo por  nernático.  Para
que  ‘y tenga  un  mínimo  por  debajo  de TNJ  la  contribución  dominante  debe  ser  la de  ‘Yi•
Para  que  esto  ocurra  el  valor  de  g  debe  ser  mayor  que  el  mínimo  requerido  para  que
exista  “wetting”  total  por  nemático.
4.9.2   Modelo  molecular  del  comportamiento  anómalo  de  la ten
Sión  superficial
Se  ha  utilizado  el mismo modelo de la sección 4.5 para  el estudio  del 011 con potenciales
del  tipo  Yukawa de diferentes  rangos  [85, 87]. Como vimos,  la capacidad  de este  modelo
para  producir  exceso de  orden  en  la  interfase  dependía  de  forma  crucial  de  los valores
Áfl.  Corno  vimos  también,  los términos  proporcionales  a  €3  y  €4  acoplan  los grados  de
libertad  traslacionales  y  orientacionales,  induciendo  orden  en  la  interfase  en  presencia
de  gradientes  en  la  densidad.  Así,  en  una  interfase  plana  favorecen  el  alineamiento
perpendicular  (€3  <  0, €4  >  0)  o paralelo  (€3  >  0, €4  <  0)  del  director  con  respecto  a  la
interfase.  En  los  cálculos  de  la  tensión  superficial  V-I  y  V-N  se ha  fijado  el  siguiente
grupo  de  parámetros:  ap/u  =  1.8,   =  2,  )‘2  =  4  y  Á3 =  )4  =  1.75  (que  garantiza
el  exceso  de  orden  siguiendo  la  filosofía descrita  en  la  sección 4.5:   )  >  ),  .).  La
temperatura  del punto  triple  TNJ puede  ser fijada mediante  la  elección de  un valor  de €2
determinado.  Se ha  elegido 2  =  0.847, que  da TNJ =  0.847  (en unidades  de el/kB).  Las
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Figura  4.21:  Variación  de  la  tensión  superficial  de  la  interfase  V-N  (T  <  TNJ)  y  V-I
(T  >  TNJ)  con  la  temperatura.  Los valores  de  los parámetros  al/a,  €  (i  =  1, 2, 3)  se
indican  en  el texto.  De arriba  abajo,  las  curvas  están  obtenidas  con  €4  =  —0.05, —0.02,
0.00  y 0.05.
densidades  de coexistencia  en el  punto  triple  son  ,oN =  0.785 y p’ =  0.730,  y el valor  del
parámetro  de  orden  q  =  0.537.
Bajo  estas  condiciones,  valores  de  €3,  €4  diferentes  de  cero  inducen  tanto  orden
esméctico  dé  volumen  (si  ambos  son  negativos)  como el  necesario  acoplo  orden  trasla
cional-orden  orientacional  en la  interfase.  Como el efecto de estos  parámetros  es similar,
se  ha  fijado  €3  =  —0.896 y se ha  variado  €4.
En  la  figura  4.21 mostramos  la  variación  de  la  tensión  superficial  de  las  interfases
V-N  y  V-I  con  la  temperatura  para  €  =  —0.05, —0.02, 0.00  y  0.05.  Se  observa  un
máximo  muy  pronunciado  en  ésta  correspondiente  a  la  interfase  I-V  y,  de  hecho,  se
encuentra  “wetting”  completo  por  nemático  en  esta  interfase  para  todos  los casos.  En
este  modelo  el  “wetti-ng” completo  se  obtiene  para  €3  <   =  —0.469, 64  =  0.  La
película  de  nemático  que  se interpone  tiene  un  alineamiento  homeotrópiéo  (el  director
es  perpendicular  a la  interfase).  Un valor  de  €4  positivo  determina  un  aumento  de  
y  lo  contrario  ocurre  cuando  €4  <  0.  Como  €4  <  O favorece una  orientación  del  director
paralela  a  la  interfase,  puede  ocurrir  que  el  alineamiento  de  equilibrio  sea  paralelo  en
lugar  de  ser  homeotrópico.  No obstante  se  espera  que  si €4  es  suficientemente  pequeño
comparado  con  €3  esto  no ocurra.
Para  T  <  TNI  existe  un rango  de temperatura  en el que la pendiente  de ‘y es positiva,
en  analogía  con  los resultados  de un  modelo basado  en el funcional  de  la densidad  local
(el  sistema  de  referencia  es  el  de  esferas  duras  y  la  energía  de  éste  se  evalúa  en  la
densidad  local)  y  con  potenciales  del  mismo  alcance  en  el  desarrollo  cuadrupolar  del
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Figura  4.22:  Perfil  de  densidad  de  la  interfase  V-N en  función  de  la  temperatura,  para
=  —0.05.
potencial  atractivo  [12, 83].  Un  valor  de  €4  positivo  refuerza  el  efecto  que  tiene  €3  en
el  orden  orientacional  de  la  interfase.  Esto  explica  el  incremento  de  dy/dT  cuando  €4
crece.  Cuando  €4  cambia  de signo de positivo  a negativo el signo de la pendiente  también
cambia.
Los  puntos  triples  TAJ correspondientes  a  los diferentes  valores  de  €4  se  indican  en
la  figura  4.21  con  líneas  verticales.  Por  debajo  de  TAJ  la  fase  esméctica  de  volumen
es  la  más  estable.  En  todos  los casos la  transición  N-SmA  es  de  segundo  orden  o  de
primer  orden  muy  débil.  De  la  figura  4.21 se  concluye  que  existe  un  rango  de  valores
del  parámetro  €4  para  el  cual  la  tensión  superficial  tiene  un  mínimo  en  el  rango  de
temperaturas  TAJ  <  T  <  TNJ,  como  se encuentra  en  los estudios  experimentales  [39].
Los  perfiles de densidad  de la interfase  V-N para  TAJ <T  <  TNI  se muestran  en la figura
4.22  en forma de un gráfico tridimensional.  Los perfiles corresponden  al caso €4 =  —0.05,
para  el cual se estima  TAJ  0.495.  La temperatura  más  alta  mostrada  en  la figura  es la
del  punto  triple  TNI.  Para  esta  temperatura  el perfil  muestra  fuertes  oscilaciones  en  su
estructura  en la vecindad de la interfase,  que se amortiguan  a la densidad  del nemático  de
volumen.  Esta  estructura  crece dramáticamente  a  medida  que  la temperatura  se acerca
a  TAl  por  encima.  Sin embargo,  la  altura  del primer  pico es insensible a  los cambios de
temperatura,  lo cual demuestra  que la estructura  del primer  pico está  determinada  por  el
orden  inducido  por  la interfase.  El  aumento  progresivo del  orden  esméctico  al disminuir
la  temperatura  es una consecuencia  clara  de la naturaleza  del  orden  de la  transición  (de.
primer  orden  muy  débil).
El  crecimiento  continuo  de  las  capas  de  esméctico  puede  ser  estudiado  mediante
magnitudes  que  cuantifiquen  adecuadamente  la  adsorción.  Un  buen  candidato  es  la








Figura  4.23:  Magnitudes  que  miden  la  adsorción  del  parámetro  de  orden  (ver  defini
ción  en  el  texto)  Fq  (se representa  mediante  cuadrados)  y  F  (se  representa  mediante
triángulos)  en  función  de  la  temperatura.
magnitud  definida  como
                      (4.21)
que  mide el  crecimiento  del  orden  esméctico y que,  de hecho,  llamaremos  adsorción.  En
la  ecuación  (4.21) q, es el valor  del  parámetro  de orden  del  flemático de  volumen y Zq  es
la  posición  de la  superficie separadora  de las fases V y N,  arbitrariamente  definida como
la  posición  z para  la  cual  el perfil  del  parámetro  de  orden  alcanza  la  mitad  del valor  de
volumen.  El  comportamiento  de  esta  magnitud  con  la  temperatura  se  representa  en  la
figura  4.23.  Claramente  Fq  aumenta  cuando  T  —* T1.  No obstante,  esta  cantidad  no
es  una  magnitud  indicativa  del  exceso de orden  en la  interfase.  De  hecho, se espera  que
ésta  sea  positiva  y, debido  al  aumento  de la  pendiente  de ‘y(T) al  aumentar  T  (véase  la
figura  4.21),  debe  también  aumentar  con  la  temperatura,  de  acuerdo  con  la  discusión
hecha  en  la  sección 4.9.1.  Es  útil  definir la  magnitud,
=    dz(q(z)  — q),                      (4.22)
la  cual  es  insensible  al  crecimiento  de  las  capas  de  esméctico,  dando  la  región  cercana
a  la  interfase  la  contribución  principal.  El  comportamiento  de  F  con  la  temperatura
se  incluye en  la  figura  4.23.  Se puede  observar  que  efectivamente  hay  un crecimiento  de
con  T  en  una  vecindad  de  TNJ.
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Figura  4.24:  Perfiles  de  densidad  y  parámetro  de  orden  de  la  interfase  V-I, calculados
para  los valores  de  los parámetros  o/a  y €  (i  =  1, 2, 3) que se especifican en  el texto  y
para  €4  =  O. Aunque  la  estructura  de  la  interfase  muestra  tres  capas  de. esméctico,  no
hay  transiciones  de  “layering”entre  ellas.
La  densidad  y  el  parámetro  de  orden  en  la  interfase  V-I  exhiben  una  estructura
estratificada,  generando  exceso de orden.  El número de picos en la densidad,  no obstante,
nunca  excede  de  tres.  En  la  figura  4.24  se  representa  un  perfil  característico  de  la
interfase  V-I.  No  hay  transiciones  de  primer  orden  entre  estos  picos,  por  lo que  no  se
da  el fenómeno  de  “layering”.  En  la  figura  4.24 se muestra  la  estructura  de  la  interfase
V-I  en el punto  triple  TNI.  No hay  transiciones  de  primer  orden  entre  estructuras  con
distinto  número  de capas,  por  lo que no se da  el fenómeno de  “layering”.  El orden que
se  observa  es inducido  por la cercanía  del  punto  triple  TAJ;  a medida  que  éste  se aleja el
orden  en  la  interfase  se pierde  de forma  continua.
Comportamientos  anómalos  de  la tensión  superficial  de  cristales  líquidos  nemáticos
han  sido  también  obtenidos  en  [83] utilizando  la  aproximación  local  para  el  sistema
de  referencia  de  esferas  duras.  Sin  embargo,  una  minimización  cuidadosa  conduce  a
la  conclusión  de  que  el  011  en  el  modelo  local  está  asociado  con  una  estructura  de
volumen  que corresponde  a una  fase tipo  esméctica  sin significado físico generada  por la
contribución  del  término  proporcional  a  c.  Un  análisis  de  la  estabilidad  del  nemático
indica  que  cuando  se aumenta  €3  la  fase  esméctica  se  hace  más  estable  bastante  antes
de  que  se  haya  generado  suficiente  OIT para  inducir  el  comportamiento  anómalo  de  la
tensión  superficial.  Por  el  contrario,  nuestro  estudio  muestra  que  un  suficiente  OIT es
consecuencia  no  sólo de  un  acoplamiento  orientacional-traslacional  grande,  sino  de  los
alcances  relativos  de los potenciales  atractivos  anisótropos.
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En  el  capítulo  1, sección 1.3, se  ha  definido  lo que  se entiende  por  un  sistema  coloidal
y  la  fenomenología que  encierra.  Hemos descrito  las  semejanzas  existentes  entre  ciertas
mezclas  coloidales  y  una  mezcla  de  esferas  duras.  Basándonos  en  este  parecido,  es de
esperar  que  un  funcional  de  esferas  duras  sea  capaz  de  capturar  la  fenomenología  de
estos  sistemas  siempre  y  cuando  tenga  en  cuenta  de  forma  adecuada  las  interacciones
de.  volumen  excluido  entre. las  partículs  y,  como veremos -más  adelante,  sea  capaz  de.
describir  situaciones  de  inhomogeneidades  extremas.
En  este  capítulo  nos centraremos  en  el fenómeno de  segregación de  fases en mezclas
de  partículas  duras.  La segregación  de  fases de carácter  entrópico  ha  sido una  cuestión
largamente  estudiada,  y sólo recientemente  ha podido  ser entendida.  Es bien  sabido  que
una  mezcla  binaria  de  partículas  con  diferentes  potenciales  atractivos  puede  segregarse
en  dos  fases de  diferente  composición,  cada  una  de ellas rica en  uno de  los componentes
[137].  La  cuestión  pendiente  era  saber  si  el  puro  balance  entrópico  en  una  mezcla  es
capaz  por  sí  solo  de  generar  la  segregación.  Hace  algún  tiempo  se  demostró  [95, 17]
que  la segregación  tiene  lugar  en mezclas  de  partículas  duras  no aditivas  (las partículas
de  diferentes  especies  interaccionan  entre  sí  como  si tuvieran  un  volumen  mayor);  sin
embargo,  la  no  aditividad  aumenta,  al  nivel  del  potencial  de  interacción,  la  ganancia
de  volumen  (y  por  tanto  de  entropía)  que  genera  la  segregación.  Así  que  la  cuestión
no  trivial  que  quedaba  por  dilucidar  era  si  una  mezcla  de  partículas  duras  aditivas
se  segregaba  en  varias  fases.  El  modelo  más  simple,  una  mezcla  binaria  de  esferas
duras,  se resolvió  en  la  aproximación  de  Percus-Yevick  [72] y se demostró  que  en  dicha
aproximación  la  mezcla  no  presenta  inestabilidad  espinodal.  De  este  hecho  se  llegó a
la  conclusión  de  que  no  hay  segregación  en  este  modelo.  Despúes  de  más  de  treinta
años  se ha comenzado  a cuestionar  la  validez de esta  conclusión.  Mediante  la  resolución
numérica  de  la  ecuación  de  Ornstein-Zernike  con  relaciones  de  cierre  más  sofisticadas
que  la aproximación  Percus-Yevick,  se han encontrado  inestabilidades  espinodales  en una
mezcla  binaria  de  esferas  duras  para  relaciones  de  diámetros  en  el  intervalo  0.1 —  0.25
[9,  78, 133] (dependiendo  de los autores).
Entonces  se creía que  una  mezcla binaria  de esferas duras  suficientemente  asimétrica
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debía  presentar  una  transición  de  segregación  en  dos  fases  fluidas  (segregación  fluido-
fluido).  Sin embargo,  experimentos  sucesivos llevados a  cabo  en  suspensiones  coloidales
de  esferas  de  silício o  poliestireno  (muy  aproximadamente  esferas  duras)  demostraron
evidencias  de  que  la  segregación está  acoplada  con  la  transición  de  solidificación, en  el
sentido  de  que  al  menos  una  de  las  fases segregadas  es  un  sólido  (segregación  fluido-
sólido),  o  a  veces  una  fase  vítrea  constituida  fundamentalmente  por  partículas  de  la
especie  grande  [169, 61,  148,  56].  Hay  cálculos  teóricos  recientes  que  confirman  este
escenario  [117, 14].  Las  simulaciones  Monte  Carlo  de  estos  tipos  de  sistemas  adolecen
de  un  problema  fundamental,  debido  a la  probabilidad  extremadamente  baja  del  suceso
consistente  en mover una  partícula  grande  en un mar  de partículas  pequeñas  sin solapar
ninguna.  Sin embargo,  estas  simulaciones  son  todavía  posibles  para  diámetros  no muy
diferentes,  aunque  en este caso no hay segregación [38, 57]. Con la ayuda  de un novedoso
algoritmo  de simulación  MC,  donde se introducen  movimientos  especiales de  “clusters”,
se  ha  encontrado  segregación para  una  relación  de  diámetros  menor  que  0.05  [13].  Sin
embargo,  éste  método no permite  identificar la naturaleza  de las fases segregadas,  así que
no  se puede  discernir  si la  transición  que  ocurre  es del tipo  fluido-fluido o fluido-sólido.
Con  el  objetivo  de  dilucidar  la  naturaleza  de las fases segregadas  para  mezclas  muy
asimétricas  (relaciones de diámetros  u1/cr2   10)  la atención  se centró en la interacción
de  depleción.  Se puede  encontrar,  mediante  diferentes  procedimientos  aproximados,  el
potencial  a  dos  cuerpos  generado  por  el  efecto de  depleción  [82, 7,  40,  33].  Su  forma
genérica  es la de  un pozo atractivo  muy profundo y estrecho  seguido de oscilaciones que
se  extienden  aproximadamente  hasta  tres  diámetros  moleculares de las esferas pequeñas.
La  profundidad  del  pozo  y  las  amplitudes  de  las  oscilaciones  dependen  de  la  fracción
de  empaquetamiento  de las  esferas pequeñas,  mientras  que el periodo  de  las oscilaciones
es  del  orden  de  su  diámetro.  Recientes  simulaciones  de  un  sistema  unicomponente  de
esferas  duras  interactuando  con  el  potencial  de  depleción  muestran  que  la  transición
de  segregación  fluido-fluido es metastable  respecto  a  la  fluido-sólido para  relaciones  de
diámetros  por  debajo  de  0.1  [7, 40, 33]; e incluso puede  llegar  a convertirse  en segrega
ción  sólido expandido-sólido  denso  (una  transición  recientemente  predicha  teóricamente
en  sistemas  coloidales  con  un  pozo  atractivo  estrecho  y  profundo  [10, 163,  123]) para
relaciones  de  diámetros  iguales a  0.1 [40] ó 0.05 [33]. Este  diagrama  de  fases ha  sido co
rroborado  recientemente  mediante  simulaciones  directas  de la  mezcla binaria  de  esferas
duras  [34], que  ha sido posible  llevar a cabo  en las regiones más  relevantes  del diagrama
de  fases  (donde  se espera  la  segregación  sólido-sólido) gracias  a  que  en ellas  la  fracción
de  esferas pequeñas  es muy  pequeña.
En  este capítulo  aplicaremos el formalismo del funcional de la densidad  según la TMF
descrito  en  el  capítulo  3  [25, 24], al  estudio  del  comportamiento  de  fase  de  una  mezcla
binaria  de  cubos  duros  paralelos,  con  el objetivo  de  entender  el comportamiento  de  las
mezclas.  El fluido de cubos  duros  paralelos es más  bien un  modelo académico  que posee
un  número  de  peculiaridades  ausentes  en los modelos  realistas  de  fluidos.  Por  ejemplo,
el  fluido  uniforme  de  cubos  duros  paralelos  es anisótropo  a  escalas  pequeñas  (debido  a
que  son  paralelos),  por  lo que  la transición  de solidificación ocurre  a  una  densidad  muy
baja  (aproximadamente  0.5  [58]), además  de  ser  continua  (como consecuencia  de  que
la  simetría  orientacional  está  de  antemano  rota  en  la  fase  fluida  [66]).  Por  otro  lado,
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el  efecto  de  depleción  generado  en  una  mezcla  de  cubos duros  paralelos  es mucho  más
fuerte  que  el que tiene  lugar  en una mezcla binaria  de esferas duras  con la misma  relación
de  tamaños.  Pero  a pesar  de  estas  peculiaridades  su  comportamiento  de  fases permite
entender  el de  fluidos  más  realistas,  y  posee la  ventaja  añadida  de  que  es un modelo  lo
suficientemente  sencillo como para  llevar los cálculos analíticos  hasta  el final.
Pero  antes  de  describir  la  termodinámica  y  las  transiciones  de  fases  en  el  sistema
de  cubos  duros  paralelos  haremos  una  breve  incursión  en  el  sistema  de  esferas  duras.
La  primera  sección  contiene  dos  ejemplos  de  teorías  perturbativas  que  esencialmente
pretenden  modelar  el comportamiento  de  fases propio  de  un  sistema  coloidal.  Ambas
parten  de  un  sistema  de  referencia  para  un  fluido y  un  sólido  y  añaden  la  interacción
soluto-soluto  perturbativamente.
En  el estudio  del sistema  de cubos duros  paralelos  primero veremos la  descripción  del
fluido  unicomponente,  luego  se  estudiará  la  termodinámica  de  la  mezcla  binaria  y  sus
posibles  transiciones,  y por  último  veremos cómo al  tomar  el límite  de asimetría  infinita
(hacer  tender  a  cero  el tamaño  de  los cubos pequeños)  obtenemos  un  funcional  para  un
sistema  de  cubos duros  adhesivos.
5.2  Teorías  de  perturbaciones  como  modelo  de  un
sistema  coloidal
5.2.1   Diagramas  de  fases  según  un  modelo  sencillo
Para  obtener  los posibles diagramas  de fases que genera un modelo teórico de un  sistema
coloidal,  donde  las  interacciones  entre  partículas  son  próximas  a  las  de  un  sistema  de
esferas  duras,  se puede  recurrir  a  la  teoría  de  perturbaciones  para  la  construcción  del
funcional  de  energía  libre  de  Helmholtz.  Como  sistema  de  referencia  se  escoge  el  de
esferas  duras,  para  el cual se conocen aproximaciones  de la  ecuación  de estado  del  fluido
uniforme  y de la  función de distribución  radial  (por ejemplo  la aproximación  de PY).  La
parte  atractiva  del  potencial  (que  debe  tener  en  cuenta  la  interacción  soluto-soluto  del
sistema  coloidal,  como por  ejemplo  la  interacción  generada  por  el  efecto  de  depleción)
se  trata  de  forma  perturbativa  (véase el  capítulo  1).  Así,  se tiene  el siguiente  funcional
[p] = Hs[pI +  f dr1 fdr2p(ri)p(2)g(ri,r2)va(ri2),          (5.1)
donde  .THs{p] =  Fdt[p]  +  ex[p]  es  la  energía  libre  del  sistema  de  referencia  de  esferas
duras,  que  se  divide  en  la  contribución  ideal  PCI[p] =  f drp(r)  [in (p(r)A3)  —  1]  (A  es
la  longitud  de  onda  térmica)  y  la  parte  de  exceso  Fex[p]  cuya  forma  es aproximada;•
g(rj,  r2)  es la  función  de  distribución  radial,  que  en  el fluido  uniforme  depende  sólo de
=  r1 —  r2,  y  va(r12)  es  la  parte  perturbativa  del  potencial  entre  partículas  (que  se
considera  atractiva).  Para  el  caso  homogéneo se  conoce, en  la  aproximación  de  PY,  el
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exceso  de energía  libre  por  partícula
ex  ‘Fp]            = 3ii(2—ii)  —  ln(1  —  ij),               (5.2)
donde  i  es la  fracción  de  empaquetamiento.  La  función  de  distribución  radial  g(r12) =
gs(ri2)  que se escoge es la  obtenida  analíticamente  por  la  misma  aproximación  [175].
Si  bien  esto  completa  la  descripción  aproximada  del  modelo  de  un  fluido  coloidal,
queda  por  describir  el  sólido  si se quiere  tener  una  descripción  completa  del  diagrama
de  fases.  Lo  primero  que  hay  que  conseguir  es una  buena  descripción  para  un  sólido
de  esferas  duras  que  se  pueda  utilizar  luego  como un  sistema  de  referencia.  En  [122]
esto  se  ha  logrado  mediante  el  cálculo  de  la  función  de  distribución  radial  del  sólido
promediada  angularmente  a  través  de  una  parametrización  de  ésta,  cuyos  parámetros
se  fijan  mediante  reglas  de  sumas.  Sin embargo,  si se quiere  estudiar  la  fenomenología
de  estos  sistemas  sin demasiadas  exigencias cuantitativas,  un  sistema  de  referencia  que
simplifica  enormemene los cálculos y que fue usado en  [163] es el sólido de Einstein,  cuyo
Hamiltoniano  es
(5.3)
donde  p,  r  son  el momento  y la  poskión  del centro  de  masas  de  la  partícula  i,  que  se
considera  que  oscila  armónicamente  alrededor  de  la  posición  de  equilibrio  r?,  y  k  es  la
constante  elástica  del  oscilador.  La  energía libre  por  partícula  del sólido de  Einstein  es
A  fa’/2
Es(a,T)  =  3kBTln  —  (—1    ,                   (5.4)a  iri
siendo  a  la  constante  elástica  adimensionada  a  =  2/3k2,  así  que  la  energía  total  por
partícula  es
W(a,T)=  Es(a,T)+      W(4;a)—  kBT,             (5.5)
ij=1
donde   =  —  r/a,  y W(4;  a)  es el promedio del potencial  atractivo  con funciones
de  distribución  gaussianas:
W(xa)  =  fdxifdxjg(xi)va(xij)ga(xj),              (5.6)
g(xj)  =  (a/ir)312 exp [—a(xj —  x)2]  .                (5.7)
El  parámetro  a  es el parámetro  variacional  del  modelo en el que  se minimiza  la  energía
libre  para  una  densidad  media  del sólido p fija.  La forma del potencial  atractivo  Va (x)  =
€q(x)  (donde  €  es la  amplitud  del potencial  escalada  con la temperatura)  que se elige en
[163] es del tipo  doble-Yukawa:
(x)  =  C  (_a(X_1)  —  _b(x_1))                     (5.8)
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Figura  5.1:  Diagrama  de fases temperatura-densidad  (la temperatura  en unidades  redu
cidas  t  =  kBt/c).  a:  6 =  1.34; b:  8 =  0.41;  c:  8 =  3.28 x  10-2;  d:  8 =  1.05 x  10-2.
Los  parámetros  a, b y c no son independientes,  ya que se impone  la restricción  ‘(x0)  =  —1
(eliminando  así  el  parámetro  c),  donde  x0 es  la  coordenada  del  mínimo  de  q(x).  Esta
forma  del  potencial  garantiza  (x  =  1) =  O y  (x  <  1)  >  0,  ç5(x >  1) <  0.  En  lugar  de
trabajar  con  los parámetros  a  y b se eligen x0 y  x1, la  posición  del  mínimo  y  el  rango
del  potencial  (definido como la  distancia  a la  cual  el potencial  decae  hasta  un  1%).  Los
diagramas  de  fases  que  resultan  de  esta  teoría  están  esquematizados  en  la  figura  5.1.
Para  valores  del  rango  del  potencial  8  (x1 —  xo)/xo  >  1 el  diagrama  de  fases  que
se  obtiene  es el  típico  diagrama  de  un  fluido  atómico  simple,  con  la  presencia  de  tres
fases:  vapor,  líquido y sólido.  La coexistencia  vapor-líquido  termina  en un punto  crítico,
además  de  haber  un  punto  de  coexistencia  trifásica  V-L-S  (punto  triple).  Se observa
que  al  reducir  el  rango  del  potencial  la  altura  del  punto  crítico  de  la  transición  vapor-
líquido  disminuye  hasta  desaparecer  del  todo.  Hay  un  rango  de  valores  de  6 para  los
cuales  el sistema  sólo exhibe  una  transición  líquido-sólido.  Si se continúa  disminuyendo
6  se  estabilizan  dos  sólidos con  la  misma  simetría,  pero  con  diferentes  densidades.  La
coexistencia  sólido  expandido-sólido  denso  termina  en  un  punto  crítico.
0.0    0.4     0.8     1.2       0.0    0.4    0.8
pc
1.Q5  1.15  1.25  1.35.  1.45
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5.2.2   Una  teoría  de  perturbaciones  para  el  sólido  clásico
Hasta  tiempos  recientes  las  teorías  clásicas  del  funcional  de  la  densidad  para  fluidos
inhomogéneos  incluían  la no localidad  a través  de una  densidad  que  contenía  sólo infor
mación  sobre  la estructura  del fluido  uniforme.  Se partía  del conocimiento  de  la función
de  correlación  directa  en la  aproximación  de Percus-Yevick o del promedio  angular  (r)
de  la función  de distribución  de dos partículas  (2)  (r1, r2) en el límite del fluido uniforme.
La  función  (r)  se define como
(r)  =  4Vp2  f dwf dr1p2(r1,ri  +r),                (5.9)
donde  V  es el volumen p la densidad  media y dw el diferencial del ángulo sólido alrededor
del  vector  r.
En  [122] se calcula  esta  función,  pero para  un  sólido de esferas duras  en  una  red fcc.
El  conocimineto  de (r)  permite  hacer una teoría  de perturbaciones  para  éste.  Los pasos
que  se  siguen  son  los siguientes.  Si se tienen  en  cuenta  sólo las  correlaciones  de  largo
alcance,  las  probabilidades  de  encontrar  dos  partículas  en sitios  diferentes  de la  red  son
independientes,  por  lo que la  función  (2)  (r1, r2)  se descompone  en  un producto  de  dos
funciones  densidad  evaluadas  en las posiciones r1 y r2 respectivamente.  En  este  caso se
puede  definir  la  función
0(r)  =  4p2  f d f drip(ri)p(ri  +  r).               (5.10)
Si  se  parametriza  el  perfil  de  densidad  del  sólido  de  forma  usual  como  una  suma  de
gaussianas  centradas  en los sitios de una  red  fcc, se obtiene  o(r)  =  >   donde
1     1/2  e_r_1i)2/’2  +
=  j—  (—)  n                   , i >  0,        (5.11)
siendo  R  las  distancias  a  la  que  se encuentran  los  diferentes  sitios  desde  uno  dado,  y
n  el número  de  vecinos que  hay  a la  distancia  R.  Si se compara  este  resultado  con el
obtenido  para  la función  (r)  en las simulaciones se observa que la  mayor diferencia  está
en  la predicción  de  las correlaciones de corto  alcance,  o sea en  el primer  pico,  siendo  los
restantes  picos  extremadamente  semejantes.  Por  ello, manteniendo  la  misma  forma  que
(5.11),  se parametriza  (‘)(r)  del  siguiente  modo
í  Ae_11)2/’2r          r > 1,                (5.12)
10,             r<1.
Los  valores  de  los parámetros  A,  r1 y  a1  se determinan  imponiendo  las siguientes  reglas
de  suma:
1.  debido  a  que  la  diferencia  en  la  localización  de  los picos  de   y   es  muy
pequeña  se impone que la  distancia  promedio  de localización de los primeros
vecinos  sea la  misma  en las dos  aproximaciones,  o sea
<r  >  f drr’(r)  =  f drr(r);           (5.13)
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2.  la  función  (1)  (r)  debe  estar  normalizada  al  número  de  primeros  vecinos,  o
sea,
4pfdrr21)(r)  =  n1               (5.14)
3.  la  presión  y el  valor  de contacto  de  la  función  (r)  deben  estar  relacionados
según  la regla  de  suma
¡3P/p=  l+4i(r=a);                  (5.15)
4.  para  determinar  (r)  en función  de  la  densidad  sólo es necesario  determinar
los  valores  de  a  y  P  como  función  de  p,  y  esto  se  lleva  a  cabo  a  través  de
la  minirnización  de  uno  de  los  funcionales  clásicos  que  describen  de  forma
adecuada  la  transición  fluido-sólido para  esferas  duras.
El  resultado  obtenido  para  (r)  siguiendo  los  pasos  1—4 es prácticamente  idéntico  al  de
simulación  [122].
Una  vez  determinada  la  función  (r)  para  un  sólido  de  esferas  duras,  el  siguiente
paso  es construir  una  tería  de perturbaciones  que tenga  en cuenta  la  valiosa información
sobre  la  estructura  del  sólido.  Deforma  usual  la  energía  libre  de  Helrnholtz  se calçula
como
F[p] =  .T,.[p} + F,,[p],                       (5.16)
donde  .T,. [p] es la energía libre del sistema  de referencia,  que tiene  en cuenta  la  interacción
entre  partículas  según  el  potencial  de  referencia vr(r),  y F[p]  es  la  parte  perturbativa
de  la  energía  libre,  cuya  forma  es  [121]
[p]  =  2pNfdrr2r(r)vp(r),                   (5.17)
siendo  N el número  de partículas  y r(r)  la función definida en (5.9), pero para  el sistema
de  referencia.  Esta  se obtiene  mediante  el  requerimiento  de  que  en  el  desarrollo  de  la
energía  libre  del  sistema  de  referencia  en  potencias  de  la  función  “blip”  ie(r1,  r2)  (la
diferencia  entre  el  factor  de  Boltzman  del  sistema  de  referencia  y el  de  esferas  duras),
el  segundo  término  de  orden  e(r1,  r2)  (el  primer  término  no  es  más  que  .FHs[p])  se
haga  cero.  Esto  permite  el  cálculo  del  diámetro  de  la  esfera  del  sistema  de  referencia
y  obtener  .r(r)  =  Hs(r)  exp(—/3vr(r)),  donde  se  define Hs(r)  =  gHs(r)  exp(/3v11s(r)),
siendo  vHs(r)  el potencial  de esfera  dura.
Aplicando  este  formalismo  a  un sistema  de  esferas duras  que  interaccionan  a  través
de  un  potencial  atractivo  tipo  pozo cuadrado  de  anchura  mucho menor  que  el diámetro
molecular,  se  obtiene  un  diagrama  de  fases con  la  común  transición  líquido-sólido  más
una  transición  isoestructural  sólido-sólido.  Estos  resultados,  al  ser  comparados  con  la
simulación,  concuerdan  asombrosamente  bien  [121].
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Si  bien  es sabido  que el rango  del  potencial  que produce  la separación  vapor-líquido
determina  la altura  del punto  crítico  en esta  transición,  hasta  fechas recientes  no se supo
nada  sobre  la  existencia  de  una  transición  isoestructural  sólido-sólido,  a  pesar  de que el
mecanismo  que  la  generaba  estaba  introducido  en casi  todos  los modelos  que  se habían
usado  para  el estudio  de de la fase sólida de sistemas simples.  El origen de la transición  es
el  siguiente.  Supongamos  que,  a groso  modo, el  potencial  atractivo  se puede  aproximar
por  un  pozo  cuadrado  de  anchura  6  (en unidades  del  diámetro  de  las  esferas).  Cuando
el  parámetro  de  red  del  sólido es mayor  que  1 + 6 las partículas  no sienten  la  presencia
del  potencial  atractivo;  sin embargo,  a medida  que  aumenta  la  densidad  o disminuye  el
parámetro  de  red,  llega  un  momento  en  que  éste  se hace  menor  que  1 +  6,  por  lo que
las  partículas  caen  masivamente  en  el  pozo  de  potencial,  disminuyendo  así  la  energía
total  del  sistema.  Luego,  al  seguir  aumentando  la  densidad,  la  energía  del  sistema  de
referencia  puramente  repulsivo  domina  sobre  la  parte  atractiva,  incrementando  así  la
energía  total.  De esta  forma,  la  variación  de la  energía  con  la  densidad  presenta,  si no
un  mínimo,  un punto  de inflexión en la región del sólido, determinando  así la coexistencia
entre  dos  sólidos con  la misma  simetría  pero  con  diferentes  densidades.
5.3  Modelo  de  segregación  puramente  entrópica
En  las secciones anteriores  hemos expuesto  modelos de  sistemas  coloidales en  los que .la
transiciones  fluido-fluido,  fluido-sólido o sólido-sólido isoestructural,  que  determinan  la
naturaleza  del  diagrama  de  fases, están  reguladas  por  el  alcance  y  la  profundidad  del
potencial  atractivo  que  trata  de  modelar  la  interacción  entre  las  partículas  de  soluto.
En  esta  sección estudiaremos  el modelo  de  una  mezcla  binaria  de  cubos  duros  parale
los,  según  la  TMF.  Quitando  sus  particularidades,  este  modelo  reproduce  los  mismos
tipos  de diagramas  sin introducir  potencial  atractivo  alguno.  El  mecanismo  que explica
las  diferentes  transiciones  es de  origen  puramente  entrópico,  y se genera  a través  de  la
interacción  soluto-soluto  mediada  por  la  presencia de un  disolvente  (las partículas  gran
des  constituyen  el  soluto,  mientras  que  las  pequeñas  son  el  disolvente).  En  el  primer
epígrafe  estudiaremos  el sistema  unicomponente  de cubos duros  paralelos;  en el segundo
se  estudiará  la  mezcla binaria  y las posibles transiciones  termodinámicas,  y, por  último,
se  describirá  el  límite  de  una  mezcla  binaria  cuando  la  asimetría  entre  las  especies  es
infinita,  lo cual  nos permitirá  entender  el diagrama  de fases de la  mezcla.
5.3.1   El fluido  unicomponente  de  cubos  duros  paralelos
Existen  algunos  resultados  concernientes  al  fluido de  cubos  duros  paralelos  en  la  lite
ratura.  Por  ejemplo,  en  dos  y  tres  dimensiones  han  sido calculados  los coeficientes  del
vinal  del  fluido  uniforme  mediante  un  desarrollo  en  diagramas  [178, 53].  Estos  han  si
do  calculados  también  mediante  teorías  aproximadas  de  ecuaciones  integrales  [54]. La
conclusión  principal  que  se puede  sacar  de  estos  resultados  es que  el  desarrollo  del  vi
rial  para  cubos  duros  paralelos  converge muy  mal.  En  3D la  presión  aproximada  hasta
el  séptimo  coeficiente  del  vinal  alcanza  un  máximo  en  i   0.6,  para  luego  descender
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rápidamente  hacia  valores negativos  [54], comportamiento  que  difiere del correspondien
te  a  la  aproximación  con  seis coeficientes del  vinal.  Por  contra,  en  el sistema  de  esferas
duras  aumentar  el  número  de  términos  en  el desarrollo  del  vinal  mejora  la  ecuación  de
estado.  Otra  diferencia  es  que  las  simulaciones  hechas  para  un  fluido  de  cubos  duros
paralelos  en  3D  [172, 58] muestran  una  transición  fluido-sólido de  ségundo  orden  (en
contraste  con la  transición  de primer  orden en esferas duras)  para  un valor de la  fracción
de  empaquetamiento  ij   0.48 ±  0.02 [58], a la  que las partículas  del sólido cristalizan  en
una  red  cúbica  simple.  Se puede  demostrar  de  forma exacta  que  en dimensión infinita  la
transición  es continua  [66]. La razón  por  la cual esta  transición  es continua  es la ruptura
de  simetría  orientacional  que  existe  en la  fase fluida, por  lo que  fluido y sólido tienen  la
misma  simetría.  Al permitir  que los cubos roten  libremente  la  transición  fluido-sólido se
vuelve  de  primer  orden  [58].
La  ecuación  de estado  del fluido de  cubos duros  paralelos  se puede  obtener  mediante
la  ecuación
=   +       — (D)                      (5.18)
siendo  Í»-)  la  densidad  de exceso de energía libre,  cuyas expresión  en  2D y en 3D vienen
dadas  por  las  ecuaciones  (2.92) y  (2.165).  En  cada  caso  obtenemos
P/p    =  (11)2,   (D =  2),                 (5.19)
¡3P/p  =  (3’   (D=3),                 (5.20)
con  17 la fracción de empaquetamiento,   = prD  y  a la arista del cubo.  Estas  ecuaciones
de  estado son  las mismas  que  las obtenidas  a través  de la teoría  de la partícula  escalada.
En  la figura 5.2 se compara  la ecuación de  estado  (5.20) con los resultados  obtenidos  de
la  simulación.
La  transición  fluido-sólido puede  ser estudiada  como suele hacerse en cualquier teoría
del  funcional  de  la densidad,  mediante  la parametrización  de  la densidad  local a través
de  una suma  de gaussianas centradas en los sitios de una red (en este  caso cúbica simple)
(véase  evans  en  [50]), o sea,
p(r)  =  H   g(v  — n,,d),                (5.21)
IJ=x,y,z flL=—OO
g(u)     ()V2e_cu2                        (5.22)
donde  d =  es el periodo  de  la red y  a  es un parámetro  variacional que  determina
la  anchura de  las gaussianas  (indicadora  de la deslocalización  de las partículas).
Como  ya  hemos  visto,  el  funcional  de  energía libre  de  un  sistema  multicomponente
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con  perfiles de  densidad  pj(r)  (i  etiqueta  las  componentes)  según la  TMF  es
F[{p(r)}]     F[{p(r)}]  + F[{p(r)}],              (5.23)
/3Fid[{pj(r)}]  =       drpi(r) [1nVp(r)  —1},            (5.24)
=  f dr ({na(r)}),                      (5.25)
con  V  el volumen térmico  de la  especie i,  y  a  =  >  p ® w  el conjunto  de  densidades
promediadas  (los pesos han  sido definidos en las ecuaciones (2.103)—(2.106)). La función
(r)  viene dada  por  la  expresión
(r)  =  —noln(1 —  fl3)  +       +                       (5.26)
donde  n2,,,  u  x, y, z,  son  las componentes  del vector  n2.  Si introducimos  las funciones
e(u)      erf (/u)  ,                                  (5.27)
p(u)     [e(u  -nd+  a/2)  -  e(u -  nd -  a/2)],           (5.28)
q(u)     [g(u  —  nd  + a/2)  +  g(u —  nd  —  a/2)]           (5.29)
(se  cumple  g(u)  =  e’(u),  p(u)  =  p(u  +  d) y  q(u)  =  q(u + d)), las densidades  promediadas
se  pueden  expresar  como
u3  =  p(x)p(y)p(z),                                    (5.30)
=  (q(x)p(y)p(z),p(x)q(y)p(z),p(x)p(y)q(z)), 0         (5.31)
ni  =  (p(x)q(y)q(z), q(x)p(y)q(z), q(x)q(y)p(z)),           (5.32)
n0  =  q(x)q(y)q(z),                                  (5.33)
por  lo que  se cumple  (r)  =  no(r)(r),  donde
=  —ln(1—n3)+  1      +(1—n3)2                (5.34)
Este  resultado  es debido  a  la  factorización  de  la  densidad  (5.21) y por  tanto  de  (5.30)—
(5.33).
La  energía  libre  por  partícula  del  sólido,  4’  ,8F/N,  se  puede  obtener  mediante
la  integración  de  la  densidad  de  energía  libre  en  una  celda  unidad.  La  parte  ideal  es
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entonces
çd/2     çd/2     çd/2
id  =  /   dx /   dy /   dzp(r)[lnVp(r)  —  1]
J—d/2    J—d/2    J—d/2
=  ln(V/u)  —  1 +31: dx g(x)  in  (  g(x —  nd)).  (5.35)
El  integrando  de  esta  ecuación  está  escrito  de  una  forma  cómoda  para  poder  evaluar  la
integral  mediante  cuadraturas  numéricas  de  Gauss-Hermite  [118]. Siguiendo  la  misma
filosofía,  la  parte  de  exceso se puede  escribir como
1  çd/2          pd/2          çd/2ex  =  —  /   dxq(x) /  dyq(y)  /  dzq(z)(x,y,z)                 (5.36)
8  J—d/2        J—d/2        J—d/2
=              f(Y)fdzg((x  + a/2,y±a/2,z  +a/2),
donde  la  última  suma  se  hace  sobre  todas  las  posibles  combinaciones  de  signos.  Esta
vez  las cuadraturas  numéricas  son imprescindibles  debido  a  que la  integración  es en tres
dimensiones.
El  próximo  paso  es minimizar  la  energía  con  respecto  a  c  para  determinar  el  perfil
de  equilibrio.  Después  de la minimización  se obtiene  que la  transición  fluido-sólido es de
segundo  orden  y ocurre  para  i  =  0.348.  Debido a la  naturaleza  continua  de la transición
se  puede  obtener  la  densidad  de transición  mediante  un análisis  de bifurcación  estándar.
Esto  es equivalente  a encontrar  la menor  densidad  a la que el factor  de estructura  diverge
para  un  vector  de  onda  k.  El  factor  de  estructura,  a  su  vez,  se expresa  a  través  de  la
función  de  correlación directa  según
S(k)  =  1-  p(k)’                        (5.37)
donde  (k)  es la  transformada  de  Fourier  de  la  función  de  correlación  directa,  que  se
obtiene  a  través  de la  ecuación  (2.70).  Si se explota  la  simetría  de  la  red  cúbica  simple
eligiendo  el  vector de  onda  k  =  (ka, 0, 0)  (el resultado  no  cambia  si el vector de onda  es
paralelo  al  eje y o z)  la  condición  para  determinar  el punto  de  bifurcación  es
1  +     3j0(ka)  + i    4jo(ka/2)2  >  0        (5.38)
(la  igualdad  se cumple  sólo para  k  =  ka).  La solución de esta  ecuación es 7c  =  0.3143...
y  kcr  =  4.8276....
Se  nota  enseguida  la  discrepancia  entre  el  valor  de  i  obtenido  mediante  el  análisis
de  bifurcación  y el que se obtiene  mediante  la  minimización del  funcional con respecto  a
la  densidad.  La  razón  de  tal  discrepancia  se puede  inferir si se obtiene  el parámetro  de
red  a  través  de  k  según  d/cr  =  2ir/k  =  1.3015...,  por  lo  que  ij(d/o-)3  =  0.6929.
lo  que  significa  que  el  sólido  tiene  una  alta  fracción  de  vacantes  (japroximadamente  el
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Figura  5.2:  Ecuación  de estado  del fluido de cubos duros  paralelos.  Las  líneas continuas
corresponden  a la presión  de la fase más estable  (fluido o sólido) a un  valor  fijo de i.  La
línea  de  puntos  corresponde  a  la  rama  termodinámica  inestable  (fluido)  después  de  la
transición  al sólido.  La  línea discontinua  es la rama termodinámica  correspondiente  a un
sólido  sin vacantes  (véase el texto).  Los círculos negros son  los resultados  de simulación
de  la  referencia[172],  mientras  que  los blancos  corresponden  a los de  la  referencia  [58].
31%  de  los  nodos!).  Este  efecto  puede  ser  tenido  en  cuenta  en  el  perfil  de  densidad,
simplemente  mediante  la  multiplicación  de la  parte  derecha  de la  ecuación  (5.2 1) por el
factor  de ocupación  promedio t9 y la subsiguiente minimización del funcional con respecto
a  este  parámetro.  En  el proceso  de  cálculo  basta  con  añadir  el término  ln 9  a  la  parte
ideal  de  la  energía  libre  (5.35) y  reemplazar  n3  por  ?9n3 en la  definición de   (ecuación
(5.34)).  Ahora  el periodo  viene dado  por  d =  a(O/j)h/3.  Corno resultado  del  proceso de
minimización  se obtienen  el valor  de ij.  que  da  el análisis de  bifurcación  y  una  fracción
de  ocupación  t9  0.694, consistente  con el valor  obtenido  anteriormente.
Las  ecuaciones  de estado  del  sólido en  las dos  variantes  (con  y sin vacantes),  que  se
obtienen  a  través  de  la  ecuación  ¡3Pa3 =  i25’P/,  se muestran  en la  figura  5.2, donde
se  comparan  con  los resultados  de  las  simulaciones.  Vemos que  el  acuerdo  es  bastante
aceptable,  aunque  la densidad  de trasición  es menor  que la  obtenida  en las simulaciones,
lo  cual es debido  a  que la  ecuación de estado  que genera la teoría  de la partícula  escalada
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5.3.2   Estabilidad  de  la  mezcla  binaria
Las  condiciones  de estabilidad  de  una  mezcla son dos:  la positividad  del  calor específico
a  volumen  constante  (CV)  y  el  carácter  definido positivo  de  la matriz
52  e
 i3‘  ,                      (5.39)
¿9piapi
donde  f  F/V,  siendo  F  la  energía  libre  de  Helmholtz,  y  p  es  la  densidad  de  la  especie
i.  La  positividad  del  calor  específico  se  satisface  de  forma  trivial  debido  a  que  el  modelo
de  partículas  duras  es  atérmico  (la  dependencia  de  la  energía  con  la  temperatura  es  la
misma  que  la  del  gas  ideal).  La  segunda  condición  es  una  consecuencia  directa  de  que
el  estado  de  equilibrio,  aparte  de  ser  un  extremo,  sea  un  mínimo  de  la  energía  libre.
Teniendo  en  cuenta  (5.25)  la  matriz  M  viene  dada  por
M  =      =     +    2’J  (O)c2,  (O)                 (5.40)
y  relacionando  el  último  término  con  la  definición  de  la  función  de  correlación  directa
obtenemos
M  =     -                     (5.41)
Para  una  mezcla  binaria  M  es  una  matriz  2  x  2  con  todos  sus  elementos  positivos,  por
lo  que  la  condición  de  estabilidad  se  cumple  si  det(M)  >  0.  La  solución  de  la  ecuación
det(M)  =  0,  en  caso  de  que  exista,  determina  la  línea  espinodal.  Una  forma  alternativa
de  expresar  esta  condición  es  a  través  de  la  matriz  del  factor  de  estructura,  definida
como
pS(k)  [P’  —  (k)]1,                   (5.42)
donde  jj   y  P  Piij.  Teniendo  en  cuenta  (5.41)  la  ecuación  det(M)  O  no  es
más  que  la  divergencia  del  factor  de  estructura  a  vector  de  onda  cero  (que  corresponde
al  fluido  uniforme).
Para  hacer  el  cálculo  de  det(M)  es  conveniente  introducir  i  of  pi,  la  fracción  de
empaquetamiento  de  la  especie  i;  7   +   =  D,  la  fracción  de  empaquetamiento
total  del  fluido;  r  ai/a2,  la  relación  entre  las  aristas  de  las  dos  especies  (r  >  1),  y
x  ]i/7],  la  fracción  de  empaquetamiento  relativa  de  la  especie  de  volumen  mayor.  Con
la  ayuda  de  estas  definiciones  e  introduciendo  M  P1P2  det(M),  obtenemosM  =  (1)3’                      (5.43)
para  D  =  2,  y  [23]
M  =  2    í1  +  +  1  —  3(r—1)2(1  —  x)  ,          (5.44)
(1—ij)4  [             r
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para  D =  3.
De  la ecuación  (5.43) se deduce que la  mezcla binaria  en dimensión  D  =  2  es estable
para  cualesquiera  valores  de i,  r  y x.  Por  lo tanto,  queda  demostrado  que los cuadrados
duros  paralelos  no  se  segregan  en  dos  fluidos  de  diferente  composición.  La  ecuación
(5.44)  nos permite  determinar  la  región  de estabilidad  de  la mezcla en  3D como aquélla
para  la  cual  se cumple
 3(r_1)2(1)                   (5.45)
Como  el mínimo  de la  función  1 + 4/ii  +  1/2,  para  O  ij  <  1, es 6  (que se alcanza  sólo
para  ij  =  1)  y  el máximo  de  x(1 —  x),  en el  intervalo  O < x  <  1,  es 1/4  (que  se  alcanza
cuando  x =  1/2),  la desigualdad  (5.45) se cumple  para  cualquier i  y  x  si se verifica
6>  3(r—1)2   r6  —  lOr+  1<0,             (5.46)
es  decir,  siempre  y cuando  r  esté  en el intervalo  1/ra  <  r  < r,  donde
r=5+/i9.98.                       (5.47)
Cuando  r  >  r  existen  valores  de  rj  y  x  para  los  cuales  la  desigualdad  (5.45)  no  se
satisface  y, por  lo tanto,  la  mezcla será  inestable.  De  (5.45) se deduce  fácilmente  que
estos  valores  corresponden  a la  región  que está  por  encima de  la curva
=         (r_1)2X(1 —x) —2,                 (5.48)
que  define  la  línea  espinodal.  La  figura  5.3  muestra  esta  línea  para  varios  valores  de
r.  La  espinodal  es simétrica  respecto  a  x  =  1/2  (no así  la  curva  de  coexistencia,  como
veremos);  esto  significa que para  una  fracción de empaquetamiento  fija la estabilidad  de
la  mezcla depende  de la  fracción de volumen ocupada  por  cualquiera  de las dos  especies,
independientemente  de su  tamaño.
La  existencia  de una  línea  espinodal  en  el  diagrama  de  fases densidad-composición
significa  que  si  se mantiene  la  presión  constante  hay  una  región  en  este  diagrama  en la
que  hay  dos fases fluidas  en coexistencia,  una  de ellas rica en  partículas  pequeñas  y otra
en  partículas  grandes.  En  la  figura  5.3 der.  se muestran  las  espinodales,  pero  esta  vez
en  el diagrama  presión-composición.  Para  determinar  los valores  de 1) y  x de  estas  fases
en  coexistencia  se deben  resolver,  para  una  presión  dada,  las  ecuaciones  de  equilibrio.
Si  definimos  como ij,  c8  (ijj,  x1) los valores  correspondientes  a  las  partículas  pequeñas
(grandes),  estas  ecuaciones  se pueden  escribir  como
P(j3,x3)  =  P(i1,x1)=p,                    (5.49)
=  1(1,x1),                    (5.50)
I-2(1]s,  x3)  =  /12(771,  Xi),                       (5.51)
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Figura  5.3:  Figura  izquierda:  diagrama  de  fases densidad-composición  de  la  transición
de  segregación  en  una  mezcla  binaria  de  cubos  duros  paralelos;   es  la  fracción  de
empaquetamiento  total,  mientras  que  x  es la  fracción  de  volumen ocupada  por
los  cubos grandes.  Las líneas  de trazos  representan  las espinodales  de la transición  para
diferentes  valores  de  la razón  entre  las aristas  de las dos  especies, r;  las líneas continuas
representan  las  curvas  de  coexistencia  (quemuestran  las  transiciones  reales);  la  línea
de  puntos  es la  curva  de  puntos  críticos  de la  transición  de  segregación  para  valores  de
r  <ra;  finalmente,  las  líneas de  trazos  largos  que unen  los círculos negros muestran  dos
estados  de  coexistencia  entre  las  fases segregadas.  Figura  derecha:  diagrama  de  fases
presión-composición.  Las  líneas tienen  el  mismo significado que  la  figura izquierda.
siendo  p la  presión  externa  fijada.  Estas  ecuaciones garantizan  la  igualdad  del potencial
químico  y la  presión  de cada  especie en cada  una  de las fases segregadas  en coexistencia.
Explícitamente,   j  y  P  vienen  dados  por
¡3Pcr  =  y(r3  fr3 —  1)x)  + 2y3(r —  (r  —  i)x)3
+3y2(r2  —  (r2  —  1)x)(r  —  (r  —  1)x),              (5.52)
=  ln(xy)+3y(r2-i-r—(r2+r_2)x)
+3y2fr  —  (r  —  1)x)2 +  ¡3Po,                   (5.53)
=  ln[(1 —  x)y]  + 3y(2  —  (2  —  —  r2)x)
+3y2(1  —  (1  —  r’)x)2  + Par3,               (5.54)
donde  y      —i)  y  /3Ipj  =    —  1n(A/a)3.
El  punto  crítico  de esta  transición  se puede  obtener  como el mínimo de las espinodales
en  el  diagrama  presión-composición  (véase  la  figura  5.3 der.).  Esta  condición  permite
obtenerlo,  para  cualquier  valor  de  r,  de  las ecuaciones  (5.48) y  (5.52).
El  diagrama  de fases de la figura  5.3 izq.  muestra  algunas  peculiaridades  que merecen
ser  destacadas.  Una  de  ellas  es  que  la  línea  de  puntos  críticos  en  el  límite  r  —÷  oo
0.5
x
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intersecta  al eje x  =  1 en un  valor  de ij  diferente  de cero.  Lo que sugiere  este  resultado
es  que, a pesar  de que en el límite de asimetría  infinita  la fracción de volumen ocupada  por
los  cubos  pequeños  tiende  a cero,  queda  una  depleción  residual  entre  los cubos  grandes
(en  la  sección 5.3.5 veremos por  qué, y también  veremos  cómo esta  depleción  provoca  el
colapso  de los cubos  grandes  en  una  configuración  perfectamente  empaquetada).
Otra  propiedad  interesante  consiste  en  la  existencia  de  una  cantidad  residual  de
impurezas  en las  fases segregadas,  incluso en  el límite  de presión  infinita.  Esto  se refleja
en  el hecho  de  que  las  curvas  de  coexistencia  intersectan  la  línea  i  =  1 en  puntos  con
valores  de  x  diferentes  de  O (componente  puro  de  cubos  pequeños)  y  1  (componente
puro  de  cubos  grandes),  aunque  el  efecto  se nota  mucho más  en  la  fase  rica  en  cubos
grandes.  Finalmente  se debe  notar  la  enorme  asimetría  de las líneas de  coexistencia  con
respecto  a  x =  1/2.  Esto  es fácil de entender  si se tiene  en  cuenta  que para  que  ocurra
la  segregación  la  razón  entre  los volúmenes  de  los cubos  grandes  y  pequeños  debe  ser
al  menos  del  orden  de  1000 (la  separación  de fases ocurre  desde  r   10), lo  cual fuerza
una  concentración  extremadamente  baja  de  impurezas  de cubos  grandes  en  la  fase rica
en  cubos  pequeños.
5.3.3   Solidificación  de  una  mezcla  binaria
Las  inhomogeneidades  espaciales causan,  a una  cierta  densidad,  la  divergencia del factor
de  estructura  (5.42) para.un  determinado  valor  no nulo  del vector de onda  k.  Dada  una
composición  de  la  mezcla  x,  la  inestabilidad  de  la  fase homogénea  se calcula  como el
menor  valor  de  la fracción  de empaquetamiento  para  el cual  el determinante
M(k)  det  (‘  —  (k))                     (5.55)
se  hace  cero para  al menos un vector de onda  no nulo k.  Podemos usar  el procedimiento
descrito  en  el apéndice  B para  calcular la función de correlación directa  de un sistema  de
paralepípedos  duros  en  dimensión  D.  En  el  caso de  cuadrados  o cubos  duros  paralelos
debemos  imponer  la  condición  a   o’ ó  a  =    =  cr  (i  =  1, 2),  respectivamente.
Eligiendo  los vectores  de  onda  k =  (k,  0) ó k =  (k,  0, 0) (utilizando  la  simetría  de la  red
cuadrada  o cúbica  simple),  obtenemos  las  funciones  de correlación  en transformada  de
Fourier  en  dos  y tres  dimensiones
(2)      (2)—c(k)  =  {2x0  o  +                            (5.56)
+   (2D),
(3)  2     (3)         (3) 2  2—c(k)  =  {4Xo 0jj  +  4Xi   +  X2   (5.5v’)
+  {43o  +  +   (3D),
donde  ojj  =  (a+a)/2  y las x  están dadas  por las ecuaciones  (2.96)—(2.98) y (2.128)—
(2.131).
Los  valores  de  para  los cuales se cumple M(k)  =  O para  algún  k están  representados
en  función  de  x en  las figuras 5.4 izq.  (2D) y  5.4 der.  (3D),  para  diferentes  valores  de r.
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Figura  5.4:  Figura  izquierda:  curvas  espinodales  de  la  transición  fluido-sólido para  un
sistema  de  cuadrados  duros  con  diferentes  valores  de  relación  entre  aristas  r;  77 es  la
fracción  de  empaquetamiento  total  y x  es la  fracción  de  volumen  ocupada  por
los  cubos  grandes.  Figura  derecha:  diagrama  de  fases de  la  transición  de  segregación
de  cubos  duros  paralelos  en  las  mismas  coordenadas  77 —  x  de  la  figura  anterior.  Las
líneas  discontinuas  representan  las curvas de coexistencia  entre  las fases segregadas  para
diferentes  valores  de  r;  las  líneas  continuas  son  las  espinodales  de  la  transición  fluido-
sólido  para  los mismos  valores de  r;  finalmente,  la  línea de puntos  es la  curva  de  puntos
críticos  para  r  >  r.
Para  poder  discernir  si el escenario  de las transiciones  de segregación  en 3D predicho
en  la  sección  anterior  es  el  que  verdaderamente  ocurre  debemos  determinar  si  los dos
fluidos  en  que  se separa  el sistema  son  estables  con  respecto  a  modulaciones  espaciales
de  la  densidad.  Por  ello, en la  figura 5.4 der.  se han  dibujado  también  estas  curvas junto
con  la  línea  de  puntos  críticos.  En  esta  figura  se observa  que, para  un r  dado,  el punto
crítico  siempre  está  por  encima  de  la  espinodal  del  sólido  (en  la  región  inestable);  por
lo  tanto,  para  cualquier  par  de fases segregadas  en coexistencia,  al  menos una  (la que  es
rica  en  cubos  grandes)  es siempre inestable  frente  a  inhomogeneidades  espaciales,  o sea,
es  un  sólido.  Y lo que  es más,  para  relaciones  de  tamaños  menores  que  r   30, ambas
fases  son  inestables  con respecto  a  la  solidificación.  La  conclusión  que  se  saca  de  todo
esto  es que  la  transición  de segregación fluido-fluido es siempre metastable  con respecto
a  la  transición  fluido-sólido  o  sólido-sólido.  No obstante,  la  coexistencia  entre  la  fase
sólida  de cubos  duros  y la fase fluida  de cubos  pequeños  puede  cambiar  drásticamente  la
composición  de  éstas  y  hacer  la  transición  de  segregación fluido-sólido  más  estable  que
la  solidificación  de todo  el sistema.
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5.3.4   Mezcla  binaria  infinitamente  asimétrica:  cubos  duros  ad
hesivos
Con  el  objetivo  de  estudiar  el diagrama  de fases de una  mezcla binaria  muy  asimétrica
consideremos  primero el efecto de la interacción  entre partículas  grandes  inducido por las
pequeñas  (efecto de depleción).  Consideremos la  colectividad  semi-macrocanónica,  en la
cual  el potencial  químico de las partículas  pequeñas  (el solvente) se mantiene  constante.
Los  trabajos  experimentales  en  sistemas  coloidales  se realizan  por  lo general  bajo  esta
condición.  En este  caso el elemento de matriz  del factor de estructura  (5.42), correspon
diente  a las  correlaciones entre  partículas  grandes,  puede  ser considerado  como el factor
de  estructura  de  un fluido unicomponente  constituido  por  partículas  que interaccionan  a
través  de un potencial  efectivo inducido  por el solvente.  Vamos a describir  el formalismo
adecuado  para  el  estudio  de la  colectividad  semi-macrocanónica.
El  potencial  termodinámico  más  apropiado  para  la  colectividad  semi-macrocanónica
se  obtiene  a  través  de una  transformación  de  Legendre de  la energía  libre  de  Helrnholtz
T(p2,[pi])  =  F[p1,p2] _2fdrP2(r)                   (5.58)
6F      1             8FX
P2  =           =3— ln[V2p2(r)]+           ,          (5.59)p2(r)                8p2(r)
donde  la  ecuación  (5.59)  expresa  el  perfil  de  densidad  de  equilibrio  del  solvente  para
un  potencial  químico  P2 y  un  perfil  de  densidad  del  soluto  Pi (r)  determinados.  Esta
ecuación  permite  eliminar  p2(r)  de  la  ecuación  (5.58).  El  potencial  termodinámico  T
puede  ser  interpretado  como  el  funcional  de  energía  libre  de  Helmhotz  de  un  fluido
efectivo  unicomponente,  para  el  cual  P2  es  un  parámetro  externo  que  permite  regular
la  interacción  entre  las  partículas.  Teniendo  en  mente  lo dicho  anteriormente,  podemos
separar  la  parte  ideal y la  parte  de exceso según
T(p2,  [pi]) =   f drPi(r) [lnV1p1(r) —11 + Tex(p2,  [pi]),        (5.60)
donde,  comparando  con  (5.58),
T(p2,  [p’])  fi  f drp(r)  [lnV2p2(r) —1] + Fex[pi,p2]  P2  fdrp2(r)  (5.61)
con  la  p2(r)  obtenida  mediante  (5.59).  La  función  de  correlación  directa  del  fluido
efectivo  es
Ceff(r,r’)  =  —          .                    (5.62)
6Pi (r)6p1 (r’)
La  primera  derivada  funcional  de  se  puede  escribir como
xYex      p    (              2ex       2 í      2E’ex
1J                 ¡    1  1                    upS)       (Ji
=  j  ds  /3  lnV2p2(s)+      —P2       +
6p1(r)                            6p2(s)j 8p1(r)  pi(r)
=             ,  (5.63)
p1(r)
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donde  la última  desigualdad  es consecuencia de (5.59).  El cálculo de la segunda  derivada
da  corno resultado
ceff(r,  r’) =  cii(r,  r’) +  f ds A(r, s)c21(s, r’).              (5.64)
En  su  obtención  se  ha  utilizado  (5.62),  la  definición  uual  de  la  función  de  correlación
directa  entre  las especies i y j  c.(r,  s)  =  _/382Fex/8pj(r)6pj(r)  y se ha  definido A(r,  s)
6p2(s)/6p1(r).
El  funcional  A(r,s)  se puede  obtener  derivando  (5.59)  con  respecto  a  p1(r),  lo que
da  como resultado
1_A(r,s)  —  c12(r,s)  —  fdtA(r,t)c22(t,s)  =  0.           (5.65)
P2 (s)
La  solución  de  esta  ecuación  integral  se expresa
A(r,s)  =  fdtci2(r,t)B(t,s),                    (5.66)
siendo  B(t,  s)  la  solución de  la  ecuación
f dt { ()S(r_t)  _c22(rt)}B(ts)  =8(r—s).           (5.67)
Sustituyendo  (5.66) en  (5.64)  se obtiene  finalmente
Ceff(r, r’) =  cii(r,  r’) +  ff dtds c12(r, t)B(t,  s)c21(s, r’).         (5.68)
Esta  expresión  tiene  una  validez general  para  cualquier  mezcla binaria  de  partículas
de  cualquier  tipo.  En el caso de un fluido homogéneo, donde  los perfiles de densidad  son
constantes  y todas  las funciones  definidas anteriormente  dependen  de la diferencia  entre
sus  argumentos  (debido  a  la  invariancia  traslacional),  se obtiene  de  forma  explícita,  en
transformada  de  Fourier,  la  siguiente  expresión  para  B(k)  (véase  la ecuación  (5.67)):
ñ(k)  =          .                       (5.69)
1  —  p2c22(k)
Transformando  Fourier  la  ecuación  (5.68) y usando  (5.69) finalmente  obtenemos
(  ˇ
-.               P2C12,)
Ceff(k)  =  c11(k) +  1             11                    (5.70)
1  —
El  significado de  la  ecuación  (5.70) se clarifica si calculamos  el  factor  de  estructura  del
fluido  efectivo
1       p1—
PlSeff(k)  =  1        =           ,              (5.71)
—  Ceff(k)  P1  —  C(k)
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que  resulta  ser el elemento  (1,1) de  la matriz  del factor  de estructura  pS(k),  de  acuerdo
con  la  definición  (5.42).  Este  fue el punto  de partida  a partir  del cual  se definió el fluido
efectivo  en  [51] para  una  mezcla de  esferas  duras.  Nuestra  derivación  arroja  una  nueva
interpretación.
Por  otro  lado,  si desarrollamos  el segundo término  de la ecuación  (5.70) en  potencias
de  P2 se  obtiene
eff(k)  =  11(k)  +  P2  p12(k)[22(k)]21(k),             (5.72)
donde  se puede  ver de forma explícita  que mientra  el primer  término  en el miembro  de la
derecha  de  (5.70) representa  la correlación directa  entre. dos partículas  de soluto  a través
de  la interacción  directa  entre ellas, el segundo término  tiene  en cuenta las contribuciones
indirectas  a  la  correlación  debido  a  la interacción  mediada  por  dos,  tres,  etc,  partículas
del  solvente.  Este  es precisamente  el mecanismo mediante  el cual se induce la  depleción.
5.3.5   Depleción  en  una  mezcla  binaria  de  cubos  duros  paralelos
Estimemos  primero la  atracción  efectiva entre  las partículas  grandes  que se induce por  la
interacción  con el solvente  (las partículas  pequeñas).  La forma más  simple de hacerlo  es
mediante  el cálculo  del trabajo  que hay que hacer en contra  del sistema  para  separar  dos
partículas  grandes  a una  distancia  mayor que  el diámetro  de una  pequeña.  Este  trabajo
viene  dado  simplemente  por  PV,  siendo  P  la  presión  del  fluido  y  tW  la  pérdida  de
volumen  libre  para  las  partículas  pequeñas  debido  a  la  desparición  del  solapamiento
entre  los volúmenes  de exclusión de las  partículas  grandes.  En  la figura  5.5 la  región  de
solapamiento  se ha  sombreado.
Cuando  las partículas  son esferas duras  LV  =  (3v0/2)c2+O(€3),  siendo y0  el volumen
de  la esfera  grande  y €  la  razón  entre  los diámetros  de la  esfera pequeña  y la  grande.  En
el  límite  de baja  densidad  de las partículas  pequeñas  (P  kBTP2)  este trabajo  se puede
estimar  como  (3/2)kBTi2/E.  En  el  caso  en  que  las  parículas  sean  cubos  paralelos
=  v0€ + 0(f2),  siendo y0  el volumen del  cubo  grande  y  la  relación  entre  las  aristas
de  los  cubos  pequeños  y  grandes.  Otra  vez,  en  el  límite  de  baja  densidad  de  cubos
pequeños  el  trabajo  es  kBT1J2/€2.
Concluyendo:  la  depleción inducida  en un sistema de cubos duros  paralelos  es mucho
más  fuerte  que  la de  esferas duras.  Se ha  demostrado  que  una  mezcla binaria  de esferas
duras  en  el  límite  de  asimetría  infinita  (e  —÷ 0)  se  convierte  en  un  sistema  de  esferas
adhesivas  [51], siempre y cuando  112 se  mantenga  constante.  De acuerdo  con la estimación
hecha  anteriormente,  para  obtener  el  límite  análogo  en  cubos  duros  se  debe  escalar
la  fracción  de  empaquetamiento  de  los cubos  pequeños  según  112  =  €,  siendo   una
constante.
A  partir  de  ahora  asumiremos  este  escalamiento  de 112  y  tomaremos  el  límite  e —+  O
en  la ecuación  (5.70).  Esto  nos  lleva a determinar  ceff(r) como
Ceff(r)  =  cpHc(r)  +  cad(r),                             (5.73)
Cad(r)  =  2(111)2  {s(r)+yS(r)+6y2V(r)},            (5.74)
5.3  MODELO DE SEGREGACIÓN PURAMENTE ENTRÓPICA 161
Figura  5.5:  Incremento  del volumen total,  V,  accesible a las partículas  pequeñas  cuan
do  dos  partículas  grandes  se  tocan  entre  sí  (la  región  sombreada).  Si y0  simboliza  el
volumen  de  las  partículas  grandes  LV  es  (a)  v0e2(3/2 +  e)  para  esferas  duras  y  (b)
vo€(1 + €)2 para  cubos  duros  paralelos.
donde  y  /(1  —  ,  cpHc(r)  es la  función  de  correlación directa  del fluido unicompo
nente  de  cubos  duros  y
8s(r)  =  A(x,  y, z)  + A(y,  z, x)  + A(z,  x, y),            (5.75)
8(ai  -  u(vL(t),                      (5.7)
L(u)     (o —  uj)e(o1 —  u),                      (5.77)
siendo  e(t) la función  escalón.  La  ecuación  (5.75) representa  una  función  delta  cuando
dos  cubos  grandes  están  en  contacto,  multiplicada  por  el área  de  contacto  de éstos.  Las
funciones  S(r)  y  V(r)  son  el  área  y  el volumen  de  solapamiento,  respectivamente,  que
aparecen  en  la  definición  de  la  función  de  correlación  directa  del fluido  unicomponente
(ecuación  (2.70)).  En  el límite  de densidad  cero  Ceff se  convierte  en
Ceff(r)  f(r) + S(r),                       (5.78)
siendo  f(r)  la  función  de Mayer de los cubos grandes.  De este resultado  se concluye que,
al  igual  que en  las  esferas duras  en el  límite  de  asimetría  infinita,  el  efecto de depleción
induce  un  potencial  de  par  adhesivo  (en  este  caso  de  amplitud  ).  Nos  referiremos  al
fluido  efectivo  resultante  como fluido de cubos  duros  adhesivos.
5.3.6   Funcional  de  la  densidad  de  energía  libre  para  un  fluido
de  cubos  duros  adhesivos
Tomaremos  ahora  el mismo límite  e —*  O en el funcional  (5.58) para  obtener  el funcional
de  energía  libre  de  Helmholtz  de  un  fluido  de  cubos  duros  adhesivos.  En  este  límite
demostraremos  que  T  es la  suma  de  un  término  divergente  constante,  absolutamente
irrelevante  para  el  comportamiento  de fases,  más  un  funcional  finito  de  la  densidad  de
(b)  1
.1
a—   OUL
162                                                                                                  SISTEMASCOLOIDALES
las  partículas  grandes,  que  puede  interpretarse  como  el  funcional  de  energía  libre  de
Helmholtz  del  fluido efectivo.
Comenzaremos  por  aplicar  el  formalismo  de  la  TMF  para  el  conjunto  semi-macro
canónico.  Es  conveniente,  para  ello introducir  dos  densidades  adimensionadas,  j(r)
opi(r)  y  e(r)  ac2p2(r).  No hay confusión  posible entre  la  función  7)(r) y la  fracción
de  empaquetamiento  local  (n3(r)  en  notación  de  la  TMF),  ya  que  en  el  límite  €  —*  O
ambas  coinciden.  Por  simplicidad  fijaremos la  unidad  de longitud  del  sistema  mediante
la  elección u1 =  1.  La forma del  funcional  (5.58) según  la TMF  es
+  fdr(r)  +   fdre(r)(ln[V2E_2e(r)]  —  1— IL2),  (5.79)
fdrll(r)(ln[Vil)(r)]_1).                              (5.80)
La  ecuación  (5.80) es la parte  ideal  de la  energía  libre  de Helmholtz  del  fluido  efectivo,
y  4’(r)  viene dada  por  (5.26), donde  según la nueva  notación  na  =  7)  *  +  —2  *  W.
(r)  es  una  variable  dependiente  que  puede  ser  eliminada  en  términos  de  7)(r) y  p  a
través  de  la  ecuación  (5.59), que  se puede  expresar  de la  forma
ln(r)  =  lnz  —   !-*  w(r),                  (5.81)
c
donde  se ha  definido el coeficiente de  fugacidad  renormalizado  z  c2 exp(/3j4x), siendo
p,X  —  /3’  ln V2.  Para  que  la  variable  e(r)  tenga  un  desarrollo  en potencias  de  €
bien  definido  debemos  asumir  z  =  0(1).  Antes  de hacer  el desarrollo  en €  del  funcional
determinaremos  las contribuciones  a éste  provenientes de las convoluciones de la densidad
de  partículas  pequeñas  con los pesos w.  Sea f(u)  una  función  arbitraria  de la variable
u;  entonces  se cumple
f  *    =  j    f(t) dt  =  íf(u)  +  0(€3),                        (5.82)
f  *    =  [f(u  +  €/2)  +  f(u  -  €/2)]  =  f(u)  +  f”(u)  +  Q(€4),     (5.83)
siendo  9  =  e(€/2  —  u)  y  =  (1/2)(€/2  —  u).  De acuerdo  con esto,  si f(r)  es una
función  arbitraria  de la  variable  r,  de las  definiciones de  los pesos  (2.103)—(2.106) y los
desarrollos  anteriores  se obtiene
f  *     =  f  + (€2/8)V2f  +  Q(4),                 (5.84)
*     =  Üf  +  0(€2),                        (5.85)
para  a  =  30  cualquier  componente  de a  2 y 1.  Suponiendo   =
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las  densidades  promediadas  a  tendrán  los siguientes desarrollos  en potencias  de  e:
no  =  CoC  + ie’  +  {o  +  2  +  v2Co} +  0(e),           (5.86)
n1  =  Coue1  +  {Ciu  +  ¡i1} +  0(e),                       (5.87)
=  {Cou  +  rL2} +  Ciue +  0(e2),                        (5.88)
=  123 +  eo  +  e2Ci +  3C2 +  Q(4),                      (5.89)
donde  u  (1, 1, 1) y    * w.  De las  ecuaciones  (5.84)—(5.89) se  obtiene
-!-  *w  =  —ln(1 —3)+  8Co+ñ2    {v.  (l3)           (5.90)
+      —“2  +  8C+_i  +  (27/2)4Co2  ,  2  +  o(3).
2  (1  —  n3)2     1  —  n3      (1  —  n3)2    j
Teniendo  en  cuenta  que  inC  =  inCo  +  ie  +  {a  —  2  +  0(e),  la  ecuación  (5.81)
implica
=  z(1  Ti3),                                   (5.91)
=  —z2  —  8z2(1  —  ñ),                           (5.92)
=  —V3  —  z  +  12z2  +  z(i  _)_  ad  (593)
donde  se  ha  introducido  la  notación
ad_ZI7123J2_4fl2fl2                   (594)
8     1—n3
Una  vez  eliminada   en  términos  de  77  y  z  podemos  proceder  a  desarrollar  T;  pero  antes
reescribiremos  la  parte  de  exceso  que  aparece  en  la  ecuación  (5.79)  como
e_2fC  [in  (z(1  i]  +f{+e_2eln1  —)}.      (5.95)
Usando  las  ecuaciones  (5.86)—(5.89)  y  (5.91)—(5.93)  y  definiendo   como  en  (5.26)  con
las  na  reemplazadas  por   (o  sea,  el  funcional  de  energía  libre  de  exceso  del  fluido
unicomponente  de  cubos  duros  paralelos)  obtenemos
+€2Cln(1   =  {z2+4z2(1  _3)}_1  +  {v.  {ln(1  —3)V3]
+   
2           21—n3
+  0(e),                                  (5.96)
Cm  (z(1  ))  _      zi  —3)+  {8z22  +32z3(1  —3)+  
+  0(e3).                                 (5.97)
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Sustituyendo  ambas ecuaciones  en (5.95) y teniendo  en cuenta  que f V•[ln(1—s)V3]  =
0,  la  cual  se  cumple  si  la  densidad  es  constante  en  las  fronteras  o  si  es  una  función
periódica,  se obtiene  finalmente
T  =  —H0(e)V +  io(e)N  +  +  Fad  +  0(e),              (5.98)
donde   es  el funcional  TMF  de  energía libre  del  fluido de  cubos  grandes,  V  y  N  son
el  volumen  y  el  número  de  cubos  respectivamente,  F’  =  f  ad  es  el  nuevo  término
adhesivo  y H0 y bLO vienen  dados  por
¡3ll(c)  =      — 4z2C’  +     + 0(c),                        (5.99)
ío(c)  =  zc2  +  {3z  —  4z2}e1  +  {z3  —  18z2 + 3}  + 0(c).     (5.100)
El  término  —flo(e)V+io(c)N  diverge cuando €  —÷  ü.  Este  término,  que tiene  en cuen
ta  la contribución  a la energía libre de los cubos pequeños,  diverge porque  la densidad  de
éstos  diverge en  este  límite.  No obstante  es irrelevante  para  el comportamiento  de fases
del  fluido  efectivo debido  a que añade  una  magnitud  constante  H0 a la  presión y  otra  p
al  potencial  químico  (estos términos  son independientes  de la  densidad)  que  se cancelan
al  introducirlos  en  las ecuaciones  de  equilibrio  que  determinan  la  coexistencia  de  fases.
De  acuerdo  con  esto,  el funcional  de  energía  libre  del fluido  efectivo  unicomponente  de
cubos  duros  adhesivos es
FpAHC([p}; z)  =  FpHC[p] +  F&([p1; z).                (5.101)
Como  un  test  de  consistencia  se puede  demostrar  (usando  la  ecuación  (5.91))  que  se
cumple  cad(r —  r’)  =  _362Fac/p(r)p(rt),  siendo c&(r)  la función de correlación  directa
definida  en  (5.74).
5.3.7   Cuadrados  (2D)  y  segmentos  (1D)  adhesivos
La  fracción  de  empaquetamiento  de  los cuadrados  pequeños  en  una  mezcla  binaria  de
cuadrados  duros  paralelos  es  172  =  p2ac2.  Por  otro  lado  la  diferencia  de  volúmenes
entre  una  configuración  de  dos  cuadrados  cuyas  zonas  de  depleción  no  solapan  y  otra
para  la  cual  el  solapamiento  es  máximo  es  LV  =  voe(1 +  e).  El  trabajo  que  hay  que
realizar  contra  el  sistema  para  que  partiendo  de  la  última  configuración  se  llegue  a  la
primera  es  (en  el  límite  de  baja  densidad)  PV  kBTP2VO€  =  kBTr/2/e.  Corno  se
observa  es del  mismo orden  en  e que el  correspondiente  al  sistema  de esferas  duras.  Es
por  ello que  esta  vez 1/2  es  de  orden  unidad  en  el  límite  €  —  0.  En  1D se obtiene  que
el  trabajo  que  hay  que  realizar  es de orden  unidad  en el  mismo límite.  Es  por  ello que
en  esta  dimensión  la  depleción  no  es suficiente  para  forzar  la  separación  de  segmentos
duros,  como veremos  más  adelante.  Teniendo  en  cuenta  el  adecuado  escalamiento  de
las  densidades  en  2D y  1D (p2  _2.  y  P2  €‘  respectivamente)  y llevando  a  cabo  el
mismo  procedimiento  realizado  para  la mezcla  infinitamente  asimétrica  de  cubos  duros
paralelos  se  obtiene  que  las  energías  libres  de  Helmholtz  del  fluido  efectivo  también
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tienen  dos  contribuciones,  una  correspondiente  al fluido  de  partículas  grandes  y la  otra
que  incluye  las  interacciones  con  el  solvente,  también  de  carácter  adhesivo  (véase  la
ecuación  (5.101)).  Las  correspondientes  expresiones  para  esta  última  son
=  —    z2(1x_)2  —     z     +    z(V2)2  (5.102)
2(1  +  2z)    1          2(1+  2z) 1    8(1 +  z)  1 — n2
(    12   ‘  i   —2            (V7—ˇ
ad  —    j   ZZ—zZ—ijfl0        Zyflj)                  5103
1D         2(1+z)3  1—   8(1+z)  1—
donde  las  barras  sobre  las  nc, indican  como antes  que  las  densidades  promediadas  5011
las  correspondientes  a  las  partículas  grandes.  En  el  límite  estricto  € —+ O la  densidad
de  energía  I  se anula,  o sea que  una  mezcla binaria  de segmentos  duros  infinitamente
asimétrica  es  equivalente  al  fluido  unicomponente.  Esta  es  la  confirmación  de  que  el
efecto  de  depleción  no afecta  la  interacción  entre  los segmentos  grandes  en  este  límite.
En  2D, sin embargo,  queda  una  energía  residual  correspondiente  a la  depleción  entre  los
cuadrados  generada  por la  interacción  con el solvente, y es de esperar  una  fenomenología
similar  a la  de  los cubos  duros  en 3D.  -
5.3.8   Diagrama  de  fases  de  una  mezcla  binaria  infinitamente
asimétrica
Si  tómamos  el límite del fluido uniforme en la energía de un sistema de cubos y cuadrados
adhesivos,  teniendo  en  cuenta  las  ecuaciones  (5.26),  (5.94),  (5.101)  y  (5.10-2) y  que  la
densidad  de  energía  del  fluido  unicomponente  de  cuadrados  duros  es
(r)  =  —n0 ln(1  — n2) +  nin1                  (5.104)
1—
obtenemos  las  energías  libres  por  unidad  de volumen
¡3f  =  i  {lnVi  — 1 +  lny  + 3(1 — z/2)y  + y2}  (3D),        (5.105)
=  {ni  —1+lny+           (2D).               (5.106)
Las  presiones,  P  =  —aF/8V  =  y20(f/)/0y,  son
Í3P  =  y + 3(1 — z/2)y2  + 2y3  (3D),               (5.107)
=  y+   (2D).                       (5.108)
La  ecuación  (5.108)  no  tiene  tiene  un  “loop” de  van  der  Waals,  como  era  de  esperar,
ya  que hemos  visto  en  la sección  (5.3.2)  que una  mezcla binaria  de cuadrados  duros  no
tiene  transición  de segregación para  ninguna  relación de aristas.  Sin embargo la ecuación
(5.107)  sí lo tiene.  El  punto  crítico  de éste  se puede  encontrar  a través  de la solución  de
las  ecuaciones  aP/Oij  =  O y  92P/3i2  =  0  [16], o sea
1+6(1—z/2)y+6y  =  0,                   (5.109)
1  — z/2  + 2y  =  0,                   (5.110)
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cuya  solución  es z  =  2(1 +       3.63 e Yc  =  1/V,  o sea   =  1/(1  +      0.29.
La  ecuación  de  la  curva  espinodal  (0P/  0)  de  la transición  “vapor-líquido”  es
1+4+2
3ij(1.—i)                          (5.111)
la  cual está  dibujada  en la figura  5.6.  Hay que resaltar  que esta  curva  espinodal  se puede
obtener  también  a través  de la  ecuación (5.44) tomando  el límite y  —  oc,  x  —+  1,  bajo  la
restricción  rr(1  —  x)  =   —+  z(1  —  i)  (este  límite  se deduce de  (5.91)).  Por  ello no resulta
sorprendente  que  la  línea de puntos  críticos de la  figura 5.3 tenga  como límite  ic  cuando
x  —*  1.  Esto  esclarece la  doble  interpretación  que  se le  puede  dar  a  esta  transición:  la
correspondiente  a una  transición  vapdr-líquido  de  un sistema  de  cubos  duros  adhesivos
(con  z1  haciendo  el  papel  de  temperatura),  o la  de  una  transición  de  segregación  en
una  mezcla binaria  infinitamente  asimétrica.
Analicemos  ahora  la transición  al sólido en 3D (el caso  2D no lo hemos  estudiado  en
detalle,  aunque  esperamos  que los resultados  sean similares).  La solidificación del sistema
de  cubos  adhesivos  en una  red  cúbica  simple  corresponde  otra  vez  a  una  transición  de
segundo  orden.  Por  tanto  la  línea  de  transición  se  puede  determinar  por  el  mismo
procedimiento  descrito en  5.3.1, o sea, a través  de la divergencia del factor  de  estructura
(ecuación  (5.37)),  usando como función de correlación directa  la correspondiente  al fluido
efectivo  (ecuación  (5.73)).  El  resultado  se muestra  en  la figura  5.6.  Al igual  que  ocurre
en  la  mezcla binaria  con relación  de aristas  finita,  la línea de la transición  al sólido cruza
a  la  curva  espinodal  de  la  transición  fluido-fluido a  una  fracción  de  empaquetamiento
menor  que  7i  en  otras  palabras,  la transición  fluido-fluido es metastable.
Pero  esta  vez  podemos  estudiar  la  coexistencia  fluido-sólido  debido  a  que  el  perfil
de  densidad  del  solvente  está  ausente  en  la  descripción  de  una  mezcla  infinitamente
asimétrica.  Para  hacerlo  debemos  parametrizar  la  densidad  de  los cubos  grandes  como
se  hizo  en  (5.21)—(5.22), incluyendo  el  prefactor  i9  para  tener  en  cuenta  la  densidad
de  vacantes.  Recalcamos  que  el  periodo  de  la  red  está  relacionado  con  la  fracción  de
ocupación  a  través  de  la  relación  d  =  (O/9)h/3.  La  contribución  del  gas  ideal  a  la
energía  libre  de  Helmholtz  por  partícula,  ‘1’, otra  vez viene dada  por  (5.35)  (añadiendo,
por  supuesto,  el  término  in t9  proveniente  de  la  existencia  de  vacantes),  y  la  parte  de
exceso  correspondiente  a la  interacción  de  volumen excluido viene  dada  por  (5.37)  (con
n3(r)  =  9p(x)p(y)p(z)).  Desarrollaremos  ahora  el término  adhesivo.  Con este  propósito
se  debe  tener  en  cuenta  que
p’(u)2  —  q(u)2  =  —4   g(u  —  nd  + 1/2)g(u  —  md  —  1/2),         (5.112)
n  ,m=  —__
por  lo que  la  contribución  adhesiva  a la  energía  libre puede  ser escrita  como
3       00    pd/2
ad  =  —9z   J  dxg(x —  nd  + 1/2)g(x  —  md  —  1/2)U(x)
n,m=—oo  —d/2
=    /00  dx g(x)  [(x  —  nd  + 1)]  U(x  + 1/2),  (5.113)
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donde  U(x)  se define como
pd/2        pd/2
U(x)               /dy    /  dz‘‘,             (5.114)
J—d/2  J—d/2  1 — 9p(x)p(y)p(z)
que  es una  función periódica  con periodo  d (para  llegar a  la ecuación  (5.113) se ha  hecho
uso  de la  periodicidad).  Es conveniente  reescribir  (5.114), integrando  por  partes,  como
çd/2         çd/2
U(x)  =  /    dyp’(y) /    dzp’(z)V(x, y, z),             (5.115)
J—d/2        J—d/2
V(r)     T(y)p(y)T(z)p(z)4 —3n3(r)+  3n3(r)2           (5.116)
1  — n3(r)
donde  T(u)  u si u E  (—d/2, d/2)  (el intervalo  relevante en  (5.115)) y T(u  + d)  T(u).
La  función  V(x,  y, z)  es,  por  tanto,  periódica  en  sus  tres  argumentos,  con  el  mismo
periodo  d.  Entonces  la  ecuación  (5.115) se puede  escribir como
U(x)  =  1:  dy g(y) 1:  dz g(z)  {V(x, y +  1/2, z +  1/2)
-  2V(x,  y +  1/2, z -1/2)  +  V(x, y -  1/2, z -  1/2)],      (5.117)
por  lo que  finalmente  se  obtiene
=  _zf  dx9(x)fdyg(y)fdzg(z)[g(x  — nd+  1)]
  [v(x+1/2,y+1/2,z+1/2)_2v(X+1/2Y+l/2Z1/2)
+  V(x  +  1/2, y — 1/2,  z — 1/2)],                             (5.118)
que  tiene  la  forma  adecuada  para  utilizar  cuadraturas  de  Gauss-Hermite.
Para  poder  entender  el  efecto  de  la  contribución  adhesiva  (5.113)  estudiemos  su
comportamiento  asintótico  cuando  a  —* oc y  d —* 1+ (o, lo que  es lo mismo,  t9 —*
el  límite  que  representa  al  sólido  en la  configuración  de  máximo  empaquetamiento.  De
la  definición  (5.28)  se obtiene  que p(u)   1 en este  límite,  por  lo que  U(x)  «-a 1/(1  —
Por  otro  lado  g(u)  es una  función  muy  picada  alrededor  de  u =  O, así que
 1/2
fdxg(x)g(x_nd+1)  g(O)  =  (—)              (5.119)
por  lo que  se obtiene
3        a1/2ad  ——z  (—)    —+ —oc.                 (5.120)
21  r  ir
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En  este  límite,  además,  se cumple wex  =  0(1),  mientras  que  W’  3lng(O)  (3/2)lna.
Concluyendo:  la  energía  libre  de  Helmholtz  por  partícula  del  fluido  efectivo  decrece
monótonamente  a  medida  que  el sistema  se  aproxima  al límite  de  máximo  empaqueta
miento,  independientemente  de  los valores  de  la  densidad  del  fluido  o la  fugacidad  del
solvente.  Esto  significa que  el sistema  siempre colapsa;  o sea,  las  fases de  equilibrio  las
constituyen  un  s6lido empaquetado  de forma máxima  y un  vapor  infinitamente  diluido.
Este  diagrama  de  fases singular  no  es exclusivo del  sistema  de  cubos  adhesivos.  Para
el  sistema  de  esferas adhesivas  el diagrama  de fases adhesividad-fracción  de empaqueta
miento  (z en nuestro  modelo juega  el mismo papel que la  adhesividad)  ha  sido estudiado
recientemente  mediante  simulaciones de un  fluido de esferas duras  interaccionando  entre
sí  a  través  de  un  potencial  atractivo  constituido  por  un  pozo  cuadrado  muy  estrecho
y  profundo  [10].  Estas  simulaciones  demuestran  que  las  únicas  fases  estables  de  este
sistema  son  un  sólido perfectamente  empaquetado  y un vapor  infinitamente  diluido.  La
razón  de  esta  patalogía  fue  aclarada  algunos  años  atrás  por  Stell  [149], quien  demostró
que  la función  de partición  de un sistema  de esferas duras  adhesivas  diverge si el número
de  partículas  es N    12 (que  es el número  de  coordinación  de  la  red  fcc).
Independientemente  de  este  comportamiento  hemos  visto  que  la  energía  libre  por
partícula  como  función  de  cm y  9  tiene  un  mínimo  local  para  cualquier  valor  de  z  en
un  rango  determinado  de  densidades,  que  es  cada  vez  más  amplio  cuanto  menor  es
z.  Estos  mínimos  locales  corresponden  a  fases metastables.  Para  un  z  dado,  el  valor
máximo  de  la  fracción  de  empaquetamiento  para  el  cual  este  mínimo  local  existé  se
puede  determinar  como  aquél  para  el  que  diverge  la  compresibilidad  del  sólido.  En
función  de  z estos  puntos  determinan  una  curva,  que  aparece  dibujada  en  la  figura  5.6.
La  figura  muestra  además  las  fases metastables.  Se puede  observar  que  la  región  de
metastabilidad  se amplía  a medida  que  z  disminuye.  Para  valores de  z  muy  bajos  estas
fases  metastables  están  separadas  de  la fase  colapsada  por  una  barrera  de  energía  libre
enorme,  por  lo  que  el  sistema  tarda  mucho  en  sobrepasarla  para  caer  en  el  mínimo
absoluto  (el sólido  máximamente  empaquetado).  De hecho,  si el  sistema  se prepara  en
una  de  las regiones  metastables  del diagrama  de fases con  z pequeña,  mostrará  durante
mucho  tiempo  una  seudocoexistencia  entre  dos  fases  sólidas  (un  sólido  expandido  y
otro  perfectamente  empaquetado.  Esta  situación  recuerda  la  transición  isoestructural
sólido-sólido  encontrada  en fluidos coloidales cuyas  partículas  interaccionan  a  través  de
potenciales  muy  profundos  y  estrechos  [10, 163], y  que  ha  sido  descrita  en  la  sección
5.2.  Para  z mayores  se puede  observar la  misma seudocoexistencia,  pero  entre  un  fluido
diluido  y un  sólido perfectamente  empaquetado.
Es  interesante  comparar  el diagrama  de fases antes  obtenido para  un sistema  de cubos
adhesivos  con  lo  que  se  ha  predicho  a  través  de  la  teoría  del  funcional  de  la  densidad
en  la  aproximación  del líquido efectivo para  un  sistema de esferas  duras  adhesivas  [162].
Las  fases  fluida y sólida también  aparecen  como mínimos locales  de la  energía  libre  por
partícula  en función de la  anchura de las gaussianas  cm; no obstante,  por  encima de cierta
densidad  la  energía  libre  se convierte  en  una  función  cóncava.  Este  comportamiento  se
interpretó  en [162] como una  transición  de percolación.  Teniendo en cuenta  lo que hemos
encontrado  en el  sistema  de cubos  adhesivos  esta  transición  es la  equivalente  a  la  curva
de  inestabilidad  de  la  figura  5.6.  El fluido  de esferas duras  también  colapsa  a  un  sólido
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Figura  5.6:  La  fugacidad  del  solvente  z  en  función  de  la  fracción  de  empaquetamiento
del  soluto  i,  representando  el  diagrarna  de  fases de  una  mezcla  binaria  de  cubos  duros
paralelos  infinitamente  asimétrica.  La línea continua  gruesa separa  las regiones inestables
(U)  de  las  metastables;  las  curva  continua  fina  es la  línea  de transición  entre  el  fluido
metastable  (MF)  y  el  sólido  metastable  (MS);  la  curva  de  trazos  representa  la  línea
espinodal  de  la  transición  fluido-fluido.
perfectamente  empaquetado  [10].  La  razón  por  la  cual el  colapso  no  fue  observado  en
[162]  es que  la  teoría  utilizada  no tenía  en cuenta  la  concentración  de  vacantes,  lo  cual
forzaba  al  parámetro  de  red  d  ser  mayor  que  1 para  cualquier  valor  de  la  fracción  de
empaquetamiento.  No obstante,  la inestabilidad  se manifiesta  a través  de la  mencionada
pérdida  de  convexidad  de la  energía  libre.
5.3.9   Polidispersidad  en  los  cubos  grandes
La  singularidad  intrínseca  del potencial  adhesivo  puede  ser evitada  a  través  de  la  intro
ducción  de polidispersidad  en las dimensiones de las partículas  [149, 162]. Esto  evita  que
el  sistema  solidifique a un  sólido máximamente  empaquetado.  Para  dilucidar  este  efecto
en  una  mezcla  binaria  hemos  introducido  una  pequeña  polidispersidad  en  el tamaño  de
los  cubos  grandes.  Es  muy  fácil  de  demostrar  que,  partiendo  de  una  mezcla  de  cubos
grandes  polidispersos  y  cubos  pequeños  y  repitiendo  el  mismo  procedimiento  que  fue
llevado  a  cabo  en  la  obtención  del  funcional  de  cubos  adhesivos,  obtenemos  el  mismo
funcional  (5.101),  con las ,  ahora  reemplazadas  por  las  correspondientes  a una  mezcla
de  cubos  grandes  polidispersos.
Para  realizar  los cálculos  de  la  forma  más  simple  hemos  transformado  los cubos  en
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una  gaussiana  de  media  1 y  desviación  estándar  La.  Esta  elección tiene  dos  ventajas
importantes:  la  primera  consiste  en  que  la  energía  libre  de  la  fase  fluida  es la  misma
que  la  correspondiente  al  caso  monodisperso;  la  segunda  ventaja  consiste  en  que  las
expresiones  formales  para  la  energía  libre  de  la  fase  sólida  cambian  muy  poco.  Sin
embargo,  esta  aproximación  cuenta  también  con  dos  desventajas:  las  partículas  no son
cúbicas,  y  por  otro  lado  hay  una  probabilidad  no  nula  de  que  existan  partículas  con
aristas  de  longitud  negativa.  Estos  inconvenientes  desaparecen  en  el  límite  ¿cr  —+  O,
por  lo  que  se pueden  paliar  si  se elige  LcT  «  1.  Esta  elección nos  permite  hacer  dos
simplificaciones  más:  en primer  lugar,  la  fase sólida tiene  que ser un  sólido sustitucional,
o  sea,  el  perfil  de  densidad  puede  expresarse  como p(r)1’(o),  siendo  ?  la  función  de
distribución  normalizada  de las longitudes  de las aristas  y o•  (o,,  a?,, o),  y en segundo
lugar,  la  posible  segregación  inducida  por  la polidispersidad  [141] puede  ser ignorada.
Entonces,  de acuerdo  con  la definición  de las 
a(r)  =  fdP()p*w(r)  =p*(r),             (5.121)
o  sea tienen  la  misma  definición  que  la  correpondiente  al  caso  monodisperso,  pero  con
unos  pesos  redefinidos  como  fdP(o)w(r).  Esto  nos  permite  reemplazar
9U  y  5U  en  (2.103)—(2.106) por
•  =     1-  erf  (uI  -  1/2  ;                  (5.122)
2                               O. J
-        1               í(u+1/2)2)
=  ,,_    exj—2  a2   ‘              (5.123)
que  constituyen  la versión  “suavizada” de los pesos originales.  Debido a que  5  du  =
5 °°  du   =  1  se  deduce  que  la  energía  libre  de  la  fase  uniforme  es  la  misma  que  la
correspondiente  al caso monodisperso.  Por  ello la espinodal  de la  transición  fluido-fluido
es  la  misma  que  la  que está  representada  en la figura  5.4.
Podemos  determinar  la  coexistencia entre  dos fases fluidas  mediante  el método  usual
de  construcción  de la doble  tangente  [16]. La figura  5.7 muestra  la curva  de coexistencia
resultante.
Podemos  también  parametrizar  la  densidad  del sólido como se hizo en  el caso mono-
disperso.  A pesar  del cambio  en los pesos,  la  energía libre por  partícula  resultante  tiene
una  forma muy  simple:  IJ  =  w’°’ + aid  +  j1ex  + Wad,  donde  las últimas  tres  contribucio
nes  vienen  dadas  por las ecuaciones  (5.35), (5.37) y  (5.118), con una  ligera modificación
consistente  en  que  el  parámetro  a  que  aparece  en  las  definiciones  (5.22) y  (5.27)  debe
ser  reemplazado  por
a—  1+a&r2/2                        (5.124)
(por  supuesto,  en  esta  expresión  se supone  el  valor  medio a  =  1,  y  Wia  tiene  en  cuenta
la  contribución  adicional  ln t9  proveniente  de  la  concentración  de  vacantes  del  sólido).






Figura  5.7:  Lo mismo que  en  la  figura  5.6  pero  ahora  para  el caso  polidisperso  (o  =
0.045).  La  línea  continua  gruesa  representa  la  coexistencia  fluido-sólido o sólido-sólido;
la  línea continua  fina  representa  otra  vez la  transición  continua  fluido-sólido por  debajo
de  la  región  de  coexistencia;  la  línea  de  puntos  representa  la  coexistencia  metastable
fluido-fluido.
JtPolY  =  —  in  (Vzo)  —  1  es la  entropía  de  la mezcla polidispersa  (una  constante  irre
levante).
De  la  ecuación  (5.124) se deduce  que,  independientemente  de  cuán  pequeña  sea  o,
para  valores  pequeños  de  a  (a  «  u2)  se cumple   a,  y  el  sistema  se  comporta
como  si estuviera  libre de  polidispersidad,  mientras  que  para  valores de  a  grandes  (a»
se  cumple   -   y  el sistema  nunca  colapasa  a  un  sólido completamente
empaquetado.  Como consecuencia  de  esto  el comportamiento  singular  encontrado  en  el
sistema  monodisperso  se  elimina  y  podernos  determinar  el  equilibrio  de  fases  que  nos
permitirá  construrir  el  diagrama  de  fases del  sistema.
El  resultado  típico  que se obtiene  para  valores pequeños de ¿a  se muestra  en la figura
5.7.  Lo primero  que hay  que  observar  es que  la transición  fluido-fluido es metastable;  lo
segundo  es la  presencia  de una  transición  isoestructural  sólido-sólido para  ciertos valores
de  z.  En  este  intervalo  de  valores  de  z  el  sólido  expandido  (Sr)  aparece  después  de
una  transición  continua  desde  la  fase  fluida  F.  La  transición  sólido  expandido  (S1 )-
sólido  denso  (82) termina  en un  punto  crítico,  z3, por  debajo  del cual sólo se encuentran
una  fase  fluida  y  otra  sólida  separadas  por  una  línea  de  transición  de  segundo  orden.
Finalmente,  a  medida  que  z  crece  a  partir  de  z,  la  fracción  de  empaquetamiento  del
sólido  expandido  disminuye  hasta  encontrarse  con  la  línea  espinodal  de  la  transición
fluido-sólido.  Por  encima  de  este  punto  lo  que  hay  es  una  coexistencia  entre  el  fluido
y  el sólido  denso  (82);  el  primero  es  cada  vez  más  diluido  y  el  segundo  cada  vez  más
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empaquetado.  Se debe  resaltar  la  equivalencia  entre  este  comportamiento  de equilibrio
verdadero  y el comportamiento  metastable  del fluido monodisperso  descrito  en la sección
5.3.1.
Capítulo  6
Problemas  abiertos  y  conclusiones
En  este  capítulo  comentaremos  algunos  de los problemas  no concluidos aún  y otros  que
quedarán  como líneas futuras  de investigación.  También  daremos  las conclusiones finales
de  esta  tesis.
6.1  Problemas  abiertos
6.1.1   Esferocilindros  duros  como  sistema  de  referencia  para  un
modelo  de  interfase  de  cristales  líquidos
La  ecuación  básica en la  teoría  del funcional  de la densidad  que relaciona  el funcional  de
exceso  de  energía  libre  de  Helmholtz  .F[p(r)]  con la función  de  correlación  directa  es
=  3Jr(p)  —c(1)(p0)  fdriz»(ri)                           (6.1)
—  f dr1 f dr2 f  d f  d’c2  (r1,r2  [Po +  p(r)])  p(ri)p(r2),
donde  Lp(r)  =  p(r)  —  Po,  Po + )Lp(r)  es  el  camino  de  integración  desde  un  fluido
uniforme  de referencia  de densidad  po, y J(po)  y c(1)(p0)  son  el funcional  de  exceso de
energía  libre  y la  función  de  correlación  directa  a una  partícula  del  fluido de  referencia.
Para  fluidos formados  por  partículas  ainosótropas  se ha tratado  de aproximar  la función
de  correlación  directa  a partir  del  conocimiento de  ésta  para  un sistema  de esferas duras
mediante  la  denominada  aproximación  de desacoplo.  Formalmente  esta  aproximación  se
escribe  como
(2)         — (2)(T
c0  (r, w, w ,   —  c,          ,   .                 (6.2)
U(Wr,  W,  W )
La  dependencia  angular  se introduce  a  través  del  escalamiento  de  la  distancia  r  entre
las  dos  parículas  de  orientaciones  w y w y orientación  del  vector  r  dada  por  Wr con  la
distancia  de contacto  U(Wr,  w, w’) entre  éstas.  En  la ecuación  (6.2)  c,  es la  función  de
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correlación  directa  para  un  sistema  de  esferas duras  según  la  aproximación  de  Percus
Yevick  y  rj es  la fracción  de  empaquetamiento.
El  por  qué de llamar  a esta  aproximación  de desacoplo se deduce del hecho  de que  si
en  la  ecuación  (6.2) escogemos p  =  O e introducimos  la  aproximación  (6.2) obtenemos,
después  de  algunas  transformaciones,  el  exceso de  energía  libre  de  la  fase  nemática  (la
densidad  de  la  fase  nemática  es p(w)  =  pf(w),  donde  p es la  densidad  media  y  f(w)  es
la  función  de  distribución  angular)
ex[p(r)]/N  =  —  f dw f dw’ f dWr a3(wr,  w, w’)J(w)J(’)  x           (6.3)
 (r  _rI1)
De  la ecuación  (6.3) observamos que escalando la distancia  interpartícula  con (Wr,  W,  w’)
las  integrales  espaciales  y orientacionales  se desacoplan.  Es fácil demostrar  que
f dwa3(w,  w, w’)  =  3vexci(W,  w’),                   (6.4)
donde  Vexci(W,  w’)  es  el  volumen  que  excluye  una  partícula  con  orientación  w  a  otra
con  orientación  w’.  Entonces  las  integrales  espaciales  de  la  ecuación  (6.3)  pueden  ser
calculadas  analíticamente  lo cual da  como resultado
ex[pf(w)]/N  =  ((vexcw,  w’»)  [3  1    - In(1  -             (6.5)
donde  ((• ..))  denota  el  doble  promedio  angular,  y0  es  el  volumen  de  la  esfera  dura  y
el  término  entre  corchetes  es la  expresión  de  la  energía  libre  de  esferas  duras  calculada
por  la  vía  de la  compresibilidad,  según la  aproximación  de Percus-Yevick.  Parsons  [105]
desarrolló  la  aproximación  de  desacoplo, pero  en la  función  de distribución  radial
g(r)  =g       r,  ,                    (6.6)
cT(Wr,  ‘-‘,   )J
y  obtuvo  como  resultado  la  ecuación  (6.5),  con  la  única  diferencia  de  que  en  lugar  de  la
energía  libre  según  la  aproximación  PY  utilizó  la  aproximación  de  Carnahan-Starling.
La  generalización  de  esta  aproximación  para  una  fase  no  uniforme  de  un  sistema  cons
tituido  por  esferocilindros  duros  fue  hecha  por  Somoza  y  Tarazona  [146].  La  expresión
para  el  exceso  de  energía  libre  es
ex[p(r  w)}  =  f  drf  dwp(r,  w)cs[(r)]  f  dr’  f  d’p(r’,  w’)f(r—r,   ,  (6.7)
f  dr  fPHE(r  —  r  )  f  dw  p(r  ,  w)
donde  f(r  —  r’,  ,  w’)  y  fpHE(r  —  r’)  son  las  funciones  de  Mayer  de  esferocilindros  y  elip
soides  duros  paralelos  (PilE)  que  fueron  tomados  como  sistema  de  referencia  en  lugar  de
esferas  duras.  cs((r))  es  el  exceso  de  energía  libre  por  partícula  en  la  aproximación
de  Carnahan-Starling  evaluada  en  una  densidad   promediada  según  la  aproximación
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WDA  (véase  sección  3.2).  En  [146] las  dimensiones  del  esferocilindro  y  del  elipsoide
se  determinaron  mediante  el  requerimiento  de  que  el  tensor  de  inercia  promediado  en
orientaciones  del sistema  de  referencia fuera  proporcional  al  del esferocilindro  y que  los
volúmenes  de  ambos  fueran  iguales.
Si  bien  en  [146] se calculó  el  diagrama  de  fases  para  un  sistema  de  esferocilindros
duros  que  pueden  rotar  libremente,  la  expresión  (6.7)  es inadecuada  para  el  estudio  de
interfases.  Esto  es debido  a que sólo mediante  una  parametrización  del perfil de densidad
la  minimización  de  la  energía  con respecto  a  los parámetros  es  viable  numéricamente.
Sin  embargo, en el estudio  de una  interfase,  al no poderse  parametrizar  este  perfil la  com
plejidad  de  los cálculos  hace  inabordable  el problema,  debido  a las  integrales  múltiples
que  deben  ser  calculadas  para  obtener  el valor  de  la  energía.
Hay  que  tener  en  cuenta  que  si  se  pretende  describir  un  cristal  líquido  con  fase
esméctica  A las  integrales  espaciales  sólo contienen  la  coordenada  z (la dirección  de  la
modulación  del  perfil  de  densidad).  Una  forma de  simplificar los cálculos es desarrollar
en  armónicos esféricos la función de Mayer de los esferocilindros f(z—z’,  w, w’). Haciendo
esto  se obtiene  para  el  exceso de  energía  libre de  Helmholtz
ex  [p(z),q(z)] =  f dz(z)fdz’  cs((z’))p(z’) x                    (6.8)
fooo(z  -  z’) + (q(z) + q(z’))f0(z -  z’) + q(z)q(z’)f2(z -  z’)
fdz”p(z”)fpHE(z  —  z”)
donde  q(z)  es el  parámetro  de  orden  definido en  la seción  3.2, y
f0(z — z’)  =  f200(z —  z’)  + f020(z —  z’)                      (6.9)
—  z’)  =  f220(z — z’)  +  f222(z — z’)  +  f224(z —  z’),         (6.10)
siendo  los fk(z) los coeficientes del  desarrollo  en  armónicos esféricos.
Como  se  observa  /3Fex[p(z)  q(z)]  es un  funcional  sólo de  los perfiles  de  densidad  y
parámetro  de  orden.  Haciendo un  análisis de  estabilidad  (a través  de  la divergencia  del
factor  de estructura  (1—pc(2) (k))1)  hemos demostrado  que el funcional  (6.8) estabiliza  la
fase  esméctica.  Por  supuesto  el valor  del  parámetro  longitud-anchura  del esferocilindro,
L/D,  a  partir  del  cual  la  fase  esméctica  se hace  estable  es diferente  al  valor  obtenido
haciendo  el cálculo  a  través  del funcional  original.
Escogiendo  el funcional  de energía  libre del  sistema  de  esferociindros paralelos  desa
rrollado  en  armónicos  esféricos como sistema  de referencia de  un  fluido cuyas moléculas
interaccionan  también  a través  de un  potencial  atractivo  anisótropo,  se puede  construir
perturbativamente  un funcional  análogo al  descrito  en la  sección 3.2, pero  ahora  con un
mayor  acoplo  orientacional  entre  la  parte  de  referencia  y  la  perturbativa.  Esto  es  de
gran  utilidad  para  el estudio  de los fenómenos  de  “wetting”,  “layering” y  “thinning”  en
las  interfases  libres  de los cristales  líquidos.
Como  ya  sabemos  (véase  el  capítulo  4)  los términos  proporcionales  a  E  y  €4  en  el
desarrollo  en  armónicos  esféricos del potencial  átractivo  son  los responsables  de  generar
orden  orientacional  en  presencia  de  un  gradiente  de  densidad.  En  una  interfase  este
gradiente  aumenta  cuando  la diferencia  entre  las  densidades  de las  fases en coexistencia
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P2  —  Pi 1 aumenta,  y  esto  se  consigue  disminuyendo  la  temperatura.  Sin  embargo  el
principal  defecto  del  modelo  descrito  en  la  sección 3.2 es  que,  a  una  temperatura  fija
(usualmente  ésta  es la  temperatura  de coexistencia  entre  las  fases de volumen),  cuanto
mayor  es  la densidad  mayor  es la  energía del  sistema  de referencia  (elipsoides paralelos)
frente  a la  contribución  perturbativa,  por lo que las modulaciones  del esméctico  tienden
a  desaparecer.  Esto  se debe  a que  el sistema  de  referencia de elipsoides paralelos  es por
construcción  un  nemático  y, como es conocido, los elipsoides paralelos  no pueden  formar
fase  esméctica.  Este  problema  ahora  se solventa  al cambiar  de forma drástica  el sistema
de  referencia  a  uno  que  sí  estabiliza  la  fase  esméctica.  Ahora  se puede  aumentar  el
gradiente  de densidad  de la  interfase  sin temor  a deshacer  el orden  esméctico.  Quedaría
por  discernir  si  los  términos  proporcionales  a  €3  y  €4  son  capaces  de  generar  orden
inducido  por  la  interfase  (véase  el  capítulo  4),  sin  necesidad  de  considerar  diferentes
rangos  de  los  potenciales  atractivos  (lo cual  daba  en  ocasiones  diagramas  de  fases no
físicos)  mediante  el método  de  aumentar  el gradiente  de densidad  en  la  interfase.  Esto
sería  el  primer  paso  para  encontrar  transiciones  de  “thinning”  en  las  PDE.  Aunque
se  ha  obtenido  el funcional  descrito  anteriormente,  sus  aplicaciones  al  estudio  de  estos
fenómenos  se encuentran  en progreso actualmente.
6.1.2   Límite  de  asimetría  infinita  en  un  mezcla  binaria  de  cua
drados  duros  paralelos
Como  hemos visto en el capítulo  5 el exceso de la densidad  de energía  libre de una  mezcla
infinitamente  asimétrica  de  cuadrados  duros  (equivalente  a  un  sistema  de  cuadrados
duros  paralelos  adhesivos  (CDPA))  es
CDPA”CDP+
donde  CDP  es  la  densidad  de  exceso de  energía  libre del  fluido unicomponente  de cua
drados  duros  paralelos  y  ad  es  la  parte  adhesiva,  que  tiene  en  cuenta  la  interacción
residual  entre  los cuadrados  grandes  mediada  por  el  disolvente  (cuadrados  pequeños).
Esta  contribución  se puede  reescribir  como
ad  =  z2  —  z(1+z)il1  +  z(V2)2        (6  12)
1+2z1—2  2(1+z)1—2  8(1+z)  1—ii2
Lo  primero  que  hay  que  destacar  en  esta  ecuación  es  que  si  se  parametriza  el  perfil  de
densidad  como  una  suma  de  deltas  de  Dirac  separadas  por  un  período  a  centradas  en  los
sitios  de  una  red  cuadrada  simple  (que  corresponde  al  límite  de  máximo  empaquetamien
to  de  un  sólido  de  cuadrados  duros)  el  único  término  divergente  en  la  ecuación  (6.12)  es
el  segundo,  en  completa  analogía  con  la  divergencia  de  la  parte  adhesiva  de  la  energía
libre  de  una  mezcla  binaria  infinitamente  asimétrica  de  cubos  duros  paralelos  (véase
capítulo  el  5).  Se  puede  evitar  la  divergencia  como  se  hizo  en  el  capítulo  5  introduciendo
una  pequeña  cantidad  de  polidispersidad  en  el  tamaño  de  los  cuadrados  grandes  para
obtener  el  diagrama  de  fases  correspondiente.  En  el  límite  z  —+  O  la  ecuación  (6.12)  se
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transforma  en
=  z  (iii.iii—4(V2)2                 (613)
8,     1—n2
que  es la  análoga a la ecuación (5.94) en 3D. El  escalamiento de la  fracción de empa
quetamiento  de los cubos pequeños en 3D determina que en el límite c —* O el término
adhesivo sea proporccional a z, lo cual corresponde al límite de fugacidad pequeña. Sin
embargo en 2D la dependencia en z es más complicada como ilustra la  ecuación (6.12).
Como  se observa en ella, en el límite  z  —÷ oo el último  término  es de orden unidad,
mientras  que los dos anteriores son proporcionales a z.  Esto induce a pensar que, de
haber  alguna diferencia entre los diagramas de fases en 2D y  3D, ésta debe manifes
tarse  a z  »  1.  Sin embargo esperamos que en este límite  tampoco la  haya, ya que,
como  sabemos, para una cantidad muy pequeña de polidispersidad el segundo término
es dominante cerca del máximo empaquetamiento y  es el  que determina a su vez la
coexistencia entre un sólido muy empaquetado y un fluido muy diluido.
Por  otro lado, si calculamos la función de correlación directa a partir  de (6.12) obte
nemos
CCDPA(F) =  CcDp(r) +  Cad(r),                             (6.14)
 —  if•z2f(r)     ziL(r)      zij2S(r)
Cadr)  —  —          +            +21-i-2z1_j  1+2z(1—i)2  1-i-2z(1---i7)3
+z(2+4z2)6(r)        z3o(r)l       615(1  + z)(1 +  2z) 1—  (1 +  z)(1 + 2z) 1—
donde  Cad(r) es la  contribución adhesiva a la  función de correlación proveniente de la
interacción  soluto-disolvente, ccDp(r) es la  función de correlación de un fluido unicom
ponente  de cuadrados grandes, f(r)  es la  función de Mayer, L(r)  es la  longitud  de
solapamiento entre dos cuadrados cuyos centros están separados por  el radio vector r,
S(r)  es el área de solapamiento, &(r)  es la  suma del producto de deltas de Dirac cen
tradas  en las caras por las longitudes de solapamiento (el término análogo a (5.75) para
cubos duros adhesivos) y 8o(r) es el mismo término anterior pero con las deltas de Dirac
centradas en el cero. Es decir,
f(r)  =  —e(  — )e(a  — y),                             (6.16)
L(r)  =  (2a -   -  y)e(a  -  x(a  -  y)),                   (6.17)
S(r)  =  (u — x)(u  — yj)e(a  — x)E(u  — y),                  (6.18)
(r)  =  (a-  xj)(u-  ¡y)e(a-  yj)+(a-  y)(a-  x)e(a-  x),   (6.19)
o(r)  =  6(x)(u  -  y)e(a  -  y)  +  6(y)(u -  x)e(a  -  xJ).          (6.20)
Si  se compara la ecuación (6.15) con la  parte adhesiva de la  función de correlación de
un  sistema de cubos duros adhesivos saltan a la vista dos diferencias: la primera es que
en  (6.15) hay una contribución proporcional a la función de Mayer; la segunda es que,
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aparte  del término  puramente  adhesivo  (el proporcional  a  las deltas  de Dirac  centradas
en  las caras),  hay otro  proporcional  a deltas  centradas  en el cero,  que además  contribuye
en  el  límite  de  baja  densidad.  No obstente,  como se observa en  la  ecuación  (6.15), este
término  es de  orden  z3 y,  por  lo tanto,  es  despreciable  comparado  con  los  otros  en  el
límite  de  fugacidad  muy  pequeña.  Este  último  término  no  tiene  sentido  si se considera
proveniente  de un  potencial  de interacción  a dos cuerpos,  por lo que sólo queda  suponer
que  para  valores grandes  de z dominan  las correlaciones de tres  o más cuerpos.  En  esferas
duras  un término  como éste no puede  aparecer  en el límite de asimetría  infinita  debido  a
que  hay  una  relación  de diámetros  entre las esferas para  la cual no existen  solapamientos
triples  entre  las  zonas  de depleción  de  las esferas  grandes.  Sin  embargo,  en  un  sistema
de  cubos  o cuadrados  esto  no  es  cierto  para  ninguna  relación  de  tamaños.  En  el  caso
de  los cubos, debido  al escalamiento  realizado  en la fracción  de empaquetamiento  de  los
cubos  pequeños  (véase  el  capítulo  5),  el término  adhesivo  es proporcional  a  z,  que  no
es  más  que  el  límite  de  baja  densidad  de  los cubos  pequeños,  por  lo que  dominan  las
correlaciones  a  dos  cuerpos.  En  cuadrados,  en  cambio no  hay  escalamiento  alguno  por
lo  que  este  efecto se manifiesta  incluso  en el  límite de  asimetría  infinita.
Está  en  progreso  el  cálculo  del  diagrama  de  fases  de  los  cuadrados  duros  adhesi
vos.  De los resultados  podremos  discernir  las  semejanzas  y posibles  diferencias  entre  el
compotamiento  de  fases en  2D y  3D de la  mezcla binaria  infinitamente  asimétrica.
6.1.3   Mezcla  binaria  de  esferas  duras
Como  hemos  visto  en  el  capítulo  5,  la  función  de  correlación  directa  efectiva  entre
partículas  grandes  (soluto)  en  una  mezcla binaria  donde  se  mantiene  constante  el  po
tencial  químico  de las  partículas  pequeñas  (disolvente)  se obtiene,  en  transformada  de
Fourier,  a través  de la  ecuación
ef(k)  =  éii(k)  +          ,                   (6.21)1  —  p2c22(k)
donde  se ha  etiquetado  la  especie  grande  con  el número  1 y la  pequeña  con  el  2.  Sería
muy  interesante  saber  si alguno  de los funcionales clásicos predice  el fenómeno de  segre
gación.  Como sabemos, todos  estos funcionales se construyen  partiendo  del conocimiento
de  la función  de correlación directa  del fluido uniforme.  La ecuación  (6.21) identifica una
mezcla  binaria  con  un  fluido  unicomponente  efectivo  donde  las  interacciones  entre  las
partículas  grandes  mediadas  por  el  disolvente  (interacciones  inducidas  por  el  efecto  de
depleción)  están  incluidas  en el  segundo término  de esta  ecuación.  La  función  de  corre
lación  de éste  puede  introducirse  como dato  inicial para  el cálculo  de  la función  peso de
este  fluido unicomponente.  La energía  libre por  partícula  que  se utiliza  normalmente  en
los  funcionales  clásicos debe  correponder  ahora  a la  de una  mezcla binaria,  pero  con una
densidad  de  la  especie pequeña  P2 calculada  en  función  de  Pi  a  través  de  la  condición
de  constancia  del  potencial  químico  del  disolvente.  Trabajos  en  esta  dirección  se  están
realizando  actualmente.
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6.1.4   Posibles  extensiones  del  modelo  de  orientaciones  restrin
gidas
Si  bien  el  modelo  de  orientaciones  restringidas  introducido  en  el  capítulo  3  pretende
estudiar  las  transiciones  de  fases  en  un  sistema  de  paralepípedos  uniaxiales,  no  hay
impedimento  alguno  en  generalizar  el  modelo  al  caso  biaxial.  Una  vez  hecho  esto  se
pueden  estudiar  las  transiciones  de  fase  que  da  el  modelo  incluyendo  ahora  las  fases
flemática,  esméctica y columnar  biaxiales.  Para  hacer el cálculo del diagrama  de fases del
modelo  de forma rigurosa  se deben  parametrizar  las respectivas  fases teniendo  en cuenta
las  simetrías  de  cada  una  y  minimizar  la  energía  libre  con  respecto  a  los  parámetros.
Trabajos  en esta  dirección  se llevarán  a  cabo.
Otro  fenómeno  interesante  a estudiar  es la  influencia  de la  interacción  inducida  por
un  disolvente  en  las posibles transiciones  de fase de un  cristal  líquido.  Con el modelo de
orientaciones  restringidas  este  estudio  se puede  llevar  a cabo  mediante  la  extensión  del
modelo  a una  mezcla cuaternaria,  donde además  de incluir tres  especies constituidas  por
paralepípedos  orientados  a  lo largo  de  las tres  coordenadas  espaciales,  la  cuarta  especie
se  toma  como un  disolvente  de  cubos  pequeños.  El  efecto  de  depleción  generado  por
el  disolvente  en la  interacción  entre  partículas  anisótropas  puede  favorecer la  transición
isótropo-nemático.
62  Conclusiones
Uno  de  los  resultados  principales  de  esta  tesis  ha  sido  implementar  el  formalismo  de
la  teoría  de  las  medidas  fundamentales  al  estudio  de  un  fluido  constituido  por  cubos
duros  paralelos.  Se ha  demostrado  que  el  principio  de  reducción  dimensional,  el  cual
debe  cumplir  los funcionales  exactos,  es  una  restricción  sumamente  fuerte  que  permite
el  adecuado  estudio  de sistemas  con inhomogeneidades  extremas,  (incluyendo  el sólido).
El  funcional  obtenido  para  el sistema de cubos duros  paralelos  cumple  con este  principio
para  cualquier  perfil  de  densidad  compatible  con  las  reducciones  dimensionales.  Los
cubos  duros  paralelos,  a  pesar  de  ser  un  sistema  que  dista  mucho  de  ser  un  modelo
realista  de  fluido,  posee  una  ventaja  que  rara  vez  se observa  en  modelos  aproximados
(mecánico  estadísticos)  que  pretenden  describir  un  sistema  de muchas  partículas.  Está.
consiste  en  la  universalidad  del  funcional  para  describir  sistemas  muy  diferentes  (un
mismo  funcional  sirve  tanto  como  modelo  de  una  mezcla  de  partículas  como  de  un
cristal  líquido).  Basándonos  en la propiedad  de extender  con facilidad  el funcional  a uno
que  sea  capaz  de  describir  una  mezcla  de  cubos  duros  (esta  propiedad  es inherente  al
formalismo  de la teoría  de las medidas fundamentales)  y mediante  un simple escalamiento
se  puede  construir  un  funcional  que  permita  el  estudio  de  las diferentes  transiciones  de
fases  en  cristales  líquidos  en  la  aproximación  de  orientaciones  restringidas.  Con  este
modelo  se llevó a cabo  un análisis de bifurcación de la transición  nemático-esméctico  para
demostrar  que la  aproximación  de desacoplo entre la  parte  orientacional  y traslacional  en
el  perfil  de densidad  induce  la presencia  de un punto  tricrítico  espurio  y que el orden  de
la  transición  sin esta  aproximación  cambia  de segundo  a primer  orden  cuando  se incluye
en  la  teoría  la  contribución  del  tercer  coeficiente  del  vinal  (la  TMF  para  CDP  incluye
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el  tercer  coeficiente del  vinal  de forma exacta  y una  aproximación  para  los restantes).
El  funcional de CDP  describe además de forma adecuada  las interacciones  de carácter
puramente  entrópico.  Ejemplo  de  ello es que  el  efecto  de  depleción  (exagerado  en  un
sistemas  de  cubos duros)  entre  las partículas  de soluto  de la  mezcla binaria,  que se tiene
en  cuenta  a través  del modelo, genera un diagrama  de fases que,  salvo las peculiaridades
del  sistema,  es cualitativamente  similar al correspondiente  a una  mezcla de esferas duras,
el  cual  ha  sido obtenido  en  simulaciones.
Otro  de los resultados  principales  ha sido la explicación del fenómeno de las inusuales
transiciones  de  “thinning”  en las películas  delgadas  de  esméctico suspendidas  en vapor.
Partiendo  de  un  modelo de  cristal  líquido  donde  se  tienen  en  cuenta  de  forma  aproxi
mada  tanto  la geometría  de las moléculas como la  interacción  atractiva  anisótropa  entre
éstas  (de  forma  perturbativa),  se demuestra  que  el  alcance  relativo  de  los  potenciales
anisótropos  determinan  si en una  interfase  libre entre  dos fases de  cristal  líquido  se dan
los  fenómenos  de  “wetting”  y  “layering”.  Las  conclusiones  a  las  que  se llegan  5011  las
siguientes.  Para  que se induzca  orden  en la  interfase  el término  que  normalmente  esta
biliza  el esméctico  de volumen debe  tener  una  dependencia  radial  de alcance  mayor  que
el  término  isótropo  que  induce  la  Separación vapor-líquido.  Una  vez  que  se acrecienta
el  orden  inducido  por la  interfase  se pueden  llegar  a estabilizar  estructuras  interfaciales
con  diferentes  números  de capas,  con transiciones  de  primer  orden  entre  ellas  (“layerin
g”).  Incluso  se  puede  obtener  “wetting”  por  esméctico  en  la  interfase  V-I a través  de
infinitas  transiciones  de  “layering”.  En  cuanto  alas  películas  delgadas  de  esméctico, se
ha  demostrado  que son  estructuras  metastables,  y que  el orden  inducido  en  la  interfase
aumenta  considerablemente  el  rango  de  metastabilidad  de  dichas  películas,  siendo  una
condición  necesaria  para  que  se den  las  transiciones  de  “thinning”.  Sin  embargo  no  es
una  condición  suficiente,  ya  que  además  es necesaria  la  proximidad  del  nemático  en  el
diagrama  de  fases de volumen.
La  diferencia  entre  los  alcances  de  los  potenciales  anisótropos  explica  también  el
comportamiento  anómalo  de  la  tensión  superficial.  Otra  vez  el  orden  inducido  por  la
interfase  tanto  en la interfase V-I como V-N es el responsable  de explicar varios escenarios
en  la  variación  de  la  tensión  superficial  con la  temperatura,  fenómeno  que  se considera
inherente  a los cristales  líquidos nemáticos.
Apéndice  A
Método  del  gradiente  conjugado
Si  tomamos  el  origen  de  coordenadas  en  un cierto  punto  P,  entonces  cualquier  función
f  puede  ser aproximada  por  su  serie de  Taylor
N8         1     82
f(x)  =  f(P)  +_(P)x  +   88(P)xx  +
i=1                          2
 c—bx+-xÁx                              (A.1)
donde  c  f(P),  b  —Vf(P)  y  los elementos  de  la  matriz  Á (matriz  hessiana)  son
2
(P).  Si calculamos  el  gradiente  de  f  segun la  aproximacion  de  segundo
oxioxi
orden  (A.1)  obtenemos
Vf=Áx—b,                          (A.2)
lo  que implica  que si el gradiente  de f  se hace cero el mínimo  de la función  se obtiene  de
forma  aproximada  resolviendo  la  ecuación  Ax  =  b.  Además,  el  cambio  en  el gradiente
al  variar  la  dirección  x  es  (Vf)  =  A(6x).  Supongamos  que  nos  hemos  movido  a  lo
largo  de  la  dirección  h  hacia  el  mínimo  y que  nos  proponemos  movernos  a  lo  largo  de
una  nueva  dirección  y.  La  condición  de  que  el movimiento  a  lo  largo  de  y  no  “eche a
perder”  la  minimización  en  la  dirección  h  es justo  que  el gradiente  sea  perpendicular  a
h,  o sea  O =  h•  S(Vf)  hAy.  Cuando  la  ecuación  anterior  se  cumple  se dice que  los
vectores  h  y y  son  conjugados.
Si  se quiere garantizar  ortogonalidad  entre  los vectores g  =  —Vf(P)  y las direccio
nes  de minimización  h,  y la  conjugación  de estos  últimos,  el algoritmo  de minimización
debe  ser el siguiente:
=  P-  +  .Xh,
g+i  =  —Vf(P+1),
g+igi+1
=        ,                        (A.3)
gjgj
h+1  =  g+1+-yh,
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donde  )  se obtiene  de  minimizar  f  a lo largo  de  la dirección  h.
Para  más  detalles  consúltese  la referencia  [118].
Apéndice  B
Funciones  de  correlación  del  modelo
de  orientaciones  restringidas
Mostraremos  el  método  de  obtener  las  ¿)  para  los vectores  q,, =  (O, O, qk)  que  deter
minan  la  inestabilidad  del  nemático  frente  al  esméctico  A (para  otros  vectores  de onda
los  cálculos  son  completamente  análogos).  Como  vimos en  3.3.2  (ecuación  (3.92)),  las
funciones  (n)  vienen  dadas  por  (reescribiremos  sus  expresiones  de  una  forma diferente,
con  el objetivo  de  facilitar  los cálculos)
 .,q_i)  =  —DDD   (B.1)
donde
=   (lij)n’  =   pa7aa,  (B.2)
i=x,y  ,z
H                              B3P1”ín      Pk  ik’
k=1
 ,qn) =  fin(:ai/2)   q=O.            (B.4)
A  continuación se muestran  los resultados  de aplicar  los operadores  D  (i =  x,  y, z) sobre
las funciones (B.2), (B.3) y (B.4):
=   (É ),                      (B.5)
(n)                =(  (  ),                      (B.6)
i=1  1,
DxDy’p  =   ( k)  ) ,          (B.7)
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__         (n—1)!n2,(n)  —         ____________
—         =  1  =  x,  y, z,                           (B.8)(1—n3)
(n)              ____________  ____________
2,i      =  (n—1)!n,    n!n2,jn2,k(1  —n3)  +  (1— 3)+l1k   i  =  a,y,z,         (B.9)
(n)  ___________  ____________  ____________________
DZDYDX4  =  (n—1)!no     n!n1‘2    (n+1)!n2,n2,n2,  (B.1O)(1—  3)fl  +(1  —  3)fl+l  +     (1— 3)fl+
n               n
(n)    D r(n,z)  (qi,...,qn)       (B.11)
z
i=1          ii
(n)              (n) —  j()     (n) =  t,r(nz)  (qi,.  ‘qn),  y  definimos  losSi  redefinimos  ‘r0         y-’ y  ‘o  —
vectores
—   ((n)  ,,(n)  (n)  (n) =     3,0’ 12,xi2,y’1,z)  ,                   (B.12)
(n)  —  ((n)  (n)  (n)  (n) 
1    =     2,z’ P1,y’  I1,x’  bo,o)  ,                   (B.13)
(n)   (n)  (n)  (n) 
(--  ,T1  ,T2  ,T3  )  ,                    (B.14)
la  función  de  correlación directa  de orden  n puede  ser calculada  según la  ecuación
(n)  (ti)     (n)  (n) (n)    (qi•••  ,qn-i)  =  r(.  (,0 00  +  0  ).           (B.15)
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