he need for telecommunication networks capable of providing diverse and emerging communication services such as data, voice, and video, motivated the standardization of broadband networks. The need for a flexible design that can accommodate future services and advances in technology led International Consultative Committee for Telephone and Telegraph (CCITT) to adopt the asynchronous transfer mode (ATM). The transfer mode is a collection of mechanisms that are used to implement switching and multiplexing in the network.
I
n many situations, the activities of a source can be modeled by a finite number of states. Figure 1 shows a widely used finite state model in voice telephony. In this model, a voice source is either idle or busy. When it is busy, it will only transmit packets during speech activity. In general, increasing the number of states results in a more accurate model at the expense of increased computational complexity.
For a given state space S = {s 1 , s 2 , …, S M }, let X n be a random variable which defines the state at time n. The set of random variables {X n } will form a discrete Markov chain, if the probability of the next value X n + 1 = s j depends only on the current state. This is known as Markov property [3] . If state transitions occur at integer values (0, 1, …, n, …), the Markov chain is discrete time. Otherwise, the Markov chain will be continuous time.
Markov property implies that the future depends on the current state and not on previous states nor on the time already spent in the current state. This restricts the random variable, which describes the time spent in a state to a geometric distribution in the discrete case and to an exponential distribution in the continuous case [3] . A semi-Markov process is obtained by allowing the time between state transitions to follow an arbitrary probability distribution. If the time distribution between transitions is ignored, the sequence of states visited by the semi-Markov process will be a discrete time Markov chain, and is referred to as an embedded Markov chain.
In a simple Markov traffic model, each state transition represents a new arrival. Therefore, inter-arrival times are exponentially distributed (for continuous time case), and their rates depend on the state from which the transition occur [1] . The rest of this section discusses various Markov and embedded Markov models that have been used to model network traffic.
ON-OFF AND IPP MODELS
The ON-OFF source model shown in Fig. 2a is the most popular source model for voice [4, 5] . In this model, packets are only generated during talk spurts (ON state) with fixed interarrival time. The time spent in ON and OFF states is exponentially distributed with mean α -1 and β -1 , respectively.
The interrupted Poisson process (IPP) shown in Fig. 2b is also a two-state process. Arrivals only occur in the active state according to a Poisson distribution with rate λ. Hence, IPP and ON-OFF models differ in interarrival time during the active (ON) state.
ALTERNATING STATE RENEWAL PROCESS
The alternating state renewal process is a two state process [6] , s 1 and s 2 , with no self transition. Therefore, the embedded Markov chain is alternating between s 1 and s 2 . The traffic amplitude is 0 while in state s 1 The superposition of identical independent alternating state renewal processes has a binomial distribution [6] .
MARKOV MODULATED POISSON PROCESS
A Markov modulated process, also called doubly stochastic process, uses an auxiliary Markov process in which the current state of the Markov process controls (modulate) the probability distribution of the traffic.
Markov modulated Poisson process (MMPP) uses Poisson process as the modulated mechanism as shown in Fig. 3 . In this model, while in state s k , the arrivals occur according to a Poisson process with rate λ k . The introduction of MMPP process allows the modeling of time-varying sources while keeping the analytical solution of related queuing performance tractable.
The MMPP parameters can be estimated easily from the empirical data as follows: quantize the arrival rate into finite number of rates which corresponds to the number of states. Each rate corresponds to a state in the Markov chain. The transition rate from state i to state j, denoted by q ij , is estimated by quantizing the empirical data and by calculating the fraction of times that the state (rate) i switched to state (rate) j. Note that an MMPP process with M + 1 states can be obtained by the superposition of M identical independent IPP sources.
MMPP can model a mixture of voice and data traffic. In this case, the arrivals of voice packets while in state k is assumed to be Poisson with rate λ k . Data packets are also Poisson with rate λ d . The resulting rate of state s k will be λ d + λ k . The performance measures such as queuing distribution and the moments of the delay distribution are obtained using MMPP/G/1 queue analysis [4] .
MARKOV MODULATED FLUID MODELS
Fluid models characterize the traffic as a continuous stream with a parameterized flow rate (such as bits/sec). These models are appropriate in the case where individual units of traffic (packets or cells) have little impact on the performance of the network.
Fluid models are conceptually simple and their simulation has an important advantage over other models. Consider for example, an event simulation for an ATM multiplexer. All models that distinguish between cells and consider the arrival of each cell as a separate event, consume vast amount of memory and CPU resources. In contrast, fluid models characterize the incoming cells by a flow rate. An event is only triggered when the flow rate changes. Since flow rate changes happen much less frequently than cell arrivals, considerable savings in computing and memory resources are achieved [1] .
A fluid model that is typically used to model traffic is the Markov modulated fluid model. In this model, the current state of the underlying Markov chain determines the flow (traffic) rate. While in state s k , traffic arrives at a constant rate λ k . This model is a Markov modulated constant rate model and is used in [7, 8] to model VBR video sources.
In [7] , the continuous bit rate is quantized into a finite set of discrete levels and sampled at random Poisson points (i.e., intersample time is exponentially distributed), as shown in Fig. 4 . The number of states in the Markov chain is equal to the number of quantized levels. Since Markov processes have exponentially decaying auto-covariance function , the auto-covariance of the empirical data is approximated by C(τ) = Ce -aτ .
There are many Markov chains that satisfy the above autocovariance function and the average of the empirical data. The birth-death Markov chain shown in Fig. 5 is used for its simplicity in [8] . In this model, the bit rate while in state i is constant and is given by iA, where A is the quantization step size. The transition rates are chosen such that lower bit-ratestates tend to jump to higher-bit-rate states and vice-versa. This model captured approximately the first 10 lags of the auto-correlation function of the empirical data. This is due to a faster decay in the auto-correlation function of the model than the auto-correlation function of the actual data. Moreover, jumps are only allowed to neighboring states in birthdeath Markov chain, so the model lacks the ability to capture abrupt changes in the arrival rate between frames.
In order to capture scene changes in the above model, [7] extended the model by allowing the rate to be integer multiples of two basic levels: high level A h , and low level A l . It uses a two-dimensional Markov chain in which the state is defined by two indices i and j, where 0 ≤ i ≤ M and 0 ≤ j ≤ N. While in state (i, j), the flow rate is iA l + jA h , Fig. 6 illustrates the case when M = 1 and N = N p . The queuing performance of this model is still analytically tractable and it has been considered in [8] . The model has many parameters, and exponentially decaying auto-correlation function. The complexity of analytical solution increases by adding more activity levels.
REGRESSION MODELS

R
egression models define explicitly the next random variable in the sequence by previous ones within a specified time window and a moving average of a white noise. In this section several regression models are presented.
AUTOREGRESSIVE MODELS
The Autoregressive model of order p, denoted as AR(p), has the following form:
where ε t is white noise, φ j 's are real numbers, and X t 's are prescribed correlated random variables. If ε t is a white Gaussian noise with variance σ ε t 2 , then X t 's will be normally distributed random variables. Let us define a lag operator B as X t -1 = BX t , and let φ(B) be a polynomial in the operator B, defined as follows: φ(B) = (1 -φ 1 B -… -φ p B p ). Then, the AR(p) process can be represented as:
The process {X t } is stationary if the roots of φ(B) lie outside the unit circle [10] . The auto-correlation ρ k can be computed by multiplying Eq. (1) with X t -k , taking the expectation, and dividing by the variance γ 0 :
Thus, the general solution is
where G i -1 s are the roots of φ(B). Therefore, the auto-correlation function of AR(p) process will consist, in general, of damped exponentials, and/or damped sine waves depending on whether the roots are real or imaginary.
Since successive video frames do not vary much visually, AR models have been used to model the output bit rate of VBR encoder [7, 11] . In [7] , a video source is approximated by a continuous fluid flow model. In the model, the output bit rate within a frame period is constant and changes from frame to frame according to the following AR(1) model:
where λ[n] is the bit rate during frame n and ε[n] is a Gaussian white noise. ε[n] is chosen such that the probability of λ[n] being negative is very small. Since the number of bits in frame n cannot be negative, the value of λ[n] in Eq. 5 is set to zero, whenever λ[n] is negative. This model, cannot capture abrupt changes in the frame bit rates that occur due to scene changes or visual discontinuities. Therefore, one may model the bit rate of frames within the scene as an AR process and model the scene changes by an underlying Markov chain.
In [11] , VBR video traffic is modeled as X n = Y n + Z n + V n C n . Y n and Z n are two independent AR(1) processes. These two AR processes are used to get a better fit of the auto-correlation function of the empirical data than using only one AR(1) process. The last term, V n C n , is the product of a 3-state Markov chain and an independent normal random variable. It is designed to capture sample path spikes due to video scene changes. This may work for encoding techniques in which only the difference between the frames and a reference frame is encoded and transmitted. Reference frames are transmitted when the difference is greater than a certain threshold. They, in general, indicate a scene change. Reference frames have higher bit rates than the other surrounding frames and they cause the spikes in the sample path of the bit rate of the video stream. In MPEG, a scene change detection is not trivial due to periodically transmitting a reference frame (I frame).
Although it is easy to estimate the AR model parameters and to generate the sequence recursively, the exponential decay of the auto-correlation function makes the model unable to capture auto-correlation functions that decay at a slower rate than the exponential. AR is approximated in [7] by a Markov modulated fluid model, in order to obtain analytical queuing performance results. AR processes with Gaussian distribution cannot capture VBR video traffic probability distribution. Since VBR video traffic distribution exhibits a heavier tail behavior than the Gaussian.
DISCRETE AUTOREGRESSIVE MODELS
A Discrete Autoregressive model of order p, denoted as DAR(p), generates a stationary sequence of discrete random variables with an arbitrary probability distribution and with an auto-correlation structure similar to that of an AR(p).
DAR (1) is a special case of DAR(p) process and it is defined as follows: let {V n } and {Y n } be two sequences of independent random variables. The random variable V n can take two values 0 and 1, with probabilities, 1 -ρ and ρ, respectively. The random variable Y n has a discrete state space S and P{Y n = i} = π(i). The sequence of random variables {X n } which is formed according to the linear model:
is a DAR(1) process. DAR (1) process is a Markov chain with discrete state space S and a transition matrix:
where I is the identity matrix and Q is a matrix with for Q ij = π(j) for i, j ∈ S. DAR(1) has a correlation structure of a firstorder autoregressive process with ρ k = ρ k and has the probability distribution function of π. In [12] [13] [14] the number of cells per frame of teleconferencing VBR video is modeled by DAR(1) with negative binomial distribution. The rows of the Q matrix consist of the negative-binomial probabilities (f 0 ,
and K is the peak rate. Therefore, only mean, variance, peak rate, and the first auto-correlation coefficient are needed to be estimated from the data. DAR (1) has far less number of parameters than the general Markov chains. The parameter estimation is simple. The distribution of the resulting process is arbitrary. Moreover, the analytical queuing performance is tractable. On the other hand, the auto-correlation function decays exponentially and hence it cannot be used to model traffic with a slower auto-correlation decay.
AUTOREGRESSIVE MOVING AVERAGE MODELS
An Autoregressive Moving Average model of order (p, q), denoted as ARMA(p, q), has the form
which can be equivalently represented as:
where B and φ(B) are as defined previously, and φ(B) = (1 -
This is equivalent to filtering a white noise process ε t by a causal linear shift time invariant filter having a rational system function with p poles and q zeros [15] ; that is,
The auto-covariance γ k of the ARMA (p, q) process can be obtained by multiplying Eq. 6 with X t -k , taking the expectation, and finding the cross-correlation between ε t and X t
where h t is the impulse response of the ARMA(p, q) filter H(z). Note that θ k = 0 for k > q, therefore, the auto-correlation of the process for k > q
which is the same difference equation as Eq. 3, therefore, the auto-correlation of the ARMA(p, q) decays exponentially. An ARMA model is used in [16] to model VBR traffic. The duration of a video frame is equally divided into m time intervals. The number of cells in the n th time interval is modeled by the following ARMA process:
Since video data will correlate at each frame due to temporal correlation, the auto-correlation function has peaks at all lags which are integer multiples of m. In the above model, the AR part is used to model the recorrelation effect and the θ k 's are used to fit the correlation at other lags.
The parameter estimation of ARMA models are more involved than that of AR models, the estimation of the θ k 's require solving a set of non-linear equations or using spectral factorization techniques [15] . The analytical solutions are also difficult to obtain.
AUTOREGRESSIVE INTEGRATED MOVING AVERAGE MODELS
The Autoregressive Integrated Moving Average model of order (p, d, q), denoted as ARIMA (p, d, q) , is an extension to the ARMA(p, q). It is obtained by allowing the polynomial φ(B) to have d roots equal to unity. The rest of the roots lie outside the unit circle. The ARIMA(p, d, q) has the form:
where ∇ is a difference operator, defined as (X t -X t -1 ) = ∇X t , and ϕ(B) is a polynomial in B. Notice that ∇X t = (1 -B)X t . The ARIMA(p, d, q) is used to model homogeneous nonstationary time series. For example, a time series that exhibits nonstationarity in level, or in level and slope, can be modeled by using ARIMA(p, 1, q) and ARIMA(p, 2, q), respectively [17] .
TES MODELS
Transform-expand-sample (TES) models are non-linear regression models with modulo-1 arithmetic. They aim to capture both auto-correlation and marginal distribution of empirical data. TES models consist of two major TES processes [1, 18, 19] : TES + and TES -. TES + produces a sequence which has positive correlation at lag 1, while TES -produces a negative correlation at lag 1.
Before describing TES + or TES -, we need to introduce a few definitions and notations. The modulo-1 of a real number x, denoted as <x>, is defined as <x> = x -x, where x is the maximum integer less than x. Therefore, <x> is always non-nega- TES + and TES --TES + (L, R) is introduced in [19] and is characterized by two parameters, L and R. The sequence {U n + } is generated recursively as follows: initialize U 0 + = U 0 , where U 0 is uniform in the interval (0,1). Then U n + is a uniformly sampled random variable on the circular interval C Un + = [ <U n-1 + -L>, <U n-1 + + R>). In the TES -(L, R), the sequence is generated as in TES + with U n -is uniform random variable over the circular interval:
TES + and TES -can also be characterized by α = L + R, and φ = (R -L)/α. Note that α represents the length of the circular interval. The sample path realizations generated by simulation using TES + and TES -have shown discontinuity due to the crossing of the 0 point on the unit circular interval from both directions. For example, crossing clockwise will result in a jump from small values to large values. It was shown in [19] that a continuous sample path realization can be obtained by using a simple piece wise transformation T ξ called stitching, where:
Autocorrelation of TES + and TES --The lag-1 auto-correlation for TES processes is derived in [19] and is given by: The auto-correlation for higher-order lags is simulated in [19] and its computation is presented in [18] . The value of α affects the magnitude of the correlation, while the value of φ affects the oscillating behavior of the auto-correlation. The larger the α, the smaller the magnitude. If φ = 0, there will be no oscillation. For φ ≠ 0, the larger the φ, the faster the oscillation.
In [18] , the definitions in [19] are generalized. The recursive construction of the underlying TES processes is defined as follows:
Here, {V n } is a sequence of independent identically distributed random variables independent from U 0 . The resulting sequences {U n + } and {U n -} are uniformly distributed in [0, 1) no matter what the density function of V n , denoted as f V [1, 18] . The choice of f V will result in a different correlation structure of the resulting process.
The targeted sequences {X n + } and {X n -} are then obtained by using the inversions {X n + } = D(U n + ) and, {X n -} = D(U n -), where D = F -1 and F is the marginal distribution of the desired sequence (the empirical data). The fitting of the autocorrelation is done by a heuristic search for a pair (ξ, f v ) [1] . A combination of TES processes can also be used to better fit the auto-correlation. The empirical distribution is matched using the distribution inversion methods. The auto-correlation function of TES processes decays exponentially.
LONG-RANGE DEPENDENT TRAFFIC MODELS
S tationary traffic models presented in the second and third sections have a correlation structure that is characterized by an exponential decay. A recent analysis of traffic measurements of Ethernet LAN traffic [20] and NSFNET [21] , has suggested that the auto-correlation decays to zero at a slower rate than exponential. This slow decay in correlation has been observed before in other statistical applications, e.g., hydrology [22] . Mathematical models have been developed to capture this behavior [23, 24] .
BACKGROUND ON LONG-RANGE DEPENDENCE
Let {X t }, t = 0, 1, 2, … be a wide-sense stationary stochastic process, i.e., a process with a stationary mean µ = E[X t ], a stationary and finite variance v = E[(X t -µ ) 2 ], and a stationary auto-covariance function γ k = E[(X t -µ)(X t + k -µ)], that depends only on k and not on t. Observe that v = γ 0 . Let the auto-correlation of {X t } at lag k be denoted as ρ k , where by definition, ρ k = γ k /γ 0 .
For each m, let {X j (m) } denote a new time series obtained by averaging the original series {X t } over non-overlapping blocks of size m, i.e., (14) Observe that X j (m) is the sample mean of S jm -m + 1 + … + X jm . Let v m , denote the variance of {X j (m) } and it is given by [17, 25] :
Hence, if the process is white noise, X jm -m + 1 , … , X jm will be mutually uncorrelated, i.e., ρ k = 0 for k > 0, and v m = vm -1 .
For large m Eq. 17 can be approximated by:
Consider the case in which ρ k ≠ 0 and Σ ∞ k=-∞ ρ k < ∞ . The variance of the sample mean will asymptotically decay to zero proportional to m -1 , i.e.,
where c ρ is constant. Time series models such as ARMA and Markov processes have a sample mean variance that decays asymptotically according to Eq. 19. Recently, several traffic measurements (see, e.g., [20, 21, 26] ) have shown that the sample mean variance, v m , decays at a slower rate than m -1 . One simple approach to model this decay explicitly, is to have v m decay proportional to m -α for some α ∈ (0, 1). This requires that Σ k=1 m to be proportional to m 1 -α , that is, Since α < 1, this implies . Thus, the auto-correlation decays slowly in a way that it is not summable. An example of such an auto-correlation function is ρ k ≈ Cρ|k| -α , for large k.
Short-Range and Long-Range Dependence -The process {X t } is said to have a short-range dependence, if Σ k ρ k < ∞ . Equivalently, v m decays asymptotically proportional to m -1 , the power spectral density has a finite value at zero, and the averaged process {X t
}, tends to second order pure noise as m → ∞ . Processes that have auto-correlation functions that decay exponentially, are short-range dependent processes. a) shows an example of an auto-correlation of a short-range dependent process.
The process {X t } is said to have long-range dependence, if Σ k ρ k → ∞ [17] . Since the power spectral density function is defined as Σ k ρ k e -jωk . Therefore, the power spectral density function is singular near zero, that is, it increases without a limit as the frequency tends to zero. The variance of the sample mean v m decays at a slower rate than m -1 . For example, processes in which ρ k~ Ck -α (for large k), where α ∈ (0, 1) are long-range dependent and their v m decay proportional to m -α . Figure 7b shows an auto-correlation function of a longrange dependent process.
It is important to note that the definition of long-memory dependence is an asymptotic definition [25] . It only describes the behavior of the auto-correlation at large lags. It does not specify the auto-correlation for any fixed finite lag.
Self-Similarity -The process {X t } is said to be exactly (second-order) self-similar if ρ k (m) for all m and k i.e., the correla-
tion structure is preserved across different time scales. The process {X t } is said to be asymptotically self similar, if ρ k (m) → ρ k , for m and k large [27] .
Stochastic self-similar processes retain the same statistics over a range of scales, and they satisfy the following relation:
where = D denotes equality in distribution and H is called the Hurst parameter [28] . Therefore, the sample paths appear to be qualitatively the same, irrespective of the time scale. This does not mean that the same picture repeats itself exactly as in deterministic self-similarity. It is the general impression "odds" that remains the same [25] . If {X t } has stationary increments, then the increment process Y t = X t -X t -1 has an auto-correlation of the form:
This can be verified by using the self-similarity definition
2 ) the variance of the increment process {Y t }, and finding the covariance of the increment process {Y t } [25] . By comparing Eq. 22 to Eq. 21, then H = 1 -α/2. Note that for H ∈ (0, 1) and H ≠ 1/2, Σ k ρ k → ∞ . Fractional Gaussian noise is an example of an exactly self-similar process and Fractional ARIMA is an example of an asymptotically self-similar process.
FRACTIONAL ARIMA
The fractional Autoregressive Integrated Moving Average process, F-ARIMA(p, d, q) with 0 < d < 1/2, is an example of a stationary process with long-range dependence. It is an extension to ARIMA(p, d, q) and defined as: 
(25) where Γ(x) denotes the gamma function. Note that for all positive integers, only the first d + 1 terms are non-zero in Eq. 25. That is because the gamma function has poles for negative integers and hence the binomial coefficients are zero if k > d and d is an integer. The representation in Eq. 25 for ∇ d is equivalent to an infinite order autoregressive process (all pole filter with an infinite order). F-ARIMA(0, d, 0) process with 0 < d < 1/2, is stationary and long-range dependent, with an auto-correlation function [29] (26)
Observe that for 0 < d < 1/2, the hyperbolic decay will produce persistence. By comparing Eq. 26 to Eq. 21, d = (1 -α)/2 = H -0.5. F-ARIMA processes can model short-range and long-range dependence. If Gaussian white noise is used, then the F-ARIMA has a Gaussian distribution. This limits the ability of F-ARIMA to model processes which have an approximately Gaussian distributions. The Gaussian white noise is used because the sum of two Gaussian random variables is a Gaussian random variable. This is also true for a class of random variables called Stable random variables that include Gaussian random variables [28] .
One way to estimate d is the variance-time-plot method. In this method, the Var({X (m) }) = v m is plotted versus the aggregation level m (on log-log scale). The asymptotic slope -α is then, estimated and the value of d = (1 -α)/2 is obtained. F-ARIMA was used to model VBR video traffic [ 26, 30] and the queuing performance of F-ARIMA(1, d, 0) was analyzed through simulation for a first come first served (FCFS) queue in [31] .
FRACTIONAL BROWNIAN MOTION
Brownian motion is a stochastic process, denoted, {B t }, for t ≥ 0. It is characterized by the following properties [32] • B 0 = 0 and B t is continuous at t = 0.
The fractional Brownian motion {fB t } is a Gaussian selfsimilar process with self-similarity parameter H ∈ [0.5, 1) [33] . Fractional Brownian motion differs from the Brownian motion by having increments with variance σ 2 t 2H . Define σ 2 = E{(fB t -fB t -1 ) 2 } = E{(fB 1 -fB 0 ) 2 } = E{fB 1 2 } the variance of the increment process (Note that fB 0 = 0). Then:
Hence, the covariance of increments in two nonoverlapping intervals is given by: The fractional Brownian motion {fB t } can be deduced from Brownian motion {B t } [24, 25] by forming the integral:
As Eq. 28 shows, the interdependence between the increments of the fractional Brownian motion can said to be infinite. In the discrete case [25] , the auto-correlation of the increment sequence is obtained by replacing t 1 , t 2 , t 3 , and t 4 in Eq. 27 by n, n + 1, n + k, and n + k + 1 respectively, and dividing by σ 2 :
The increment sequence is called fractional Gaussian noise. The auto-correlation in Eq. 29 exhibits long-range dependence, since ρ k~ k 2H -2 as k → ∞ (follows by Taylor expansion). The use of fractional Brownian motion to model traffic is presented in [33] . The analytical solution for the distribution of the buffer occupancy is difficult [33] . Therefore, an approximation for the tail behavior is obtained. Results show that for large H, increasing the utilization requires a significant amount of storage space. The probability of cell loss decreases algebraically with buffer size and not exponentially as Markovian and ARMA models do. The Hurst parameter, H, can be estimated using the variance-time-plot with H = 1 -α/2, where α is the slope of the plot. For generating fBm processes see [24, 34] .
SUPERPOSITION OF HIGH VARIABILITY ON-OFF SOURCES
The traditional ON-OFF source models assume finite variance distributions for the sojourn time in ON and OFF periods. As a result, the aggregation of large number of such sources will not have significant correlation, except possibly in the short range [35] . An extension to such traditional ON-OFF models was first introduced by [36, 37] (as cited in [35] ) by allowing the ON and OFF periods to have infinite variance (high variability or Noah Effect). The superposition of many such sources produces aggregate traffic that exhibits long-range dependence (also called the Joseph Effect [35, 38] ).
The source model used in [38] can be described as follows: • Denote y t (i) the cell generation rate for source i at time t.
• Source i will transmit cells with rate R if it is in the ON period and will not transmit while in the OFF period.
• The time spent in the ON periods is an independent identically distributed random variables, denoted τ i , and the distribution is a Pareto-type with finite mean a τ and infinite variance, i.e.,
• The OFF periods are identically distributed random variables with a generic distribution θ (i) with finite mean a θ . Let Y t the total cell rate generated by M independent ON-OFF sources be:
To avoid an infinite traffic intensity when M → ∞ , a θ is increased in such a way that λ = M/(a τ + a θ ) is constant. Hence, in the limit as M → ∞ , E{Y t } = Rλa τ .
It can be shown [38] that the aggregate process is longrange dependent and asymptotically self-similar with Hurst parameter H = (3 -β)/2 > 0.5, the auto-correlation ρ k~ k 1-β for large k, and the limit as
Analytical results for the queue length distribution of number of sources in the queue is obtained using M/G/1 queuing model. The probability of cell loss for large buffer sizes is given by (No proof was presented): (31) where L is the buffer size. Notice that the loss probability decreases with L algebraically and not exponentially as traditional Markovian traffic models do.
In [35] , long-range dependent traffic (fractional Gaussian noise) with H = (3 -β)/2 is obtained by the aggregate of a large number of ON-OFF sources in which the ON and OFF periods have a Pareto type distribution with infinite variance. The analysis of two sets of high time-resolution traffic measurements from two Ethernet LAN's shows that the data at the source level have high variability (Noah Effect).
CONCLUSIONS
T raffic models are used in traffic engineering to predict network performance and to evaluate congestion control schemes. Traffic models vary in their ability to model various correlation structures and marginal distributions. Models that do not capture the statistical characteristics of the actual traffic result in poor network performance because they either over estimate, or under estimate the network performance. Traffic models must have a manageable number of parameters and the estimation of these parameters needs to be simple. Traffic models which are not analytically tractable can only be used to generate traffic traces. These traffic traces can be used in simulations.
Traffic models can be stationary or nonstationary. Stationary traffic models can be classified into two classes: shortrange and long-range dependent. Short-range dependent models include traditional traffic models such as Markov processes and regression models. These traffic models are discussed in the second and third sections. The second section described Markov chains, semi-Markov chains, and Markov modulated processes. The third section described AR, ARMA, ARIMA, TES, and DAR regression models. Traditional traffic models are characterized by an auto-correlation structure that decays exponentially so that Σ k ρ k < ∞ . This results in the variance of the sample mean, vm, to decay as m -1 for large m, or equivalently, they tend to white noise for large m.
Long-range dependent traffic models, such as fractional ARIMA and fractional Brownian motion, are characterized by an auto-correlation structure that decays at a slower rate such that Σ k ρ k → ∞ . This results in the variance of the sample mean, v m , to decay at a slower rate than m -1 even for large m.
Markovian and regression traffic models are short-range dependent traffic models. The queuing performance of the Markovian models is analytically tractable, while, in general, that of regression models is not. The computational complexity of the analytical solution of Markovian models increases as the number of states in the model increases. Since a small number of states is used to model voice sources, Markovian models are widely used in telephony. On the other hand, it is non-trivial to capture arbitrary probability distribution in Markovian models. Moreover, they can not be used to model traffic that exhibits long-range dependence.
Regression models are simple to generate. Therefore, they are used in simulations. Queuing of regression models is usually intractable. Therefore, regression models are often approximated by Markovian models in order to get approximate analytical solution. Regression models define the next random variable in the sequence by an explicit function of previous random variables. Hence, they are used to model sequences that do not vary much between successive observations, e.g., In general, AR, ARMA, and ARIMA processes use Gaussian white noise because the sum of Gaussian random variables is a Gaussian. Therefore, in order to model an arbitrary distribution, a two-step transformation is needed to transform the resulting process from the Gaussian to the desired distribution. This transformation does not guarantee that the transformed process will have the same correlation structure as the original one.
DAR(p) and TES models have arbitrary distributions. DAR models have auto-correlation structures similar to that of AR(p) processes. They also enjoy analytical tractability by using their equivalent Markov chain models. TES models are non-linear regression models that use modulo-1 arithmetic. They can generate processes with different correlation structures with uniform probability distributions. TES models use a heuristic search to find the best TES process that can capture both auto-correlation structure and distribution of the empirical data. Recently, an automated solution was presented [39] .
Examples of long-range dependent traffic models are given in (the fourth section). These include fractional Brownian motion, aggregate of ON-OFF high variability sources, and F-ARIMA. Fractional Brownian motion has only one parameter controlling the auto-correlation function. Therefore, there is no flexibility in modeling short-range dependence. The aggregation of large numbers of ON-OFF sources with infinite variance for the ON and OFF periods exhibits long-range dependence, and can be used to capture the asymptotic behavior of long-range dependent traffic. However, it is not clear how it will model the short-range behavior. F-ARIMA models have three parameters p, d, and q that control the auto-correlation structure. Therefore, they can capture both short-range and long-range dependence. The parameter d determines the long term behavior, (H = d + 1/2), whereas p and q allow for more flexibility in modeling the short-range properties [25] . Fractional Brownian motion (fractional Gaussian noise) and the Gaussian F-ARIMA have a Gaussian distribution and cannot match arbitrary empirical distributions. Hence, inversion methods need to be used. These methods, in general, affect the correlation structure of the original process.
It appears that a model that can capture short-range dependence, long-range dependence, and an arbitrary distribution is needed. A systematic and simple method that can decouple the estimation of long-range and short-range parameters in the model needs to be developed.
Finally, analytical performance solutions for nontraditional traffic models need to be investigated for a single node, as well as for an end-to-end network model.
