ABSTRACT Various brain tumors are very harmful to human health, and their incidence rate has risen gradually in recent years. Magnetic resonance imaging is widely used in the evaluation and treatment of brain tumors, but a radiologist's manual segmentation of massive images is time-consuming and produces some personal bias, and so a computer-aided diagnostic system could improve the working efficiency of radiologists. In recent years, a variety of automatic segmentation methods for brain tumor images has been proposed. Compared with other methods, machine-learning-based methods are able to obtain better segmentation accuracy, but such methods require the manual labeling of lots of samples to ensure the accuracy of the segmentation. In this study, semi-supervised learning theory and image spatial and clinical a priori knowledge of brain tumors are combined to propose a new brain-tumor segmentation method that can improve the segmentation accuracy with multiple classifier collaborative training (CoTraining) under the premise of fewer labeled data. In addition, according to the prior knowledge that image adjacent pixels belong to similar classes and clinical knowledge, we used superpixel graphs to construct a spatial and clinical constraint to improve brain-tumor segmentation accuracy further. The proposed method was tested on the Brain Tumor Segmentation Challenge 2012 and 2013 datasets (BRATS 2012(BRATS , 2013. The experimental results demonstrate that the proposed method was able to overcome the drawbacks of fewer training samples effectively and obtained remarkable brain-tumor segmentation performance.
diagnosis, qualitative analysis, and treatment. The commonly used image sequences include T1-weighted, T2-weighted, fluid-attenuated inversion recovery (FLAIR), and postcontrast T1-weighted images [4] . The appearance of a glioma in the various sequence image methods are different. In the T1-weighted sequence images, the regions of brain tissue cannot be clearly segmented because the image intensities of the tumor region are similar to those of the gray matter. In the post-contrast T1-weighted images, the active and necrotic regions of a tumor can be clearly distinguished for that the active tumor shows bright while the necrotic tissue demonstrates dark. Meanwhile, compared to images of brain tissues, the intensities of edema and tumor regions are much higher in the T2-weighted sequence images and FLAIR images and the intensities of cerebrospinal fluid (CSF) is higher in the T2-weighted images and lower in FLAIR images.
At present, there is an urgent necessity to extract brain glioma images automatically for clinical diagnosis to provide accurate tumor information for subsequent treatment planning and assessment. In recent years, many glioma segmentation methods using multi-sequence MRI have been proposed, and among them, methods based on machine-learning classification using the already marked samples to train a classification model and then utilizing the trained model to classify the test samples have been widely employed [5] [6] [7] [8] [9] [10] [11] [12] . The commonly used machine-learning methods include support vector machines (SVMs) [13] , sparse representation classification (SRC) [14] , multinomial logistic regression [15] , and so on. With the explosive development of deep learning methods, convolutional neural networks (CNNs) [16] , [17] , deep belief networks (DBNs) [18] , and other neural networks have also been applied in brain-tumor segmentation. However, these neural network methods require a large amount of marked data to train a good classification model, and the classification performance cannot be guaranteed when the number of training samples is limited. However, manually labeling enough data is time-consuming. In a clinical setting, it is necessary to use a smaller number of labeled data to train a good classification model and thus obtain preferable tumor segmentation results.
In clinical applications, unlabeled data is relatively easy to obtain, and so the semi-supervised learning method [19] [20] [21] has become a hot topic in the research field of machine learning in recent years. This method can use a small number of labeled data and a large number of unlabeled data to train a good classifier for perfectly solving the problem of fewer labeled data in practical applications. Among them, the difference-based semi-supervised learning method obtains the difference between the two base classifiers and utilizes these differences to achieve their complementarity. Such a method is very simple and easy to use for unlabeled data and does not require additional prior knowledge for the model assumptions. It is a very effective semi-supervised learning approach in practical applications.
Aimed at the clinical application of glioma segmentation, we propose a new glioma segmentation method using the multiple classifier collaborative training (CoTraining) algorithm based on the difference between SVM and SRC classifiers, and superpixel-based spatial and clinical constraints. The method includes the following key steps. First, labeled brain MRI data are used to train the SVM and SRC classifiers for selecting high confidence data from the testing samples as pseudo-labeled samples. Second, the pseudo-labeled samples obtained from each of the classifiers are added to the other side of the training set to retrain the corresponding classifier; this process is executed iteratively until a stable result is obtained. Finally, a superpixel graph is constructed on the post-contrast T1-weighted image to build a spatial and clinical constraint. The glioma segmentation model is then established according to the classification probability and prior constraint, and the glioma segmentation results are obtained by optimizing the preceding model. This method has two advantages. First, the classification accuracy is improved by the iterative method for the two-classifier collaborative training when the number of labeled samples is insufficient, and second, the construction of the spatial and clinical constraint using a superpixel graph can overcome the interference caused by noise and false positive regions, and thus further improve the segmentation accuracy. The proposed method was tested on Brain Tumor Segmentation Challenge 2012 and 2013 datasets (BRATS 2012 , BRATS 2013 and the experimental results demonstrate that this method was able to effectively overcome the drawbacks of insufficient training samples and unstable spatial distribution, and obtained competitive glioma segmentation accuracy.
II. THE PROPOSED METHOD
The overall process of the proposed glioma segmentation method using CoTraining and superpixel-based spatial and clinical constraints is shown in Figure 1 . 
A. DATA PREPROCESSING
Due to the limitations of the imaging mechanism, if the intensity distribution of an MR image is nonhomogeneous, it will lead to differences in intensity for the same tissues. We used the N4ITK method [22] block of each pixel in different sequence images and transformed it into a vector. The values of vector are the intensities of the pixel and its neighborhood in different sequences. For each pixel on one slice of an image, its block size is ω × ω. For k sequence images, the initial feature size of one pixel is ω × ω × k and its corresponding vector size is kω 2 × 1. We set k = 4 in this study and used these intensity vectors as the input for the CoTraining method.
B. THE COTRAINING METHOD
We used the SVM classifier and SRC classifier as the base classifiers for CoTraining. Those samples with high confidence are selected as pseudo-labeled samples to classify the unlabeled data. The pseudo-labeled samples obtained by one classifier are added to the training set for retraining with the other classifier; this cross process is executed iteratively until a stable result has been obtained. We also assign weights for the pseudo-labeled data to modify the target functions of the SVM and SRC classifiers and thus propose a weighted SVM and SRC classification model.
1) THE WEIGHTED SVM METHOD
We set x i , i = 1, 2, · · · , n as labeled samples for the SVM classifier to establish a classification model by seeking a decision surface represented by f (x) = w T x + b. The parameters {w, b} can be calculated by optimizing the following objective function:
where ξ i are the slack variables on the labeled data and C is a penalty factor. According to reference [21] , objective function (1) after the introduction of pseudo-labeled data can be rewritten as
where ξ j are the slack variables on the pseudo-labeled data and λ 1 is a weight parameter. The minimization of this model can be transferred to solve the dual problem, the details of which are available in reference [21] .
2) THE WEIGHTED SRC METHOD
After setting D as the labeled dataset and y as the unlabeled sample, the SRC classifier can obtain the sparse representation coefficient α of y on D by
After optimal coefficient α * is obtained, the corresponding class of y can be determined by the representation residuals on each class as
Where D k represents the data subset of the k-th class and α * k is the optimal representation coefficient on D k .
After the introduction of the pseudo-labeled data, objective function (2) can be rewritten as
where D is the pseudo-labeled dataset and α is the coefficient of y on D . The details of the optimization of (5) can be found in reference [16] .
After calculating the optimal coefficients α * and α * , the appropriate class of y can be determined by
3) THE CALCULATION OF CONFIDENCE
According to the classification results of the two base classifiers, we can calculate the classification probabilities of each pixel (the details of the classification probability of SVM classifiers can be found in reference [21] ). The classification probability of SRC classifier can be constructed as:
where c k is the k-th class, c max _k represents the class with the maximum prediction probability, and c sub max _k represents the class with the second largest value of the predicted probability. The confidence values can be calculated using the probabilities obtained by the two base classifiers as
The SVM-SRC CoTraining algorithm is provided as follows. 
C. THE SVM-SRC COTRAINING ALGORITHM
The influence of spatial information on segmentation results is very strong, thus in addition to using the pixel intensities, we should also introduce the spatial constraints of the image to improve glioma segmentation accuracy. Superpixel segmentation is widely used in the field of computer vision for tasks such as target recognition, image segmentation, etc. [25] . A superpixel is an image block that adaptively changes its size and shape according to its features, and inside one, the features of all the pixels are close. Therefore, the pixels located in the same superpixel belong to the same class. Accordingly, using superpixels to select the homogeneous regions can overcome the shortcomings of the traditional rectangular windows that are always containing heterogeneous information. We can use the entropy-rate superpixelsegmentation method [25] to generate the superpixels on a post-contrast T1-weighted image, as shown in Figure 3 . From Figure 3 , the intensities of each homogeneous region in a post-contrast T1-weighted image is close, and the area of each region is also very large. Thus, we set σ = 5 and 100 superpixels when running the entropy-rate superpixelsegmentation method on the post-contrast T1-weighted image in the following experiments.
In each superpixel, all of the pixels belong to the same class. However, it is possible to classify all of the pixels into an incorrect class if a single pixel classification is wrong, although prior clinical knowledge can resolve this problem. When we think that the class corresponding to a manually selected pixel is correct, the corresponding classes of all other pixels in its superpixel should be the same as the class of the labeled samples. As shown in Figure 4 , we introduce the following clinical constraint:
where, l f (i) represents the class of the i-th labeled sample, S t is the t-th superpixel, and f denotes a collection of labeled samples.
D. THE FINAL SEGMENTATION MODEL AND ALGORITHM
Accurate classification results cannot be obtained by using only the intensities of multi-sequence MR images. Spatial and clinical knowledge also plays a very important role in glioma identification. In simulation dataset, the ground truth contains glioma region, edema, and brain tissues. While, in the clinical dataset, the ground truth of clinical data contains necrosis, enhanced tumor, non-enhanced tumor, and edema. Thus, the corresponding classification result of simulation data obtained by CoTraining algorithm contains 5 classes: tumor region, edema, white matter, gray matter and CSF. The corresponding classification result of clinical data obtained by CoTraining algorithm contains 7 classes: necrosis, enhanced tumor, non-enhanced tumor, edema and 3 normal brain tissues categories.
In order to extract the complete glioma region from the image, we integrate the classification regions into three classes: glioma, edema, and brain tissue. Setting L = {1, 2, 3} to represent the labels for these three classes, the probability of a pixel belonging to one of them in simulation data and clinical data can be calculated as Eqs. (10)- (12) and Eqs. (13)- (15), respectively:
Next, the segmentation model using the probabilities and the spatial constraint is given by
where P is the classification probability vector generated by (10)- (12) or (13)- (15), Q is the smoothness term of P, µ is the regularization parameter, and W is the index of whether two pixels are located in the same superpixel or not, which can be derived as
where S i and S j represent the superpixels containing the i-th and j-th pixels. We set to represent the index of the pixels in the superpixel where all the labeled samples are located. With this clinical constraint, the segmentation model of (16) can be rewritten as
The optimization of this model can be solved through the alternating direction method of multipliers (ADMM) algorithm, the details of which can be found in reference [26] .
The complete process for the proposed method is given in the following algorithm.
The fine-tuning in the sixth step consists of two steps: (1) determine the regions located in the inner region of the brain tumor labeled as other classes and then reclassify them as the correct class and (2) calculate all of the connected image block sizes of the glioma. A block is regarded as a false positive region and is removed if it is smaller than the maximum tumor mass of 10%.
Algorithm 2
Input: Multi-sequence MR images, manually labeled samples Step 1: Preprocessing;
Step 2: Calculate the classification probability using Algorithm 1; Step 3: Calculate the glioma, edema, and brain tissue probabilities using Eqs. (10) - (12) or Eqs. (13)- (15) according to different dataset; Step 4: Generate the superpixel graph on the post-contrast T1-weighted image;
Step 5: Minimize Eq. (18) to obtain the classification results;
Step 6: Fine-tune the brain tumor and edema regions;
Step 7: Output the segmentation results; 
III. EXPERIMENTAL RESULTS

A. THE DATASETS
Two datasets were used to verify the proposed method from the MICCAI BRATS Challenge [27] in 2012 (Brats 2012, http://www.imm.dtu.dk/projects/BRATS2012) and in 2013 (Brats 2013, http://martinos.org/qtim/miccai2013/data.html). Each dataset contained a low-grade glioma dataset and a high-grade gliomas dataset, in which each case consisted of a T1-weighted sequence image, a T2-weighted sequence image, a FLAIR sequence image, and a post-contrast T1-weighted image. All of the sequence images for each case had been registered and contained a standard segmentation result given by a radiologist. For each case, the ground truth of the simulation data contained tumor, edema, white matter, gray matter, and CSF, while the ground truth of the clinical data contained necrosis, enhanced tumor, nonenhanced tumor, and edema. In our experiment, we classified the images into three classes: glioma, edema, and brain tissue. Some labeled voxels are randomly selected as training samples, and the remaining voxels are used as testing samples in our experiments.
B. THE NUMBER OF ITERATIONS
For clinical high-grade glioma datasets, 30, 10, and 90 labeled voxels were randomly selected from glioma, edema, and brain tissues to establish a training sample set. After 30 iterations, the classification results for glioma and edema using SVM and SRC were obtained (see Figure 5(a) ). For the low-grade glioma datasets, the same procedure was followed but with 30, 5, and 60 samples (see Figure 5(b) ). With an increasing number of iterations, the total classification accuracy of the SVM and SRC methods tended to increase and the classification accuracy of the former increased more significantly than the latter, although their final classification accuracies were close together. Moreover, the classification accuracy increased slowly when the number of iterations reached 20, so we chose the optimal iteration number in the range of [20] , [30] .
For the simulation high-grade glioma datasets, 30, 10, and 90 labeled voxels were randomly selected from glioma, edema, and brain tissues to establish a training sample set. After 30 iterations, the classification results of glioma and edema using SVM and SRC were obtained (see Figure 6(a) ). A similar procedure was carried out for the simulation lowgrade glioma datasets but with 30, 5, and 60 samples (see Figure 6(b) ). As can be seen from the results, the classification accuracy of the SVM and SRC methods increased with an increasing number of iterations and the final classification accuracies of the two methods were very close. The classification accuracy rose slowly when the number of iterations reached 10, so we set the number of iterations larger than 10 for the simulation datasets.
C. THE WEIGHT COEFFICIENTS
In the SVM and SRC classification models, two coefficients λ 1 and λ 2 are used to regulate the weight of the labeled samples and the pseudo-labeled samples during the classification process. Figure 7 and Figure 8 show the average classification accuracy of the two methods when we set the weight value 57118 VOLUME 6, 2018 between 0.1 and 1 for the clinical and simulation datasets, respectively. It can be seen from the results that the average classification accuracy was much higher when the weight coefficient was between 0.3 and 0.6, and thus we set λ 1 = 0.5 and λ 2 = 0.5 in our experiments.
D. THE NUMBER OF INITIAL TRAINING SAMPLES
The number of initial training samples determines the classification effect of CoTraining. The CoTraining method does not play a significant role in improving the classification accuracy when the number of initial training samples is very large but may lead to a further reduction in classification accuracy even though the effect is not as good as the result of a single classifier when the number of initial samples is small. Figures 9 and 10 show the classification accuracy for the clinical and simulation datasets, respectively, using different brain tumor initial training samples. Edema and brain tissues were set according to the ratio of 3:1 to 1:3 in the experiment. As can be seen from the images, the classification accuracy was very low when the number of initial training samples was within 10 and basically met the clinical requirement when the initial sample number was between 20 and 40. In our experiment, the number of initial brain-tumor training samples was set at 30. Figure 11 and Figure 12 demonstrate the segmentation results of the two datasets using CoTraining, CoTraining with the spatial constraint, and CoTraining with the spatial and clinical constraints. From the results, the noise effect was overcome very well and the result was much smoother after adding the spatial knowledge during the segmentation process. The false positive region was eliminated effectively and the segmentation accuracy was further improved when the clinical constraint was considered during the segmentation. Figure 13 demonstrates the full segmentation results of BraTS 2013 data set. The tumor region is further divided into necrosis region, enhancing tumor by mapping the classification results of tumor region using CoTraining method into the tumor region obtained by CoTraining with spatial and clinical constraints. In further segmentation of tumor, the spatial and clinical constraints are not introduced. The reason is that 
E. THE SPATIAL AND CLINICAL CONSTRAINTS' SEGMENTATION RESULTS
F. COMPARISON OF SEGMENTATION ACCURACY
In Table 1 , we compare the proposed method with some glioma extraction methods, some with deep learning methods, using the BRATS2012 and BRATS2013 datasets. For the simulation dataset we mainly compared the complete tumor region (necrosis, enhanced tumors, non-enhanced tumors, and edema), and for the clinical dataset, we mainly compared the tumor core region (necrotic, enhanced and non-enhancing tumors). From Table 1 , we can see that no single method was able to achieve the best result for all of the datasets, although the dice score obtained by the proposed method was either the highest or close to it for each case. This result demonstrates that the proposed method is competitive in the automatic extraction of a brain glioma image. In Table 2 , we compile the enhancing tumor segmentation results of several methods in the challenge data set of BraTS 2013. Appraising the results in Table 2 , no method is yet able to obtain the best tumor segmentation results. However, the segmentation results obtained by the proposed method are at the forefront and are competitive.
IV. CONCLUSIONS
A CoTraining method with spatial and clinical constraints is proposed in this paper aimed at the problem of automatic glioma image extraction from multi-sequence MR images. First, two base classifiers SVM and SRC are trained with a small number of labeled samples, then high confidence samples are selected as pseudo-labeled samples according to the classification results for the two base classifiers. Next, the pseudo-labeled samples obtained from each classifier are added to each other's training sets, and this process is repeated iteratively until the classification results are stable. Finally, we use a T1-enhanced sequence image to construct a superpixel graph and design spatial and clinical constraints. A segmentation model based on classification probability and spatial and clinical constraints is then minimized to obtain the final glioma segmentation results.
By using the two base classifiers to carry out cross-training iteratively, the proposed method was able to improve the classification accuracy when the labeled samples were insufficient. In addition, by constructing image space and clinical a priori knowledge constraints, the interference of noise and false positive regions was removed and the segmentation precision was further improved. The proposed method was performed on the BRATS2012 and BRATS2013 datasets, and the average segmentation accuracy demonstrated that the proposed method was able to obtain good performance for glioma segmentation.
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