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Abstract
In this paper (0; m)-interpolation on the zeros of z(zn− n) is proved to be regular if and only if m=1 or
n+ 1. Furthermore, overconvergence is studied.
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1. Introduction
The study of Hermite–Birkho9 interpolation is a well-known subject (cf. the excellent book [5]).
Interpolation processes play an important role in approximation and numerical analysis; in this con-
text convergence properties are of prime importance. Recently, the regularity of interpolation on
nonuniformly distributed nodes on the unit circle has been studied, see a.o. [4,1,2].
In this paper, the attention will be focused on the (0; m) interpolation problem:
given k distinct complex numbers z1; : : : ; zk [nodes],
given complex numbers a1; : : : ; ak and b1; : : : ; bk [data],
@nd a polynomial P(z) [interpolant] of degree at most 2k − 1 with
P(zj) = aj, P(m)(zj) = bj (16 j6 k).
If the interpolant is unique for any set of data, the interpolation problem is referred to as regular.
This is equivalent to: the problem stated above with aj = bj = 0 (16 j6 k) has the trivial solution
P(z) ≡ 0 only.
Remark. For m= 1 we have ‘ordinary’ Hermite interpolation; this is known to be regular, cf. [5].
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After it has been established that a set of nodes leads to a regular problem, it is (sometimes)
possible to solve it explicitly. Given an arbitrary function f(z), analytic on a simply connected
domain containing the nodes, the unique solution of the interpolation replacing the data by f(zj)
and f(m)(zj), respectively, is called the (0; m)-interpolating polynomial to f(z) with respect to {zj}.
Consider now the following situation. The function
f(z) =
∞∑
k=0
ckzk ; lim sup
k→∞
k
√
|ck |= 1 (1)
is analytic on the disk D = {z | |z|¡}, but not on D =D ∪ {z | |z|= }. Thus we have uniform
and geometric convergence to f(z) for the partial sums
Sr =
r∑
k=0
ckzk (2)
on any closed sub-disk of D for r →∞.
Denote by P(f; z) the (0; m)-interpolant to f(z) and by P(Sr; z) that to the partial sum Sr and let
r = r(k) be strictly increasing in k with limk→∞ rk =∞. Studying the di9erence
P(f; z)− P(Sr(k); z);
the following questions arise:
Q1: does this di9erence converge?
Q2: if so, does it converge on a disk with radius larger than ?
For several types of problems this question has been answered in the aLrmative: for Lagrange
interpolation on the roots of unity see [3] and for Hermite interpolation on MMobius transform of
roots of unity see [6]. So these nodes lead to what is usually called overconvergence.
The paper will now focus its attention on the set of nodes given by the zeros of the polynomial
z(zn − n); 0¡¡: in Section 2 the main results on regularity and overconvergence are given,
followed by the proofs in Section 3.
2. Main results
Consider the n+ 1 nodes given by the zeros of the polynomial z(zn − n); 0¡¡. It is clear
that the (0; m) interpolation problem on these nodes is not regular when m¿ n+2: in that case the
polynomial P(z)= z(zn− n) is a nontrivial solution of the homogeneous interpolation problem! We
now have the following theorem:
Theorem 1. The (0; m) interpolation problem on the zeros of z(zn − n) 0¡¡ is regular
if and only if m= 1 or n+ 1.
Remark. The result m= 1 is obvious, cf. Section 1. The fact that there is only one other value for
which regularity arises, however, does come as a surprise.
For the results on overconvergence a choice has to be made with respect to the dependence of
the index r of the partial sums on the number of the nodes. Looking at known results, one could
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think about r=(n+1)‘−1, the number of coeLcients used is a multiple of the number of nodes. It
turns out, however, that it is much more convenient to use r= n‘− 1 because of the factor zn− n.
The main result is:
Theorem 2. Let f(z), analytic on the open disk D and not on D, be given by (1) and
let Sn‘−1(z); ‘¿ 1, be the partial sum as in (2). The interpolation nodes are the zeros of
z(zn − n) 0¡¡.
Denoting the (0; 1)-interpolating polynomial to f by P1(f; z) and that to the partial sum by
P1(Sn‘−1; z), we have
lim
n→∞P1(f; z)− P1(Sn‘−1; z) = 0 for |z|¡
(

)(‘=2)−1
: (3)
Denoting the (0; n+1)-interpolating polynomial to f by Pn+1(f; z) and that to the partial sum by
Pn+1(Sn‘−1; z), we have for (1 + 1=‘)=¡ 1
lim
n→∞Pn+1(f; z)− Pn+1(Sn‘−1; z) = 0 for |z|¡
(

)(‘=2)−1√
e log


: (4)
Remark. From (3) we see immediately that at least ‘¿ 3 is needed to @nd real overconvergence,
while (4) leads to a more intricate condition.
3. Proofs
The proof of Theorem 1 is straightforward (see below) and that of Theorem 2 uses a lemma stating
the explicit form of the interpolating polynomials that can then be used to estimate the di9erence
between the interpolating polynomials for the function and for its partial sums.
Proof of Theorem 1. It is suLcient to restrict ourselves to m6 n+ 1. Write the interpolating poly-
nomial in the form
Pm(z) = Q0(z) + znQ1(z) + z2nQ2(z); (5)
with
Qj(z) =
n−1∑
k=0
aj;kzk ; j = 0; 1; 2 (6)
and degree Q26 1. For n = 2, all polynomials Qj have degree at most 1 and for n¿ 3 the same
will be shown to hold, using the interpolation conditions on the zeros of zn − n. The conditions in
z = 0 will then lead to Pm ≡ 0.
For n = 1 the really simple proof of regularity for m = 1; 2 is left to the reader. Moreover, as
(0; 1) interpolation is known to be regular on distinct nodes, we can also assume m¿ 2.
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Insert the zeros zj; 16 j6 n, of zn − n in (5) and (6) and the condition on the function values
leads to
n−1∑
k=0
(a0; k + na1; k)zkj + 
2na2;0 + 2na2;1zj = 0 (7)
and for the derivatives, using zm(d=dz)m, allowed while zj 
= 0, to
n−1∑
k=m
((k)ma0; k + (n+ k)mna1; k)zkj + (2n)m
2na2;0 + (2n+ 1)m2na2;1zj = 0: (8)
Here the following notation for the descending factorial is used:
(c)0 = 1; (c)m = c(c − 1) · · · (c − m+ 1) for m¿ 1: (9)
As Eqs. (7) and (8) exhibit polynomials of degree at most n− 1 having n zeros, all coeLcients
have to vanish and we @nd the following system of homogeneous linear equations for the unknowns
aj;k :
a0;0 + na1;0 + 2na2;0 = 0; (n)mna1;0 + ((2n)m2na2;0 = 0); (10a)
a0;1 + na1;1 + 2na2;1 = 0; (n+ 1)mna1;1 + ((2n+ 1)m2na2;1 = 0); (10b)
a0; k + na1; k = 0; (k)ma0; k + (n+ k)mna1; k = 0 (26 k6 n− 1): (10c)
Now (10c) immediately gives a0; k = a1; k =0, 26 k6 n− 1 for any m with 26m6 n+1, showing
that all Qj indeed have degree at most 1.
Conditions Pm(0) = P
(m)
m (0) = 0 with (5) and (6) give the @nal equations
0 = a0;0; 0 =
{
(m)ma0;m if 26m6 n− 1;
(m)ma1;m−n if n6m6 n+ 1:
(11)
For 26m6 n − 1, Eq. (11) gives one extra equation to be combined with (10a) and (10b): @ve
equations for six unknowns only, thus there is a nontrivial solution.
For m = n Eqs. (10a) and (11) give aj;0 = 0, j = 0; 1; 2 and there are only two equations, i.e.
(10b), for three unknowns: a nontrivial solution exists.
Finally, m=n+1 turns (10a), (10b) and (11) into two sets of three homogeneous linear equations
in three unknowns, each having a determinant di9erent from zero: thus Pm(z) ≡ 0.
Lemma 1. The (0; 1)-interpolating polynomials on the zeros of z(zn − n), where 0¡¡, are
given explicitly by
for zk (06 k6 2n+ 1) : zk ;
for zn (¿ 3) : (2− )n(−1)zn + (− 1)n(−2)z2n;
for zn+1 (¿ 3) : (2− )n(−1)zn+1 + (− 1)n(−2)z2n+1;
for zn+r (¿ 2) : (1− )nzr + n(−1)zn+r :
Here  is an integer and in the last line r runs from 2 to n− 1.
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The (0; n+ 1)-interpolating polynomials are given by
for zk (06 k6 2n+ 1) : zk ;
for zn (¿ 3) :
(
1− (n)n+1
(2n)n+1
)
n(−1)zn +
(n)n+1
(2n)n+1
n(−2)z2n;
for zn+1 (¿ 3) :
(
1− (n+ 1)n+1
(2n+ 1)n+1
)
nz +
(n+ 1)n+1
(2n+ 1)n+1
n(−2)z2n+1;
for zn+r (¿ 2) :
(
1− (n+ r)n+1
(n+ r)n+1
)
nzr +
(n+ r)n+1
(n+ r)n+1
n(−1)zn+r :
Again  is an integer and r runs from 2 to n− 1 in the last line.
Remark. For  = 1; 2 (for the fourth line  = 1 only) the result in the @rst line is recovered for
both values of m.
Proof. The explicit formulae are found, along the lines of the proof of Theorem 1, as solutions
of the systems arising from (7) and (8) with the right-hand sides replaced by the value resp. the
derivative of zn+r taken in the point zj.
For  = m = 0 these are 1 resp. 0 and for the other values nzrj resp. (n + r)mz
n+r
j (after
di9erentiating, the function was multiplied by zm). The solution of these very simple equations is
left to the reader.
Proof of Theorem 2. As interpolation is a linear process, the interpolating polynomial to f(z) −
Sn‘−1(z) is found by summing the polynomials for zk , multiplied by the coeLcient ck :
Q‘(z):=
∞∑
k=n‘
ckPm(zk ; z): (12)
Convergence properties of this in@nite sum will be established in the sequel, thereby proving that
the order of taking the interpolating polynomial and summing the in@nite series can be interchanged.
First take m= 1, ‘¿ 3, then (12) can with be written explicitly (Lemma 1) as
Q‘(z) =
∞∑
=‘
cn{(2− )n(−1)zn + (− 1)n(−2)z2n}
+
∞∑
=‘
cn+1{(2− )n(−1)zn+1 + (− 1)n(−2)z2n+1}
+
n−1∑
r=2
∞∑
=‘
cn+r{(1− )nzr + n(−1)zn+r}: (13)
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We are now interested in
UB:=lim sup
n→∞
2n+1
√
|Q(z)| (14)
and therefore the three sums in (13), refer to them as A, B and C, will be estimated from above
and then UB can be estimated by the maximum of the lim sup for n → ∞ of the (2n+ 1)th roots
of A, B and C.
From |ck |= O((− )−k) for ¿ 0; k¿ 0 we @nd
A= O
(
n|z|n + |z|2n
(− )n‘ 
n(‘−2)
)
;
B= O
(
n|z|n + |z|2n
(− )n‘ 
n(‘−2)
)
(15)
and
C =


O
(
n + |z|n
(− )n‘ 
n(‘−1)
)
for |z|¡− ;
O
{( |z|2‘−1
(− )‘+1
)n}
for |z|¿− :
(16)
Taking the lim sup as indicated before and calculating the maximum we @nd, after letting  tend to
zero the following result:
UB =


(


)‘=2
for |z|6 ;
|z|

(


)‘=2
for |z|¿:
(17)
From the fact that ¿, formula (3) follows. The case m = n + 1 necessitates a di9erent method
of estimating the quantity equivalent to (13) which now takes the form
Q‘(z) :=
∞∑
=‘
cn
{(
1− (n)n+1
(2n)n+1
)
n(−1)zn +
(n)n+1
(2n)n+1
n(−2)z2n
}
+
∞∑
=‘
cn+1
{(
1− (n+ 1)n+1
(2n+ 1)n+1
)
nz +
(n+ 1)n+1
(2n+ 1)n+1
n(−2)z2n+1
}
+
n−1∑
r=2
∞∑
=‘
cn+r
{(
1− (n+ r)n+1
(n+ r)n+1
)
nzr +
(n+ r)n+1
(n+ r)n+1
n(−1)zn+r
}
: (18)
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Taking absolute values, an estimate for the quantity de@ned in (14) can again be found from estimates
of three sums:
∞∑
=‘
(n)n+1
(2n)n+1
(

− 
)n{( |z|

)n
+ 1
}( |z|

)n
;
∞∑
=‘
(n+ 1)n+1
(2n+ 1)n+1
(

− 
)n{( |z|

)2n
+ 1
}( |z|
− 
)
;
n−1∑
r=2
∞∑
=‘
(n+ r)n+1
(n+ r)n+1
(

− 
)n{( |z|

)n
+ 1
}( |z|
− 
)r
: (19)
Estimating each of the quotients of descending factorials by n+1, the sum over  can, by virtue of
the condition (1 + 1=‘)=¡ 1, be estimated by an integral of the form∫ ∞
‘
n+1e− d
with = n log(− )=. Explicitly calculating this integral we @nd
e−‘
n+2
((‘)n+1 + (n+ 1)(‘)n + (n+ 1)n(‘)n−1 + · · ·+ (n+ 1)n(n− 1) · · · 1):
Taking out the factor (‘)n+1, the remaining sum can be interpreted as the coeLcient of tn+1 in the
Cauchy product of the series
∑
tk =k! and
∑
(t=(‘))k . As this product has radius of convergence
‘, that coeLcient can be estimated by C=(‘)n+1.
With the use of Stirling’s formula (that introduces
√
e after taking (2n+ 1)th roots) we @nd for
 ↓ 0
UB =


(


)‘=2/√
e log


for |z|6 ;
|z|

(


)‘=2/√
e log


for |z|¿:
(20)
From the fact that ¿, formula (4) follows.
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