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Abstract
We characterize in a reflexive Banach space all the closed convex sets C1 containing no lines for
which the condition C∞1 ∩C∞2 = {0} ensures the closedness of the algebraic difference C1 −C2 for
all closed convex sets C2. We also answer a closely related problem: determine all the pairs C1, C2
of closed convex sets containing no lines such that the algebraic difference of any sufficiently small
uniform perturbations of C1 and C2 remains closed. As an application, we state the broadest setting
for the strict separation theorem in a reflexive Banach space.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
Dans cet article nous caractérisons, dans un espace de Banach réflexif, tous les ensembles convexes
et fermés ne contenant aucune droite pour lesquels la différence algébrique C1 −C2 est un ensemble
fermé à chaque fois que l’ensemble fermé et convexe C2 satisfait la condition C∞1 ∩ C∞2 = {0}.
Nous répondons aussi à un problème étroitement apparenté : déterminer tous les couples (C1,C2)
d’ensembles convexes et fermés ne contenant aucune droite tels que la différence algébrique de deux
perturbations uniformes suffisamment petites de C1 et C2 soit fermée. En guise d’application, nous
établissons un théorème de séparation convexe stricte dans un espace de Banach réflexif.
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It is a well-known fact in analysis that in a reflexive Banach space, the algebraic
differenceC1 −C2 of two closed convex subsets C1 and C2 is closed whenever at least one
of the sets C1 and C2 is bounded. Accordingly, this difference may fail to be closed, but
only when both C1 and C2 are unbounded, and the failure of the closedness is always due
to the relative position of the sets “at infinity”. A first manner to control the interplay of
the sets C1 and C2 is to impose to the intersection of their recession cones to reduce to the
singleton {0}. This condition ensures the closedness of the algebraic difference, but only
in finite-dimensional spaces. By imposing, in addition, that at least one of the terms of the
algebraic difference to be locally compact, Dieudonné [6] obtained a closedness criterion
for the algebraic difference valid in every Hausdorff topological linear space.
Dieudonné’s original result knew several refinements. The initial condition of local
compactness was successively relaxed to a generalized compactness (in [3,11]), or to an
asymptotic compactness property (see [8,9]).
The first objective of this article is to determine, in a reflexive Banach space, the
broadest condition which should be added to the recession condition C∞1 ∩ C∞2 = {0}
in order to ensure the closedness of the algebraic difference. Namely, we characterize the
closed convex sets C1 containing no lines for which the algebraic difference C1 − C2 is
closed for every closed convex set C2 fulfillingC∞1 ∩C∞2 = {0}. This class is characterized
(Theorem 2.1) by a geometrical condition: the set C1 has the above property if and only if
it is well-positioned, that is if there is a continuous linear functional such that the difference
between this functional and the norm is bounded from below on C1.
Thus, the statement of the broadest setting for the Dieudonné Theorem in a reflexive
setting is the following: the algebraic difference of two closed convex sets containing no
lines remains closed whenever the both following condition are fulfilled:
(a) C∞1 ∩C∞2 = {0}, and
(b) at least one of the sets C1, C2 is well-positioned.
However, it should be observed that in a reflexive Banach space, the algebraic difference
of two closed and convex sets may be closed even if none of the terms of the difference is
well-positioned. The closedness of the algebraic difference is, for instance, ensured if the
distance between the parts of the two sets lying without the ball of radius r goes to infinity
when r goes to infinity:
lim
r→∞d(C1 \ rBX,C2 \ rBX)=∞. (1.1)
This condition is sufficient but is obviously not necessary—the difference of
C1 =
{
(x, y) ∈R2: x  0, y  0} and C2 = {(x, y) ∈R2: x  0, y  0}
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being the closed half upper plane C1 − C2 = {(x, y) ∈ R2: y  0} although relation (1.1)
is violated.
In the second part of this article (Section 3) we prove that, at least for closed convex
sets containing no lines, there is an important difference between the cases when C1 − C2
is closed while the sets C1 and C2 fulfill condition (1.1) and those when C1 −C2 is closed
while condition (1.1) is not verified.
Let us first remark that if condition (1.1) is fulfilled by two closed convex sets C1
and C2, then it is also verified by any two uniform perturbations C1,ε and C2,ε of C1
and C2, that is closed convex sets fulfilling,
C1,ε ⊆ C1 + εBX, C1 ⊆ C1,ε + εBX,
C2,ε ⊆ C2 + εBX, C2 ⊆ C2,ε + εBX. (1.2)
Consequently, the algebraic difference C1,ε − C2,ε is closed and therefore relation (1.1)
ensures not only the closure of the algebraic difference of the initial sets, but also the
closure of the algebraic difference of any small uniform perturbations of the initial sets.
The main result of this part of the paper states that the closedness of the algebraic
difference is unstable with respect to small uniform perturbations of the initial sets when
condition (1.1) is violated. More precisely, we prove (Theorem 3.1) that if the algebraic
difference of two closed convex sets, C1 and C2 containing no lines is a closed proper
subset of a reflexive Banach space X and if condition (1.1) is violated, then, for every
ε > 0 there are C1,ε and C2,ε , two uniform perturbations of C1 and C2 in the sense (1.2),
such that C1,ε −C2,ε is not a closed set.
Accordingly, condition (1.1), although only a sufficient condition when the mere
closedness of the algebraic difference is requested, turns out to be both sufficient and
necessary, if we are seeking on stable closedness.
Section 4 contains the proofs of several technical results needed for establishing
Theorems 2.1 and 3.1.
In the last section, we use Theorem 2.1 to give an application to the strict separation of
closed convex sets in reflexive Banach spaces.
Throughout the paper, we suppose, unless otherwise specified, that X is a reflexive
Banach space with continuous dual X∗. By BX , B∗X we denote the primal and dual unit
ball, respectively. As usual:
(i) | · |, | · |∗ are the norms on X and X∗, and 〈· , ·〉 is the duality pairing between X∗
and X,
(ii) j :X∗ → X is the duality mapping given by 〈f, j (f )〉 = |f |2∗ and |j (f )| = |f |∗,
(see for example [12]). Due to a well-known renorming Theorem of Troyanski (see,
e.g., [5]) we can (and will) assume that the norms on X and X∗ are locally uniformly
rotund. This implies that the duality mapping j is single-valued and norm-to-norm
continuous,
(iii) d(x, y) = |x − y| is the distance between two elements x and y of X, and
d(x, S)= infy∈S d(x, y) is the distance between a point x and a subset S of X,
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(iv) co(S), co(S), sp(S) and sp(S) are the convex hull, the closed convex hull, the linear
span, and the closed linear span of the set S,
(v) S◦ = {f ∈ X∗: 〈f,w〉  0 ∀w ∈ S} is the negative polar cone of the set S of X,
which reduces to the orthogonal S⊥ = {f ∈ X∗: 〈f,w〉 = 0 ∀w ∈ S} when S is a
linear subspace of X,
(vi) B(S), the barrier cone of a closed convex subset S of X, is defined as the domain of
the support functional σS(f ) := supx∈S〈f,x〉,
B(S)= {f ∈X∗: σS(f ) <+∞}=DomσS,
(vii) C∞ is the recession cone of the closed convex set C, that is the maximal closed
convex cone whose translate at every point of C lies in C,
C∞ = {v ∈X: ∀λ > 0, x0 ∈ C, x0 + λv ∈ C}
(see Rockafellar [10] as a reference book);C is called linearly bounded if C∞ = {0},
(viii) l(C)= C∞∩ (−C∞) is the maximal linear subspace contained in the closed convex
set C,
(ix) PC :X→ C is the projection operator onto the closed convex set C,
PC(x)= argminy∈C |x − y|.
Finally, we use the symbol “ ⇀ ” to denote the weak convergence on X.
2. Well-positioned sets and closedness of the algebraic difference
In a recent paper Adly-Ernst and Théra [2] introduced the concept of well-positioned
convex sets. Recall that C ⊂ X is well-positioned if there exists x0 ∈ X and g ∈X∗ such
that:
〈g,x − x0〉 |x − x0|, for all x ∈ C.
We give below a new characterization of such sets.
Theorem 2.1. Let X be a reflexive Banach space and C1 be a closed convex subset of X
containing no lines. The two following statements are equivalent:
(i) C1 is well-positioned;
(ii) for every closed convex set C2 such that C∞1 ∩ C∞2 = {0}, the algebraic difference
C1 −C2 is closed.
Proof. (i)⇒ (ii) Let C1 be a well-positioned closed convex set, x0 ∈X and g ∈X∗ such
that
〈g,x − x0〉 |x − x0| for all x ∈C1, (2.1)
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and let C2, denote a closed convex set such that C∞1 ∩C∞2 = {0}. Take a sequence {zn}n∈N∗
in C1 −C2 which strongly converges to a limit point z and let us prove that z ∈ C1 −C2.
As zn ∈ C1 −C2, select xn ∈ C1 and yn ∈ C2, such that
zn = xn − yn = (xn − x0)− (yn − x0).
For the purpose of obtaining a contradiction, let us suppose that the sequence {xn} is
unbounded. Accordingly, by using a subsequence if necessary, we can (and will) suppose
that limn→∞ |xn − x0| = +∞. Since the sequence {zn} is convergent, there exists some
M > 0 such that |zn|  M; accordingly, |yn − x0|  |xn − x0| −M . Thus, for n large
enough we deduce that |yn − x0|> 0, and therefore we can write:
yn − x0
|yn− x0| −
xn − x0
|xn − x0| =
yn − x0
|yn − x0|
(
1− |yn − x0||xn − x0|
)
+ yn − xn|xn − x0| .
As xn − yn = (xn − x0) − (yn − x0) = zn, it follows that |yn − xn| = |zn|  M and
||yn − x0| − |xn − x0|| |(yn − x0)− (xn − x0)| |zn|M; consequently,
∣∣∣∣ yn − x0|yn − x0| −
xn − x0
|xn− x0|
∣∣∣∣ ||yn − x0| − |xn − x0|||xn − x0| +
|yn − xn|
|xn − x0| 
2M
|xn − x0| .
This inequality yields
lim
n→∞
(
yn − x0
|yn − x0| −
xn − x0
|xn − x0|
)
= 0. (2.2)
Let w denote a weak cluster point of the bounded sequence {(xn − x0)/|xn − x0|}; as
xn ∈ C1, it follows that w ∈ C∞1 , while from relation (2.1) it follows that 〈g,w〉  1 and
therefore that w = 0. Relation (2.2) implies that the element w of C∞1 \ {0} also belongs to
C∞2 , contradicting in this way the Dieudonné condition C∞1 ∩C∞2 = {0}.
The sequence {xn} is therefore necessarily bounded. Let x denote one of its weak cluster
points. As the set C1 is convex and closed, it is also weakly closed, so x belongs to C1.
Since the sequence {zn} strongly converges to z, and yn = zn − xn, it follows that z− x is
a weak cluster point for the sequence {yn} and, since C2 is weakly closed, belongs to C2.
Accordingly, z = x − (z − x) ∈ C1 − C2, and the set C1 − C2 is closed, completing the
desired implication.
(ii)⇒ (i) We will complete the proof of Theorem 2.1 by establishing that, for every
non-well-positioned closed convex set C1 containing no lines, there is a closed convex set
C2 such that C∞1 ∩C∞2 = {0} and the set C1 −C2 is not closed.
Let us remind the following classical result (see [1] or [4]).
Theorem 2.2. For every closed and convex unbounded linearly bounded set C of a reflexive
Banach space X, there is g in X∗ such that
sup
x∈C
〈g,x〉 = 1 and 〈g,x〉< 1 for all x ∈C.
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Applying Theorem 4.2 (Section 4) to the set C1, we deduce that there is a closed linear
manifold L of X such that C1 ∩ L is unbounded and linearly bounded. Let V denote the
subspace of X parallel to L. Applying Theorem 2.2 to C1 ∩ L, it follows that there is
g ∈X∗ such that
sup
x∈(C1∩L)
〈g,x〉 = 1 and 〈g,x〉< 1 for all x ∈ (C1 ∩L). (2.3)
Relation (2.3) shows that the linear functional g is not constant on L, and therefore
the subspace V is not contained in Ker g := {x ∈ X: 〈g,x〉 = 0}. Accordingly, there is
v ∈ V such that 〈g, v〉 = 1. From relation (2.3), for every n ∈ N∗, it is possible to select
xn ∈ (C1 ∩L) such that
(n− 1)/n 〈g,xn〉< 1.
Let us define
C2 := co
({yn: n ∈N∗}),
where yn := xn + (1 − 〈g,xn〉)v. As d(yn,C1 ∩ L)  |yn − xn|  |v|, we have
C2 ⊆ (C1 ∩L)+ |v|BX and consequently,
C∞2 ⊆
(
(C1 ∩L)+ |v|BX
)∞ = (C1 ∩L)∞ = {0}.
The condition C∞1 ∩ C∞2 = {0} is therefore fulfilled. From the definition of yn it
follows that 〈g,yn〉 = 1 for every n ∈ N∗. Thus, C2 ⊆ {x ∈ L: 〈g,x〉 = 1}. Accordingly,
C2 ∩ C1 ⊆ {x ∈ (C1 ∩ L): 〈g,x〉 = 1}, and relation (2.3) implies that C2 ∩ C1 = ∅,
that is 0 /∈ C1 − C2. On the other hand, since |xn − yn|  1n |v|, we deduce that 0 =
limn→+∞(xn − yn), which implies that the set C1 −C2 is not closed. ✷
3. Analysis of the closure of the difference for arbitrary uniform perturbations
In this section we determine the conditions under which the closed algebraic difference
of two closed and convex sets C1 and C2 remains closed when C1 and C2 are subjected to
small uniform perturbations.
More precisely, we prove that if condition (1.1) is not fulfilled, then, even if C1 − C2
happens to be closed, we can find at least two uniform perturbations C1,ε and C2,ε , of C1
and C2 (in the sense of (1.2)) such that the algebraic difference C1,ε −C2,ε is no longer a
closed subset of X.
Theorem 3.1. Let C1 andC2 be two closed convex subsets containing no lines of a reflexive
Banach space X, such that C1 −C2 is a proper closed subset of X. If
d(C1 \ rBX,C2 \ rBX) d <+∞ ∀r > 0, (3.1)
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then, for every ε > 0 there are C1,ε and C2,ε , two closed and convex uniform perturbations
of C1 and C2 (in the sense of (1.2)) such that the algebraic difference C1,ε − C2,ε fails to
be closed.
General idea of the construction and proof of Theorem 3.1. Let f ∈ B(C1 −C2), with
|f |∗ = 1. As B(C1 −C2)= B(C1) ∩B(−C2), we have:
m1 = sup
x∈C1
〈f,x〉<+∞ (3.2)
and
m2 = inf
x∈C2
〈f,x〉>−∞, (3.3)
so there are x1 ∈C1 and x2 ∈C2 such that
〈f,x1〉 + ε2 m1, 〈f,x2〉 −
ε
2
m2. (3.4)
Set y1 = x1 + εj (f ) and y2 = x2 − εj (f ), and introduce the points z1 and z2 belonging
to the segments [x1, y1] and [x2, y2] and satisfying 〈f, z1〉 = m1, 〈f, z2〉 = m2. More
precisely,
z1 = m1 − 〈f,x1〉〈f,y1〉 − 〈f,x1〉y1 +
〈f,y1〉 −m1
〈f,y1〉 − 〈f,x1〉x1 = x1 +
(
m1 − 〈f,x1〉
)
j (f ), (3.5)
and
z2 = 〈f,x2〉 −m2〈f,x2〉 − 〈f,y2〉y2 +
m2 − 〈f,y2〉
〈f,x2〉 − 〈f,y2〉x2 = x2 −
(〈f,x2〉 −m2)j (f ). (3.6)
As j is an isometric map and |f |∗ = 1, we have:
|y1 − x1| = |x2 − y2| =
∣∣εj (f )∣∣= ε,
〈f,y1 − x1〉 = 〈f,x2 − y2〉 =
〈
f, εj (f )
〉= ε. (3.7)
This yields d(y1,C1) ε and d(y2,C2) ε.
Accordingly, given two closed convex sets F1 and F2 such that
C1 ⊆ F1 ⊆ co(y1,C1) and C2 ⊆ F2 ⊆ co(y2,C2)
we have:
F1 ⊆ C1 + εBX, C1 ⊆ F1 + εBX, F2 ⊆ C2 + εBX, C2 ⊆ F2 + εBX. (3.8)
In other words, condition (1.2) is satisfied for every closed convex sets F1 and F2
containing C1 and C2 and contained in co(y1,C1) and co(y2,C2).
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Therefore, the uniform perturbationsC1,ε and C2,ε will be chosen as closed convex sets
containing C1 and C2 and contained in co(y1,C1) and co(y2,C2).
Finally, from relation (3.4) and (3.7) we derive:
m1 + ε2  〈f,y1〉m1 + ε and m2 −
ε
2
 〈f,y2〉m2 − ε. (3.9)
For technical reasons, the proof of Theorem 3.1 will be divided into three parts:
(i) C∞1 ∩C∞2 = {0},
(ii) l(C1 −C2) = {0} and C∞1 ∩C∞2 = {0},
(iii) condition (3.1) is fulfilled and l(C1 −C2)= {0}.
Case (i) (C∞1 ∩C∞2 = {0}). Let us remark that the example given in the introduction fits
this case. Indeed, if
C1 =
{
(x, y) ∈R2: x  0, y  0} and C2 = {(x, y) ∈R2: x  0, y  0},
then w = (1,0) belongs both to C∞1 = C1 and to C∞2 = C2.
Construction of the uniform perturbations C1,ε and C2,ε . Fix w ∈ C∞1 ∩ C∞2 ,w = 0,
and set
D =
{
z1 + νw+µj(f ): 0 ν, 0 µ ν1+ ν
ε
2
}
.
Let us prove that C1,ε = co(D,C1) and C2,ε = co(y2,C2) can be used as uniform
perturbations to prove Theorem 3.1 in case (i).
Clearly the sets C1,ε and C2,ε satisfy relation (1.2). Using (3.5), for each x = (z1 +
νw+µj(f )) ∈D, we have:
x = x1 +
(
m1 − 〈f,x1〉 +µ
)
j (f )+ νw.
Hence,
x = ε− (m1 − 〈f,x1〉 +µ)
ε
(x1 + νw)+ m1 − 〈f,x1〉 +µ
ε
(
x1 + νw+ εj (f )
)
and therefore
x = ε− (m1 − 〈f,x1〉 +µ)
ε
(x1 + νw)+ m1 − 〈f,x1〉 +µ
ε
(y1 + νw).
Noticing that µ  ε/2, and using (3.4) we observe that m1 − 〈f,x1〉 + µ  ε and
therefore x is a convex combination of y1 + νw and x1 + νw.
Since w ∈ C∞1 and C1 ⊆ co(y1,C1), then w ∈ (co(y1,C1))∞, and since
x1, y1 ∈ co(y1,C1), it follows that (x1 + νw) and (y1 + νw) are two elements of
co(y1,C1). Consequently, D ⊆ co(y1,C1). Hence, C1 ⊆ C1,ε = co(D,C1) ⊆ co(y1,C1).
As C2 ⊆ C2,ε = co(y2,C), relation (3.8) implies that relation (1.2) is satisfied.
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We claim that the set C1,ε − C2,ε is not closed. In order to prove that the algebraic
difference C1,ε −C2,ε is not a closed set, we shall use the following result.
Lemma 3.1. For every x ∈ C1,ε = co(D,C1), we have 〈f,x〉<m1 + ε/2.
Proof. By contradiction, take x ∈ co(D,C1) such that 〈f,x〉 = m1 + ε/2. As
x ∈ co(D,C1), select a sequence {an}n∈N∗ in co(D,C1) norm-converging to x . As ob-
viously D is closed and convex, for every an ∈ co(D,C1) we may select dn ∈ D (that is
dn = z1 + νnw + µnj (f ) for some 0  νn and 0  µn  (νn/(1− νn))ε/2, cn ∈ C1 and
λn ∈ [0,1] such that an = λncn + (1− λn)dn.
Observing that f ∈ B(C1) and w ∈ C∞1 , we have 〈f,w〉  0. Noticing also that
f ∈ B(−C2) and w ∈ C∞2 , we also have 〈f,w〉  0. Consequently, 〈f,w〉 = 0, and
therefore
〈f,an〉 = λn〈f, cn〉 + (1− λn)(m1 +µn).
Since limn→+∞ an = x , then limn→+∞(〈f,an〉 −m1)= 〈f,x〉 −m1 = ε/2 and therefore,
lim
n→+∞
(
µn + λn
(〈f, cn〉 −m1 −µn))= ε2 .
As µn  ε/2 and λn(〈f, cn〉 −m1 −µn) 0, the previous relation implies that
lim
n→+∞
(
λn
(〈f, cn〉 −m1 −µn))= 0 and lim
n→+∞µn =
ε
2
. (3.10)
Using the fact that 〈f, cn〉 −m1 −µn −µn, we derive:
lim sup
n→∞
(〈f, cn〉 −m1 −µn)−ε2 . (3.11)
Combining relations (3.11) and (3.10) it follows that λn → 0, while since µn → ε/2 we
deduce that νn →∞. Let us observe that
λncn =−(1− λn)νnw+ an − (1− λn)
(
z1 +µnj (f )
) (3.12)
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and that (1 − λn)νn > 0, for n large enough (1 − λn → 1 and νn →∞). Hence, dividing
by (1− λn)νn we obtain:
λn
(1− λn)νn cn =−w+
an − (1− λn)(z1 +µnj (f ))
(1− λn)νn . (3.13)
Being convergent, the sequence {an} is bounded, so the previous relation implies that
λn
(1− λn)νn cn →−w.
As tn := λn/((1− λn)νn) → 0, cn ∈ C1 and tncn → −w as n → +∞, it follows that
−w ∈ C∞1 , that is 0 = w ∈ l(C1), contradicting the fact that the closed convex set C1
contains no lines. ✷
Let us return to the proof of the case (i). As 〈f,y2〉m2 − ε/2 (see (3.9)), we deduce
that, for every x ∈C2,ε = co(y2,C2),
〈f,x〉min
(
〈f,y2〉, inf
z∈C2
〈f, z〉
)
=min(〈f,y2〉,m2)= 〈f,y2〉. (3.14)
Lemma 3.1 and relation (3.14) imply that
〈f,x〉<m1 − 〈f,y2〉 + ε2 ∀x ∈ C1,ε −C2,ε. (3.15)
Set bn = (z1 +nw+ (n/(n+ 1))(ε/2)j (f ))− (y2 +nw); as w ∈ C∞2 ⊆ (co(y2,C2))∞
and y2 ∈ co(y2,C2), it follows that (y2 + nw) ∈ co(y2,C2) = C2,ε and consequently
bn ∈ C1,ε −C2,ε . Moreover
|bn| =
∣∣∣∣(z1 − y2)+ nn+ 1
ε
2
j (f )
∣∣∣∣ |z1 − y2| + ε2 , (3.16)
and
〈f,bn〉 =m1 − 〈f,y2〉 + n
n+ 1
ε
2
,
relation which implies
lim
n→∞〈f,bn〉 =m1 − 〈f,y2〉 +
ε
2
. (3.17)
Let b be a weak cluster point of the bounded (see (3.16)) sequence {bn}n∈N∗ . Using
relation (3.17) we obtain:
〈f,b〉 =m1 − 〈f,y2〉 + ε2 . (3.18)
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Using relations (3.15) and (3.18) it follows that b does not belong to C1,ε − C2,ε .
Consequently, the algebraic difference C1,ε − C2,ε is a convex set which is not closed
and the proof of case (i) is thereby completed.
Case (ii) (l(C1 −C2) = {0} and C∞1 ∩C∞2 = {0}). This case can occur as the following
construction shows.
Let H be a separable Hilbert space and (en)n∈N be an hilbertian basis. Take:
u=
∞∑
i=1
ei
i2
and v =
∞∑
i=1
ei
i
,
and define:
K = {x ∈H : 〈x, ei〉 0 ∀i ∈N∗, 〈x,u〉 1 and ∣∣〈x, e0〉∣∣ 〈x, v〉}.
Obviously, K is a closed convex set and K∞ = {0}, while
K −K = {x ∈H : 〈P+(x), u〉 1 and 〈P−(x), u〉−1},
where P+ and P− are the projections on the positive and respectively on the negative cone,
C+ =
{
x ∈H : 〈x, ei〉 0 ∀i ∈N
}
, C− =
{
x ∈H : 〈x, ei〉 0 ∀i ∈N
}
.
Set C1 = C2 = K . Since simultaneously C∞1 ∩ C∞2 = {0} ∩ {0} = {0}, the algebraic
difference C1 −C2 =K −K is closed, and
l(C1 −C2)= {λe0: λ ∈R},
we may conclude that the closed convex sets C1 and C2 fulfill conditions (ii).
Construction of the uniform perturbations. When l(C1 − C2) = {0} and C∞1 ∩ C∞2 ={0}, the uniform perturbations satisfying Theorem 3.1 are:
C1,ε = co(y1,C1) and C2,ε = co(y2,C2). (3.19)
As obviously C1,ε contains C1 and is contained in co(y1,C1), and C2,ε contains C2 and is
contained in co(y2,C2), condition (1.2) is verified.
For the purpose of obtaining a contradiction, let us suppose that the algebraic
difference co(y1,C1)− co(y2,C2) is closed, and fix d ∈ l(C1 − C2), d = 0. Accordingly,
d ∈ (C1 −C2)∞ ⊆ (C1,ε −C2,ε)∞, relation which implies, as (y1 − y2) ∈ (C1,ε − C2,ε),
that (y1 − y2 + d), (y1 − y2 − d) ∈ (C1,ε − C2,ε). Thus, there are a1, b1 ∈ C1,ε and
a2, b2 ∈C2,ε such that:
a1 − a2 = y1 − y2 + d and b1 − b2 = y1 − y2 − d. (3.20)
Since f ∈ B(C1 −C2) and d ∈ l(C1 −C2), we have 〈f,d〉 = 0. Thus,
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〈f,a1 − a2〉 = 〈f,y1 − y2 + d〉 = 〈f,y1 − y2〉,
〈f,b1 − b2〉 = 〈f,y1 − y2 − d〉 = 〈f,y1 − y2〉.
Then
〈f,a1〉 − 〈f,y1〉 = 〈f,a2〉 − 〈f,y2〉, 〈f,b1〉 − 〈f,y1〉 = 〈f,b2〉 − 〈f,y2〉. (3.21)
As
〈f,a1〉, 〈f,b1〉max
(
sup
x∈C1
〈f,x〉, 〈f,y1〉
)
=max(m1, 〈f,y1〉)= 〈f,y1〉,
and
〈f,a2〉, 〈f,b2〉min
(
inf
x∈C2
〈f,x〉, 〈f,y2〉
)
=min(m2, 〈f,y2〉)= 〈f,y2〉,
relation (3.21) implies that 〈f,a1〉 = 〈f,b1〉 = 〈f,y1〉, and 〈f,a2〉 = 〈f,b2〉 = 〈f,y2〉, that
is a1, b1 ∈N1 and a2, b2 ∈N2, where
N1 =
{
x ∈ co(y1,C1): 〈f,x〉 = 〈f,y1〉
}
and
N2 =
{
x ∈ co(y2,C2): 〈f,x〉 = 〈f,y2〉
}
.
Lemma 3.2. N1 ⊆ (y1 +C∞1 ) and N2 ⊆ (y2 +C∞2 ).
Proof. Let w1,w2 ∈X such that y1 +w1 ∈N1 and y2 +w2 ∈N2; accordingly, 〈f,w1〉 =
〈f,w2〉 = 0.
As y1+w1 ∈ co(y1,C1) and y2+w2 ∈ co(y2,C2), select four sequences {zn}n∈N∗ ∈C1,
{tn}n∈N∗ ∈ C2, {λn}n∈N∗ ∈ [0,1], and {µn}n∈N∗ ∈ [0,1], such that
lim
n→+∞
(
λnzn + (1− λn)y1
)= y1 +w1 and lim
n→+∞
(
µntn + (1−µn)y2
)= y2 +w2.
Consequently,
lim
n→+∞
(
λnzn − λny1
)=w1 and lim
n→+∞
(
µntn −µny2
)=w2. (3.22)
Therefore,
lim
n→+∞
(
λn
(〈f, zn〉 − 〈f,y1〉))= 〈f,w1〉 = 0, (3.23)
lim
n→+∞
(
µn
(〈f, tn〉 − 〈f,y2〉))= 〈f,w2〉 = 0. (3.24)
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From relation (3.9) it follows that〈f, zn〉m1  〈f,y1〉 − ε2 and 〈f, tn〉m2  〈f,y2〉 +
ε
2
.
This yields,
〈f, zn〉 − 〈f,y1〉−ε2 and 〈f, tn〉 − 〈f,y2〉
ε
2
. (3.25)
Combining inequalities (3.25) and relation (3.23) we obtain
λn → 0 and µn → 0 as n→+∞. (3.26)
Using relations (3.26) and (3.22) we derive:
λnzn →w1 and µntn →w2,
which, combined to relation (3.26) gives:
w1 ∈C∞1 and w2 ∈C∞2 . ✷ (3.27)
Applying Lemma 3.2 to a1, a2, b1 and b2 gives the existence of z1, t1 ∈ C∞1 and
z2, t2 ∈ C∞2 such that a1 = y1 + z1, b1 = y1 + t1, a2 = y2 + z2 and b2 = y2 + z2. We
thus have z1 − z2 = −t1 + t2 = d , that is z1 + t1 = z2 + t2. As C∞1 and C∞2 are convex
cones, it follows that z1 + t1 ∈ C∞1 and z2 + t2 ∈ C∞2 , and, since C∞1 ∩ C∞2 = {0}, we
deduce that z1 + t1 = z2 + t2 = 0.
Accordingly, z1 = −t1 ∈ −C∞1 and z2 = −t2 ∈ −C∞2 , so z1, t1 ∈ l(C1) = {0} and
z2, t2 ∈ l(C2) = {0}. Thus, d = z1 − z2 = 0, a contradiction. The proof of Theorem 3.1
in the case (ii) is completed.
Case (iii) (we suppose that d(C1 \ rBX,C2 \ rBX)  d < +∞ ∀r > 0 and that
l(C1 −C2)= {0}). Similarly to the case (ii), the fact that case (iii) can occur is not obvious.
Let us give an example of such a situation.
Let H be a separable Hilbert space and (en)n∈N∗ an hilbertian basis. Define:
C1 = C2 =
{
x ∈H : −i  〈x, ei〉 i ∀i ∈N∗
}
.
Obviously, C1 and C2 are closed convex sets, and C∞1 = C∞2 = {0}. Since C2 =−C1, the
algebraic difference C1 −C2 equals 2C1, that is a closed set, and
l(C1 −C2)= l(2C1)= l(C1)⊆ C∞1 = {0}.
On the other hand,
nen ∈ (C1 \ rBX)= (C2 \ rBX) ∀n ∈N, n > r,
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sod(C1 \ rBX,C2 \ rBX)= 0 ∀r > 0.
The sets C1 and C2 fulfill therefore the conditions of case (iii).
Construction of the uniform perturbations C1,ε and C2,ε . As limr→∞ d(C1 \ rBX,C2 \
rBX)= d <+∞, there are sequences {an}n∈N∗ ⊂ C1 and {bn}n∈N∗ ⊂ C2, such that
lim
n→∞|an| = limn→∞|bn| =∞ and |an − bn| d + 1 ∀n ∈N
∗. (3.28)
Applying Proposition 4.1 (see Section 4) to the closed convex set C1 − C2 and to the
separable subspace X1 = sp({ai : i ∈N∗}), we deduce that the linear continuous functional
f of norm one used in defining m1, m2, x1, x2, y1 and y2 (relations (3.2) to (3.6)) may be
picked in B(C1 −C2) such that
Cf := {w ∈ (C1 −C2)∞: 〈f,w〉 = 0}⊂ j(X⊥1 ).
Set
B1 =
{
x ∈ co(y1,C1): 〈f,x〉 =m1
}
. (3.29)
As 〈f,x1 − x2〉 = 0 for any x1, x2 ∈ B1, it follows that 〈f,w〉 = 0, for all w ∈ B∞1 .
Moreover, since B1 ⊂ co(y1,C1), we have:
B∞1 ⊆
(
co(y1,C1)
∞)= C∞1 ⊂ (C1 −C2)∞.
Hence, B∞1 ⊆ j (X⊥1 ).
Set
cn =
(
1− 1
2
m2 − 〈f,y2〉
〈f,bn〉 − 〈f,y2〉
)
z1
+ 1
2
m2 − 〈f,y2〉
〈f,bn〉 − 〈f,y2〉
(
m1 − 〈f,an〉
〈f,y1〉 − 〈f,an〉y1 +
〈f,y1〉 −m1
〈f,y1〉 − 〈f,an〉an
)
. (3.30)
Then, for every n ∈ N∗, cn is a convex combination of z1, y1 and an. It is easy to check
that 〈f, cn〉 =m1. Consequently, cn belongs to B1.
Lemma 3.3. The set D = co((cn)n∈N∗) is unbounded, and
d
(
x,−j((B∞1 )◦)) |z1| + |y1|2 for every x ∈D.
Proof. By definition of cn (see (3.30)), for every n ∈N∗ we have:
∣∣∣∣cn − 12
〈f,y2〉 −m2
〈f,y2〉 − 〈f,bn〉
m1 − 〈f,y1〉
〈f,an〉 − 〈f,y1〉an
∣∣∣∣ |z1| + |y1|2 . (3.31)
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By the inequality 〈f, (bn − an)〉 |f |∗|an − bn| d + 1, it follows thatm1  〈f,an〉m2 − d − 1 and m2  〈f,bn〉m1 + d + 1.
Thus, we have
〈f,y2〉 −m2
〈f,y2〉 − 〈f,bn〉 
〈f,y2〉 −m2
〈f,y2〉 −m1 − d − 1 > 0 (3.32)
and
m1 − 〈f,y1〉
〈f,an〉 − 〈f,y1〉 
m1 − 〈f,y1〉
m2 − d − 1− 〈f,y1〉 > 0. (3.33)
Relations (3.31), (3.32) and (3.33) imply that
|cn| 12
〈f,y2〉 −m2
〈f,y2〉 −m1 − d − 1
m1 − 〈f,y1〉
m2 − d − 1− 〈f,y1〉 |an| − |z1| −
|y1|
2
and, as |an| →∞, it follows that |cn| →∞ and therefore D is unbounded.
Finally, as B∞1 ⊆ j (X⊥1 ) it follows that X1 = j (j (X⊥1 )⊥) ⊆ j (B∞1 )◦, and, as relation
(3.31) implies that d(x,X1) |z1| + |y1|/2, the proof of Lemma 3.3 is completed. ✷
The conclusions of the previous lemma allows us to construct by induction a decreasing
sequence {Dn} of closed, convex and unbounded subsets of D, and a sequence {gn}n∈N∗
of elements from B(B1) of norm 1, such that
〈gi, x〉−i ∀x ∈Di, ∀i ∈N∗.
Let us define D1 and g1. As D is unbounded and as
D ⊆−j((B∞1 )◦)+
(
|z1| + |y1|2
)
BX, (3.34)
we deduce that P−j ((B∞1 )◦)(D) is unbounded, so there is e1 ∈D such that
∣∣P−j ((B∞1 )◦)(e1)
∣∣ 4+ |z1| + |y1|2 . (3.35)
By the bipolar Theorem, B(B1) is dense in (B∞1 )◦, so there is h1 ∈ B(B1) such that∣∣P−j ((B∞1 )◦)(e1)− j (−h1)
∣∣ 1. (3.36)
From the relations (3.35) and (3.36), it follows that
|h1|∗ =
∣∣j (−h1)∣∣ ∣∣P−j ((B∞1 )◦)(e1)
∣∣− 1 3+ |z1| + |y1|2 > 0. (3.37)
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Using (3.34), we have:
∣∣e1 − P−j ((B∞1 )◦)(e1)
∣∣ |z1| + |y1|2 . (3.38)
Consequently,
〈h1, e1〉 =
〈
h1, j (−h1)
〉+ 〈h1, (e1 − P−j ((B∞1 )◦)(e1)
)+ (P−j ((B∞1 )◦)(e1)+ j (h1)
)〉
−|h1|2∗ + |h1|
(
1+ |z1| + |y1|2
)
= |h1|∗
(
−|h1|∗ + 1+ |z1| + |y1|2
)
−2|h1|∗. (3.39)
Set g1 = h1/|h1|∗ and D1 = {x ∈D: 〈g1, x〉−1}. As
−1 >−2 〈g1, e1〉 inf
x∈D〈g1, x〉,
it follows from Lemma 4.2 that D1 is unbounded, so the first step of the induction is
completed.
Let n > 1, and suppose that the elements Di and gi have been constructed for all
1 i  (n− 1). The set Dn−1 is unbounded, and
Dn−1 ⊆D ⊆
(
−j((B∞1 )◦)+
(
|z1| + |y1|2
)
BX
)
;
therefore P−j ((B∞1 )◦)(Dn−1) is unbounded, so there is en ∈Dn−1 such that
∣∣P−j ((B∞1 )◦)(en)
∣∣ n+ 3+ |z1| + |y1|2 .
Pick hn ∈ B(B1) such that ∣∣P−j ((B∞1 )◦)(en)− j (−hn)
∣∣ 1
(hn exists since B(B1) is dense in (B∞1 )◦). The two previous relations yield
|hn|∗ =
∣∣j (−hn)∣∣ ∣∣P−j ((B∞1 )◦)(en)
∣∣− 1 n+ 2+ |z1| + |y1|2 > 0.
Thus, similarly to relation (3.39),
〈hn, en〉−(n+ 1)|hn|∗.
Let us define gn = hn/|hn|∗ and Dn = {x ∈Dn−1: 〈gn, x〉−n}. As
−n >−(n+ 1)= 〈gn, en〉 inf
x∈Dn−1
〈gn, x〉,
we may use Lemma 4.2 to deduce that Dn is unbounded, and complete the induction.
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We have thus constructed two sequences, {en} ⊂ D and {gn} ⊂ B(B1), such that
|gn|∗ = 1 and
〈gi, ej 〉−i, ∀i, j ∈N∗ such that i  j. (3.40)
We can now define the desired uniform perturbations as requested in Theorem 3.1, for
the case d(C1 \ rBX,C2 \ rBX) d <+∞ ∀r > 0 and l(C1 −C2)= {0}; let us take:
C1,ε = co
({
un = en + n
n+ 1
ε
4
: n ∈N∗
}
,C1
)
(3.41)
and
C2,ε =
{
x ∈ co(y2,C2): 〈f,x〉m2
}
. (3.42)
The sets C1,ε and C2,ε satisfy relation (1.2). By definition of cn (see 3.30), we have:
z1 + 2(cn − z1)=
(
1− m2 − 〈f,y2〉〈f,bn〉 − 〈f,y2〉
)
z1
+ m2 − 〈f,y2〉〈f,bn〉 − 〈f,y2〉
(
m1 − 〈f,an〉
〈f,y1〉 − 〈f,an〉y1 +
〈f,y1〉 −m1
〈f,y1〉 − 〈f,an〉an
)
.
Hence, z1 + 2(cn − z1) ∈ co(y1,C1). Consequently, z1 + 2(D − z1) ⊆ co(y1,C1), so
z1 + 2(en − z1) ∈ co(y1,C1) for every n ∈N∗.
Taking into account that y1 = z1+(ε−m1+〈f,x1〉)j (f ) (see relation (3.5)) we deduce
that
en + (ε−m1 + 〈f,x1〉)2 j (f )= en +
1
2
(y1 − z1)
= 1
2
(
z1 + 2(en − z1)
)+ 1
2
y1 ∈ co(y1,C1).
Finally,
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un = en + ε(n− 1)4n j (f )=
(
1− ε(n− 1)
2n(ε−m1 + 〈f,x1〉)
)
en
+ ε(n− 1)
2n(ε−m1 + 〈f,x1〉)
(
en + 12
(
ε−m1 + 〈f,x1〉
)
j (f )
)
;
as ε(n − 1) < 2nε2 < 2n(ε − m1 + 〈f,x1〉) (see 3.4), it follows that un is a convex
combination of en and en + (ε −m1 + 〈f,x1〉)j (f )/2, so un ∈ co(y1,C1).
Thus we have established that C1,ε ⊆ co(y1,C1). As obviously C1 ⊆ C1,ε and
C2 ⊆ C2,ε ⊆ co(y2,C2), relation (3.8) implies that relation (1.2) holds.
We claim that the set C1,ε −C2,ε is not closed. Set
dn =
(
1− 1
2
〈f,y1〉 −m1
〈f,y1〉 − 〈f,an〉
)
z2
+ 1
2
〈f,y1〉 −m1
〈f,y1〉 − 〈f,an〉
( 〈f,bn〉 −m2
〈f,bn〉 − 〈f,y2〉y2 +
m2 − 〈f,y2〉
〈f,bn〉 − 〈f,y2〉bn
)
.
It follows that dn is a convex combination of z2, y2 and bn, and therefore belongs to
co(y2,C2). Moreover, 〈f,dn〉 = m2, so dn ∈ B2 = {x ∈ C2,ε: 〈f,x〉 = m2}. Using the
definitions of cn and dn and relation (3.28) it follows that
|cn − dn| |z1| + |z2| + |y1| + |y2| + |an − bn|2  |z1| + |z2| +
|y1| + |y2| + d + 1
2
.
Consequently,
cn ∈
(
B2 +
(
|z1| + |z2| + |y1| + |y2| + d + 12
)
BX
)
,
and therefore
D ⊆
(
B2 +
(
|z1| + |z2| + |y1| + |y2| + d + 12
)
BX
)
. (3.43)
For every en ∈D the previous relation implies that
d(en,B2) |z1| + |z2| + |y1| + |y2| + d + 12 ,
so there is a sequence {vn}n∈N∗ in B2 ⊆ C2,ε such that
|en − vn|
(
|z1| + |z2| + |y1| + |y2| + d + 12
)
.
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Accordingly,|un − vn|
(
|z1| + |z2| + |y1| + |y2| + d + 12
)
+ ε
4
,
and let w be a cluster point with respect to the weak topology ofX of the bounded sequence
un − vn of C1,ε −C2,ε .
Since 〈f, en〉 =m1 and 〈f, vn〉 =m2, we have:
lim
n→∞〈f,un − vn〉 = limn→∞
〈
f,
(
en + n
n+ 1
ε
4
j (f )
)
− vn
〉
= lim
n→∞
(
m1 + n
n+ 1
ε
4
−m2
)
=m1 −m2 + ε4 .
Consequently, we obtain:
〈f,w〉 =m1 −m2 + ε4 . (3.44)
Similarly to the proof of case (i), the following result will play a key role.
Lemma 3.4. For every x ∈ C1,ε , we have 〈f,x〉<m1 + ε/4.
Proof. For the purpose of obtaining a contradiction, suppose that there is x¯ an element
of C1,ε such that 〈f, x¯〉 = m1 + ε/4. Since x¯ ∈ C1,ε , there are an ∈ co({ui : i ∈ N∗}),
wn ∈ C1, and 0  µn  1 such that bn = µnan + (1 − µn)wn → x¯ (see (3.41)). Since
〈f, x¯〉 =m1 + ε/4, by using a subsequence if necessary, we can suppose that 〈f,bn〉m1
for every n ∈N∗.
As wn ∈ C1, it follows that 〈f,wn〉m1; for every n ∈N∗ such that 〈f,wn〉 =m1, set
tn =wn and λn = µn, and for every n ∈N∗ such that 〈f,wn〉<m1, set
tn = m1 − 〈f,wn〉〈f,an〉 − 〈f,wn〉an +
〈f,an〉 −m1
〈f,an〉 − 〈f,wn〉un,
and
λn = µn(〈f,an〉 − 〈f,wn〉)− (m1 − 〈f,wn〉)〈f,an〉 −m1 .
Remark that 〈f, tn〉 = m1 for every n ∈ N∗; as tn ∈ C1,ε ⊂ co(y1,C1), it follows that
tn ∈B1 (see (3.29) for the definition of B1). Moreover,
λn − 1 = (〈f,wn〉 − 〈f,an〉)(1 −µn)〈f,an〉 −m1 ,
1238 S. Adly et al. / J. Math. Pures Appl. 82 (2003) 1219–1249
and, as 〈f,wn〉m1 <m1 + ε/8 〈f,an〉, it follows that λn  1. On the other hand,λn = 〈f,bn〉 −m1〈f,an〉 −m1
and, since 〈f,bn〉m1, we deduce that 0 λn  1. Accordingly, bn can be expressed as
a convex combination of tn and an, bn = λnan + (1− λn)tn.
Fix i0 ∈N∗; as
co
({ui : i ∈N∗})= co(co({ui : 1 i  i0}), co({ui : i0 < i})),
any element an ∈ co({ui : i ∈ N∗}) may be written as a convex combination an = τnpn +
(1 − τn)qn of some elements pn ∈ co({ui : 1  i  i0}), and qn ∈ co({ui : i0 < i}), where
0 τn  1.
Consequently,
〈f,bn〉 −m1 − ε4 = λn
(
τn
(
〈f,pn〉 −m1 − ε4
)
+ (1− τn)
(
〈f,qn〉 −m1 − ε4
))
+ (1− λn)
(
〈f, tn〉 −m1 − ε4
)
.
As lim(〈f,bn〉 − m1 − ε/4) = 0, and as 〈f,pn〉, 〈f,qn〉, 〈f, tn〉  m1 + ε/4, it follows
that the three sequences λnτn(〈f,pn〉 −m1 − ε/4), λn(1 − τn)(〈f,qn〉 −m1 − ε/4) and
(1− λn)(〈f, tn〉 −m1 − ε/4) converge separately to zero.
Since pn ∈ co({ui : 1 i  i0}), we know that
〈f,pn〉 −m1 − ε4 −
ε
4(i0 + 1) .
Accordingly, since λnτn(〈f,pn〉 −m1 − ε/4)→ 0 we deduce that λnτn → 0. Moreover,
〈f, tn〉 − m1 − ε/4 = −ε/4, so (1 − λn)(〈f, tn〉 − m1 − ε/4)→ 0 implies that λn → 1.
We may thus conclude that λn → 1 and τn → 0. Setting M = supx∈B1〈gi0 , x〉, we have〈gi0 , tn〉M .
As 〈gi0 , ei〉 M for every 1  i  i0, pn ∈ co({ui : 1  i  i0}), and |gi0 |∗ = 1, we
obtain 〈gi0 ,pn〉M + ε/4.
Finally, 〈gi0 , ek〉−i0 for every k  i0 and, as qn ∈ co({ui : i0 < i}) and |gi0 |∗ = 1, we
deduce that 〈gi0 , qn〉−i0 + ε/4.
From the three previous inequalities we obtain:
〈gi0 , bn〉 = λn
(
τn〈gi0 ,pn〉 + (1− τn)〈gi0 , qn〉
)+ (1− λn)〈gi0 , tn〉
 λn
(
τn
(
M + ε
4
)
+ (1− τn)
(
−i0 + ε4
))
+ (1− λn)M
=M(1− λn + λnτn)+ ε4λn − i0λn(1− τn)
and, as λn → 1 and τn → 0, it follows that lim supn→∞〈gi0 , bn〉−i0 + ε/4.
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Since |gi0 |∗ = 1, from the previous relation we deduce that lim supn→∞ |bn| i0−ε/4,∗relation which, as i0 is arbitrary in N , means that |bn| →∞. The last relation contradicts
the fact that bn→ x¯ . ✷
Let us return to the proof of case (iii). As for every x ∈ C2,ε , 〈f,x〉  m2, from
Lemma 3.4 we deduce that
〈f,x〉<m1 −m2 + ε4 ∀x ∈ C1,ε −C2,ε. (3.45)
Relations (3.44) and (3.45) imply that w /∈ C1,ε − C2,ε , which, accordingly, does not
contain one weak cluster point of one of its bounded sequences. Thus C1,ε − C2,ε is not
weakly closed, and, as C1,ε−C2,ε is convex, we deduce that C1,ε−C2,ε is not closed. ✷
4. Proof of the technical results
Let us recall the following separation theorem due to Klee (see [7]).
Theorem 4.1. Let C be a closed convex set in a separable Banach space X. If the set C
contains no lines, then there is h ∈ B(C) such that
〈h,w〉< 0 ∀w ∈C∞, w = 0. (4.1)
If the ambient Banach space X is not separable, it is impossible, in general, to pick f
fulfilling (4.1). The following result proves that, at least, it is possible to manage that the
closed convex cone Cf = {w ∈ C∞: 〈f,w〉 = 0} be as far as possible from any given
separable subspace X1 of X (in the sense that Cf ⊆ j (X⊥1 )).
Proposition 4.1. Let X be a reflexive Banach space and C ⊆ X a closed convex set
containing no lines. For every separable closed subspace X1 of X, there is f ∈ B(C) \ {0}
such that Cf ⊆ j (X⊥1 ).
Proof. Let us consider in a first step the particular case of subspaces X1 which are images
through the duality mapping j of closed separable subspaces of X∗ spanned by elements
from B(C).
Step 1. The subspace X1 is of the form j (Y1), where Y1 is a closed separable subspace
of X∗ such that sp(B(C)∩Y1)= Y1. Consider K = co(Pj (Y1)C). As for every f ∈X∗ and
w ∈X we have:
〈
PY1(f ),w
〉= 〈PY1(f ),Pj (Y1)(w)〉= 〈f,Pj(Y1)(w)〉, (4.2)
it follows that
PY1(f ) ∈ B(C) ⇔ f ∈ B(K).
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Observe from (4.2) that (j (Y1))⊥ ⊆ B(K). Since also B(C) ∩ Y1 = B(K) ∩ Y1, we
have that sp(B(K) ∩ Y1) = sp(B(C) ∩ Y1) = Y1, and therefore Y1 ⊆ sp(B(K)). As
X∗ = j (Y1)⊥ + Y1, it follows that sp(B(K))=X∗. Consequently l(K)= {0} and therefore
the closed convex subsetK of the separable reflexive Banach space j (Y1) contains no lines.
The continuous dual of the separable space j (Y1) may be identified to the subspace Y1
of X∗, so the barrier cone of K—when viewed as a subspace of j (Y1)—is B(K) ∩ Y1.
Thus, when applying Theorem 4.1 to the closed convex subset K of the separable Banach
space j (Y1), we deduce that there is f in B(K)∩ Y1, such that
〈f,w〉< 0 ∀w ∈K∞, w = 0. (4.3)
Since B(C) ∩ Y1 = B(K) ∩ Y1, it follows that f ∈ B(C) ∩ Y1. Let w ∈ Cf . We have
0 = 〈f,w〉 = 〈f,Pj(Y1)(w)〉; as obviously Pj(Y1)(C∞)⊆K∞ we may apply relation (4.3)
to f and Pj(Y1)(w) and deduce that Pj(Y1)(w)= 0. Thus Cf ⊆ j (j (Y1)⊥).
Step 2. The general case. Let us prove that for every closed separable subspace X1
of X there is Y1, a closed separable subspace of X∗ fulfilling sp(B(C) ∩ Y1) = Y1 and
X1 ⊂ j (Y1).
As X1 is separable, select a countable set {xi : i ∈N∗} such that X1 = sp({xi : i ∈N∗}).
The Bipolar Theorem states that B(C) is dense in (C∞)◦; as relation sp((C∞)◦)= l(C)⊥
obviously holds for every closed convex set C, we deduce that sp(B(C))= l (C)⊥. The set
C contains no lines; thus sp(B(C))=X∗.
Fix i ∈ N∗; as j−1(xi) ∈ sp(B(C)), j−1(xi) is the strong limit of some sequence
{qn}n∈N∗ from sp(B(C)). For every k ∈N∗, select pk ∈N∗ and hk,j ∈ B(C) for 1 j  pk
such that qk ∈ sp({hk,j : 1  j  pk}). Define Ui = {hk,j : k ∈N∗, 1 j  pk}; as
qk ∈ sp(Ui) for any k ∈ N∗, and qn → j−1(xi), it follows that j−1(xi) ∈ sp(Ui). Let
Y1 = sp(⋃i∈N∗ Ui). Obviously, sp(B(C)∩ Y1)= Y1; moreover, as xi ∈ j (sp(Ui))⊆ j (Y1)
for every i ∈N∗, it follows that X1 ⊆ j (Y1).
Consequently, j (Y1)⊥ ⊆ X⊥1 and therefore j (j (Y1)⊥) ⊆ j (X⊥1 ). We have established
(Step 1 of the proof) that there is f ∈ B(C) such that Cf ⊆ (j (Y1))⊥, so Cf ⊆ j (X⊥1 ).
The proof of Proposition 4.1 is completed. ✷
Theorem 4.2. Let X be a reflexive Banach space, and C ⊆X be a closed convex set which
contains no lines. Then C is not well-positioned if and only if C ∩ L is unbounded and
linearly bounded for some closed linear manifold L of X.
Proof. Let us first prove that an unbounded closed convex subset of a well-positioned
closed convex set cannot be linearly bounded.
Let C be a well-positioned closed convex set, and D a closed convex unbounded subset
of C. As C is well-positioned, there are x0 and g, two elements of X and X∗, such that
〈g,x − x0〉 |x − x0|, ∀x ∈ C, (4.4)
and, as D is unbounded, it contains an unbounded sequence {an}n∈N∗ .
For every |an|> 0, we obtain from relation (4.4) that
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〈
g,
an
|a |
〉
 1+ 〈g,x0〉 − |x0||a | .n n
Therefore,
lim inf
n→∞
〈
g,
an
|an|
〉
 1. (4.5)
Let w denote one of the weak cluster points of the bounded sequence (an/|an|)n∈N∗ . As
an ∈ D, w belongs to D∞; from relation (4.5) it follows that 〈g,w〉  1. Hence, w = 0.
Accordingly, the set D is not linearly bounded.
In order to complete the proof of Theorem 4.2 we have to prove that for every not well-
positioned closed convex set C containing no lines there is at least a linear manifold L
such that C ∩L is an unbounded linearly bounded closed convex subset.
Lemma 4.1. Let C be a closed convex set containing no lines, and y ∈C. For every R > 0,
let us define
MCy,R =
{
x − y
|x − y| : x ∈ C, |x − y|R
}
.
The following two affirmations are equivalent:
(i) C is well-positioned;
(ii) there is R > 0 such that 0 /∈ co(MCy,R).
Proof. (i)⇒ (ii) Let C be a well-positioned closed convex set, y an element of C, x0 and
g two elements of X and X∗ such that
〈g,x − x0〉 |x − x0|, ∀x ∈ C. (4.6)
The first part of the proof will be accomplished by proving that, for every
R > 2(1+ |g|∗)|y − x0|, 0 does not belong to co(MCy,R).
Indeed, for every x ∈C such that |x−y|> 2(1+|g|∗)|y−x0|, relation (4.6) implies that〈
g,
x − y
|x − y|
〉
 |x − x0||x − y| −
〈
g,
y − x0
|x − y|
〉
 1− |y − x0||x − y| − |g|∗
|y − x0|
|x − y|
= 1− (1+ |g|∗) |y − x0||x − y| 
1
2
.
This yields
〈g,x〉 1
2
, ∀x ∈ co(MCy,R),
and consequently 0 /∈ co(MCy,R).
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(ii)⇒ (i) Take now a closed convex set C and fix y ∈ C such that 0 /∈ co(MCy,R) for
some R > 0.
Let us prove that
〈
3h
|z|2 , x −
(
y − 2R|z| z
)〉

∣∣∣∣x −
(
y − 2R|z| z
)∣∣∣∣, ∀x ∈C, (4.7)
where z= Pco(MCy,R)0 and h= j
−1(z).
Indeed, for every x ∈ C such that |x − y| R, the vector (x − y)/|x − y| belongs to
co(MCy,R), and, as z is the element of minimal norm in co(M
C
y,R) we have:
〈
h,
x − y
|x − y|
〉
 |z|2.
Accordingly, for every x ∈C such that |x − y|R, we have:
〈
3h
|z|2 , x −
(
y − 2R|z| z
)〉
 3|x − y| + 3 2R|z|  3
(
|x − y| + 2R|z| |z|
)

∣∣∣∣x − (y − 2R|z| z)
∣∣∣∣. (4.8)
If |x − y|R, then
〈
3h
|z|2 , x − y
〉
− 3|z|2 |h|∗|x − y|−
3R
|z| .
Thus, for every x ∈ y +RBX , we have
〈
3h
|z|2 , x −
(
y − 2R|z| z
)〉
−3R|z| +
6R
|z| R+
2R
|z| |z|
∣∣∣∣x −
(
y − 2R|z| z
)∣∣∣∣. (4.9)
Combining relations (4.8) and (4.9) we obtain (4.7). The proof of Lemma 4.1 is completed.✷
Let us now return to the proof of Theorem 4.2. In order to define the linear manifold L,
we consider first the particular case of a separable reflexive Banach space X.
Step 1. The case of a separable reflexive Banach spaceX. As X is separable, from Klee’s
theorem (Theorem 4.1) we infer the existence of h ∈ B(C) such that
|h|∗ = 1, 〈h,w〉< 0 ∀w ∈C∞, w = 0. (4.10)
For every p ∈ R, let us define Lp = {x ∈X: 〈h,x〉 = p}. From relation (4.10) it follows
that
(C ∩Lp)∞ = C∞ ∩L0 =
{
w ∈C∞: 〈h,w〉 = 0}= {0}
S. Adly et al. / J. Math. Pures Appl. 82 (2003) 1219–1249 1243
and therefore all sets Cp = C ∩Lp are linearly bounded. The first step of Theorem 4.2 will
thus be achieved by proving that at least one of the linearly bounded sets Cp is unbounded.
For the purpose of obtaining a contradiction, suppose that Cp is bounded for
every p ∈R, that is ρp := supx∈Cp |x| < ∞ for every p ∈ R. Let us prove that
the above assumption necessarily implies that suppm ρp/(m + 2 − p) < ∞, where
m= supx∈C〈h,x〉.
Indeed, suppose that suppm ρp/(m + 2 − p) = ∞. Then there is a sequence
(pn)n∈N∗ ⊂ (−∞,m], such that ρpn  n(m+2−pn). Accordingly, we may pick xn ∈Cpn
such that
|xn| n(m+ 1− pn)+ n− 12 = n
(
m+ 1− 〈h,xn〉
)+ n− 1
2
. (4.11)
Obviously, if for a given sequence of real numbers, every term is equal to the limit of the
sequence, then the sequence is constant. As (ρpn) tends to +∞, the sequence (pn) cannot
be constant, and thus the relation pk = limn→∞ pn must fail (either because the limit of
the sequence (pn) does not exist, or because its value is different from pk) for at least one
k ∈N∗, say k¯. Accordingly, the statement pk¯ = limn→∞ pn is false, and from the definition
of the limit of a sequence of real numbers it follows that there are η > 0 and a subsequence
(pkn)n∈N∗ of (pn)n∈N∗ such that
pkn /∈ (pk¯ − η,pk¯ + η) ∀n ∈N∗. (4.12)
Set
yn =
(
1− η|pkn − pk¯|
)
xk¯ +
η
|pkn − pk¯|
xkn;
relation (4.2) implies that 0 < η/|pkn − pk¯|  1, and that yn ∈ C since it is a convex
combination of xk¯ and xkn . Moreover, |〈h,yn〉 − pk¯| = η, so yn ∈ (Cpk¯−η ∪Cpk¯+η).
If pkn  pk¯ m, then
(m+ 1− pkn)max(1,m− pk¯)m+ 1−pkn > pk¯ − pkn = |pk¯ − pkn |,
while if pk¯  pkn m, then
(m+ 1−pkn)max(1,m− pk¯) (m+ 1− pkn)(m−pk¯)m− pk¯
 pkn − pk¯ = |pk¯ − pkn |.
In both cases, (m+ 1− pkn)max(1,m− pk¯) |pk¯ − pkn |, so
m+ 1− pkn
|pk¯ − pkn |
 1
max(1,m− pk¯)
∀n ∈N∗. (4.13)
From relations (4.11) and (4.13) we deduce that
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|yn| =
∣∣∣∣
(
1− η|p − p |
)
xk¯ +
η
|p − p |xkn
∣∣∣∣−|xk¯| + η|p − p | |xkn |kn k¯ kn k¯ kn k¯
−|xk¯| +
ηkn(m+ 1− pkn)
|pkn − pk¯|
 η
max(1,m−pk¯)
kn − |xk¯|.
As kn →∞, the sequence (yn) is unbounded, and, as yn ∈ (Cpk¯−η ∪ Cpk¯+η), it follows
that at least one of the sets Cpk¯−η and Cpk¯+η is unbounded.
This contradiction proves that, if all sets Cp are bounded, then there is M > 0 such that
ρp
m+ 2− p M ∀p m,
inequality which implies that
|x|M(m+ 2− 〈h,x〉) ∀x ∈ C.
Consequently,
〈−(M +m+ 3)h, x − (m+ 3)j (h)〉= (M +m+ 3)(m+ 2− 〈h,x〉)+ (M +m+ 3)
M
(
m+ 2− 〈h,x〉)+m+ 3 |x| +m+ 3

∣∣x − (m+ 3)j (h)∣∣ ∀x ∈ C,
relation which contradicts the fact that C is not well-positioned.
We have thus proved that our initial assumption is false, so at least one of the linearly
bounded sets Cp , say Cp¯ , must be unbounded. Thus, the linear manifold Lp¯ satisfies to the
requirements of Theorem 4.2. The proof of the first step is completed.
Step 2. The general case. Let us first prove that there is a separable subspace X1 of X
such that C ∩X1 is not well-positioned.
Set y ∈ C and k ∈ N∗; as C is not well-positioned, Lemma 4.1 implies that
0 ∈ co(MCy,k). Consequently for every n ∈ N∗ we may pick xn ∈ co(MCy,k) such that
|xn| 1/n. As xn belongs to co(MCy,k), there is pn ∈ N∗ and {yn,i: 1  i  pn} ⊂MCy,k
such that xn ∈ co({yn,i : 1  i  pn}), and define Uk = {yn,i : n ∈ N∗,1  i  pn}.
From the definition of MCy,k we deduce that there is a set Rk ⊂ C \ kBX such that
Uk = {x/|x|: x ∈Rk}.
Let X1 = sp(y,⋃k∈N∗ Rk) and K = C ∩X1. Since xn ∈ co(Uk) and xn→ 0, it follows
that 0 ∈ co(Uk) for every k ∈N∗. The definitions of X1 and K imply that, for every k ∈N∗,
Uk ⊆MKy,k . Hence, 0 ∈ co(Uk)⊆ co(MKy,k), for every k ∈N∗.
Since MKy,R1 ⊆MKy,R2 when R1 R2, and as 0 ∈ co(MKy,k) for every k ∈N∗, we deduce
that 0 ∈ co(MKy,R) for every R > 0. From Lemma 4.1 it follows that the closed convex set
K = C ∩X1 is not well-positioned.
As X1 is separable, we have established (Step 1 of the proof) that there is L, a closed
linear manifold of X1 (and thus of X) such that K ∩L is not well-positioned. As L⊆X1,
C ∩L= (C ∩X1)∩L, so C ∩L=K ∩L. Accordingly,L is a closed linear manifold of X
such that C ∩L is not well-positioned, and the proof of Theorem 4.2 is completed. ✷
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Lemma 4.2. Let A be an unbounded convex set of a normed linear space X, h ∈ B(A) and
m> infx∈A〈h,x〉. Then the set Ah,m = {x ∈A: 〈h,x〉m} is unbounded.
Proof. Let us suppose that for some m> infx∈A〈h,x〉, the set Ah,m = {x ∈A: 〈h,x〉m}
is bounded, that is there is ρ > 0 such that Ah,m ⊆ ρBX .
As m> infx∈A〈h,x〉, there is x0 ∈Ah,m such that 〈h,x0〉<m. Consequently, for every
x ∈A \Ah,m we have 0 < (〈h,x〉 −m)/(〈h,x〉 − 〈h,x0〉) < 1, so the element
y = 〈h,x〉 −m〈h,x〉 − 〈h,x0〉x0 +
m− 〈h,x0〉
〈h,x〉 − 〈h,x0〉x
belongs to A. Moreover, 〈h,y〉 =m, so y ∈Ah,m, that is
∣∣∣∣ 〈h,x〉 −m〈h,x〉 − 〈h,x0〉x0 +
m− 〈h,x0〉
〈h,x〉 − 〈h,x0〉x
∣∣∣∣ ρ.
Thus
∣∣∣∣ m− 〈h,x0〉〈h,x〉 − 〈h,x0〉x
∣∣∣∣
∣∣∣∣ 〈h,x〉 −m〈h,x〉 − 〈h,x0〉x0
∣∣∣∣+ ρ. (4.14)
Since h ∈ B(A), we have M = supx∈A〈h,x〉<+∞, then
0 〈h,x〉 − 〈h,x0〉
m− 〈h,x0〉 
M − 〈h,x0〉
m− 〈h,x0〉 ,
and
0 〈h,x〉 −m〈h,x〉 − 〈h,x0〉 
M −m
m− 〈h,x0〉 .
It results from relation (4.14) that
|x| (M − 〈h,x0〉)(M −m)
(m− 〈h,x0〉)2 |x0| +
ρ(M − 〈h,x0〉)
m− 〈h,x0〉 , ∀x ∈A \Ah,m.
Accordingly, the set A \ Ah,m is bounded; therefore, A, as the union of two bounded
sets would be bounded, a contradiction. ✷
5. Application: a convex separation theorem
In any finite-dimensional space, any two closed convex sets C1 and C2 fulfilling
C1 ∩C2 = ∅, C∞1 ∩C∞2 = {0} (5.1)
1246 S. Adly et al. / J. Math. Pures Appl. 82 (2003) 1219–1249
can be strictly separated by means of a closed hyperplane, that is, there exist f ∈X∗ and
t ∈R such that
〈f,x1〉> t > 〈f,x2〉, ∀x1 ∈C1, x2 ∈ C2.
This result is no longer true in a general reflexive Banach space. An additional condition,
describing the behavior at the infinity of at least one of the closed convex sets involved,
is needed. On the basis of Theorem 2.1 we will completely characterize, in a reflexive
Banach space, the class of all closed convex sets C1 that can be strictly separated with a
closed hyperplane from all the closed convex sets C2 fulfilling conditions (5.1). We thus
determine the broadest condition which should be added to (5.1) in order to ensure the
existence of a closed hyperplane strictly separating C1 and C2.
Theorem 5.1. Let X be a reflexive Banach space and let C1 be a closed convex subset of
X containing no lines. The two following statements are equivalent:
(i) C1 is well-positioned;
(ii) every closed convex set C2 such that conditions (5.1) are fulfilled may be strictly
separated from C1, that is, there exist f ∈X∗ and t ∈R such that
〈f,x1〉> t > 〈f,x2〉, ∀x1 ∈ C1, x2 ∈C2.
Proof. (i)⇒ (ii) If C1 and C2 are two closed convex sets such that C1 is well-positioned
and C∞1 ∩C∞2 = {0}, then, making use of Theorem 2.1, it follows that C1 −C2 is closed.
Let f denote the projection of 0 on the closed convex set C1 − C2, i.e., the element of
minimal norm in C1 −C2:
f = PC1−C2(0).
Accordingly,
〈
j−1(f ), x
〉

〈
j−1(f ), f
〉= ‖f ‖2, ∀x ∈C1 −C2.
Therefore,
〈
j−1(f ), x1
〉

〈
j−1(f ), x2
〉+ ‖f ‖2, ∀x1 ∈ C1, x2 ∈ C2.
The above inequality implies that
inf
x∈C1
〈
j−1(f ), x
〉
 sup
x∈C2
〈
j−1(f ), x
〉+‖f ‖2.
Set
t = infx∈C1〈j
−1(f ), x〉 + supx∈C2〈j−1(f ), x〉
2
.
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As C1 ∩C2 = ∅, we deduce that 0 /∈C1 −C2, thenf = 0, and thusinf
x∈C1
〈
j−1(f ), x
〉
 t + ‖f ‖
2
2
> t > t − ‖f ‖
2
2
 sup
x∈C2
〈
j−1(f ), x
〉
.
Accordingly, for every x1 ∈C1 and x2 ∈C2,
〈
j−1(f ), x1
〉
 inf
x∈C1
〈
j−1(f ), x
〉
> t > sup
x∈C2
〈
j−1(f ), x
〉

〈
j−1(f ), x2
〉
,
completing thus the desired implication.
(ii)⇒ (i) LetC1 be a closed convex set containing no lines which is not well-positioned.
By the virtue of Theorem 4.2 (Section 4), there is a closed linear manifold L of X such that
C1 ∩ L is unbounded and linearly bounded. Applying Theorem 2.2 to C1 ∩ L, it follows
that there is g ∈X∗ such that
sup
x∈(C1∩L)
〈g,x〉 = 1 and 〈g,x〉< 1 for all x ∈ (C1 ∩L). (5.2)
Set C2 = {x ∈ L: 〈g,x〉 = 1}. From relation (5.2), it follows that, C1 ∩ C2 = ∅, the linear
functional g is not constant on L, and the closed and convex set C2 is nonempty since
unbounded.
Let V be the linear subspace of X parallel to L. Since the closed and convex set C2 lies
within L, then
C1 ∩C2 = (C1 ∩L) ∩C2, (5.3)
and as C∞2 ⊂ V and C1 ∩L is nonempty since unbounded, we deduce that
C∞1 ∩C∞2 = C∞1 ∩
(
C∞2 ∩ V
)= (C∞1 ∩ V )∩C∞2 = (C1 ∩L)∞ ∩C∞2 . (5.4)
Since C1 ∩ L is linearly bounded, relation (5.4) implies that C∞1 ∩ C∞2 = {0}, while
C1 ∩C2 = ∅.
Suppose that there is f ∈X∗ and t ∈R such that
〈f,x1〉> t > 〈f,x2〉, ∀x1 ∈C1, x2 ∈ C2.
Accordingly,
inf
x∈C1
〈f,x〉 t  sup
x∈C2
〈f,x〉. (5.5)
As C2 is an unbounded linear manifold of X, it follows that every continuous linear
functional bounded from below on C2 is constant on C2. Accordingly, there is t2 ∈ R,
t > t2 such that 〈f,x〉 = t2 for every x ∈C2.
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The linear functional g is not constant on V , so there is v ∈ V such that 〈g, v〉 = 1. As
∗supx∈C1∩L〈g,x〉 = 1, for every n ∈N there is xn ∈ (C1∩L) such that 〈g,xn〉 (n−1)/n.
Set yn = xn + (1− 〈g,xn〉)v; we have yn ∈L and 〈g,yn〉 = 1, that is yn ∈C2.
Consequently, 〈f,yn〉 = t2. Thus,
∣∣t2 − 〈f,xn〉∣∣= ∣∣〈f,yn〉 − 〈f,xn〉∣∣= ∣∣(1− 〈g,xn〉)〈f, v〉∣∣ |〈f, v〉|
n
.
Hence, infx∈C1〈f,x〉 lim infn→+∞〈f,xn〉 = t2 < t, and therefore,
inf
x∈C1
〈f,x〉 t2 < t. (5.6)
The proof of Theorem 5.1 is thus completed as the contradiction between relations (5.5)
and (5.6) shows that for every closed convex set C1 which is not well-positioned, there is
at least a closed convex set C2 such that C1 ∩ C2 = ∅ and C∞1 ∩ C∞2 = {0} that cannot be
strictly separated from C1. ✷
We are now in position to state the broadest setting for the strict convex separation
theorem in a reflexive Banach space: two closed convex sets containing no lines may be
strictly separated by means of a closed hyperplane if both the following conditions are
fulfilled:
(a) C1 ∩C2 = ∅, C∞1 ∩C∞2 = {0}, and
(b) at least one of the sets C1, C2 is well-positioned.
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