The Brain Emotional Learning Based Intelligent Controller (BELBIC) is a neurobiologicallymotivated intelligent controller based on a computational model of emotional learning in mammalian limbic system. The learning capabilities, multi-objective properties, and low computational complexity of BELBIC make it a very promising tool for implementation in real-time applications. Our research combines, in an original way, the BELBIC methodology with a flocking control strategy, in order to perform real-time coordination of multiple Unmanned Aircraft Systems (UAS). The characteristics of BELBIC fit well in this scenario, since almost always the dynamics of the autonomous agents are not fully known, and furthermore, since they operate in close proximity, they are subjected to aggressive external disturbances. Numerical and experimental results based on the coordination of multiple quad rotorcraft UAS platforms demonstrate the applicability and satisfactory performance of the proposed method.
INTRODUCTION
Aiming at the coordination of Multi-Agent Systems (MAS), numerous control strategies have been proposed by research groups from different communities, see for instance (Reynolds (1987) ; Olfati-Saber (2006) ; Ortega et al. (2015) ; Xu and Garcia (2015) ; Jafari (2015) ; Muñoz et al. (2016) ) and the references therein. The mathematical model of flocking, which explains the aggregated motion of an immense number of self-driven entities (agents) and is exhibited by birds, fish, bacteria, insects, and many other living beings who interact as a group, is adopted in most of these MAS control approaches (O'Loan and Evans (1999) ).
Three basic rules were introduced in the seminal work proposed by Reynolds (1987) 
Related Works
Diverse critical aspects should be considered in the real-time implementation of control strategies on mobile robotic platforms, for example, energy expenses and actuator saturation. For instance, a decentralized strategy for performing formation maneuvers by groups of mobile robots considering the actuator saturation issue was introduced in Lawton et al. (2003) . A flocking control approach taking into account bounded control inputs is proposed in Liu and Yu (2009) . Gasparri et al. (2012) and Leccese et al. (2013) et al. (2016) ) and the references therein. The mathematical model of flocking, which explains the aggregated motion of an immense number of self-driven entities (agents) and is exhibited by birds, fish, bacteria, insects, and many other living beings who interact as a group, is adopted in most of these MAS control approaches (O'Loan and Evans (1999) ).
Diverse critical aspects should be considered in the real-time implementation of control strategies on mobile robotic platforms, for example, energy expenses and actuator saturation. For instance, a decentralized strategy for performing formation maneuvers by groups of mobile robots considering the actuator saturation issue was introduced in Lawton et al. (2016)) and the references therein. The mathematical model of flocking, which explains the aggregated motion of an immense number of self-driven entities (agents) and is exhibited by birds, fish, bacteria, insects, and many other living beings who interact as a group, is adopted in most of these MAS control approaches (O'Loan and Evans (1999) ).
Diverse critical aspects should be considered in the real-time implementation of control strategies on mobile robotic platforms, for example, energy expenses and actuator saturation. For instance, a decentralized strategy for performing formation maneuvers by groups of mobile robots considering the actuator saturation issue was introduced in Lawton et al. 
Diverse critical aspects should be considered in the real-time implementation of control strategies on mobile robotic platforms, for example, energy expenses and actuator saturation. For instance, a decentralized strategy for performing formation maneuvers by groups of mobile robots considering the actuator saturation issue was introduced in Lawton et al. Flocking methodologies available in the literature are generally addressing (i) the control effort optimization, (ii) the capability of environmental noise handling, and (iii) the handling of model uncertainty. However, most of these strategies are not considering two critical aspects for real-time implementations: the inclusion of multi-objective properties, and the downsizing of the computational complexity of the algorithm. In fact, by incautiously targeting multiple goals, concurrently with the flocking problem, the computational complexity of the overall problem is not appropriate for a real-time application.
A few methods have tackled the problematic related to computational complexity in MAS control. For example, in recent years neurobiologically-motivated approaches have been extensively employed to overcome such problems. The Brain Emotional Learning Based Intelligent Controller (BELBIC) is one of such techniques, which takes inspiration on the computational model of emotional learning in mammalian brain introduced in Moren and Balkenius (2000) . BELBIC imitates those parts of the brain which are responsible for inducing emotion, i.e., the amygdala, the orbitofrontal cortex, the thalamus, and the sensory input cortex. BELBIC has two main inputs: Sensory Inputs (SI) and Emotional Signal (ES). The flexibility on determining both SI and ES makes this controller a favorable tool for solving multi-objective problems in real-time applications (Beheshti and Hashim (2010)). In addition, the computational complexity of BELBIC is on the order of O (n),because it has a single layered architecture. Due to its multiple benefits, diverse techniques based on BELBIC have shown to be very promising for dealing with model uncertainties, environmental noises, and disturbances (Jafari et al. (2013b); Lucas et al. (2004) ).
Main Contribution
Our contribution is the design and experimental validation of a novel flocking control for practical MAS applications. To fulfill this goal, we employ the computational model of emotional learning in mammalian limbic system, i.e., BELBIC, in combination with a flocking control strategy. The design and experimental validation of the BELBIC-inspired flocking for MAS presented here is an original work, which has shown very promising results. To deal with uncertainty, we take advantage of the learning capabilities of BELBIC, inherently enhancing the flocking strategy in a computationally feasible way. The proposed BELBIC-inspired MAS design provides a practically implementable controller of low complexity with multiobjective properties such as: (i) minimization of the control effort, (ii) handling of system/model uncertainty, and (iii) noise/disturbance rejection. Therefore, our solution is capable of keeping the flocking performance as satisfactory as possible in terms of formation control, obstacles avoidance, and target tracking, while at the same time is practically appropriate for real-time systems. To demonstrate the effectiveness of the proposed approach, a set of numerical simulations and experimental results based on a team of UAS are presented. Furthermore, a comparison between the proposed method and a conventional flocking technique is provided, where it is possible to observe the improved flocking performance achieved by BELBIC.
This paper is organized as follows. The problem formulation, as well as preliminaries about flocking and BELBIC are presented in Section 2. The main contribution is introduced in Section 3, which corresponds to the BELBICinspired flocking control. Section 4 and Section 5 present numerical simulation and experimental results, respectively. Conclusions and future directions of our work are provided in Section 6.
PROBLEM FORMULATION AND PRELIMINARIES

Flock Modelling
Consider n agents, with double integrator dynamics, evolving in an m dimensional space (m = 2, 3). The equations of motion of each agent can be described as
where u i is the control input, q i is the position, and p i is the velocity of the agent i, respectively. The flock topology is modeled by means of a dynamic graph G(υ, ε) which consists of a set of vertices υ = {1, 2, ..., n} representing the agents, and edges ε ⊆ {(i, j) : i, j ∈ υ, j = i} representing the communication link between a pair of agents. The neighborhood set of agent i is described by
where r is a positive constant expressing the range of interaction between agents i and j, and · is the Euclidean norm in IR m . The geometric model of the flock, i.e., the α-lattice (Olfati-Saber (2006) 
