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1. Introduction
In automata theory and theoretical computer science, several kinds of devices able to recognize formal languages have
been proposed and investigated. Different classes of devices can be compared, first of all, from the point of view of their
recognition powers. We mention just two examples of classical results in this area: the equivalence between deterministic
and nondeterministic finite automata, and the fact that deterministic pushdown automata are strictly less powerful than
nondeterministic ones. With a deeper investigation, classes of devices can be compared from the point of view of their
descriptional complexity [1]. The classical example is the simulation of n-state nondeterministic automata by deterministic
automata that can be done using 2n states [2], and cannot be done, in the worst case, with less than 2n states [3–5].
In this paper, we continue this line of research by considering self-verifying automata, a special kind of finite automata,
introduced in [6], with a symmetric form of nondeterminism called self-verifying nondeterminism [7]. This kind of nonde-
terminism was mainly considered in connection with randomized Las Vegas computations, but as pointed out in [8], it is
interesting also per se.
Roughly speaking, in self-verifying nondeterminism, computation paths can give three types of answers: yes, no, and I
do not know. On each input string, at least one path must give answer “yes” or “no”. Furthermore, on the same string, two
paths cannot give contradictory answers, namely both the answers “yes” and “no” are not possible.
Hence, the existence of a computation path ending in an accepting state (an answer “yes”) definitively proves the mem-
bership of the string in the language. This is exactly the sameas for nondeterministic automata. Furthermore, in self-verifying
automata the existence of a computation path ending in a rejecting state (an answer “no”) definitively proves that the string
does not belong to the language. This is in contrast with nondeterministic automata, where the existence of a rejecting path
leaves open the possibility that the input could be accepted by a different path. Thus, the main feature of self-verifying au-
tomata is that, even if the transitions are nondeterministic, when a computation accepts or rejects, the answer is definitively
correct, that is, the automaton “can trust” the outcome of that computation. The name “self-verifying” derives from this
property.
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Fig. 1. A self-verifying automaton for the language {uav | u, v ∈ {a, b}∗ and |v| = 2}.
Self-verifying automata are as powerful as deterministic automata; in particular, the standard subset construction can
be used to convert them to deterministic automata. Hence the question arises of investigating this equivalence from the
descriptional point of view. This problem was previously considered by Assent and Seibert in [9], who proved that in the
deterministic automaton obtained by applying the standard subset construction to a self-verifying automaton certain states
must be equivalent. As a consequence, they were able to show that each n-state self-verifying automaton can be simulated
by a deterministic automaton with O(2n/
√
n) states.
Here we further deepen this investigation by showing that such an upper bound can be lowered to a function g(n)which
grows like 3n/3. We give the exact value of g(n) in the paper. In particular, we associate with each n-state self-verifying
automaton a certain graph with n vertices, and we prove that there exists a deterministic automaton equivalent to to the
given self-verifying automatonwhose state set is isomorphic to the set of themaximal cliques of such a graph. Using a result
from graph theory stating the number of possible maximal cliques in a graph [10], we get the upper bound g(n). In the
second part of the paper, we prove the optimality of this upper bound. For every positive integer n, we describe a binary
language accepted by an n-state self-verifying automaton such that the minimal equivalent deterministic automaton must
have exactly g(n) states.
We next allow self-verifying automata to have multiple initial states, and prove that the cost of the simulation of n-state
self-verifying automata with multiple initial states by deterministic automata is essentially the same as in the case of self-
verifying automata with only one initial state. This cost does not reduce, even if we restrict to self-verifying automata that
use only deterministic transitions and make the only nondeterministic decision at the beginning of the computation, to
choose the initial state. We conclude the paper by presenting some considerations concerning the case of automata defined
over a one-letter alphabet.
2. Preliminaries
Wefix an alphabet. Given a language L ⊆ ∗, we denote by Lc the complement of L, namely the set∗ − L. We assume
that the reader is familiar with the notions of deterministic and nondeterministic finite automata. For short, we denote them
as dfa’s and nfa’s, respectively.
Definition 1. A self-verifying finite automaton (svfa) is a 6-tuple A = (Q , , δ, q0, Fa, Fr), where Q , , δ, q0 are defined
as for standard nondeterministic automata, and Fa, Fr ⊆ Q are the sets of accepting and rejecting states, respectively. The
remaining states, namely the states belonging to Q − (Fa ∪ Fr), are called neutral states.
It is required that for each input string w in ∗, there exists at least one computation ending in an accepting or in a
rejecting state, that is, δ(q0,w) ∩ (Fa ∪ Fr) = ∅, and there are no stringsw such that both δ(q0,w) ∩ Fa and δ(q0,w) ∩ Fr
are nonempty.
The language accepted by A, denoted as La(A), is the set of all input strings having a computation ending in an accepting
state, while the language rejected by A, denoted as Lr(A), is the set of all input strings having a computation ending in a
rejecting state.
It follows directly from the definition that La(A) = (Lr(A))c for each svfa A. Hence, when we say that an svfa A recognizes
a language L, we mean that L = La(A) and Lc = Lr(A).
Example1. Consider theautomatonof Fig. 1.Acceptingand rejecting states aremarkedwithdouble circleswith “yes”or “no”.
Hence, Fa = {q4} and Fr = {q0, q8}. The remaining states are neutral. We now show that the automaton is self-verifying.
First of all, the empty string is rejected.Nowconsider a stringw in {a, b}∗,with1  |w|  2. There exists one computation
onw ending in the rejecting state q8. All the other possible computations onw end in some neutral state. Hence, each string
of length 1 or 2 is rejected. Finally, we consider strings of length at least 3, namely strings of the form w = uσ v, where
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u, v ∈ {a, b}∗, |v| = 2, and σ ∈ {a, b}. We observe that q4 ∈ δ(q0, uav) and δ(q0, uav) ⊆ {q1, q2, q3, q4, q5, q6, q7}.
Because q4 is an accepting state and the other possible reachable states are neutral, all the strings of the form uav with|v| = 2 are accepted. In a similar way, observing that q8 ∈ δ(q0, ubv) ⊆ {q1, q2, q3, q5, q6, q7, q8}, we conclude that all
the strings of the form ubv with |v| = 2 are rejected. This permits us to conclude that the requirements of Definition 1 are
satisfied. Hence, the automaton is self-verifying, and recognizes the language {uav | u, v ∈ {a, b}∗ and |v| = 2}.
Given an svfa A recognizing a language L, we can immediately get two nfa’s accepting languages L and Lc , respectively.
These automata have the same states, the same transitions, and the same initial state as the svfa A. The sets of final states
are Fa and Fr , respectively.
On the other hand, having two nfa’s accepting languages L and Lc , we can construct an svfa for the language L by adding
a new initial state connected via ε-transitions to the initial states of the two nfa’s. The set of accepting states of this svfa
consists of all final states of the nfa for L, while the set of rejecting states contains all final states of the nfa for Lc .
The above observations give the following relationships between the sizes of svfa’s and nfa’s recognizing the same
language.
Theorem 1 [8, Observation 4.2]. For a regular language L, let ns(L) and svs(L) denote the smallest number of states in any nfa
and svfa recognizing the language L, respectively. Then
max {ns(L), ns(Lc)}  svs(L)  1 + ns(L) + ns(Lc).
Let G = (V, E) be an undirected graph. We recall that each complete subgraph of G is called a clique. We also say that a
subset α ⊆ V forms a clique if the subgraph of G induced by α, namely the graph (α, E ∩ (α ×α)), is a clique. Furthermore,
a clique α ⊆ V ismaximal if each subset properly containing α does not form a clique.
In [10], Moon and Moser stated the following exact bound for the number of maximal cliques in a graph.
Theorem 2 [10]. Let f (n) denotes the maximum number of possible maximal cliques in a graph with n nodes. If n  2, then
f (n) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
3
n/3, if n ≡ 0 (mod 3),
4 · 3
n/3−1, if n ≡ 1 (mod 3),
2 · 3
n/3, if n ≡ 2 (mod 3).
Notice that each graph having only one node contains exactly one clique. Hence f (1) = 1.
3. Conversion of self-verifying finite automata to deterministic finite automata
Self-verifying automata are a special case of nondeterministic automata. Hence, the standard simulation of nfa’s by dfa’s
given by the subset construction can be used also to simulate svfa’s. In this section, by investigating some properties of svfa’s
and of the corresponding subset automata, we show how it is possible to reduce the number of states of resulting dfa’s. More
precisely, the main result of this section is an upper bound on the number of states of minimal dfa’s equivalent to n-state
svfa’s.
Throughout the section, consider a fixed svfa A = (Q , , δ, q0, Fa, Fr) with n states. Given a state q in Q , we de-
note by Laq and L
r
q, respectively, the set of strings accepted and the set of strings rejected starting from q, that is, L
a
q =
{x ∈ ∗ | δ(q, x) ∩ Fa = ∅} and Lrq = {x ∈ ∗ | δ(q, x) ∩ Fr = ∅}. As a consequence of the definition of svfa’s, the follow-
ing hold for state q0:
• Laq0 ∪ Lrq0 = ∗, namely the automaton Amust give an answer on each string (completeness);• Laq0 ∩ Lrq0 = ∅, namely the automaton A cannot give two contradictory answers on the same string (consistency).
Note that the conjunction of the two statements is equivalent to Laq0 = (Lrq0)c . If q is a reachable state of A, then Laq ∩ Lrq = ∅.
Otherwise, if q is not reachable, it is possible that the languages Laq and L
r
q are not disjoint. However, we can remove all
unreachable states from the svfa A, without affecting the accepted and rejected languages. Hence, in the following we
assume that each state q of the svfa A is reachable, and so Laq ∩ Lrq = ∅.
Applying the standard subset construction to the svfa A, we get an equivalent dfa. Such a dfa, restricted to its reachable
states, will be called in the following the subset automaton associated with the svfa A.
While for a state q of an svfa with q = q0 it can happen that starting from q and reading a string x neither accepting
nor rejecting states are reachable, for the states of the subset automaton we can prove a completeness condition. For each
subset α of Q , we consider the languages accepted and rejected starting from α given by
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Laα =
⋃
q∈α
Laq and L
r
α =
⋃
q∈α
Lrq,
and we prove the following lemma.
Lemma 3. Let α be a state of the subset automaton. Then Laα ∩ Lrα = ∅ and Laα ∪ Lrα = ∗, that is, Laα = (Lrα)c .
Proof. Since α is a state of the subset automaton, it must be reachable. Let x be a string in ∗ such that δ(q0, x) = α.
Suppose that there is a string y such that y ∈ Laα ∩ Lrα . Then δ(q0, xy) ∩ Fa = ∅ and δ(q0, xy) ∩ Fr = ∅, and so the svfa A
gives two contradictory answers for the string xy. This is a contradiction. In a similar way, if it would be a string y such that
y /∈ Laα ∪ Lrα , then we get that xy /∈ Laq0 ∪ Lrq0 . This would mean that the string xy is neither accepted nor rejected by the svfa
A, a contradiction. 
In order to state an upper bound on the number of states of the minimal dfa equivalent to the svfa A, it is useful to
count how many reachable subsets of the state set Q , representing different languages, are possible, or to find equivalence
conditions for the states of the subset automaton.
In [9] it has been shown that given two reachable states α and β of the subset automaton, the inclusion α ⊆ β implies
that states α and β are equivalent. In light of Lemma 3, this is due to the fact that α ⊆ β implies that Laα ⊆ Laβ and Lrα ⊆ Lrβ ,
which combined with the completeness conditions of the lemma, gives Laα = Laβ and Lrα = Lrβ . In the following, we show
that, actually, in the subset automaton, the state equivalence is implied by a weaker condition.
To this aim, we introduce a compatibility relation on the state set Q . Intuitively, two states p, q of the svfa A are compatible
if and only if two computations starting from p and q cannot give contradictory answers on the same string. We now define
this notion formally.
Definition 2. Two states p, q of the svfa A are compatible if and only if
(Lap ∪ Laq) ∩ (Lrp ∪ Lrq) = ∅.
The compatibility graph of the svfa A is the undirected graph whose vertex set is Q , and which contains an edge {p, q} if and
only if states p and q are compatible.
It follows from the above discussion that if α is a state of the subset automaton, then all states p, q in the set α must be
compatible. Hence, each reachable state of the subset automaton is represented by a clique in the compatibility graph. The
following lemma allows us to restrict our attention only tomaximal cliques.
Lemma 4. Let α, β be two states of the subset automaton such that α ∪ β is a clique in the compatibility graph of the svfa A.
Then α and β are equivalent.
Proof. Before proving the lemma, we notice that at the first glance the statement seems to be very close to Claim 3.2 in [9].
However, that claim does not apply when α ∪ β is not a reachable state of the subset automaton.
By contradiction, assume that there is a string x in ∗ which is accepted by the subset automaton from state α and
rejected from state β . It follows that there is a state p in α and a state q in β such that the string x is accepted by the svfa A
from state p and rejected from state q. This means that states p and q are not compatible, which contradicts our assumption
that α ∪ β is a clique in the compatibility graph of the svfa A. 
We are now able to state our upper bound on the number of states in the minimal dfa equivalent to a given svfa.
Theorem 5. For every self-verifying finite automaton of n states, there exists an equivalent deterministic finite automaton of
1 + f (n − 1) states, where f (n) is the maximum number of maximal cliques in a graph with n nodes.
Proof. Each state of the subset automaton is a clique in the compatibility graph. By Lemma 4, two states that form cliques
contained in the same maximal clique, are equivalent. Hence, the subset automaton can be reduced to an equivalent dfa
with atmost one state for eachmaximal clique in the compatibility graph.We count the number of such cliques. First, notice
that Laq0 = (Lrq0)c . It follows that if two states p and q are compatible with the initial state q0, then they are compatible with
each other. Hence, in the compatibility graph, there is exactly one maximal clique containing the initial state q0, while the
other maximal cliques can involve the remaining n − 1 states. Using Theorem 2, we get at most 1 + f (n − 1) states. 
4. Optimality
In this section,we study the optimality of the simulation of self-verifying finite automata by deterministic finite automata
presented in Section3.Weprove that for everyn, there exists an svfa ofn stateswith abinary input alphabetwhose equivalent
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Fig. 2. The self-verifying finite automaton An in the case of n = 1 + 3m andm  2.
minimal dfa has 1+ f (n− 1) states. In this way, if the number of input symbols is at least two, we get a lower bound exactly
matching our upper bound stated in Theorem 5.
For the sake of simplicity, we start by considering the case of n = 1+ 3m, withm  2. In the second part of this section,
we will discuss how to extend our argument to the other values of n.
Let An = (Q , {a, b}, δ, q0, Fa, Fr), where n = 1 + 3m and m  2, be the automaton depicted in Fig. 2 and defined as
follows:
• Q = {q0} ∪ {(i, j) | 0  i  2, 1  j  m},• δ(q0, a) = δ(q0, b) = {(0, 1), (0, 2), . . . , (0,m)},
and for all i, j with 0  i  2 and 1  j  m,
δ((i, j), a) =
⎧⎨
⎩
{(i, j + 1)}, if j < m,
{(0, 1)}, otherwise,
δ((i, j), b) = {((i + 1) mod 3, j)},
• Fa = {q0, (0,m)},• Fr = {(1,m), (2,m)}.
In Fig. 2, the states other than q0 are represented by a grid according to the two components in their names.
We informally describe how An accepts or rejects input strings. First of all, we observe that the automaton accepts the
empty string in the initial state. Consider now a string w = σw′, with σ ∈ {a, b}, w′ ∈ {a, b}∗, and denote by m0 the
number of occurrences of the symbol a inw′, countedmodulom. From the initial state, reading the symbol σ , the automaton
reaches one nondetermistically chosen state (0, j), 1 ≤ j ≤ m, in the first row of the grid. This first move of the automaton
can be interpreted as a guess concerningm0. In particular, the automaton guesses thatm0 = m − j.
This guess will be verified by scanning w′. In fact, the second component in the names of the states counts the number
of a’s modulo m. If the guess is wrong, the computation will end in some state (i, h), with h = m, so in a neutral state. On
the other hand, if the guess is correct, the computation will end in one of the states on the rightmost column of the grid,
that is, in a state which is either accepting or rejecting. The acceptance depends on the first component, which counts the
number of b’s modulo 3. For example, if the state reached after the guess is (0,m− 1) andw′ = bbabb, then the automaton
will finally reject in the state (1,m).
However, the counter for b’s is reset whenever a transition on symbol a from a state in the rightmost column is executed.
In fact, such a transition leads to state (0, 1). For instance, starting again from state (0,m − 1) with w′ = bbabbabbam−1b,
the automaton after reading the prefix bbabbwill reach state (1,m) and then, reading a, state (0, 1), hence “forgotting” the
information about the occurrences of b. From state (0, 1), reading the remaining suffix bbam−1b of the input, which contains
m − 1 occurrences of a’s and 3 occurrences of b’s, the automaton will finally reach the accepting state (0,m). Hence, the
occurrences of b that are relevant for the acceptance or rejection of the input string are those in the suffix which starts with
the transition leading to (0, 1), that is, the shortest suffix v of w′ which contains the lastm occurrences of a.
By summarizing, we can observe that a string w = σw′, with σ ∈ {a, b} and w′ ∈ {a, b}∗, is accepted exactly in these
two cases:
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• w′ contains less thanm occurrences of a and a number of occurrences of bwhich is a multiple of 3,
• w′ = uv, where v ∈ (ab∗)m contains a number of occurrences of bwhich is a multiple of 3.
Let us now study in a more formal way the properties of the automaton An.
First of all, we show that An is self-verifying. To do this, and also for the subsequent discussion, it is useful to consider the
following family Q ′ of subsets of Q :
Q ′ = {{(x1, 1), . . . , (xm,m)} | x1, . . . , xm ∈ {0, 1, 2}}.
Each set belonging to Q ′ corresponds to a choice of one element in each column of the grid. Notice that after applying a
transition by a or by b to all the states in a set belonging to Q ′, we reach a set of states which still belongs to Q ′. Extending
this argument to strings we get the following remark.
Remark 1. For each α in Q ′ and each w in ∗, the set δ(α,w) belongs to Q ′.
Furthermore, from the initial state, by reading a or b, we reach the set {(0, 1), . . . , (0,m)} belonging toQ ′. Hence, for each
string x in+, the set δ(q0, x) contains exactly one of the states (0,m), (1,m), (2,m). Thus, for each string, the automaton
reaches an accepting or a rejecting state, and it cannot give two contradictory answers on the same string. Notice that the
empty string is accepted since state q0 is accepting. This permits us of concluding that the automaton An is self-verifying.
We now closely study the properties of the computations of the svfa An. As a consequence of the previous discussion and
of Remark 1, it turns out that in the subset automaton Asub associated with the svfa An, all states that can be reached besides
the initial state {q0} belong to Q ′. We now show that all the elements of Q ′ are reachable.
In the following, an element {(x1, 1), . . . , (xm,m)} belonging to Q ′ will be denoted simply as the vector (x1, . . . , xm) in{0, 1, 2}m.Withasmall abuseofnotation, forvectors (x1, . . . , xm)and (y1, . . . , ym) in {0, 1, 2}m,wewillwrite (y1, . . . , ym) =
δ((x1, . . . , xm),w), if the state set corresponding to the vector (y1, . . . , ym) is reached from the state set corresponding to
the vector (x1, . . . , xm) by reading the string w in 
∗.
Hence, for each vector (x1, . . . , xm) in {0, 1, 2}m, the following holds:
• δ((x1, . . . , xm), a) = (0, x1, . . . , xm−1),• δ((x1, . . . , xm), b) = ((x1 + 1) mod 3, . . . , (xm + 1) mod 3).
From the first equality, we can see that the string am can be used to “reset” the “grid part” of the automaton, that is,
δ((x1, . . . , xm), a
m) = (0, . . . , 0) for each vector (x1, . . . , xm) in {0, 1, 2}m. Hence, state (0, . . . , 0) is reachable from each
state belonging to Q ′. We now prove the converse.
Lemma 6. For each vector (x1, . . . , xm) in {0, 1, 2}m, the state set corresponding to vector (x1, . . . , xm) is reachable in the dfa
Asub.
Proof. Notice that (x1, . . . , xm) = δ((0, x2 − x1, . . . , xm − x1), bx1), where subtraction is modulo 3. So, it is enough to
prove that all state sets corresponding to vectors (0, y1, . . . , ym−1) with yi in {0, 1, 2} are reachable.
Let y = y1 · · · yk be a string over {0, 1, 2} of length k, 0  k  m − 1, and let us show by induction on k that for each z
in {0, 1, 2}, the state set corresponding to vector (0, y1, . . . , yk, z, z, . . . , z) is reachable.
The basis, k = 0, holds true since for each z, state (0, z, z, . . . , z) can be reached from state (0, . . . , 0) by bza. For the
induction step, let y = y1 · · · yk be a string of length k. Then state (0, y2 − y1, . . . , yk − y1, z − y1, . . . , z − y1), where
subtraction is taken modulo 3, is reachable by induction hypothesis, and it goes to state (0, y1, . . . , yk, z, . . . , z) by the
string by1a. Hence state (0, y1, . . . , yk, z, . . . , z) is reachable, which completes our proof. 
As a consequence of Remark 1 and Lemma 6, it turns out that in the subset automaton Asub associated with the svfa An,
the set of reachable states coincides with {q0} ∪ Q ′. Hence, its cardinality is 1+ 3m. We now prove that the automaton Asub
is minimal.
Lemma 7. The states of the subset automaton Asub associated with the svfa An are pairwise distinguishable.
Proof. Given two different vectors x = (x1, . . . , xm) and y = (y1, . . . , ym), let j, 1  j  m, be an index such that xj = yj .
We remind that xj, yj ∈ {0, 1, 2}. States (0, j) and (1, j) of the svfa An are not compatible because, for instance, the string
am−j is accepted by a computation starting from state (0, j), but rejected by a computation starting from state (1, j). The
same string can be used to show that even states (0, j) and (2, j) are not compatible, while the string am−jb can be used
to prove that states (1, j) and (2, j) are not compatible. Hence, in all possible cases we conclude that there exists a string
w witnessing the fact that states (xj, j) and (yj, j) of the svfa An are not compatible. By the standard properties of subset
automata, it follows that the same stringw distinguishes states corresponding to vectors x and y. Since the initial state {q0}
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of the subset automaton Asub is accepting, it cannot be equivalent to any subset ofQ
′ that contains either state (1,m) or state
(2,m). Each subset of Q ′ that contains state (0,m) is distinguishable with {q0} by the string b. This concludes our proof. 
As a corollary of the two lemmata above we get the following result.
Lemma 8. The minimal dfa equivalent to the n-state svfa An of Fig. 2 is the subset automaton Asub associated with An and it has
1 + 3(n−1)/3 states.
If n = 3m + 2, where m  2, then we modify the definition of An, by introducing the extra state (3, 1). Furthermore,
we define δ((2, 1), b) = {(3, 1)}, δ((3, 1), b) = {(0, 1)}, and δ((3, 1), a) = δ((2, 1), a) = {(2, 2)}. The other transitions
are unchanged. With this modification, the first column in the grid in Fig. 2 becomes a loop of 4 states. All the states in this
column are still not compatible with each other. Along the same lines of the previous proofs, in particular of Remark 1 and
Lemma 6, we can prove that the set of reachable states in the subset automaton associated with this svfa corresponds to
{q0} plus (an isomorphic copy of) the set {0, 1, 2, 3}× {0, 1, 2}m−1. All these states are pairwise distinguishable. Hence the
minimal dfa equivalent to the svfa An has 1 + 4 · 3m−1 states.
If n = 3m, where m  2, then the original definition of An is changed by removing the state (2, 1) and the outgoing
transitions. Furthermore, the transition on symbol b from state (1, 1) to state (0, 1) is added. Hence the loop on symbol b in
the first column (see Fig. 2) is of length 2. In this case, let us prove that the set of states of the minimal dfa equivalent to the
svfa An is isomorphic to {q0} ∪ {0, 1} × {0, 1, 2}m−1. To do this, we have to modify the proof of reachability in Lemma 6.
The basis holds true since (0, . . . , 0) goes to (0, 1, 1, . . . , 1) by ba, and to (0, 2, 2, . . . , 2) by bb. The induction step is the
same as in Lemma 6 if y1 = 0 or y1 = 1. In the case of y1 = 2, state (0, 2, y2, . . . , yk, x, . . . , x) can be reached by the string
ab2 from state (0, y2 − 2, . . . , yk − 2, x − 2, . . . , x − 2) which is reachable by induction. Hence the number of states is
1 + 2 · 3m−1.
With the above considered cases, we get the optimality for every n starting with n = 6. Using the same examples, we
also prove the optimality for n in {3, 4, 5}. In particular, for these values of n, we get that n = 1 + f (n − 1), and the svfa
coincides with the minimal dfa.
Finally, we consider the cases of n = 1 and n = 2. All the transitions in an svfa with one state must be self-loops.
Hence the svfa is already a dfa. On the other hand, if a svfa has two states, one accepting and the other rejecting, then every
nondeterministic transition in such an automaton would imply both the acceptance and the rejection of the same string.
Hence, also in this special case the svfa coincideswith theminimal dfa. By summarizing, themain result of this paper follows.
Theorem 9. For each positive integer n and each n-state self-verifying finite automaton, there exists an equivalent deterministic
finite automaton with g(n) states, where
g(n) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1 + 3(n−1)/3, if n ≡ 1 (mod 3) and n  4,
1 + 4 · 3(n−2)/3−1, if n ≡ 2 (mod 3) and n  5,
1 + 2 · 3n/3−1, if n ≡ 0 (mod 3) and n  3,
n, if n  2.
Furthermore, for each positive integer n, there exists a binary n-state svfa An such that theminimal dfa equivalent to An has exactly
g(n) states.
5. Svfa’s with multiple initial states
Nondeterministic automata can be extended by allowing multiple initial states [11]. Even for svfa’s, nondeterministic
capabilities can be increased by adding this feature. In this case, at the beginning of the computation, the starting state is
chosen from a set of possible initial states. Along the same lines of Section 3, we can study the cost of the simulation by
deterministic automata. In particular, we get the following tight bound, which is slightly different from that for svfa’s with
only one initial state.
Theorem 10. For every n-state svfa with multiple initial states, there exists an equivalent dfa with at most f (n) states, where
f (n) is the maximum number of maximal cliques in a graph with n nodes. This bound is tight in the binary case, even if the only
nondeterministic step is at the beginning of the computation and all the transitions of the automaton are deterministic.
Proof. The states of the minimal dfa equivalent to an svfa A correspond to the maximal cliques in the compatibility graph
of A. Notice that all the initial states must be compatible with each other. Hence, the initial state of the dfa is the maximal
clique which contains all the initial states of A; such a clique may contain also other states. On the other hand, each initial
state can belong also to other maximal cliques. Hence, the upper bound is f (n).
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To prove optimality, we define an automaton Bn by removing from the svfa An+1, described in Section 4, the initial state
q0 and by considering the set {(0, 1), (0, 2), . . . , (0,m)} of possible initial states. By our results in Section 4, the minimal
dfa equivalent to Bn must have f (n) states. The transition diagram of the svfa Bn is deterministic. The only nondeterministic
step is at the beginning of the computation for choosing the initial state. 
Hence, we actually proved that the tight cost of the simulation of n-state multiple initial state svfa’s by dfa’s is f (n), even
if the only nondeterministic step is at the beginning of the computation and all the transitions of the automaton are deterministic.
A similar phenomenon happens for deterministic automata with multiple initial states. In [12] it has been proved that for
each integer n, there exists a language accepted by an n-state deterministic automaton with multiple initial states such that
the minimal equivalent dfa has 2n − 1 states.
6. The unary case
We conclude the paper with some considerations concerning the unary case. Theorem 9 gives a tight bound on the
number of states of a dfa equivalent to a given n-state svfa. We have proved the optimality of this bound by considering a
family of automata with a two-letter input alphabet. Hence, we can immediately ask whether or not the optimality holds in
the case of automata with a one-letter alphabet. The answer to this question is negative. In fact, as proved by Chrobak [13],
the cost, in term of the number of states, of the optimal conversion of unary nfa’s to dfa’s is given by a function F(n), such
that F(n) = e(
√
n ln n). Since this function grows slowly than the bound g(n) given in Theorem 9, and svfa’s are special nfa’s,
it turns out that F(n) is a better upper bound for the conversion of unary n-state svfa’s into dfa’s.
The next natural question is whether or not the upper bound F(n) is tight. Even in this case, the answer is negative. We
can prove this by contradiction. Suppose that a unary language L is accepted by an n-state svfa, and the minimal dfa for L
has F(n) states. By Theorem 1, both languages L and Lc are accepted by n-state nfa’s. However, in [14] it has been proved
that if a unary language L is accepted by an n-state nfa and the minimal dfa accepting L has F(n) states, that is, the language
L is a worst case for the determinization, then each nfa accepting Lc should have at least F(n) states, which implies that
the nondeterminism is useless in order to recognize the language Lc . This gives a contradiction, and proves the following
theorem.
Theorem 11. For every unary n-state self-verifying finite automaton, there exists an equivalent deterministic finite automaton
with less than F(n) states.
At the moment, we do not know a better upper bound than F(n) for the conversion of unary n-state svfa’s to dfa’s. On
the other hand, an e	(
3
√
n ln2 n) lower bound for this conversion was recently obtained in [15].
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