Weighted salience models are a popular framework for image-driven visual attentional processes. These models operate by: sampling the visual environment; calculating feature maps; combining them in a weighted sum and using this to determine where the eye will fixate next. We examine these stages in turn. We find that a biologically plausible non-uniform retinal sampling causes feature coding unreliability. The linear weighted sum operation seems an adequate model if statistical feature dimension dependencies are considered. Using signal detection theory we find good discrimination between targets and non-targets in the weighted sum, but the fixation criterion of 'peak salience' is suboptimal.
Introduction
The human retina samples the visual environment in a non-uniform way. The central part of vision (the fovea) has a very high density of photoreceptors but away from this central region the receptor density rapidly decreases with retinal eccentricity. Because of this pattern of photoreceptor sampling, the eyes need to move in order that the particular area of interest is projected onto the high-resolution fovea (Walls, 1962 ). This in turn requires some system to guide eye movements to appropriate areas of the visual world. By definition this guidance process has to rely on visual information that is not sampled at a high resolution. A central question is what visual signals determine where the eyes move to?
One approach to this question is to investigate which visual characteristics of a scene are more likely to be fixated and a number of studies have shown reliable differences between the visual characteristics of fixated locations compared to non-fixated locations (Baddeley & Tatler, 2006; Krieger, Rentschler, Hauske, Schill, & Zetzsche, 2000; Mannan, Ruddock, & Wooding, 1997; Parkhurst, Law, & Niebur, 2002; Parkhurst & Niebur, 2003; Reinagel & Zador, 1999; Tatler, Baddeley, & Gilchrist, 2005) . These results suggest that particular visual properties provide input to the oculomotor system and in turn this has provided support for models of saccade selection in which visual features drive eye movements in a bottom-up manner. Within some accounts of this type the eye is drawn, in a relatively automatic manner, to distinctive or 'salient' items in the visual display (Itti & Koch, 2000; Parkhurst et al., 2002 & Theeuwes et al., Theeuwes, Kramer, Hahn, & Irwin, 1998 . These items are often thought of as areas of high feature contrast, but the notion has recently been formalised into a probabilistic model of surprise (Itti & Baldi, 2006) .
Of course a reliable difference in the visual features at fixated and non-fixated regions is not sufficient to conclude that a low-level strategy is in operation. For example a purely high-level strategy of 'search for the yellow things' could produce reliable feature differences between fixated 0042-6989/$ -see front matter Ó 2007 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2007.02. 014 and non-fixated regions as this high-level strategy would direct the eyes to a specific collection of perceptual features, see Pomplun (2006) . Much of visual search theory suggests that this is exactly what the visual system is good at (see e.g. Wolfe, 1994) .
A number of studies demonstrate that atypical or surprising visual events do determine where the eyes move to. In an oculomotor capture paradigm the eyes move automatically to an abrupt-onset stimulus even when the distracter has no common features with a target object and is task irrelevant (Theeuwes et al., 1998) . However more recent work has demonstrated that this capture effect can be modulated by top-down control (Ludwig & Gilchrist, 2002 , 2003a , 2003b Theeuwes, Kramer, Hahn, Irwin, & Zelinsky, 1999; Theeuwes, 2004; van Zoest, Donk, & Theeuwes, 2004) .
Beyond these involuntary effects the question then becomes what role low-level visual features play in determining where the eyes go. It has been clear since Yarbus's classic demonstration (Yarbus, 1967, chap . VII) that the scan paths over an image can be drastically altered by task instruction and so that low level image features cannot entirely account for eye movements. A real challenge for the view that low-level visual features play a dominant role in directing the eyes comes from studies of eye tracking in humans completing real world tasks such as, driving (Land & Horwood, 1995; Land & Lee, 1994) ; preparing cups of tea (Land & Hayhoe, 2001) , making a sandwich (Hayhoe, 2000) , or playing cricket (Land & McLeod, 2000) . These studies convincingly demonstrate that eye movements in these tasks precede action, actively seeking out information in the world which helps complete real tasks. Such saccades are goal and task directed.
The 'weighted feature' or 'salience map' form of models (de Brecht & Saiki, 2006; Itti & Koch, 2000 , 2001 Parkhurst et al., 2002) are thought to provide the ability to incorporate top-down knowledge of target visual properties within a bottom-up feature driven account of targeted eye movements. Despite small differences in implementation of such models, they all have the same basic operation:
1. The visual environment is sampled by the retina. 2. A variety of visual feature maps are calculated. 3. Possible within-or between-map interactions.
4. An overall 'salience' or 'target' map is calculated by a weighted sum of feature maps. 5. This map is used to decide where to fixate next.
Within this approach, the ability to direct the eye to specific target objects can potentially be achieved through the specific weighting of feature maps in step (4) above. For example, feature maps which correspond to features of the target would be weighted highly, but maps which extract visual features which are absent in the target would be weighted with low or zero values.
Clearly, the first step of this model where the visual environment is sampled by the retina, is of primary importance as it determines the nature of the visual information available to the rest of the model. The space-variant arrangement of photoreceptors in the retina is a fundamental property of the human visual system. Integrating this property of the visual system into such models is an important step in testing their plausibility as models for the human visual system. Indeed the use of a standard uniform sampling scheme (Fig. 1, top) negates the need to refixate an object in the current field of view: refixation would not deliver any higher resolution sampling benefit. The need to fixate a given location is intrinsically linked to space variant sampling, and so any model of spatial selection should include this property (Fig. 1, bottom) .
In this paper we investigate the effects of incorporating space-variant sampling of the visual scene into the weighted feature model (see Fig. 2 ). First, wide angle natural images are sampled by the photoreceptors; the fine foveal and coarse peripheral sampling is shown schematically in Fig. 2a . From these photoreceptor activations, a set of feature maps is calculated and we find that spatial aliasing problems cause feature coding unreliability. These feature maps are combined in a linear weighted sum, resulting in a final target map where Previous weighted salience models utilise standard images as input which typically have a field of view around 45°wide and have a regular square lattice arrangement of pixels, with a uniform high sampling density over the entire image (upper figure). Images are convenient and easy to process using convolution or Fourier methods. In this paper we use a spacevariant distribution of photoreceptors (lower figure) which captures the gross characteristics of wide field of view (150°wide, 100°high) and a sampling density which decreases as a power law with retinal eccentricity.
targets ideally have highest activation and non-targets have lowest activation (see Fig. 2b ). Using signal detection theory, we asses the ability to discriminate targets from non-targets on the salience map. In weighted feature models, fixations are directed to the point of peak salience. We determine the effect of this fixation criterion by calculating a probability of fixating the target above that expected from a random fixation strategy.
Methods

Image dataset
A dataset of natural images was collected with a Nikon D50 SLR camera, each image containing 1 of 4 different targets. The targets were: a brown coloured coffee mug target located in kitchen and office scenes; a variety of traffic sign targets of different shapes and colours in various roadside locations; a bunch of ripe yellow bananas located in various garden foliage backgrounds; and a clear wine glass target located in kitchen backgrounds (see Fig. 3 ). To vary the fovea-to-target distance relationship for each scene, photos were taken with the camera held in a single static position but pointing in one of approximately 10 different directions around the target. Images were acquired from around 17 different scenes, resulting in a total of 171 images of road signs, 172 images for the wine glass and coffee mug, and 180 images for the bunch of bananas.
To reflect the wide field of view of the human visual system we used a Nikon 10.5 mm fisheye lens that had a fixed field of view of 180°d iagonally with a 3:2 horizontal/vertical aspect ratio thus covering 149.8°on the horizontal meridian and 99.7°on the vertical meridian. Images were captured in RAW format at 3008 · 2000 pixel resolution and converted to uncompressed tiff images. A wide field of view is important because, on average, it leads to a dramatic increase in the number of non-target items. The fisheye lens had a constant value of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 3008 2 þ 2000 2 p =180 % 20 pixels per degree (radially).
Space-variant photoreceptor sampling
Initial photoreceptor locations had power law spacing, and a uniform angular distance, (see Vincent, Baddeley, Troscianko, & Gilchrist, 2005) . To avoid one problem arising from spatial aliasing (Gabor filters aligned with a 'ray' of photoreceptors all in a line from fovea to periphery) the photoreceptor locations were perturbed. All photoreceptors were rotated by a random angle, uniform between 0°and 360°. Photoreceptor eccentricity was perturbed by multiplicative Gaussian noise with zero mean and the standard deviation was low in the periphery but increased with the square of retinal eccentricity, r = 0.012AEd 2 , where d is the retinal eccentricity of the photoreceptor in degrees. As a result foveal receptors are perturbed less than peripheral receptors. In some species, photoreceptor sampling has significant anisotropies, but findings for the human suggest a more radially symmetrical distribution (with the exception of the nasal field) (Jonas, Schneider, & Nauman, 1992) . Therefore we defined an approximately rotationally symmetric distribution for simplicity, but scaled to have a horizontal/vertical aspect ratio of 3:2, matching the aspect ratio of the images in the dataset achieving the widest field-of-view as possible. The photoreceptors have an initial density of 206.3 receptors/degree 2 in the fovea, falling off to a mean of 0.22 receptors/degree 2 for receptors beyond 70°retinal eccentricity.
Visual feature maps
For every image in the dataset, a space variant set of salience maps were calculated. Due to the space-variant arrangement of photoreceptors, it is not appropriate to simply convolve a filter, such as a difference of Gaussian, with an input image (see Vincent et al., 2005) . Instead here we evaluate the sensitivities of a set of neurons to different photoreceptor locations, thus defining a set of receptive fields. These receptive fields are evaluated at a space-variant set of locations-similar to those in Vincent et al. (2005) but instead of deriving what the receptive fields are, we explicitly define them. The units within the visual feature maps also have a topographic arrangement, and their locations are defined in the same way as the photoreceptor locations described above. For simplicity, each map has the same number and spatial distribution of units, which allows a simple weighted sum operation to be used for map combination. The consequences of this not being the case in physiology are addressed in the discussion.
We calculated 11 types of feature maps, each at a low and a high spatial scale resulting in a total of 22 visual feature maps.
• Luminance: Luminance was defined as the sum of the red and green responses at each photoreceptor location. Local luminance was defined using Gaussian receptive fields on 2 spatial scales with standard deviations of 5°and 10°.
• Luminance extremes: Recent results suggest that people avoid low frequency luminance extremes, such as dark shadowed areas or bright skies (Baddeley & Tatler, 2006; Tatler et al., 2005) . Therefore, we First, target discriminability is calculated using area under ROC curves based on target and non-target salience distributions. Second, the percent above chance of fixating the target is calculated based upon the peak 5% of salience values which is shown as a schematically as binary topographic map.
calculated a luminance extreme feature map that is the absolute difference from mean luminance, again using Gaussian receptive fields on 2 spatial scales with standard deviations of 5°and 10°.
• Local luminance contrast: Difference of Gaussian receptive fields (with zero DC) were used to calculate within-map local luminance contrast. This was applied to luminance at 2 spatial scales, centre components with standard deviations of 2.5°and 5°with surround deviations being double that of the centre. The outputs of the difference of Gaussian receptive fields were rectified to avoid negative salience values.
• Oriented edges: Salience maps of oriented elliptical Gabors were also calculated. The grating component was set at high and low spatial frequencies (1/15 and 1/50 cpd) and the phase was set so filters were oddsymmetric meaning that the receptive fields had zero response to mean luminance (i.e. zero DC). Filters at orientations of À45°, 0°, 45°and 90°were calculated. The Gaussian window component of the Gabors had a circular aspect ratio. Outputs were also rectified.
, [where L = R + G] maps were calculated (see Párraga, Troscianko, & Tolhurst, 2002) . Local chromaticity was calculated at 2 spatial scales, using Gaussian receptive fields with standard deviations of 5°and 10°. These isoluminant responses give values between À1 and 1, where 0 is grey. Each map was split into two, thus creating four separate red, green, blue and yellow maps all with values in the range 0-1.
• Local colour contrast: Difference of Gaussian receptive fields were also used to calculate local colour contrast on the isoluminant red/green and blue/yellow maps. Two spatial scales were calculated, centre components with standard deviations of 2.5°and 5°and surround deviations being double that of the centre. Outputs were also rectified.
Calculating the weighted salience map
The weighted salience model calculates an overall salience map using a linear weighted sum of all feature maps. For any particular image, this overall salience map s = [s 1 ,. . .s N ] (where there are N spatial locations) was calculated by
where there are M = 22 feature maps, x m = [x 1 , . . ., x N ] is the vector of activity for map m, and w = [w 1 , . . ., w M ] is a vector of map weightings. The linear weighted sum construction of the salience map can be seen as a multiple linear regression (mapping features onto salience) and this was the approach used in order to calculate the optimal weights. The aim of this linear regression was to produce high salience values s for target regions and low values for non-target regions. To do this, target regions were manually defined for all images and coded in a binary vector t = [t 1 , . . ., t N ] with values of 1 at target locations and 0 for non-target locations. We calculate the feature map weightings using a standard multiple linear regression model, with a logistic output function to account for the fact that we are mapping onto a binary target variable t. This output function does not affect the linearity of the weighted sum mechanism.
Of course, calculating feature map weightings for each image individually is not a valid test of weighted salience maps; it is equivalent to having full knowledge of all target and non-target properties in advance. Instead, we must be restricted to having only one set of feature weightings per target class. Additionally, it is useful to know how well a set of map weightings generalises to new, unseen images. To achieve both these things, we used 10-fold cross validation, and enter multiple images into the multiple regressions simultaneously (by vector concatenation). In this manner, 10 sets of weightings were calculated, one set for each cross validation training set.
Depending on the number of images in each dataset, there were in the order of 100,000-200,000 training examples for the linear regression which is sufficient (given 22 dimensional inputs) to avoid problems relating to feature map correlations.
Target, non-target discriminability on the salience map
The linear regression method outlined above produces a linear weighted salience map s for each input image; performance can be evaluated by examining the distribution of salience magnitudes in target region and non-target regions (defined in the vector t). This results in The wine glass dataset always included the same wine glass, but is predicted to be hard to discriminate from non-targets because it is transparent. two distributions of salience, those at target spatial locations (signal distribution) and those that belong to the remaining non-target region (noise distribution).
Discriminability between target and non-target regions can now be evaluated using area under Receiver Operating Characteristic (ROC) curve from the target (signal) and non-target (noise) distributions on the final salience map. If there is complete separation of activities in target and non-target regions then the area under ROC curve will be around 1, whereas completely overlapping activation levels in the final salience map will result in chance levels of performance and area under ROC curve values of 0.5 (Egan, 1975; Green & Swets, 1974) .
Ten-fold cross validation was used in order to test the ability of the linear weightings to generalise to new target instances (images). This determines generalisation performance by using 90% of the images to calculate optimal map weightings and then uses the removed 10% of images (unseen by the linear regression) to test performance. This results in 10 sets of data, each with a different 10% removed, resulting in 10 different sets of map weightings, Over all 10 sets two performance measures were calculated for each image, area under ROC, and 'probability of fixation above chance' which is detailed below. The mean with 95% confidence intervals are reported, estimated using a bootstrap technique (Efron & Tibshirani, 1993 ).
Evaluating 'peak salience' fixation criterion
Regardless of the target and distracter distributions on the salience map, the weighted feature model states that fixations are directed to the area of peak salience. In order to evaluate this fixation criterion, we calculated the probability that the next fixation location selected belongs to a target region rather than a non-target region. To do this we simply calculated the proportion of spatial locations which belonged to targets within the top 5th percentile of the weighted salience map for each image. The top 5th percentile was chosen somewhat arbitrarily, but reflected the fact that the fixation location is chosen on the basis of peak salience, but that we would expect a certain degree of noise in the salience map. This measure alone includes a confound of target size. For example, if the probability of hitting the target was 30%, but the target was extremely small, then 30% represents a much better performance than chance (a random fixation strategy). Therefore we report the 'probability above chance of hitting the target', and so take target size into account. This was done by subtracting the probability of hitting the target by chance (number of target locations, divided by total number of spatial locations) from the probability of fixating the target based upon the peak 5% of salience.
Effect of spatial aliasing on the edge maps
We evaluated the use of edge information under our two performance measures independent of any issues of spatial aliasing by using standard square-grid images. For all the image datasets, edge-salience maps were calculated; 8 orientation maps were calculated with high (1/15 cpd) and low (1/50 cpd) spatial frequency selective Gabors (same as for the space-variant edge feature maps). We took the maximum value across these 8 orientations as the final edge-salience map which avoided a problem caused by curvature of straight lines over the fisheye image.
Results
How well can weighted salience maps find target objects?
For a variety of natural image objects we report two measures of performance: the probability above chance of fixating the target (Table 1 , column 2) and the area under the ROC curve for target and non-target salience distributions (Table 1, column 3) . For all the target object types, the probabilities that the next fixation will land on a target region are relatively low. The best performance was for the banana targets (29.2%) followed by the coffee mug (13.1%) and street signs (9.6%). Performance for a wine glass was not significantly above chance.
These probabilities are rather low-examining the salience map more thoroughly (using ROC analysis with salience distributions of target and non-target regions) shows more promising area under ROC results. Values of 0.923, 0.872, 0.805 for the mug, bananas and street signs indicate that the information for improved target detection is present in the maps but that it was not available to the weighted salience model which restricts fixation locations to the peak salience values.
How does performance vary with eccentricity?
Given that the space variant arrangement of photoreceptors severely limits spatial acuity for visual information in the periphery, we examined whether there was any relationship between target/non-target discrimination and the retinal eccentricity of the target. In Table 1 (column 4) we report the mean Pearson correlation coefficient between area under ROC and the eccentricity of the target for each test-set image of all the cross validation folds. By calculating the 95% confidence intervals of this correlation coefficient using bootstrap methods (Efron & Tibshirani, 1993) we show there is only a very weak relation between target eccentricity and discrimination performance. So, the availability of high spatial frequency information near the fovea appears to confer no benefit. However, because the map weights are chosen to maximise discrimination between target and non-target regardless of the eccentricity of the target, there may have been be a trade-off between optimal weight values for foveally versus peripherally presented targets.
Utilisation of feature maps
The current model and previous implementations of weighted salience models have utilised a large number of feature maps. It is interesting to know not just which maps are available for use by the saccadic system (Wolfe & Horowitz, 2004) but which maps actually provide useful discriminatory information for natural target objects in a real world background. To do so, we analysed the contribution of each feature map to target detection by examining the feature map weightings from the linear regression (median over all cross validation sets).
Oriented edge maps were consistently minimally weighted with a mean magnitude of 0.10 and a range of À0.11 to 0.34. Highest edge weightings were for the banana dataset, 0.34 and À0.21 for high and low horizontal edges, respectively. We recalculated map weightings with the linear regression when the only maps available were the high and low spatial frequency edge maps (Table 2 , columns 2,3). Probability of fixating targets was only significantly above chance for the bananas (+3%) and street signs (+2.3%). As edges are present across the image, this poor performance could be due to edge salience not being discriminatory of the targets. Note that the model has no conception of spatial arrangement of edges but rather is sensitive to edge intensity only. Alternatively, target/nontarget discrimination could be achieved in edge feature dimensions, but be abolished by spatial aliasing. To distinguish between these possibilities, we calculated oriented edge map intensity distributions for natural images in their standard square-grid representation (see Section 2). We found that high and low spatial frequency edge-salience maps did have different distributions of edge salience (Table 3 , area under ROC measure) and could produce above-chance probability of target fixation, but these probabilities were very low to the point of conferring little if any benefit (Table 3, percent fixation above chance). These results suggest that targets can be distinguished within this type of model, however this is abolished under space-variant sampling. Edge salience was not useful in leading to fixating the target above chance. This lack of discriminability of edge-salience is not in conflict with edge-based information entering the oculomotor system (e.g. Li, 2002) , simply that edge-salience magnitude does not aid in fixating our particular natural image targets in their backgrounds with the space-variant approach.
When all maps are available, luminance based features (local luminance, luminance extremes and luminance contrast) were weighted slightly higher than edges, but still at The second column reports the probability above chance of fixating the target. The third column reports mean area under ROC curve based on target and non-target salience distributions for all test images. All columns show mean and 95% confidence intervals calculated using a bootstrap method (Efron & Tibshirani, 1993) . We report performance (area under ROC, and probability of fixating target) when only edge maps are available and with all but the chromatic maps. Mean and 95% confidence intervals as in Table 1 . For the wide angle natural image datasets, we calculate the two performance measures under the standard square grid space-uniform image representation for an edge feature map. Significant performance is obtained for all datasets with the exception of the probability above chance of fixating the wine glasses at low spatial frequencies and the bananas at high spatial frequencies. However, the effect sizes for our probability above chance measure are very small indicating that edge feature salience provides little if any help to fixation under the weighted salience model. Area under ROC measures show respectable discrimination in edge-salience distributions.
low values (range from À0.34 to +0.88, mean magnitude of 0.15). Again, the banana dataset had highest weightings for high spatial frequency luminance contrast at +0.88. Chromatic cues were consistently weighted more highly across the dataset; weight magnitudes being in the range from 2.93 to 9.69, up to 11 times more than for luminance cues. This higher weighting indicates a higher diagnostic performance of chromatic cues to discriminate the targets used against their target-consistent backgrounds. To determine the reliance on chromatic features we recalculated the optimal weightings when no chromatic feature maps were available (Table 2 , columns 4,5). Predictably, the wine glass performance remained not significantly different from chance. Chromatic cues were relied upon however to find the coffee mug and street signs as indicated by the large decreases in performance compared to when all maps are available (Table 1 , column 2), but surprisingly performance for the bunch of bananas remained high. This is probably because if chromatic cues are available they are strongly weighted to the exclusion of other maps-but if unavailable, other feature maps (luminance-based ones) can do almost equally as good job, as the bananas had relatively high luminance.
Another striking feature of the map weightings was that the high and low spatial scales for any given map were often of opposite polarity, suggesting a strategy of looking at areas containing high-frequency, but away from low-frequency salience areas. This is consistent with the finding that humans on average look away from low frequency luminance (i.e. areas of blank space), but toward high frequency luminance areas (Tatler et al., 2005) .
Discussion
Which feature types are discriminatory?
We calculated the probability above chance of fixating targets in natural images. For the target objects tested, performance was relatively poor and best performances were obtained for the datasets that contained a target which was chromatically distinct (coffee cup and banana data set). An ROC analysis demonstrated that activity in the maps could distinguish between the target and non-target regions (Table 1 , column 3). This is partially maintained when removing chromatic cues (Table 2, column 5) but not when edge maps are the only source of information (Table 2 , column 3). This suggests that low-level features can be used to discriminate targets from non-targets but choosing fixation location on the basis of peak salience alone is to disregard much of the useful information in the salience map.
When salience is computed from both chromatic and luminance type feature maps, the chromatic maps tend to make the largest contribution to overall salience. If chromatic feature maps are removed, after map reweighting, performance is significantly diminished revealing a strong and unique reliance on these chromatic cues for the mug and street signs. Bananas which were heavily dependent on chromatic information for detection could be efficiently detected using non-chromatic cues. In general edge feature maps on their own did not make an important contribution to distinguishing between targets and non-targets. Further experiments showed that this is only partially due to spatial aliasing; area under ROC levels around 0.7 were achieved using normal image inputs (without space variance), but having this high uniform spatial sampling did not confer much advantage to the probability of fixating the target.
Implications of space-variant photoreceptor sampling 4.2.1. Feature map unreliability
One traditional way to calculate a feature map is to convolve a filter, such as a Gabor, with an input image so that the activation in a feature map corresponds to the match between the input image region and the filter for each region of the image. The neural analogue of this would be, for any single feature map, an array of neurons across the field of view all with identical receptive fields. If this is the case, then it is clear that the feature map outputs will be different depending on if photoreceptor density is uniform or declines with retinal eccentricity.
This point is illustrated further in Fig. 4 which plots outputs of a Gabor receptive field (peak spatial frequency sensitivity at 1/5 cpd) to a 1/5 cpd vertical sine wave grating (black curves) and a much lower frequency (1/50 cpd) grating (red curve). Fig. 4b shows clear foveal over-activity; foveally located receptive fields receive inputs from more photoreceptors than peripherally located neurons, thus have a higher magnitude of activity. This over-activity is removed after appropriate normalisation of receptive field sensitivities (sum of absolute receptive field sensitivities equal) but highlights the further problem of spatial aliasing (Fig. 4c) . In the periphery, the sensitivity to the optimal stimuli (black curve) is unreliable, not properly tracking the grating stimuli. Also, the low sensitivity to the low frequency grating (red curve) which should be negligible begins to break down at this point and in fact leads to equally as high response as the optimal stimuli. Even further aliasing effects occur when considering the space-variant distribution of neurons, thus receptive field centres (Fig. 4d) .
Feature map organization
This raises the issue of organisation of feature maps; it is likely that a range of different visual feature maps feed into the oculomotor system, but how are these organised? It is appealing to conceptualise these as neuronal maps across the entire visual field with identical receptive fields and sensitivities, but is this really the case? If it were, then high spatial frequency feature maps would only extend a limited distance out from the fovea, as the required photoreceptor sampling density would be too low beyond a certain eccentricity. Another possible way of organising feature maps is for the size of receptive fields to scale with eccentricity, and thus receptor spacing. Such an arrangement could solve the spatial aliasing problems and is parsimonious with the flattening of visual search slopes when cortical magnification is accounted for (Carrasco & Frieder, 1997) .
Analysing the weighted feature operation
Analysis in feature space
Insight into the operation of the linear weighted salience model can be gained by examining its behaviour in feature space (see Fig. 5 ). In visual search experiments, targets and distracters are assigned various properties in one or more feature dimensions, such as luminance or orientation. A linear weighted sum acts to project these feature dimensions (for example f 1 and f 2 ) onto a 'salience axis' S = w 1 .f 1 + w 2 .f 2 where w 1 and w 2 are the weightings for each feature map. Once projected onto this axis, target and non-target distributions are amenable to inspection by signal detection theory, see Verghese (2001) for a review of this applied to visual search.
For any target and distracter distribution which is linearly separable, a set of weights exist which allows targets and distracters to form non-overlapping distributions on the salience axis. This would results in an area under ROC curve of 1, and would predict pop-out levels of search efficiency. This is the case for standard feature search ( Fig. 5a and b ) and conjunction search (Fig. 5c) but not for co-linear search (Fig. 5d) . The photoreceptor distribution over a portion of the field of view is shown in (a) along with plots of a Gabor receptive field at three different retinal eccentricities. The Gabor has peak spatial frequency sensitivity at 1/5 cpd, is vertically oriented and has a Gaussian envelope of standard deviation 2°along the major axis and 1°along the minor axis. Black lines show activation to a 1/5 cpd grating, the optimal for this Gabor, red lines show activation to a much lower frequency 1/50 cpd grating which should show negligible activation. Foveal over-activation is observed in (b) which is abolished after receptive field sensitivities are appropriately normalised (c) but highlights spatial aliasing artefacts. These become worse when taking the space-variant distribution of the receptive fields themselves into account (d).
a b c d Fig. 5 . Examining weighted salience models in feature space. In visual search experiments targets (grey circles) and distracters (empty circles) can be assigned various feature values, here we consider only 2 visual feature dimensions, f 1 and f 2 . By altering the feature weightings (w 1 and w 2 ) the salience axis, arrows in (a,c), can be defined such that the projection of targets and distracters are maximally separated. By setting w 1 and w 2 to 1 in standard 2-feature search (a) targets and distracters are clearly separated (b) which predicts efficient visual search. Using the same map weightings for a conjunction search (c) also predicts efficient visual search as the targets and distracters are linearly separable. Targets and distracters are not linearly separable in a co-linear search (d) so predicts inefficient visual search.
This prediction for efficient conjunction search (Fig. 5c ) runs contrary to a number of studies on visual search efficiency which shows that conjunction search can in fact lead to a whole range of search efficiencies (Wolfe, 1998) , depending on the feature combinations used and the amount of practice at that search (Sireteanu & Rettenbach, 2000) . How do the psychophysical findings relate to the linear weighted salience model? A straightforward conclusion from the variability in search efficiencies in conjunction search as a function of dimensions used (assuming crossstudy comparison is legitimate) is that not all feature dimensions are treated equally. Therefore we suggest that the prediction of a linear weighted sum model that all linearly separable conjunction searches should be efficient is not necessarily evidence against a linear weighted sum model, but just that different features are treated differently within such a model. Two questions arise.
Why might feature dimensions be treated differently? One answer to this is based upon the natural statistics of the environment we encounter in our lifetimes: isoluminant colour dimensions will be stable and robust over various changes in pose and translation of an object; conversely edge filters are unstable features across pose and translation changes (consistent with the findings of Ahissar & Hochstein, 1996) .
How are features dimensions treated? We can speculate that when searching for new targets, feature dimensions are treated using our prior knowledge of statistical dependencies between feature types and that practice in visual search allows the actual statistical dependencies in feature dimensions of targets to be taken into account (R. Baddeley, personal communication) . For some features which are robustly related, such as the two isoluminant chromatic dimensions, it would be advantageous to treat them as statistically dependent; consistent with highly efficient searches for colour space conjunctions (Bauer, Jolicoeur, & Cowan, 1996; D'Zmura, 1991) . However, for feature combinations which are much less robustly related (such as two different edge orientations) it could be advantageous to treat them as statistically independent (i.e. in an 'unbound' representation). By learning new statistical regularities of target objects (imposed by the experimenter) a weighted feature mechanism could gather sufficient data to reliably gain from treating specific feature dimensions as statistically dependent. This would seem to match psychophysical data: in some initially hard conjunction searches, subjects act like they are treating each dimension as independent or unbound (which predicts a subset-search strategy (Shen, Reingold, & Pomplun, 2003) but training results in increased visual search efficiency (Sireteanu & Rettenbach, 2000) which presumably can only be achieved by utilising across-feature (i.e. joint distribution) information. This notion of utilising joint distribution information is consistent with the observation that learning effects seem restricted to the specific training conjunction stimuli (Ahissar & Hochstein, 1996) . It follows from this that the initial search efficiency of a given conjunction search reflects the oculomotor system's assumed statistical dependencies between feature maps.
Neural implementation issue
According to the weighted salience model, each feature map must be brought together in a weighted sum. In this paper, our simplification of a constant number and spatial position of units in each map allows a simple linear weighted sum to take place. Any mismatch in the number of neurons in different visual areas potentially providing input to the oculomotor system implies maps coded at different spatial resolutions. Therefore a straight forward one-to-one addition of units across maps at each spatial location is not possible. Solving this requires an additional stage of a local weighted summing which equates to a topographic projection of each map onto the overall salience map. This additional stage should be considered when evaluating the appeal of weighted salience maps based on their simplicity.
Evaluating 'peak salience' fixation criterion
So far we have examined the calculation of feature maps and their linear weighted sum onto a single 'salience' or target axis, but before a fixation can be made, the oculomotor system must decide where to direct this fixation, based on the information available. Within the weighted feature model, the map weightings are such that targets ideally result in highest activation and the non-targets result in low activation; so the criterion for next fixation is to the location with highest activity in this weighted map (Itti & Koch, 2000; Parkhurst et al., 2002) . By examining the distribution of activity in this map of targets and non-targets, we find that although this fixation criterion is intuitive, it is far from optimal and we show empirically with our natural image targets (Table 1) and with a simple Gaussian example (Fig. 6) .
By making the assumption of space-uniform sampling (Itti & Koch, 2000; Parkhurst et al., 2002) , target discrimination performance is likely to be overestimated due to the incorrect availability, in these models, of high spatial frequency information over the entire field of view. Despite this, using signal detection theory methods, we found for our space-variant photoreceptor sampling, very high levels of performance at discriminating targets and non-targets on the salience map (Table 1 , column 3). Target and non-target distributions are well separated in the 'target axis'. We also calculated that the performance of fixating targets using the criterion of 'fixate peak salience region', for the target object sets tested, performance was relatively poor overall. Under the assumption of Gaussian distributed target and non-target salience distributions (Navalpakkam & Itti, 2006) , area under ROC value is equivalent to proportion of fixations on target. For our datasets, however, we observed significant deviation from Gaussianity. The area under ROC curve measure also assumes equal number of data points in the target and non-target distribution; in our datasets targets were small relative to the field of view so there were far more datapoints in the non-target distribution. So the above chance probability of fixating the target is a more accurate indicator of the performance with respect to natural image stimuli.
On the final weighted feature map, targets and non-targets give rise to distributions of activities ( Fig. 6a and c) . In the situation where the targets are well separated from distracters ( Fig. 6a ) then fixating peak salience regions will tend to result in a correct fixation to a target location. This is shown in Fig. 6b by the positive value in the likelihood ratio at high salience values, fixating a high salience value item is more likely to belong to a target. When the distracter distribution is more variable (Fig. 6c) , as might be expected in complex natural environments, the peak salience values are actually more likely to belong to non-targets (Fig. 6d) . In this situation a fixation directed toward the most salient item is in fact more likely to result in a fixation to a distracter. A range of possibilities is shown in Fig. 6e : the log likelihood ratio is plotted for salience values 0-10, and for distracter variances increasing from 0.5 to 4. For this simple example, we can see for the highest salience value (i.e. 10) that the likelihood that it belongs to a target decreases as distracter variance increases. The dashed white line shows the salience value which is most likely to correspond to targets. We can see that the 'peak salience' fixation criterion fails in high distracter variance situations, but in this example, using an alternative fixation criterion (the white line) can always result in fixating targets with higher probability than distracters. Despite this, the likelihood ratio of fixating a target does decrease as distracter heterogeneity increases (see Nagy & Thomas, 2003; Nagy, Neriani, & Young, 2005) . Whilst a 'fixate peak salience' criterion does feel intuitive, this example calls for further empirical eye movement data to distinguish it from a maximum likelihood type criterion.
Modelling and detection theoretic approach
Understanding what determines eye movement behaviour in natural scene perception is an important question. In this paper, because our performance estimates were not compared to empirical observation using eye movement recording, they cannot be used directly to evaluate if weighted salience underpins actual human behaviours in these circumstances. Cleary, a direct comparison to empirical work is required to convincingly support or reject particular models, however, theoretical approaches (such as Najemnik & Geisler, 2005 ) also can make an important contribution. For example they allow the capabilities and limitations of any particular model to be assessed thus providing additional information with which to evaluate a model.
Conclusion
The weighted salience map is a popular account of how low-level visual stimuli guide visual attention. Most models of this type consider the ability to direct the eyes to atypical or salient locations in a passive image-driven manner. Whilst the ability to fixate new and potentially hazardous objects in the world is useful, most of the time we are engaged in 'active' visual behaviour which requires targeted eye movements to specific objects or locations.
We investigated aspects of the weighted feature account of vision-guided eye movements using insight from modelling and signal detection theoretic methods. We considered Values above zero correspond to higher probability of a given salience value belonging to a target region. The log likelihood ratio of a particular salience value belonging to targets is shown for a range of target variances (e), the most likely salience value for any target variance is shown by the dashed white line.
the space-variant sampling of photoreceptors, an important step for any feature-based account. We showed that feature unreliability is caused by spatial aliasing introduced by the space variant sampling. This raises the question of the organisation of feature maps across the visual field. We examined the linear weighting mechanism. This can provide good discrimination between targets and non-targets on the salience map, however, this may be an overestimate since an analysis in feature space suggests that the oculomotor system requires training in order to utilise target information contained in feature conjunctions. We also examined the 'peak salience' fixation criterion: although this is an intuitive criterion we found that it is suboptimal, since it disregards information contained in the target/nontarget distribution and is susceptible to corruption by high variance in the non-target distribution.
