This chapter presents a contemporary review of the various different strategies available to facilitate Very Low Bit-Rate (VLBR) coding for video communications over mobile and fixed transmission channels as well as the Internet. VLBR media is typically classified as having a bit rate between 8 and 64 Kbps. Techniques that are analyzed include Vector Quantization, various parametric model-based representations, the Discrete Wavelet and Cosine Transforms, and fixed and arbitrary shaped patternbased coding. In addition to discussing the underlying theoretical principles and relevant features of each approach, the chapter also examines their benefits and disadvantages, together with some of the major challenges that remain to be solved. The chapter concludes by providing some judgments on the likely focus of future research in the VLBR coding field. Very Low Bit-rate Video Coding 101 Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of Idea Group Inc. is prohibited.
INTRODUCTION
Inexpensive and evermore powerful processors coupled with faster network access, the ever-burgeoning Internet, and a significant impetus in both research and standardization have all contributed to the infrastructure of modern video coding technology. This technology has supported and continues to enable a raft of multimedia applications as diverse as home video, video-on-demand, videoconferencing, cellular (Schmidt, 1999) (a) Frame n (b) Frame n+1 (c) Motion estimation sequence, usually the current n and reference n+1 frames. The motion vector in Figure  2 (c) is calculated from the translational displacement between the macroblock in frame n of Figure 2 (a) and its best matched block in frame n+1 of Figure 2 (b). Having obtained the motion vector, MC involves calculating the differential signal (residual error) between the intensity value of the pixels in the moving areas and their counterparts in the reference frame, translated by the estimated motion vector. A practical hardware or software transform implementation, such as the DCT, then compresses the spatial image data, such that the total energy in the image becomes concentrated into a relatively small number of components; that is, the pixel data is decorrelated, so compression can be achieved.
An example illustrating the various steps involved in residual error processing is shown in Figure 3 . In gray scale images, the range of possible pixel intensity values is from 0 to 255, so the minimum residual error is -255. Since the DCT requires positive input values, 255 is added to each error value before applying the DCT. For compression, the DCT coefficients are quantized by either a scalar or vector quantization matrix Figure 3 Figure 3 (i) is then applied, before entropy coding maps the resulting RLC symbols into a compressed data stream by exploiting latent redundancy by representing the most frequently occurring symbols by a small number of bits and vice versa.
Popular Video Formats and Implications on Bit Rate
In coding applications, video is often converted to one of a number of 'intermediate formats' prior to compression and transmission. The Consultative Committee for International Radio communications (CCIR) defined a unified standard for digital video and TV pictures known as Recommendation CCIR-601, which stipulates an uncompressed video data rate of 166Mbps for both NTSC and PAL TV signals. A number of variants of this standard have subsequently been defined for use in applications including DTV broadcasting, videoconferencing and video telephony. They all exploit the perceptually lower sensitivity of the human eye to color information by sub-sampling (also popularly known as decimation) both chrominance (colour) signals to a lower resolution relative to that of the luminance (gray-scale) signal Halsall, F. (2001) This leads to the 4:2:0 sampling nomenclature, which means that 2:1 sub-sampling is applied to both chrominance components in the horizontal and vertical directions. A set of popular picture resolutions is based upon the common intermediate format (CIF) , where each frame has a spatial resolution of 352´288 pixels for the luminance component and 176x144 pixels for the chrominance components. The most recent video coding standard (MPEG-4 [ISO/ IIEC, 1995] , H.264 [ITU-T, n.d.] ) supports various rectangular video formats based on CIF as shown in Table I from 16CIF down to Sub-QCIF. The choice of frame resolution depends on the application and available storage or transmission capacity. Among all the various video formats, Quarter-CIF (QCIF) and Sub-QCIF are primarily used for VLBR applications.
Besides sub-sampling the spatial resolution of an image, temporal sub-sampling can also be used to reduce the bit rate for transmitting video through limited bandwidth channels. Temporal sub-sampling means dropping certain intermediate frames in a video sequence so for VLBR applications, instead of 30 frames per second (fps), 15, 10, or 7.5fps may be used. For example, at 15fps alternative frames of the original 30fps sequence are dropped, while for 10fps, two consecutive frames are dropped after processing one frame. Reducing the temporal frequency by two however does not halve the bit rate, because temporal decimation introduces longer motion vectors and higher residual errors and as a consequence, the bit requirement increases.
Standard Video Sequence
Due to the highly subjective nature of video, the broader coding research community has come to accept, almost be default, a series of standard test video sequences for evaluation and analysis of their results. For VLBR video coding, smooth motion video Salesman (Headshoulder-hand movements) Claire ("Talking head" motion) News ("Talking head" with moving background motion) such as the talking head (head-shoulder) type sequences are used for performance comparison. Popular smooth motion sequences, which are usually in the QCIF format, include Miss America, Suzie, Mother and Daughter, Carphone, Foreman, Salesman, Claire and News (Figure 4) . While they are all broadly classified as smooth motion sequences, some exhibit different types of motion, so for example Carphone possesses relatively high background object motion compared with either Miss America or Claire.
Frame Types
Each frame in a video sequence is encoded to produce coded frames of which there are three main types namely; Intra coded (I-frames), Predicted (P frames), and Bidirectional predicted (B-frames). I frames are encoded without any motion-compensation and are used as a reference for future predicted P-and B-type frames. I-frames however require a relatively large number of bits for encoding. P-frames are encoded using MC prediction from a reference frames which can be either an I or P frame. P frames are more efficient in terms of the number of bits required compared to I-frames, but still require more bits than B-frames. B-frames are encoded using MC prediction from two reference frames, the P-and/or I-frames before and after the current B-frame. They require the lowest number of bits compared to both I-and P-frames but incur both a computational and storage overhead. Thus, for VLBR applications in mobile and handheld devices for instance, for fast operations B frames are often not considered. All these frames are normally processed in a group, consisting of an I frame followed by a series of P-and B-frames to form the so-called Group of Pictures (GOP) arrangement used in MPEG-2. For general applications, the GOP length is usually relatively small (£12) though for VLBR applications this is large.
Video Coder
While most video encoders comprise the basic functionality of prediction, transformation, quantization, and entropy encoding, there still exists considerable variation in the structure of the Coder/Decoder (CODEC) arrangement. The basic encoder structure shown in Figure 5 (Richardson, 2004) includes two dataflow paths. The forward path (left to right), and a reconstruction path (right to left), while the corresponding dataflow path for the Decoder is shown in Figure 6 (Richardson, 2004) . This illustrates the symbiosis that exists between the coding and decoding processes. An arbitrary input frame F n is firstly sub-divided into Macroblocks (MB), which generally correspond to a group of 16×16 non-overlapping pixels in the original image. Each MB is then coded in either intra or inter mode. In both cases, a prediction MB P is formed based on a Figure 5 . Encoder structure reconstructed frame. In the intra-mode, P is formed from samples in the current frame n that have earlier been encoded, decoded and used to reconstruct the unfiltered sample uF' n . In inter mode, P is formed by MC prediction from one or more reference frames F' n-1 ; however, the prediction for each MB may be formed from one or two previous or forward frames (in time order) that have already been encoded and reconstructed. The prediction P is subtracted from the current MB to produce a residual error MB D n which is then transformed using a block transform (T) and quantized (Q) to give a set of coefficients X which are re-ordered (Zigzag scanned) and entropy encoded, using any efficient variable length coding algorithm. The entropy-encoded coefficients, together with side information required to decode the MB (such as the MB prediction mode, motion vector and quantization step size) form the compressed bit stream, which is passed to the Network Abstraction Layer (NAL) for transmission or storage.
The decoder path uses the quantized MB coefficients X in order to reconstruct a frame for encoding further MBs. The coefficient X are re-scaled (Q -1 ) and inverse transformed (T -1 ) to produce a differential MB D' n , which is a distorted version of D n . At the decoder, the incoming compressed bit stream is disassembled and the data elements are entropy decoded and reordered to produce the quantized coefficients X. These are rescaled and inverse transformed to form D' n . The decoder then creates a prediction MB P, identical to the original prediction P formed in the encoder. P is added to D' n to produce uF' n which is subsequently filtered to create the decoded MB F' n .
This represents the general structure of a modern video CODEC and while some functional elements are modified or additional blocks included for special applications, the basic structure remains the same. Example of some of these components include a pre-processing filter -to reduce the noise introduced in capturing images from lowquality sources, or camera shake; and a post-processing filter -to reduce the blocking and/or ringing effects, and pattern prediction mode for pattern-based coding. These enhance performance in certain cases, though they also increase the hardware complexity.
PIXEL-BASED CODING
In pixel-based coding, motion vectors are calculated for each pixel in an image, with pel-recursive and optical flow being the two most popular methods. These will now be reviewed.
Figure 6. Decoder structure
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Pel-recursive Technique

Definition
In the pel-recursive method, the motion vector of a pixel is estimated by recursively minimizing a nonlinear function of the dissimilarity between two certain regions located in two consecutive frames, with the term region referring to either a single or group of pixels. Netravali and Robbins (1979) published the original pel-recursive algorithm to estimate motion vectors for motion-compensated inter-frame video coding. They defined the displacement frame difference (DFD) as:
where the subscripts n and n-1 indicate two successive frames upon which motion vectors are to be estimated; x, y are coordinates in image planes, and d x , d y are the two displacement vector components. Netravali and Robbins converted this nonlinear displacement estimation function into a minimization problem, which can be solved by various gradient descent techniques. The steepest descent method is actually used by Netravali and Robbins because of its simplicity and the existence of satisfactory analysis, and it is often used as the reference for comparing and evaluating new methods. The algorithm can be applied to a pixel either once or iteratively applied several times for displacement estimation. The current displacement vector estimation is used as the initial estimate for the next pixel, and the recursion can be performed horizontally, vertically, or temporally, which means the estimated vector is passed to the spatially bit-wise pixel in neighboring frames.
Features
The main features of the pel-recursive technique are that it is:
• very suitable for VLBR applications;
• better performing in video coding compared to block-based methods;
• noise sensitive; • computationally very expensive; and • prone to errors in the gradient estimation process due to the small noise Evolution of Pel-recursive Technique Bergmann (1982) modified the Netravali and Robin's (1979) algorithm by using the Newton-Raphson method of minimization that converges faster than the steepest descent method. Cafforio and Rocca (1983) introduced a new steepest descent method that was more effective for uniform regions, where the gradient is very small. Walker and Rao (1984) and Tekalp (1995) proposed an adaptive step size, using a small step size at edges or in non-homogenous regions and large step sizes in smoother areas. This variable step size approach substantially improved both the convergence rate and motion vector accuracy. Biemond, Looijenga, Boekee, and Plompen (1987) proposed a Weiner-based motion estimation using a Taylor series, which had the advantages of: (1) generating a dense motion field that yielded a motion vector at every pixel; (2) a smooth motion field inside moving objects; and (3) sub-pixel accuracy. These benefits were counterbalanced, however, by the technique not being sufficiently robust to handle large motion vectors and providing slow convergence at the boundaries of moving objects and images. To overcome these problems, different scanning orders were used for ME (Csillag & Boroczky, 1999) . A pel-recursive algorithm based upon recursive least-squares (LS) estimation, which minimized the mean square prediction error, was proposed by Gharavi and Reza-Alikhani (2001) . This reduced the prediction error compared with the steepest descent method, particularly in regions where motion activity was relatively high. A fast ME algorithm that combined the advantages of both the block matching and pelrecursive methods using LS on a whole block was proposed by Deshpande and Hwang (1998) . This exhibited superior speed performance but degraded picture quality. Usually scalar quantization is used on DFD; however, scalar quantization of DFD severely limits the rate-distortion performance of pel-recursive video coding systems. Shen and Chan (2001) used Vector Quantization to code the DFD. Although this method is suitable for VLBR applications, it has high computational complexity.
Summary
From a purely performance perspective, pel-recursive ME techniques are superior for video coding, but they are also computationally very expensive and noise sensitive, and, therefore, unsuitable for real time applications.
Optical Flow Equation Based Technique
Definition This approach provides much greater accuracy in displacement estimation compared to both the pel-recursive and popular block-based ME techniques, because of the very high number of motion vectors (one vector per pixel) involved. Optical flow is the 2-D distribution of apparent velocities of movements of intensity patterns in an image plane (Horn & Schunk, 1981) . It is important to highlight that, in certain cases, optical flow and 2-D motion are not the same. Horn and Schunk used the example of a uniform sphere rotating at a constant speed in a scene. Assuming the luminance and all other conditions remain the same, when the image was captured, there is no change in intensity pattern for this image sequence, though there is clearly a change in 2-D motion. Conversely, in a stationary scene, all objects in 3-D space are fixed, and if the luminance changes when the picture is captured in such a way that there is movement of intensity patterns (by the effect of different lighting imposing), although there is zero motion, the optical flow will clearly be is obviously non-zero.
Features
The main features of the optical flow equation based technique are that it is:
• not appropriate for high motion sequences;
• appropriate for computer vision;
• noise sensitive;
• known for aperture problems;
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• not appropriate for VLBR due to being computationally very expensive and its high bit overhead;
• undesirable because of its effect of smoothness constraint; and • prone to errors in gradient estimation.
Evolution of Optical Flow Based Techniques
The high bit overhead and computational complexity in optical flow ME prevents it from being of practical use in video coding. Shu, Shi, and Zhang (1997) proposed an efficient compression algorithm for VLBR coding applications using optical ME, DCT coding of the optical motion vectors, and region-adaptive thresholding. The preprocessing requirement, accurate ME due to the thresholds, and computational complexity militate against this method being applied to real-time VLBR coding applications. Liu, Chellappa, and Rosenfeld (2003) recently proposed an adaptive optical flow estimation algorithm by combining the 3-D structure tensor with a parametric flow model to improve the ME accuracy. Ku, Chiu, Chen, and Lee (1996) modified the existing optical flow algorithm by incorporating an edge-preserving constraint and pyramid approach to generate a more accurate motion field and reduce the probability of becoming trapped in local minimum.
Summary
The main drawback of optical flow ME is that, while it is a very effective technique in the field of computer vision, the additional side information that must be encoded and transmitted, coupled with the noise sensitivity, aperture problems, and computational expense, mean that it is not appropriate for real-time VLBR coding.
NON-PIXEL BASED CODING
Non-pixel based coding generically refers to those techniques where motion vectors (MV) are calculated based on a grouping of pixels rather than just a single pixel. Using a MV for each pixel is much more accurate but incurs a substantial encoding overhead, which is why it is unsuitable for real-time VLBR applications. There are a myriad of different ways that the grouping can be defined. In vector quantization (VQ), for example, it is defined as a predefined template, while in object-based coding, an arbitrary shape that covers an entire object is defined. In block-based techniques, pixels are collected into rectangularly shaped, block combinations (usually referred to as macroblocks) such as 16´16, 8´8 and 4´4 pixels. In this section, we will review the various features, advantages, and disadvantages of these approaches.
Vector Quantization
Definition Vector Quantization (VQ) is a non-standard video coding technique but is very effective for data compression because, unlike scalar quantization, it seeks to exploit the correlation between components within a vector. Optimum coding efficiency can be achievable if the vector dimension is infinite, so the correlation between all components is exploited. The design of an optimal VQ from empirical data was originally proposed and investigated by Linde, Buzo, and Gray (1980) , in their LBG clustering algorithm, while a good overview of VQ-related research was presented by Nasrabadi and King (1988) .
A vector quantizer is defined as a mapping
is the set of reproduction vectors from input vector x and N the number of vectors in Y. The set Y is called the codebook and each element i x is called a codeword.
Features
The main features of VQ are that it:
• can be used for VLBR coding of image sequences;
• exploits the correlation between components within the vector;
• decodes the image sequences simply by using a look-up table;
• increases the complexity exponentially with dimension that limits real-time applications;
• is difficult to select an appropriate training set for codebook generation;
• is a very challenging task to generate a universal codebook that is image dependent; and
• is intractable to scale the codebook for better coding efficiency. Figure 7 shows the functional block diagram of a basic VQ codec. It comprises (1) vector formation; (2) training set generation; (3) codebook generation, and (4) quantization. Each of these constituent blocks is now briefly examined:
Basic Procedure
1.
Vector formation is the decomposition of images into a set of 2-D vectors. These vectors are usually not formed directly from the spatial image data, but rather from the transform domain (transform coefficients). This ensures that the vector size is compressed with a corresponding reduction in the computational complexity of VQ coding.
2.
Achieving optimal VQ is highly dependent on choosing the best training set, which is selected from either the image or statistically similar images.
3.
Codebook generation is the most important process in VQ, since coding efficiency will be optimal when the interrelations between the codewords in a codebook are minimized and, concomitantly, the intra-relations between codewords in separate codebooks is maximized. In Gersho (1982) , for example, the mean square error (MSE) criterion is applied such that the input vector source is classified into a predefined number of regions by the minimum distance rule between intra codewords and the maximum distance rule between inter codewords.
4.
Quantization selects the most appropriate codeword in the codebook for each input vector using some prescribed metric such as MSE or absolute error. An exhaustive search process over the entire codebook provides the optimal result but is time consuming. There are alternative search algorithms such as tree-search, which though sub-optimal, are much faster.
Evolution of VQ
Research into trying to improve the potential of VQ for VLBR applications includes Baker and Gray's (1985) design of a mean/shape vector quantizer (M/SVQ) where the vector mean is scalar quantized while the resulting error vector, obtained by subtracting the sample mean from the input vector, is vector quantized. Baker and Gray (1984) extended their work to mean/residual VQ (RVQ) and subsequently mean/reflected residual VQ (Barnes, Rizvi, & Nasrabadi, 1996) . An advantage of the latter approach is the relatively small number of bits required due to the reduced codebook size. A small codebook, however, does not reproduce edges very well, particularly in VLBR coding applications because of the diversity of edge types that results in perceptible edge degradation in many cases. Ramamurthi and Gersho (1986) proposed a Classified VQ (CVQ) algorithm that organized each image vector into several classes to address this edge degradation problem. Vectors with distinct perceptual features, such as edges, are generated from different sub-sources, belonging to different classes. The classifier then determines the class for each vector so each is appropriately coded with a quantizer specifically designed for that particular class, thus providing an overall better perceptual quality than classical VQ. Chang and Chen (1996) used an edge-based, site-matched finite-state CVQ that only transmitted moving blocks (vector) in an image, while Yong and Tseng (2001) proposed a smooth side-match CVQ that combines CVQ and a variable block-size segmentation, which outperforms CVQ when fixed size blocks are used.
Codebook replenishment and inter-frame VQ (Goldberg & Sun,1989; Karayiannis & Li, 2002) reduce the number of bits because of the adaptability in transmitting a small codebook that matches the local statistics of the image being coded. Transform VQ (TVQ) converts statistically dependent (correlated) pixels into uncorrelated coefficients by transforming data from the spatial to the frequency domain. Due to the computational complexity, the image is usually divided into manageable sub-images and the transform performed on each of these. The transform coefficients are then non-uniformly quantized using a scalar quantizer. The quantization levels are defined by a bit assignment matrix in which certain high-frequency coefficients are discarded. This matrix is used at both the coding and decoding. Exploitation of the correlation of adjacent picture elements and significant codebook size reduction are the main advantages of TVQ, though this is counterbalanced by blocking artifacts -which can be removed though the classified Lapped orthogonal transform (Venkatraman, Nam, & Rao, 1995) .
Future Trends of VQ
Vector quantization is a non-standard video coding strategy; however, many researchers are engaged in trying to exploit its potential (Kwon, Venkatraman, & Nasrabadi, 1997; Man, Queiroz, & Smith, 2002; Pan, Lu, & Sun, 2003; Shen, Zeng, & Liou, 2003; Terada, Takeuchi, Kobayashi, & Tamaru, 1998) , though real-time VQ is limited by the high computational overhead that often necessitates a parallel implementation. A real-time multi-stage hierarchical VQ has been proposed by Terada et al. (1998) using a functional memory-type parallel, Single Instruction, Multiple Data (SIMD) processor. Wireless or mobile video communications through a noisy or noiseless environment is feasible with VQ using three-dimensional sub-band coding (Man et al., 2002) . Using the sum and variance characteristics, an efficient encoding VQ algorithm is proposed by Pan et al. (2003) , where each vector is separated into two sub-vectors: one composed of the first half of vector components, and the second consisting of the remainder. Three inequalities based on the sum and variance of a vector and its two sub-vectors components are then used to reject those codewords that are not possible to be the nearest codeword. This results in considerable computational time savings, and also does not introduce any additional distortion compared to the conventional full-search algorithm. Shen et al. (2003) described a sophisticated codebook-updating scheme where the operational codebook is updated using not only the current input vector but also the codewords at all positions within a selected neighborhood (defined as locality), while the operational codebook is organized in a cache manner. This algorithm memories information concerning previously coded vectors in quantizing the current input vector while updating the operational codebook.
Summary
To achieve high video data compression, quantization is the pivotal element in the CODEC process. VQ performs better than scalar quantization as it exploits the intrinsic spatial and temporal correlation of adjacent pixels in the video data. An idealistic VQ approach based on a combination of variable vector size, classified lapped transform, multi-stage, dynamic codebook updating using locality, parallel computing structures, together with a small codebook size could theoretically be a very strong competitor to any contemporary digital video coding standard. Pragmatically, however, it infeasible to incorporate all the aforementioned properties, because many have individual trade-offs. One major problem with VQ is that it does not reconstruct edge vectors efficiently as the codebook is unable to reproduce all possible patterns. VQ with a dynamically updated codebook based upon locality provides a good approximation of sub-image but often requires a large number of bits due to the high codebook transmission frequency to the decoder. Generally, a VQ coding system requires pre-processing for vector and codebook formation, as well as the codebook transmission overhead. The codebook searching time also takes a significant amount of time, and these limitations ultimately restrict the range of applications of VQ.
Model-based Coding
Object-based coding for VLBR is a fundamental component of the MPEG-4 videocoding standard, although the concept is not exactly brand new. Model-Based Coding (MBC), for example, was first introduced in 1981 by Wallis, Pratt, and Plotkin (1981) and represents a special kind of object-based coding. Applications of MBC, however, have tended to be been restricted to video telephony and conferencing, where only one or two objects are considered and some a priori knowledge about a scene's content exists. In contrast, MPEG-4 is able to handle any number of arbitrary-shaped objects (though practical limitations usual constrain the number) without a priori information being required about the scene contents.
Definition
In contrast to the conventional digital video coding standards, which are based on eliminating spatial and temporal redundancies in a sequence by wave-transforming, MBC treats the images as two-dimensional (2-D) projections of a 3-D world with a priori knowledge concerning the scene contents (Li & Chen, 1998) . One or more moving objects in a video sequence is analyzed using computer vision techniques to create a parametric model incorporating key information concerning the size, location, and motion of these objects. At the decoder, the model synthesizes each object by using computer-graphical methods, with automatic tracking techniques enabling the model to mimic the respective object's movements. The parameters needed to animate the model are then coded and transmitted to the receiver, which reconstructs the model (Pearson, 1995) . For low-quality images, the animation data are sufficient to give a good approximation to the original image sequence, but for higher quality an additional residual pixel signal is required that typically comprises the coded frame differences between the original video sequence and the animated model. As with parametric models in other media forms, such as Linear Predictive Coding (LPC) in speech synthesis, the bit-rate performance of MBC is very good because only the model parameters are transmitted, and this has attracted attention as it provides high-quality images at very low bit rates. As a consequence, the MBC has been viewed as a potential competitor for MPEG-4 and H.263, though major practical problems remain to be solved, namely, the difficulty in modelling unknown objects and the inevitable presence of analysis errors.
Features
The main features of Model-Based Coding include:
• the encoder and decoder use exactly the same parametric model for each object in a scene;
• a priori knowledge of a scene's contents is required before coding;
• automatic computation of the key model parameters is an intractable problem; and
• it is only suitable for VLBR real-time video coding applications such as video telephony and conferencing.
Basic Procedure
A typical MBC video coding functional diagram is shown in Figure 8 . A 2-D or 3-D parametric model representation for the video sequence is first constructed. Each input image is analyzed and a set of model parameters calculated and transmitted to the decoder. The reconstructed image is then synthesized using these parameters using an identical model to that at the encoder. The image modelling, analysis, and synthesis processes are the three kernel elements of MBC. In image modelling, a geometric wireframe model is used for image structure description ( Figure 9 ). The generality and flexibility of the wireframe model may become disadvantageous, for example, if an object implies hidden or implicit structure or motion constraints (Buck & Diehl, 1993) . The geometric models are classified into a surface-based description and volume-based description. The surface description is easily converted into a surface representation that can be encoded and transmitted. In these models, the surface shape is represented by a set of points that represent the vertices of triangle meshes. Any surface variation can be represented by adjusting the size of the patches; that is, for more complicated areas, more triangle meshes are used to approximate the surface, while for smooth areas, the mesh can be expanded and fewer vertices used to represent the surface. The volume-based description is a usual approach for modelling most solid-world objects (Shi & Shun, 1999) as it is insensitive to scene and object complexity. Image analysis techniques are employed to automatically extract the key model parameters at the encoder, such as the position of the facial features, motion information, and depth. The position of the facial features is the most important step in being able to automatically fit a generic wireframe to a specific face, which in turn impacts on the motion. Image synthesis reconstructs a natural-looking facial image using the facialimage model and encoded parameters.
Image analysis extracts vital parameters required by the coding, such as the position of the facial features, motion parameters, and depth. The motion of the head and changes of facial expression are used to extract the parameters, which are transmitted for a number of feature points. The position of the facial features is the most important step for automatically fitting a generic wireframe to a specific face. ME is also dependent on this. Image synthesis involves reconstructing a natural-looking facial image using an image model that incorporates the transmitted parameters.
Evolution of MBC
MBC analysis-synthesis image coding (Pearson, 1989) has been successfully used in low bit-rate video telephone (Welsh, 1988) applications. At the encoder, input images are processed by a 3-D analysis model and represented by a set of extracted parameters, which are then transmitted to the decoder, which, using exactly the same 3-D model as the encoder, synthesizes the image.
The following steps comprise MBC:
• Human face modelling: A predefined coarse 3-D wireframe model is manually adjusted to the input image and the deformed wireframe face model representing the shape of the transmitted human face is registered. Figure 9 . Wire-frame model of the face: (a) front view, (b) profile, and synthesized face image assuming simple surface and one light source (Platt & Badler, 1981; Parke, 1982 )
• Encoder parameter extraction: The motion of the head and changes to facial expression is used in extracting the parameters, which are transmitted for a number of feature points.
• Receiver image synthesis: The decoder modifies the 3-D wireframe face model using the transmitted parameters and texture maps an original 2-D face image onto the model to create the decoded image.
The ME method of model-based coding can be categorized in two stages. The first identifies the features located on the object and tracks these between frames to form a 2-D correspondence between consecutive frames, and the 3-D motion parameters are estimated between corresponding pairs. Welsh (1991) established the correspondence for the moving feature points by template matching from a generated codebook, which were then used to estimate the best fitting values of global motion parameters. Fukuhara, Asai, and Murakami (1993) used template matching to also establish these correspondences, but applied a neural network to estimate the head motion parameters. Nakaya, Chuah, and Harashima (1991) proposed a model-based/MC-DCT hybrid coding system by combining the advantages of MBC and waveform MC-DCT to overcome the limitations of MBC. It incorporates waveform coding into the MBC, which can code those objects not covered by the basic model and cancel analysis errors so when the first fails, the latter is still able to improve coding efficiency. In this hybrid model, the face region of the images is approximately coded by a MBC using the facial model, while the shoulder region is assumed to be a rigid object, and thus motion is compensated as a single large block before being processed by the MC-DCT coder. The background is coded using only MC-DCT. Overall, this hybrid approach is especially notable at very low transmission rates, that is, at 16Kbps, though its performance depends on the efficiency of the image analysis and synthesis technologies used. Better performance can be achieved by establishing an image assessment strategy so that model and waveform-based coding are kept from interfering with each other.
Future Trends of MBC
The effective modelling of objects is the key issue in MBC. The performance and complexity of image analysis/synthesis depends on the model adopted. In a conventional MBC scheme, predefined static models are generally used, though these can neither be adapted to fit the real features of the object nor updated dynamically in the applications. Moreover, a very specific model is necessary for a particular object, so a generic model cannot be used to generate models for similar objects, thereby saving memory space (Sui, Chan, & Siu, 2001) . Certain methods generate the object model with stereo graphics (Chen & Lin, 1997) and laser scanning. Though laser scanning can provide a very accurate model of an object, the size and cost of the equipment are high. Conversely, stereo graphics are used in specific views. A gradually generated and dynamically modified model using scanned video frames is an alternative for real applications (Sui et al., 2001) . It has some advantages over conventional methods, such as no specific view with known orientation of the object is required, extracted information is used to update the generic model, and the feature extraction processes for different views can be performed in parallel. Object analysis largely depends upon extracting key features including eyes, eyebrows, ears, mouth, and nostrils. Among these, eyes, eyebrows, and mouth are non-rigid objects, while the ears and nostrils can become occluded. The effects of photometric changes, occlusions, and shear effects make the selection of points for tracking ill-defined for all but a few points (Bozdagi, Tekalp, & Onural, 1994) . In block tracking for 3-D ME solution, some of blocks may encompass distinct features, which are easily tracked and contribute favorably, whereas others introduce errors. The removal of the large motion vectors that exhibit disagreement between the 2-D translational field and a projection of the estimated 3-D rotation can improve the ME (Woods, 2001) .
Summary
Existing block-based coding standards, such as H.263, do not consider the arbitrary shape of moving objects and, as a result, their prediction efficiency is compromised. To reduce the prediction error for arbitrary-shaped objects, switching between a waveform coder and MBC sometimes can exhibit superior performance at low bit-rates. The general working principle of a switching coder is to change on the basis of the required number of bits and image quality for enhancing the overall coding performance. Although MBC opens the possibility of very low bit-rate image transmission, the following problems inhibit its acceptance:
1.
Generality: The main assumption that the input images always consists of a moving face and shoulder is not appropriate for practical use. To enhance its application in general cases, precise 3-D structure of the scene from 2-D images is necessary but using existing technology this is very difficult.
2.
Analysis errors: This can sometimes affect the decoded images seriously, such as a laughing face being transmitted as a crying face or an upside-down face at the decoder. The face animation has been adopted for the MPEG-4 visual coding. The body animation is under consideration for version 2 of the MPEG-4 visual coding.
Wavelet-Based Video Coding
Definition
In the context of low bit-rate video coding, wavelet theory has demonstrated an ability to not only provide high coding efficiency, but also spatial and quality scalability features. Grossman and Morlet (1984) first introduced the wavelet transform in 1984 by mapping a time or spatial function into a two-dimensional function as a and t , where a corresponds to the amount of time scaling or dilation and t represents the time shift. The wavelet transform is defined as follows. Let f(t) be any square integrable function, i.e., it satisfies
The continuous-time wavelet transform of with respect to a wavelet is defined (Shi & Shun, 1999) as:
where a and τ are real variables and * denotes complex conjugation. The wavelet function is then expressed as:
where ψ(t) is known as the mother wavelet, which is stretched when a>1 and contracted or dilated when 0<a<1. This function integrates to zero (must have zero mean) and be square integrable (possess finite energy). The following Haar wavelet is an example of a simple wavelet function.
For digital image compression, f(t) is represented as a discrete superposition rather than an integral, so dilation and translational parameters take the dyadic values of a = 2 k and τ = 2 k l, where both k and l are integers. ψ aτ (t) then becomes
and the corresponding DWT can be written as:
The wavelet transform at the discrete values of a and τ are represented by where C is an integral constant. The d(k,l) coefficients are referred to as the DWT of the function f(t) (Daubechies, 1992; Vetterli & Kovacevic, 1995) . The wavelet transform of f(t) still has the discretization in its two parameters, but d(k,l) is a continuous time function. To make it discrete, let t=mT, where m is an integer and T is the sampling interval. Note, to ensure there is no information loss, the value of T must be chosen according to the Nyquist sampling theorem.
Features
The main features of the DWT in a low bit-rate video coding context are as follows:
• DWT has high decorrelation and energy compaction efficiency.
•
The wavelet basis functions match well with the Human Visual System (HVS) characteristics.
• Blocking artifacts and perceptual distortion are far less visible in wavelet filters due to the spatially global decomposition, resulting in subjectively better reconstructed images.
The DWT allows multiple resolution analysis (MRA) that supports high scalability since wavelet coefficient data structures are spatially self-similar across subbands.
The number of image pixels and DWT coefficients are the same, so there is no information is lost.
• DWT requires more memory and processing time because global decomposition requires the whole image to be considered as a large size block.
• Computational complexity is relatively high compared to DCT.
• Due to the large block size, efficient coding is often impossible, especially in VLBR, because it cannot differentiate active from static regions.
Basic Procedure
The main part of video coding is transforming spatial image data into a frequency representation. The DWT, unlike the DCT, decomposes a complete image or a large rectangular region of the image, in contrast to small block sizes (8×8, 4×4) used for DCT implementations. A single-stage DWT consists of a filtering operation that decomposes an image into four frequency bands as shown in Figure 10 : "LL" -is the original image, low-pass filtered and sub-sampled by a factor of 2 in the horizontal and vertical directions. This sub-sampling may be applied repetitively; "HL"-is high-pass filtered in the vertical direction and contains residual vertical frequencies (i.e., the vertical component of the difference between the sub-sampled "LL" image and the original image); "LH"-is highpass filtered in the horizontal direction and contains residual horizontal frequencies; "HH"-is high-pass filtered in both horizontal and vertical directions and contains residual diagonal frequencies. This DWT decomposition has a number of important properties:
• The number of DWT coefficients is the same as the number of pixels in the original image so nothing is added or removed.
• Many of the high-frequency coefficients ("HH," "LH," and "LH") at each stage are insignificant. This reflects the fact that low frequencies carry important image information, which implies that discarding the more insignificant higher-frequency coefficients while preserving the significant ones, compresses the image efficiently.
•
The DWT coefficient data structure is spatially self-similar across sub-bands ( Figure 10 ) which leads to the important characteristic of spatial scalability.
A block diagram of the basic wavelet-based video codec is shown in Figure 11 . The input images of a video sequence are used as the DWT input and the same number of wavelet coefficients is generated. To select the most significant coefficients, quantization is applied and insignificant information removed. Several algorithms have been developed to code this information in efficient way so that by sending minimum information, better image quality will be achieved at the decoder.
Evolution of DWT
DWT multilevel decomposition of an image has the property that the lowest levels correspond to the highest-frequency sub-band and finest spatial resolution, and the highest levels correspond to the lowest-frequency sub-band and the coarsest spatial resolution. Arranging the frequency sub-bands from lower-to higher-normal expectation is the energy reduction. Moreover, if the transform coefficients at a particular level have a lower energy, then coefficients at the lower levels or high-frequency sub-bands, which correspond to the same spatial location, would have lower energy. This self-similarity across sub-bands of wavelet coefficient data structure is a vital property in the efficient embedded-bitstream coding point of view. The advantage of embedded coding schemes is that they allow the encoding process to terminate at any point so that a target bit rate or distortion metric can be met exactly. Due to the some constraints in embedded coding, non-embedded coding for a given target bit rate or distortion requirement is sometimes preferable. The Embedded Zero-tree Wavelet (EZW) and Set Partitioning in Hierarchical Trees (SPIHT) (Said & Pearlman, 1996) are two examples of embedded coding algorithms.
To exploit the properties of the wavelet transformation, a data structure called a Zerotree is used in embedded coding system. A zerotree is a quad-tree of which all nodes are equal to or smaller than the root. A coefficient in a low sub-band can be assumed as having four descendants in the next higher sub-band and the four descendants each also have four descendants in the next higher sub-band, i.e., every root has four leaves ( Figure 12 ). The tree is coded with a single symbol and reconstructed by the decoder as a quad-tree filled with zeroes. It is assumed that the root has to be smaller than the threshold against which the wavelet coefficients are currently being measured. Thus, the whole tree can be coded with a single zerotree symbol. If the image is now scanned in a predefined order, from a high to a low scale, implicitly many positions are coded through the use of zerotree symbols. Of course, sometimes the zerotree rule is violated, but, in practice, the probability of this is very low. The price is the addition of the zerotree symbol to the code alphabet (Valens, 1999) . Said and Pearlman (1996) offered an alternative interpretation to the EZW algorithm to better highlight the reasons for its excellent performance. They identified three key concepts in EZW: (1) partial ordering by magnitude of the transformed coefficients with a set partitioning sorting algorithm, (2) ordered bit-plane transmission of refinement bits, and (3) exploitation of the self-similarity of the wavelet transform across different scales of an image. In addition, they presented a new and more effective implementation of the Figure 11 . Block diagram of video coder and decoder using wavelet Figure 12 . Relations between wavelet coefficients in different subbands as quad-trees (Valens, 1999) modified EZW algorithm based on Set Partitioning in Hierarchical Trees (SPIHT). They also proposed a scheme for progressive transmission of the coefficient values that incorporate the concepts of ordering the coefficients by magnitude and transmitting the most significant bits first. A uniform scalar quantizer is used, with the claim that the ordering information made this simple quantization method more efficient than expected. An efficient way to code the ordering information is also proposed that results in the SPIHT coding, in most cases, surpassing the performance obtained by the EZW algorithm (Saha, 2000) . VLBR uses embedded coding in another application, namely image browsing . A user is typically connected to an image database through a low bitrate channel and finds a potentially interesting picture, but must wait to determine if the desired features are present. With a fully embedded bit stream, the same code can accommodate both the intelligibility objective required for a rejection decision and the higher-quality objective for an acceptance decision. A MC wavelet transform is generally believed to be a better approach than a non-motion compensated approach for VLBR video coding. Usually the MC is block-based using a full search, which is simple and easy to implement in hardware but is also computationally complex and produces noticeable blocking artifacts. It also has artificial discontinuities due to the noisy motion causing undesirable high-frequency sub-band coefficients, as well as an increase of side information to transmit the entropy-coded motion vectors. An adaptive multi-grid block matching with different resolutions, rather than a multi-resolution pyramid and a mesh refinement technique for variable block size to reduce the blocking artefacts is described by Ebrahimi and Dufaux (1993) . It measures the true motion more accurately and provides near optimal solutions in minimizing the energy of the prediction error. It also decreases the side information while keeping the same accuracy for the motion fields by adopting a variable block size. The conventional multi-layer approach of embedded bitstream can only supply a discrete number of bitstream layers. To improve the performance, the number of layers and the quality/bit-rate level associated with each layer has to be determined at encoding time. The varying bandwidth limitations for video streaming Very Low Bit-rate Video Coding 125 Copyright © 2005 , Idea Group Inc. Copying or distributing in print or electronic forms without written permission of Idea Group Inc. is prohibited. cannot be satisfied in this manner. SNR scalability coding technique has been standardized in MPEG-4 for providing fine granularity scalability (FGS), though this added functionality is achieved with a substantial loss in compression performance (Hsiang & Woods, 2001 ). An embedded coding system based on 3-D sub-band filter banks combining set partitioning and context modelling is described by Hsiang and Woods (2001) that is error resilient, better than MPEG-2, and free from DCT-blocking artefacts.
The main drawback of DWT-based coding is its computational overhead. For realtime applications, there have been various attempts at improving the computational time, including an integer-based DWT (Lin, Zhang, & Zheng, 2000; Zeng & Cumming, 1998) . A leaky bucket-approach for real-time applications has also been proposed by Balster and Zheng (2001) to control the bit rate through unpredictable transmission channels using a 3-D DWT compression system. This maintains maximum and equal frame rate for both the server and receiver, which is a fundamental requirement for real-time systems.
To exploit the intra-and inter-band correlation in the wavelet domain, EZW, SPIHT used zerotrees to implicitly classify wavelet coefficient. Zerotrees are a subset of a spatial-frequency tree consisting entirely of insignificant wavelet coefficients, where the spatial-frequency tree naturally comes from the spatial and frequency relationship in the hierarchical pyramid, as shown in Figure 12 . With the identification of most insignificant coefficients using zerotree coding, the uncertainty of significant coefficients is reduced and coding efficiency is improved. Naturally, significant pixels forming from the edge of the part of the image form irregular clusters. Consequently, the insignificant parts within sub-bands are also irregular. Both the irregular significant and insignificant parts cannot be effectively exploited by the regular structured zerotree, which limits the performance of zerotree methods.
Conversely, a morphological representation of wavelet data (Servetto, Ramchandran, & Orchard, 1999) , Significant-Linked connected component analysis (Chai, Vass, & Zhung, 1999) , tries to exploit the intra-band correlation by forming the within-sub band irregular-shaped clusters based on the known significant coefficient. The coding result proves that irregular clusters can effectively capture the significant pixels within subbands. The Embedded block coding with optimized truncation (EBCOT) algorithm (Tauman, 2000) exploits only the intra-band correlation, being based on the independent coding and optimization of code-blocks within sub-bands. The outstanding performance of EBCOT demonstrates that strong intra-band correlation provides high-coding efficiency and is effectively achieved by explicitly classifying coefficients based on their sign and magnitude redundancy (Peng & Kieffer, 2002) .
Shaped adaptive DWT (SA-DWT) is a technique for efficient coding of arbitraryshaped visual objects that is important in object-oriented multimedia applications. The main features of SA-DWT are: (1) the number of coefficients after SA-DWT is identical to the number of pixels in the original object, (2) the spatial correlation, locality properties of wavelet transforms, and self-similarity across sub-bands are well preserved, and (3) for a rectangular region, SA-DWT is identical to the conventional DWT (Li & Li, 2000) .
Future Trends
As all images are different in wavelet-based coding, the wavelet filter should be chosen adaptively, depending on the statistical nature of the image being coded. Wavelet filters are highly image-dependent with no single wavelet filter consistently performing better than others on all images. Similar results have also been observed in the context of lossless compression using various integer-to-integer wavelet transforms (Saha & Vemuri, 1999) . This adaptive filter selection is important because, when the performance of the wavelet filter is initially poor, use of sophisticated quantization and context modelling of transform coefficients may not always provide significant compensation for this. Dynamically determining the most appropriate wavelet filter based on the type and statistical nature of the input image to be coded may well prove to be a fruitful research topic.
Summary
The main advantages of DWT-over DCT-based video coding are the absence of blocking artefacts and greater compatibility with the human visual system. However, it suffers from relatively high computational complexity and poor VLBR video coding efficiency in the bits distribution for active and non-active regions. 3-D wavelet coding may well be an alternative to DCT-based coding.
DCT Manipulation-Based Coding
Definition
The DCT plays an extremely important role in most image and video coding standards. It was established by Ahmed, Nararajan, and Rao (1974) as a variant of the Discrete Fourier Transform (DFT). The basic idea behind these transformations is that any periodic function can be decomposed into a finite number of sine and cosine functions with frequencies being multiples of the data window length N. The DCT of a discrete function f(x,y), x, y = 0,1,...,N-1 is defined as v=0  = 1 for u, v=1,2…N-1 .
The DCT transforms the discrete block (usually 8×8) of spatial image to produce a block of transform coefficients. The performance of a block-based transform for image compression depends on how well it decorrelates the information in each block. In the example in Figure 13 , the original 8´8 block has its energy distributed across all 256 samples, while the DCT representation is much more compacted (closely correlated). In the DCT coefficient block, the energy is concentrated into a few significant coefficients (top left of the array), which are the low-frequency components, representing the gradual changes of brightness (luminance) in the original block ( Figure 13) . The bottom-right portion of the array comprises high-frequency components, and these represent rapid changes in brightness. The coefficients are, therefore, decorrelated, so smaller-valued coefficients may be discarded (for example, by quantization and thresholding) without significantly affecting the quality of the reconstructed image block at the decoder. This makes the DCT a powerful tool for image and video compression.
Features of DCT
The main features of the DCT are as follows:
• DCT has a high decorrelation capability and energy-compaction efficiency. 
Evolution of DCT
For VLBR coding, especially videophone applications, it can be common for the coefficients of a block to be zero after motion estimation/compensation, DCT, and quantization. A method that detects all-zero DCT coefficient blocks before DCT and quantization would greatly improve the coding speed (Xuan, Zhenghua, & Songyu, 1998) . In H.263, N= 8, so (11) The condition for all-zero DCT coefficients is
where u,v=0,1,…, 7, and Q denotes the quantization level. Thus This inequality provides the conditions under which all DCT coefficients are zero. Using (14), ~40% of blocks in the Miss America and Claire sequences can be so classified and, since the technique uses a Sum of Absolute Difference (SAD) as a criterion, no additional computation is involved. Moreover, the threshold can be adapted with the quantization level. Simulation results also reveal that 16Q provides a good trade-off between image distortion and computational overhead.
The main problem of this technique is that some all-zero blocks may not be detected. This is common when using this technique in H.263 coding of head-shoulder sequences (Jun & Yu, 2001) , though it does not affect the video quality, just the coding speed. A modification was proposed by Jun and Yu (2001) .
< is a sufficient and necessary condition for the early detection of all-zero DCT blocks, and is equivalent to
. An alternative detection was also proposed by Jun and Yu as follows:
This inequality may not limit the efficiency either, but with the efficiency guideline, it improved the efficiency of the approach of Xuan et al. (1998) . This paper also proposed another detection criterion, which does not impact on video quality: 
Experimental results showed that the ratio of correct detection (Budge & Baker, 1985; Cafforio & Rocca, 1983) increased by ~1-2% and ~10-20% respectively. Using this technique, ~60% of blocks in the Miss America and Claire sequences are correctly determined as all-zero DCT coefficient blocks, which improves the coding speed significantly in a VLBR coding context.
The Position-Dependent Encoding (PDE) approaches (Apostolopoulos & Lim, 1992; Apostolopoulos, Pfajfer, Jung, & Lim, 1994; Reed & Lim, 1998) for coding DCT coefficients can be applied in any transform/sub-band filtering scheme for image or video compression. In the conventional approach, the amplitude values and runlengths can be coded with separate codebooks or they can be jointly coded with a single codebook. With joint encoding, each (run-length, amplitude) pair is coded as a single event. In this way the coder exploits the correlation that exists between short run-lengths and small amplitudes. In separate codebooks, the coding approach exploits the different phenomena with different statistics. Traditionally, DCT coefficients are ordered in some manner (typically through zigzag scanning), but this does not exploit how the statistics of the run-length depend upon the starting position of the run. For example, runs beginning in the low-frequency region are typically shorter than runs beginning in the mid-to high-frequency regions. Moreover, the traditional way does not exploit how the statistics of the coefficient amplitude depend on the particular coefficients to be encoded. For example, in an intra-block, the low-frequency coefficients typically have larger amplitude than mid-or high-frequency coefficients. On the other hand, for interblocks, the statistics are usually more uniformly spread.
This idea was further extended by Apostolopouls et al. (1994) by using multiple codebooks for inter-and intra-encoded regions of a video signal. The PDE approach exploited the difference in statistics and range of the statistics by using different Huffman codebooks depending on the starting position of the run-lengths and statistics of the amplitudes. A total of 94 codebooks were used for run-length coding: 31 for intraluminance components (Y) run-lengths, 15 for intra-chrominance components (UV) runlengths, 32 for inter-Y run-lengths, and 16 for inter-UV run-lengths. A total of 14 codebooks were used for amplitudes coding: 3 for each intra-Y and intra-UV amplitude coding, 3 for each intra-Y and intra-UV amplitude, and 4 for each inter-Y and inter-UV amplitude. The Huffman codebooks were trained based on a weighted sum of the collected data.
The results revealed an average reduction of 6.1% in the required bit rate for PDE compared to the single-codebook approach. In comparing PDE with MPEG's joint encoding, the tests showed that PDE performed approximately 5.8% better; however, an accurate comparison between PDE and joint encoding cannot be made for two reasons:
(1) the PDE scheme was optimized for encoding certain sequences, while the joint encoding scheme was not, and (2) escape codes were not implemented in the PDE scheme, while they were part of the joint scheme. Escape codes are important because, aside from reducing the implementation complexity, they also have the beneficial effect of increasing the robustness of an entropy-coding system. In addition, the joint codebooks were designed by MPEG for I, P, and B frames, while this approach performed tests only with I and P frames. Reed and Lim (1998) overcame these limitations by using Joint PDE. They observed that the range of possible run-lengths varies with the starting position of the run. More clearly, the range of the run-lengths decreases as the starting position of a non-zero quantized DCT coefficients increases within a block. Since MPEG-2 uses 8×8 block sizes, the run-length range starting at position (0, 0) within a block (DC) is 0 to 63, so 6 bits are needed to represent all run-length possibilities. However, traversing the block starting at DC and following some specified scanning pattern, the number of coefficients remaining in the block decreases, thus decreasing the run-length range. Therefore, using 6 bits to represent the run-lengths for non-zero mid-and high-frequency coefficients is unnecessary. Reed and Lim compared results with MPEG-2 by considering I, P, and B frames, as well as escape codes. The Joint PDE decreases bits by 7.6% on average compared with MPEG-2 by considering 31 2-D Huffman codebooks. Its performance is also better than the PDE, which only achieved a bit-reduction of about 5.8%. In VLBR coding, computing the motion vectors occupies a large percentage of the bit rate and, therefore, the overall performance of the PDE and Joint PDE will diminish. Any block-based video coding standard such as MPEG-X, H.26X suffers from blocking effects when operating at very low bit rates. To improve the subjective quality of the coded images, the DCT coefficients are weighted using a visual quantization matrix ( Figure 14 ) before quantization which increases the PSNR and more importantly reduces annoying blocking effects in the perceived visual quality (Ngan, Chai, & Millin, 1996) .
Both visual and normal quantization is applied in DCT coefficients to reduce the bit rate of video transmission or storage. Another way to reduce the bit rate is DCT-Zone coding (Ngamwitthayanon, Ratanasanya, & Amornraksa, 2002) . Normally, a zigzag scan order is used to code the DCT coefficients from top-left to bottom-right because the human eye is least sensitive to the changes in mid-high frequency regions. Some DCT coefficients within these regions will be omitted for the entropy-coding schemes for VLBR coding using visual and normal quantization. However, the absence of highfrequency DCT coefficients directly affects the sharpness of the resultant images. An investigation by Ngamwitthayanon et al. showed that omitting mid frequencies results in significant improvements in term of output bit rate while only slightly degrading the quality of resultant image, which is far less perceptually noticeable by the human visual system.
Blocking artefacts are the main concern in block-based video coding and to reduce such artefacts, post filtering processes are recommended in the new H.264 standard (ITU-T, 2003) . There are some simple algorithms (Chou, Crouse, & Ramchandran, 1998; Meier, Ngan, & Crebbin, 1998) , while Luo and Ward (2003) used original pixel level, correlation between neighboring blocks, and an edge-preserving, smoothing filter to reduce the artefacts.
Traditional MC techniques exploit only two frames of temporal redundancies in a video sequence, but 3-D DCT-based coding offers greater potential (Chan & Siu, 1997; Lai & Guan, 2002; Tai, Wu, & Lin, 2000) . Variable temporal length 3-D DCT coding is particularly suitable for complex video scenes.
Future Trends and Summary
The DCT is presently the most widely used transform in image and video compression algorithms based on MPEG-X and H.26X standards. Its popularity depends on its data-compaction performance close to the optimal KLT and its relatively low computational complexity. In addition, unlike the KLT, the DCT is not data dependent and its transform matrix exhibits symmetries that can be exploited to obtain very efficient hardware and software implementations (Rao & Yip, 1990) . Computing the DCT and the subsequent quantization of the transform coefficients are the most demanding steps of any DCT-based video encoder after ME. Docef. Kossentini, Nguuyen-Phi, and Ismaeil (2002) reduced the computational time significantly by embedding the quantization in DCT and introducing a multiplier-less integer implementation of the quantized DCT with early termination at zero values. A multiplier-less integer DCT is used in the new H.264 standard, which also enables variable-sized DCT blocks such as 4×4 instead of the usual 8×8. Blocking artefacts remain a major concern of DCT-based coding. Much research has been done in an attempt to reduce or eliminate its effects, but there is still scope for further research.
Pattern-Based Coding (PBC)
Definition
Reducing the transmission bit-rate while concomitantly retaining image quality continues to be the major challenge for efficient very low bit-rate video compression standards, such as H.26X, MPEG-X [44]- [48] . However, these standards are still unable to encode moving objects within a 16´16 pixel macroblock (MB) during ME, resulting in all 256 residual error values being transmitted for MC, regardless of whether there are moving objects or not. Pattern-based coding (PBC) has the ability to code a video sequence in very low bit rate. Let Ck(x,y) and Rk(x,y) denote the kth MB of the current and reference frames, each of size W pixels × H lines, respectively of a video sequence, where 0 ≤ x,y ≤ 15 and 0 ≤ k < W/16 × H/16. The moving region M k (x,y) of the kth MB in the current frame is obtained as follows:
where B is a 3×3 unit matrix for the morphological closing operation • (Gonzalez & Woods, 1992) , which is applied to reduce noise, and the thresholding function T(v) = 1 if v > 2 and 0 otherwise. On the basis of total number '1' in M k , all MBs are classified into several MB classes. An MB containing a moderate number of '1' is a partial-motion MB. A number of templates (i.e., predefined or extracted patterns) are used to code partialmotion MBs and the full-motion MBs and no-or-little-motion MBs are treated as in the H.26X standard. The partial-motion MB can then be coded using the m pixels (typically µ ={64, 128, 192}) of that pattern with the remaining 256-µ pixels being skipped as static background. Therefore, successful pattern matching can theoretically have a maximum compression ratio of 4:1 for any MB. The actual achievable compression ratio will be lower, due to the computing overheads for handling an additional MB type, the patternidentification numbering, and pattern-matching errors.
Features of PBC
The main features of pattern-based video coding are as follows:
• PBC uses predefined or extracted patterns for the coding of partial-motion MBs.
• Pattern size is less than the size of an MB, so the ME computational time requirement is less than that of H.26X.
• Due to the better management of a motion area, the coding performance of PBC in VLBR is better than H.26X.
• PBC is a simplified form of object-based coding.
• PBC can code up to 20% less bit rate in same image quality and improve the image quality by up to 2dB for compatible bit rates when compared to H.263 standard.
• PBC is suitable for smooth but not high-motion video sequences.
Very Low Bit-rate Video Coding 133 Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of Idea Group Inc. is prohibited. Fukuhara et al. (1997) first introduced the pattern concept in ME and MC by using four MB-partitioning patterns, each comprising 128-pixels. ME and MC were applied to all eight possible 128-pixel partitions of an MB, and the pattern with the smallest prediction error selected. Having only four patterns, however, meant it was insufficient to represent moving objects. With a sufficient number of blocks, the shape of a moving object can be more accurately represented, but this carries a higher processing expenditure (Wong, Lam, & Siu, 2001) .
Evolution of PBC
The MPEG-4 (ISO/IEC, 1995) video standard introduced the concept of contentbased coding by dividing video frames into separate segments comprising a background and one or more moving objects. To address the limitations of the above approach (Fukuhara et al., 1997) , Wong et al. (2001) , in their Fixed-8 algorithm, exploited the idea of partitioning the MBs via a simplified segmentation process that again avoided handling the exact shape of moving objects, so that popular MB-based motion estimation techniques could be applied. Wong et al. classified Figure 15 . An MB is classified as RMB if, by using some similarity measure, the part of a moving object of an MB is well covered by a particular pattern. The RMB can then be coded using the 64 pixels of that pattern with the remaining 192 pixels being skipped as static background. Therefore, successful pattern matching (e.g., pattern size 64) can theoretically have a maximum compression ratio of 4:1 for any MB. The actual achievable compression ratio will be lower due to the Figure 15 . defined in 16×16 blocks,  where the white region represents 1 (motion) and black region represents 0 (no motion) computing overheads for handling an additional MB type, the pattern-identification numbering, and pattern-matching errors. Overall, this affords superior prediction and compression efficiency and reduces the encoding time compared to H.263 by between 8% and 53% for smooth-motion sequences. In implementing the above categories, a MB is considered as a candidate RMB (CRMB) if at least one of the four 8×8 quadrants does not possess moving pixels (Wong et al., 2001) . This classification may, in certain instances, reduce the number of RMBs by misclassifying a possible CRMB as an AMB, where only a few moving pixels exist in another quadrant. Conversely, it may also increase the computational complexity by misclassifying an AMB as a CRMB where all but one quadrant has many moving pixels. Ultimately, a CRMB is classified as an RMB depending on a similarity measure with the patterns in the codebook. Paul, Murshed and Dooley (2002) introduced a new efficient parametric (δ ∈ {64,96,128}) MB classification definition, where δ is the total number of moving pixels in a MB, without regard to any 8x8 quadrant. The pattern-based coding exhibits the best performance when δ =128 using half-pel accuracy.
Using only eight patterns for all video types results in potentially many RMBs being neglected, as moving regions vary widely between sequences. If the codebook size is extended, the number of RMBs will increase so that for a Fixed-l algorithm, the image quality improves as the residual error is reduced, though there will be a corresponding increase in the number of pattern-identification bits for each RMB. The rationale for extending the PC size and then selecting a subset of patterns based on video content is that in the algorithm (Wong et al., 2001) , it was observed that the coding efficiency with eight patterns (Fixed-8 algorithm) was superior to using only the first four patterns. Paul et al. (2002 ) observed a similar trend, but with diminishing returns when the PC is extended to 32 patterns (Figure 15 ).
To counter the diminishing improvement in coding efficiency caused by the increased number of bits to identify each of the 32-patterns, only the λ (< 32) best-matched patterns are used. The pattern-set selection process is, however, not straightforward, since in locating the best λ pattern set, it is not sufficient to simply select the patterns with the highest frequencies. All the RMBs that were initially matched against a pattern and subsequently discarded need to be considered again for matching. Some of these patterns may no longer be classified as RMBs, and the frequencies of the patterns may also change. In certain cases, this change will lead to a different ranking in the best pattern set. In Paul et al. (2002a) , a new variable pattern selection (VPS) algorithm was developed to select the λ best-matched pattern set using a preferential selection approach Figure 16 . 64-pixel 8 small patterns (SP), 128-pixel 4 medium patterns (MP), and 192pixel 2 large patterns (LP) are extracted using ASPS-3 algorithm from Miss America, where the white region represents 1 (motion) and black region represents 0 (no motion)
analogous to the Australian Preferential Voting System (Australian Government, 2000) where the pattern with the lowest frequency is eliminated and its preferences redistributed to the remainder. A second preferential selection algorithm called extended VPS (EVPS) (Paul et al., 2002b) was presented that afforded significant processing speed improvements, reducing the computational complexity by a factor as great as 9, while maintaining similar quality and compression efficiency to VPS. An optimal subset selection from a large number of patterns is a NP-complete problem (Paul et al., 2003b) . A near-optimal pattern set selection algorithm was proposed in Paul et al. (2003b) that achieved the optimum result with a probability of 0.99. All these various algorithms performed better than H.263 but required pre-processing steps to select the best subset of patterns.
Measuring the similarity between a CRMB and all the patterns in the codebook on a piecewise-pixel basis is very computationally expensive, especially when the codebook size is large, which is always desirable for better coding efficiency. However, it can easily be observed that not all patterns are relevant for consideration when using the similarity measure (Paul et al., 2003a) . Paul et al. (2003a) proposed a Real-Time Pattern Selection (RTPS) algorithm without any pre-processing steps. The RTPS is a proximity-based pattern relevance measure to dynamically create a smaller-sized customized pattern codebook (CPC) for each CRMB, by eliminating irrelevant patterns from the original codebook by considering gravitational centre. The RTPS algorithm uses a novel mechanism to control the size of the CPC within predefined bounds to adapt the computational complexity of the pattern selection process, so ensuring real-time operation. RTPS is thus able to process arbitrary-sized codebooks while this real-time constraint is upheld. Furthermore, the computational overhead of the similarity metric is reduced significantly by performing the processing on a quadrant-by-quadrant basis with the option to terminate whenever the measure exceeds a predefined threshold value.
All these various pattern-matching algorithms (Fukuhara et al., 1997; Paul et al., 2002a Paul et al., , 2002b Paul et al., , 2002c Paul et al., , 2003a Paul et al., , 2003b Wong et al., 2001) assumed the actual moving regions of a RMB were similar to one or more of the patterns in the codebook (Figure 15 ). It is thus an approximation of the actual shape of an object. Another problem of these algorithms is that they failed to capture a large number of active-region macroblocks (RMB), especially when the object-moving region is relatively larger in a video sequence. The other problem of using predefined patterns is deciding exactly how many patterns are Table 1 . Percentage of different MB types generated by the RTPS(4) algorithm (Paul et al., 2003a) However an arbitrarily shaped region-based MC algorithm may be a better choice to address these problems. Yokoyama, Miyamoto, and Ohta (2001) applied image-segmentation techniques to acquire arbitrarily shaped regions, though its performance was not guaranteed because it used a large number of thresholds. The first issue can be solved if the coding system uses the pattern set extracted from the content of a video sequence. Table 1 shows the percentage of MB types generated by the RTPS(4) algorithm. While SMBs contribute nothing to the bit rate, RMBs contribute nearly 25% and AMBs 75% of the overall bit rate, so any attempt to reduce the number of AMBs leads to better compression. So a larger size pattern set, together with conventional size, will solve the second issue. The third problem may be solved if inter-relations between extracted patterns are exploited. Three algorithms based on Arbitrary-Shaped Pattern (Paul et al., 2003c (Paul et al., , 2003d were proposed that solved the above problems by first extracting dynamically different-size pattern sets from the actual video content without assuming any pre-defined shape. Subsequently, these extracted pattern sets are used to represent the different types of RMB using a similarity measure as in all other pattern-matching algorithms. In Figure 16 , different-size extracted pattern sets are shown. They are almost similar to the predefined pattern set. Paul et al. (2004a Paul et al. ( , 2004b also proposed a new similarity metric for pattern-based video coding that improved the computational coding efficiency up to 58% when compared to the H.263 digital video coding standard. Table 2 shows the bit-rate reduction of four PBC algorithms as compared with H.263 for comparable image quality. A maximum 22% bit reduction is achievable when the best PBC algorithm is used for VLBR video coding. The rate-distortion curves for the standard video test sequences are shown in Figure 17 . From the curves, it is clear that PBC is best suited for relatively low bit-rate applications, since at higher bit rates, the performance of the H.263 standard is consistently better. So far, PBC has not been considered as part of the H.264 standard, though variable block sizes are available for motion estimation, such as 16´16, 16´8, 8´8, 4x8 and 4´4 (total 8-mode). Depending upon the level of motion involved, one of these eight modes is selected, however, sometimes, this mode selection is not accurate and can be very time consuming, so PBC affords the facility to provide an additional important mode to improve the approximate motion. In Table 3 , a comparison of H.261, H.263, and H.264 features helps in understanding the differences between them.
To compare the subjective performance, the original frame #13, reconstructed frames, and frame differences are presented in Figure 18 for the Mother & Daughter sequences. The sequence was coded at 28Kbits/frame. The gray-scale intensity of all the absolute frame-difference images has been magnified by a factor of three to provide a clearer visual comparison. The results for the reconstructed frames using ASPS can be readily perceived as better than those of the RTPS(4), the algorithm in Wong et al. (2001) , and the H.263 standard.
Future Trends of PBC and Summary
PBC is the most appropriate scheme for VLBR video-coding applications. While VPS, EVPS, and other sub-optimal algorithms require some pre-defined steps in selecting the best-pattern set from a large codebook, RTPS is the only suitable candidate for realtime pattern-based video coding. However, a general conclusion in evaluating the performance of all PBC algorithms is that a strategy based on using arbitrary-shaped patterns is undoubtedly the best approach, though this is counterbalanced by the fact that the complexity currently involved in off-line pattern generation limits its application.
• Performance analysis of different size of pre-defined regular-shaped patterns, from 2 to 192-pixels patterns, in variable block size motion estimation.
• Adaptive similarity threshold in PBC for controlling the rate-distortion ratio.
• Scalable coding by PBC using various pattern codebooks.
CONCLUSIONS
This chapter has explored a series of approaches to support effective VLBR video coding, ranging from vector quantization through to Model, Wavelet, DCT and Patternbased coding. Efficient representation and exploitation of motion information will H.263, RTPS(4) , and ASPS algorithms respectively; (f) to (i) Frame differences (×2) of (b), (c), (d), and (e) respectively with respect to (a)
become more important for VLBR applications, and how we use advanced motion estimation techniques for the human visual system to estimate and encode dense motion fields for coding purposes will be the source of much on-going research. The DCT is still the most popular, mature, and widely accepted transform for most video compression standards, from very low through to high bit-rate applications. Vector Quantization will continue to play an increasingly important role in VLBR by developing a larger vector dimension and employing signal adaptive codebooks. Motion-compensated 3-D DWT will inevitably become a direct competitor of DCT -provided the computational time issue can be improved -especially as it offers the attractive features of spatial and temporal scalability. Model-based coding could also become more widely accepted for VLBR videoconferencing and videophonic applications, provided the issues of being able to automatically fit the wireframe to a speaker's face without a priori knowledge can be solved, along with other perceptual challenges such as how to effectively model a person wearing glasses. Object-based video coding represents a very promising option for VLBR coding, though the problems of object identification and segmentation need to be addressed by further research. Pattern-based coding is a simplified objectsegmentation process that is computationally much less expensive, though a real-time, content-dependent pattern generation approach will certainly improve its acceptance for VLBR coding.
Finally, despite the large number of challenges that remain to be solved, if current video-coding research continues the rapid and inexorable rate of innovation that has been witnessed over the past decade, then the focus could well shift in the not too distant future from VLBR, to ultra VLBR (<8 Kbps) video-coding applications.
