Abstract-This paper describes a system that simulates word form acquisition without meaning as a preliminary stage in language acquisition, through interaction with a human teacher. The system extracts phonemes from the teacher's speech and supplies them to a linguistically enabled synthetic agent. The agent babbles initially but gradually, words begin to emerge as the agent biases its babble towards the speech of the teacher. Experiments are conducted in real-time with a human teacher interacting with the agent embodied in the iCub humanoid robot.
INTRODUCTION
There is a long history in the field of Artificial Life of research on the emergence of communication and language [1, 2, 3, 4, 5, 6 ]. An infant when it is born is able to distinguish voices, intonation, rhythm and prosody of speech, it can perceive many of the characteristics of language [7] . However, at an early age of only a few months, it is not able to produce correct vocalizations, due to physiological restrictions such as an undeveloped vocal tract and cognitive immaturity. A step on the way to acquiring language is the stage when it will start babbling, producing vocalizations without meaning. This is a critical stage in linguistic development [8, 9, 10, 2, 11] .
This propensity to babble does not happen in isolation. Intersubjective interaction with a carer plays a primary role, and at a very early stage by around two to three months, infants are able to engage in proto-conversation [12] . This includes the ability of the infant to listen to short utterances produced by the mother and respond with coos and murmurs. There will be an alternating pattern of non-overlapping "conversation" between the mother and child.
In our work we are inspired by empirical observations of child development, and investigate how some of these factors can contribute to the acquisition of language by a robot. We are not bound by biological realism, but since language is uniquely human it is appropriate to look to infant language acquisition for models.
This paper describes a simulation in which a Linguistically Enabled Synthetic Agent, LESA, starts by babbling and gradually begins to learn word forms. LESA is embodied in the iCub robot, shown in Figure 3 . In our work we follow the model of a dual system for language processing, inspired by recent neuroscientific research. On the one hand there is learning of word forms without meaning, analogous to a dorsal stream. On the other hand there is explicit referential learning of words and holophrases analogous to a ventral stream [13, 14] . Though these streams become integrated, we investigate here the preliminary learning of word forms without meaning.
This paper continues work conducted by Lyon et al. [15] where a constructivist approach to language learning is taken [16, 17, 18] . It also forms the basis of the thesis by Rothwell [19] . This work extends the virtual Linguistically Enabled Synthetic Agent to perform online learning using the phonemes extracted from a teacher's speech in embodied interaction, while producing audible babble interspersed with learnt words.
In the rest of this paper, we describe the implementation of LESA as an online system and perform Human Robot Interaction experiments with LESA in real-time.
A. Language Acquisition by Infants
Boysson-Bardies [10] states that at four to five months, certain utterances will contain consonant and vowel combinations thus producing vocalizations that resemble syllable combinations which could include consonant-vowel (CV) or vowel-consonant (VC).
From about five months on, babies will be able to control more of their voice organs and modulate their voices. It is at this stage, that babies start "playing" with their voices. They might create games which manipulate pitch level, produce nasal sounds and other manipulations with the tongue and mouth. Most of what is happening is considered to be the enjoyment of making the sounds, but they also become aware that their sounds can demand attention and express emotion.
From about six months on, the age of infant that this paper is concerned with, infants start to babble and this can occur quite suddenly. There is much more control and co-ordination of the vocal organs and they can start and stop their babble at will. They also have the ability to start imitating simple vocal patterns that they hear from adults. It is likely that through repetitions of utterances made by their carers that children begin to build a vocal repertoire that is biased towards the phonemic vocalizations of the adult.
Between eleven and fourteen months, an infant may form its first words which an adult can recognize, the acquisition of words with meaning. The vocabulary built between these months is variable, but typically very small -perhaps up to fifty words [10] . Often common object names are among the first words produced. Babbling also continues at this stage and will influence the choice of syllables produced to form words [20] hears. In the simulation described here LESA produces random babble, until by chance it utters a word, usually one syllable, that the teacher wants it to learn. This is metaphorically recognized by the teacher and LESA has a very basic method of reinforcement to allow the learning of words. This has been implemented by keeping a lexicon of certain words that the teacher wishes to teach the agent [15] . If LESA babbles one of the teacher lexicon words, it is reinforced and added to the infant's lexicon. LESA might then produce one of the lexicon words at random within the babbled utterances.
As noted above the adult and child engage in a protoconversation with turn-taking at quite an early stage, where the child listens to the adult before a response is made and vice versa. This is simulated in LESA by making short pauses between babbled utterances. The short pauses allow the adult to produce short utterances which can be acoustically processed by LESA.
III. ONLINE EMBODIED LINGUISTICALLY ENABLED SYNTHETIC AGENT
The agent simulates the stages of babbling through to the first words of a child between the ages of six to twelve months. The target words that may be learnt here are the names of shapes, mostly one syllable long.
At the first stage of babbling, LESA produces random babble as a sequence of four types of syllables, which could be repeated in the sequence a number of times. There are no real physiological constraints as there would be when a child produces canonical babbling and LESA may 1 babble any that are likely to be produced in the English language [21] . There is a need for syllables as the building blocks for language because infants do not typically produce single phonemes in isolation. Infants may babble vowels in isolation, but consonants are not produced ( [10, 22, 20 ]), with rare exceptions such as fricatives like sh.
A. Representation of Syllables
Syllables are of four types: V, CV, CVC and VC where V stands for vowel, C for consonant. C can be a single consonant or a cluster. Some clusters only occur at the start of a syllable e.g: skw as in "square", some only at the end such as ks as in "box", some at either end e.g: st as in "star" or "last".
B. Outline of the Process
Speech from the teacher is taken in and processed by a phoneme recognizer. When LESA hears an utterance processed as phonemes from the teacher, the agent will start to bias the babble towards the teacher's speech.
The utterance represented by phonemes is clustered according to consonant rules for the English language. For example, s and t would be clustered as the consonant cluster st which could occur at the beginning or end of a word. However, no word segmentation information is provided to LESA and it does not at this stage attempt to create any word segmentation.
After clustering occurs, the utterance is segmented into syllables based on the four syllable combinations described above; syllable combinations may overlap. Thus <a star> would produce <a>, <a st>, <st a>, <st a r>, <a r>. The frequency count of each syllable is then updated in an internal frequency table as described by Lyon et al. [15] .
As the frequency counts increase, LESA biases the random babble towards the commonly occurring syllables. Thus babble starts to emerge which from a human perspective may appear to correspond to what the teacher is saying.
Initially, a random selector picks one of the stored syllable types, all equally likely. But, as the teacher speaks, frequently occurring syllables have a greater chance of being picked. For instance, if there were 4 syllables, s1, s2, s3, s4 initially each would have 1/4 chances of being produced. If s2 occurs 2 times, s3 occurs 4 times and the others do not occur at all, then s1 will have 1/10 chance of being produced, s2 will have 3/10 chances, s3 will have 5/10 chances and s4 1/10.
When a required word is uttered, by chance, it is added to LESA's lexicon, as explained above. After this there will be an increased probability of the word occurring again, so learnt words tend to recur.
C. System Architecture
Babble is converted to an audible output using the eSpeak synthesizer [23] . The speech of the teacher is passed through the Microsoft SAPI 5.4 speech recognizer, which has been adapted to produce an unsegmented string of phonemes. Utterances are segmented using detection of a certain length silence in the audio.
The high-level system architecture can be seen in Fig. 1 . 
D. Performance Assessment
We assess the number of words LESA can learn to produce in the course of limited interactions with human participants and evaluate how words emerge through babble.
We also examine how the participants interact with the system, and how this compares with typical interactions between adults and small children.
E. Participants
Two participants were chosen for the interaction experiments. Participant 1 is a computer science student also working in the area of artificial intelligence and robotics but is naïve in the sense that he has not been a participant in a similar experiment and does not know about the implementation of this system. He also has very little experience interacting with children.
Participant 2 has participated in the previous HRI experiments conducted by Saunders et al. with the Kaspar 2 humanoid robot [24] and is an administrative secretary. However, she is used to interacting with children and from the previous experiments has been shown to interact with the robot in a natural manner. 
F. Experimental Setup
The experiments were conducted using the iCub humanoid robot [25] augmented with the online LESA system. The participants had the impression that they were interacting with the iCub. The iCub software system and LESA system are considered separate systems and run nearly independently. However, LESA changes the expression of the mouth on the iCub while it is babbling to a "talking" expression and revert to a "smile" expression when not babbling. The iCub system tracks the participants face and objects the participant is holding while making arm and hand gestures. The participant is asked to talk to the robot, teaching it names of shapes drawn on a box (see Figure 2 ). LESA will babble at 3 second intervals. This gives the participant the impression that they are interacting with iCub. Figure 3 shows the architecture of the experiment setup.
Prior to the start of the experiment, each participant trained the speech recognizer with their voice in one profile session. The output from SAPI is taken from an intermediate stage to obtain a stream of phonemes rather than words. (However, this still involves the use of a language model). Two experiments were conducted, (i) and (ii). In the first instance, the participant was given a box with patterns on each face such as circle, square, triangle etc. The participant was told to tell the robot about the patterns on the box. In the second experiment, the participant was additionally told to teach the robot as if it were a child between one and two years old and that if the participant hears one of the words they are trying to teach to reply with an encouraging comment.
Each experiment lasted approximately four minutes. The artificial reinforcement system used the phonetic transcriptions of the words listed in Table I . to determine whether the agent has babbled a word that is likely to be taught. Phonetic transcriptions are defined in CMU (Carnegie Mellon University) notation.
IV. RESULTS
Tables II and III shows a small portion of the conversation in phonemic transcriptions produced from experiments using the CMU notation [26] . The syllables produced by LESA are shown in parentheses.
As can be seen from a comparison of Tables II/III and the true text transcriptions, some of the recognition results are quite low. However, with participant 1, the salient words are clearly recognized by the SAPI speech recognizer, allowing learning to take place more efficiently. However, this style of interaction seems unlikely to occur with a real child and parent. 
Participant 2 Participant said:
LESA said: (t uw) (eh n) (eh n) (eh ls) (hh ah t) LESA heard: k l eh v ah r b ao iy n w ao t eh l s ah v w iy d ah n s y uw eh m eh m LESA said:
(hh ah t) eh (dh eh) (dh eh) ( sm ay l)
LESA heard: sh uw r y ah n ow uh dh ae t w ah n ae t n ae l iy s ih s ih n dh eh
Clever boy and what else have we got
That one
That's nice isn't it. That's the Table IV shows the accuracy of the speech recognizer at recognizing the words that were spoken by the teacher, in a pre-experimental test. Actual Salient corresponds to the true number of occurrences salient words (found in Table I .) spoken during the experiments e.g.: circle, square etc. Recognized Salient is the actual number of occurrences of automatically recognized words matching the phonetic transcriptions found in Table I . As can be seen from Table II . the recognition accuracy is relatively low using a single voice profiling session. Table V shows how many different salient words were spoken by the participants during the experiments and how many were recognized by the speech recognizer. It also shows the number of words learnt by LESA and stored in its lexicon, called the infant lexicon. Table VI lists the words recognized correctly by the speech recognizer and the words that were learnt by LESA. The experiments have shown that while the accuracy of the speech recognizer is quite low, it is still possible for LESA to learn the words taught to it by the teacher. This is likely to be because the participants naturally used repetitive utterances in order to teach LESA, as would typically be used in a dialogue with a small child. The style of conversation used by the two participants was very different. Participant 1 tended to use single word utterances such as "moon" and repeat this in order to teach the system.
Participant 2 used a style of speech that was closer to that of child-directed speech [20] . Salient words tended to be embedded within an utterance for example, "do you remember the smile shape it's like your mouth". Participant 1's style of teaching allows LESA to learn most effectively which can be seen in experiment 2 where LESA learns to say the first word in the shortest time and also learns the largest number of words.
Though the performance may seem limited, we need to remember that this is a result from a few minutes interaction, which contrasts with a human infant's continual long term immersion in a spoken environment.
V. CONCLUSION
In our work the robot was able to acquire and utter the phonological form of new words after a few minutes of interaction with human teachers in real time. We have shown that this can be achieved, even with relatively low phoneme recognition rates, by harnessing iteration and re-inforcement in human-robot interaction. Though the work described here includes experiments with just two participants further experiments are underway, and our results indicate that we have a worthwhile approach. The new contribution that this work makes to the field is based on developments in psycholinguistics, robotics and neuroscience. The importance of interaction between teacher and child in language acquisition is well known [8, 9, 10, 12] , and we have demonstrated how this can be implemented with a robot. We have shown that it is possible for an embodied simulated agent to form a few of the building blocks of language and to acquire simple word constructs by interacting with a human teacher in real-time. Our approach is based on recent advances in neuroscience, indicating that word forms can precede the learning of word meanings [13, 14] .
By using a commercial speech recognizer to extract phonemes from speech we have provided a simplified way to acquire small word like units. There are however some caveats. The speech recognizer used has its own word and sentence model via Hidden Markov Models. The phonemes are effectively reverse engineered from the probable words that have been recognized. Thus at present the system assumes knowledge of word segmentation ahead of word form recognition. This can result in mispronunciations or the wrong words being produced resulting in low accuracy for recognition. We found that using more than one voice training session prior to an experiment resulted in much higher accuracy.
Another issue arose which will have contributed to poor recognition accuracy was due to the agent hearing its own babble. This has an advantage for a real infant that will play games with its own voice in order to learn how to produce the sounds of language. But for the LESA system, the speech recognizer sometimes cannot distinguish between the human teacher voice and its own voice. This therefore results in some garbled utterances being produced as "heard" phoneme sequences. However the problem of hearing its own babble can be solved by simply not listening to incoming utterances while the agent is itself babbling.
VI. FUTURE WORK
The experiments described here are based on only 2 participants, and work is needed on a larger scale.
Further work is being developed to change the reinforcement learning system. The current system of a fixed number of known words in the teacher lexicon will be removed. In place of that will be a lexicon of "reinforcement phrases" such as "well done" and "clever boy". When LESA hears a reinforcement phrase, it will extract the word to be reinforced from the babble that it last produced using a heuristic and a short term memory of utterances it has heard from the teacher. Thus LESA will potentially have the ability to learn any word that the teacher is trying to teach.
We also hope to produce a more realistic reinforcement system by use of prosodic classification of utterances into positive, negative and neutral signals. This is also likely to require other reinforcement cues from the environment. For example from visual cues, motor positions and perhaps facial expressions of the human teacher and other body language cues. Intersubjectivity [12] may also play an important role, allowing an agent or robot to recognize another person's impulses in the interaction, and recognize joint-attentional framing of objects [17] .
While we have produced a system that can produce simple CVC type words, research is continuing to allow the system to produce more complex words. Due to the probabilistic nature of LESA, words such as "triangle" and "circle" are unlikely to be babbled because they are multi-syllable words whose syllables have to be produced in sequence. It is therefore necessary to extend the method for LESA to combine multiple commonly heard syllables together to produce these more complex words.
We also hope to integrate this work on the learning wordlike phonological forms with the iCub system for constructing meaning and association to words through use of the visual, prosodic and sensorimotor information provided by the robot in social interaction with humans [24, 27, 28, 29] .
