In this paper, we present some comparison theorems on preconditioned iterative method for solving Z-matrices linear systems, Comparison results show that the rate of convergence of the Gauss-Seidel-type method is faster than the rate of convergence of the SOR-type iterative method.
Introduction
For solving linear system
where A is an n × n square matrix, and x and b are n-dimensional vectors, the basic iterative method is
Where A = M − N and M is nonsingular. Thus (2) can be written as 
where r = 0 is a parameter called the relaxation parameter. (Note that for r = 1, we get the Gauss-Seidel method.)
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Then, we can define the basic iterative scheme:
where P A = M p − N p and M p is nonsingular. Thus (5) can also be written as
where
where D 1 , −L 1 and −U 1 are diagonal, strictly lower and strictly upper triangular parts of S − SU , respectively. In the following, we consider the SOR-type splitting forÃ:
In view of (6) the SOR-type iteration matrix associated withÃ are:
Recently, Huang et al. [1] , presented the preconditioned SOR-type iterative method for solving irreducible Z-matrices linear systems with P = I +Ŝ and showed that the rate of convergence of the Gauss-Seidel method is faster than that of SOR iterative method, where
Also in [2] , Li considered the preconditioned Gauss-Seidel iterative method for solving irreducible Z-matrices linear systems by employing P = I + S m and obtained some comparison results, where
Whether this results are true or not for general preconditioner? In this paper, we consider preconditioner of the following general form (see [3] ):
where i = k i . We consider the preconditioned SOR-type iterative method for solving linear systems. Convergence of the method applied to Z-matrix are discussed. Also the optimal parameter is presented. Numerical experiment show that the results are true.
Comparison results with SOR-type method
We need the following definitions and results.
Lemma 2.1 (Young [5]). A matrix A is a Z-matrix if
a ij 0, for all i, j = 1, . . . , n, such that i = j .
Lemma 2.2 (Varga [4]). A matrix A is irreducible if the directed graph associated to A is strongly connected. By G(A)
denote the directed graph of matrix A. Proof. Assuming A is a reducible matrix, then the directed graph of A is not strongly connected, i.e., there exists vertices i and j such that there has not a path from vertices i to j, without loss of generality, we take i = 1, j = 2. Since a 1k 1 a k 1 
Lemma 2.3 (Young [5]). Let
Going on in this way, it follows that all k i = 2 (i = 1, . . . , n) which imply that there is not a path from each of vertices 1, 3, . . . , n to vertices 2, it is contradict to a 2k 2 a k 2 2 > 0. This completes the proof. 
and L, U 0, we have
Therefore, T is a nonnegative and irreducible matrix. Similarly, we can prove L r andL r are nonnegative and irreducible matrix.
Some results similar to [1, 2] for the SOR-type methods with preconditioner I + S is given below: 
Proof. First, from Theorem 2.2, it is clear that T and L r are nonnegative and irreducible matrices. Thus, from Lemma 2.3, we note that there exists a positive vector x = (x 1 , . . . , x n ) T such that
where = (T ), or, equivalently,
Now consider
Let
By Lemma 2.4, we get (L r ) > = (T ).
(
By Lemma 2.4, we get (L r ) = = (T ).
(3) If < 1, then L r x − x 0 but not equal to 0. Therefore L r x x.
By Lemma 2.4, we get (L r ) < = (T ).

Theorem 2.4. Let T andL r be the iteration matrices of the SOR-type methods given by (3) and (8). If A is a Z-matrix with 0 < a ik i a k
Proof. In view of the proof of Theorem 2.3, we note that there exists a positive vector x = (x 1 , . . . , x n ) T such that
Now consider
By Lemma 2.4, we get (L r ) > = (T ).
By Lemma 2.4, we get (L r ) = = (T ).
(3) If < 1, thenL r x − x 0 but not equal to 0. Thereforẽ
By Lemma 2.4, we get (L r ) < = (T ).
Theorem 2.5. Let L r andL r be the iteration matrices of the SOR-type methods given by (7) and (8). If A is a Z-matrix with 0 < a ik i a k
Proof. From I − rL andD − rL are two lower triangular L-matrices with I − rL D − rL, which imply that
In view of (10) and (11), we havẽ
(1) Obviously, if 1, the right-hand side of above inequality is more than zero. By Lemma 2.4, (L r ) (L r ).
(2) Obviously, if < 1, the right-hand side of above inequality is less than zero. By Lemma 2.4,
If in (3), (7) and (8) we consider r = 1, we obtain the iteration matrices of Gauss-Seidel-type method. Therefore, we have the following results.
Corollary 2.1. Let T and L 1 be the iteration matrices of the Gauss-Seidel-type methods given by (3) and (7). If A is a Z-matrix with 0 < a ik i a k i i < 1 (i = 1, . . . , n) and 0 < r < 1, then 1 (i = 1, . . . , n) and 0 < r < 1, then 
Proof. By the analogous proof of Theorem 2.5, one can prove Theorem 2.6.
Theorem 2.7. Under the assumptions of Theorem
Proof. The proof is same as Theorem 2.6, so omitted.
Remark 2.2. From Theorems 2.6 and 2.7, we can conclude that the rate of convergence of the preconditioned Gauss-Seidel method is faster than the rate of convergence of the preconditioned SOR iterative method, i.e., r = 1 is the optimal value.
Remark 2.3. If we apply the AOR method to (4) we have the preconditioned AOR-type iterative method, we can obtain the similar results and conclude that the rate of convergence of the Gauss-Seidel method is faster than the rate of convergence of the AOR-type iterative method, i.e., = r = 1 is the optimal value.
Example. For randomly generated nonsingular M-matrices for n = 10, we have determined the spectral radius of the iteration matrices of SOR-type methods mentioned previously. From Fig. 1 we can conclude that the rate of convergence of the preconditioned Gauss-Seidel-type method is faster than the rate of convergence of the preconditioned SOR-type iterative method.
