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Abstract
The computation of eigenvalues of Sturm–Liouville problem with t-periodic boundary conditions is considered.
Using the Richardson extrapolation based on the ﬁnite difference, the accuracy of the eigenvalues are improved.
Numerical results demonstrate the usefulness of the correction.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we investigate the computation of the eigenvalues of Sturm–Liouville problem (SLP)
−y′′ + q(x)y = y, 0<x < 1, (1)
y(1)= eit y(0),
y′(1)= eit y′(0), (2)
where q(x) ∈ C[0, 1], for some positive integer  and q(x) = q(x + 1) with t-periodic boundary
conditions, t ∈ (0, 2) and t 	=  (see [15]).
∗ Corresponding author.
E-mail addresses: sennur.somali@deu.edu.tr (S. Somali), volkan.oger@deu.edu.tr (V. Oger).
0377-0427/$ - see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2004.11.011
434 S. Somali, V. Oger / Journal of Computational and Applied Mathematics 180 (2005) 433–441
For convenience we introduce the following notations as in [12,13]:
Y (x)=
[
y(x)
y′(x)
]
, A=
[
0 1
0 0
]
, B =
[
0 0
1 0
]
. (3)
Thus, the SLP (1) and (2) can be written in the form
Y ′(x)= AY(x)+ (q(x)− )BY (x), 0<x < 1, (4)
Y (1)= eitY (0). (5)
There are several papers concerning the computation and the correction of the eigenvalues (see, for
example [1–9]). It is well known that when the ﬁnite difference methods are used to approximate the
eigenvalues of SLP, the error in the approximation of eigenvalues k is known to increase rapidly with
k. Paine et al. [10,11] presented a method for improving ﬁnite difference eigenvalue estimates for SLP.
They proved that the error in the kth eigenvalue estimate with uniform mesh length h was reduced from
O(k4h2) to O(kh2). Andrew [3] used the approach to improve ﬁnite difference eigenvalue estimates of
periodic Sturm–Liouville problems. It was proved in [3] that application of the correction technique to
the classical ﬁnite difference scheme considered in [7] reduces the error from O(k4h2) to O(kh2). Vanden
Berghe et al. [14] derived a modiﬁcation to this classical ﬁnite difference scheme and showed that it
produced a smaller local truncation error. They also presented numerical examples in which application
of the same correction to the modiﬁed difference scheme gives more accurate results than those obtained
in [3]. Condon [6] proved that a correction technique applied to a ﬁnite difference scheme given in [14]
reduces the error in the kth eigenvalue estimate from O(k4h2) to O(kh2).
In this paper, in order to improve the results computed by ﬁnite differencemethodwe apply theRichard-
son extrapolation to the approximate eigenvalues of SLP (1)–(2) since it turns out to be very effective
and produce highly accurate numerical results. In the error analysis of computed eigenvalues, we form an
equivalent system (4)–(5) for the SLP (1)–(2). Since the system structure provides us readily to analyse
the asymptotic expansion for the computed eigenvalues, to investigate the behaviour of convergence and
the maximum number of extrapolation steps depending on the number of eigenvalues, the particular ﬁnite
difference method applied in (6) is preferred. We obtain a greater accuracy for large kth eigenvalue at
further steps given in Theorem 1, Section 3. Finally, the theoretically improved results are established
numerically by solving the problems of (1)–(2), where q(x)= 0 and q(x)= sin 2x.
2. Computation of the eigenvalues and its asymptotic expansion
We are interested in approximating the ﬁrst n eigenvalues of problem (4)–(5) using a ﬁnite difference
approximation on a partition 0= x0<x1< · · ·<xn−1<xn = 1,
Yj+1 − Yj = hAY j+1 + h(qj − h)BY j , (6)
Yn = eitY0, (7)
where xj = jh with the stepsize h = 1/n and qj denote q(xj ) for j = 0, 1, . . . , n − 1. The h is
the computed approximate eigenvalue to , Yj is the approximation to Y (xj ). We rewrite Yj+1
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as Yj+1 = (I + hA)(I + h(qj − h)B)Yj =MjYj , where
Mj =
[
1+ h2(qj − h) h
h(qj − h) 1
]
.
The eigenvalues and eigenvectors ofMj are, respectively,
j1,2 = 12
(
2− h2(h − qj )∓
√
−4+ (2− h2(h − qj ))2
)
and
v
j
1,2 =
[ 1
−1
h
(1+ h2(qj − h)− j1,2)
]
.
Let
2− h2(qj − h)= 2 cos (h, xj )= 2 cos j ,
then j1,2=e∓ij and vj1,2=
[
1
(1−e±ij )/h
]
since h < qj+4/h2 for sufﬁciently small h, j=1, 2, . . . , n−1.
SinceMj is a diagonalizable matrix, we have
Yj+1 = PjDjP−1j Yj , (8)
where Pj = (vj1 , vj2 ), Dj = diag(eij , e−ij ).
Premultiplying (8) by P−1j+1 and using the transformation Zj = P−1j Yj lead to the system
Zj+1 = P−1j+1PjDjZj . (9)
We use the Taylor’s theorem on the matrix function P−1(xj ) and obtain the approximation
P−1j+1 = P−1j + h
d
dx
P−1(xj )+ h
2
2
d2
dx2
P−1(j ), xj < j < xj+1.
Since ∥∥∥∥ d2dx2 P−1(j )PjDj
∥∥∥∥∞const. h,
system (9) will be
Zj+1 = (Dj + ihf jS + O(h3))Zj , j = 0, 1, . . . , n− 1, (10)
where const. is a constant independent of h and
d
dx
P−1(xj )PjDj = ifjS, fj = (/x)(xj )
eij − e−ij , S =
[−1 1
1 −1
]
.
Now consider the case q(x)=0. Then the eigenvalues of problem (1), (2) are known to be = (2k+ t)2.
Since (h) does not depend on x, the approximate problem (9) can be written as Zj+1 = DZj , j =
0, 1, . . . , n− 1 and so Zn =DnZ0. From the boundary conditions, we obtain (Dn − eit I )Z0 = 0.
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Deﬁning d(h) = det(Dn − eit I ), we have a non-trivial solution Z0 ∈ R2×1 if  is an eigenvalue of
problem (4)–(5), that is the solution of the equation d(h)= 0.
Solving = arc cos((1/2)(2− h2h)), the approximate eigenvalue h is computed by the formula
(k)h =
4
h2
sin2
(
h
2
(t + 2k)
)
, t ∈ (0, 2), t 	= , k = 1, 2, . . . , n− 1. (11)
For the case q(x) 	= 0, we obtain from (10) that
det

n−1∏
j=0
Dn−1−j + ih
n−1∑
j=0
fjDn−1Dn−2 . . . Dj+1SDj−1 . . . D1D0 + O(h2)− eit I

= 0.
After some simpliﬁcations the quantity d(h) must vanish. Namely,
d(h)= eit cos t − eit cos(0 + · · · + n−1)+ iO(h)= 0.
In order to ﬁnd the asymptotic expansion of the approximate eigenvalue, one iteration of Newton’smethod
for d(h) is performed starting with (2k+ t)2. Hence we have
(k)h = (2k+ t)2 −
1
h


cos t − cos
(∑n−1
j=0 arc cos
(
1− h
2
2
cj
))
sin
(∑n−1
j=0 arc cos
(
1− h
2
2
cj
))∑n−1
j=0
1√
4cj − h2c2j

 ,
where cj = ((2k+ t)2 − qj ). Then, we expand the Taylor series of (k)h around h= 0, by ignoring the
term iO(h) since it does not effect the terms which contain h0, h2, h4, . . . . Hence it follows that
(k)h =
1
h2

 2(cos t − 1)(∑n−1
j=0
1√
cj
)(∑n−1
j=0
√
cj
)

+ (cos t − 1)

 1
4
(∑n−1
j=0
1√
cj
)2


+ (1−cos t)


1
12
∑n−1
j=0
(√
cj
)3− 1
3
(∑n−1
j=0
√
cj
)3
(∑n−1
j=0
1√
cj
)(∑n−1
j=0
√
cj
)2

+
∑n−1
j=0
√
cj(∑n−1
j=0
1√
cj
)+O(k4h2) (12)
for k= 1, 2, . . . , n− 1. Since q(x) is continuous on [0,1], i.e. qminq(x)qmax, the ﬁrst term of (12) is
bounded by
1
h2

 2(cos t − 1)(∑n−1
j=0
1√
cj
)(∑n−1
j=0
√
cj
)

 n2h2 2(cos t − 1)√ (2k+ t)2 − qmin
(2k+ t)2 − qmax
const.,
where nh= 1 and const. is a constant independent of h and k.
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3. Error analysis and extrapolation
For q(x) = 0, it follows from the exact eigenvalue k and the Taylor expansion of the approximated
eigenvalue (k)h in (11) that the asymptotic expansion of the error for the eigenvalues of (4)–(5) is
E
(n)
k = (2k+ t)2 −
4
h2
sin2
(
h
2
(2k+ t)
)
=
∞∑
j=1
a2j
1
22j
(2k+ t)2j+2h2j , k = 1, . . . , n− 1,
where
a2j = const.


1
24(j−1)
, j5
1
26(j−1)−7
, j6
, const. ≈ 1.
This clearly illustrates the rapid growth of the error E(n)k = O(k4h2) as a function of k.
Theorem1. Fora certain ﬁxed integer k, the errorE(n)k [m]of the corrected eigenvalues atm extrapolation
step of SLP (4)–(5) with (6)–(7) satisﬁes the estimate
E
(n)
k [m]
1
2G(m)
(1+ k)2(m+2)h2(m+1), (13)
where
G(m)=
{
m2 +m− 10, m4,
m2 + 3m− 17, m5.
Proof. From the algorithm of Richardson extrapolation, the quantities
(m)k [m] =
4m(2n)k [m− 1] − (n)k [m− 1]
4m − 1 ,
(n)k [0] = h
satisfy the following formula:
(n)k [m] = (2k+ t)2 +
∞∑
j=m+1
Aj,m+1(2k+ t)2j+2h2j , (14)
whereAj,m+1=Aj,m((4m−4j )/(4m−1))1/22j andAj,1=−a2j1/22j . Nowwe analyse the coefﬁcients
Aj,m+1, jm+ 1, after mth extrapolation. For this purpose, we ﬁrst write Aj,m+1 in terms of Aj,m−1
Aj,m+1 = Aj,m−1 4
m−1 − 4j
4m−1 − 1
(
1
22j
)2 4m − 4j
4m − 1
438 S. Somali, V. Oger / Journal of Computational and Applied Mathematics 180 (2005) 433–441
and iterate it m times to ﬁnd
Aj,m+1 = Aj,1
[
m∏
s=1
4s − 4j
4s − 1
][
1
22j
]m
.
Now substituting Aj,1 = −a2j1/22j with ∏ms=1(4s − 4j )/(4s − 1) = 2j (j−1)(−1)j−1 gives Aj,m+1 =
(−1)j a2j1/2j (j+1). It follows from this and (14) that
(n)k [m] = (2k+ t)2 +
∞∑
j=m+1
const.(−1)j 1
2j (j+1)
(2k+ t)2j+2h2j




1
24(j−1)
, j5
1
26(j−1)−
, j6

 .
The error after m extrapolation will be
E
(n)
k [m]
1
2(m+1)(m+2)
(2k+ t)2(m+1)+2h2(m+1)




1
24m
, m4
1
26m−7
, m5

 .
Since t ∈ (0, 2) and 2< 23, we can rearrange the error in the latter equation in the form
E
(n)
k [m]
1
2P(m)
26(m+2)(1+ k)2(m+2)h2(m+1),
where
P(m)=
{
m2 + 7m+ 2, m4,
m2 + 9m− 5, m5.
So assertion (13) is obtained.
For a given n, it is observed that the worse error occurs at (n− 1)th eigenvalue. Thus, to obtain
1
2G(m)
(1+ k)2(m+2)h2(m+1) < 1,
we choose k = n− 1 and substitute h= 1/n in Eq. (13). After some calculations and taking logarithms,
we have
mmin = 12

−1+
√
1+ 4 log(2
10n2)
log 2

 .
By using the same consideration we obtain the following conclusion. 
Conclusion. For a given n, to get the error estimatesE(n)k [mmin]h2r for all k=1, . . . , n−1, for r ∈ Z+
of the corrected eigenvalues of SLP (1), (2) with q(x)= 0, the number of extrapolation is
mmin = 12

−1+
√
1+ 4 log(2
10n2+2r )
log 2

 . (15)
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Since q(x) is continuous on [0,1], qminq(x)qmax, the asymptotic error formula (12) of the eigenvalues
of SLP (1), (2) with the condition q(x) 	= 0, satisfy a similar inequality
Enk 
∞∑
j=1
b2j
1
22j
(2k+ t)2j+2h2j ,
where b2j is a constant depend on qmin and qmax. So in order to get the error estimate as
Enk [mmin]h2r , for r ∈ Z+,
the minimum number of extrapolation is (15).
4. Numerical examples
In this section we illustrate the Richardson extrapolation based on ﬁnite difference method for
Sturm–Liouville problems (1) and (2)with t-periodic boundary conditions for q(x)=0 and q(x)=sin 2x
and for t = 2. Error estimates with 50 subintervals are calculated by Mathematica 4.0 and are shown
in Tables 1 and 2. The calculated eigenvalues are depicted in Fig. 1. It can be easily seen that, for
Table 1
Error estimates for q(x)= 0 with n= 50
k |k − nk [0]| |k − nk [1]| |k − nk [2]| |k − nk [3]| |k − nk [4]|
1 0.15677 3.58654 · 10−5 1.01385 · 10−9 3.37366 · 10−11 8.3125 · 10−10
2 1.49643 1.05936 · 10−3 1.00182 · 10−7 5.64171 · 10−11 8.24059 · 10−10
3 6.26252 9.09186 · 10−3 1.76658 · 10−6 2.24986 · 10−10 5.88159 · 10−10
23 11577.4 908.183 9.30043 0.01441 3.74687 · 10−6
24 13365.1 1149.14 12.8735 0.02176 6.17044 · 10−6
47 88111.8 35531.1 1835.12 13.1613 1.512 · 10−2
48 92057.4 39021.1 2124.89 15.9928 1.923 · 10−2
49 96004.9 42720.4 2451.1 19.3454 2.433 · 10−2
Table 2
Error estimates for q(x)= sin(2x) and n= 50
k n
k
|n
k
− n
k
[1]| |n
k
[1] − n
k
[2]| |n
k
[2] − n
k
[3]| |n
k
[3] − n
k
[4]| |n
k
[4] − n
k
[5]|
1 68.4565 0.15674 3.58415 · 10−5 7.58504 · 10−10 1.14314 · 10−9 1.14872 · 10−8
2 210.683 1.45538 0.00105 1.00265 · 10−7 2.2311 · 10−11 4.98385 · 10−9
3 428.442 6.25344 0.00908 1.76653 · 10−6 1.23026 · 10−9 4.77405 · 10−9
23 9888.77 10699.2 898.883 9.28605 1.440 · 10−2 3.76046 · 10−6
24 9981.65 12216 1136.26 12.852 2.175 · 10−2 6.19175 · 10−6
47 281.231 52580.7 33696 1821.96 13.1462 1.511 · 10−2
48 111.234 53036.3 36896.2 2108.5 15.9736 1.922 · 10−2
49 18.3452 53284.4 40265.4 2431.74 15.3216 2.432 · 10−2
440 S. Somali, V. Oger / Journal of Computational and Applied Mathematics 180 (2005) 433–441
Fig. 1. n= 50, q(x)= sin(2x), (k, n
k
[m]).
Table 3
Observed orders
k 1st extr. 2nd extr. 3rd extr. 4th extr.
23 3.56917 6.59692 9.33285 11.9029
24 3.42641 6.46616 9.20676 11.7784
48 0.52350 4.12891 7.04466 9.69887
49 0.40402 4.04962 6.97563 9.63386
large values of k with n= 50, 4 extrapolations are needed. The observed orders are computed using
p = log
[
nk [m] − nk [m+ 1]
nk [m+ 1] − nk [m+ 2]
]/
log 2
where nk [m] is the approximate eigenvalue computed atm extrapolation step (Table 3). So the results are
good agreement with the predicted ones.
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