We describe a modification of the Alicki-Fannes-Winter method which allows to prove uniform continuity on the set of quantum states with bounded energy of any locally almost affine function having limited growth with increasing energy.
Introduction
R.Alicki and M.Fannes obtained in [1] a continuity bound (estimate for variation) for the quantum conditional entropy by using the elegant geometric method based on finding for given quantum states ρ and σ such states τ ρ and τ σ that (1 − q)ρ + qτ ρ = (1 − q)σ + qτ σ ,
where q = q( ρ − σ 1 ) is a number in [0, 1] as small as possible vanishing as ρ − σ 1 → 0. B.Synak-Radtke and M.Horodecki mentioned in [2] that this method can be applied to the class of bounded functions "robust under admixtures". Then, by using general facts from the state discrimination theory, M.Mosonyi and F.Hiai noted in [3] that the states τ ρ and τ σ chosen in [1] are not optimal and pointed that the optimal states τ ρ and τ σ in (1) are proportional to the negative part [ρ − σ] − and the positive part [ρ − σ] + of the operator ρ − σ correspondingly.
They also showed (in the proof of Proposition VI.1 in [3] ) that the Alicki-Fannes method can be applied to any bounded function f on the set S(H) of quantum states which is not "too convex and too concave" in the following sense |f (pρ + (1 − p)σ) − pf (ρ) − (1 − p)f (σ)| ≤ r(p) for all ρ, σ ∈ S(H) (2) and any p ∈ (0, 1), where r(p) is a vanishing function as p → +0. 1 Recently A.Winter proposed additional optimization of the arguments from [3] , which makes it possible to obtain tight (sharp, in a sense) continuity bounds for the conditional entropy and for the relative entropy of entanglement [4] . In fact, the obtained technique (in what follows we will call it the Alicki-Fannes-Winter method, briefly, the AFW-method) is quite universal, it allows to derive tight continuity bounds for many entropic and information charateristics of quantum systems and channels [5] .
We will call functions f satisfying (2) locally almost affine, briefly, LAA-functions. In quantum information theory the following two classes of LAA-functions are widely used:
• real linear combinations of marginal entropies of a state of a composite quantum system (see Section 5.1);
• relative entropy distances from a state to convex sets of states (see Section 5.2).
In particular, the AFW-method shows that any locally almost affine bounded function on S(H) is uniformly continuous on S(H).
The AFW-method can be used regardless of the dimension of the underlying Hilbert space H under the condition that f is a bounded function on the whole set of states. But in analysis of infinite-dimensional quantum systems we often deal with functions which are well defined and bounded only on the sets of states with bounded energy, i.e. states ρ satisfying the inequality
where H is a positive operator -the Hamiltonian of a quantum system associated with the space H [4, 6, 7, 8] .
The main obstacle for direct application of the AFW-method to functions on the set of states with bounded energy consists in the difficulty to estimate the energy of the states proportional to the operators [ρ−σ] ± for any states ρ and σ satisfying (3). To avoid this problem A.Winter recently proposed the two-step technique based on combination of the AFW-method with the special finitedimensional approximation of arbitrary states with bounded energy [4] . This technique allows to obtain asymptotically tight continuity bounds for the von Neumann entropy, for the conditional entropy and for the conditional mutual information under the constraint (3) on one subsystem [4, 5] . But application of Winter's technique to any LAA-function f is limited by the approximation step, since it requires special estimates depending on f .
In the first part of the paper we propose a modification of the AFW-method which can be applied directly (without approximation) to any LAA-function f such that sup
The main idea of this modification is using the operators Tr R [ρ −σ] ± , whereρ andσ are appropriate purifications of given states ρ and σ satisfying (3) . Condition (4) is essential (note that the affine function ρ → TrHρ may be discontinuous on the set of states satisfying (3)). Fortunately, this condition is valid for many entropic characteristics of states of a quantum system provided the Hamiltonian H satisfies the condition
which holds, in particular, for the system of quantum oscillators playing a central role in continuous variable quantum information theory [6, 9] . In the second part of the paper we consider several applications of the proposed modification of the AFW-method. In particular, we obtain continuity bounds for the relative entropy of entanglement and for its regularization under the energy constraint on one subsystem which imply the asymptotic continuity of these characteristics (if the Hamiltonian of the subsystem satisfies condition (5)). We also obtain channel-independent continuity bounds for the quantum mutual information at the output of a local channel and for the output Holevo quantity under the input energy constraint.
Preliminaries
Let H be a separable infinite-dimensional Hilbert space, B(H) the algebra of all bounded operators on H with the operator norm · and T(H) the Banach space of all trace-class operators with the trace norm · 1 . Let S(H) be the set of quantum states (positive operators in T(H) with unit trace) [6, 10, 11] .
Denote by I H the identity operator in a Hilbert space H and by Id H the identity transformation of the Banach space T(H).
If quantum systems A and B are described by Hilbert spaces H A and H B then the bipartite system AB is described by the tensor product of these spaces, i. The von Neumann entropy H(ρ) = Trη(ρ) of a state ρ ∈ S(H), where η(x) = −x log x, is a concave nonnegative lower semicontinuous function on the set S(H) [6, 12] . The concavity of the von Neumann entropy is supplemented by the inequality
where h 2 (p) = η(p) + η(1 − p), valid for any states ρ, σ ∈ S(H) and p ∈ (0, 1) [6, 10] . The quantum conditional entropy
of a bipartite state ρ AB with finite marginal entropies is essentially used in analysis of quantum systems [6, 11] . The conditional entropy is concave and satisfies the following inequality
for any p ∈ (0, 1) and any states ρ AB and σ AB . Inequality (7) follows from concavity of the entropy and inequality (6) . The quantum relative entropy for two states ρ and σ in S(H) is defined by the formula
where {|i } is the orthonormal basis of eigenvectors of the state ρ and it is assumed that H(ρ σ) = +∞ if suppρ is not contained in supp σ [6, 12] .
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The quantum mutual information of a state ρ AB of a bipartite quantum system is defined as
where the second expression is valid if H(ρ AB ) is finite [13] .
Basic properties of the relative entropy show that ρ → I(A : B) ρ is a lower semicontinuous function on the set S(H AB ) taking values in [0, +∞]. It is well known that
for any state ρ AB [13, 14] . The quantum mutual information is not concave or convex but the inequality
holds for p ∈ (0, 1) and any states ρ AB , σ AB with finite I(A : B) ρ , I(A : B) σ . If ρ AB , σ AB are states with finite marginal entropies then (9) can be easily proved by noting that
and by using the concavity of the entropy and of the conditional entropy along with the inequalities (6) and (7) . The validity of inequality (9) for any states ρ AB , σ AB with finite mutual information can be proved by approximation (using Theorem 1 in [15] ). 2 The support suppρ of a positive operator ρ is the orthogonal complement to its kernel.
Basic results
Let H be a positive operator on a Hilbert space H and
is a closed convex subset of S(H). 3 If H is the Hamiltonian of the quantum system associated with the space H then S H,E is the set of states with mean energy not exceeding E.
Let f be a function defined on the set S H,∞ . = E≥E0 S H,E . We will say that f is locally almost affine function, briefly, LAA-function if
for any p ∈ (0, 1) and all ρ, σ ∈ S H,∞ , where a(p) and b(p) are nonnegative functions on (0, 1) vanishing as p → +0.
If f is a function on the set S H,∞ possessing property (11) 
where ǫ = √ 2ε/(1+ √ 2ε), for any states ρ and σ in S H,E such that
The term 2B f (E/ε) in the right hand side of (12) can be replaced by
For pure states ρ and σ inequality (12) holds with ε replaced by ε 2 /2. Remark 1. We assume that
, since we can not guarantee, in general, that the right hand side of (12) is a nondecreasing function of ε even in the case when it tends to zero as ε → 0.
, in S(H ⊗ H R ) there exist purificationsρ = |ϕ ϕ| andσ = |ψ ψ| of the states ρ and σ such that δ . = 1 2 ρ −σ 1 = √ 2ε [6, 11] . Note that δ = 1 − | ϕ|ψ | 2 . Following [3, 4] introduce the quantum statesτ
By taking partial trace we obtain
where τ ± = Tr Rτ± . By using spectral decomposition of the operatorρ −σ = |ϕ ϕ| − |ψ ψ| one can show thatτ ± are pure states corresponding to the unit vectors
.
So, we have
where the Schwarz inequality was used. It follows that the states τ ± belong to the set S H,E/ε and hence
By applying (11) to the convex decompositions of the state Tr R ω * in (13) we
where p = δ 1+δ . These inequalities and upper bound (14) imply inequality (12) .
If ρ and σ are pure states then we can take pure statesρ = ρ⊗̺ andσ = σ⊗ς such that 1 2 ρ −σ 1 = ε and repeat the above arguments. Remark 2. In applications we often deal with a function f which is defined and locally almost affine on the set S 
where
then f has a uniformly continuous extension to the set S H,E for any finite E ≥ E 0 satisfying (12).
Functions majorized by a marginal entropy
In this section we specify the universal results of Section 3 for special class of functions used in quantum information theory.
General case
Many important characteristics of states of a finite-dimensional n-partite system A 1 ...A n have a form of a function f on the set S(H A1...An ) satisfying the inequalities
where p ∈ (0, 1), h 2 is the binary entropy (defined after (6)), a f b f ∈ R + , and
where B is a particular subsystem of A 1 ...A n and c
Examples of characteristics satisfying (16) and (17) To formulate the main result of this section consider the function
where H B is the Hamiltonian of the system B (involved in (17)). Properties of this function are described in Proposition 1 in [16] . It shows, in particular, that
where λ(E) is determined by the equality TrH B e −λ(E)HB = ETre −λ(E)HB , provided that Tre −λHB < +∞ for all λ > 0. (20) It is well known that condition (20) implies continuity of the von Neumann entropy on the set S HB,E for any E ≥ E 0 and attainability of the supremum in (18) at the Gibbs state γ B (E) . = e −λ(E)HB /Tre −λ(E)HB [17] . So, we have
Note also that condition (20) implies that the operator H B has a discrete spectrum of finite multiplicity, i.e. it can be represented as
where {E k } is the nondecreasing sequence of eigenvalues of H B tending to +∞ and {|τ k } -the corresponding basis of eigenvectors.
To apply the modified AFW-method to functions satisfying (16) and (17) one has to slightly strengthen condition (20) . (16) and (17) . Then
for any states ρ and σ such that TrH B ρ B , TrH B σ B ≤ E and
, where F HB is the function defined in (18) and g(x)
For pure states ρ and σ inequality (21) holds with ε replaced by ε 2 /2.
The right hand side of (21) tends to zero as ε → 0 if and only if the Hamiltonian H B satisfies the condition
If this condition holds then the function f is uniformly continuous on the set
Condition (22) holds if the Hamiltonian H B has the discrete spectrum
Remark 3. Condition (22) is stronger than condition (20) . By Proposition 1 in [16] and Lemma 1 below these conditions can be written in terms of the function F HB as F HB (E) = o( √ E) and F HB (E) = o(E) for large E correspondingly. In terms of the sequence {E k } of eigenvalues of H B condition (20) means that lim k E k / log k = +∞. Hence, the last assertion of Proposition 1 shows that the difference between conditions (20) and (22) is not too large. It is essential that condition (22) holds for the Hamiltonian of the system of quantum oscillators (see the next subsection).
We will use the following two lemmas proved in the Appendix.
Lemma 1.
Condition (22) is equivalent to the following one
,E in terms of Section 3. So, the main assertions of the proposition follow from Theorem 1 and Lemma 1.
The last assertion follows from Lemma 2, since it is easy to see that
for any sequence {E k } of positive numbers and any given n.
4 By Lemma 2 below condition (22) is not valid if lim sup
The ℓ-mode quantum oscillator
Consider now the case when the system B in (17) is the ℓ-mode quantum oscillator. In this case
where a i and a † i are the annihilation and creation operators and ω i is the frequency of the i-th oscillator [6, Ch.12] . It follows that
where g(x) = (x + 1) log(x + 1) − x log x and the maximum is over all ℓ-tuples E 1 ,...,E ℓ such that
The exact value of F HB (E) can be calculated by applying the Lagrange multiplier method which leads to a transcendental equation. But following [4] one can obtain upper bound for F HB (E) by using the inequality g(x) ≤ log(x + 1) + 1 valid for all x > 0 . It implies
By calculating this maximum via the Lagrange multiplier method we obtain
It is easy to see that upper bound (23) is ε-sharp for large E. By using this upper bound one can derive from Proposition 1 the following Corollary 3. Let f be a function on the set { ρ A1...An | TrH B ρ B < +∞} satisfying (16) and (17) in which B is the ℓ-mode quantum oscillator with the frequencies
. For pure states ρ and σ inequality (24) holds with ε replaced by ε 2 /2.
Applications

Linear combinations of marginal entropies
Several important entropic characteristics of a state of a finite-dimensional npartite system A 1 ...A n are defined as a real linear combination of marginal entropies, i.e. as the function
on the set of all states of the system, where ρ X k is the partial state of ρ A1...An corresponding to the subsystem X k of A 1 ...A n and c k ∈ R. By using concavity of the von Neumann entropy and inequality (6) it is easy to show that the function f in (25) satisfies the LAA-property (16) with
It is also essential that many important characteristics having form (25) possess lower and upper bounds proportional to one of the marginal entropies, i.e. they satisfy the inequality (17) for a particular subsystem B of A 1 ...A n and some nonnegative numbers c − f , c + f . For example, the quantum mutual information I(A 1 : A 2 ) ρ considered as a function of a state ρ A1A2A3 is nonnegative and upper bounded by one of the quantities:
This follows from the inequality I(A : B) ≤ I(A : BC) and upper bound (8) .
In finite dimensions the properties (16) and (17) make it possible to directly apply the AFW-method to the function f and obtain the continuity bound
where ε = .
By using (26) and Winter's technique from [4] based on a finite-dimensional approximation one can obtain continuity bounds for several characteristics having form (25) , in particular, for the von Neumann entropy, the conditional entropy and the conditional mutual information under the energy constraint on one subsystem [4, 5] . But application of this technique to arbitrary function (25) with properties (16) and (17) is limited by the approximation step. The modified AFW-method considered in Sections 3,4 makes it possible to obtain universal continuity bounds for such functions.
In infinite dimensions the right hand side of (25) is correctly defined if all the marginal entropies H(ρ X k ) are finite (or at least the linear combination in (25) does not contain the uncertainty "∞ − ∞"). So, the function f in (25) is well defined on the dense convex subset
of S(H A1...An ). Following [15] we will say that f e is a faithful extension of a function f defined on set (27) to the set B = { ρ A1...An | H(ρ B ) < +∞} if f e coincides with f on set (27) and for arbitrary state ρ ∈ B the following property holds: lim
for any sequence of "truncated" states
of projectors strongly converging to the unit operators I A1 ,...,I An .
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For example, the conditional entropy H(A 1 |A 2 ) = H(ρ A1A2 ) − H(ρ A2 ) has the faithful extension
to the set { ρ A1A2 | H(ρ A1 ) < +∞} (containing states ρ A1A2 such that H(ρ A1A2 ) = H(ρ A2 ) = +∞) introduced by Kuznetsova in [18] and studied in [15, Section 5] .
The expression I(A 1 : A 2 ) ρ = H(ρ A1A2 ρ A1 ⊗ ρ A2 ) for the quantum mutual information can be considered as a faithful extension of the linear combination H(ρ A1 ) + H(ρ A2 ) − H(ρ A1A2 ) to the set S(H A1A2 ). Faithful extensions of several other important characteristics having form (25) and general methods for construction of such extensions can be found in [15] .
Proposition 2. Let f be a function having form (25) such that inequalities (16) and (17) hold on set (27) . If there is a faithful extension of f to the set B (of states with finite H(ρ B )) and the Hamiltonian H B of the system B in (17) satisfies condition (22) then this extension is uniformly continuous on the set S HB,E . = { ρ A1...An | TrH B ρ B ≤ E } for any E > E 0 and satisfies continuity bound (21) .
If B is the ℓ-mode quantum oscillator then the above extension satisfies continuity bound (24) .
Proof. Condition (22) implies that S HB,E ⊂ B for any E > E 0 [16, 17] . Since inequalities (16) and (17) hold for the function f on set (27), they hold for its faithful extension to the set B. This can be easily shown by using the definition of faithful extension and basic properties of the entropy. So, the assertions of the proposition follow from Proposition 1 and Corollary 3.
By applying Proposition 2 to the entropy and to the conditional entropy we obtain the following continuity bounds
and
under the conditions
, where H e (A|B) is the faithful extension of the conditional entropy to the set { ρ AB | H(ρ A ) < +∞} defined in (28) . These continuity bounds give more rough estimates for variations than the asymptotically tight continuity bounds for these quantities obtained by Winter in [4] . This is not surprising, since Winter's method does not use purifications of initial states leading to appearance of the factor √ ε in (29) and (30).
The main advantage of Proposition 2 is its universality. It allows to obtain continuity bounds under different forms of energy constrains. For example, by considering the mutual information I(A : B) as a function on the set S(H ABC ) and by using the inequality 0 ≤ I(A : B) ≤ I(A : BC), upper bound (8) and inequality (9) we obtain from Proposition 2 the following Corollary 4. Let ABC be a tripartite quantum system and H BC a positive operator in H BC satisfying condition (22) . Then the function ρ ABC → I(A : B) ρ is uniformly continuous on the set
for any states ρ and σ in S(H ABC ) such that TrH BC ρ BC , TrH BC σ BC ≤ E and
, where F HBC (E) .
= sup
TrHBC ρ≤E
H(ρ).
For pure states ρ and σ inequality (31) holds with ε replaced by ε 2 /2.
By using the Stinespring representation of a quantum channel one can obtain from Corollary 4 continuity bound for the output mutual information of a channel under the input energy constraint not depending on a channel (see Proposition 5 in Section 5.3).
Relative entropy distances
General case
The relative entropy distance from a state ρ in S(H) to a given subset A ⊂ S(H) is defined as follows
This function is widely used in quantum information theory for construction of different characteristics of quantum states [19, 20, 21, 22] . The most known example is the relative entropy of entanglement of a bipartite state considered in the next subsection. It is known (cf. [4] ) that for any set A the function D A satisfies the inequality
valid for any states ρ and σ in S(H) and p ∈ (0, 1) with possible values +∞ in both sides. It follows directly from the analogous inequality for the function ρ → H(ρ ω) (proved in Lemma 3 below in the infinite-dimensional settings) and the definition (32) of the function D A . If the set A is convex then the joint convexity of the relative entropy implies convexity of the function D A . So, in this case the function D A satisfies the LAA-property (11) with a(p) = h 2 (p) and b(p) = 0. Hence, we obtain from Theorem 1 the following infinite-dimensional version of Lemma 7 in [4] . Proposition 3. Let H be a positive operator in H, S H,E the subset of S(H) determined by the inequality
ϕ|H|ϕ , and A a convex subset of S(H). If
then the function D A is uniformly continuous on the set S H,E for any E ≥ E 0 and
for any states ρ and σ in S H,E such that
. For pure states ρ and σ inequality (34) holds with ε replaced by ε 2 /2.
Example. Let G H be the Gibbs family corresponding to a positive operator H satisfying condition (22) . By using Proposition 1 in [16] it is easy to show that
for any state ρ with finite "energy" TrHρ, where γ H,λ(ρ) is the Gibbs state such that TrHγ H,λ(ρ) = TrHρ and F H (E) .
= sup
TrHρ≤E H(ρ). Since the function ρ → TrHρ is not continuous on S H,E for any E > E 0 (this can be shown by exploiting the sequence {σ n } used at the end of the proof of Proposition 1 in [16] ), while the entropy is continuous on S H,E due to condition (22) , the function D GH is not continuous on S H,E for any E > E 0 .
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Let A be any convex set containing the Gibbs family G H , in particular
as E → +∞, Proposition 3 shows that the function D A is uniformly continuous on the set S H,E for any E ≥ E 0 and
Lemma 3. Let H be a separable Hilbert space and ω a state in S(H). Then
for any states ρ and σ in S(H) and p ∈ (0, 1) with possible values +∞ in both sides. Proof. If either suppρ or supp σ is not contained in suppω then both sides of (36) equal to +∞. So, we may assume that ω is a full rank state.
If ρ and σ are finite rank states such that Trσ log ω and Trρ log ω are finite then (36) follows directly from the inequality (6), since in this case we have (cf. [4] )
7 The relative entropy distance to Gibbs families may be discontinuous even in the finitedimensional case [21, 22] . 8 To prove uniform continuity of the function D A on the set S H,E it suffices to assume that the set A contains a sequence {γ H,λn }, in which λn tends to zero as n → ∞.
If either Trσ log ω = −∞ or Trρ log ω = −∞ then both sides of (36) are equal to +∞. So, (36) holds for any finite rank states ρ and σ.
Let ρ and σ be arbitrary states and {P n } a sequence of finite rank projectors strongly converging to the unit operator I H . Let
n P n ωP n , and p n = pa n /(pa n + (1 − p)b n ), where a n = TrP n ρ, b n = TrP n σ and c n = TrP n ω. For each n by the above observation we have
−1 P n (pρ + (1 − p)σ)P n , by using the lower semicontinuity of the relative entropy and its monotonicity under the map P n (·)P n it is easy to show that
and lim
By passing to the limit in (37) we obtain (36).
The relative entropy of entanglement and its regularization
The relative entropy of entanglement is a one of the main entanglement measures in finite-dimensional bipartite systems. It is defined as follows
where S is the set of separable (nonentangled) states in S(H AB ) defined as the convex hull of all product states ρ A ⊗ σ B [19, 20, 23, 24] . The relative entropy of entanglement possesses basic properties of entanglement measures (convexity, LOCC-monotonicity, asymptotic continuity, etc.) but it is nonadditive. The regularization of E R is defined by the standard way:
Fannes' type continuity bounds for E R (ρ) and E ∞ R (ρ) have been obtained in [23] . Recently Winter essentially refined these continuity bounds by using the AFW-method [4] . He proved that
for any states ρ and σ, where d = min{dim H A , dim H B } and ε = 1 2 ρ − σ 1 . Definitions (38) and (39) are valid in the case dim H A = dim H B = +∞. One should only to note that in this case the set S of separable states is defined as the convex closure of all product states in S(H AB ). The above mentioned Winter's result shows that E R and E ∞ R are uniformly continuous on the set S(H AB ) if (and only if) one of the systems, say system A, is finite dimensional. It is also known that E R is continuous on the set of states with bounded energy of ρ A and of ρ B provided the Hamiltonians of both subsystems satisfies condition (20) [25] . By using the modification of the AFW-method one can substantially strengthen the above results.
Proposition 4. Let A and B be infinite-dimensional quantum systems, H A the Hamiltonian of system A satisfying condition (22) and
Then the functions E R and E ∞ R (defined respectively in (38) and (39)) are uniformly continuous on the set
for any states ρ and σ such that TrH A ρ A , TrH A σ A ≤ E and
. If A is the ℓ-mode quantum oscillator then the function F HA in (40) can be replaced by its upper bound F ℓ,ω defined in (23) .
Proof. All the assertions for E = E R directly follow from Proposition 1, since the inequality
(see [19, 20] ) along with the convexity of E R and Lemma 3 show that the function f = E R satisfies (16) and (17) To prove continuity bound (40) for E = E ∞ R we will use the telescopic method from the proof of Corollary 8 in [4] with necessary modifications. For given natural n we have
. The assumption TrH A ρ A , TrH A σ A ≤ E and inequality (41) imply finiteness of all the terms in the above inequality. So, to prove the continuity bound for E ∞ R it suffices to show that
for each k. This can be made by repeating the arguments from the proof of Theorem 1. Letρ andσ be purifications of the states ρ and σ such that δ . =
The estimation in the proof of Theorem 1 shows that TrH A [τ ± ] A ≤ E/ε. Hence inequality (41) implies
By applying the main trick from the proof of Theorem 1 to the states̺ k ,ς k and δ −1 [̺ k −ς k ] ± =τ ± ⊗ω k (instead ofρ,σ andτ ± ) and by using the convexity of E R and inequality (33) with D S = E R we obtain
Assume that
Hence
Inequalities (43), (44) and (45) imply (42).
Proposition 4 implies the following asymptotic continuity property of the relative entropy of entanglement and of its regularization (cf. [25] ).
Corollary 5. Let {ρ n } and {σ n } be any sequences of states such that
In particular, these relations hold if A is the ℓ-mode quantum oscillator. Proof. Note that
Since H A satisfies condition (22), we have F HA (E) = o( √ E) as E → ∞ (by Lemma 1). So, the required limit relations follow directly from the continuity bounds in Proposition 4.
Continuity bound for the mutual information at the output of a channel
A quantum channel from a system A to a system B is a completely positive trace preserving linear map from T(H A ) into T(H B ) [6, 10, 11] . In analysis of information properties of a channel Φ : A → B the quantity I(B : C) Φ⊗IdR(ρ) is widely used, where C is a given quantum system and ρ is a state in S(H AR ) [6, 11] .
If Φ is an infinite-dimensional quantum channel (i.e. dim H A = dim H B = +∞) then the function ρ → I(B : C) Φ⊗IdR(ρ) is typically considered on the set of states with bounded energy of A, i.e. states ρ satisfying the inequality
where H A is the Hamiltonian of the input system A. By using Winter's continuity bound for the conditional entropy under the energy constraint obtained in [4] it is easy to write continuity bound for the function ρ → I(B : C) Φ⊗IdC (ρ) under the constraint (46) provided that
where H B is the Hamiltonian of the output system B.
In this section we show that the modified AFW-method gives continuity bound for the function ρ → I(B : R) Φ⊗IdC (ρ) under the constraint (46) valid for arbitrary channel Φ (and not depending on channel Φ at all) provided that the Hamiltonian H A satisfies condition (22) .
For any quantum channel Φ : A → B the Stinespring theorem implies existence of a Hilbert space H E and of an isometry V :
By using this representation and identifying the space H A with the subspace V H A of H BE it is easy to derive from Corollary 4 in Section 5.1 the following Proposition 5. Let Φ : A → B be an arbitrary quantum channel and C be any system. If the Hamiltonian H A of input system A satisfies condition (22) then the function ρ AC → I(B : C) Φ⊗IdC (ρ) is uniformly continuous on the set of states with bounded energy of ρ A . Quantitatively,
for any states ρ and σ in S(H AC ) such that TrH A ρ A , TrH A σ A ≤ E and
For pure states ρ and σ inequality (48) holds with ε replaced by ε 2 /2.
Since the Hamiltonian H A satisfies condition (22) , Lemma 1 implies that the main term in (48) tends to zero as ε → 0.
By the Bennett-Shor-Smolin-Thaplyal theorem (cf. [28] ) the entanglementassisted classical capacity of a quantum channel Φ : A → B is expressed via the quantum mutual information of this channel at a state ρ ∈ S(H A ) defined as follows
where H R ∼ = H A andρ is a pure state in S(H AR ) such thatρ A = ρ. This quantity is well defined and finite for any infinite-dimensional channel Φ and any input state ρ with finite entropy. So, it can be also used to express the coherent information of Φ at any such ρ by the formula I(Φ, ρ) − H(ρ) [6, 15] .
Since for any states ρ and σ in S(H A ) such that 
for any states ρ and σ in S(H A ) such that TrH A ρ ≤ E, TrH A σ ≤ E and
If A is the ℓ-mode quantum oscillator then the function F HA in (50) can be replaced by its upper bound F ℓ,ω defined in (23) .
It is essential that continuity bounds (48) and (50) do not depend on a channel Φ.
Continuity bound for the output Holevo quantity not depending on a channel
A finite or countable collection {ρ i } of quantum states with a probability distribution {p i } is called ensemble and denoted {p i , ρ i }. The stateρ = i p i ρ i is called average state of {p i , ρ i } [6, 11] . Let Φ : A → B be a quantum channel and {p i , ρ i } an ensemble of states in S(H A ). The Holevo quantity 9 of the output ensemble {p i , Φ(ρ i )} given by the formula
plays a basic role in analysis of transmission of classical information through the channel Φ [6, 11] . Dealing with infinite-dimensional channels it is natural to consider input ensembles with bounded average energy, i.e. such ensembles {p i , ρ i } that
where H A is the Hamiltonian of the input system A. By using Winter's type continuity bound for the Holevo quantity under the average energy constraint obtained in [5] it is easy to write continuity bound for the function {p i , ρ i } → χ({p i , Φ(ρ i )}) under the constraint (51) provided that the channel Φ satisfies condition (47). In this section we show that by using Proposition 5 one can obtain continuity bound for the function {p i , ρ i } → χ({p i , Φ(ρ i )}) under the constraint (51) valid for arbitrary channel Φ (and not depending on Φ).
We will use two measures of divergence between ensembles µ = {p i , ρ i } and ν = {q i , σ i }. The quantity
is a true metric on the set of all ensembles of quantum states considered as ordered collections of states with the corresponding probability distributions. It coincides (up to the factor 1/2) with the trace norm of the difference between the corresponding qc-states i p i ρ i ⊗ |i i| and i q i σ i ⊗ |i i| [11] .
The main advantage of D 0 is a direct computability, but from the quantum information point of view we have to consider an ensemble of quantum states {p i , ρ i } as a discrete probability measure i p i δ(ρ i ) on the set S(H) (where δ(ρ) is the Dirac measure concentrating at a state ρ) rather than ordered (or disordered) collection of states. If we want to identify ensembles corresponding to the same probability measure then it is natural to use the factorization of D 0 , i.e. the quantity
as a measure of divergence between ensembles µ = {p i , ρ i } and ν = {q i , σ i }, where E(µ) and E(ν) are the sets of all countable ensembles corresponding to the measures i p i δ(ρ i ) and i q i δ(σ i ) respectively. It is mentioned in [5] that the factor-metric D * coincides with the EHS-distance D ehs between ensembles of quantum states proposed by Oreshkov and Calsamiglia in [26] . By using this coincidence and other results from [26] it is shown in [5] that D * generates the weak convergence topology on the set of all ensembles (considered as probability measures).
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The metric D * = D ehs is more adequate for continuity analysis of the Holevo quantity, but difficult to compute in general. 11 It is clear that
for any ensembles µ and ν. But in some cases the metrics D 0 and D * are close to each other or even coincide. This holds, for example, if we consider small perturbations of states or probabilities of a given ensemble. In the following corollary we assume that the set of all ensembles is equipped with the weak convergence topology generated by the metric D * . 10 This means that a sequence {{p n i , ρ n i }}n converges to an ensemble {p 0 i , ρ 0 i } with respect to the metric D * if and only if limn→∞ i p n i f (ρ n i ) = i p 0 i f (ρ 0 i ) for any continuous bounded function f on S(H).
11 For finite ensembles it can be calculated by a linear programming procedure [26] .
Corollary 7. Let Φ : A → B be a quantum channel. If the Hamiltonian H A of the input system A satisfies condition (22) then the function {p i , ρ i } → χ({p i , Φ(ρ i )}) is uniformly continuous on the set of all ensembles {p i , ρ i } with bounded average energy E({p i , ρ i }) .
for any input ensembles {p i , ρ i } and
If A is the ℓ-mode quantum oscillator then the function F HA in (54) can be replaced by its upper bound F ℓ,ω defined in (23) .
The metric D * in (54) can be replaced by the metric D 0 . Proof. Since the Hamiltonian H A satisfies condition (22) , Lemma 1 shows that √ εF HA (E/ε) → 0 as ε → 0. So, continuity bound (54) implies uniform continuity of the function {p i , ρ i } → χ({p i , Φ(ρ i )}) on the set of all ensembles with bounded average energy.
Take arbitrary ǫ > 0. Let {p i ,ρ i } and {q i ,σ i } be ensembles belonging respectively to the sets E({p i , ρ i }) and
AσA , continuity bound (54) follows from continuity bound (48). The last assertion of the proposition follows from (53).
On other applications
The modification of the AFW-method described in Sections 3,4 is a basic tool of the proof of the uniform finite-dimensional approximation theorem for basic capacities of energy-constrained channels presented in [29] . This theorem states, briefly speaking, that dealing with basic capacities of energy-constrained channels we may assume (accepting arbitrarily small error ε) that all channels have the same finite-dimensional input space -the subspace corresponding to the m(ε) minimal eigenvalues of the input Hamiltonian (which is assumed to satisfy condition (22) ). In particular, this theorem allows to prove the uniform continuity of the basic capacities on the set of all quantum channels with respect to the strong (pointwise) convergence topology (see details in [29] ).
Proof of Lemma 1. Show first that condition (22) implies F HB (E) .
= sup
TrHB ρ<E
Condition (22) shows that Tre −λHB < +∞ for all λ > 0. So, the operator H B has the discrete spectrum {E k } k≥0 . We may assume that E k+1 ≥ E k for all k. 
It is shown in the proof of Proposition 1 in [16] that F ′ HB (E) = λ(E) for all E in [E 0 , +∞), where λ(E) is a smooth strictly decreasing function determined by the equality
such that lim 
Denote by E(λ) the inverse function to λ(E). Equality (57) implies that
where g(λ) is the function defined in (56). It follows from (58) and (60) that (59) can be rewritten as lim By taking λ = λ n /2 we obtain (λ n /2)g(λ n /2) ≥ δ/4 for all n contradicting to (56). Show that condition (55) implies (22) . It follows from (19) and (55) that
By Proposition 1 in [16] condition (55) implies (20) , which guarantees that λ(E) is a strictly decreasing smooth function on [E 0 , +∞) vanishing as E → +∞. Hence the second summand in (62) is nonnegative for large E. This implies that λ(E) √ E tends to zero as E → +∞. It follows from (62) that log[Tre −λ(E)HB ] λ(E) also tends to zero as E → +∞. This and the abovementioned properties of the function λ(E) imply (22) .
Proof of Lemma 2. Note that k≥1 e −λE k < +∞ for all λ > 0 if and only if q > 1.
For any q > 1 we have So, in this case λ log I(λ) does not vanish as λ → +0 and the left inequality in (63) shows that (64) is not valid.
