Subword complexity of uniform D0L words over finite groups  by Goldstein, Ilya
Theoretical Computer Science 412 (2011) 5728–5743
Contents lists available at SciVerse ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Subword complexity of uniform D0L words over finite groups
Ilya Goldstein ∗
Ben-Gurion University, Mathematical Department, Ben-Gurion, 84105 Beer-Sheva, Israel
a r t i c l e i n f o
Article history:
Received 2 May 2010
Received in revised form 4 June 2011
Accepted 11 June 2011
Communicated by Z. Esik
Keywords:
D0L words
Finite automata
Fixed point
Group theory
Group substitutions
Subword complexity
Infinite words
Disjoint covers of groups
Permutations
a b s t r a c t
We deal with the subword complexity of uniform D0L words obtained from group substi-
tutions. Our main interest is whether the subword complexity is ‘‘almost proportional’’ to
the length of the factor.We find necessary and sufficient conditions for that. For some cases
we show that this is impossible.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let Σ be a finite alphabet, and Σ∗ the set of all finite words over Σ . A non-erasing substitution over Σ is a function
ξ : Σ → Σ∗, which associates with each letter α ∈ Σ a word ξ (α) ∈ Σ∗ of length |ξ (α)| > 0. In particular, substitutions
are used in the definition of grammars, which are in their turn a standard mean to define languages.
A substitution ξ is uniform if all the words ξ (α), α ∈ Σ , are of the same length |ξ (α)| ≥ 2. Any substitution ξ induces
a map from Σ∗ to Σ∗ by putting ξ (w) = ξ (w1) ξ (w2) . . . ξ (wn) for w = w1w2 . . . wn, and likewise defines a map from
ΣN to ΣN, also denoted by ξ . Let α ∈ Σ , and assume that ξ (α) begins with α and |ξ (α)| > 1. Then for each k the word
ξ k+1 (α) begins with ξ k (α). Let x = ξ∞ (α) ∈ ΣN be the limit of ξ k (α)∞k=1. Clearly, x is a fixed point of ξ , also known as a
D0L word (cf. [3–7,12]).
Example. Define ξ over Σ = {0, 1} by 0 → 01 and 1 → 10. Then x = ξ∞ (0) = 0110100110010110 . . ., which is the
well-known Thue–Morse sequence (cf. [14,18,19]). One can show that xi = 1 if and only if the number of 1’s in the binary
expansion of i− 1 is odd.
For a given word x ∈ ΣN, a factor of length n in x is a word y = y1y2 . . . yn ∈ Σn, for which there exists an i ≥ 0 such that
xi+j = yj for 1 ≤ j ≤ n. The function of subword complexity, f (n), counts the number of factors of length n in x. Subword
complexity functions are studied from various viewpoints. For instance, an interesting open question is which functions
from N to N are subword complexity functions. (See [8] for a survey of known results regarding this question.) The function
f provides themost basic and classical version of the subword complexity of an infiniteword, but other complexity functions
for finite and infinite words have been defined and studied, for instance, by Ferenczi and Kása [9].
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The subword complexity of D0Lwordswas studied by Cassaigne [2], who also considered the number of so-called special
and bi-special factors. The factors of a D0L word were studied, for instance, by Frid [12], who considered also the frequency
of these factors. The subword complexity of a D0Lword has also been studied, among others, by Ehrenfeucht and Rozenberg
[3–7], Mossé [15] and Tapsoba [17]. For a survey of the area we refer to Allouche [1].
The growth rate of the subword complexity function of a D0L word is at most quadratic. Pansiot [16] showed that
the function is in one of the families, Θ

n2

, Θ (n log n), Θ (n log log n), Θ (n), or Θ (1), depending on the class of the
substitution. Here we deal with uniform substitutions, and therefore the subword complexity of the D0L words presented
in this paper is of linear growth.
On the other hand, symmetric morphisms, whose fixed point and complexity have been studied by Frid [10], often serve
as examples of infinite words with needed properties. In particular, the words avoiding powers, abelian powers, and so on.
In this paper, we study the case where the alphabetΣ is a finite group G, and the substitution is related to the multipli-
cation in the group. These substitutions generalize the symmetric morphisms. On the other hand, these substitutions give
rise to marked uniform D0L words, whose subword complexity was also studied by Frid [11]. For example, the substitution
generating the Thue–Morse sequence is a group substitution.
Group substitutions were introduced in [13]. We continue our study in [13] of the quantities
lim inf
n→∞
f (n)
n
, lim sup
n→∞
f (n)
n
, (1.1)
where f is the subword complexity function of the D0L word formed by the group substitution. A close relation of group
substitutions with another family of substitutions, that were termed auxiliary substitutions, was found in [13]. Hence we
continue studying this family as well. This relation provides an easy algorithmic way for calculating the quantities in (1.1),
which was also introduced in [13], and the most interesting objects turned out to be those group substitutions ξ for which
ξ (e) is a permutation of G, where e is the unit element of G.
Does there exist a group substitution for which the limits in (1.1) coincide? The answer turns out to be affirmative, and
our first result gives necessary and sufficient conditions for that. Then, since the most interesting group substitutions seem
to be those for which ξ (e) is a permutation of G, we search for such substitutions which make the limits in (1.1) coincide.
We did not find such a case; indeed, our results may hint that this cannot be the case (at least over finite groups). In fact,
this may be proved in some cases.
In Section 2, we present the family substitutions we deal with, present their most basic properties and a few definitions
which are used throughout the paper. Then, in Section 3 we state our conjecture and our main results, and in Sections 4 and
5 prove them.
2. Basic definitions and properties
2.1. Group substitutions
Let G be a finite group of order g . Denote by e its identity element. A group substitution of G is a substitution ξ of G of the
form
γ → (γ a1) (γ a2) . . . (γ at) , γ ∈ G,
where a1, a2, . . . , at elements of G (not necessarily distinct), a1 = e, and t ≥ 2. Let w = w1w2 . . . be the fixed point of
the map induced by ξ on GN, with w1 = e. Let f be the subword complexity of w. Obviously, the word w consists only of
elements of the subgroup ⟨a1, a2, . . . , at⟩, generated by a1, a2, . . . , at . Hence, without loss of generality, we may assume
that G = ⟨a1, a2, . . . , at⟩. This assumption yields
Proposition 2.1. f (1) = g.
Define a sequence (zi)∞i=0 by zi = wi+1 for i ≥ 0. The following proposition may be rephrased as the statement that this
sequence is strongly t-multiplicative.
Proposition 2.2. For each a ≥ 0 and b ∈ [0, t − 1] we have zat+b = zazb.
2.2. An auxiliary family of substitutions
In order to study group substitutions, another family of substitutions is introduced; as we shall see, results on the
latter family will imply results for the former (see also [13]). Let Σ be an arbitrary alphabet. An auxiliary substitution is
a substitution τ of the form
γ → b1b2 . . . bt−1ϕ (γ ) , γ ∈ Σ, (2.1)
where t ≥ 2 is an integer, ϕ : Σ → Σ a bijection, and b1, b2, . . . , bt−1 elements ofΣ . Let y = y1y2 . . . be the fixed point of
the mapping ofΣN, induced by this substitution. Obviously, y1 = b1. Let h be the subword complexity of y. Since the empty
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word is the only word of length 0, we have h (0) = 1. The importance of h stems from Theorem 3.1 in [13], which states
that, ifΣ = G, bi = a−1i ai+1 for 1 ≤ i ≤ t − 1, and ϕ (γ ) = a−1t γ , then the equality f (n) = g · h (n− 1) holds for n ≥ 2. In
particular, we will be interested in the limits:
L = lim inf
n→∞
h (n)
n
, L¯ = lim sup
n→∞
h (n)
n
.
The following proposition is straightforward.
Proposition 2.3. Let n ∈ N. Then:
yn =

bnmod t , t - n,
ϕ

yn/t

, t|n.
Definition 2.4. Let α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 be two sequences of lengths lα − 1 and lβ − 1, respectively, overΣ . The
compound sequence of α over β is the sequence α⊙ β = (γi)lα lβ−1i=1 of length lα lβ − 1, where
γi =

βimod lβ , lβ - i,
αi/lβ , lβ |i.
Remark 2.5. If α is the empty sequence then α⊙ β = β, and if β is the empty sequence then α⊙ β = α. Also note that for
three given sequences, α,β, γ , we have α⊙ (β⊙ γ) = (α⊙ β)⊙ γ . Therefore, for k given sequences σi, 1 ≤ i ≤ k, we may
write
k
j=1 σj unambiguously.
Example 2.6. Suppose that Σ = Z5, and consider the sequences (αi)5−1i=1 = (2, 3, 4, 0) and (βi)4−1i=1 = (1, 1, 1). The
compound sequence is
(γi)
20−1
i=1 = (1, 1, 1, 2, 1, 1, 1, 3, 1, 1, 1, 4, 1, 1, 1, 0, 1, 1, 1) .
3. Main results
3.1. Necessary and sufficient conditions for the equality of limits
In [13] we observed that either both limits L and L¯ are 0, or both are positive. The case where L = L¯ = 0 is completely
studied in [13], and turned to be true if and only if c = 1 and ϕ (b1) = b1. The more interesting case is when L = L¯ > 0. We
call a substitution τ steady in case L = L¯ > 0. In [13, Theorem 3.3] we provided an algorithm for calculating L and L¯, which
states that if either c ≠ 1 or ϕ (b1) ≠ b1, then for an integer N and a set A defined as follows:
(1) If c = t , let N = t − 1 and A = {h (m) /m : 1 ≤ m ≤ t − 1}.
(2) If c < t , let N = (s+ 1) t − c and
A =

h (m)
m
− t − c
mt
: 1 ≤ m ≤ s

∪

ch (s)+ (t − c) h (s+ 1)
(s+ 1) t − c

∪

h (m)
m
: s+ 1 ≤ m ≤ 2c

.
we have
L¯ = max A = max
⌈N/t⌉≤m≤N
h (m)
m
,
L = min A = min⌈N/t⌉≤m≤N
h (m)
m
.
The following proposition follows from that Theorem in a straightforward manner.
Proposition 3.1. If the substitution τ is steady, then L = L¯ = h (1).
Proposition 3.1 is proven in Section 4. Out of [13, Theorem 3.3] and [13, Lemma 5.3] it also stems that, if τ is steady, then
h (n+ 1)− h (n) = h (1) for n ∈ N. Another consequence of [13, Theorem 3.3] is that h (1) is always an upper bound on L.
The following proposition deals with the case L = h (1).
Proposition 3.2. We have L = h (1) if and only if there exist no sequences α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 , such that
(bi)t−1i=1 = α⊙ β and the sequence α satisfies:
(1) lα ≥ 2,
(2) α1 = αlα−1,
(3) for each i ∈ [1, lα − 2], either αi = α1 or αi+1 = α1.
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Proposition 3.2 is proven in Section 4.
Example 3.3. Suppose thatΣ = C5, t = 15, ϕ (α) = α + 1, and
(bi)15−1i=1 = (1, 2, 4, 1, 2, 3, 1, 2, 4, 1, 2, 4, 1, 2) .
Then L < h (1), because the sequence (bi)15−1i=1 is the compound sequence of (4, 3, 4, 4) over (1, 2), and the sequence
(4, 3, 4, 4) satisfies the three conditions in Proposition 3.2.
Propositions 3.1 and 3.2 present necessary conditions for τ to be steady. The following theorem provides necessary and
sufficient conditions for that. It will be convenient to introduce a definition first.
Definition 3.4. A sequence α = (αi)lα−1i=1 is appropriate if and only if the following conditions hold:
(1) lα ≥ 3,
(2) there exist k, k′ ∈ [1, lα − 1] with k′ ≠ lα − k, such that gcd (k, lα) = 1 and
αi = α(i+k)mod lα , i ∈ [1, lα − 1] \{lα − k, k′},
αk′ ≠ α(k′+k)mod lα ,
(3) α1 ≠ αlα−1,
Theorem 3.5. The substitution τ is steady if and only if there exist two sequences α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 such that
(bi)t−1i=1 = α⊙ β, the sequence α is appropriate, and either the sequence β is empty or the substitution defined by
γ → β1β2 . . . βlβ−1ϕ (γ ) , γ ∈ Σ (3.1)
is steady.
Remark 3.6. The substitution in (3.1) is again an auxiliary substitution, and thereforewemay use the theorem in a recursive
way to determine whether τ is steady.
The conditions of the theorem above hint also that steady auxiliary substitutions are quite rare, especially for large alphabets
and long substitutions.
Theorem 3.5 is proven in Section 4.
Example 3.7. SupposeΣ = C5, t = 5, ϕ (γ ) = γ + 1, and
(bi)5−1i=1 = (1, 2, 1, 2) .
Wemay let α = (1, 2, 1, 2) and β be the empty sequence, to acquire (bi)5−1i=1 = α⊙β. For k = 2 and k′ = 4, the sequence α
satisfies the second condition ofDefinition 3.4, and it obviously satisfies the other conditions aswell. Thus,α is an appropriate
sequence, and since β is the empty sequence, it turns out of Theorem 3.5 that τ is steady.
The following example shows how Theorem 3.5 may be effectively applied.
Example 3.8. SupposeΣ = C5, t = 15, ϕ (γ ) = γ + 1, and
(bi)15−1i=1 = (1, 2, 1, 2, 3, 1, 2, 1, 4, 1, 2, 1, 2) .
For α = (3, 4) and β = (1, 2, 1, 2) we have (bi)15−1i=1 = α ⊙ β. For k = 1 and k′ = 1, all conditions of Definition 3.4 are
satisfied, and hence the sequenceα is appropriate. The sequenceβ is non-empty, and the substitution defined in Theorem3.5
is given by
γ → 1212ϕ (γ ) , γ ∈ Σ . (3.2)
This is the substitution we dealt with in Example 3.7, where we found that this substitution is steady. Thus, τ is steady as
well.
Adopting [13, Theorem 3.1], we may use Theorem 3.5 for the case of group substitutions, as presented in the following
example. Note that we use multiplicative notation as we may use our results non-abelian groups as well.
Example 3.9. Let G = ⟨ζ ⟩ ≃ C5 for ζ = e2π i/5, t = 5, and (ai)5i=1 =

1, ζ , ζ 3, ζ 4, ζ

. According to [13, Theorem 3.1], for
(bi)41 =

ζ , ζ 2, ζ , ζ 2

and ϕ (γ ) = ζ 4γ we have
lim inf
n→∞
f (n)
n
= 5L, lim sup
n→∞
f (n)
n
= 5L¯.
The sequence (bi)41 =

ζ , ζ 2, ζ , ζ 2

is similar to the one we dealt with in Example 3.7, and therefore Theorem 3.5 implies
that L = L¯ = h (1). By [13, Theorem 3.1]:
lim inf
n→∞
f (n)
n
= lim sup
n→∞
f (n)
n
.
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3.2. Covering of a group
Theorem 3.1 in [13] and Theorem 3.5 characterize the cases when
lim inf
n→∞
f (n)
n
= lim sup
n→∞
f (n)
n
. (3.3)
In [13] we also observed that the case where (ai)ti=1 is a permutation of G is very special. For example, some possible values
of the two partial limits are obtained when (ai)ti=1 is a permutation of G, but not for any other (ai)
t
i=1 of length t = g . In this
subsection we deal with the case when (ai)ti=1 is a permutation of G.
We start with the case where G is abelian, and therefore Theorem 3.5 and [13, Theorem 3.1] require us to study the case
where we have an appropriate sequence, γ = (γi)lγi=1, and a subset B ⊆ Gwhich satisfy
lγ
i=1
γiB = G
where the union is disjoint. Note that, since γ is appropriate, according to the second condition in the definition of an
appropriate sequence, there exist k, k′ ∈ 1, lγ − 1 such that the following subsequences are palindromic:
(γi)
k′−1
i=1 , (γi)
lγ−1
i=k′+1, (γi)
(k′+k)mod lγ−1
i=1 , and (γi)
n−1
i=(k′+k)mod lγ+1, (proven in Lemma 5.5, and note that the empty sequence is
considered to be palindromic). This property is noticed in Examples 3.7 and 3.8.
Suppose in general that G is an abelian group, and we have
(1) an integer d, such that d|g and d > 2,
(2) a sequence (γi)di=1 ∈ Gd, such that γ1 = e,
(3) a set B ⊆ G such that |B| = g/d, and
d
i=1
γiB = G. (3.4)
Put δi = γ−1i γi+1 for each i ∈ [1, d− 1].
Proposition 3.10. Let k1, k2 ∈ [1, d− 1] be distinct integers. Suppose that |{δi : 1 ≤ i ≤ d− 1}| = 2, and the subsequences
(δi)
kj−1
i=1 and (δi)
d−1
i=kj+1 are palindromic for j = 1, 2. Then B =

δ−1k2 δk1

B.
Proposition 3.10 is proven in Section 5. In the following example we encounter such a case.
Example 3.11. Suppose that G = ⟨ζ ⟩ ≃ C21 for ζ = e2π i/21, and put d = 7, and
(γi)
7
i=1 =

1, ζ , ζ 9, ζ 17, ζ 18, ζ 19, ζ 6

, B = 1, ζ 7, ζ 14 .
Note that (3.4) holds in this case, and
(δi)
d−1
i=1 =

ζ , ζ 8, ζ 8, ζ , ζ , ζ 8

.
For k1 = 2 and k2 = 5 the subsequences (δi)kj−1i=1 and (δi)d−1i=kj+1, for j = 1, 2, are actually (ζ ), (ζ 8, ζ , ζ , ζ 8), (ζ , ζ 8,
ζ 8, ζ ), and (ζ 8), all of which are palindromic. Hence, the proposition states that B = δ−15 δ2 B = ζ 7B, which is indeed
satisfied.
The following theorem is a straightforward consequence of Proposition 3.10.
Theorem 3.12. Suppose that G is a cyclic group of prime order. If t = g and (ai)ti=1 is a permutation of G, then
lim inf
n→∞
f (n)
n
< lim sup
n→∞
f (n)
n
.
Theorem 3.12 is proven in Section 5. Proposition 3.10 may be used to prove that many other families of abelian groups do
not possess this property, which make us state that an abelian group G which does not possess this property must be of a
very complicated structure. Out of all abelian groups of order up to 35 − 1, there does not exist any which does not possess
this property. Thus, we state the following conjecture.
Conjecture 3.13. Suppose G is abelian. If t = g and (ai)ti=1 is a permutation of G, then
lim inf
n→∞
f (n)
n
< lim sup
n→∞
f (n)
n
.
In fact, for all we know, Conjecture 3.13 may hold for non-abelian groups as well. However, we state it only in the abelian
case as here various consequences of Proposition 3.10 seem to hint strongly that it indeed holds, whereas nothing but some
supports the non-abelian case.
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4. Proof of Theorem 3.5
4.1. Notations and proof of Proposition 3.1
We start by recalling a few notations and results from [13].
Definition 4.1. Let (αi)m−1i=1 be a sequence of lengthm− 1 overΣ .
(1) For d ≥ 1, the sequence is d-periodic if αi+d = αi for 1 ≤ i ≤ m− 1− d.
(2) The cyclicity of (αi)m−1i=1 is the smallest divisor c ofm for which the sequence is c-periodic.
Note that the cyclicity of the empty sequence is 1. From now on, we denote by c the cyclicity of (bi)t−1i=1 . In case c < t , let
s ∈ N ∪ {0,∞} be the largest (finite or infinite) number for which the word ϕ−1 (bc)s is a factor of y.
Throughout this section we suppose that L¯ > 0, which implies by [13, Prop. 2.9] that either c ≠ 1 or ϕ (b1) ≠ b1.
Therefore, [13, Prop. 2.10] yields that 1 ≤ s ≤ 2c − 1, and hence we may define an integer N and a set A of rationals as
follows:
(1) If c = t , let N = t − 1 and A = {h (m) /m : 1 ≤ m ≤ t − 1}.
(2) If c < t , let N = (s+ 1) t − c and
A =

h (m)
m
− t − c
mt
: 1 ≤ m ≤ s

∪

ch (s)+ (t − c) h (s+ 1)
(s+ 1) t − c

∪

h (m)
m
: s+ 1 ≤ m ≤ 2c

.
According to [13, Theorem 3.3]:
L¯ = max A = max
⌈N/t⌉≤m≤N
h (m)
m
,
L = min A = min⌈N/t⌉≤m≤N
h (m)
m
.
Moreover, throughout this section, for n ∈ N and i ∈ [0, t − 1], we view B(n)i as the set of factors of length n, appearing in y
starting at a location congruent to i+ 1 modulo t:
B(n)i =

x1x2 . . . xn ∈ Σn : ∃m ≥ 0, xj = ymt+i+j, 1 ≤ j ≤ n

. (4.1)
The empty word is also a factor of y, and hence B(0)i = {λ} for 0 ≤ i ≤ t− 1. Thus, every factor of length n belongs to at least
one B(n)i . In particular, h (n) =
t−1i=0 B(n)i . Note that B(n)i ≠ ∅ for each n ∈ N and i, 0 ≤ i ≤ t − 1.
Proof of Proposition 3.1. Suppose that L = L¯ > 0. Therefore,
max
⌈N/t⌉≤m≤N
h (m)
m
= L¯ = L = min⌈N/t⌉≤m≤N
h (m)
m
,
and hence h (m) /m = h (n) /n for m, n ∈ [⌈N/t⌉ ,N]. Suppose c < t . The above equality implies that h (2c) /2c =
h (2c + 1) / (2c + 1). Hence, h (2c) = 2c (h (2c + 1)− h (2c)), and by [13, Lemma 5.11] we have h (2c) = 2ch (1)−c. Since
h (2c + 1) − h (2c) ∈ Z, the equality h (2c) = 2c (h (2c + 1)− h (2c)) yields that 2c | h (2c). Since 2c - 2ch (1) − c , this
yields a contradiction, whichmeans that c = t . Therefore,N = t−1 and ⌈N/t⌉ = 1, which implies that h (1) /1 = h (m) /m
for eachm ∈ [N/t,N], and hence L = L¯ = h (1). 
The definition of the sets B(n)i and Proposition 2.3 yield straightforwardly the following useful lemma.
Lemma 4.2. Let n ∈ [1, t], and i, j ∈ [0, t − 1] with i ≠ j. Then
B(n)i ∩ B(n)j  ≤ 1.
4.2. The case where (bi)t−1i=1 is a compound sequence
The case where (bi)t−1i=1 is a compound sequence is especially interesting. Suppose that there exist two sequences
α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 for appropriate lα, lβ ∈ N, such that (bi)t−1i=1 = α⊙ β and lα, lβ ≥ 2. Let zα = zα,1zα,2zα,3 . . .
and zβ = zβ,1zβ,2zβ,3 . . . be the fixed points of the mappings ofΣN, induced by the substitutions
γ → α1α2 . . . αlα−1ϕ (γ ) , γ ∈ Σ,
and
γ → β1β2 . . . βlβ−1ϕ (γ ) , γ ∈ Σ, (4.2)
respectively. Let hα be the subword complexity function of zα , and hβ the analogous function for zβ . For n ∈ N and
i ∈ 0, lβ − 1 put:
B(n)β,i =

x1x2 . . . xn ∈ Σn : ∃m ≥ 0, xj = zβ,mlβ+i+j, 1 ≤ j ≤ n

.
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Lemma 4.3. Let n ≤ lβ . Then h (n)− nh (1) = hβ (n)− nhβ (1).
Proof. According to [13, Lemma 5.1]B(n)i  =  1, i ∈ [0, t − n− 1] ,h (1) , i ∈ [t − n, t − 1] ,B(n)β,i =  1, i ∈ 0, lβ − n− 1 ,hβ (1) , i ∈ lβ − n, lβ − 1 .
Let i ∈ 0, lβ − n− 1. Since n+ i ≤ lβ−1, we have B(n)i = {bi+1bi+2 . . . bi+n} and B(n)β,i = {βi+1βi+2 . . . βi+n}. Moreover, since
(bi)t−1i=1 = α⊙ β, the definition of the compound sequence yields B(n)i = B(n)β,i and B(n)i+jlβ = B(n)i = B(n)β,i for each j ∈ [0, lα − 1].
Now, let i ∈ lβ − n, lβ − 1, and similarly to the previous case, B(n)i+jlβ ⊆ B(n)i+t−lβ for each j ∈ [0, lα − 1]. Hence, we have
h (n) =
t−1
j=0
B(n)j
 =
lα−1
j=0
lβ−1
i=0
B(n)i+jlβ
 =

lβ−1
i=0
B(n)i+t−lβ
 .
On the other hand,
hβ (n) =

lβ−1
i=0
B(n)β,i
 .
For each subset I ⊆ 0, lβ − 1 that satisfies |I| ≥ 2, Lemma 4.2 yields that i∈I B(n)i+t−lβ  ≤ 1 and i∈I B(n)β,i ≤ 1.
Moreover, since (bi)t−1i=1 = α⊙β, Proposition 2.3 also yields that
i∈I B(n)i+t−lβ  = 1 if and only if i∈I B(n)β,i = 1. Thus, sinceB(n)i+t−lβ  = B(n)β,i = 1, i ∈ 0, lβ − n− 1 ,
and B(n)i+t−lβ  = h (1) , B(n)β,i = hβ (1) , i ∈ lβ − n, lβ − 1 ,
it follows that
lβ−1
i=0
B(n)i+t−lβ
−
lβ−1−
i=lβ−n
B(n)i+t−lβ  =

lβ−1
i=0
B(n)β,i
−
lβ−1−
i=lβ−n
B(n)β,i .
Hence, h (n)− nh (1) = hβ (n)− nhβ (1), which completes the proof. 
For n ∈ N and i ∈ [0, lα − 1], denote:
B(n)α,i =

x1x2 . . . xn ∈ Σn : ∃m ≥ 0, xj = zα,mlα+i+j, 1 ≤ j ≤ n

.
Lemma 4.4. If the cyclicity of the sequence β is lβ , then for n = klβ + k′ ∈

lβ , t

with k ≥ 1 and k′ ∈ 0, lβ − 1:
h (n)− nh (1) = lβ − k′ hα (k)+ k′hα (k+ 1)− nhα (1) .
Proof. Let n be as in the statement of the lemma. Since the cyclicity of β is lβ and n ≥ lβ , by [13, Lemma 5.5] the sets B(n)β,i ,
0 ≤ i ≤ lβ − 1, are pairwise disjoint. Put:
C (n)i =
lα−1
j=0
B(n)i+jlβ , 0 ≤ i ≤ lβ − 1.
Since (bi)t−1i=1 = α⊙β and the sets B(n)β,i , 0 ≤ i ≤ lβ−1, are pairwise disjoint, the sets C (n)i , 0 ≤ i ≤ lβ−1, are pairwise disjoint
as well. Let i′ ∈ 0, lβ − k′ − 1. For a set J ⊆ [0, lα − 1] that satisfies |J| ≥ 2, we havej∈J B(n)i′+jlβ ≤ 1 andj∈J B(k)α,j ≤ 1.
Since (bi)t−1i=1 = α⊙ β, Proposition 2.3 yields that

j∈J B
(n)
i′+jlβ = 1 if and only if

j∈J B
(k)
α,j = 1. According to [13, Lemma 5.1],B(n)i′+jlβ  = B(k)α,j = 1
for j ∈ [0, lα − k− 1], andB(n)i′+jlβ  = h (1) , B(k)α,j = hα (1)
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for j ∈ [lα − k, lα − 1]. Therefore,lα−1
j=0
B(n)i′+jlβ
− lα−1−
j=lα−k
B(n)i′+jlβ  =
lα−1
j=0
B(k)lα ,j
− lα−1−
i=lα−k
B(k)lα ,j .
Thus,
C (n)i′  − kh (1) = hα (k) − khα (1) for i′ ∈ 0, lβ − k′ − 1. By the same token, C (n)i′  − (k+ 1) h (1) = hα (k+ 1) −
(k+ 1) hα (1) for i′ ∈

lβ − k′, lβ − 1

. Since the sets C (n)i , 0 ≤ i ≤ lβ − 1, are pairwise disjoint, we have
lβ−1
i=0
C (n)i
− nh (1) =

lβ−k′−1
i=0
C (n)i
− lβ − k′ kh (1)+

lβ−1
i=lβ−k′
C (n)i
− k′ (k+ 1) h (1)
= lβ − k′ hα (k)− lβ − k′ khα (1)+ k′hα (k+ 1)− k′ (k+ 1) hα (1) .
Thus,
h (n)− nh (1) = lβ − k′ hα (k)+ k′hα (k+ 1)− nhα (1) ,
which completes the proof. 
4.3. Proof of Proposition 3.2
The proposition actually states that L < h (1) if and only if there exist two sequences α = (αi)lα−1i=1 and β such that
(bi)t−1i=1 = α⊙ β and the sequence α satisfies the stated conditions.
The following lemma presents conditions which imply lim infn→∞ h (n) /n < h (1).
Lemma 4.5. We have h (2) = 2h (1)− 1 if and only if the sequence (bi)ti=1 satisfies the following conditions:
(1) b1 = bt−1,
(2) for each i ∈ [1, t − 2], either bi = b1 or bi+1 = b1.
Proof. According to [13, Lemma 5.1] we have
B(2)t−1 = B(2)t−2 = h (1), and since bt−1b1 ∈ B(2)t−1, B(2)t−2 we haveB(2)t−1 ∪ B(2)t−2 ≤ 2h (1) − 1. On the other hand, B(2)t−1 ∩ B(2)t−2 ⊆ {bt−1b1}, and hence B(2)t−1 ∪ B(2)t−2 = 2h (1) − 1. First,
suppose that the sequence (bi)ti=1 satisfies the conditions of the lemma. Since B
(2)
i = {bi+1bi+2} for each i ∈ [0, t − 3], either
bi+1 = b1 = bt−1 or bi+2 = b1, and hence either B(2)i ⊆ B(2)t−2 or B(2)i ⊆ B(2)t−1. Thus, B(2)i ⊆ B(2)t−1 ∪ B(2)t−2 for each i ∈ [0, t − 1],
and therefore
h (2) =
t−1
i=0
B(2)i
 = B(2)t−1 ∪ B(2)t−2 = 2h (1)− 1.
On the other hand, suppose now that h (2) = 2h (1)−1. Since
B(2)t−1 ∪ B(2)t−2 = 2h (1)−1, it follows that B(2)i ⊆ B(2)t−1∪B(2)t−2
for each i ∈ [0, t − 3]. Since B(2)i = {bi+1bi+2} for i ∈ [0, t − 3], it means that for each i ∈ [0, t − 3] either bi+1 = bt−1 or
bi+2 = b1. Suppose that bt−1 ≠ b1, and let j ∈ [1, t − 1] be the smallest index for which bj ≠ b1 (since bt−1 ≠ b1 the index j
is well defined). Obviously j > 1, and hence j− 2 ∈ [0, t − 3]. Therefore, either bj−1 = bt−1 or bj = b1. Now, the definition
of j yields that bj−1 = b1 ≠ bt−1, while on the other hand bj ≠ b1. Thus, we have a contradiction, and therefore b1 = bt−1.
Moreover, i − 1 ∈ [0, t − 3] for each i ∈ [1, t − 2], and hence either bi = bt−1 = b1 or bi+1 = b1, which completes the
proof. 
Lemma 4.6. Let m ∈ [1, t − 1], and suppose that h (m+ 1)−h (m) = h (1)−1. Then B(m+1)j ∩B(m+1)j′ ≠ ∅ for j, j′ ∈ [0, t − 1]
if and only if B(m)j ∩ B(m)j′ ≠ ∅.
Proof. Select two indices j, j′ ∈ [0, t − 1]. Obviously, if B(m+1)j ∩B(m+1)j′ ≠ ∅ then B(m)j ∩B(m)j′ ≠ ∅ as well. On the other hand,
Lemma 4.2 yields that, for any set I ⊆ [0, t − 1] with |I| ≥ 2, we have
i∈I B(n)i  ≤ 1 for both n = m and n = m + 1. For
each n ∈ N:
h (n) =
t−1
i=0
B(n)i
 = t−1
i=0
B(n)i − −
i1,i2∈[0,t−1]
B(n)i1 ∩ B(n)i2 + . . . .
Since
∑t−1
i=0
B(m+1)i  −∑t−1i=0 B(m)i  = h (1) − 1, which is the same as h (m+ 1) − h (m), and for any subset I ⊆ [0, t − 1]
we have
i∈I B(m+1)i  = 1 only if i∈I B(m)i  = 1, it follows that B(m)j ∩ B(m)j′ ≠ ∅ yields B(m+1)j ∩ B(m+1)j′ ≠ ∅, as otherwise
we would have h (m+ 1)− h (m) > h (1)− 1. 
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The following lemma is proved similarly.
Lemma 4.7. Let m ∈ [1, t − 1], and suppose that h (m+ 1)−h (m) = h (1)−1. Then B(m+1)j ∩B(m+1)j′ ≠ ∅ for j, j′ ∈ [0, t − 1]
if and only if B(m)(j+1)mod t ∩ B(m)(j′+1)mod t ≠ ∅.
The lemmas above yield the following corollary.
Corollary 4.8. Let m ∈ [1, t − 1], and suppose that h (m+ 1) − h (m) = h (1) − 1. Then for j, j′ ∈ [0, t − 1] we have
B(m)j ∩ B(m)j′ ≠ ∅ if and only if B(m)(j+1)mod t ∩ B(m)(j′+1)mod t ≠ ∅.
The corollary helps us proving the following lemma.
Lemma 4.9. Let m ∈ [1, t − 1]. If h (m) = mh (1) and h (m+ 1) = (m+ 1) h (1) − 1, then the sets B(m)i , i ∈ [t −m, t − 1],
are pairwise disjoint and
t−m−1
i=0
B(m)i ⊆
t−1
i=t−m
B(m)i . (4.3)
Proof. According to [13, Lemma 5.1], we have
B(m)i  = 1 for each i ∈ [0, t −m− 1]. Out of each collection of equal
B(m)i ’s not contained in

i∈[t−m,t−1] B
(m)
i , take the index of that B
(m)
i with the smallest possible i, to from jointly with the
set [t −m, t − 1] a set I ⊆ [0, t − 1]. Let j be the smallest element of I . We claim that j = t − m. Suppose that j < t − m.
According to [13, Lemma 5.1], this implies that
B(m)j  = 1 and B(m)0  = 1. First, in case j > 0, the definition of I yields that
B(m)0 ⊆

i∈[t−m,t−1] B
(m)
i and B
(m)
j ∩B(m)0 = ∅. The definition of I also yields that B(m)j ∩B(m)i = ∅ for each i ∈ [t −m+ 1, t − 1],
and hence Corollary 4.8 yields that B(m)j−1 ∩ B(m)i = ∅ for each i ∈ [t −m, t − 1]. Thus, by the definition of I we have j− 1 ∈ I ,
which contradicts the definition of j.
Now suppose that j = 0, and let k ∈ [1,m] be the maximal value for which the sets B(m)i , i ∈ [t − k, t − 1], are pairwise
disjoint. The definition of I and j implies that B(m)0 ∩ B(m)i = ∅ for i ∈ [t −m, t − 1]. Hence, in case k < m, Corollary 4.8
yields that the sets B(m)i , i ∈ [t − k− 1, t − 1], are pairwise disjoint as well, which contradicts the definition of k. Therefore
k = m, and since [13, Lemma 5.1] implies that
B(m)t−i  = h (1) for i ∈ [t −m, t − 1], it turns out that
h (m) =
t−1
i=0
B(m)i
 ≥ mh (1)+ 1,
which is a contradiction. Thus, j = t − m, which yields (4.3). Since [13, Lemma 5.1] implies that
B(m)i  = h (1) for
i ∈ [t −m, t − 1], and h (m) = mh (1), it also implies that the sets B(m)i , t − m ≤ i ≤ t − 1, are pairwise disjoint. This
completes the proof. 
Lemma 4.10. Let m ∈ [1, t − 1]. If
h (m) = mh (1) , h (m+ 1) = (m+ 1) h (1)− 1,
then for an appropriate lα ≥ 2 there exist two sequences α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 , for lβ = m, such that the sequence
(bi)t−1i=1 = α⊙ β, and the cyclicity of β is lβ .
Proof. In casem = 1, the statement is obviously true for lα = t , so suppose thatm > 1. Lemma 4.9 yields that the sets B(m)i ,
t −m ≤ i ≤ t − 1, are pairwise disjoint and
t−m−1
i=0
B(m)i ⊆
t−1
i=t−m
B(m)i .
Therefore, B(m)0 ∩ B(m)j ≠ ∅ for some j ∈ [t −m, t − 1]. Corollary 4.8 implies that B(m)t−1 ∩ B(m)j−1 ≠ ∅, and since the sets B(m)i ,
t − m ≤ i ≤ t − 1, are pairwise disjoint it follows that j − 1 ≠ [t −m, t − 1]. Hence j = t − m, which means that
B(m)0 ∩ B(m)t−m ≠ ∅. Applying Corollary 4.8 repeatedly, we conclude that B(m)m−1 ∩ B(m)t−1 ≠ ∅, and hence B(m)m ∩ B(m)0 ≠ ∅. Since
m < t , [13, Lemma 5.1] implies that
B(m)0  = 1, and therefore B(m)m ∩B(m)t−m ≠ ∅. Thus, by Corollary 4.8, B(m)i ∩B(m)imodm+t−m ≠ ∅
for each i ∈ [0, t − 1]. In particular, for j = t − 1modm + t − m we obtain B(m)t−1 ∩ B(m)j ≠ ∅. Since j ∈ [t −m, t − 1], and
the sets B(m)i , t −m ≤ i ≤ t − 1, are pairwise disjoint, it follows that j = t − 1. Therefore t − 1modm = m− 1, and hence
m|t .
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Put lα = t/m, and let k ∈ [0, lα − 1]. We have B(m)k·m ∩ B(m)t−m ≠ ∅, and hence Proposition 2.3 and the definitions of B(m)k·m and
B(m)t−m yield that bk·m+i = bt−m+i for each i ∈ [1,m− 1]. Put βi = bt−m+i for i ∈ [1,m− 1], and αi = bi·m for i ∈ [1, lα − 1].
Since bk·m+i = bt−m+i = βi for each k ∈ [0, lα − 1] and i ∈ [1,m− 1], it turns out that (bi)t−1i=1 = α⊙β for α = (αi)lα−1i=1 and
β = (βi)lβ−1i=1 , where lβ = m. Let zβ = zβ,1zβ,2zβ,3 . . . be the fixed point of themapping ofΣN, induced by the substitution in
(4.2), and let hβ be the subword complexity function of zβ . Since h

lβ
 = lβh (1), Lemma 4.3 shows that hβ lβ = lβhβ (1).
Therefore, according to [13, Lemma 5.11], the cyclicity of β is lβ . This completes the proof. 
We are now ready to prove Proposition 3.2.
Proof of Proposition 3.2. First, in case c < t wehave h (1)−(t − c) /t ∈ A and the sequence (bi)t−1i=1 is c-periodic. Therefore
L < h (1), and on the other hand the fact that c|t yields that (bi)t−1i=1 = α ⊙ β, where α = (αi)t/c−1i=1 = (bic)t/c−1i=1 and
β = (bi)c−1i=1 . Since c < t and c|t we have t/c ≥ 2, and since (bi)t−1i=1 is c-periodic we have αi = bic = bc for each
i ∈ [1, t/c − 1]. Thus, α1 = αt/c−1, and αi = α1 for each i ∈ [1, t/c − 2], which completes the proof for the case c < t .
Now, suppose that c = t . Then N = t and L = min1≤m≤t h (m) /m. First, suppose that there exist two sequences
α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 , such that (bi)t−1i=1 = α ⊙ β, and α satisfies the conditions of the proposition. Let
zα = zα,1zα,2zα,3 . . . and zβ = zβ,1zβ,2zβ,3 . . . be the fixed points of the mappings ofΣN, induced by the substitutions
γ → α1α2 . . . αlα−1ϕ (γ ) , γ ∈ Σ,
and
γ → β1β2 . . . βlβ−1ϕ (γ ) , γ ∈ Σ,
respectively. Let hα be the subword complexity function of zα , and hβ the analogous function for zβ . In case the cyclicity of β
is less than lβ , the sequence β is not the empty sequence, and [13, Lemma 5.11] yields that hβ

mβ
 = mβhβ (1)−mβ + cβ ,
where cβ is the cyclicity of β. Hence, if the cyclicity of β is less than lβ , then Lemma 4.3 yields that h

lβ
 = lβh (1)− lβ + c2,
and since cβ < lβ we have h

lβ

< lβh (1), which straightforwardly means that L < h (1). Now, suppose that the cyclicity
of β is lβ . Since α satisfies the conditions of the proposition, Lemma 4.5 yields that hα (2) = 2hα (1) − 1. Thus, Lemma 4.4
implies that
h

2lβ
− 2lβh (1) = lβhα (2)− 2lβh (1) = −lβ ,
and hence h

2lβ

/2lβ < h (1). Therefore, L < h (1).
Next, suppose that L < h (1), so that h (n) < nh (1) for some n ∈ [2, t]. According to [13, Lemma 6.2] we have
h (i+ 1)−h (i) ≥ h (1)−1 for each i ∈ [1, t − 1], and therefore there exists anm ∈ [1, t − 1] such that h (m) = mh (1) and
h (m+ 1) = (m+ 1) h (1)−1. Thus, Lemma 4.10 proves the existence of an integer lα ≥ 2 and two sequences α = (αi)lα−1i=1
and β = (βi)lβ−1i=1 , for lβ = m, such that (bi)t−1i=1 = α⊙ β, and the cyclicity of β is lβ . Since the cyclicity of β is lβ , Lemma 4.4
gives
h

lβ + 1
− lβ + 1 h (1) = lβ − 1 hα (1)+ hα (2)− lβ + 1 hα (1) .
This means that hα (2) − 2hα (1) = −1. Therefore, Lemma 4.5 yields that α1 = αlα−1, and for each i ∈ [1, lα − 2] either
αi = α1 or αi+1 = α1. This completes the proof. 
4.4. Necessity of the conditions in Theorem 3.5
Lemma 4.11. Suppose that t > 2 and h (t − 1) = (t − 1) h (1). Then there exist two indexes, m,m′ ∈ [1, t − 1], such that
m > m′, B(t−1)m ∩ B(t−1)m′ ≠ ∅, and B(t−1)i ∩ B(t−1)j = ∅ for each pair (i, j) ∈ [0, t − 1]2 which satisfies i > j and (i, j) ≠

m,m′

.
Proof. According to [13, Lemma 5.1] we have
B(t−1)0  = 1 and B(t−1)i  = h (1) for each i ∈ [1, t − 1]. Since t−1i=0 B(t−1)i  =
h (t − 1) = (t − 1) h (1), it turns out that the sets B(t−1)i , i ∈ [0, t − 1], are not pairwise disjoint, but there is a single pair
m,m′
 ∈ [0, t − 1]2 such thatm > m′ and B(t−1)m ∩ B(t−1)m′ ≠ ∅. In casem′ = 0, Proposition 2.3 and the definition of the sets
B(t−1)m and B(t−1)m′ yield that bi = bi+mmod t for each i ∈ [0, t − 1] \ {t −m}. Therefore B(t−1)t−1 ∩ B(t−1)m−1 ≠ ∅, and since t > 2 we
have either t − 1 ≠ m or m − 1 ≠ 0. Thus
t−1i=0 B(t−1)i  ≤ h (t − 1) − 1, which is a contradiction. Hence m′ > 0, which
completes the proof. 
Lemma 4.12. Suppose that there exist two indices m,m′ ∈ [1, t − 1], such that m > m′, B(t−1)m ∩ B(t−1)m′ ≠ ∅, and
B(t−1)i ∩ B(t−1)j = ∅ for each pair (i, j) ∈ [0, t − 1]2 which satisfies i > j and (i, j) ≠

m,m′

. Then there exist two sequences
α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 such that (bi)t−1i=1 = α⊙ β, and there exist k, k′ ∈ [1, lα − 1] such that gcd (k, lα) = 1 and
αi = αi+kmod lα , i ∈ [1, lα − 1] \{lα − k, k′},
αk′ ≠ αk′+kmod lα .
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Proof. Since B(t−1)m ∩ B(t−1)m′ ≠ ∅, Proposition 2.3 and the definition of the sets B(t−1)m and B(t−1)m′ give bi = bi+(m−m′)mod t for
each i ∈ [1, t − 1] \ m′, t − m−m′. On the other hand, sincem,m′ ≥ 1 and B(t−1)m−1 ∩ B(t−1)m′−1 = ∅, we have bm′ ≠ bm.
Since bi = bi+(m−m′)mod t for each i ∈ [1, t − 1] \

m′, t − m−m′, for lβ = gcd m−m′, t we have bi = bi+lβ mod t
for each i ∈ [1, t − 1] satisfying lβ - i. It follows that lβ |m′. Moreover, (bi)t−1i=1 = α⊙ β for β = (bi)lβ−1i=1 and α = (αi)lα−1i=1 =
bi·lβ
lα−1
i=1 , where lα = t/lβ . On the other hand, for k =

m−m′ /lβ and k′ = m′/lβ :
αi = bi·lβ = bi·lβ+m−m′ mod t = αi+kmod lα , i ∈ [1, lα] \

lα − k, k′

,
αk′ = bm′ ≠ bm′+m−m′ mod t = αk′+kmod lα .
This completes the proof. 
Now, we are ready to prove that the conditions in Theorem 3.5 are necessary for L = L¯ > 0.
Lemma 4.13. If L = L¯ > 0, then there exist two sequences α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 , satisfying the conditions in
Theorem 3.5, such that (bi)t−1i=1 = α⊙ β.
Proof. Suppose that L = L¯ > 0. As was observed in the course of the proof of Proposition 3.2, the condition L = L¯ > 0
implies that c = t and h (n) /n = h (1) for each n ∈ [1, t − 1]. In particular, h (t − 1) = (t − 1) h (1), and therefore
Lemmas 4.11 and 4.12 yield the existence of two sequences α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 , such that (bi)t−1i=1 = α⊙ β, and
there exist k, k′ ∈ [1, lα − 1] such that gcd (k, lα) = 1 and
αi = αi+kmod lα , i ∈ [1, lα − 1] \{lα − k, k′},
αk′ ≠ αk′+kmod lα .
Moreover, the equality L = h (1) and Proposition 3.2 show that lα ≥ 3.
Now, suppose that α1 = αlα−1. The conditions on the sequence α imply that |{αi : 1 ≤ i ≤ lα − 1}| = 2. Moreover,
αk ≠ αlα−k, as otherwise the equality αi = αi+kmod lα for i ∈ [1, lα − 1] \{lα − k, k′}would give |{αi : 1 ≤ i ≤ lα − 1}| = 1.
Without loss of generality, we may suppose that α1 = αlα−k, and αlα−1 = αlα−k. Let r ∈ [1, lα − 1] be such that
r · kmod lα = k′. The conditions on the sequence α imply that, if for a given i ∈ [1, lα − 1] we have i = j · kmod lα for
some j ∈ [1, r], then αi = αk. Since L = h (1), Proposition 3.2 yields that there exists some i ∈ [1, lα − 2] such that αi ≠ α1
and αi+1 ≠ α1. In other words, αi = αi+1 = αk. Let j, j′ ∈ [1, lα] be such that i = j · kmod lα and i+ 1 = j′ · kmod lα . Since
αi = αi+1 = αk, we have j, j′ ∈ [1, r]. If j′ > j, then 1 =

j′ − j · kmod lα , and since j′ − j ∈ [1, r] we obtain α1 = αk, which
is a contradiction. Thus, j′ < j. Therefore, lα − 1 =

j− j′ · kmod lα , and since j− j′ ∈ [1, r] we obtain αlα−1 = αk, which is
a contradiction as well. Thus, we have a contradiction, and therefore α1 ≠ αlα−1. Hence, the sequence α is appropriate.
Finally, suppose that lβ > 1, and let hβ be the subword complexity function of the D0L word formed by the substitution
γ → β1β2 . . . βlβ−1ϕ (γ ) , γ ∈ Σ . (4.4)
Since h (n) = nh (1) for each n ∈ [1, t − 1], and in particular for n ∈ 1, lβ, Lemma 4.3 implies that hβ (n) = nhβ (1) for
each n ∈ 1, lβ. In particular, we have hβ lβ = lβhβ (1), and therefore [13, Lemma 5.11] yields that the cyclicity of β is lβ .
Therefore, according to [13, Theorem 3.3], we have
lim sup
n→∞
hβ (n)
n
= max
1≤n≤lβ−1
hβ (n)
n
= hβ (1) ,
lim inf
n→∞
hβ (n)
n
= min
1≤n≤mβ−1
hβ (n)
n
= hβ (1) .
Thus,
lim inf
n→∞
hβ (n)
n
= lim sup
n→∞
hβ (n)
n
= hβ (1) ,
and hence the substitution defined by (4.4) is steady. Thus, the sequences α and β satisfy the conditions in Theorem 3.5,
which completes the proof. 
4.5. Sufficiency of the conditions in Theorem 3.5
In this subsection we suppose that the sequence (bi)t−1i=1 satisfies the conditions in Theorem 3.5, i.e., there exist two
sequences α = (αi)lα−1i=1 and β = (βi)lβ−1i=1 , satisfying the conditions of the theorem, such that (bi)t−1i=1 = α⊙ β.
Let zα = zα,1zα,2zα,3 . . . be the fixed point of the mapping ofΣN, induced by the substitution
γ → α1α2 . . . αlα−1ϕ (γ ) , γ ∈ Σ .
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Let hα be the subword complexity function of zα , and define the sets
B(n)α,i =

x1x2 . . . xn ∈ Σn : ∃m ≥ 0, xj = zα,mt+i+j ∀j (1 ≤ j ≤ n)

for n ∈ N and i ∈ [0, lα − 1].
Lemma 4.14. hα (n) ≤ nhα (1) for each n ∈ [1, lα].
Proof. The inequality is obvious for n = 1, so let n ∈ [2, lα]. According to [13, Lemma 5.1] we have
B(n)α,i = 1 for
i ∈ [0, lα − n− 1], and
B(n)α,i = h (1) for i ∈ [lα − n, lα − 1]. Since αi = αi+kmod lα for each i ∈ [1, lα − 1] \ k′, lα − k, if
for a given i ∈ [0, lα − 1] we have i+ jmod lα ≠ k′ for each j ∈ [1, n], then B(n)α,i ∩ B(n)α,i+kmod lα ≠ ∅. Therefore, putting
I =

[0, lα − 1] \

k′ − n, k′ , k′ − n ≥ 0,
k′ + 1, lα − 1
 ∪ k′ − nmod lα, lα − 1 , k′ − n < 0,
we have B(n)α,i ∩ B(n)α,i+kmod lα ≠ ∅ for each i ∈ I . Thus,lα−1
i=0
B(n)α,i
 ≤ lα−1−
i=0
B(n)α,i−−
i∈I
Bα,i ∩ Bα,i+kmod lα 
≤ nhα (1)+ lα − n− (lα − n)
= nhα (1) ,
and therefore hα (n) ≤ nhα (1), which completes the proof. 
From now on, letm ∈ [1, lα − 1] be such thatm · k ≡ k′ (mod lα). Note that, since lα - k′ and gcd (k, lα) = 1, the integerm
is well defined.
Lemma 4.15. Let j ∈ [1, lα − 1], and put i = j·kmod lα . If j ∈ [1,m] thenαi = αk, while if j ∈ [m+ 1, lα − 1] thenαi = αlα−k.
Proof. Let j′ ∈ [1, lα − 1] be the smallest index for which αj′·kmod lα ≠ αk. Obviously, j′ > 1, and hence α(j′−1)kmod lα ≠
αj′·kmod lα . Since α is an appropriate sequence, it follows that

j′ − 1 kmod lα = k′, and hence j′ − 1 = m. Thus, if j ∈ [1,m]
then αi = αk.
On the other hand, let j′ ∈ [1, lα − 1] be the maximal index for which αj′·kmod lα ≠ αlα−k. Obviously, j′ < lα − 1, and
hence αj′·kmod lα ≠ α(j′+1)kmod lα . Since α is an appropriate sequence, it follows that j′ ·kmod lα = k′, and hence j′ = m. Thus,
if j ∈ [m+ 1, lα − 1] then αi = αlα−k. 
Since α is an appropriate sequence, we also have α1 ≠ αlα−1, and hence the lemma above yields the following corollary.
Corollary 4.16. We have αk ≠ αlα−k.
Lemma 4.17. hα (n) ≥ nhα (1) for each n ∈ [1, lα].
Proof. Suppose that there exists some n ∈ [1, lα] such that hα (n) < nhα (1). According to [13, Theorem 3.3], this implies
lim inf
n→∞
hα (n)
n
< hα (1) .
Hence Proposition 3.2 yields the existence of an r|lα , such that r < lα , αr = αlα−r , and:
• αi+r = αi for each i ∈ [1, lα − r − 1] with r - i.• either αi = αr or αi+r = αr for each i ∈ [1, lα − r − 1] with r|i.
Since α1 ≠ αlα−1, we have r > 1. On the other hand, in case k = 1 we have αi = α1 for i ∈

1, k′

, and αi = αlα−1 for
i ∈ k′ + 1, lα − 1. Therefore, in case k′ ≤ r we have α1 ≠ αr+1 which is a contradiction, and in case k′ > r we have
αr−1 ≠ αmα−1 which is also a contradiction. Thus, k > 1.
Since α1 ≠ αm−1 and k > 1, Lemma 4.15 yields thatm ∈ [2, lα − 3]. Let r ′ ∈ [1, lα − 1] be such that r ′ · k ≡ r (mod k).
Since r|lα , r > 1, and gcd (k, lα) = 1, we have r ′ ∈ [2, lα − 2]. Suppose that r ′ = lα − 2. Let i = (m+ 2) kmod lα . Since
r ′ = lα − 2, we have i′ = m · kmod lα for i′ = i+ r mod lα . Lemma 4.15 and Corollary 4.16 yield that αi ≠ αi′ , and therefore
r|i, i′. The definitions of i and i′ give j = (m+ 1) kmod lα and j′ = (m− 1) kmod lα for j = i−kmod lα and j′ = i′−kmod lα .
Hence, Lemma 4.15 and Corollary 4.16 yield that αj ≠ αj′ as well, which is a contradiction, because r - k. Thus, r ′ ≠ lα − 2,
which implies r ′ ∈ [2, lα − 3].
Since m ∈ [2, lα − 3] and r ′ ∈ [2, lα − 3], there exists a q ∈ [1,m− 1] such that q + r ′ ∈ [m+ 1, lα − 2]. Let
i = qkmodmα and i′ = i + r modmα . Since r ′k ≡ r (mod k), it follows that i′ =

q+ r ′ kmod lα . Therefore,
Lemma 4.15 and Corollary 4.16 imply αi ≠ αi′ , and hence r|i, i′. The definitions of i and i′ give j = (q+ 1) kmod lα and
j′ = q+ r ′ + 1 kmod lα for j = i + kmod lα and j′ = i′ + kmod lα . Hence, Lemma 4.15 and Corollary 4.16 yield that
αj ≠ αj′ as well, which is a contradiction, because r - k. Thus, there is no n ∈ [1, lα] for which hα (n) < nhα (1), which
completes the proof. 
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Lemmas 4.14 and 4.17 yield the following corollary.
Corollary 4.18. hα (n) = nhα (1) for each n ∈ [1, lα].
Lemma 4.19. h (n) = nh (1) for each n ∈ [1, t].
Proof. In case lβ = 1 we have (bi)t−1i=1 = α, t = lα , and hence h (n) = hα (n). Thus, in case lβ = 1, Corollary 4.18 implies
h (n) = nh (1) for n ∈ [1, t]. Now suppose that lβ > 1. Since
lim inf
n→∞
hβ (n)
n
= lim sup
n→∞
hβ (n)
n
= hβ (1) ,
[13, Theorem 3.3] yields that hβ (n) = nhβ (1) for n ∈

1, lβ

. Therefore, Lemma 4.3 yields that h (n) = nh (1) for each
n ∈ 1, lβ.Moreover, since hβ lβ = lβhβ (1), [13, Corollary 5.2] and [13, Lemma5.5] show that the cyclicity of the sequence
β equals lβ . Hence, Corollary 4.18 and Lemma 4.4 yield that h (n) = nh (1) for each n ∈

lβ , t

. Thus, h (n) = nh (1) for each
n ∈ [1, t], which completes the proof. 
The lemma concludes the proof that the conditions in Theorem 3.5 are sufficient for L = L¯ > 0, and thereby the proof of
Theorem 3.5.
5. Proof of Proposition 3.10 and Theorem 3.12
5.1. Proof of Proposition 3.10
In this subsection we prove Proposition 3.10. Thus, let d, B, (γi)di=1, and (δi)
d−1
i=1 be as in the proposition, and suppose
throughout the subsection that G is abelian.
Lemma 5.1. Let k1, k2 ∈ [1, d− 1], and x, y ∈ B. If ak2a−1k1 = xy−1, then k1 = k2.
Proof. Since |B| = g/d, equality (3.4) yields that the sets γiB, 1 ≤ i ≤ d, are disjoint. Therefore, for each α ∈ G there exist
unique i ∈ [1, d] and β ∈ B such that α = γiβ . Suppose γk2γ−1k1 = xy−1. Then γk2y = γk1x where x, y ∈ B, and therefore
k2 = k1 and y = x. 
Lemma 5.2. Let k ∈ [1, d− 1]. If the subsequences (δi)k−1i=1 and (δi)d−1i=k+1 are palindromic, then
k
i=1
γiB = γ−1d δ−1k ·
k
i=1
γiB, (5.1)
d
i=k+1
γiB = γ−1d δ−1k ·
d
i=k+1
γiB. (5.2)
Proof. Let j ∈ [k+ 1, d] and x ∈ B. Put ω = γ−1d δ−1k γjx. Since ω ∈ G, by (3.4) there exist anm ∈ [1, d] and some y ∈ B such
that ω = γmy. Suppose thatm ≤ k. Obviously,
γk+1+(d−j) = γm ·
k−1∏
i=m
δi · δk ·
k+(d−j)∏
i=k+1
δi.
Since the sequence (δi)d−1i=k+1 is palindromic and G is abelian
k+(d−j)∏
i=k+1
δi =
d−1∏
i=j
δi = γdγ−1j .
The sequence (δi)k−1i=1 is also palindromic, and hence
k−1∏
i=m
δi =
k−m∏
i=1
δi = γk−m+1γ−11 = γk−m+1.
(This is also true for the case k − m = 0 because γ1 = e.) Thus, γk+1+(d−j) = γmγk−m+1δkγdγ−1j . Since γm = ωy−1, it
follows that γk+1+(d−j) = γk−m+1xy−1. Therefore, γk+1+(d−j)γ−1k−m+1 = xy−1, where x, y ∈ B, and hence Lemma 5.1 yields
k+ 1+ (d− j) = k−m+ 1. Thus, d− j = −m, which is a contradiction as d− j ≥ 0 and−m ≤ −1. Thereforem ≥ k+ 1.
This actually means that
γ−1d δ
−1
k

γjx ∈
d
i=k+1
γiB
I. Goldstein / Theoretical Computer Science 412 (2011) 5728–5743 5741
for each j ∈ [k+ 1, d] and x ∈ B. Thus,
γ−1d δ
−1
k
d
i=k+1
γiB ⊆
d
i=k+1
γiB.
On the other hand, the set on the right-hand side is of order (d− k) g/d as well as the set on the left-hand side. Therefore,
(5.2) is valid.
Now, suppose that
γ−1d δ
−1
k
k
i=1
γiB *
k
i=1
γiB.
Then, there exist some j ∈ [1, k] and x ∈ B such that
γ−1d δ
−1
k

γjx /∈
k
i=1
γiB. (5.3)
Equality (3.4) implies the existence of an m ∈ [1, d] and some y ∈ B such that γ−1d δ−1k  γjx = γmy. Obviously, (5.3) gives
m ≥ k + 1. Therefore, (5.2) yield the existence of an i ∈ [k+ 1, d] and some x′ ∈ B such that γmy =

γ−1d δ
−1
k

γix′. Thus,
γjx = γix′, and hence γjγ−1i = x′x−1. Lemma 5.1 implies j = i, which is a contradiction as j ≤ k and i ≥ k+ 1. Thus
γ−1d δ
−1
k
 k
i=1
γiB ⊆
k
i=1
γiB.
Moreover, the set on the right-hand side is of order kg/d, as is the set on the left-hand side. Thus, (5.2) holds as well. 
Lemma 5.3. Let k1, k2 ∈ [1, d1 − 1], such that k1 < k2. Suppose that |{δi : 1 ≤ i ≤ d− 1}| = 2, δk1 ≠ δk2 , and the
subsequences (δi)
kj−1
i=1 and (δi)
d−1
i=kj+1 are palindromic for j = 1, 2. Then, γdB = δ−1k2 B.
Proof. Let x ∈ B. Since the subsequences (δi)k1−1i=1 and (δi)d−1i=k1+1 are palindromic, Lemma 5.2 show that
k1
i=1
γiB =

γ−1d δ
−1
k1
 k1
i=1
γiB.
Since γ1 = 0, the equality above implies that there exist some j ∈ [1, k1] and y ∈ B such that γjy =

γdδk1

x. Moreover, the
subsequences (δi)
k2−1
i=1 and (δi)
d−1
i=k2+1 are also palindromic, and hence Lemma 5.2 gives
k2
i=1
γiB =

γ−1d δ
−1
k2
 k2
i=1
γiB.
Since 1 ≤ j ≤ k1 and k1 < k2, we obviously have 1 ≤ j ≤ k2. Therefore, the equality above yields the existence of an
m ∈ [1, k2] and some y′ ∈ B such that γmy′ =

γ−1d δ
−1
k2

γjy. Since γjy =

γdδk1

x, this implies that γmy′ = δk1δ−1k2 x. Thus,
δk1δ
−1
k2

B ⊆
k2
i=1
γiB. (5.4)
Now, let x ∈ B. Since the subsequences (bi)k2−1i=1 and (bi)d−1i=k2+1 are palindromic, Lemma 5.2 shows that
d
i=k2+1
γiB =

γ−1d δ
−1
k2
 d
i=k2+1
γiB.
Therefore, there exist an m ∈ [k2 + 1, d] and some y ∈ B such that γmy =

γ−1d δ
−1
k2

γdx. Hence, γmy = δ−1k2 x. Suppose
that m < d. Then γm+1y = δmγmy, and hence γm+1y = δmδ−1k2 x. Since |{δi : 1 ≤ i ≤ d− 1}| = 2 and δk1 ≠ δk2 , we
have either δm = δk1 or δm = δk2 . If δm = δk2 , then γm+1y = x = γ1x, which contradicts Lemma 5.1. If δm = δk1 ,
then γm+1y = δk1δ−1k2 x. Since γ1 = 0, equality (5.4) yields that there exist an m′ ∈ [1, k2] and some y′ ∈ B such that
γm′y′ = δk1δ−1k2 x. Therefore, γm+1γ−1m = y′y−1, which contradicts Lemma 5.1. Thus,m = d, and hence δ−1k2 x ∈ γdB. Therefore
δ−1k2 B ⊆ γdB. As
δ−1k2 B = |γdB|, we may deduce that δ−1k2 B = γdB, which completes the proof. 
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Put γ ′1 = 0 and γ ′j =
∏j−1
i=1 δd−i for j ∈ [2, d]. The following lemmaproves that the sequence

γ ′i
d
i=1 admits similar properties
to the sequence (γi)di=1.
Lemma 5.4. We have:
d
i=1
γ ′i B = G. (5.5)
Proof. Since |B| = g/d, equality (5.5) holds if and only if for any two distinct j1, j2 ∈ [1, d] there are no x, y ∈ B such
that γ ′j2

γ ′j1
−1 ≠ xy−1. Suppose that, for some distinct j1, j2 ∈ [1, d], such that j1 < j2, there exist x, y ∈ B such that
γ ′j2

γ ′j1
−1 = xy−1. The definitions of γ ′j2 and γ ′j1 imply∏j2−1i=j1 δd−i = xy−1. Therefore,
γd−j1+1γ
−1
d−j2+1 =
d−j1∏
i=d−j2+1
δi =
j2−1∏
i=j1
δd−i = xy−1.
Since j1 < j2, we have d− j1 + 1 > d− j2 + 1, which contradicts Lemma 5.1. Thus, for any two distinct j1, j2 ∈ [1, d] there
are no x, y ∈ B such that γ ′j2

γ ′j1
−1 = xy−1, what yields (5.5). 
Put δ′i = γ ′i+1

γ ′i
−1 for i ∈ [1, d− 1]. Note that there is complete symmetry between the sequences (γi)di=1 and (δi)d−1i=1 ,
and the sequences

γ ′i
d
i=1 and

δ′i
d−1
i=1 .
Proof of Proposition 3.10. First of all, Lemma 5.3 implies that γdB = δ−1k2 B. On the other hand, Lemma 5.4 yields a complete
symmetry between the sequences (γi)di=1 and (δi)
d−1
i=1 , and the sequences

γ ′i
d
i=1 and

δ′i
d−1
i=1 . Note that δ
′
i = δd−i for each
i ∈ [1, d− 1]. Therefore, 1 ≤ d − k2 < d − k1 ≤ d − 1, δ′d−k2 ≠ δ′d−k1 ,
δ′i : 1 ≤ i ≤ d− 1 = 2, and the subsequences
δ′i
d−kj−1
i=1 and

δ′i
d−1
i=d−kj+1 are palindromic for j = 1, 2. Thus, we may apply Lemma 5.3 also to the sequences

γ ′i
d
i=1 and
δ′i
d−1
i=1 , which yields γ
′
dB =

δ′d−k1
−1
B. The definitions give γ ′d =
∏d−1
i=1 δd−i = γd, and δ′d−k1 = δk1 . Therefore, γdB = δ−1k1 B.
Thus, δ−1k1 B = δ−1k2 B, which yields B =

δ−1k2 δk1

B, as required. 
5.2. Proof of Theorem 3.12
Lemma 5.5. Let (αi)m−1i=1 be an appropriate sequence, and let k and k′ the integers out of the definition of the appropriate sequence.
Then |{αi : 1 ≤ i ≤ m− 1}| = 2, and for k1 = k′ and k2 =

k′ + k modm, the subsequences (αi)kj−1i=1 and (αi)m−1i=kj+1 are
palindromic for j = 1, 2.
Proof. Since gcd (k,m) = 1, there exists some j′ ∈ [0,m− 1] such that j′k ≡ k′ (mod m). Since k′ ≠ m − k, 0 we have
1 ≤ j′ ≤ m − 2, and Lemma 4.15 stems that for i, j ∈ [1,m− 1] such that i = jkmodm, if j ∈ 1, j′ then αi = αk, and if
j ∈ j′ + 1,m− 1 then αi = αm−k. Since αj′kmodm ≠ α(j′+1)kmodm, it follows that |{αi : 1 ≤ i ≤ m− 1}| = 2.
Let i ∈ 1, k′ − 1 and j ∈ [1,m− 1] be such that i = jkmodm. Suppose that αi = αk, and hence j ∈ 1, j′. Therefore
j′ − j ∈ [1, j], and the equality k′ − i = j′k − jkmodm gives αk′−i = αk. Thus, if αi = αk, then αk′−i = αk as well. Now,
suppose that αi = αm−k and αk′−i = αk. We just proved that, since αk′−i = αk, we have αi = αk′−(k′−i) = αk, which is a
contradiction. Thus, if αi = αm−k, then αk′−i = αm−k. Consequently, αi = αk′−i, which means that the subsequence (αi)k′−1i=1
is palindromic.
Let (βi)m−1i=1 be the sequence defined by βi = αm−i. Since (αi)m−1i=1 is appropriate, the definition of (βi)m−1i=1 yields
βi = β(i+k)modm, i ∈ [1,m− 1] \{m− k, k′′},
βk′′ ≠ β(k′′+k)modm,
where k′′ = −k′ − k modm. Note that k′′ ∈ [1,m− 1] \ {m− k}, and therefore (βi)m−1i=1 is an appropriate sequence as
well, which makes the sequence (βi)k
′′−1
i=1 be palindromic. Thus, (αi)
m−1
i=k2+1 is palindromic.
By the same token, the subsequences (αi)
k2−1
i=1 and (αi)
m−1
i=k1+1 are palindromic as well, which completes the proof. 
Now, we are ready to prove Theorem 3.12.
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Proof of Theorem 3.12. Suppose that G is cyclic of a prime order, t = g , (ai)gi=1 is a permutation and
lim inf
n→∞
f (n)
n
= lim sup
n→∞
f (n)
n
.
Therefore, by [13, Theorem 3.1], L = L¯ for (bi)g−11 =

a−1i ai+1
g−1
i=1 and ϕ (γ ) = a−1g γ . Since (ai)gi=1 is a permutation and
a1 = e, we have ag ≠ e, and hence ϕ (b1) = a−1g b1 ≠ b1. Therefore, according to [13, Theorem 3.3] we have L, L¯ ≠ 0, and
hence Proposition 3.1 yields that L = L¯ = h (1). Therefore, the sequence (bi)g−11 satisfies the conditions of Theorem 3.5, and
first of all there exist an appropriate sequence α, and another sequence β for which (bi)
g−1
i=1 = α ⊙ β. Since g is prime, it
follows that β is the empty sequence, and hence (bi)
g−1
i=1 = α, which makes (bi)g−1i=1 be appropriate. Therefore, Lemma 5.5
implies that |{bi : 1 ≤ i ≤ g − 1}| = 2, and for two different integers, k1 and k2, the subsequences (αi)kj−1i=1 and (αi)g−1i=kj+1 are
palindromic for j = 1, 2. Since (ai)gi=1 is a permutation, for B = {e} we have
g
i=1 aiB = G. Thus, Proposition 3.10 implies
that B =

b−1k2 bk1

B. Since bk2 ≠ bk1 , we have b−1k2 bk1 ≠ e, and therefore it follows that B ≠ {e}, which is a contradiction.
Thus,
lim inf
n→∞
f (n)
n
< lim sup
n→∞
f (n)
n
,
which completes the proof. 
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