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     The subject of this dissertation is on the identification and simulation of seismic 
ground motions for static and dynamic analyses of structural responses. Information about 
local conditions, the travel path, and source mechanisms must be obtained before seismic 
ground motions can be synthesized. The parameters that affect earthquake motion first are 
identified, after which seismic ground motions are synthesized from them. 
     A procedure is developed by which to identify the real inputmotion to a structure or 
its foundation. The Kalman filter is used to estimate the input motion from the structural 
response and structural parameters. 
     The nature of thelocal site condition is investigated. The dispersion curve of the 
phase velocities is derived from observed ata by deconvolution combined with the Kalman 
filter. The shape of an irregular interface is identified from the mean powers and spatial 
correlation coefficients. A simple procedure by which the relative displacements on non-
uniform soil layers can be calculated isproposed by replacing abasin model with a layered 
media model. 
     Estimation of the peak value for seismic load is a requisite for the assessment of
input ground motion. A simplified analytical method is presented with which to predict 
peak accelerations ear the source region where the effect of the fault extent can not be ig-
nored. Seismic hazard is evaluated by the joint use of historical earthquake and active fault 
data with Bayes' theorem. The procedure developed is used to introduce the attenuation 
equation of peak acceleration. The risk spectrum at the bed rock level is obtained from the 
attenuation of the response spectrum. 
     A method to identify the rupture process of a fault is proposed that is based on de-
convolution of trains of impulses. Much information about fault rupture mechanisms, in-
cluding the rupture velocity, starting point of rupture, direction of rupture propagation, and 
rise time can be obtained from deconvoluted impulses with this method. 
     Lastly, a procedure for synthesizing ground motion thatuses earthquake and micro-
earthquake r cords is presented. The recorded waveforms were analyzed by the AR-MA 
(autoregressive-moving average) process, after which regression analyses of the AR-MA 
parameters derived from each record were made. A statistical simulation model for micro-
earthquake motion then was developed. The statistical Green function is superposed to 
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     The best of human history has been highlighted by creativeness, the design and 
construction ofcivil structures providing a good example of human creativity. The erection 
of such structures calls for the incorporation of safety measures in order to ensure the 
safety of human beings. Natural disasters uch as earthquakes, floods, typhoons, volcanic 
eruptions, and tornadoes are major threats to this safety. The main engineering counter-
measure against hese natural hazards is the estimation of what is a reasonable and reliable 
external force input to civil structures. If this input is overestimated, the design expense 
may render a project uneconomical; but, if underestimated, human lives may be endan-
gered. In the case of earthquakes, the determination f input ground motion is one of the 
most important factors in making dynamic analyses for the assessment of the earthquake-
resistant properties of structures. A sophisticated analytical procedure with which to de-
termine input ground motion therefore isrequired. 
     The objective of this study was todevelop rational methodologies for determining 
input ground motion in order to make dynamic response analyses of civil engineering 
structures. The estimation of seismic ground motion, which includes not only the time 
history of seismic motion, but the extreme and mean values of seismic motion, depends on 
the fault mechanism, seismicity of the region, soil properties at the site, and the effect of the 
interaction between the soil and the structure. That is, the earthquake ground motion para-
meters are affected by the source, travel path, and local conditions, thus requiring knowl-
edge of geology, seismology, and of geotechnical nd structural engineering. The seismic 
source problem has been seen in terms of the explanation of fault mechanisms. Accurate 
 estimation of source parameters is difficult because there is much uncertainty in sizes, loca-
tions, and rupture processes of future earthquakes. For engineering purposes, therefore, 
the fault should be modeled in a simple manner using simple parameters. In particular, as
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there is little information about earthquake ground motion near the fault, analyses are 
needed that account for the extension of the fault. The concept of the path also changes. 
The epicentral distance utilized in the widely used attenuation laws assumes that the point 
source and its  definitions are very clear and uniquely determined. But, if the fault extent is 
considered, the epicentral distance becomes an obscure parameter. Moreover, the damping 
effect along the path has to be thoroughly investigated. 
     The soil properties, subsurface soil conditions, and shape of the interfaces in lay-
ered media are all important factors. The site conditions markedly affect the estimation of 
ground motion. The problem of soil-structure interaction also is one of the most important 
factors in analyzing the dynamic characteristics of structures. Although there are few 
records pertaining to soil-structure interaction, the effects of that interaction have been in-
corporated in the structural designs. Development of a balanced procedure that considers 
the source, path, site, and interaction effects is required to make a valid estimation of 
ground motion.
1.2 Review of Previous Studies
Various methods for the determination f earthquake ground motion have been pro-
posed. The most widely used procedure isa statistical pproach based on engineering con-
cerns. Physical factors such as the peak ground motion and response spectral parameters 
are expressed empirically on the basis of the magnitude, picentral distance, and geological 
conditions at the site. This approach is independent of the physical condition of the source. 
Kanai [1], Esteva [2], Katayama [3], Trifnac [4], Blume [5], Goto and Kameda [6], 
Donovan [7], the Public Work Research Institute of the Ministry of Construction [8] and 
various other research groups have developed prediction models based on statistical re-
gression analyses of the model parameters. These models have been extended to predict 
nonstationary earthquake ground motion (Kameda nd Sugito [9]), and nonlinear amplifi-
cation effects have been incorporated. Theoretical nd semi-empirical approaches also have 
been used over the past twenty ears. 
     These studies have played important roles in the assessment of seismic intensity of 
ground motion subject to the aseismic design of a construction project. Collection of all the 
available data and pertinent judgements are required in the engineering stance. In seis-
mology, a clear elucidation of phenomena occurring in source and path are important. A 
fault model firstly was developed based on this seismological concerns.
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     Among the source parameters that affect ground motion are the source dimensions, 
source depth, direction of rupture propagation, and the radiation pattern. Haskell  [10] in-
vestigated the correlations of the fault parameters with geological and seismological data 
and proposed afault model called by his name. This model simulates fault motion and the 
seismic wave on the basis of fault parameters: the length of the fault, L; the width,W; rup-
ture velocity, vr; rise time, ti; and dislocation, D. Aki [11] simulated the near-field wave 
with this model and showed there is good agreement with the observed records. 
Thereafter, many studies were done, of which Kanamori and Anderson [12] expressed the 
stress condition and rupture dimension at a source by using the seismic moment. 
     A representative s mi-empirical method was proposed by Hartzell [ 13]. It uses the 
so-called empirical Green function. Hartzell used a record of a small event as a Green 
function to simulate alarge event because, if an aftershock isassumed to be a Green func-
tion (which contains all the information along the traveling path), a large earthquake that 
has occurred at the same fault can be synthesized by superposing small events according to 
the scaling law. The merits of this method is that the simulated waves of large events agree 
well with the observed records and that complicated numerical calculations based on the 
theory of elastic waves are not needed. 
     In Japan, Irikura [14],Mikumo [15], Kobayashi and Midorikawa [16], and Iida 
[17] have made pioneering studies. Irikura [18] proposed a method for predicting the 
ground motion for a postulated large earthquake by combining the empirical Green function 
technique with the earthquake similarity law. Synthesized waves, in general, can not be 
used to simulate high frequency components; therefore, a revised model has been pro-
posed. Many other problems uch as selection of the Green function, correction of the 
radiation pattern, and the damping effect of the path, however, emain. 
     In the theoretical model, ground isplacement, the velocity or acceleration is calcu-
lated from known static and dynamic parameters such as the fault size, dip, strike, disloca-
tion, rupture propagation, rupture velocity, and rise time. The initial studies were based on 
the dislocation theory in elastic media ([19], [20]). With the introduction of this theory, the 
earthquake fault model came to be accepted as the expression of a double couple model 
which predicts far-field, long period ground motion. As it was not enough to predict the 
near-field motion when the media are layered, various models such as one which locates 
the fault in the elastic half space with layered media ([21], [22]) and a stochastic model 
([23], [24]) which explains the factors contributing to high frequency components were 
established. 
     It is still difficult to estimate high frequency, strong ground modon of engineering 
importance. Madariaga [25] reported that high frequency components are generated when
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crack propagation ofconstant velocity suddenly stops at the edge of the fault. Das and Aid 
[26], and Papageorgiou and Aki [27] proposed a barrier model in order to interpret he 
source complexity of a large event. Lay and Kanamori [28] proposed a simplified fault 
model that incorporates asperity and barrier aspects on the fault. Mikumo and  Miyatake 
[29] calculated seismic waves numerically taldng into account barrier aspects. These fault 
models ignificantly have influenced to the engineering field. But, the problems with this 
method are that (i) the physical parameters of the source and path are too complicated to 
generate high frequency motion and (ii) much time is needed to calculate motion that is of 
engineering use, for which the period is about one second and the wave length several 
hundred meters. 
     In the engineering field, Midorikawa et al. [30] proposed amethod for calculating 
spectra of incident waves from seismic bed rock in the near-field with regard to fault rup-
ture. For the design of large-scaled structures such as long span bridges, high-rise build-
ings and oil tanks, Inoue et al. [31] estimated relatively long-period ground motions with a 
fault dislocation theory - Yamada and Noda [32] considered the attenuation ofearthquake 
ground motions excited from point dislocation sources for estimating large near-field 
earthquakes. Kawakami [33] used a fault model to evaluate the deformation of tunnel 
structures in a focal region. Yamada and Noda [34] proposed afault model for estimating 
the relative ground motions induced by surface waves. Iida and Hakuno [35] synthesized 
the record of a large earthquake from a record of a small earthquake used as a Green func-
tion and studied the complexity of the large event. Told and Miura [36] and Toki and 
Sawada [37] simulated fault rupture mechanisms using the two- and three-dimensional 
finite element methods. Other studies on earthquake prediction and estimations of the re-
sponse spectra lso have been published ([38], [39]). 
     The factors attributable tothe path effectsare geometric spreading, internal friction, 
inhomogeneity of the media, and phase conversion of the propagation waves. Attenuation 
of the media can be considered by the use of two factors; geometric spreading and internal 
friction, which are expressed in terms of the distance to the source and the Q-value. The 
other factors are not easily quantified. Various definitions have been proposed for the dis-
tance between the site and the source, the epicentral distance, hypocentral distance, dis-
tances to the energy center, and to the closest point of the conservative fault. Misusage of 
these xpressions causes analytical errors. The frequency dependence of Q has been stu-
died as an internal friction phenomena. The characteristics of attenuation are obtained from 
the inversion of S-waves or by analysis of the coda parts of seismograms. In Japan, Iwata 
and Irikura [40], as well as Sato [41] have identified the Q-value from the S-wave by 
means of the inversion method. Aki [42], Umino [43], Tsujiura [44], Sato [45], Akamatsu
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[46], and Hoshiba [47] all have published reports on the calculated coda  Q-value that ex-
presses the scattering and damping effect in an area that includes the source and site. At 
present, he distance and Q-value are the only parameters used in expressions to describe 
the path effects on seismic ground motion. 
     Site effects include manyfactors: subsurface conditions uch as the assessment of 
bed rock, properties of the layered media, irregularities in interfaces, and topographic 
variation, as well as soil-structure interaction when structures are present. Various studies 
have pointed out that the local subsurface conditions ignificantly affect ground motion. 
Early studies assessed the influence of subsurface conditions and compared analytical re-
sults with recorded motions (Idriss [48], Seed [49], Tsai [50]). More systematic analyses 
of recorded motions are now being made. The main analytical procedure used with layered 
media is multiple reflection analysis ([51], [52]); but, layered media present irregular inter-
faces which affect ground motion. Many procedures for assessing an irregular profile have 
been proposed. Early studies originated the integral equation method ([53], [54], [55], 
[56], [57], [58]). Numerical analyses that parallel the analytical method also have been de-
veloped ([59], [60], [61]). These methods mainly deal with the behavior of the body 
wave. Recently, long and extended structures have been constructed on irregular topo-
graphic sites under which irregular interfaces exist (Ohtuki [62]). Therefore, the behavior 
of ground motion for both body and surfaces wave inputs must be discussed. The above 
factors are included in the site effect and contribute to the spatial variation of ground mo-
tion. This spatial variability due to wave propagation isknown as the wave passage ffect. 
Knowledge of the phase velocity of the seismic wave, in particular, is indispensable when 
making seismic response analyses of structures in which the relative deformation between 
two supporting points is crucial. 
     The motion experienced by the foundation of a structure during an earthquake may 
differ substantially from the free-field ground motion. This is the soil-structure interaction 
phenomenon. Many theoretical nd experimental studies have been made on the dynamics 
of soil-structure interaction. The comparison of a structure mbedded in soil with a similar 
structure founded on rock shows that the seismic motion at the base of the structure is af-
fected in two ways; the geometric averaging of seismic input motion called 'kinematic inter-
action' (Housner [63], Yamahara [64], [65]), and the 'inertial interaction' caused by the 
inertial oad applied to the structure. Early studies based on the elastic wave theory were 
theoretical analyses of foundation structures in elastic space (Tajimi [66], Kobori [67], 
Goto [68]) and experiments on foundation structures (Hakuno [69], Toki [70]). 
Thereafter, numerical procedures such as the FEM (Harada [71], Told and Miura [72]), the 
substructure method (Wolf [73], Luco [74], Takemiya [75]), and the complex stiffness
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model based on elastic wave theory (Harada [76]) became wi 
nized that here is a relation between FEM analysis and mass-sp
despread. It is now recog-
ring models.
1.3 Outline of This Dissertation
     In view of the problems described above, this dissertation assesses totally balanced 
input ground motion on the basis of the following points: 
(1) development of a method for identifying structural parameters and ground motion input 
   to structure 
(2) identification of the seismic wave that affects kinematic interaction i a soil-structure 
   system 
(3) investigation of the effects of wave propagation and site conditions on ground motion; 
  i.e., detection of the apparent phase velocity of the seismic wave and identification of
  layered media that have irregular boundaries 
(4) estimation of peak ground motion taking into account the source, path, and site effects 
(5) synthesizing ground motion for structural response analyses. 
     In chapter 2, structural parameters and the effective input motions are identified. A 
versatile model that conveniently expresses nonlinear estoring force characteristics i
adopted, and model parameters are identified using the extended Kalman filter technique. 
Effective input motion is estimated by the use of the parameters and responses identified, 
the procedure being extended to the identification of the input ground motions of a multi-
input system. 
     In chapter 3, both amplitude and phase problems of the propagating waves are in-
vestigated. Several methods for calculating the appropriate phase velocity from a seismic 
wave are compared, and a new technique that incorporates the Kalman filter is developed. 
The dynamic responses of a site are affected by the shape of the interfaces of the layered 
media. The shape of an irregular interface is identified by taking into account he spatial 
variation in ground motion. Ground motion in layered media that have irregular interfaces 
is simulated by the discrete wave number method. The relative displacement between two 
observation points is modeled by spatial correlation. The autocorrelation function is mo-
deled by replacing asimple basin with two sets of layered media. 
     In chapter 4, a simplified analytical procedure is developed with which to estimate 
the peak ground motion and which takes into account the fault extent. This procedure is an 
improvement on unrealistic usage in previous studies in which the epicentral distance is 
used to express the distance between the source region and the site. The theoretical distri-
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bution of peak accelerations for many earthquakes is established and compared with ob-
served accelerations. Incorporation of the time effect when an earthquake occurs in the re-
gion concerned is done by making a seismic risk analysis based on historical earthquake 
records and active fault data. The risk spectrum at the base rock level is proposed. 
     In chapter 5, the source parameters and fault rupture process are identified by de-
convolution. The Kalman filter is applied to deconvolute a seismic wave into a system re-
sponse function and a train of impulses. Earthquake motions are simulated statistically by 
the AR-MA process. A prediction model for an aseismic design is presented that considers 
strong ground motion at short epicentral distances.
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   IDENTIFICATION OF 
     GROUND MOTION
INPUT TO A STRUCTURE
2.1 General Remarks
     The relation between the input and output motion for a structural system is shown 
in Fig.2.1. Input motion corresponds to the ground motion induced by an earthquake, mi-
crotremor, or mechanical vibration; whereas, output motion is the response of a structural 
system due to that input. Both the input and output motions are used to identify the 
dynamic properties of a structure, the output motion and the system parameters being 
needed to derive the input motion.
Input Filter Output
Fig. 2.1 Relation between input and output motion.
     A procedure here is developed by which to identify such structural parameters as 
the natural frequency and damping constant and by which to estimate input motion from the 
seismic response time series of the structure alone. Kalman filter analysis, a method that 
updates the estimated value at each time step by incorporating new observation data, is used 
in this procedure. Told and Sato [1] developed a method for identifying structural parame-
ters that uses an AR-MA process based on white noise input for a linear system. It has 
proved useful for detecting the dynamic parameters of structural systems; but, as the input 
motion is assumed to be white noise, it can not be used when the input characteristics are
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uncertain. Hoshiya and Saito [2, 3] used an extended Kalman filter with a dynamic  struc-
tural system to solve the identification problem. They proposed aweighted global iteration 
procedure to obtain fast convergency to the optimum solution and the stability of that solu-
tion. In addition, they studied the sensitivity of the initial condition to the convergency. 
Hoshiya and Maruyama [4] developed amethod by which to identify the parameters of a 
versatile hysteretic model by the use of an extended Kalman filter. In the geomechanics 
field, Murakami and Hasegawa [5] proposed a new back analysis method which uses 
Kalman Filter-Finite Elements to determine the optimal location of observation odal 
points. All these procedures require both input and output data. The method escribed here 
differs in that he system parameters are identified from output data alone. 
     There have been only a few earthquake engineering studies [6, 7] whose objectives 
were to estimate input motion from the structural response because input motion is known 
when analyzing seismic response, and earthquake engineers usually are interested in esti-
mating the response of a structure. It is necessary, however, to identify the real motion in-
put to a structure or its foundation because there is much uncertainty as to the contact point 
between the soil and a structure. This is related to the idea of effective input. The Kalman 
error filter, developed by Ott and Meder [8], has been used to estimate input motion from 
the structural response and structural parameters. This method is here extended so that the 
input motion can be calculated from the estimation error obtained in the Kalman filter algo-
rithm. The model proposed has three masses and three degrees of freedom. Its responses 
are assumed to be recorded in each mass.
2.2 Identification of Restoring Force Characteristics 
                                     and Structural Parameters
2.2.1 Identification by the Kalman Filter
     The determination of the state of a system from measurements contaminated by 
noise is called filtering. The filtering theory was first established by N. Wiener [9], who 
regarded the signal and noise as a stochastic process and proposed what is called the 
Wiener filter. Later, in the 1960s, Kalman and Bucy [10] formulated and derived the 
Kalman filter using orthogonal projection. Wiener's filtering theory is called a classical 
stochastic system theory because the process is continuous and is dealt with in the fre-
quency domain. The Kalman filter processes data sequentially and correlates well with the 
change in state. The stochastic process of the Kalman filter can be applied to discrete sys-
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tems. It has become auseful means of filtering due to the rapid increase in the use of digi-
tal computers. 
     As the Kalman filter processes data sequentially, based on orthogonal projection 
and minimum error criteria, it needs the dynamic characteristics of a linear filter, the 
stochastic haracteristics of noise, a priori information about the initial values, and ob-
served ata given sequentially. The linear dynamic system is described by the linear vector 
differential equation 
 dx(t)_A•x(t)+B•w(t)(2 .1) 
 dt 
The continuous linear observations are given in Eq.(2.2). 
y(t)=H.x(t)+v(t)(2.2) 
in which x, w, y, and v are n-,m-, p-, and the p-vector state, and A, B, and H are the n x 
n, n x m and p x n constant matrices. Egs.(2.1) and (2.2) are continuous equations. 
Because the data obtained usually are discrete, it is preferable to discretize the system. To 
convert the continuous system to a discrete one, e-At is multiplied in Eq.(2.1). 
             it  
dt(Xe-At) = B w e-At(2.3) 
The integral from to to t in Eq.(2.3) yields 
             x(t) = x(to) e-A(t-to)+B w(p) eA(t-P) dp (2.4) 
                     10
Suppose the following step functions; 
                     to —*kAt, t -* (k+1)At 
             w(t) = w(kAt) = w(k), x(t)= x(kAt) = x(k) (2 .5) 
                     kAt <_ t < (k+1)At 
From Eqs.(2.4) and (2.5)
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x(k+1)= x(k) eAAt +
  (k+l)et 
 kM
eAP dp B w(p) (2.6)
Eq.(2.6) can be rewritten
 x(k+1) = 4)•x(k) + G•w(k) (2.7)
in which
  = eAAt ,
     n+nM 
G= 
     kM
eAP dp B (2.8)
The discrete systems of Egs.(2.1) and (2.2) then are
x(k+1) 
 y(k)
= 4).x(k) + G•w(k) 
= H.x(k) + v(k) (2.9)
If k and k+1 are replaced by t-1 and t, the discrete linear system becomes
Xt = 4tit-iXt-i + GWt_1 (2.10)
Yt = HXt + Vt (2.11)
in which Xt is the n-dimensional state stimate vector at t; Yt the p-dimensional observation 
vector at t; W and V the m- and p-dimensional Gaussian white noise with E{WSWtT) = 
Q Sst, and E{VSVtT)=R Sst, where E represents he expectation and S Kronecker's delta; 
4) the state transition matrix with the dimensions n x n; H the measurement matrix with the 
dimensions p x n; and G the system noise matrix with the dimensions n x m. If the gov-
erning differential equations are transformed to Eq.(2.3) and Eq.(2.4) by the appropriate 
modeling, the identification problem can be solved by use of the Kalman filter algorithm 
shown in Fig 2.2 [11]. 
    Steps (2) and (3) are called the time update algorithm and steps (5) and (6) the 
measurement update algorithm. xtlt and xt+llt are the filtering and prediction estimates. 
The filtering estimate, xtlt, is the optimum value at t when data up to t are given. The
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prediction estimate,  xt+llt, is the optimum value at t+1 when data up to t are given. The 
state estimate, xt+llt, is computed from xtlt in step (2). The next filtering estimate, 
xt+lit+1,is calculated from xt+llt after incorporating the observation, yt+1• The Kalman 
gain matrix is determined inthis process by minimizing the difference between the estimate, 
x t, and the exact value, xt.
1. Store the filter state 
x(tit), P(tlt)
2. Compute the predicted state 
x(t+lit) = c11(t+lit) x(tit)
3. Compute the predicted error covariance matrix 
P(t+1 It) = cIs(t+l1t)P(tit)cI3T(t+l1t) + I'(t)Q(t+1)rT(t)
        4. Compute the Kalman gain matrix 
K(t+l) = P(t+llt)MT [M(t+1)P(t+lit)MT(t+l) + R(t+1)]-1
        5. Process the observation yt+i 
x(t+lit+l) = x(t+llt) + K(t+1) [yt+1 M(t+1)x(t+l1t)]
6, Compute the new error covariance matrix 
P(t+llt+l) = [ I K(t+l)M(t+l)] P(t+llt)
7. Set t=t+1, and return to 1.
Fig. 2.2 Kalman filter algorithm (after Jazwinski [11])
     When the above algorithm is executed, xtit often diverges as the matrices do not 
keep symmetric and positive definite characteristics because of rounding off errors. To 
avoid this, a U-D filter which keeps the symmetric and positive definite characteristics of 
matrix P is adopted. 
     Consider the equation of motion for a nonlinear one-degree-of-freedom system;
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Fig. 2.4 Hysteretic loops for various n.
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 my + cy + z(y) = -mu (2.12)
in which m is the mass, c the coefficient of damping, z the restoring force, and u the input 
acceleration. The nonlinear restoring force model is the versatile model proposed by Wen 
[12]. It is flexible and can be adjusted to various hysteretic models by the use of a few pa-
rameters. The governing equations for this model are
±—alSrIzn RYIznI +ky for odd n (2.13)
z=-alyIzn-11z1 Ryzn+ky for even n (2.14)
in which n, a and 13 are the parameters that control the shape of the hysteretic loop, and k is 
the tangential stiffness at the restoring force z=. 
     To investigate the effect of the parameters on the shape of the hysteretic loop, the 
response time history is calculated by fixing the values of parameters at k=1 and n=1. The 
natural circular frequency is, w, and the amplitude ofthe input sine-wave 1.0. The time 
step for the calculation is 0.01 sec, and the numerical integration used is the Runge-Kutta 
method. The hysteretic loops for various combinations of a and 13 are shown in Fig.2.3. 
When a=0=0, the loop is linear. a>0 and 13>0 correspond to nonlinear elastic hardening, 
and a>0 and 13<0 tononlinear elastic softening. When the ratio of a to (3 is small, the 
shape of the hysteretic loop becomes narrow. 
     The hysteretic loops for various values of n are shown in Fig.2.4. The values of k, 
a, and (3 are fixed at k=1, and a=(3=0.5. As the value of n increases, the shape comes 
close to the perfect elasto-plastic type of bi-linear model. When the hysteretic loop is the 
softening type (a>0, (3>0), the asymptote is z = ± (k/la+131)l/11 The asymptotes of the 
hysteretic loops in Fig.2.3 (a), (c), (d) and Fig.2.4 are z=1. The shape is shown to be 
flexibly changed by varying only a few parameters.
2.2.2 Formulation for the Identification
     The model of nonlinear multi-degree-of-freedom system (super-structure: two-
degrees-of-freedom, foundation structire: two-degrees-of-freedom) that contains the 























































v=( 1 1 1 0 yT (2.19)
Y=( Yi Y2 Y3 IT (2.20)
Fig. 2.5 The nonlinear multi-degree-of-freedom system model.
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in which  H'i is Hi- Hi+1; mi (i=1,2,3) the gravity of the mass, i;mg the inertia moment of 
the foundation; ci the clamping coefficient between mass i and mass i+1; zi the restoring 
force between mass i and mass i+1; and yi the relative displacement of mass i to that of the 
ground. 
     The dynamic system ismodeled by combining the equation ofmotion and the equa-
tion of versatile restoring force which has been linearized by Taylor expansion. The re-
sponse isderived from this combined quation by use of the linear acceleration method. 
     Yt+i and Yt+i n the linear acceleration method are
Yt+1 = Yt + 61-(Yt+Yt+1)
      22 
Yt+i = Yt + OtYt + AtYt+-Yt+i
(2.21)
(2.22)
in which At is the time interval. 
     A versatile restoring force model is constructed by making z and y satisfy the dif-
ferential equation Eq.(2.13) or Eq.(2.14). 
zit+1 = Y (k exP{Y (81+1-81) - k}(2.23)
in which Sti is the difference between the relative displacement ofmasses i and i+1, and 
the rocking displacement a time t. The nonlinear estoring force is dependent on St. By 
linearizing Eq.(2.23) by Taylor expansion of the exponential term
zt+1 = Zt + rz(St+1-8t+1) 
   = zt + rzTT(Yt+1-Yt+1) (2.24)






When an input motion (such as the response acceleration, velocity or displacement) is
given, y, y, y, n, c/m, k/m, a, and [3 can be identified. Moreover, if the restoring force,
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z, is known,  y, y, y, z, m, c, k, a, and 13 can be identified. The former is called 
'formulation 1'
, the latter 'formulation 2'. 
(1) Formulation 1 
     The parameters to be identified are 
             a = {ai a2 a3 as}T                                                  (2.26)
=(P1R2R3134)T(2.27) 
Cm = {ci/mi c2/m2 c3/m3 c4/m4)T(2.28) 
            km = (ki/mi k2/m2 k3/m3 k4/m4ki/m2 k2/m3 k3/m4}T (2.29) 
Unknown parameters ci/m2, c2/m3 and cilm4 that should be exist in Eq.(2.28) are reduced 
by the following relation; 
Cn4 =  kn-1/mn Cn4(2.30) 
mn kn 1/mn-1 Mn-1 
The state stimate vector for the state quation (Eq.(2.10)) is 
X=(yyyTlai3Cmkm)T(2.31) 
in which ti is defined as z/k. • 
     From Eq.(2.24), 
ilt+1 = tlt + F TT(Yt+1-Yt) + wt(2.32) 





Solving  Eqs.(2.15), (2.21), (2.22) and (2.32) for y to derive the state estimate quation 
gives 
2               D1=I+ztCM+03KmTT 
(CM + At KM F TT) Yc
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 Di' KM rlr - Di1 KM Wt - V iit+1 (2.34) 
in which 
D1=I+ ZtCM+Km TT(2 .35) 
CM = M-1C(2.36) 
KM = M-1TK(2.37) 
CM and KM are described by the unknown parameters c/m and k/m. The state transition 
matrix cDt+ilt (of which the ij th-component is cb) is calculated by 
af1
'j(2.38)                        aX
~ 
in which f is the following nonlinear function of the state quation for the extended Kalman 
filter [13]; 
Xt+1 = f(Xt) + wt(2.39) 
(3) Formulation 2
     The parameters to be identified are 
CC = (al a2 a3 a4)T(2.40) 
= {R1 R2 133 134)T(2.41) 
m = (m1 112 m3 m4)T(2.42) 
c= (c1C2C3CLOT(2.43) 
k = (k1 k2 k3 k4)T(2.44) 
Solving Eqs.(2.15), (2.21), (2.22) and (2.32) for y 
yr+1=-D21(2C +3Kri,TT) yt 
-D2 (C + At KIVT) yt 
-D2 Tzt - D2 TT wt - D2 My iit+1 (2.45)
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 D2=M+AtC +AKI',tTT (2.46)
in which K=T[k;], and M, C, and K are expressed by the unknown parameters m, c and k 
in the state variables. The state transition matrix is calculated from formulation 1.
(3) Formulation verification 
     For a case study, the restoring characteristics of a nonlinear multi-degree-of-free-
dom system are identified. The nonlinear two-degree-of-freedom, sway-rocking model is 
shown in Fig.2.6. The model parameters are listed in Table 2.1. Input motion is simu-
lated by multiplying the evolutionary function by white noise for which the frequency range 
is 0.1 10 Hz. The input accelerogram has a peak at 2.5 sec. The response waves from 
the model, with 10% white noise of their r.m.s values added, are used as the observed 
data.























 al  cr
Fig. 2.6 The nonlinear two-degrees-of-freedom, sway-rocking model.
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     Model parameters are identified for six cases: In case 1 the response acceleration, 
velocity, and displacement of sway motion; in case 2 the response acceleration, velocity, 
and displacement of rocking motion; in case 3 the response v locities and displacements of 
both the sway and rocking motions; in case 4 the response velocity displacement and 
restoring force of the sway motion; in case 5 the response velocity, displacement, and 
restoring moment of the rocking motion; and in case 6 the response velocities, displace-
ments, restoring force and moment ofboth the sway and rocking motions. Cases 1, 2 and 
3 are identified by formulation 1;cases 4, 5 and 6 by formulation 2. The respective r sults 
are shown in Tables 2.2 and 2.3. 
     Table 2.2 shows thathe results of the identification f parameters c and  13 in case 2 
are not accurate. Inall the cases, parameter 13is not identified accurately. Because parame-
ter 13 directly controls the shape of the hysteretic loop of softening orhardening, the identi-
fied parameter 13 fluctuates more than the other parameters. Table 2.3 shows the results 
obtained with formulation 2 in which either the response ofswaying or the rocking motion 
is observed. The accuracy of the results is better than that obtained with formulation 1 
(Table 2.2).
Table 2.2 Identification results (formulation 1)
 k1/m1 k2/m2 kl /m2 c1/m1 c2/m2 al a2 RI 02
case 1 299.9 489.3 0.031 1 .833 2.894 1 .988 305.6 0.43 6.77
case 2
case 3
264.0 503.4 0.026 2.648 0.882 2.295 311.5 -0 .14 28.20
293.7 487.6 0.029 2.001 2.623 2.015 309.1 0.32 18.99
300.0 500.0 0.030 2.000 3.000 2.000 300.0 0.50 50.00
Table 2.3 Identification results (formulation 2)
k1 k2  Cl C2 al a2 Rl 132
case 4 30.25 492028 0.207 2748 1.996 312.3 0.549 21.78
case 5 30.75 499282 0.195 3478 1.912 293.3 0.668 61 .40
case 6 30.36 489763 0.208 3014 1.949 303.6 0.559 36.78
Ex.Val. 30.00 500000 0.200 3000 2.000 300.0 0.500 50.00
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2.2.3 Identification of Nonlinear Restoring Force Characteristics
(1) Application to a hybrid experiment 
     Nonlinear estoring characteristics are identified by applying the developed pro-
cedure to experimental data. Although a number of methods for soil-structure interaction 
are known, they lose accuracy when test results from small models are interpreted for 
actual systems. Analytical idealization; a time domain, numerical integration scheme; large 
scale modeling; and a pseudo-dynamic testing (PDT) method were used to develop a hybrid 
method for the study of the seismic nonlinear behavior of soil-structure interaction. In the 
experiment, three foundations (surface, shallow-embedded, and caisson) were used whose 
mechanical characteristics had been determined through static and dynamic tests. Analytical 
soil-structure interaction models were constructed on the bases of  these characteristics, and 
the resulting equations of motion were utilized in the pseudo-dynamic tests. 
     An algorithm in which PDT is adopted was constructed in order to study the seis-
mic non-linear behavior of soil-structure systems and their frequency dependence. When 
carefully conducted, results obtained from pseudo-dynamic tests have been shown to be 
reliable and more accurate than results of other analytical and experimental methods. A 
























Fig.  2.7 Flow in the hybrid experiment.
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    The algorithm is called HENESSI, which stands for Hybrid Experiments on Non-
linear Earthquake-induced Soil-Structure Interaction [14, 15, 16]. The procedure starts 
with large scale modeling after mathematical discretization of the soil-structure system. 
Lumped parameter discretization leads to a governing system of second-order o dinary dif-
ferential equations for dynamic equilibrium. Static and forced dynamic vibration tests are 
made using these equations, from which the mechanical characteristics of the system are 
determined. In the numerical computations, the static stiffness evaluated by static tests is 
used as the initial stiffness. Frequency-dependent dynamic haracteristics are determined 
through the phase delay study of forced vibration tests. Using these results, the complex 
frequency-dependent stiffness matrix of the system is constructed in the frequency domain. 
Then, using  Hilbert and inverse Fourier transformations, a time-history-dependent pseudo-
force is established. Although in the PDT only the developed non-linear static restoring 
force characteristics are accounted for, in HENESSI frequency dependence is present and 
dynamic non-linear behavior can be studied for a system whose frequency dependency is
not changed appreciably by local non-linearity. 
     The foundation model tobe identified is the surface foundation shown at left in 
Fig.2.8. Only two degrees of freedom were assigned for the systems. In the hybrid anal-
ysis, the structural system is considered to be an assembly of structural elements intercon-
nected at the center of gravity where the mass is assumed to be concentrated (Fig.2.9). The 
deformation state of this idealized iscrete parameter system is determined by the sway and 
rocking modes chosen as the two degrees of freedom at the center of gravity. For simplic-
ity, in this first stage global non-linearities due to free-field soil responses and kinematic 
interaction effects are neglected. 
     Given a discrete parameter model of the system, the equations of dynamic equilib-
rium can be stated in matrix form as
MX1+CX1+ KX1 = Mu (2.47)
in which M is the lumped mass matrix, C the viscous damping matrix, K the stiffness ma-
trix, X1 the displacement vector, and -Mu the inertial force vector. The dots denote differ-
entiation with respect o time. Recalling that in the PDT the system's developed restoring 
force is measured experimentally during each step of the on-line numerical procedure, the 
last term on the left side in Eq.(2.47) is replaced by the measured, eveloped static restor-
ing forces, F, in the actuators during the test. Therefore the equations of motion for the 









Fig. 2.8 The three foundations used in the hybrid experiment
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Fig. 2.9 Sway-rocking model for the three foundation.
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 MX1+CXi+F= Mii (2.48)
The input motion used is Taft EW, and the peak accelerations are normalized to 180 and 
300 gal. The interval is 0.02 sec, and the duration 20 sec (1000 steps). The displacements 
and reaction forces of two actuators are measured.
(2) Results of identification 
     The response acceleration, velocity, displacement of sway and rocking motion, and 
the restoring forces can be used as observation data. As the restoring forces are given, for-
mulation 2is used. The value of the mass and inertial moment are the same as in the hybrid 
experiment calculation. 
     Themodel to be identified is the surface foundation, and the input acceleration is the 
Taft 180 gal record (Fig.2.10). Displacement of the spring and the restoring force of sway 
and rocking are shown in Fig.2.11 (left: sway, right: rocking). The upper part shows the 
displacement and rotation angle, and the lower part the force and moment. The observed 
and identified hysteretic loops are shown in Fig.2.12 (upper: observed loops, lower: 
identified ones). The left part corresponds to the sway motion and the right part to the 
rocking motion. The identified restoring force amplitude is somewhat underestimated. 
This is because the additional noise is filtered out by the effect of the covariance matrix of 
observation oise in the Kalman filter algorithm. This noise may be generated from the 
actuator. As the actuator gradually moves to the target it checks overshoot. This 
fluctuation of force or displacement affects noise generation. 
     The slope of the secant stiffness of the rocking hysteretic loop degrades with time. 
The changes with time of the unknown parameters, k, c, a, and 13 of the sway and rocking 
motions are shown in Fig.2.13. The tangential stiffness, k, of the rocking motion becomes 
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Fig. 2.11 Displacement and restoring force time histories for sway and rocking.
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Fig. 2.12 Comparison of observed (upper) and identified (lower) hysteretic loops 
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Fig. 2.13 Time histories of the identified model parameters (k,c, a,  and  (3)
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2.2.4 Identification of Structural Parameters
     A 3-story structural model is shown in Fig.2.14. It is a system with three degrees 
of freedom, for which displacement or velocity response time histories are assumed to be 
obtained at each mass. When the structure is represented as a lumped mass model with 
springs and dashpots, its motion is governed by a differential equation that is the same as 
Eq.(2.47). M, C, and K are given by


























The state variables corresponding toEqs. (2.10) and (2.11) are
X = {X 1 X2 X3 X4)T (2.52)
 X3
Fig. 2.14 Structural model.
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in which 
                 X1 =  (xi x2 x3}T 
X2= (1,2,3}T 
                X3 =(ki/miki/m2 ki/m3 k2/m2 k3/m3 ) 
                 X4 = (Cl/m1 c2/m2 c3/m3}T 
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The structural parameters can now be identified by the method proposed by Hoshiya and 
Saito [2]. The parameters which must be identified are the stiffness, X3, and damping, 
X4. The value for each mass also is unknown, but the number of variables in  the state 
variable, X4, can be condensed by use of the relation [2] 
ci __(ci/mi)(ki/m2) ci = (ci/mt)(ki/m3)(2 .58)         m2k
i/mi ' m3 ki/mi 
The continuous differential equation, Eq.(2.57), is rewritten 
dX = f(2.59) 
                     dt 
By use of the following relation, the continuous equation is discretized, and the state transi-
tion matrix [2] mentioned before (Egs.[2.38] and [2.39]) is obtained; 
       af,(2
.60)                                ai=                           a
xi 
         b=I+AtA+ -eA2 (2.61)
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in which  aii is the ijth-component of matrix A, fl the component of vector f, and At the 
time interval. 
     Even when ground motion stops after an earthquake, a structure continues to oscil-
late because of free vibration. Because the right side of Eq.(2.47) becomes zero during 
free vibration, the equation of motion is
MX1 + CX1 + KX1 = 0 (2.62)
Therefore, the system parameters are identified by eliminating the input term incorporated 
in the state variable. The right side of Eq.(2.57) is replaced by 
      {X2             - M-1 C X2 M-1 K X1(2 .63) 0 0
The components of the observation matrix vary depending on the type of record selected. 
Displacement or velocity records are used as observation data. Displacement records were
selected, for which the observation matrix is 
                     1 000. 
H= 0 1 0 0• 




Table 2.4 Structural model parameters













     In solving for the unknown parameters included in the state variables, aweighted 
global iteration procedure [2] is used to obtain a stable solution regardless of the initial 
conditions. This procedure accelerates the convergence speed by multiplying the estimated 
error covariance with weight and renews the initial condition with global iteration. To de-
cide the number of global iterations the process of convergence was investigated. The 
model is the same as in Fig.2.14. Its structural parameters are given in Table 2.4. The in-
put time history is shown in Fig.2.15. 
     The input motion is simulated by multiplying the white noise by an evolutionary 
function. The response  time histories for each story are shown in Fig.2.16 (a), (b), (c). In 
order to use as observed time histories of structural responses, these waves are combined 
with white noise of the intensity of 5% of the mean square value of the response wave 
observed at the first story. The input motion is identified by regarding the calculated 
displacement responses with noise to be observed records. The process of convergence 
ki/mi (i=1,2,3) was checked to confirm the stability of the solution. These parameters are 
identified for the two seconds from 12 to 10 sec time history of response. This process, 
given in Fig.2.17, shows that a stable solution is obtained in a few global iterations. The 
parameters do not, however, converge to the exact value. This is because convergence is 
affected by the beginning time of filtration, the filtering period, and the ratio of the signal to 
the noise level. In this case, the upper story has a smaller esponse noise ratio. The weight 
W=20 was used for assuming the number of global iterations to be 4 - 6. The covariance 
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     It is difficult to determine the exact time at which input motion becomes zero from 
the response time history. To surmount this  difficulty, the free vibration part of the re-
sponse time history was used as the input to the Kalman filter and was filtered inversely for 
the time axis. Fig.2.18 (a), (b) shows the identification obtained by filtering the record for 
the portion from tb to te, tb representing the beginning and te the end of filtration. In this 
figure, (a) corresponds to the parameter of stiffness k/m and (b) to the damping c/m. The 
abscissas are te. The line parallel to the te axis expresses the exact value. The results are 
not effected by the choice of the beginning time, tb. In this case, the time range that gives 
reliable values for the identified parameters is 12 - 6 sec. Even unknown parameters can be 
identified from a rough estimate of tb which represents a response amplitude of close to 
zero. A filtering period of only a few seconds i  sufficient. 
     The input time history from 12 sec backto zero is shown at the bottom of (a) and 
(b) in Fig.2.18. In comparison with the upper three identified values, the deviation of the 
estimated value from the exact one becomes large about the time when the effect of the 
input motion is included in the response time history. 
     Because noise information is needed when using the Kalman filter, the value of the 
noise covariance must be estimated in advance. The accuracy of this identification was ex-
amined by using the initial value that coincides with the exact value (Fig.2.19). The pa-
rameter examined is damping, cl/ml. In this case, the identified results do not deviate from 
the exact value. Filtering starts from 12 sec and continues inversely on the time axis. The 
observation error covariance, R, which represents he covariance of noise added to the ob-
servation value in Eq.(2.2) or Eq.(2.11), must be very small in the time range in which the 
effect of the input motion can be ignored. The identified results, however, gradually di-
verge from the exact value as filtering proceeds. If the value of R is made larger, the iden-
tified results again coincide with the exact value. But, even when a large value is assumed 
for R, the initial value can not be maintained beyond 6 sec. This is because the input mo-
tion affects the response time history even if the input amplitude issmall. This small ampli-
tude, however, can be buried in the inherent noise. When the amplitude of the input mo-
tion is so small as to be negligible, a very small value can be assigned to R. When the in-
verse filtering time passes 10 sec and the input motion can no longer be ignored, a larger 
value for R can be chosen and the effect of that motion eliminated. By making the value of 
R large, the identified values can be kept constant only up to 6 sec without deviation from 
the initial value. This explains why the identified values become unreliable after 6 sec 
(Fig.2.18).
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2.3 Estimation of Input Ground Motion 
2.3.1 Equation for the Error Filter 
     Once the structuralparameters have been identified from the response alone, the in-
put time history can be calculated by using both the identified parameters and responses 
[17]. 
     Consider the system 
            X(t) = AX(t) + u(t)(2.65) 
            y(t) = HX(t) + v(t)(2.66) 
Assuming that X(t) and u(t) are step functions, multiplying Eq.(2.65),by e-At gives 
Xt = Oat-tXt-t + ht-1(2.67) 
Yt = HtXt + Vt(2.68) 
ht in Eq.(2.67) is given by 
                                     —39—
              It-, ht-i =b(t,t)u(ti) dti (2.69)                                           a  
As u(t) is the step function, the numerical integration f Eq.(2.69) becomes 
       ht_1=4uAt(2.70) 
Eq.(2.67) isrewritten 
ht-1 = Xt - Otle-1Xt-1(2.71) 
Because the exact value of Xt is unknown, Xt and crotlt-1Xt are replaced with X(tIt) and 
X(tlt-1) in Fig. 2.2. Eq.(2.71) isrewritten 
ht_1 = X(tlt) X(tlt-1)(2.72) 
The input motion, u(t), is obtained by substituting Eq.(2.72) in Eq.(2.70). 
u = 1-1(X(tIt) X(tIt-1))(2.73) 
                  At 
2.3.2 Method of Analysis and Results 
     The equation of motion for the model shown in Fig.2.14 is represented by 
Eq.(2.47). The matrices M, C, and K are given by Eqs.(2.49), (2.50) and (2.51). 
Rewriting the upper two rows of Eq.(2.57), the state quation becomes 
             X _LIX1t0[-M0-1K M-1C1(X2)+ii(2.74) 
In section 2.2, the input term -ii is incorporated in the state transition matrix with the un-
known parameter. Here the independent term has been set up as the input term. The ob-
servation equation is given by 
        Y= H {X2) + V(2.75) 
-40--
If the equation of motion is expressed as  Eq.(2.71) and calculations are done with the 
Kalman filter algorithm shown in Fig.2.2, the input motion is obtained from Eq.(2.73). 
     The structural parameters u ed to estimate the input motion are givenin Table 2.5, 
the exact values being in the bottom row. The parameters in cases 1 and 2 are the identified 
results obtained by use of the response time history shown in Fig.2.16. Case 1 corre-
sponds to results obtained by filtering the record from 12 to 10 sec, and case 2 by filtering 
it from 10 to 8 sec. The maximum error for the identified parameters is about 10%. The 
input motions estimated with these parameters are shown in Fig.2.20, the similarity of the 
waveforms is such that individual waves can not be distinguished at a glance. 
Comparisons of the times corresponding to peak acceleration, the shapes of the wave-
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Fig. 2.20 Estimated input motions.
 —41—
Table 2.5 Structural parameters used to estimate input motion
k3/m3  c1/m1 C2/M2 ck1/m1 k1/m2 k1/m3 k2/m2
case 1
(12-1 Os)
257. 287. 339. 174. 99. 3.75 3.78
case 1
(10-8s)
306. 284. 298. 191. 98. 5.82 4.18 3.40
Exact
Value
300. 300. 300. 200. 100. 4.00 4.00
Table 2.6 Identified  structural parameters
 k1/m1 k1/m2 k1/m3 k2/m2 k3/m3 c1/m1 c2/m2 c3/m3
El Centro
(60-55s)
270. 311. 308. 200. 99. 3.97 3.99 3.03
Taft
(60-55s)
264. 305. 307. 199. 100. 3.55 4.01 3.01
     The El Centro (1941) and Taft (1952) records were used as input accelerations in
the model shown in Fig.2.14. The structural parameters were identified and the input mo-
tion estimated from the obtained responses alone. The structural parameters  identified are 
shown in Table 2.6. The input motion was estimated using these parameters. The input 
accelerogram ofthe El Centro record and its Fourier spectrum are shown in Fig.2.21 (a), 
(b). The response at each mass is shown in Fig.2.22 (a), (b), (c). The accelerogram and 
Fourier spectrum of the Taft record correspond to Fig.2.23 (a), (b) and the responses to 
Fig.2.24 (a), (b), (c). 
     The estimated input motions and Fourier spectra re given in Figs.2.25 and 2.26. 
Structural parameters were identified for 5 seconds; from 60 to 55 sec. A comparison with 
the original time histories hows that the results are in good agreement for the evolution of 
the waveform, the time corresponding tothe peak acceleration, and the duration. But, be-
yond 10 Hz, high frequency spectral components show deviation. The explanation for this 
is that the noise contained in the response signal is assumed to be Gaussian white noise, 
and its spectral level is flat. The Kalman filter eliminates noise from the contaminated sig-
nal in the time domain. If the white noise component in the spectrum is reduced logarith-
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Fig. 2.25 The estimated input motion and 
its Fourier spectrum. (El Centro)
Fig. 2.26 The estimated input motion and 
its Fourier spectrum. (Taft)
     The peak acceleration values and corresponding times for the original and estimated 
waves are given in Table 2.7 for the El Centro and Taft records. The differences in peak 
accelerations are 4% (El Centro) and 5% (Taft) of the values for the original waves; unre-
markable differences. Although peak acceleration is somewhat underestimated, the corre-
sponding times for acceleration coincide. The decrease in the high frequency component 
therefore has very little effect on the  identification of the input motion.
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Table 2.7 Peak accelerations and the times corresponding 



















2.3.3 Extension to a Multi-input System
     When a structure xtends along distance, the system experiences different motion 
at each point during an earthquake. Estimation of multi-input motions therefore is of great 
importance to the seismic safety evaluation of lifelines. In this section, a multi-input sys-
tem is formulated and the input motions identified. The possibility of identification is in-
vestigated for two cases; one in which the output waves are observed at all the points of the 
discrete system, and one in which they are observed at selected points. 
     The lifeline structural model that expresses the soil-structure system is shown in 
Fig.2.27. The  discretized mass of the structural system is mj (j=1,..., n), the damping co-
efficient, cj, and the spring constant kj. The mass receives the ground motion, zj, through 
the linear spring, sj, and dashpot, di [18]. The equation of motion about the mass, mj , is
miiii + c 1(uj u1) - c (uj+1-uj) + kj-1(ui-uj-1) - kl(uu+i-ui) 
+ qui- 0 + = 0 (2.76)
The equation is rewritten in matrix form as
Mii+Cu +Ku-Dz-Sz=[0) (2.77)
in which M is the diagonal mass matrix; C the band matrix composed of cj and di; K the 
















Model of the multi-input system.
in
     Assuming that the displacement uj (j=1,..., n) expresses a response when zj acts on 
the system statically, the following equation is obtained from Eq.(2.77). 
KU- Sz = (0)(2.78) 
From the above definition of u, u(t) is 
u(t) = u + y(t)(2.79) 
in which y(t) is the relative displacement ofeach mass to the input point. By substituting 
Eq.(2.79) in (2.77) and using the relation of Eq.(2.78), Eq.(2.77) becomes 
Mu+My+Cu+Cy+Ky=Dz(2.80) 
From Eq.(2.78) 
         u = K-1Sz(2.81)
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Substituting  Eq.(2.81) in Eq.(2.80), the equation of motion is 
My + Cy + Ky = -MK-1Sz +{D-CK-1S)i (2.82)
If the system has the same input motion at the fixed bases, the matrices product, K-1S, 
becomes unit I. Assuming the second term of right side in Eq.(2.28) to be negligible, the 
equation is rewritten
My +Cy+Ky=-M(1)za (2.83)
This corresponds to the well-known equation that describes relative displacement. From 
the above quations, the system responses can be calculated even if the input motion differs 
at each point. A comparison of Eqs.(2.77) and (2.82) shows that Eq.(2.77) is the equation 
for the displacement and velocity inputs, and Eq.(2.82) the equation for the velocity and 
acceleration i puts. An alternative equation therefore must be chosen in order to estimate 
input motion. In this section, Eq.(2.82) which is based on the relative displacement tothe 
soil y and y , is amended
(yl = (X2) = X (2.84)
Eq.(2.82) thus becomes
X1 __ 0 I3(110 
X2MC      M-tK_1(X21+ (K-1S1+M-1{DCK-1S))(2.85)
The second term is replaced with 
0            f= (-K 1Sz+M {D-CK 1S'z, (2.86)
Consequently, f in Eq.(2.86) is estimated as the input motion for the object system. The 
input acceleration is calculated by integrating Eq.(2.86) by the linear acceleration method. 
     The input ground motions for the multi-input system are estimated fromthe formu-
lation. The model is a four-degrees-of-freedom onewhich corresponds to the case of n=4 
in Fig.2.27. The model parameters are shown in Table 2.8.
-48-
Table 2.8 Model parameters for the four-degrees-of-freedom system
mass 1 mass 2 mass 3 mass 4
 mass: mi
(tf*sec2/ m )
6.0 4.0 8.0 10.0
Damping: di
(tf*sec/m)
4.0 2.0 4.0 6.0
Spring: s
(tf/m)










(1) Input ground motions 
     Input ground motions to the multi-input system are simulated by taking into account 
the phase delay and dispersion characteristics of the propagation wave (see Chapter 4) for 
the observed strong motion. A wave propagating from point A to point B, for which the 
distance is L, is considered. Using the Fourier transform of the accelerogram atpoint A, 
the amplitude and phase of the wave at the frequency  fk are akA and Q)kA. As the velocity of 
the dispersed wave, v(fk), depends on the frequency, the propagation time, T(fk), from the 
point A to B, is L/v(fk). The phase delay at point B, $kB, is 27rfkT(fk), and the amplitude, 
akB, is equal to akA if the damping caused by wave propagation is assumed to be negligi-
ble. Therefore the accelerogram atpoint B is obtained by the use of the inverse Fourier 
transform. 
     In this section, multi-input motions are synthesized by changing the phase of the 
strong motion recorded at El Centro during the 1940 Imperial Valley earthquake 
(Fig.2.28). The wave propagates from point 1 to 4. The dispersion curve of this wave is 
shown in Fig.2.29. The time history of the input acceleration of mass 1 is shown in 
Fig.2.30 (a). The accelerograms calculated at masses 2, 3, and 4 are shown in Fig.2.30 
(b), (c), (d). As velocitigrams also are necessary for the identification, the accelerograms 
in Fig.2.30 are integrated in the frequency domain. The calculated response displacements 
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Fig. 2.32 Identified input accelerations.
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(2) Estimation of input motion (responses observed at all mass points) 
     The response displacements observed at all the massesareused to estimate the input 
motion inversely. The observation equation is
 Y=
 10000•••0 
0 1 0 0 0•••0 
0 0 1 0 0•••0 
0 0 0 1 0•••0
 X+R
(2.87)
The state quation is Eq.(2.85). The respective initial values of the error covariance matrix, 
pI; the system noise, q; and the observation noise, r, are 100, 1.0 x 10 3, and 1.0 x 10 -5 a 
priori . The estimated quantity is f in Eq.(2.86); but, the input motion vector, z, is calcu-
lated by solving the differential equation, Eq.(2.86). The estimated accelerations are 
shown in Fig.2.32, and the Fourier spectra of the accelerograms of mass 1 in Fig.2.33, (a) 
being the spectrum of the exact input motion and (b) that of the estimated one. High-
frequency components above 5 6 Hz are eliminated as observation and system noises. 
This information is given a priori . As the degree of freedom increases, it is more difficult 
to assess the system and the observation oise. But the time of occurrence of the peak ac-
celeration and the phase aspects are in good agreement with those of the original waves. 
Even if p, q, and r are arbitrarily chosen, the estimated waves are almost same. These 
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Fig. 2.33 Fourier spectra of the accelerograms ofmass 1. 













































Fig. 2.34 Identified input accelerations.
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(3) Estimation of input motion (responses observed at selected mass points) 
     The responses at masses 2 and 3 are unknown. In this case,the observation equa-
tion, Eq.(2.87), can not be used as is. A new observation equation is written using the re-
sponse displacement of masses 1 and 4; 
              YL10  0 0•••0]X+R(2.88) 
                     L00 0 1 0•••0
The estimated input motions from  Eqs.(2.85) and (2.88) are shown in Fig.2.34. The ini-
tial values of the parameters po, q, and r are the same as in case (2). The figure shows that 
the accuracy of the estimated waves at points not observed is not good as compared with 
the accuracy for points with observation records. This is because the improvement of the 
state variables is not accurate in the innovation algorithm. The estimation of the input mo-
tion at the point at which the response is observed is, however, fairly good even if the 
number of observations is smaller than the number of degrees of freedom.
2.4 Conclusions
     In this chapter, aprocedure has been established with which to identify nonlinear 
structural dynamic haracteristics and to estimate input motion. The procedure used and re-
sults are as follows: 
(1) The EK-WGI method was used to identify the nonlinear estoring force. It was shown 
to be valid for solving nonlinear identification problems. 
(2) Two formulations (formulation 1: an input motion is given, formulation 2: an input 
motion and the restoring force are given) were developed with which to identify nonlinear 
systems. The formulation 2 which incorporates restoring forces observed through an 
experiment gives accurate identification results. 
(3) The parameters that control the restoring force are identified by the use of data from a 
hybrid experiment on soil-structure interaction. The response displacement and restoring 
force are filtered by the Kalman filter which eliminates the additional noise. 
(4) Structural parameters can be identified from the coda part of the response time history 
alone, without information on the input motion. Truncation of a portion of the coda has a 
negligible ffect on the results. 
(5) The free vibration part of the response is filtered after the input motion becomes zero. 
But, when its amplitude isrelatively small, the effect of this motion is eliminated by making
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the error covariance, R, larger. Use of the Kalman filter requires apriori information about 
the noise that contaminates the responses. If the noise level can be accurately assessed, this 
procedure can be put to practical use. 
(6) The efficiency of the Kalman error filter for a multi-degree-of-freedom system was in-
vestigated in order to estimate the input motion from the structural response and to identify 
the structural parameters. In this procedure, ven when the identified structural parameters 
deviate by about 10%, the effect of this error on the estimated input motion is negligible. 
(7) The input accelerogram obtained from the error filter shows a decrease in amplitude for 
an increase in frequency beyond 10 Hz. But even for an accelerogram for which the iden-
tification is more difficult than that of velocity and displacement, the difference is only 
 about  4%-5%. 
(8) The procedure was extended to a multi-input system. Although high-frequency ompo-
nents above 5 - 6 Hz are eliminated as observation and system noises, the estimated results 
of the input motions at points with observed responses are fairly good, even when the. 
number of observations is smaller than the number of degrees of freedom.
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    INVESTIGATION OF 
THE LOCAL SITE EFFECT 
   ON GROUND MOTION
3.1 General Remarks
     For civil structures that extend in a horizontal direction, such as suspension 
bridges, buried pipelines, and bank reinforcements, change in the phase of the seismic 
wave along the propagation path is important for assessing the safety of such structures in a 
seismic environment. Knowledge of the phase velocity of the seismic wave, in particular, 
is indispensable for seismic response analyses of structures for which the relative 
displacement between two supporting points is crucial. Several methods for calculating the 
appropriate phase velocity from a seismic wave are compared. Phase velocity usually is 
very sensitive to the noise level contained in a signal; therefore, a new method that elimi-
nates this noise by use of the  Kalman filter is developed. Phase velocities are detected from 
a noise-contaminated motion simulated with an artificial dispersion curve. 
     Most early phase and group velocity studies have been concerned with measuring 
the velocities of long-period surface waves and understanding the physical properties of the 
earth's interior from the dispersion characteristics of seismic waves. Many different 
schemes have been developed that measure phase and group velocities. Two stations on 
the same azimuth from the epicenter can be used to determine phase velocities by comput-
ing the phase differences from their spectra ratios. Group velocities can be calculated by 
differentiating the phase velocity curve or by measuring the group arrival time at each sta-
tion and dividing the group delay by the separation distance. Sato [1] suggested the appli-
cation of the Fourier transform in analyzing dispersed surface waves and gave a formula 
for the two-station method. Landisman et al. [2] measured interstation phase velocities 
from a windowed cross-correlogram. Dziewonski [3] developed a multiple-filter technique 
by which to calculate interstation group velocities. The measurement of phase velocities 
originated from the "peak-and-trough" technique that developed into the cross-
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multiplication and sums and differences techniques ofBlouch and Hale [4].  Nakanishi [5] 
and Steven [6] established Wiener filter techniques. 
      For engineering studies these methods are used to detect phase velocities because 
short period surface waves of less than 10 sec have been studied since the 1967 Matushiro 
and 1968 Tokachi-oki earthquakes. Shima [7] investigated short period surface waves in 
terms of engineering concerns and showed the necessity of further studies. Sato and 
Sawada [8] used Love-wave propagation to determine the phase velocities in frequency 
ranges of engineering interest. Kamiyama [9] calculated the dispersion characteristics of
the Rayleigh wave using a multi-filter technique based on microtremor records. These 
studies focus on explanations of wave propagation i  soil. Other studies consider struc-
tures and seismic waves in terms of engineering concerns. Kotsubo et al. [10] made a 
model analysis of bridge foundations that have different input accelerations. Told [11] ex-
amined the frequency dependence ofphase velocities based on strong ground accelero-
grams and considered the seismic-resistance property of structures. Told and Kubota [12] 
and Told and Imamura [13] calculated the seismic response of a multi-input bridge taking 
into account he apparent velocity of the wave propagating along the ground surface. 
Werner et al. [14] analyzed the bridge response for inputs P-, S-, and Rayleigh waves 
taking into account the phase difference for earthquake motion. Array observation systems 
are now well organized and many studies of the characteristics of wave propagation that 
use array data are being made. 
     The effect of the difference in the frequency range on the estimation of phase velo-
city is clarified here because frequency ranges that must be considered in engineering differ 
from those considered in other scientific disciplines. For engineering purposes, the wave 
length concerned varies from a few tens of meters to a few kilometers, and the frequency 
range varies from a few tenths to several tens of seconds. The dispersion curve of the 
phase velocities is derived from observational data. Phase delay curves that are calculated 
from seismograms are greatly affected by noise. The deconvolution method that includes 
the Kalman filter therefore is used to separate the signal and noise from the noise-
contaminated records. 
     Seismicground motions on layered media with an irregular interface are not uni-
form because of the effects of focusing and scattering. Long structures such as pipelines 
and subways are effected by differential ground motion rather than by inertial force. Such 
structures, which extend for long distances along or below ground surface
, are heavily 
damaged if the relative displacement between two points on the ground becomes large dur-
ing an earthquake.
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     The studies done on spatial variation in seismic ground motion have been  determin-
istic and stochastic. The deterministic ones are based on the recorded time histories of two 
arbitrary points for which the phase delay is considered, and the differential motion calcu-
lated. The stochastic studies involve calculation of the correlation function. Ground mo-
tion is assumed to be a random, stationary process. Of the stochastic studies published, 
Kawakami [15] has modeled the cross-spectrum between two points and investigated the 
effect of the deformation of seismic waves. Harada [16] has given a probabilistic descrip-
tion of spatial variation in strong earthquake-generated ground displacement by modeling 
the spatial correlation function statistically. He also proposed a stochastic mode [17] for 
soil parameters by which motion on the ground surface can be simulated. Hoshiya [18] 
has modeled the cross-spectrum and simulated a spatially and temporally variable 
earthquake using an autoregressive model. Loh [19] has made an empirical study through 
direct statistical analysis that uses SMART-1 array [20] data. 
     The characteristics of the spatial variation in seismic ground displacement on ir-
regular profiles is described. The procedure used to simulate ground motion is the Discrete 
Wave-number Method developed by Aki and Larner [21], which was devised to calculate 
the elastic wave field in layer-over-half-space media with an irregular interface. Power 
spectra densities are not constant at any of the surface points if the layered media has ir-
regular interfaces. Simulated waves have been used to investigate the characteristics of the 
mean powers and the cross-correlation functions. The shape of the irregular boundary is 
identified from the mean powers and the spatial correlation coefficients. A simple proce-
dure by which the relative displacement on an irregular profile can be calculated is proposed 
by replacing the basin model with layered media models.
3.2 Detection of the Phase Velocity
3.2.1 Techniques for Measuring Phase Velocity
(1) Phase velocity 
     Velocity measurement techniques are roughly divisible into two groups: In one the 
phase difference is calculated from the phase spectrum using the Fourier transform of 
earthquake r cords; e.g. by phase difference cross-correlation, and the sums and differ-
ences techniques. The other involves analysis in the time domain, as in the peak-and-
trough and cross-multiplication techniques. Phase difference and cross-correlation are 
simple techniques, but they do not provide information about wave amplitude because only
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the phase spectrum is used. Sums and differences, and cross-multiplication techniques can 
be used to assess the correlation of waves for two points. A deconvolution method that 
uses the Kalman filter is presented here. Two techniques, the Wiener and Kalman filters, 
are added to the standard techniques described above and are compared to each other. In 
this study, three criteria are assumed in order to detect phase  velocities: 
 1. Two or more stations in the set that lies along the sameradial line from the epicenter 
(Fig.3.1). 
2. The instrumental characteristics (phase shift) of the seismographs are the same at all 
    stations. 
3. Noise is white and contained additionally.
Epicenter
Fig. 3.1 Relation between the epicenter and observation points.
     Based on these assumptions, the phases at points of A and B are represented as the 
sum of four terms;
 4A(xA,9,w) = k(w)xA + (1)o(0,0)) + 4)I(0)) + 4NA (3.1)
$B(xB,9,w) = k(w)xB + t0(9,(0) + 4)1(w) +t1NB (3.2)
in which xp and xB are the epicentral distances, 9 is the azimuth, co the angular frequency, 
and k the wave-number. 00(8,c) is the source phase shift, (p1(co) the instrumental phase 
shift, and (INA and ONB are the phase shifts caused by instrumental nd background noises, 
and the wave distortion induced by certain physical disturbances. 
     The phase difference between two points is given bysubtracting Eq.(3.1) from 
Eq.(3.2) 
4)A - 4)B = k(co)Ax + (4)NA - 4NB) 
= +A(3 .3)
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in which  $ is the phase difference that is in accord with wave propagation, A4 the phase r-
ror produced by noise, and Ax the distance between the two points. 
     Seismological techniques for the detection of the phase velocities have been devel-
oped in order to measure the phase velocity of the long-period surface wave and to under-
stand the physical properties of the Earth's interior. Before these techniques can be applied 
to the analysis of dispersed surface waves in ranges important for engineering, the effects 
of the objective period, wave length, and distance between two points must first be clarified 

















in which c is the exact value of the phase velocity, c* the phase velocity contaminated by 
noise, ? the wave length, and T the period of the wave. The fact that the r.m.s. (root mean 
square) of the phase shift is proportional to the signal-noise ratio is derived as follows: The 
time history of the earthquake, d(t), is assumed to be composed of the signal, s(t), and 
noise, n(t);
d(t) = s(t) + n(t) (3.8)
The Fourier transform of Eq(3.8) is
D(w) exp(i4d) = S(t)) exp(i$s) + N(c)) exp(i4)n) (3.9)
in which D(o))exp(i0d), S(cn)exp(i4s) and N(cu)exp(iOn) are the respective Fourier trans-
forms of d(t), s(t) and n(t). If N(o))/S(co) is small, Eq(3.9) is approximate o
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 4d(w) = (NO)) +
N(w)
S(0.))
sin (4n((o) - (NO))) (3.10)
If the phase shift caused by the noise in Eq.(3.10) is assumed to change randomly, be-
tween 0 and 2it the r.m.s. of 4d(w) becomes N(w)/2S((n) and the r.m.s. of AO in Eq.(3.7) 
is directly related to the S-N ratio. Therefore, the conditions under which the measurement 
error of phase velocity decreases are (i) make AO small, or make the S-N ratio large; (ii) 
make the wavelength short; (iii) make the interstation distance, Ax, long. As for (iii), the 
wavelength used in the analysis of the long-period surface wave is from a few tens of to a 
few hundred kilometers, and the wavelength important for engineering purposes is less 
than a few kilometers. If AO in Eq.(3.7) is assumed to be constant, the wavelength for 
engineering purposes reduces the measurement error of phase velocity. One problem in 
detecting the phase velocity is to discriminate the periodicity in the phase difference. The 
phase difference is between 0 and 2n, but information about he integer multiple of 2it can 
not be obtained. Conditions (ii) and (iii) increase the measurement error of phase velocity 
because the wavelength and interstation distance must be short for engineering concerns. 
Moreover, as the period range considered in this engineering study is relatively short, it be-
comes difficult to measure the phase difference as the interstation distance is extended. 
Consequently, the measurement error of phase velocity is reduced by making AO as small 
as possible. 
     The following ratios of the wavelength to interstation distance, A./Ax, have been 
adopted: Brune and Dorman (1983) 1/10 -1/40; Dziewonski (1969) 1/2 - 1/20; and Steven 
and Toksoz (1982) 1/5 - 1/30. A wave length of a few hundred meters and a period of less 
than ten seconds i  dealt with in this study. The range of XJAx is 10 - 1/10. If the classical 
techniques developed in long-period seismology to measure phase and group velocities are 
used, the sensitivity of the analysis will decrease if a constant AO is assumed. Therefore, 
the measurement error of phase, AC contained in the observed waves must be lessened.
(2) Detection techniques
(i) Phase difference method 
The Fourier transform of the recorded signal f(t) is
F(w) =   I.  f(t) e-iwtdt (3.11)
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The complex spectrum of the signal  F(w) is represented by its amplitude and phase func-
tions: 
F(w) = A(w) exp(i4(w))(3.12) 
The phase is represented as 
4 (w) = -Im(log F(w)}(3.13) 
Phase information can be extracted, and a phase delay curve constructed. Because the 
Fourier transform gives phase information only for the angle interval of 0 - 27c (rad). The 
exact phase difference is
oliB(w)-4)A(w)+2n1t (n=0,1,2.••)(3.14) 
The phase velocity is calculated from 
c(w) =  Ax  
4B(w) - epA(w) +2nit(3.15) 
co 
in which Ax is the distance between points A and B. The integer, n, can be estimated from 
information on the possible range of the phase velocity values. 
 (ii) Cross-correlation method 
The cross-correlation operation of the signals, fA(t), and fB(t), is defined in the time 
domain as 
          1. fAB(t) = fA(t)fB(t+t)dti(3.16)
The Fourier transform of Eq.(3.16) is
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 F,B(o)) =  fp(t)fi  (t+ti)dt e-iodt
= FA(w)FB(w)(3.17) 
in which FAB(co) is the Fourier transform of ffB(t), and F*A(co) is the complex conjugate 
of FA(w). The complex spectrum of F(co) is represented by the amplitude R(co) and phase 
0(w) as 
F(c)) =R(co) exp(-i4 (0 ))(3.18) 
By substituting Eq.(3.18) into Eq.(3.17); 
FAB(co) = RA(w) eXp{i A(w)) RB(w) exp{i4B(
`w))                 = RA(w) RB(w) exp(-1(~B(w)-$A(w))f (3.19) 
The phase difference is 
(13(0)) - OA(c)) = -Im(log FAB(co)) (3.20) 
There is no difference in the calculation process for the phase difference method and this 
cross-correlation method if the records do not contain oise. The advantage of using the 
cross-correlation method is that he effect of random noise can be substantially reduced by 
the summation of a number of cross-correlograms, FAB(co). 
(iii) Sums and differences method [4] 
When two functions are in phase for a given frequency, their sum is the maximum value, 
and their difference the minimum value. The calculation is done by taking the direct 
Fourier transform of the sums and differences of the two functions; 
        f-                H(t,co)+_{fA(t+T)+fB(t)) e-iW t(3 .21)
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 H('t,(0)-  = (fA(t11)-fB(t)} e-i°dt
(3.22)
in which 't is the time delay. The logarithmic ratio of H(r,(0)+ to H(ti,cw)- is
G(ti,uu) =log (H('t,w)-/H(t,w)+) (3.23)
If the two waves are in phase, G has a maximum negative value. The time delay, ti, of a 
sinusoidal wave with the frequency, co, is obtained.
(iv) Cross-multiplication method [4] 
If the two seismograms are narrow-band filtered so that they are effectively single-
frequency seismograms, they then may be described as Acos(wt) and Bcos(wt+44)), A4) 
being the relative phase of the two. The product seismogram then is
A cos wt•Bcos (wt+,4)) = 2Bcos (2wt+04)) + cos04)) (3.24)
Thus, the seismogram consists of a wave with twice the original frequency that has been 
superimposed ona D. C. shift proportional to cos 4). Clearly, the D. C. shift is maximum 
when 4) is zero. It is customary in cross-correlation to remove the oscillated component by 
integration, but integration leads to the undesirable loss of time resolution. Instead, the 
value of the D. C. shift is determined by finding the value of the maximum amplitude of the 
product seismogram Xmax and the following minimum Xmin• The D. C. level for a par-
ticular time shift (or phase velocity) is then (Xmax+Xmjn) / 2.
(v) Wiener filter 
Given two seismograms located on the same azimuth from a source, the interstation 
medium response function can be estimated. The amplitude spectrum of this medium re-
sponse function gives a measurement of the spectral ratio between the two stations. This 
can be used to determine Q. The phase gives the phase delay of the system. The inter-
station phase velocities are calculated from this phase delay. The relation between the 
signals at the two stations and the transfer function is
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 fB(t) _ JofA(t)hAB(t-t) dt (3.25)
in which fA(t) is the seismogram at point A (assumed to be an input motion ), fB(t) the 
seismogram atpoint B (assumed to be an output motion, and hAB(t) the transfer function. 
     The frequency domain representation f Eq(3.25) is 
FB(w) = FA(w) HAB(w)(3.26) 
HAB(w) = FB(w) / FA((0)(3.27) 
in which FA(u' ), FA(c ), and fA are the Fourier transforms of fA(t), fA(t), and hAB(t). 
Eq.(3.27) is rewritten 
             HAB(wR
A(w) 
                ) =RB(w)exp(i(4B(w) -$A )} (3.28) 
The Wiener filter determines the transfer function by minimizing the difference between the 
calculated and observed output, fB(t), according to the least-square method. 
     D(t) is designed such that 
               D(t) = hAB('r)fA(t-t) dt (3.29) 
                                          0
The expectation of the square of the difference is 
e(t) =E{(D(t) - fB(t)}2](3.30) 
hAB(t) is determined by minimizing e(t) in Eq.(3.30). The transfer function, hAB(t), the 
ae(t)  
partial differentiation f which is zero, ahAB, has the following relation to fA and fB;
 T 
 0





The Fourier transform ofEq.(3.31) is
 HAB(w) A(w) = G(w)(3.32) 
in which HAB(w), A(w), and G(w) are respectively the Fourier transform ofhAB(t), the 
autocorrelation fu ction of fA, and the cross-correlation fu ction of fA(t) and fB(t). As 
H(w) coincides with the left side of Eq.(3.28), the phase difference is 
$B - $A = Im (log H(w))(3.33) 
and in Eq.(3.32) 
A(w) = FA(w) FA(w)(3.34) 
G(w) = FA(w) FB(w)(3.35) 
Then 
H(w) = FB(w) / FA(w)(3.36) 
in which * is the complex conjugate . It turns out that this Wiener filter method is the same 
as dividing the output by the input in the frequency domain and that the noise contained in 
the signal can not be eliminated. 
 (vi) Kalman filter 
The formulation of the Kalman filter is the same as Eqs.(2.1) and (2.2) in the continuous 
types 
               dx
d(tt)= A.x(t) + B•w(t)(3.37) 
              y(t) = H•x(t) + v(t)(3.38) 
and in the discrete types 
xt+1 = + Gtwt 
             yt = Htxt + Vt(3.39)
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The Kalman filter algorithm is shown in Fig.2.2. This Kalman filter is applied to the de-
convolution problem. Let r(k) represent the input (signal at station A) to the system h(k), 





[r(j) h(k j)] + v(k) (3.40)
            1 (k < L) (3.41) N={
k-L+1 (k>_L) 
in which v(k) is the Gaussian white noise and L the sampling number for input motion. 
     Eq.(3.40) is rewritten in matrix style 
                y(k) = H(k)x(k) +v(k) 
H(k) = [h(k) h(k-1) • • • h(L-1)](3.42) 
                  x(k) = [r(k) r(k-1) • • • r(k-L+1)]T 
The transfer function is assumed to be 
L                      
h(k) = I {bi(k-1) h(k-i))(3.43) 
i=1 
Eq.(3.43) is rewritten in matrix style 
Xk = (bklk-lxk-1(3.44) 
in which C is state transition matrix (see section 5.2). As the convolution equation 
(Eq.[3.25]) is formulated into the linear stochastic system (Eq.[3.39]), the transfer function 
can be estimated by executing the Kalman filter algorithm.
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3.2.2 Phase Velocity from Simulated Waves
     Waves at two stations with the same azimuth from the source are simulated. The 
wave at station A (point closer to the source) has a maximum acceleration of250 gal. It is 
simulated by generating the white noise and multiplying the envelope function given as
 y  = Pexp(1-Pl (3.45)
Fig.3.2 shows this envelope function. The dispersion curve of the phase velocity is as-
sumed to be
   500 
c= 





Fig.3.3 shows the dispersion curve. The Fourier transform of the wave at point A, FA(w) 
is
FA(w) = fA(t) a-iwtdt (3.47)
As the phase difference between points A and B can be calculated from the interstation dis-
tance between the two points and the phase velocities when the wave propagates from point 
A to B, the Fourier spectrum of point A can be determined by using the amplitude, the 
phase of point A, and this phase difference. The attenuation ofamplitude, however, is not 































Fig. 3.3 Assumed dispersion curve.
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Fig. 3.4 Synthesized  waveforms (interstation distance 100 m) 
(a) waveform at point A, (b) waveform at point B (noise free) 
(c) waveform at point B (noise contaminated)
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White noise of the intensity of 10% of the mean square value is added to the wave at point 
B. The synthesized waveforms for an interstation distance of 100 m are shown in Fig.3.4, 
in which (a) is the wave at point A, (b) the wave at point B without noise, and (c) the 
wave at the point B with noise. The interval is 0.1 sec and the number of data 512. Waves 
for which the interstation distances are 300, 500, and 700 m also are synthesized to com-
pare the effect of interstation distance on the detection of phase velocities.
(1) Phase difference and cross-correlation methods 
     These two methods use the same process to calculate phase differences from the 
records of two points; hence, the obtained phase velocities are identical. Fig.3.5 shows the 
phase velocities detected from records. The interstation distance for the left part is 100 m, 
and for the right 300 m. The upper part is noise free, but the lower part is noise contami-
nated. The solid line shows the exact values. The small circles (o) are the detected phase 
velocities. Other phase velocities are calculated using the increment of the integer, n, in 
 Eq.(3.14). The larger the integer, the smaller the phase velocities. If the record is contam-
inated by noise, the measurement errors of the phase velocities become large, especially in 
the range of co smaller than 15 rad/sec (period T=0.4 sec). This is because the noise con-
tained in the small circular frequency range markedly affects the measurement of phase ve-
locities because the phase delay is obtained by dividing the phase difference by the circular 
frequency, co. Comparison of the results for interstation distances of 100 and 300 m 
shows that the measurement error of phase velocity is small, but recognition of the integer 
becomes difficult in the range of o greater than 20 rad/sec (T=0.3sec). Table 3.1 shows 
r.m.s. errors in phase velocities for each interstation distance. These were computed by 
taking the difference between the exact value (solid line) and the closest values calculated 
from the simulation waves contaminated bynoise. The larger the interstation distance, the 
smaller the measurement error of the phase velocity because Eq.(3.7) has the term Ax in its 
denominator.
Table 3.1 R.M.S. error in phase velocity for interstation distances
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Fig. 3.6 Phase velocities calculated by data stacking










     If many earthquakes are recorded at two stations, the effect of random noise can be 
reduced by stacking a number of cross-correlograms. The waveforms used here are the 
same if the random noise is taken out. Fig.3.6 shows calculated phase velocities for which 
the stacking numbers were 10 (upper) and 20 (lower). The interstation distance is 100 m. 
The r.m.s. errors for the measured phase velocities obtained by stacking cross-
correlograms are shown in Table 3.2. The r.m.s. error is reduced as the number of sum-
mations increases.
(2) The Sums and differences and cross-multiplication methods 
     The delayed time curves computed by the sums and differences (left) and cross-
multiplication (right) methods are shown in Fig.3.7. The upper part is calculated from 
noise-free data and the lower part from noise-contaminated data. The abscissa is the circu-
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Fig. 3.7 Delayed time curves calculated by the sums and differences and cross-multiplication methods.
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lar frequency,  co. The interstation distance is 500 m. If the phases of the waves at two 
points become closer, the G-value in Eq.(3.23) takes a larger negative value. These nega-
tive values are divisible into 4 classes: the ranges being 10% or less of all the data (#); 10 - 
20% (*); 20 - 30% (+); and 30 - 40% (o). The upper limit of the phase velocity of the 
simulated wave is 500 m/sec, and the lower limit 200 m/sec. It takes 1.0 sec for the fastest 
wave to arrive and 2.5 sec for the slowest. As the sampling interval is 0.1 sec, 16 values 
for delayed time can be calculated by shifting waves every 0.1 sec. In the sums and differ-
ences method, judgement of the phase delay is easy in the range of CO less than 15 rad/sec 
(T=0.4 sec). It becomes difficult in the range of co greater than 15 rad/sec because the in-
terval of the delay time is very short. Because phase velocities only can be calculated at 
individual sampling times, velocities are estimated very roughly, especially when very large 
or the interstation distance very short. Thus, if the sampling interval for observed ata is of 
the order of 10 -2, and detection of phase velocities of the order of a few km/sec is wanted, 
an interstation distance of a few hundred meters is not sufficient. An interstation distance 
of at least 500 m or a few kilometers i  needed. A comparison of the results of the cross-
multiplication method with those of the sums and differences method shows that the values 
in the cross-multiplication method scatter and the accuracy of the detection of phase veloci-
ties is low. As the seismograms must be passed through a narrow band-pass filter and the 
cross-product of the seismogram after time shifting taken, more CPU time is used than 
with the sums and differences method.
(3) Detection of phase velocities using the Kalman filter 
     The medium impulse response between twopoints, fe,B(t) is represented by





in which FA(co) is the Fourier transform of the waves at points A and B. Fig.3.8 shows 
the calculated medium impulse responses obtained with Eq.(3.49). The left part shows re-
sponses for an interstation distance of 100 m and the right part for 300 m. The upper part 
shows the results for a noise-free situation, and the middle for noise contamination. The 
medium impulse responses inthe middle part contain much noise; in particular, in the range 
from 4 to 25 sec. The lower part shows the medium impulse responses calculated by the 
deconvolution method that uses the Kalman filter. After 4 sec the noise is markedly re-
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     Fig. 3.9 Phase velocities detected by the Kalman filter technique. 
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sponses given by the medium response function deconvoluted by the Kalman filter. 
Compared with the lower part of Fig.3.5, the deviation from the exact value is smaller for a 
circular frequency of less than 15  rad/sec (2.4 Hz). Table 3.3 shows a comparison of the 
r.m.s. error from the exact value (Table 3.1). The estimated values of the phase velocities 
are improved. In Table 3.2, the r.m.s. error when the stacking number is one is 110 
m/sec. When it is 10, it is 66 m/sec. As the r.m.s. error obtained when the Kalman filter 
is used is 77 m/sec, its efficiency is the same as the stacking of 7 to 8 cross-correlograms. 
The mean power of the noise contained in the wave at point B, simulated by convolution of 
the wave at point A and the medium impulse response from the Kalman filter, is half of the 
power of the assumed noise.
Table 3.3 Comparison of R.M.S. errors in phase velocity obtained 












3.2.3 Phase Velocity From Observed Records
(1) Earthquake r cords 
     Observation points were chosen from pairs which lie on the same azimuth from the 
source and for which the interstation distance is several hundred meters. The objective 
earthquake is the 1970 San Fernando earthquake (1970), the records being from Los 
Angeles, California, U.S.A. As the seismograms are set up independently ateach site, the 
horizontal components are corrected for epicentral direction. The pairs of observation sites 
are 
a) 1760 N. Orchid Avenue, ground floor, Hollywood (Q236) 
  Hollywood Storage, basement, Los Angeles (F057) 
b) 535 S. Fremont Avenue, basement, Los Angeles (R253) 
  808 South Olive Street, street level, Los Angeles (F089) 
c) 535 S. Fremont Avenue, basement, Los Angeles (R253)
-82-
  646 South Olive Avenue, basement, Los Angeles (F098) 
    The interstation distances are 1000 m between Q236 and F057, 760 m between 
R253 and F089, and 580 m between R253 and F098. The epicentral distances at  these sta-
tions range from 30 to 40 km. The horizontal components of the accelerations at these 
three stations are synthesized taking into account he azimuth from the epicenter.
(2) Analytical results 
    Phasevelocities are detected by the cross-correlation method and the Kalman filter 
technique. Fig.3.10 (a), (b) shows the cross-correlogram and cross-spectrum between two 
observation points, Q236 and D057. The frequency of 2.4 Hz (15 rad/sec) is dominant. 
Phase velocities corresponding tothe time delay of the peaks in Fig.3.10 (a) are shown in 
Table 3.4. As the peaks in the cross-correlogram denote the coincidence of the phases of 
the two waves, an adequate phase velocity is given in Table 3.4. The dispersion curves of 
the phase velocities obtained by the cross-correlation and Kalman filter techniques are 
shown in Fig.3.11 (a), (b). There are five dispersion curves in each figure, the two broken 
lines 0 and ® being recognizable at the frequency of 2.4 Hz. The time delay which cor-
responds to the maximum value for the cross-correlogram is 1.7 sec, and its phase velocity 
is 590 m/sec. Broken line ® therefore is judged to be an exact dispersion curve. The dis-
persion curves calculated by the two techniques are shown in Fig.3.12 (a). There is a simi-
lar general tendency for the two lines. Above 10 rad/sec, the lines almost overlap; but, 
below it the difference is a few hundred meters per seconds in some cases. 
     Dispersion curves for the other pairs, R253-F089 and R253-F098, obtained by the 
same procedure are shown in Fig.3.12 (b), (c). The tendency of the curves also is similar 
in these pairs; but, phase velocities are improved when the Kalman filter is used. The 
largest difference is 500 m/sec.
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Fig. 3.11 Dispersion curves of phase velocities obtained by the cross-correlation (upper) 







































































Fig. 3.12 Dispersion curves calculated from the cross-correlation 
and Kalman filter techniques for the observation station pairs 
Q263-D057, R253-F089, and R253-F098.
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3.3 Identification of Layered Media with an Irregular Interface
3.3.1 Ground Motion with an Irregular Interface
     A subsurface soil profile with several curved interfaces is shown in  Fig.3.13 [22]. 
The problem is to find the motion at the free surface, z=0, when plane SH waves with the 
frequency co are incident parallel to the x-z plane at the angle of 8 from the z direction. The 
scattered wave field is represented by the combination of the plane wave, and the coeffi-
cients that satisfy the boundary condition approximately are determined. The Discrete 
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Fig. 3.13 Subsurface structure with curved interfaces [22].
     The medium consists of isotropic (m-1)-th layers with a shear wave velocity, 13i 
(j=1,...,m-1), and the density, pi (j=1,...,m-1), that overlie a isotropic half-space with a 
shear wave velocity of (3m and density of pm. The depth to the j-th interface, (i)(x), is a 
function of x alone. Displacements i  the j-th layer and in the lowest half-space are
—86—
 Ui = (Ai(k)eiviZ+Bi (k)e-iviz)eikxdk (3.50)
Um = ei(kox-voz)+  Ar(k)ei(kx+vmz)dk (3.51)
in which k is the x-component of the wave-number, A Bi, and Am are unknown coeffi-
cients, and k0 and v0 are the x and z components of the wave-number of the incident wave. 
     The interface conditions of displacement and stress are
Ui-1(x,V(x)) = UU(x,C (x)) (3.52)
tii-1(x,V(x)) = tii(x,C'(x))(3.53) 
The two integral equations, given by substituting Eq.(3.50) in Eqs.(3.52) and (3.53), are 
converted into infinite-sum equations. These infinite-sum equations are derived by assum-
ing a periodicity in the interface depth, C0)(x). They are valid for the discrete wave-
number
GPAG) =Ga-1)AU-1)(3.54) 
in which A is the unknown coefficients matrix and G is the known matrix containing 
interface conditions. After approximating the infinite-sum equations by use of the finite-
sum equations, they are expressed as 
kn=ko+2nn (n=0,±1,±2,...)(3.55) 
in which G is the matrix which depends on the wave-number and shape of the interface. 
The free surface and interface conditions between the (m-1)-th and m-th layers can be used 
to rewrite the linear equation;
D•A = H (3.56)
-87-
in which
    G(1) 0  D = 
    G(dm-1)E -G(m) 
AT = {(A(1))T, (A(m))TI 
HT = {(H(1))T• (H(m))T)





R() = [G(s1-1Gi-   d (3.61)
Substitution of An1) and Bnl) in the following equation gives the approximate solution, 
U(co), of the wave field in the frequency domain;
      N 
U(w) = E (Anl)eivil)e) 




3.3.2 Identification of a Curved Interface
     The arrangement of an array of seismographs set up by Osaka Gas Co., Ltd. [23] is 
shown in Fig.3.14 (a), and the ground profile of the area in (b). These layered media have 
non-uniform soil layer as judged from the boring data. The media can be divided 
approximately into two layers. The respective shear wave velocities and densities of the 
upper and lower layers are 360 m/sec, 430 m/sec, and 1.7 t/m3, 1.8 t/m3. This ground 
profile was modeled as shown in Fig.3.15, the shape of the interface being like a basin 
because the Discrete Wave-number method requires the assumption of the periodicity of 
interface width, C(x). Examples ofcalculated transfer functions at points 10, 20, and 30 in 
Fig.3.15 are shown in Fig.3.16 (a), (b), (c). 
     Once transfer functions are obtained, the response time histories of the surface 
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Fig. 3.14 Observation points: (a) arrangement of the seismograph array, (b) ground profile.
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predominant period is 0.5 sec. The number of imaged observation points is 64, and each 
point is arranged in the same interval. 
     The mean powers andspatial correlations are computed in order to determine the 
spatial variation of ground motion on the irregular profile. The mean power, Pm(x), as ex-
pressed by the response waves, is
 N 
Pm(x) = N E u2(x,  nit) 
n=0
(3.63)
in which u(x,t) is the displacement time history of a point. Spatial variations in the mean 
power for different incident angles are shown in Fig.3.18. The abscissa is the separation 
distance from the fixed origin. Mean power has a peak at a point above the irregular part of 
the interface because of the focusing of scattering waves; therefore, spatial stationary 
ground motion can not be assumed. 
     The spatial correlation function is
RXT(x1,x2,x1~2)=TU (x1,t) U (x2,t+x2c1 )dt 
0
(3.64)
in which T is the duration and c the apparent velocity of the wave. The correlation coeffi-
cients obtained for three incident angles are shown in Fig.3.19. The values are normalized 
by R(0,0,0). Plot data for the incident angle of 1° in Fig.3.19 suggest hat these correla-
tion coefficients contain information about the shape of the irregular interface. Thus, this 
shape of the irregular interface can be identified by the use of the mean powers and correla-
tion functions. The spatial correlation functions hown in Fig.3.19 include the effect due 
to the phase delay caused by lateral wave propagation. This effect is eliminated by shifting 
the time axis of the response as much as (x2-x1)/c in Eq.(3.64). The functions obtained 
after this effect is eliminated are given in Fig.3.20. The coefficients express the approxi-
mate shape of the irregular boundary, but they still contain the effect of the mean powers 
which is not constant at each point. The responses can be divided by their own mean pow-
ers to eliminate this. The spatial correlation coefficients after normalization are shown in 
Fig.3.21: The effects of both phase delay and mean power are eliminated. The functions 
show the shape of the irregular interface regardless of the incident angle.
—90—
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Fig. 3.15 Ground model.
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3.3.3 Identification of Non-uniformity of Subsurface Ground
    In the previous section, the non-uniformity of the interface in the soil media was 
shown to cause variation in surface ground motion; therefore, the search for irregular 
boundaries in layered media is an important engineering concern. Autoregressive pattern 
recognition is here applied to specify the irregular part of the interface. This method was 
first developed by Bois  [24] to delimit the boundaries of oil and gas reservoirs. Pattern-
recognition involves two phases; a descriptive phase and a decision rule. The auto-
regressive process here is used in the first phase, and cluster analysis in the second. On the 
assumption that the response time history on the surface ground is an output of a linear 
filter for which the input is white noise, the path from the source to the site is a kind of 
linear filter. 
     Consider a time series taken from a random process, y(t). It can be expressed by 
the M-th order autoregressive process defined from the sequence of M coefficients, ak. 
     The M-th order autoregressive process is
Yt = - alYt-i - a2Yt-2 - ... - aMYt -M + at (3.65)
in which ak(j=1,2,...,M) is the AR coefficient, and a the input data. 
     There are two general techniques for estimating the unknown coefficients a1,..., 
am: One, the Yule-Walker [25] method, involves solving the Toeplitz equations, and re-
quires explicit knowledge of the autocorrelation function, 0,c, of the input yt. The other, 
developed by Burg [26] estimates AR parameters without a priori knowledge of the auto-
correlation function. This latter method is used here. Its qualitative description is as fol-
lows: 
    The average of the sum of the mean square prediction and mean square hindsight 






   m2 
              2 amsxi+m-s)+(Xi+amsxi+s)2 
s=1
(3.66)
To obtain a recursive solution, the coefficients am1, am2, ..., am,m_1 of the (m+1)-length 
PE filter are written in terms of the coefficients am_ am_ am-1,2, am-1,m-1 of the m-length 
PE filter which is known from step m-1. This is accomplished by use of the Toeplitz 
recursion;
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 ams = am-1,s + ammam-1,m-s s=1,2,...,m-1
Next, this recursion Eq.(3.67) is substituted in Eq.(3.66), 
with respect to the last coefficient amm by setting 
                2Pm =0                         amm
(3.67)
after which Pm is minimized
(3.68)
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and where amo=1 and ams=0 for s>m. Once amm has been computed, the remaining coef-
ficients am1, am2, •' am,m-1 are determined from the recursion. 
    The optimal order is obtained by minimizingthe FPE (final prediction error) pro-
posed by Akaike.
Eli -* min. (3.72)
An estimate, FPEM, of the FPE for an autoregressive model of order M is calculated from 
the definition
(FPE)M = N + (M+1) 0M        - ( l) (3.73)
The estimation of the power spectrum density, S(f) , is given by the use of order M;
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 s(f)  = 02M
M 
1- E aM(m) exp(-i27tfm) 
   m=1
(3.74)
Eq.(3.60) shows that an estimated value for S(f) can be obtained merely by knowing the 
coefficient aM(m). As AR coefficients completely determine the shape of the power spec-
trum, these coefficients can be used as feature xtractors. Response time histories are cal-
culated for the case when Ricker's wavelet is incident o the model ground of the irregular 
profile at an angle of 1° . Values for AR coefficients of responses at three points are 
shown in Fig.3.22. The abscissa is the j-th AR coefficient aj (j=1, 2 ,... , 8). Because of 


















Fig. 3.22 AR coefficient values at three points.
    The dots corresponding tothe values at these observation points are classified in 
clusters. This is the second phase, or decision rule. The cluster analysis method classifies 
groups without subjective information and according to the algorithm [27]: 
a) The whole group initially is divided into ng clusters. The center coordinates, (xk, yk), 
  of each cluster, Ck, (the number of elements i nk) then is determined. 
b) The summation of the square of the distance between the element and the gravity center
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is calculated from the following Eq.(3.75)
 ng nnk
` Se — IL .,  ((xi  xk)2+(Yi  Yk)2) 
    k=1 i=1
(3.75)
c) Select an arbitrary element (xr, yr) from cluster Ck. 
d) Move element (xi, yr) from cluster Ck to cluster Cp. If the Se value increases, the 
  element (xr, yr) remains in Ck. If not, the element transfers to cluster Cp. 
e) Renew the number of elements, nk, and the gravity center (xk, Yk). 
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     On the assumption that the number of clusters is three, AR coefficients are plotted 
on a Cartesian graph (Fig.3.23 [a]), the clustered elements arranged on the irregular profile 
being shown in Fig.3.23 (b). Triangular symbols can be seen on the thick layer. Circles 
and squares on the thin layer indicate the transit part between the thin and thick layers. 
Results obtained when the ratio of the depth of the thick layer to that of the thin layer is 
changed are shown in Fig.3.24. The ratios of (a) (d) are 1.0, 2.0, 3.0 and 4.0. It 
becomes difficult to recognize the transit part as the ratio becomes maller. The case for 
when the length of the irregular part is changed is shown in Fig.3.25. The lengths of the 
irregular part of (a) - (d) are 480, 720, 960, and 1200 m. The transit part can be deter-
mined and the existence of the irregular interface recognized. The AR coefficient recog-
nition method that incorporates cluster analysis therefore is useful for detecting the exis-
tence of an irregular profile.
3.4 Modeling Relative Displacement on Ground 
    with a Non-uniform Profile
3.4.1 Modeling Ground Motion
     The power spectrum of relative displacement 
and y, is
 Seueu(co), between two points, x
Seu Au(W)= SXX(co) + Syy(co) - 2Re[SXy(co)] (3.76)
in which SXX(co) and Syy((.0) are the power spectra of the responses of the points, x and y, 
and SXy(c)) is the cross-spectrum. The mean square of the relative displacement is obtained 
by integrating Eq.(3.76).
IAu21 SXX(co) dw + Syy(co) dco - 2 Re[Sxy((i )] du)
(3.77)
The cross-correlation function, R(x,y,t),is given by
R(x,y,t) 1SXy(w) a-ionda (3.78)
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The third term on the right side of Eq.(3.77) is rewritten substituting zero for  ti as
R(x,y,0) = Sxy(w) do)
(3.79)
The autocorrelation function, R(x, ti), is
                   T_ 
                  2 
R(x,t) = lim T ux(t) ux(t+ti) dt 
                  T 2
(3.80)
The power spectra, SXX(w) and Syy(o)), are expressed by
Sxx(co) = R(x,t) a-iunth (3.81)
     The spatial correlation coefficients of the responses and those of two kinds of lay-
ered media re given in Fig.3.26 (a). The thicknesses of the layered media re 9 and 45 m 
for the shallow and deep layers. Solid line 1 corresponds to the shallow layer and line 2 to 
the deeper one. Square symbols, how the exact values of the spatial correlation coeffi-
cients calculated from the response time histories. The letters A - H indicate points on the 
irregular interface shown in Fig.3.26 (c). The spatial correlation coefficients shift from the 
line for the shallow layer (A - B, G - H) to the line for the deep layer (D - E) at the transit 
part of the interface. The following spatial correlation model that uses the correlation func-
tion of two-layered media is proposed: The chain line in Fig.3.26 (a) represents he 
average of two solid lines. The proposed correlation function isassumed tocross this line 
at the center of the transit part of the irregular interface (C and F). The broken line in 
Fig.3.26 (a) represents the proposed spatial correlation coefficients. Fig.3.26 (b) gives 
the autocorrelation coefficients of the responses and those of the two kinds of layered 
media. The time lag, ti, is 0.2 sec. The solid lines and square symbols are the same as in 
Fig.3.26 (a). From the case studies, if the predominant frequency ofthe input motion is 
higher than the first natural frequency ofthe deeper layer ((31/4D2), the autocorrelation c -
efficients have two peaks at the transit parts. If lines, 1, 2 and 3 in Fig.3.26 (b) are re-
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Fig. 3.26 Modeling of spatial correlations (a) and autocorrelation coefficients (b).
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Fig. 3.27 Autocorrelation function: (a) exact values  calculated irectly from the responses, 
(b) values estimated by the proposed method.
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 c  =  lb  -  +  max  (a,  b) (3.82)
The autocorrelation coefficients are assumed to cross line 3 at the center of the transit part 
of the irregular interface (C and F). This model approximates the peaks of the autocorrela-
tion coefficients. If lines 1 and 2 coincide, line 3 will approach those lines. The broken 
line shown in Fig.3.26 (b) is the proposed one. Autocorrelation functions for each time lag 
are shown in Fig.3.27. This figure gives the exact values calculated directly from the re-
sponses and (b) the autocorrelation function according to the proposed model. The power 
spectrum of an arbitrary point, x, is obtained by Fourier transformation of the time history, 
R(x,t).
3.4.2 Relative Displacement
     The first and second terms on the right side of Eq.(3.77) are computed by integrat-
ing these power spectra. This autocorrelation function and the spatial correlation shown in 
Figs.3.26 (a) and 3.27 (b) are used to calculate the mean square of the relative displacement 
(Fig.3.28). The square symbols represent exact values, the solid line estimated ones. The 
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Fig. 3.28 Comparison of the mean squares of the relative displacements. 
       (squares: exact values, solid line: estimated values)
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     Observed records are used to check the validity of above procedure. The arrange-
ment of the seismograph array is shown in Fig.3.29, in which (a) is the cross-section and 
(b) the plane. The mean square of the relative displacement can be calculated if earthquake 
records observed at the two points, No.1 and No.3 in Fig.3.29 are used. Many 
earthquakes have been recorded at this site. Of these, the record of the earthquake which 
occurred off of Ibaragi Prefecture on 22 February, 1981 is used. Its magnitude was 4.7, 
epicentral distance 95 km, and maximum acceleration 4.72 gal. The observed seismograms 
of the NS- and EW-components are synthesized to the transverse direction for the epicen-
ter. The synthesized displacement waves of three observation points:  Nos.1, 2 and 3, are 
shown in Fig.3.30. The estimated relative displacements based on the records at Nos.1 
and 3 are shown as a solid line in Fig.3.31. The mean squares of the relative displace-
ments of Nos.2 and 3 to No.1 are plotted as circles (o). The observation points are too few 
to discuss the outline of the estimated relative displacement. But, for the two observation 
pairs used, the line estimated by modeling the spatial correlation and auto-correlation func-



















Fig. 3.29 Arrangement of the seismograph array: 
        (a) cross-section, (b) plane.
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Fig. 3.31 Comparison of calculated (solid line) and 
observed (circles) relative displacements.
3.5 Conclusions
     In this chapter, the site effect was investigated by focusing on the characteristics of 
the propagating wave and layered media with an irregular interface. The procedures used 
and results are 
(1) The principal techniques for detecting phase velocities were compared and investigated 
in order to develop a new technique. The phase difference and cross-correlation methods 
give stable results under noise-free conditions. But, results become unstable if the signal is 
contaminated by noise. The sums and differences and cross-multiplication methods do not 
give as instable results as the first two methods. But, as these latter methods calculate 
phase velocities from the delay time of the phase, the sampling interval of the signal must 
be as small as possible when the interstation distance is short and the wave velocity fast. 
Even if the waves at two points satisfy the relation between the input and output signals in 
the Wiener filter, noise is not eliminated in the filtering process based on least square cri-
teria. 
(2) If the classical techniques developed for measuring the phase and group velocities in the 
field of long period seismology are used to detect he phase velocities in engineering terms, 
the measurement error of the phase becomes large when noise exists. Therefore the S/N
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ratio must be appropriately improved. The estimation error of the phase velocities is im-
proved by use of the Kalman filter. For example, when the interstation distance is 100 m, 
the mean power of the noise is decreased by half by use of this filter which corresponds to 
the stacking of eight cross-correlograms. 
(3) Phase velocities are detected from the observed records by use of the Kalman filter. 
The general tendencies for dispersion curves obtained by the cross-correlation and the 
Kalman filter techniques are similar, but a difference of 500 m/sec can be seen at some fre-
quencies. 
(4) The shape of an irregular interface can be identified by the use of AR coefficients and is 
obtained by analyzing the observed record on the surface ground. The AR coefficient 
recognition method that incorporates cluster analysis is useful for detecting the existence of 
an irregular profile. 
(5) Simulation of ground motion on layered media that have an irregular interface and the 
investigation of the characteristics of spatial variations in ground  motion make possible 
derivation of the shape of the irregular interface when the spatial correlations and mean 
powers of the response time histories are taken into account. 
(6) The relative displacements can be calculated by modeling the spatial correlations and 
autocorrelation coefficients. The estimated relative displacements are in good agreement 
with the exact values.
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OF PEAK GROUND MOTION 
  TAKING INTO ACCOUNT 
 PATH, AND SITE EFFECTS
4.1 General Remarks
     A multi-variable r gression analysis that includes the magnitude of the earthquake, 
M; the  epicentral distance, A; and the parameter that expresses the site condition generally is 
made when investigating the attenuation of peak acceleration. Because of the importance 
for engineering, a number of regression equations have been proposed, but the regression 
curve is affected by the characteristics of the data base used. Although the numbers of ob-
served earthquake r cords are increasing, consistent data that show homogeneous distri-
butions of epicentral distance and magnitude are rare, especially over a short distance and 
for a large magnitude. A simplified analytical method is presented with which to predict 
peak accelerations near the source region where the effect of the fault extent can not be 
ignored. To account for the fault extent, alarge event is synthesized from small events that 
occur in part of the fault plane. This type of method was proposed first by Hartzell in a 
somewhat simple formula, and researchers have attempted toimprove on his method in 
order to synthesize alarge event from small events ([1], [2], [3]). Here Irikura's revised 
model [4], which is based on the idea that slips on the fault plane during a large event can 
be replaced by the spatial distribution of slips that take place during small events, is used. 
Therefore, sufficient high frequency components can be generated. 
     The equation of superposition is transformedinto the frequency domain to obtain 
the power spectrum of the large event. The expected peak ground motion then can be eval-
uated in terms of three spectral moments. Peak accelerations ear the fault region are ex-
pressed as a function of the fault parameters and the relative collocation between the fault 
and the observation site. This gives a new attenuation law that shows near-field attenuation 
with a flat part in the source area. 
     As a wave propagates through soil, its amplitude attenuates because of inertial fric-
tion. This friction effect is expressed by the dimensionless quantity, Q, which, in general,
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depends on the frequency. Many equations have been proposed to express the frequency 
dependence of the Q-value for Japan ([5], [6], [7], [8], [9]). Using an inversion method, 
Iwata and Irikura  [ 10] obtained the Q-value of the shear wave from the 1983 Nihonkai-
Chubu earthquake. 
     The effect of the site itself also is important when predicting surface ground motion. 
On the assumption ofseismic bed rock for which the shear wave velocity is about 3km/sec, 
the amplification factor between the deep bed rock and the ground surface is needed. 
Midorikawa et al. [11] defined the relation between the geological conditions and the am-
plification factor for the peak acceleration value of deep seismic bed rock. The damping ef-
fect of the propagation path and the amplification effect of the surface ground are here con-
sidered in order to obtain a realistic predicted acceleration. 
     Next, the time term is incorporatedin the estimation of ground motion. This shows 
what he probability of the occurrence of an earthquake is and when one occurs. The his-
torical records preserve information for the past few hundred years, whereas active fault 
data is based on seismic activity over a few million years [12]. Assuming that he stochas-
tic populations for the historical earthquake r cords and active fault data are the same, both 
data can be combined by use of Bayes' theorem. Seismic hazard is evaluated from the 
combination of information. The procedure developed isused to introduce the attenuation 
equation of peak acceleration. The area analyzed is the Kinki district in western Japan. 
     The attenuation equation is derived from the simulation of the maximum response 
acceleration for a single degree of freedom system. The risk spectrum at bed rock level for 
the return period is found from the attenuation of the response spectrum. As the case 
study, the expected ground motion for a return period of 100 years at Osaka City is 
simulated using the spectrum-fitting method.
4.2 Attenuation of Peak Ground Motion
4.2.1 Method for Predicting Peak Acceleration
    A fault model of the Haskell type is assumed in this analysis. The model is de-
scribed by a rectangular fault with five factors: the fault length, L; fault width , W; rise time, 
T; final offset of dislocation, D; and the rupture velocity, vr. Assuming that small events 
are caused by the dislocation of a small area on the fault, a large event can be synthesized
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by superposing these small events  and taking into account he time delay caused by the 
propagation ofrupture. 
    The fault model is shown in Fig.4.1. The fault plane is divided into n elements, 
each of which corresponds to the area of a small event. The motion of the large event, 
gL(t), at observation point Q is expressed by the motion of a small event, gs(t), as
NL NN+ ND 
gL(t)=E Lr gs(t-tlmn) 
      1=1 m=1 n=1
(4.1)
in which NL, NW , and ND are the number of subdivisions that respectively correspond to 
the fault length, fault width, and dislocation, and tlmn is the time delay of the element wave. 
The following relation is assumed; NL= NW = ND = n , in which n is the number of super-



















Fig. 4.1 Fault model.
—113—
Earthquake motion produced by a small event is given by 
 gs(t)                       R04) s(t) 4
zcpvs Rim
(4.2)
in which R9 is the radiation pattern, p the density of the medium, vs the shear wave 
velocity, Rim the distance from a fault element tothe site, and s(t) the source time function. 
The Fourier transform ofEq.(4.2) becomes 
              Gs(f) =Re" S(f)(4.3) 
                           4ztpvsRim
in which S(f) is the source spectrum. Taking the Fourier transform of Eq.(4.1) and multi-
plying by its conjugate, the power spectrum of the earthquake motion of a large event is
    2nnnnnn PL(fl =Re~-------lS(f)S*(fl(Eei2'nfti./Rtmei2nft1m/Rlm(4.4) 
      4 
       ~p~'s/\1=1 m=1 n=11=1 m=1 n=1
in which T is the duration of the stationary part of the ground motion and * indicates the 
complex conjugate. 
     Theduration, T, is defined as
T=Te-Tb+Ta, (4.5)
in which Tb and Te are the arrival times of the seismic waves originating from the initial and 
last rupture lements. Ta is the duration of the seismic wave generated in the last rupture 
element. The duration, T, is given by the empirical formula proposed by Kawashima et al. 
[13]. Because Irikura's revised model is used to superpose the small events, the source 
spectrum, S(f), has a slope of -2 in the logarithmic form for the high frequency region. 
     The source spectrum of acceleration becomes flat in the high frequency region be-
cause the spectrum of displacement has a slope of -2 with respect o the frequency. 
Therefore, the integration of the spectral moment in Eq.(4.4) becomes infinite. To elimi-
nate this inconsistency, fmax is introduced. This is the corner frequency of the acceleration 
spectrum in the high frequency region. It has been defined by Hanks [ 14] and studied in 
detail by Aki [15]. According to Hanks, the value of f drops to a value between 20 - 30 Hz 
at the rock site. An fmax of 25 Hz was selected.
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     Once the power spectrum of the large event is given, the expected peak ground 
motion,  Amax, is calculated as follows [16]:
Amax =PAhc0 , P=f (Ve,70, Xi, X2) (4.6)
in which p is the peak coefficient; A. (i=0, 1, 2), the spectrum oments of zero and the first 
and second orders; and ve the reduced ratio of the zero-crossing. 
     The expected peak accelerations were computed for several combinations of the dip 
angle, 8; the direction of the observation site, 0; and the starting point of rupture. The re-
spective values of vs , vr, and the radiation pattern Roo are 3.4 km/sec, 3.0 km/sec, and 
0.4. The values of the parameters u ed in the numerical calculations are given in Fig.4.2. 
     The attenuation of peak acceleration when the direction of the observation site is 
varied is shown in Fig.4.3. Because the starting point of rupture is fixed at element 1(see 
Fig.4.2), the peak acceleration expected ishighest for 0=90°, the direction of rupture prop-
agation, and is lowest in the opposite direction. This phenomena is a kind of Doppler ef-
fect. 
     The attenuation ofpeak acceleration atvarious dip angles is shown in Fig.4.4. The 
starting point of rupture is at element 1. 0=45° means that the observation site is on the 
same side of the fault plane, and 0=135° that it is on the opposite side. There are no re-
markable differences in peak acceleration when the observation sites are on the opposite 
side of the fault plane; but, when the sites are on the same side of the plane there are differ-
ences in the short distance range. These occur because the distance between the obser-
vation site and the fault plane becomes hort as the dip angle approaches 0°. 
     The attenuation of the peak accelerations for magnitudes 6, 7, and 8 is shown in 
Fig.4.5. In the figure, each peak acceleration has an upper bound. In the direction of 
0=90°, the peak acceleration has a constant value for the distance range that coincides with 
the length of the fault. 
     A comparison of values obtained from the attenuation law with the observed peak 
accelerations is shown in Fig.4.6. The equations in the caption are the regression equa-
tions derived from data for a rock site that contains 24 components from 8 earthquakes that 
took place in Japan between 1968 and 1982 (solid circles in Fig.4.6). The solid line (1) 
was calculated by the proposed method (0=45°, 8=90°; the starting point of rupture, 1). 
The chain line is given by equation (3), which is proposed by the Public Works Research 























Fig. 4.2 Classification of parameters.
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Fig. 4.3 Attenuation of peak acceleration when the direction of the observation site 
      is varied.
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Fig. 4.5 Attenuation of peak acceleration for magnitudes 6, 7, and 8.
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obtained by regression analysis of earthquake records with epicentral distances larger than 
half the fault length, a constant value of peak acceleration being assigned within the fault 
length. The fault length is derived from  Geller's equation based on the magnitude of the 
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(1) Starting Point of Rupture: 1 
9=45°, S=90°
(2) amax = 13.56 x 100.3925M x A-0.9503 (this study)
(3) amax = 166.6 x 100.3973M x (A + 30)-1.323 [ 17]
Fig. 4.6 Comparison of the attenuation curves.
4.2.2 Adoption of Path and Amplification Effects
(1) Path effect 
    In Eqs.(4.3) and (4.4) only the radiation damping that is proportional to the recip-
rocal of the distance, 1/R, is considered. The damping caused by the internal friction of the 
material, the Q-value, must, however, be accounted for in order to approach the real phe-
nomena. From the spatial decay of the propagating wave, the exponential decaying function 
for G(f) is defined as follows [18]:
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G'(f) = G(f)  exp[(-cQ)1mJ (4.7)
in which G(f) is the Fourier transform of earthquake motion as in Eq.(4.3), c the wave 
propagation velocity. 
     Fig.4.7 shows the frequency-dependent Q-values in the full logarithmic scale ob-
tained for the Japanese archipelago ([5], [6], [7], [8], [9], [10]). The gradients of the lines 
are steep in the northern and gentle in the southern part of the islands. The Q-value for this 
region is approximated by the average of these straight lines, as expressed by 
                log Q-1= -0.7 log f - 2.2(4.8) 
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Fig. 4.7 Frequency-dependent Q-values in Japan.
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(2)  Amplification effect 
     The amplification effect of the surface ground also is an important factor in the ac-
curate prediction of the intensity of surface ground motion. 
     Midorikawa [11] investigated the correlation between geological conditions and 
shear wave velocities and defined the amplification factor based on the geological condi-
tions. The amplification factor, ai, is defined as
at = 5.5 
a2 = 4.0 
a3 = 5.0 








The peak acceleration on the ground surface, AZ, is obtained bymultiplying one factor of 
Eq.(4.9) by the maximum acceleration of the bed rock, Amax:
Asurf  max — ai Amax (4.10)
4.2.3 Estimation of Peak Acceleration
     The values of the peak accelerations during the 1988 Nepal-India earthquake are 
estimated taking into account the damping of the traveling path and the amplification factor 
of the surface ground. 
     On the basis of the preliminary report of the U.S.G.S. [19], three source mecha-
nisms for the Nepal-India earthquake are proposed. In each model two planes (the fault 
plane and its auxiliary) are identified. The distribution of the aftershocks i used to deter-
mine the actual fault plane. The P- and S-wave arrival times for 97 microearthquakes 
recorded at five stations from the mainshock until October 3, 1988 were provided by Dr. 
M. R. Pandey, Director of the Seismological Laboratory of the Department of Mines and 
Geology, Nepal. Fig.4.8 shows the epicenter distribution of these 97 microearthquakes. 
The upper and lower curved lines respectively represent the borders between China and 
India. The positions of the observation stations are shown by crosses (+). A P-wave ve-
locity of 7.0 km/sec was assumed in order to derive the figures. The hypocentral depths of 
the microearthquakes projected in the A-B and C-D sections of Fig.4.8 are shown in 
Fig.4.9 (a) and (b). The distribution of microearthquakes in the A-B section is homo-
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Fig. 4.9 Distribution of microearthquake depth in Nepal and India.
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Fig. 4.10 Contours of peak acceleration at bed rock level in the 1988 Nepal-India Earthquake.
Fig. 4.11 Contours of peak acceleration atbed rock level in the 1988 Nepal-India Earthquake. 
(Rupture is assumed to have started at the left edge of the fault.)
 —122—
Fig. 4.12 Contours of peak acceleration at bed rock level in the 1988 Nepal-India Earthquake. 




















Fig. 4.13 Comparison of peak accelerations from theoretical solutions and questionnaire data.
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 between 50° and 60°. This distribution is supporting evidence for the model of dislocation 
of a fault with a strike angle of 217° and a dip angle of 54° (the Hovered model). These 
values and a slip direction of 00 are assumed in the following analyses. 
     The great earthquakes that occur in this region are related to a north-dipping de-
tachment fault that marks the tectonic plate boundary between India and Asia. According to 
the Seeber model [20], the detachment lies no more than 20 km below the region con-
cerned. Accuracy in defining the focal depth is not as good as in showing the distribution 
of the mainshock (57 km) because only data recorded at five stations are used, the 
hypocenters of the microearthquakes being outside of the network of stations. The 
hypocenters ofalmost all the microearthquakes aredistributed at depths between 80 to 125 
km. This suggests that the 1988 earthquake may not have been related to the existing de-
tachment. Because the relative positions of the hypocenters obtained from microearthquake 
data are reasonably accurate, a dip angle of 54° was selected. 
     Contours of the estimated peak accelerations at base rock level during the 1988 
Nepal-India earthquake obtained by the proposed method are shown in Fig.4.10. A seis-
mic moment of 2.3 x 10 26 dyne*cm [20] is assumed. Although the estimated values were 
for the base rock level, they were modified by the amplification effect produced by the soft 
surface deposit and the damping effect of the propagation path. 
     The fault parameters are the same for both figures,but the starting point of rupture 
on the fault differs: In Fig.4.11, the rupture is assumed to start from the left edge of the 
fault and to propagate homogeneously to the right edge. In Fig.4.12, it starts in the middle 
of the fault and propagates homogeneously in both directions. In comparison with 
Fig.4.10, the peak accelerations are larger as a whole, and the contour of the estimated 
peak acceleration extends to outer space. A comparison of the intensities of ground 
shaking obtained from calculations and from a questionnaire [21] is shown in Fig.4.13. 
The estimated average value from the questionnaire data gives a low intensity for a short 
epicentral distance, but is in good agreement with the calculated value as the epicentral dis-
tance increases. 
     Eq.(4.4) can be extended to multiple fault rupture mechanisms. If a fault is com-
posed of two fault planes and the time delay of rupture propagation from one fault to the 
other is assumed to be to, the power spectrum of the multiple faults is













in which  Ti and T2 are duration times of event 1 and 2, X and Y are 
n n n 
          X .EE  E exp(-i2icft1„ ) / Rim 
                       1=1 m=1 n=1 
n n n 
          Y .EE  E exp(i2icf(timn+to)) / Rim 
                        1=1 m=1 n=1
(4.11)
(4.12)
The estimated peak acceleration is obtained from Eq.(4.6). 
    The 1983 Nihonkai-Chubu earthquakeinvolved two fault planes, and its magnitude 
was 7.7 on the Japan Meteorological Agency Scale. Values for the observed peak accel-
erations during this earthquake and the contours of the estimated peak accelerations atbase 
rock level are shown in Fig.4.14. The seismic moment of the southern fault plane is as-
sumed to be 3.6 x 10 r dyne*cm and that of the northern one 2.2 x 10 27 dyne*cm. The 
dip angles are 40° and 20° , and the depths of the fault planes 2 and 3km. There is a fairly 
large discrepancy between the estimated and recorded values, which is lessened by 
considering the damping effect of the propagation path and the amplification effect 
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Contours of peak accelerations: path and site effects taken into accou
nt.
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    Incorporation of the damping and amplification effects give a Q-value that is the 
same as line 1 in Fig.4.7. The geological conditions in this region are shown in Fig.4.15. 
An amplification factor was assigned each site according to Eq.(4.9). The estimated peak 
accelerations in the 1983 Nihonkai-Chubu earthquake with the damping of the traveling 
path and the amplification factor of the surface ground taken into account are shown in 
Fig.4.16. The fault parameters are the same as in Fig.4.14, but the peak accelerations in
general are larger, and the contour of the estimated peak accelerations extends into outer 
space. The estimated peak accelerations as improved by the revised method are in good 
agreement with the recorded values.
4.3 Peak Ground Motion Obtained by Seismic Risk Analysis
4.3.1 The Earthquake Occurrence Rate Based on Historical Earthquake Records
    The historical information used are mainly from the lists published by Usami  [22] 
and Utsu [23]. The quality of the data varies with the period. Katayama's classifications 
[24] are used for the following classified periods for every magnitude. Data recorded be-
fore 1600 were omitted because of the question of reliability. The historical records used 
are shown in Fig.4.17. The multiplication symbols, triangle, circle, and square in the fig-
ure respectively correspond to the ranges of magnitude 5 - 6, 6 - 7, 7 - 8 and 8 —_ 
Suppose that nh historical records are obtained during T years in a region within a 
300 km radius of a site. The earthquake occurrence rate, vh, for which the acceleration 
exceeds the value a* at the site is
vh = P(a<a*) v'h (4.13)
in which P(a<a*) is the probability of the acceleration exceeding a* at an arbitrary site in 
the region, and v'h the average occurrence rate of earthquakes in that region. 
     Attenuation equations are needed to assess the probability,P(a<a*), various ones 
having been proposed for different conditions. The attenuation equation at the base rock 
level proposed by Ejiri [25], in which the shear wave velocity is about 3 kin, is used here 
because, in the proposed procedure, peak accelerations atthe base rock level are calculated 












-M6 ti M7 
-M7 M8 
-M8
Fig. 4.17 Historical earthquake records in Japan.
     The regression curve [26] with magnitude M and the distance from the source A is 
expressed by
log ah= chi +ch2M+chlogA(4.14) 
in which chi, ch2, and ch3, are 2.07, 0.180, and 0.180. ah is an average value around 
which the observed ata are scattered. _ 
     When the index of scattering, Sah, is defined as ah/ah, the logarithmic value of 
Sah obeys a standard normal distribution, the mean value, msh, being zero and the vari-
ance, 0 0.259. When an earthquake of magnitude Mi and istance Ai occurs, the proba-
bility of the acceleration, a, exceeding a* is
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 P;(a>a*IM;,Ai) = P(log Sah > log ah - log ah) 
= 1  Kh-msh(4.15)                   aah) 
in which cb is the distribution function a d lch denotes log ah-log ah. 
     Therefore when an earthquake occurs at an arbitrary point in a region, the probabil-
ity that the acceleration, a ,exceeds a* is given by averaging Pi (i=1, ..., nh) as 
nh 
P(a>a*) = E P;/nh(4.16) 
                                       i=1 
The average earthquake occurrence rate, v'h, is given from nh historical data during T 
years; 
       =
Th(4.17) 
The average earthquake occurrencerate inwhichthe acceleration a exceeds a* is obtained 
by substituting Eqs.(4.16) and (4.17)for Eq.(4.13); 
                                             nh 
          Vh=Z1—h~P;(4.18) 
in which 
          Pi=2I1-erf(1~(4.19)               ah)1 
xh = log ah - (chl+ ch2M; +ch3 logA)(4.20) 
Assuming that this rate obeys the Poisson process with an average of vh, the probability of 
having n events in period T is 
                 P(N=n) (Vhnh)nexp (-vhTh)(4.21)
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As the probability that no special events exceeding a* occur in a year is exp(-vh), the an-
nual exceedance, Fph, and the average return period,  'rib, are





The calculated hazard curve for Osaka City (34.7°N, 135.5°E), Japan is shown in 
Fig.4.18. The amplification factor at that site is 5.5 for the input wave at base rock level 
based on the geological conditions. The historical records for a 300 km radius of Osaka 
City are shown in Fig.4.19. Many earthquakes have occurred in the ocean off the southern 
coast of the Kii Peninsula. No earthquake is recorded on the median tectonic line. The haz-
ard map of the Kinki district, determined by the above procedure, is shown in Fig.4.20. 
The return period is 100 years. A peak acceleration of more than 100 gal is expected in the 
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Fig. 4.20 Risk map for the Kinki district based on historical earthquake r cords. 
       (return period, 100 years)
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4.3.2  Earthquake Occurrence Rate Based on Active Fault Data
     Data on active intraplate faults are taken from a map published by the Research 
Group on Active Faults in Japan. There are three reliability classes (I, II, III) that express 
seismic activity based on traces of Quaternary displacement. The ranked data from groups 
I and II, which are the most reliable, were used. As for digitization of fault data, the active 
fault is idealized as a straight line. The total number of faults in this data set is 887 [25]. 
The faults located in the Kinki district are shown in Fig.4.21. The fault mechanism used is 
the maximum moment model [27], in which the earthquake occurrence rate, vi, on a fault, 
i, is assumed to be equal to the ratio of the geologically determined rate of moment release, 






Fig.  4.21  Active  faults in Japan.
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This equation suggests that the fault periodically releases its inherent seismic moment, 
 1%4". The seismic moment is proportional to the length of the fault. The rate of moment 
release isdetermined from the shear modulus, µ; the area of the fault plane, S; and the 
average slip rate, A as
Mo = ti3S (4.25)
An earthquake occurrence rate for which the acceleration, a exceeds the value a* at a 
given site is supposed. The smallest magnitude, m0, is 5.0, and the radius for the region 
affected is assumed to be 300 km. The occurrence of earthquakes in this area would affect 
engineering sites. The conditional earthquake occurrence rate, vi, on a fault, i, in the re-
gion is 
Vi = P(a>a*IEi) vi(4.26)
in which P(a<a*M,) is the conditional probability of the acceleration, a exceeding a* at 
the site when an event with m>m0 occurs on that fault. 
    The probability P(a<a*1E,) is closely related to an attenuation equation based on 
the procedure described in the previous ection. The expected peak accelerations are calcu-
lated from simulations in which the fault parameters of magnitude, distance from the fault, 
dip angle, the starting point of rupture, and the collocation between the fault and site are 
considered tobe random values. The combinations ofgenerated random values number are 
1000. The shear wave velocity of the base rock is assumed to be about 3 km/sec. The re-
gression curve for the average peak acceleration i terms of the magnitude, M, and the dis-
tance from the center of the fault line, A, is
log of = ci + c2M + c3log (A+30) (4.27)
in which c1, c2, and c3 are 5.57, 0.252, and 2.92. Results of regression analysis for a 
magnitude of 6.0 and its standard eviation, ±a, are shown in Fig.4.22, in which the data 
are scattered around the regression curve, af. When the index of scattering, Saf, is defined 
as of/af , the logarithmic value of Saf has a standard normal distribution with a mean 
value, msf, of zero and a variance, O, of 0.023. The probability of the acceleration ex-
ceeding a* therefore is
-133-
 P(a>a*IEi) = P(log Saf>log f-log af)
= 1- (I)(xf-msf 
1i6f ) (4.28)
in which is the distribution fu ction, and xf denotes log c4-log af. The average occur-
rence rate is obtained by substituting Eqs.(4.24) and (4.28) in Eq.(4.26). The correspond-
ing occurrence rate in the region, vf, then is
ne 
_ 

















Fig. 4.22 Attenuation curve and the standard deviation of peak acceleration at base rock 
      level obtained by regression analysis of calculated theoretical data.
Assuming that the occurrence of earthquakes inthe region obeys the Poisson process with 
an average occurrence rate of vf, the number of events of interest in that region in the inter-
val Tf years is 
                           (ufTf)nvrTf      P(N=n)=
n!e(4.30)
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As the probability that no special events exceeding a* occur in a year is  exp(-vh), 
nual probability of exceedance, Fpf, and the average return period, Td, are
the an-





The calculated hazard curve for Osaka City (34.7°N, 135.5°E) is shown in Fig.4.23. 
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Fig. 4.23 Estimated hazard curve for Osaka City based on active fault data.
     Active fault data within a of 300 km radius of Osaka City are shown in Fig.4.24. 
The risk map for the Kinki district for a return period of 100 years is shown in Fig.4.25. 
The southern part of the district usually is pointed out as an area at risk because a major 
fault runs along the Pacific rim, and large interplate arthquakes occur periodically in the 
region. For example, such severe arthquakes a  the 1854 Ansei Nankai and 1946 Nankai 
earthquakes, occurred in the Nankai Trough, the interface between the Eurasian and 
Philippine Plates. This study, however, deals only with intraplate arthquakes and map-
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Fig. 4.24 Active faults in the Kinki district.





Fig. 4.25 Risk map for the Kinki district based on active fault data. 
(return period, 100 years)
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having a high intensity level. Estimated accelerations in the Osaka Bay area, the vicinity of 
Lake Biwa, and the Ise Bay area exceed 300 gal. This is because these areas have large de-
posit amplification factors and are adjacent to a group of intraplate faults.
4.3.3 Combination of Historical Earthquake Records and Active Fault Data
     In previous sections, the annual earthquake occurrence rates, for which the accel-
eration, a, exceeds the value a* were calculated as  vi for historical data and as the loga-
rithmic normal distribution for active fault data. Bayes' theorem here is used to combine 
the active fault and historical data .
     Bayes' theorem, which incorporates a prior distribution of probabilities and statisti-
cal data, leads to a new, posterior distribution [28]. The prior probability density function 
of parameters of the random variable 0 is assumed to be f(0). The probability that 0 is 
between ei and ei+d9 is f(9)de. If an event, E, occurs in an experiment (or recorded ob-




P(e10i) r(0i) dO 
i=1
(4.33)
in which P(E10i) is the conditional probability of the occurrence of E on ei and P(c101) = P(EI 
ei <0< 9i+de). The infinity on the n of Eq.(4.33) is
f"(e) =
P(e10) r(0)
P(e10) r(0) dO (4.34)
P(EI9i), called the likelihood function, is written L(9). 
independent of 9 and the coefficient for normalization. 
rewritten
The denominator fEq.(4.34) is 
Then the posterior distribution is
f"(8) = k L(0) r(9) (4.35)
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k =  L(e)r(e)de
(4.36)
The expected parameter 9 is
0 = E(OIc)_J9f"(9)d9
(4.37)
(1) Prior distribution 
     Assuming that the probability density function of the earthquake occurrence rate, 
based on active fault data, obeys a logarithmic normal distribution, (µ, 02), the prior distri-
bution is







(2) Likelihood function 
     The average earthquake occurrence rate, vk, in the region was obtained from histor-
ical records. This means that earthquakes occur vk times a year, equivalent to one 
earthquake per l/vk year. As the event-generating process is assumed to be a Poisson pro-
cess, the likelihood function on v is 
L(v) _Vhexp(-vhl(4.41)
(3) Posterior function 
    Combining the prior distribution and the likelihood function by means of Bayes 
theorem, the posterior distribution on f'(v) is
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L(v) Vhexplvh) (4.42)
The average earthquake occurrence rate after combining the historical and active fault data is
 v =  vf"(v)dv 
0
(4.43)
The annual probability of exceedance and the average return period can be calculated from 
Eqs. (4.31) and (4.32) 
     An example of data combination using Bayes' theorem is shown in Fig.4.26 for 
Osaka City. The prior distribution obeys the logarithmic normal distribution. Its mean 
value, v, is 2.0 x 10-3 and variance, •2, 3.6 x 10-6. The squares how the posterior 
distribution. The mean occurrence rate is 2.6 x 10-3. The calculated hazard curves for 
Osaka (34.7°N, 135.5°E) and Tottori (35.6°N, 134.2°E) cities are shown in Fig.4.27 (a) 
and (b). The abscissa gives the expected horizontal peak acceleration, the ordinate the re-
turn period. The peak accelerations for a return period of 100 years are estimated to be 225 
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    The hazard map for the Kinki and Chugoku districts is shown in Fig.4.28. In this 
analysis, the prior distribution is assumed to be a logarithmic normal one and its deviation 
to be very small. If the distributions of v, based on historical records and active fault data, 
separate mutually, then the distribution of v when these types of data are combined tends to 
come close to the prior distribution for the active fault data. The estimated acceleration for 
the Chugoku district (as at  Tottori) is small because of the lack of active fault data. As the 
moment release rate for this area is very low, the hazard curve estimated from historical 
records alone may well be much in error. For that reason the results obtained, which are 




Fig. 4.28 Risk map for the Kinki and Chugoku districts obtained by combining 
      historical earthquake and active fault data. (return period,100years)
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4.3.4 Risk Spectrum at the Base Rock Level
     The response spectrum at the base rock level  (vs=3km) is simulated theoretically 
and an attenuation equation for maximum response acceleration is established for each natu-
ral period of that spectrum. Seismic risk analysis is made on the basis on this attenuation 
law, and the risk spectrum for Osaka City calculated. 
     A large event is synthesized by superposing small events. The motion of the large 
event is basically the same as that expressed by Egs.(4.1) and (5.17), but the equation is 
improved to take into account the high frequency component. The motion of the large 
event is
N NwNL NW 
gL(t) =EEgs(t-tij) + E E 





in which tim and timn are the time delays caused by the superposition of the small events. 
NL, NW, and ND are the same as in Eq.(4.1). 
     Multiplying the Fourier transform of Eq.(4.44), GL(f), by its conjugate gives the 
power spectrum of the large event, Pi(f). The path effect is accounted for by averaging the 
Q-value (see Fig.4.7). Once the power spectrum of the earthquake motion at the bed rock 
level for a given Mi and Ai is obtained, the response power spectrum is gotten by multiply-
ing that spectrum by the response function, Hik(f I Tj, hk), of a single degree-of-freedom 
system in which the natural period is Tj and the damping constant hk;
Rijk(co) = Pi(w) Hjk(w) H;j(0)) (4.45)
Once the power spectrum of the large event is known, the maximum response acceleration 
can be estimated using the same procedure as Eq.(4.6). 
     The approximate value of the maximum response acceleration is
S(TT, hk) = pliTo (4.46)
in which p is the peak coefficient and a function of the m-th order spectrum moment 
(m=0,1,2). Magnitude, Mi, and epicentral distance, Ai, are generated randomly in the 
ranges of 5.0 < Mi < 8.0 and 0 < Ai < 500 km. The maximum response acceleration is
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computed for the paired magnitude and epicentral distance varying  Tj (0.1, 
1.0, 2.0, 5.0 sec) and hk (0.02, 0.05, 0.10). The regression equation is
0.2, 0.5, 0.8,
log SA(Ti,hk) = c1 + c2M - c3log (0+30) (4.47)
The regression coefficients obtained for seven natural periods are shown in Table 4.1. The 
damping constant is 5%. The attenuation curves for the maximum response acceleration 
for these natural periods are shown in Fig.4.29.
Table 4.1 Regression coefficients for natural periods (damping const.: 5%)
0.10 0.20 0.50 0.80  1  .00 2.00 5.00
Cl 6.16 5.41 4.01 3.34 3.08 2.59 1.28
C2 0.24 0.25 0.30 0.37 0.37 0.38 0.48
C3 3.06 2.76 2.32 2.24 2.17 2.05 1.95
     The attenuation equations for peak acceleration  (Egs.(4.14) and (4.27)) are replaced 
by the attenuation equations for the maximum response accelerations (Eq.(4.47)). Taking 
into account the scattered ata around the mean value of the attenuation equation, SSA, the 
annual occurrence rate, v, for a response acceleration, SA, that exceeds the value for a natu-
ral period, S*A, is obtained by the same procedure. Assuming that the occurrence of 
earthquakes obeys the Poisson process with an average occurrence rate, v, obtained by 
combining the occurrence rates based on historical earthquake r cords and active fault data, 
the return period for the objective site at the base rock level can be calculated. Three hazard 
curves for T=0.8 sec and h=5% for Osaka City are shown in Fig.4.30. Hazard curves 
based on the combined occurrence rate for seven natural periods are shown in Fig.4.31. 
The risk spectrum found from these hazard curves is shown in Fig.4.32. The return period 
is 100 years. This risk spectrum is compared with the one proposed by Sugito et al. [29] 
that was calculated from the attenuation equation proposed by Sugito [30]. The risk spec-
trum developed is smaller than theirs, especially in the low frequency range, because they 
define the base rock level as the layer in which the shear wave velocity is 700 - 800 m. If 
the amplification characteristics between the base rock layer (vs=3km) and upper layer can 
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Fig. 4.31 Hazard curves based on the combined occurrence rate for seven natural periods.
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Fig. 4.32 Estimated risk spectrum at base rock level for Osaka City. 
(return period, 100 years)
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4.4 Conclusions
     A new theoretical attenuation law that includes the effect of the fault extent was 
derived. The peak acceleration was determined in terms of the source mechanisms, damp-
ing of the traveling path, and amplification at the site. A risk map for the  Kinki district was 
calculated by combining historical earthquake records and active fault data using Bayes' 
theorem. The risk spectrum of the bed rock level was estimated using the proposed atten-
uation equation of the response spectrum. The following are the procedure used and 
results obtained in this chapter: 
(1) Attenuation of the peak acceleration is affected greatly by the rupture process and the 
direction of the observation site. Peak acceleration was highest at observation sites located 
in the direction of rupture propagation and lowest at sites in the opposite direction. When 
the effect of the fault extent was included, the attenuation curves had upper bounds near the 
source region, and the range was, at most, the fault length. 
(2) If an outline of the fault mechanism can be obtained, the peak ground motions for an 
area without earthquake records, such as the area of the Nepal-India earthquake, can be es-
timated. 
(3) The proposed method also can be used to estimate peak accelerations of an earthquake 
with multiple fault events, such as the Nihonkai-Chubu earthquake. To obtain the peak ac-
celerations, the damping of the traveling path and the amplification at the site must be ac-
counted for. Estimated values obtained with the improved method are in good agreement 
with recorded values. 
(4) Data from historical earthquake records and active fault data are combined by the use of 
Bayes' theorem. A seismic risk map for the Kinki district was estimated from hazard 
curves at several hundred nodal points in a 20 x 20 km mesh that covered the district. The 
peak acceleration for a return period of 100 years is 225 gal for Osaka. 
(5) The response spectrum at base rock level (vS 3km) was simulated theoretically, and an 
attenuation equation of the maximum response acceleration for each natural period of that 
spectrum formulated. A seismic risk analysis was made using this attenuation law, and the 
risk spectrum for Osaka City calculated. If the amplification characteristics between the 
base rock (vs=3km) and upper layer are known, the risk spectrum at the layer being con-
sideration can be approximated.
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CHAPTER 5
SYNTHESIS OF GROUND MOTION 
               FOR SEISMIC
       RESPONSE ANALYSES
5.1 General Remarks
     The fundamental step in producing earthquake-resistance designs of structures is to 
estimate the amount of seismic input to a structure. Many discussions and studies have 
been published, the results of which are reflected in the existing earthquake-resistance de-
sign codes. 
     Classical earthquake-resistance designs have been based on the seismic oefficient 
method because of its simplicity and practicability; but, as structure size increases this 
method no longer is suitable for assessing the safety of a structure in a seismic environ-
ment. For sensitive structures, uch as nuclear power plants, sophisticated dynamic re-
sponse analyses are required; therefore, comprehensive knowledge of the earthquake mo-
tion input to structures i indispensable. 
     The procedures available for determining input earthquake motions can be classified 
under three methods: The  first uses actual earthquake r cords directly for the input ground 
motion. For example, the El Centro accelerograms for the Imperial Valley earthquake 
(1940), the Taft records for the Kern County earthquake (1952), and the Hachinohe 
records for the Tokachi-Oki earthquake (1968) frequently are used. The second method, 
which assumes that earthquake motion is the output from filters, has two parts; a system 
response for a white noise input [1] and the superposition of harmonic waves of different 
amplitudes and phase angles [2]. The third method synthesizes arthquake motion by the 
use of a fault dislocation model. In this approach, fault rupture in an infinite or semi-
infinite homogeneous elastic medium usually is modeled and analyzed by the theory of 
elastodynamics. 
     In the first method, it is essential to use records obtained at a site that has the same 
conditions as the site being considered. In actuality, it is difficult to obtain matching condi-
tions. In the second method, the simple filter used can not represent the propagation path
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of seismic waves from the source to the observation site. Moreover, as a point source is 
assumed, the effect of the source xtent is not considered when evaluating round shaking. 
Because of these defects, the third method has proven the most useful. As the rupture pro-
cess on a fault plane has yet to be thoroughly investigated, the source parameters and fault 
rupture process are here identified by deconvoluting seismic waves. 
     The large event usually is synthesized by superposing small events and taking into 
account the time lags caused by delays in the rupture of the fault plane. This means that he 
large event is expressed by the convolution of impulses and the time history of the small 
events. The impulses contain information about he rupture process. If these impulses are 
deconvoluted from the large event, the rupture process can be identified. Bayless and 
Brigham [3] were the first to apply the Kalman filter to the deconvolution problem. In this 
study, an analytical procedure based on Crump's method [4], developed for blasting seis-
mology, is established 
     TheKalman filter is applied to deconvolute seismic waves into system response 
functions and trains of impulses. A method with which to identify the rupture process of a 
fault, which is based on several criteria of minimum error and which uses the deconvoluted 
trains of impulses, is proposed. Simulated waves and recorded blasting waveforms are 
analyzed in order to examine the validity of this deconvolution method. Records obtained 
at seven local JMA (Japan Meteorological Agency) stations during the 1983 Nihonkai 
Chubu earthquake are examined in order to identify the fault mechanism. Because seven 
deconvoluted trains of impulses contain information about he fault mechanism, the rupture 
process which expresses the focal parameters of rupture velocity, the starting point of rup-
ture, the direction of rupture propagation, and the rise time can be identified by minimizing 
the error between the deconvoluted trains of impulses and the calculated ones based on 
theoretical fault rupture mechanisms. 
     When earthquake motion is synthesized using the analytical Green function, a 
simple, layered homogeneous ground profile usually is assumed. For greater accuracy, 
strong ground motions are simulated by replacing the Green function with such records of 
small events as the foreshocks and aftershocks that have taken place within the area on the 
fault plane of the mainshock ([5], [6]). A method for synthesizing ground motion that uses 
earthquake and microearthquake r cords is presented. The merits of using micro-
earthquakes are that many records can be obtained uring a short observation period (about 
1000 records per year in the Kinki District) and that records for short epicentral distances 
can be obtained. The characteristics of microearthquakes that have taken place in the  Kinki 
District were investigated and the recorded waveforms analyzed by the AR-MA 
(autoregressive-moving average) process. Regression analyses of the AR-MA parameters
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then were derived from each record, after which a statistical simulation model for micro-
earthquake motion was developed. A simulated waveform can be regarded as a kind of 
Green function; therefore, this statistical Green function can be superposed and large 
earthquake motion synthesized. A new scaling law is proposed for superposing micro-
earthquakes.
5.2 Identification of the Fault Rupture Process by Use of the Kalman Filter
5.2.1 Deconvolution Method wi th the Kalman Filter
     When a system consists of elements, each of which is expressed by a governing 
equation (such as Newton's for a kinematic system), that equation is entirely described by 
the differential equation and the initial condition [7]. 
     Consider the signal generation and observation processes written by the linear 
stochastic differential equation
dx(t)  =  A-x(t) + B•w(t) 
dt (5.1)
and
y(t) = H•x(t) + v(t) (5.2)
in which vectors x, w, y and v are the stochastic process, and the matrices A, B and H are 
deterministic. By solving Eq.(5.1), both equations can be written as a discrete linear sys-
tem; 
Xt+1 = 4t+11txt + Gtwt(5
.3) 
Yt = Htxt + vt
in which 
xt: n-dimensional state vector at t 
   yt: p-dimensional measurement vector at t 
wt: m-dimensional Gaussian white noise 
vt: p-dimensional Gaussian white noise 
Ft+iit: state transition matrix from t to tt+l with the dimensions n x n 
   Gt: system noise coefficient matrix with the dimensions n x n
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 Ht: measurement matrix with the dimensions p x n 
)=Qtx8ts 
Qt: system noise covariance matrix 
E{vtvs)=Rtx8ts 
Rt: measurement noise covariance matrix 
where E represents he expectation and Kronecker's delta. If the dynamic system model is 
constructed asEq.(5.3), filter computations can proceed in accordance with Fig.2.2 [8]. 
     The deconvolution method frequently isused in blasting seismology to mapthe in-
terior of the earth from recorded observations. Seismic waves repeat reflections and re-
fractions at the interface of soil layers, and the seismogram on the surface ground is the re-
sult of these reflections and refractions. The seismic record therefore is expressed by the 
convolution of the reflection coefficients and reflection waves. Deconvolution leads to the 
problem of separating the reflection coefficients and reflection wave from the seismogram. 
This is the same problem as separating a train of impulses and a response function from a 
seismic wave. The Kalman filter is applied to this deconvolution. 
     The seismic wave, y(k), is described as the convolution of a train of impulses, r(k), 
and the response function, h(i), expresses information about he traveling path between a






in which L is the sampling number, v(k) the w hite noise and N is
  1 
k - L + 1
(k < L) 
(k L)
(5.5)




H(k)x(k) + v(k) 
[ h(k) h(k-1) • • • h(L-1) ] 
[ r(k) r(k-1) • • • r(k-L+1) ]T
(5.6)
Suppose r(k) is described by the autoregressive process
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 L 
r(k) =  E  { bi(k-1) r(k-i)) +Gw(k-1) 
i=1
(5.7)
Then Eq.(5.4) is rewritten
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(5.9)
Because  Eqs.(5.6) and (5.7) have the same style as the linear stochastic system given by 
Eq.(5.3), the state variable, x(k), can be estimated by executing the Kalman filter algo-
rithm. A train of impulses, r(k), can be deduced irectly from x(k). When filter computa-
tion proceeds from step (1) to (7) in the Kalman filter algorithm (shown in Fig.2.2), the 
window of the filter moves at every time interval, At. Consequently, the signal at time t, 
which is greater than (L-1) At, is filtered L times.
5.2.2 Deconvolution of Simulated Waves
    The newly developed procedure is checked by the use of simulated and artificial 
blast waves. The waves used are simulated by superposing element waves. The artificial 
blast waves used are those recorded at a limestone excavation site. These waves are de-
convoluted to check the validity of the developed procedure.
(1) Formulation 
     Initial values must be 
filtration:
given for the following matrices and vectors in order to start
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(i) state transition matrix 
 clokik+i , or b;(k-1) 
(ii) error covariance matrix 
     Qt (=c1I), Rt (=rI) 
(iii) initial condition 
xoio , Pt (=PI)
(i=1, ,L)
     The effects of the initial values on filtering accuracy are examined. Element waves 
are shown in the upper part of Fig.5.1 (a), (b) and (c). The sampling intervals, At, for 
these waves are 0.1, 0.02, and 0.01 sec. The duration is 2 sec. Seven element waves are 
superposed at the times 0.0, 1.0, 3.0, 4.0, 5.0 and 6.0 sec (shown in the middle part of 
Fig.5.1). These waves are combined with white noise of an intensity of 1% of the mean 
square value of the waves. The sampling numbers of the moving window, L, for (a), (b) 
and (c) are 20, 100, and 200. The values of p, q, and r are 10-2, 10-4, and 1/L. 
Identification accuracy improves as the time interval, At, becomes maller (in the lower part 
of Fig.5.1 [a], [b] and [c]). This means that a At of at least 0.02 sec is necessary for the 
sampling interval.
           6
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Fig. 5.1 Dissolution of a train of impulses for three sampling intervals. Upper: 
      fundamental wave. Middle: superposed wave. Lower: estimated train of 
      impulses. Sampling time interval: (a) 0.10 sec, (b) 0.02  sec, (c) 0.01 sec.
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     For the coefficients,  bi(k), three types of models are considered: i) the impulse at 
time k is expressed as the summation of the impulses in the window that have been multi-
plied by weights proportional to their amplitudes; ii) the impulse at time k is expressed as 
the summation of the impulses in the window that have been multiplied by equal weights; 
and iii) the impulse at time k is expressed as the summation of impulses in the window, in 
which the impulse close to time k has much more weight, and each weight decreases lin-
early. Good results are obtained when ii) is assumed. 
     The values of p, q, and r are varied to examine the effect on filtering accuracy. The 
ratios of p to q and p to r have no affect on the filtering results. Peaks show up clearly 
even when the ratio of q to r becomes mall.
(2) Deconvolution of blasting records 
     The robustness of the procedure is here examined by the use of observed records. 
Blasting records are used because the physical characteristics of the source are clear. 
Kunimatsu et al. [9] proposed criteria for the level of blasting vibration. More detailed 
studies are necessary to make blasting more efficient and to restrict its vibration effects. 
    Two kinds of blasting are used; single shot and a series of single shots with time 
delay. The time delays in the series of single shots must be considered when blasting data 
are analyzed. The nominal time delay for a series of single shots is known because the 
trigger time is measured in the field where the tests are carried out, but it is not exact. The 
Kalman filter is used to determine the time delay for a series of single shots. Blasting data 
for the limestone quarry of Ube Industries Ltd., recorded at the sand and rock site, were 
used. The parameters for these data are shown in Table 5.1. The single shot and series of 
single shots travel the same path from the source to the site. The single shot is considered 
to represent the Green function. The series of single shots are expressed as the convolution 
of a single shot and the train of impulses, for which the times of occurrence coincide with 
the blasting times. This relation between a single shot and a series of single shots is the 
same as that between an aftershock and a mainshock. 
     The identified time intervals of thedelayed blastings for three sets of data are shown 
in Fig.5.2. The upper part of the figure is for single shots and middle part for the series of 
single shots. The times of the estimated impulses correspond to the blasting times. The 
number of blastings is given as a priori information. The Kalman filter algorithm is applied 
to the waves shown in Fig.5.2 (a) and (b). Fig.5.2 (c) shows the identified trains of im-
pulses. The arrows in this figure indicate selected impulses of large amplitude. A com-
parison of nominal and estimated time delays is given in Table 5.2, and superposed waves 
with nominal and identified time delays is given in Fig 5.3. The upper part of this figure
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shows the original waves observed in situ, the middle part waves superposed with nominal 
time delays, and the lower part waves superposed with estimated time delays. As judged 
from the peak phases, the waves synthesized with the identified time delays (lower) agree 
well with the observed waves (upper). This procedure therefore is robust enough to be 
used to analyze observed records.
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Fig. 5.2 Time intervals in delayed blastings estimated from observed records 
      (a) single shot, (b) series of single shots, (c) estimated timedelay
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Table 5.2 Comparison of nominal and estimated time delays
Soil
Condition
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Fig. 5.3 Comparison of waves superposed with the nominal time delay and those 
superposed with the estimated time delay: (a) a series of single shots, 
(b) wave superposed with the nominal time delay, (c) wave superposed with 
the estimated time delay.
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5.2.3 Identification of the Fault Rupture Mechanisms
     The mainshock is expressed by the convolution of an aftershock and a train of im-
pulses according to Eq.(5.4). The train of impulses can be obtained by the use of the 
Kalman filter algorithm. Fault rupture mechanisms are identified by taking into account the 
time intervals of extracted trains of impulses. The identified parameters are the starting 
point of the rupture; the rise time of the aftershock,  'Ca; the rupture velocity, vr; and the 
shear wave velocity, vs. Records obtained at seven local JMA stations: Muroran, Mori, 
Hachinohe, Miyako, Akita, Sakata, and Niigata during the 1983 Nihonkai Chubu 
earthquake are used to identify the fault mechanisms.
(1) Fault model 
     If the small event is given, earthquake motion that takes into account the fault extent 
can be synthesized by superposing the small event on the assumed fault with the time lags 
caused by the delays in rupture on the fault plane. A rectangular fault plane that has the 
length, L, and width, W, is treated. Three additional parameters are needed to define the 
rupture mechanics of the fault: the rupture velocity, vr; the final dislocation, D; and the rise 
time, t. The outline of this fault model is given in Fig.4.1. The ground surface is the x-y 
plane, on which the observation station, Q, is located. The distance from point, 0, to the 
observation station represents he distance from the source to the site. Rupture is assumed 
to begin at point Ae(1,1), to propagate in all directions with a uniform velocity, and to stop 
at the periphery of the fault plane. 
If the fault plane is divided into n2 elements, n small events must occur in each ele-
ment to satisfy the scaling law for rise time. Green's function is used to generate these 
small events; but, because itdoes not satisfy the scaling law for stress drop when micro-
earthquakes are used as the Green function, a new scaling law that accounts for this effect 
in fault dislocation is proposed. 
     On the basisof the scaling law, the following relation between the displacement 
time function of a large event, gL, and that of a small event, gs, can be formulated [5]:
         NL 
~Nw`ND                L




tiimn = lm/vr +(Rim-R)/vs +(k-1)Ts
(5.11)
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 Eq.(5.11) gives the time delay of the superposition f reach small event. is is the rise time 
of the small event; t1m/vr the time delay due to rupture propagation from the point at the 
initial element, Ae(1,1), to the point at the other element, Ae(l,m); and (Rim-R')/vs i the 
time delay between the wave arriving from the initial element and the one arriving from the 
rupture front. 
    The relation between magnitude and seismic moment as proposed by Geller [10] is
    log Mo = 18.89 
log Mo = 1.5M, + 5.51 
log Mo = 3.0MS + 3.33 
MS=8.22
(Ms < 6.76) 
(6.76 < MS < 8.12) 
(8.12 < Ms < 8.22) 
(28.0 < log Mo)
(5.12)
According to the scaling law of Kanamori and Anderson [11], the ratio, n, between the 
source parameters of the large event (fault length, L, fault width, W, and average disloca-
tion, D.) and the parameters of the small event is written in terms of the seismic moments 
of the large event, MOL, and the small event, Mos, as
n = 3 MOL     M
os (5.13)
     The mainshock of the Nihonkai Chubu earthquake occurred on 26 May 1983 and 
the maximum aftershock on 21 June 1983, the respective JMA magnitudes being 7.7 and 
7.1. The geographic locations of the seven recording sites and the epicenters are shown in 
Fig.5.4. The main characteristics ofcrustal activity in this region as reported by Hirasawa 
et al. [12] are 1) The aftershock area is narrowly spread N-S, extending from 40°1'N to 
41°3'N according to the aftershock data processing done at the Tohoku University and 
Hirosaki University. The width of the aftershock area is 30-35 km and the source depth 
less than 70 km. The fault plane inclines to the island arc side with a dip angle of about 
20°. 2) The analysis of the P-wave radiation pattern indicates that the fault is the dip-slip 
fault with E-W compression. 3) From the near field records, the fault is seen as being 
composed of two parts. The time interval for this multiple shock is about 24 sec, and the 
distance between the two starting points of the ruptures is about 50 km. The respective 
magnitudes of the main and after shocks are 7.7 and 7.1. Solving Eqs.(5.12) and (5.13) 


























Fig. 5.4 Epicenters of the mainshock and maximum aftershock in the 1983 
      Nihonkai-Chubu earthquake.
     The aftershock area for the Nihonkai Chubu earthquake observed at  Hirosaki 
University is shown in Fig.5.5. The fault shape, modeled to be rectangular, covers the 
aftershock area. The rectangular fault model determined from Fig.5.5 is shown in Fig.5.6. 
It includes the aftershock area and extends N-S. The fault length is 150 km, the width 
50km, the depth 10 km, and the dip angle 20°. The fault plane is divided into four elements 
according to the scaling law. Small events occur eight times because individual small 
events occur two times in each element to satisfy the scaling law of rise time. 
















Fig. 5.5 Aftershock area and distribution of hypocenters of the 1983 Nihonkai-Chubu earth
quake.
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Fig. 5.6 Fault model of the 1983  Nihonkai-Chubu earthquake.
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(2) Correction of observation records 
     The records used in the analysis are those recorded at seven sites: Akita, 
Hachinohe,  Miyako, Mori, Muroran, Niigata, and Sakata on the JMA's displacement type 
seismographs. The magnification factor, natural periods of horizontal and vertical motion, 
and damping constant of this type of instrument respectively are 1, 6.0, 5.0 and 0.55. In 
general, the sensitivity of the displacement type seismograph decreases markedly in the 
long period range, and the phase delays decrease in the short period range. The amplitude 
characteristics of the JMA seismograms are shown in Fig.5.7. The amplitude and phase 
characteristics are corrected after Noda et al. [13] 
     The records are corrected with a digital filter [14] using the Fourier transform. The 
amplitude and phase characteristics of this filter are given in Fig.5.8. This filter, however, 
does not satisfy the causality. This means that an unexpected wave appears before the 
initial part of the wave. In this study, the Chebychev filter with an equi-ripple pass-band, 
Fc(f), which is a recursive digital filter that satisfies causality, is used for the instrument 
correction. This filter is
Fc(f) =
R(f) =











The observed wave, the wave corrected with the correction filter, F(t), and the wave cor-
rected with the correction filter, Fe(t), are shown in Fig.5.9 (a), (b) and (c). 
     After correcting the main- and aftershock records by the aboveprocedure, the trains 
of impulses for each of the seven stations are calculated (Fig.5.10). The upper part of the 
figure shows the wave of the mainshock, the middle the wave of the aftershock, and the 
lower part the estimated trains of impulses for each site. As the mainshock is composed of 
eight superpositions of aftershocks, the eight impulses which have the largest amplitudes 
are selected. Fault rupture mechanisms are estimated on the basis of the identified trains of 
impulses at eight stations generally fit the assumed rupture process. Four parameters are to 
be identified: the starting element of the rupture; the rise time of the aftershocks, 'ta; the 
rupture velocity, yr ; and the shear wave velocity, vs. The center of the element is specified 
as the representative point of rupture. These four parameters are varied independently 
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Fig. 5.7 Amplitude characteristics of JMA seismograms.
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The rise time of the aftershock varies from 1.0 to 10 sec in 0.1 sec increments. The  rup-
ture velocity varies from 1.0 to 5.0 km/sec in 0.1 km/sec increments. The shear wave ve-
locity varies from 1.0 to 6.0 km/sec in 0.1 km/sec increments. The trains of impulses for 
all the combinations of these parameters are compared. The computed intervals of the im-
pulses are compared with the identified impulses according to the following relative criteria;
J= lj' IQoi-Qcil 
Nii=11 Qoi
(5.17)
in which Qoi is the time of occurrence of the i-th impulse estimated from observed ata at 
the j-th site; Qci the time of occurrence of the i-th impulse computed from a parametric 






The ten best-fitted sets of optimum parameters calculated with Eq.(5.18) are shown in 
Table 5.3. A comparison of the trains of impulses calculated from optimum fault parame-
ters and those identified by use of the Kalman filter is shown in Fig.5.11.
Table 5.3 Identified optimum fault parameters
Starting Rupture Shear Wave
No. Point of Rise Time Velocity Velocity Judgment
Rupture (sec) (km/sec) (km/sec)
1 (1, 1) 2.00 2.40 3.60 0.40222
2 (1, 1) 2.00 2.40 3.50  0.40222
3 (1, 1) 2.00 2.40 3.40 0.40259
4 (1, 1) 2.00 2.40 3.70 0.40266
5 (1, 1) 2.00 2.40 3.60 0.40269
6 (1, 1) 2.00 2.40 3.50 0.40269
7 (1, 1) 2.00 2.50 4.00 0.40272
8 (1, 1) 2.00 2.50 3.90 0.40278
9 (1, 1) 2.00 2.50 3.80 0.40284
10 (1, 1) 2.00 2.50 4.10 0.40285
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    As judged from the identified optimum fault parameters, rupture started in the 
southern part of the fault and propagated northward at the velocity of 2.4 km/sec. The rise 
time of the aftershock was 2.0 sec. These results agree with those of Hirasawa [12] 
showing two fault ruptures that occurred at a time interval of 24 sec and a distance of about 
50 km. Irikura estimated the rise time of the mainshock from the trough frequency of the 
near field acceleration spectrum as 4.7 sec which corresponds toa rise time of 2.35 sec for 
the aftershock. The shear wave velocity of the crust is generally said to be 3.0 4.5 
 km/sec. The rupture velocity, yr , satisfies the condition yr < vs and is equal to 0.7vs.
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Fig. 5.11 Comparison of trains of impulses calculated from optimum fault parameters 
with those obtained using the Kalman filter.
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5.3 Synthesis of Ground Motion by the Statistical Green Function
5.3.1 The AR-MA process
     The autoregressive moving average (AR-MA) process was used to construct a 
stochastic time series model of earthquake motion. Earthquake motions are assumed to be 
synthesized by the second-order AR-MA process. This means that a synthesized motion is 
the output of a single degree-of-freedom system excited by a nonstationary white noise, as 
shown in  Fig.2.1. Such nonstationary characteristics of the filter as the natural frequency, 
f0, and the damping constant, h, of a single degree-of-freedom system can be calculated 
from AR-MA parameters that have been determined by the two-stage least square method 
[15] from a sequence of data segmenting an earthquake r cord. Regression analysis then is 
done for the nonstationary characteristics of the filter in order to set up an attenuation law 
given as a function of the magnitude and epicentral distance. 
     The AR-MA process of order (2, 2) is
Yt = - ai(t)Yt-i - a2(t)Yt-2 + Et + 131(t)Et-i 132(t)Et-2 (5.19)
in which e(t) is the input white noise; y(t) the observed waveform of the earthquake; and 
a;(t) and Op (i=1,2) nonstationary AR-MA parameters identified from observation 
records alone if the input is assumed tobe nonstationary white noise [16]. Eq.(5.19) is 
similar in form to the stationary process, except that its parameters are functions of time, t. 
To obtain areasonable estimate ofthis nonstationary trend, the rectangular time window is 
multiplied for a given data series, and the center point of the window is assumed tobe the 
time at which the model parameters are specified. For the window length, TW, 1 sec is 
adopted [17]. 
    The parameters a;(t) (i=1,2) are related to the natural frequency and the damping of
the single degree-of-freedom system as follows [18]:
X2 + a1 a, + a2 = 0 , = exp (-27cfohTm ± i2nfoTmill-h2) (5.20)
in which i=1 T , ? and A,* are conjugate complex solutions of the quadratic equation, and 
Tm is the sampling interval. Eq.(5.20), is used to describe the equivalent nonstationarity 
of the single degree-of-freedom system from nonstationary AR-MA parameters. To pro-
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duce a model with which to simulate arthquake motion, the nonstationarity of the para-
meters must be expressed by simple mathematical  formulas. These nonstationarities are 
given in Table 5.4 [ 17], in which a(t) is the input white noise intensity, and amax and tp 
the maximum values of the intensity and occurrence time. The regression equations are 
given by
P = ci + c2M + c3log R (5.21)
in which P stands for the parameters in Table 5.4, M is the magnitude, and R the distance. 
A regression analysis is made for each parameter in Table 5.4 using the earthquake magni-
tude and the epicentral or hypocentral distance.











5.3.2 Simulation of Ground Motion
     Waveforms are simulated by the second order AR-MA process. Two data bases are 
used to obtain the difference for epicentral distance. Because there is so little wide-spread 
data, the data base has an epicentral distance that ranges from a few kilometers to a few 
hundred kilometers. One data base is composed of the 57 earthquakes that occurred in 
California, U. S. A. between 1933 and 1971. The other consists of the microearthquakes 
that ook place between May 1980 and December 1981 at Kamigamo, Abuyama, Myoken, 
and Rokko in the Kinki district of Japan. The respective numbers of records in these data 
bases are 116 and 192. The former data base is designated DB-1 and the latter DB-2. The 
relations between magnitude and epicentral distance for DB-1 and DB-2 is shown in 












































Fig. 5.12 Relation of magnitude to epicentral distance.
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(1) Microearthquake characteristics 
     The research group for earthquake prediction at Kyoto University has made array 
observations in order to investigate seismicity in the  Kinki district. Observations were 
started in 1965 at Abuyama Station, the telemeter system being renewed in 1975. 
Microearthquake records have been stored since then as analogue data. Some of these data 
were digitized for use in the study reported here. The locations of the observation stations 
and epicenters of the microearthquakes that took place between May 1980 and December 
1981 in the Kinki district are shown in Fig.5.13 (a). The magnitudes determined by 
Watanabe's equation [19], calculated from the displacement amplitude, are in good agree-
ment with MJ (the magnitude stimated by the Japan Meteorological Agency). The 
hypocentral depths of the microearthquakes projected in the A-B section Fig.5.13 (a) that 
are shown in Fig.5.13 (b) are distributed around the ten kilometer point. 
     One hundred ninety-two records (one record, three components) were selected: 
Kamigamo station (KGM), 122 records; Abuyama station (ABU), 30 records; Myoken 
station (MYO), 30 records; and Rokko station (RKO) 10 records. 
     The typical displacement amplitude spectrumof an observed microearthquake is 
shown in Fig.5.14. The displacement spectrum amplitude is divided into low and high 
frequency asymptotes. The corner frequency is defined by the intersection between the flat 
and decaying parts of the spectrum. 
     Only a rectangular fault plane of length L and width W is treated. Rupture is as-
sumed to originate at a corner of the rectangle and to propagate with the constant velocity of 
yr in all directions. If the ramp function is defined only by the final slip, D, and the rise 
time, tt, then the Fourier spectrum of the displacement waveform in the far field, u(f), [10] 
is
    R 




sin  (2ICfXL)sin (27nfxw)
2ItfxL 2itfxw
(5.22)
in which R is the hypocentral distance, p the density, c either the P- or S-wave velocity,  µ 
the shear modulus, and Roo the radiation pattern. XL, Xw, and XI are the respective 
durations associated with length, width, and rise time. These are given by
XT = ti/2 
XL = L/2vr 
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Fig. 5.14 Typical displacement amplitude spectrum of an observed  microearthquake. 
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Fig. 5.15 Relation of the corner frequency to the seismic moment.
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in which  S is the dip angle. In logarithmic form the spectra defined by Eq.(5.22) consist of 
four straight line asymptotes with slopes of zero, one, two, and three. The frequencies that 
correspond to the intersections of these straight lines are
f1 = 1/(21ExL) 
f2 = 1/(21E XT) 
f3 = 1/(27Cxw)
(5.24)
     Considering an earthquake motion that has a k times larger f1 value, it is evident 
from Eqs.(5.22) and (5.23) that L is 1/k times the original value. According to the scaling 
law (given later), D and W also have a linear relation to L (W=c 1L, D=c2L); therefore, the 
values of D, W and L are 1/k times the original value. Because the seismic moment is pro-
portional to DWL, it decreases k3 times when the f1 value increases k times; consequently, 
the relation between the corner frequency and the seismic moment in logarithmic form has a 
slope of -3. The relation between the corner frequency and seismic moment obtained from 
the microearthquakes i  shown in Fig.5.15. The distribution of data obtained from the mi-
croearthquake records has the slope of -3 to -2. 
     The seismic moment, M0, is related to the amount of displacement in the low fre-
quency region. The displacement spectrum in this region usually has a constant value called 
the flat level, 520. Therefore, the seismic moment is
M0= ~0 (4iRpc3) 
R04 (5.25)
The chosen values of p and c were 2.6 t/m3 and 3.4 km/s. The chosen value of Roo was 
0.4, the average value of the S-wave radiation pattern. 
     The effective fault radius, r, is given by considering circular rupture [20];
rp=0.21 vs/fc, 
rs = 0.32 vs / fcs (5.26)
in which the rupture velocity, yr , is equal to 0.9 vs, rp and rs the effective fault radii for the 
P- and S-wave portions of the record, and fcp and fcs are the corner frequencies for the P-
and S-wave portions. The effective fault radius, r, is the average of rp and rs. The rise 
time, ti, is expressed in terms of the fault area S (=7Er2):
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                      ti  =   16S1/2  
7n3/2vs 
and the average dislocation D is given by 
                        D=7rOc
The relation between the seismic moment and average dislocation is 
Mo= µDS = JDmr2 
Substituting Eq.(5.28) in Eq.(5.29) and solving for Acr, the stress drop is 
A6 = 7M0  
16r3 
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Using these quations Madariaga [20], Brune [21], and Marion [22] determined many fault 
radii and stress drops for microearthquakes. Relations between the seismic moments,  M0, 
and the stress drops calculated from Eqs.(5.29) and (5.30) are shown in Fig.5.16 which 
includes the plots for the large earthquake r cords (•) reported by Geller [10] as well as 
those for microearthquakes recorded at Kamigamo (+), Abuyama (0), Myoken (^) and 
Rokko (A). 
     The av rage stress drops of the large earthquakes are hundreds of times larger than 
those of the microearthquakes. For earthquakes of relatively large magnitude, stress drops 
usually are of the order of several tens of bars regardless of the scale of the event. The 
stress drops of microearthquakes, however, differ considerably from those of large 
earthquakes.
(2) Simulation of ground motion 
     The AR-MA parameters are calculated from Eqs.(5.19) and (5.20). The modeling 
of the nonstationary parameters is given in Table 5.4. The regression coefficients of DB-1 
and DB-2 are shown in Tables 5.5 and 5.6. In DB-1, R in Eq.(5.21) is replaced with 
A+C, in which A is the epicentral distance, and C a constant that expresses the effect of the 
spatial extent of the fault. The value of C is 40 km. In DB-2, R is expressed by the 
epicentral distance. The waveforms imulated from DB-1 are shown in Fig.5.17. The 
magnitude used was 5.5 and the epicentral distances 50, 100, and 150 km.
Table 5.5 Regression coefficients (DB-1)
B1 B2 B3  ap
log amax 2.5451 0.3870 2.1422 0.3516
tp -21 .2477 1 .0849 9.9054 2.6788
log fq 0.8590 0.0976 0.4007 0.1470
fB 0.0495 0.0046 0.0253 0.0299
log hA -0 .8191 0.0532 -0 .0631 0.2170
log hg 0.0665 0.0042 0.0355 0.0503
131 -0 .1617 0.2004 0.2814 0.2794
02 -0 .0595 0.0395 0.0202 0.1093
T -65 .1381 2.1087 41.0481 12.2636
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Table 5.6  Regression coefficients (DB-2)
B1 B2 B3  ap
log amax -4 .9100 0.6590 -1 .4800 0.2880
tp -6 .5800 -0 .4080 7.8500 1.6500
log fA 0.3660 0.0895 0.0301 0.0202
fB 0.0632 0.0193 -0 .0396 0.0077
log hA 0.2340 -0 .1370 -0 .1320 0.0453
log hB 0.0448 0.0126 -0 .0203 0.0040
01 0.0442 0.2660 0.0090 0.0493
02 -0 .1890 0.2830 -0 .1490 0.0483





































Fig. 5.17 Samples of simulated waves. (DB-1)
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     The waveforms imulated from DB-2 are shown in Fig.5.18. The magnitude was 
1.8 and the epicentral distances 10, 30, and 50 km. Fig.5.18 (a), (b), (c) and (d) shows 
the respective waveforms that correspond to the Kamigamo, Abuyama, Myoken, and 
Rokko observation sites. Because the records for the Rokko site were concentrated around 
an epicentral distance of 30  km, only the waveform at 30 km, is shown. Because wave-
forms calculated by the above procedure include the influence of the propagation path as 
well as the geological conditions under the observation site, they can be considered Green 
functions. Such waveforms are here called the statistical Green function. 
     A comparison of the waveforms at each observation site shows differences in the 
high-frequency omponents and maximum amplitudes ven when the magnitudes and epi-
central distances are the same. This means that each site shows its particular inherent, 
vibration characteristics when excited by seismic waves and that the waveform predicted at 
a site reflects the geological conditions below that site.
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Fig. 5.18 Samples of simulated waves. (DB-2)
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5.3.3 Superposition of Small Earthquakes
     Earthquake motion that takes into account the fault extent can be synthesized by su-
perposing asmall earthquake on the assumed fault based on time lags produced by delays 
in rupture on the fault plane. The formulation of superposition has been described in sec-
tion 5.2.3. 
     The statistical Green function calculated from DB-2 (microearthquakes) can not be 
superposed directly because of the marked ifference in stress drops between large events 
and microearthquakes. The stress drops of large events are several hundred fold larger 
than those of the microearthquakes calculated by Eq.(5.30). 
     A plot of the magnitude,  Ms, against helogarithmic seismic moment, M0, that is 
based on results obtained by Geller [10], Frankell [23], and McGarr [24] is shown in 
Fig.5.19. The solid line shows Geller's results, the broken line the results of regression 
analyses of the data from Frankell and McGarr and this study. 
     If the statistical Green functions of the microearthquakes areused for superposing, 
the number of superpositions given by Eq.(5.13) becomes very large because of the sub-
stantial difference in the stress drops of the large events and microearthquakes. For exam-
ple, although the seismic moment, M0, that corresponds to magnitude M=6.4 is 1025.3 
dyn*cm in Geller's expression, avalue of Ms=1.8 is 1018.7 dyn*cm is seen from the bro-
ken line in Fig.5.19. The value of n becomes 157 when these M0 values are substituted in
Eq.(5.13). The microearthquake r cords used gave an equivalent rectangular fault length 
of 500 600 m, as calculated from the radius of the fault given by Eq.(5.26) on the as-
sumption that L=2W. The estimated fault length for M=6.4 therefore is about 100 km; 
several times the actual fault length. To eliminate this inconsistency, the difference in stress 
drop is attributed to dislocation. The Fourier spectrum amplitude of the statistical Green 
function is magnified by the ratio of the stress drops of the large event o that of the micro-
earthquake. The waveform obtained by using the inverse Fourier transform for the magni-
fied Green function is used as the small event for superposition. 
     The notations of the source parametersof the large event, small event and the statis-
tical Green function are given in Table 5.7. A stress drop of 30 bars is assumed for the 
large event and 0.103 bar for the statistical Green function which is the average of the 
stress drops of all the microearthquake r cords. The value of m, the ratio of the stress 
drops of the large event o the statistical Green function therefore is approximately 291. 
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Table 5.7 Definitions of source parameters
Seismic
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     Using these parameters, the newly defined scaling law [25] is written 
 O6L = 06s = mias 
Ds = mDs 
Ls =Ls(5 .31) 
                   Ws = Ws 
                       Mos = mMos 
From these equations 
LL = nLs = nLs 
WL =nWs = nWs(5 .32) 
DL = nDs = nmDs 
The value of the superposition, from Eqs.(5.13), (5.31) and (5.32) is obtained from the 
relation Mp=pDLW. 
              n=,,/ M°1-VmIv(5.33)   
                                  s Once n is determined, superposition of the small event is made through Egs.(5.10) and 
(5.11). 
     The superposition procedure in the frequency domain is shown in Fig.5.20. If the 
large event is synthesized by the general scaling law without considering the difference in 
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stress drops between large events and microearthquakes, the spectrum for the statistical 
Green function is shifted along line A-D. This line relates the  corner frequency of the large 
event to that of the statistical Green function. Because the spectrum in the high-frequency 









Fig. 5.20 Superposition procedure in the frequency domain.
     In the newly proposed scaling law, the statistical Green function is amplified sev-
eral hundred times and is defined as the small event for superposition. The spectrum of 
this function is raised on line A-B to compensate for the difference in stress drop between 
the large event and the microearthquake, then it is shifted along line B-C which is parallel to 
line A-D. The shift along line B-C takes into account the seismic moment ratio. 
Consequently, sufficient high-frequency components are incorporated in the simulated 
waveform. When the spectrum is lifted up along line A-B, the noise also is amplified. 
This high-frequency noise can be cut off by the following procedure: Because of the rela-
tion between the cut-off requencies and peak  accelerations of the simulated waveforms, the 
cut-off frequency determined just before the peak acceleration varies markedly [26]. This 
relation is plotted in Fig.5.21. The acceleration is obtained by differentiating each statistical 
Green function. The magnitude is 1.8 and the epicentral distance 10 km for the KGM, 
ABU and MYO stations. For the RKO station, the epicentral distance is 30 km as stated 
previously. Results how that the peak acceleration amplitude becomes large as the cut-off
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frequency increases and that there is a flat area between 15 and 20 Hz at every station. A 
cut-off frequency of 15 Hz therefore was used.
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Fig. 5.21 Relation of the peak acceleration to the cut-off frequency.
     The statistical Green functions calculated from  DB-1 are used to synthesize the large 
event. The scaling law used corresponds to m=1 in Eqs.(5.31) and (5.32). The obtained 
accelerations are shown in Fig.5.22. The magnitude chosen was 6.4, the magnitude of the 
San Fernando earthquake. Epicentral distances were 50, 100, and 150 km. The modified 
statistical Green function calculated from DB-2 is superposed using the new scaling law to 
give a synthesized displacement waveform. Acceleration waveforms are calculated by 
twice differentiating the displacement waveforms. The magnitude is 6.4, and only the three 
epicentral distances 10, 30, and 50 km are considered. The epicentral distance for Rokko, 
however, is only 30 km. The acceleration waveforms calculated for the KGM station are 
shown in Fig.5.23. 
     Peakaccelerations for each distance at the four sites are shown in Fig.5.24 together 
with the observed peak accelerations for the 1971 San Fernando earthquake. The general 
attenuation trend for the simulated peak accelerations is similar to that for the observed ac-
celerations, but the differences in peak acceleration for these sites become marked as the 
epicentral distance shortens (A=10 km). At such distances, the effect of the fault extent can 
not be neglected. This means that it is difficult to obtain a unique estimation of peak
—183—
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Fig. 5.23 Synthesized waves at Kamigamo. (DB-2)
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acceleration with the existing attenuation law. Acceleration response spectra for epicentral 
distances of 10, 30, and 50 km at each site are shown in Fig.5.25 (a), (b) and (c). The 
damping ratio chosen was 5% of the critical value. The solid lines in these spectra repre-
sent values from synthesized accelerograms, and the lines with circles the spectra proposed 
by Katayama et al. [27]. From the results of their analysis, a magnitude range of 6.1 - 6.7 
and epicentral distance ranges of 6 - 19 and 20 - 59 km were chosen for the two groups. 
The ground classification is base rock. The spectral values calculated from our synthesized 
accelerograms are markedly larger than those calculated from Katayama's model, with a 
particularly marked ifference for 10 km. This difference may be attributable to the fact 
that he sensitivity for the period range around 0.1 sec strongly decreases in the SMAC ac-
celerograph and that the analysis of Katayama et al. is based on records made by that ac-
celerograph. The trend at all sites is such that the spectral amplitude is higher for the short 
period range. Response peaks, which appear in the vicinity of 0.06 - 0.07 and 2.0 - 4.0 
 sec, correspond to the source spectrum peaks that depend on the focal parameters (rise 
time, fault length, fault width, rupture velocity, etc.). The predicted maximum responses 
in the vicinity of 0.1 - 0.3 sec are 600 - 1500 gal at A =10 km, 400 - 700 gal at A=30 km, 
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Fig. 5.25 Acceleration response spectra.
5.4 Conclusions
     A convolution method that includes the Kalman filter was used to analyze the 
Nihonkai Chubu earthquake, the fault rupture mechanisms being identified. A prediction 
model for strong ground motion was presented and checked by use of peak accelerations 
and response spectra. The procedure used and results obtained are as follows: 
(1) A UD filter is incorporated in the deconvolution method by use of the Kalman filter. 
This filter is stable and very useful in engineering studies. The components of the first row 
of the transition matrix, (13, were investigated toaccurately identify the impulses. Good re-
sults are obtained when an impulse has been obtained from equally weighted preceding im-
pulses. The initial value of the estimated error covariance, p has little effect on the results. 
Good results are obtained when a small ratio of observation oise covariance to system 
noise covariance is used. 
(2) The proposed identification algorithm was used to determine the time delay in blasting 
records. The delay time was identified accurately, evidence that this procedure is robust 
enough to be used for identifications based on observed records. 
(3) The identification results for the 1983 Nihonkai Chubu earthquake are as follows: 
Rupture originated in the southern part of the north-south prolonged fault and propagated to
the north at 2.4 km/sec. The rise time of the mainshock was about 4 sec, and the average 
shear wave velocity was 3.6 km/sec. These results are in good agreement with the results
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of other studies of the Nihonkai Chubu earthquake. This procedure is a powerful tool with 
which to identify the outline of fault mechanisms from the mainshock and aftershock 
records. 
(4) A numerical database for microearthquakes of magnitude 1.2 to 1.8, that occurred in the 
Kinki district of Japan over an 18-month period was established and compared with a 
database for earthquakes that occurred from 1933 to 1971 in California, U.S.A. 
(5) The microearthquakes showed the tendency of an earthquake swarm, and their 
hypocentral depths were distributed at a depth of 10 km. Most of their displacement  spec-
tra had corner frequencies of from 3 to 9 Hz. Spectrum amplitudes higher than these 
corner frequencies decayed at the rate of f -3 - f -2. 
(6) The AR-MA process was used to analyze two databases (DB-1 and DB-2), and the fil-
ter characteristics of the process were detected. A regression analysis was made of the AR-
MA parameters toobtain attenuation laws for the filter characteristics. The simulated wave-
form based on the result of the regression analysis was used as the Green function which 
was predicted statistically. If strong earthquake motion is synthesized using the number, n, 
of Eq.(5.13), the fault dimension becomes large because assumption of a constant stress 
drop, regardless of the seismic scale, is not valid for microearthquakes. To correct his, a 
new scaling law was proposed in which the difference in the stress drop between a large 
earthquake and a microearthquake is attributed tothe difference in dislocation. 
(7) The properties of synthesized strong earthquake motion were examined by comparing 
the synthesized peak acceleration amplitudes with those found in the 1971 San Fernando 
earthquake r cords. Scattering of the amplitudes became small as distance from the fault 
increased. Amplitudes at sites near the source, however, showed distinct differences from 
site to site. A comparison with the acceleration response spectrum proposed by Katayama 
et al. showed that the responses obtained in this study had larger values, especially in the 
region near the fault.
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     The local conditions, travel path, and source factors that affect seismic motion have 
been identified, and input ground motions synthesized. The important conclusions of each 
chapter of this dissertation are summarized below. 
     The purpose of this research and general remarks on the estimation of seismic 
ground motion are given in chapter 1. A review of past studies of earthquake ground mo-
tions also is presented there. 
     In chapter 2, a procedure was established for identifying input motion from  struc-
tural response records that takes into account kinematic interaction. The extended Kalman 
filter method was shown to be valid for identification problems of nonlinear dynamic 
structural characteristics. Input motion and structural parameters can be identified merely 
from the coda part of the response time history, information on input motion not being nec-
essary. The efficiency of the Kalman error filter was investigated in a multi-degree-of-
freedom system in order to estimate the input motion from the structural response and iden-
tify the structural parameters. In this procedure even when the identified structural para-
meters deviated by about 10%, the effect on the estimated input motion was negligible. 
The input accelerogram obtained from the error filter showed a decrease in amplitude for an 
increase in frequency beyond 10 Hz. But, even for this accelerogram, for which identifi-
cation usually was more difficult than for velocity and displacement, the difference was 
only 4-5%. 
     The site effect was investigated in chapter 3, focus being on the characteristics of 
the propagating wave and layered media with an irregular interface. Estimation error for 
the phase velocity was reduced by use of the Kalman filter which made it possible to detect 
phase velocities in the time domain using observed records. The shape of the irregular in-
terface was identified by the use of AR coefficients obtained by analyzing observed records 
at ground surface. The AR coefficient recognition method combined with cluster analysis 
provided a way to detect the existence of an irregular profile. The shape of the irregular
-1 9 1-
interface was derived by taking into account the spatial correlations and mean powers of the 
response time histories. The relative displacements could be calculated by modeling the 
spatial correlation and the autocorrelation function. The estimated relative displacements 
were in good agreement with the simulated values. 
     In chapter 4, a simplified analytical procedure was developed with which to esti-
mate the attenuation f peak ground motion taking into account the fault extent. Peak accel-
eration was determined in terms of the source mechanisms, damping of the traveling path, 
and amplification at the site. When the effect of the fault extent was included, the attenua-
tion curves had upper bounds near the source region, and the range was at most the fault 
length. The proposed method also could be used to estimate the peak accelerations in such 
earthquakes with multiple fault events as the Nihonkai Chubu earthquake. The estimated 
values obtained with this improved method were in good agreement with the recorded val-
ues. A risk map for the Kinki district was calculated from combination of historical 
earthquake r cords and active fault data by the use of Bayes' theorem under an assumption 
of the common stochastic population. The peak acceleration for a return period of 100 
years is 225 gal for Osaka City. A seismic risk analysis was made according to this new 
attenuation law, and the risk spectrum at Osaka City was calculated. If the amplification 
characteristics between the base rock  (vs=3km) and upper layers are known, the risk spec-
trum at the level of the layer under consideration can be obtained. 
     Lastly, in chapter 5, seismic ground motion was synthesized after identifying the 
source mechanisms. A deconvolution method that includes the Kalman filter was used to 
analyze the fault rupture process imprinted in the earthquake motion records of site 
responses. The Kalman filter is stable, and robust enough for making identifications from 
observed records. The identification results for the 1983 Nihonkai Chubu earthquake were 
in good agreement with the results of other studies of that event. The proposed procedure 
offers an efficient means of identifying the outline of fault mechanisms from mainshock 
and aftershock records. A new scaling law also was proposed in which the difference in 
the stress drop between alarge earthquake and a microearthquake is attributed to a differ-
ence in dislocation. Superposition of the statistical Green function made possible the 
synthesis of large earthquake motion.
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