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Abstract
Additive processes are obtained from Le´vy ones by relaxing the condition of sta-
tionary increments, hence they are spatially (but not temporally) homogeneous. By
analogy with the case of time-homogeneous Markov processes, one can define an in-
finitesimal generator, which is, of course, a time-dependent operator. Additive versions
of stable and Gamma processes have been considered in the literature. We introduce
here time-inhomogeneous generalizations of the well-known geometric stable process,
defined by means of time-dependent versions of fractional pseudo-differential operators
of logarithmic type. The local Le´vy measures are expressed in terms of Mittag-Leffler
functions or H-functions with time-dependent parameters. This article also presents
some results about propagators related to additive processes.
AMS Subject Classification (2010): 60G52; 60G51; 26A33.
Keywords: Time-inhomogeneous processes; geometric stable distributions; fractional
logarithmic operator; additive processes; variance gamma process.
1 Introduction
Geometric stable random variables (GS r.v.’s) have been studied since the Eighties and
widely applied, in particular, in modelling data with heavy-tails behavior, in mathematical
finance and other fields of research (see [26] and [30], for the univariate and multivariate
cases, respectively, and also [28]). Indeed, the GS laws are characterized by heavy tails,
unboundedness at zero and by stability properties (with respect to geometric summation).
The GS process can be defined by means of the α-stable process, as follows. Let us consider
an α-stable process Sα,θ := {Sα,θ(t), t ≥ 0} which has (according to Feller’s parametrization)
the following characteristic function
EeiξSα,θ(t) = exp{−t|ξ|αeisign(ξ)piθ/2} =: exp{−tψα,θ(ξ)} α ∈ (0, 2), α 6= 1. (1)
where |θ| ≤ min{α, 2 − α}. For α = 1, the characteristic function can be written in the
form (1) in the symmetric case only, i.e. for θ = 0. So, in order to have unified formulas, we
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exclude the case α = 1 from our exposition. We will denote by Gα,θ := {Gα,θ(t), t ≥ 0} the
univariate GS process; which can be represented (see [18]) as
Gα,θ(t) := Sα,θ(Γ (t)), t ≥ 0, (2)
where Γ:= {Γ (t), t ≥ 0} is an independent Gamma subordinator, with density
fΓ (t)(x) =
e−x/bxat−1
Γ(at)bat
, x, t ≥ 0, a, b > 0 (3)
and characteristic function
EeiξΓ (t) = (1− iξb)−at .
We recall that the Le´vy measure of Γ is given by νΓ (dx) = ax
−1e−x/bdx. We will put for
simplicity a = 1. As a consequence of (2), Gα,θ is a Le´vy process (see, for example, [47]),
with characteristic exponent
ηGα,θ(ξ) :=
1
t
lnEeiξGα,θ(t) = − ln (1 + bψα,θ(ξ)) , ξ ∈ R. (4)
We note that, for θ = 0, the process Gα,θ is symmetric; in particular, for α = 2, it re-
duces to the well-known variance gamma (VG) process, which, by (2), can be represented
as G2,0(t) := B(Γ (t)), t ≥ 0, where B := {B(t), t ≥ 0} is a standard Brownian motion,
independent of Γ. The VG is applied in option pricing, since it allows for a wider modelling
of skewness and kurtosis than the Brownian motion does. Moreover the variance gamma
process has been successfully applied in the modelling of credit risk in structural models.
The pure jump nature of the process and the possibility to control skewness and kurtosis
of the distribution allow the model to price correctly the risk of default of securities having
a short maturity, something that is generally not possible with structural models in which
the underlying assets follow a Brownian motion (for more details, see, for example, [41] and
[12]). For α 6= 2 the symmetric GS law is also called Linnik distribution (see [27]).
On the other hand, in the completely positively asymmetric case, i.e. for θ = −α and for
α ∈ (0, 1), the GS law reduces to the so-called Mittag-Leffler distribution (see [27]), while
the corresponding process is called GS subordinator (since it is increasing). Its Le´vy density,
being of order α/x for x near the origin, is almost integrable near zero, so that the subordi-
nator is very slow. Thus it can be used for time-changing another process, in order to slow
it down (see [47], [31]). New families of subordinators, with explicit transition semigroup,
have been defined and analyzed in [10], along with some useful examples.
We present here time-inhomogeneous versions of the GS process. There is a wide liter-
ature inspiring this subject. In [32] and [15] the authors studied the so called multistable
processes, namely inhomogeneous extensions of stable Le´vy ones, which are obtained by
letting the stability parameter vary in time (for a different kind of multistable processes
consult [14]). Such processes turned out to be very useful in financial and physical appli-
cations, where the data display jumps with varying intensity (for financial applications of
additive processes see, for example [25]). Moreover, time inhomogeneous versions of Gamma
subordinators and VG processes can be respectively found in [11] and [35]. On the same line
of research, in [40] the authors defined the so called inhomogeneous subordinators, i.e. non
decreasing additive processes, which are used as models of random time change to extend
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the theory of Bochner subordination. A remarkable case is that of the multistable subordi-
nator considered in [39] (for an application of Markov processes time-changed by multistable
subordinators see [6]). For the sake of completeness, we mention a further approach to
inhomogeneous Le´vy processes, which are defined by letting a parameter depend on time,
through a subordinator (see, for example, [33], in the Poisson case).
We will define two, alternative, time-inhomogeneous versions of the GS process. The first
one is obtained by letting the parameters α and θ vary in time; then the generator of the
process is defined by means of a Riesz-Feller space-fractional derivative with time-varying
parameters (i.e. α(t) and θ(t)). We will obtain some results on the tails’ behavior of the
density and the Le´vy measure (at least in the subordinator case, i.e. for α(t) ∈ (0, 1) and
θ(t) = −α(t), ∀t) for the new process. However, as we will see, we cannot recover, as special
case, an inhomogeneous version of the VG process, since only the standard VG process
can be obtained by putting α(t) = 2 and θ(t) = 0, for any t. Moreover, no subordinating
relationship, similar to (2) can be established. Therefore we consider a second inhomogeneous
version of the GS process, by letting the variance parameter b depend on t and keeping α
and θ constant in time. The two previous drawbacks are then overcome, since this new
process can be constructed as a stable process time-changed by an inhomogeneous Gamma
subordinator. Moreover the Le´vy measure can be evaluated, in this case, for any value of θ
and it will expressed in terms of H-functions.
The plan of the paper is the following. In section 2 we recall some facts on time-
inhomogeneous Markov processes and related propagators, following the line of [19], [20],
[7], [8] and [9], and we underline new aspects on the special case of additive processes. In
section 3 we write the generators of the GS processes as fractional operators of logarithmic
type, which have been treated, in [3], [4] and [5], in the homogeneous case. In Section 4
and 5 we construct the two additive geometric stable processes and present all the related
results, together with some relevant particular cases.
2 Notation and preliminary results
Additive processes are obtained from Le´vy ones by relaxing the condition of stationarity of
the increments (see, for example, [44], p.47). Indeed a process X := {X(t), t ≥ 0} is said to
be additive if
• X(0) = 0 almost surely (a.s.)
• X has independent increments
• X is stochastically continuous
Thus X is a spatially (but not temporally) homogeneous Markov process. In this paper,
we deal with one-dimensional processes. For any 0 ≤ s ≤ t, the distribution µs,t of the
increment X(t)−X(s) is such that
Eeip(X(t)−X(s)) =
∫
R
eipxµs,t(dx) = e
∫ t
s
η(p,τ)dτ 0 ≤ s ≤ t, p ∈ R, (5)
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where
η(p, t) = ibtp− 1
2
ztp
2 +
∫
R
(
eipy − 1− ipy1[−1,1](y)
)
νt(dy). (6)
Here (bt, zt, νt) is called the characteristic triplet of X . In particular, bt ∈ R, zt > 0 and νt
is the time-dependent Le´vy measure, such that∫
R
(y2 ∧ 1)νt(dy) <∞ ∀t ≥ 0.
An additive process is completely determined by the set of measures µs,t, 0 ≤ s ≤ t, since,
from (5), all the finite-dimensional distributions are completely specified. Indeed, let 0 =
t0 < t1 < t2 < ... < tn and ξj ∈ R, for j = 1, ..., n, then the n-times characteristic function
can be written as
Eei
(
ξ1X(t1)+ξ2X(t2)+...+ξnX(tn)
)
= E exp
{
i
n∑
k=1
(X(tk)−X(tk−1))
n∑
j=k
ξj
}
, (7)
where the right-hand side is obtained by simple algebraic manipulations. Then, by indepen-
dence of the increments, formula (7) reduces to
n∏
k=1
e
∫ tk
tk−1
η(
∑n
j=k ξj ,τ)dτ = exp
{∫
R
η
( n∑
j=1
ξj1[0,tj ](τ), τ
)
dτ
}
. (8)
An interesting example of additive process is the so called multistable process (here denoted
as SIα,θ), recently studied in [15] and [32]. It can be defined by letting the parameters α and
θ in (1) be time-dependent. Indeed, by assigning the two functions t → α(t) and t → θ(t)
such that α(t) ∈ (0, 1) and |θ(t)| ≤ min(α(t), 2 − α(t)), for any t ≥ 0, the characteristic
function reads
EeiξS
I
α,θ
(t) = e−
∫ t
0 ψα(τ)θ(τ)(ξ)dτ
Hence SIα,θ is a time-inhomogeneous extension of stable processes, having independent and
non-stationary increments, which turned out to be very useful in applications. In the sym-
metric case, where θ(t) = 0 ∀t and ψα(t),θ(t) = |ξ|α(t), the joint distribution has the following
characterization (see [32], formula (6))
Eei
(
ξ1SIα,θ(t1)+ξ2SIα,θ(t2)+...+ξnSIα,θ(tn)
)
= exp
{
−
∫
R
|
n∑
j=1
ξj1[0,tj ](τ)|α(τ)dτ
}
,
for 0 < t1 < ... < tn.
2.1 Propagators and time-dependent generators
The link between Markov processes and pseudo-differential operators has been studied in
[19] and [20]. The theory has been developed in subsequent papers, such as [7], [8] and [9],
which mostly regard the case of time-inhomogeneous Markov processes. The role of this
section is to deepen a particular case of time-inhomogeneous Markov processes, namely the
additive ones.
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Let X be a univariate additive process and let
ps,t(dy) = P (X(t) ∈ d(x+ y)|X(s) = x)
be its transition probability, which is independent of x as X is space-homogeneous. Observe
that, since X is additive, ps,t(dy) coincides (see [44], page 55, Thm 10.4) with the law of the
increment µs,t(dy) = P (X(t)−X(s) ∈ dy) defined in the previous Section.
Clearly X defines a propagator (namely, a two-parameters semigroup)
Ts,tf(x) =
∫
R
f(x+ y)ps,t(dy) 0 ≤ s ≤ t (9)
for f in the Banach space C(R), equipped with the sup-norm. Of course, Tt,t is the identity
operator and, for any 0 ≤ r ≤ s ≤ t, the chain rule Ts,tTr,s = Tr,t holds. The time-dependent
generator of Ts,t is defined (see [24], page 48, and [42]) as the operator
Atf = lim
h→0+
Tt,t+hf − f
h
on a subset of C(R) where the limit (meant in the sup-norm of C(R)) exists.
Let S(R) be the Schwartz space of infinitely differentiable functions on R, decreasing at
infinity (together with all their derivatives) faster than any power. In analogy to the standard
theory of Le´vy processes, by restricting the domain of Ts,t to S(R) ⊂ C(R), one can easily
find the form of the time-dependent generator of Ts,t, by means of the representation as
pseudo-differential operator. Indeed, the crucial point is that the Fourier transform
f˜(p) =
1√
2pi
∫
R
e−ipxf(x)dx
is a bijective operation on S(R) and the inverse transform is defined as
f(x) =
1√
2pi
∫
R
eipxf˜(p)dp.
In the following lemma we extend well-known results on Le´vy processes to the additive
case, by writing the pseudo-differential form for propagators and generators.
Lemma 1 Let X be an additive process with characteristic exponent η(p, t) (given in (6))
continuous in t and such that |η(p, t)| is bounded in t. Let Ts,t be the associated propagator.
Then, for any f ∈ S(R),
i) the propagator has the following representation
Ts,tf(x) =
1√
2pi
∫
R
eipxe
∫ t
s
η(p,τ)dτ f˜(p)dp (10)
ii) the time-dependent generator has the form
Atf(x) = 1√
2pi
∫
R
eipxη(p, t)f˜(p)dp (11)
iii) the generator can be equivalently written as
Atf(x) = 1
2
zt
∂2
∂x2
f(x) + bt
∂f(x)
∂x
+
∫
R
[
f(x+ y)− f(x)− y ∂
∂x
f(x)1{|y|≤1}
]
νt(dy),
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Proof. i) The Fourier transform of Ts,tf(x) is
1√
2pi
∫
R
dx e−ipx
∫
R
f(x+ y)ps,t(dy) =
1√
2pi
∫
R
ps,t(dy)e
ipy
∫
R
dx f(x+ y)e−ip(x+y)
= exp
(∫ t
s
η(p, τ)dτ
)
f˜(p)
which proves (i), by Fourier inversion.
ii) Let f be in the domain of the generator, i.e. suppose that
Tt,t+hf−f
h
converges uniformly
to Atf as h → 0+. Then it is sufficient to use the representation (10) and to apply the
pointwise limit
Atf(x) = lim
h→0+
Tt,t+hf(x)− f(x)
h
= lim
h→0+
1√
2pi
∫
R
eipx
e
∫ t+h
t
η(p,τ)dτ − 1
h
f˜(p)dp
The result immediately follows by exchanging the limit and the integral, which is permitted
by the dominated convergence theorem. Indeed, by the mean value theorem,∣∣∣∣eipx e
∫ t+h
t
η(p,τ)dτ − 1
h
f˜(p)
∣∣∣∣ = ∣∣∣∣eipx eη(p,τ∗)h − 1h f˜(p)
∣∣∣∣ ≤ ∣∣∣∣η(p, τ ∗)f˜(p)∣∣∣∣
≤
∣∣∣∣η(p, τmax)f˜(p)∣∣∣∣ ≤ ∣∣∣∣C(1 + |p|2)f˜(p)∣∣∣∣
where τmax is the point where |η(p, τ)| has its maximum in τ and, in the last inequality, we
used [[1], p.31]. Moreover ∫
R
|C(1 + |p|2)f˜(p)dp <∞
since |C(1 + |p|2)f˜(p)| is clearly a Schwartz function.
iii) It is sufficient to insert (6) into (11) and the result is obtained by Fourier inversion.
Some of the processes considered here are symmetric. Recall that an additive process is
symmetric if the transition probability is such that ps,t(dy) = ps,t(−dy), for any s, t ∈ R+.
In this case the characteristic function of its increments (5) reads
Eeiξ(X(t)−X(s)) = e
∫ t
s
η(|ξ|,τ)dτ 0 ≤ s ≤ t. (12)
The following result extends to symmetric additive processes a well-known property enjoyed
by symmetric Le´vy ones (see [1] p.178).
Lemma 2 Let X be a symmetric additive process. Then the associated propagator Ts,t is
self-adjoint in L2.
Proof. By (9) we can write
Ts,tf(x) =
∫
R
f(x+ y)ps,t(dy) =
∫
R
f(x+ y)ps,t(−dy) =
∫
R
f(x− y)ps,t(dy).
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It is enough to show that < Ts,tf ; g >=< f ;Ts,tg >, for any f, g ∈ L2 (where < ·; · > denotes
the scalar product in L2). Then
< Ts,tf ; g >=
∫
R
Ts,tf(x)g(x)dx =
∫
R
∫
R
f(x− y)ps,t(dy)g(x)dx
=
∫
R
∫
R
f(x′)ps,t(dy)g(x′ + y)dx′ =
∫
R
f(x′)Ts,tg(x′)dx′ =< f ;Ts,tg >
where the order of integration has been inverted by the Fubini theorem.
2.2 Time-change by inhomogeneous subordinators
The so-called non-homogeneous subordinators (i.e. non-decreasing additive processes, which
can be used as random-time) have been studied in [40]. Their transition measure µs,t has
Laplace transform ∫ ∞
0
e−ηzµs,t(dz) = e−
∫ t
s
f(η,τ)dτ , η > 0,
where f(η, τ) =
∫∞
0
(1− e−sη)ντ (ds) is a Bernstein function in the variable η. A remarkable
example is the multistable subordinator studied in [39], which corresponds to f(η, τ) = ηα(τ),
where α(τ) ∈ (0, 1).
In [40] the authors considered propagators defined by the Bochner integral
Ts,tf =
∫ ∞
0
Tzf µs,t(dz), (13)
where Tt is a contraction semigroup (not necessarily associated to a stochastic process) acting
on a generic Banach space, and µs,t is the increment law of a non-homogeneous subordinator.
The operator (13) is a subordinated propagator (not necessarily associated to a stochastic
process) acting on a generic Banach space. In [40], Theorem 4.1, the form of the time-
dependent generator of (13) is found, by considering an Hilbert space as domain of Ts,t and
assuming Ts,t to be self-adjoint. This result generalizes the Phillips theorem (see [44]) holding
for one-parameter subordinated semigroups.
In view of what follows, it is useful to prove a more general result which is valid for
not necessarily self-adjoint propagators. The price we pay to make this generalization is
to narrow the attention to propagators acting on S(R) only. Moreover we only consider
propagators associated to time-changed Le´vy processes.
Lemma 3 Let M be a Le´vy process associated to the semigroup Tt on S(R), having charac-
teristic function EeiξM(t) = etη(ξ), ξ ∈ R and let H be an inhomogeneous subordinator with
Laplace transform Ee−p(H(t)−H(s)) = e−
∫ t
s
f(p,τ)dτ , p ∈ R+. Then the additive processM(H(t))
has time-dependent generator
Lth(x) =
∫ ∞
0
(Tzh(x)− h(x))νt(dz), h ∈ S(R).
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Proof. By a standard conditioning argument, we have
EeipM(H(t)) = e−
∫ t
0
f(−η(p),τ)dτ .
It is now sufficient to apply Lemma 1 to the characteristic exponent −f(−η(p), τ). Indeed,
by using expression (11), we have
Lth(x) = 1√
2pi
∫
R
eipx
(
−f(−η(p), t)
)
h˜(p)dp =
1√
2pi
∫
R
eipx
(∫ ∞
0
(eη(p)s − 1)νt(ds)
)
h˜(p)dp
and recalling that
Tsh(x) =
1√
2pi
∫
R
eipxeη(p)sh˜(p)dp
we obtain the result.
3 Fractional derivatives with time-varying parameters
3.1 Multistable processes and their generators
The Riesz-Feller (RF) fractional derivative is a pseudo-differential operator defined in [36]
by means of its Fourier transform. For any f ∈ S(R), the RF fractional derivative Dα,θ (with
α ∈ (0, 2], and |θ| ≤ min{α, 2− α}), is defined by 1
1√
2pi
∫
R
e−iξxDα,θx f(x)dx = −|ξ|αe−i sign(ξ)θpi/2f˜(ξ), (14)
namely its ”symbol” reads
D̂α,θ(ξ) = −|ξ|αe−i sign(ξ)θpi/2. (15)
The adjoint of Dα,θ is defined as the operator Dα,θ such that∫
R
Dα,θx f(x) g(x)dx =
∫
R
f(x)Dα,θx g(x)dx ∀f, g ∈ S(R) (16)
and it is easy to check that Dα,θ is such that
1√
2pi
∫
R
e−iξxDα,θx f(x)dx = −ψα,θ(ξ)f˜(ξ) = −|ξ|αei sign(ξ)θpi/2f˜(ξ). (17)
1To avoid confusion with formulas reported in [36], we point out that our definition of Fourier transform
of a function h is hˆ(ξ) = 1/
√
2pi
∫
R
e−iξxh(x)dx , while the authors in [36] define the Fourier transform as
hˆM (ξ) =
∫
R
eiξxh(x)dx, hence we have hˆ(ξ) = hˆM (−ξ)/
√
2pi. Then, for h(x) = Dα,θx f(x), the authors in [36]
write hˆM (ξ) = −|ξ|αeisgn(ξ)piθ/2fˆM (ξ), which, according to our definition of Fourier transform, becomes
hˆ(ξ) = − 1√
2pi
|ξ|αe−isgn(ξ)piθ/2fˆM (−ξ) = −|ξ|αe−isgn(ξ)piθ/2fˆ(ξ)
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Indeed, by writing Dα,θx f(x) and Dα,θx g(x) as the inverse Fourier transforms of (14) and (17),
we can verify that (16) is satisfied.
By inserting (17) into (11) (restricted to the time-homogeneous case), we see that the
operator Dα,θ is the generator of the stable process Sα,θ. Therefore, if Tt is the stable
semigroup, we have that q(x, t) = Ttf(x) = E(f(Sα,θ(t))|Sα,θ(0) = x) solves
∂
∂t
q(x, t) = Dα,θx q(x, t) q(x, 0) = f(x),
while the stable density pα,θ(x, y, t) (which obviously depends on y − x only, since Sα,θ is a
Le´vy process) solves the backward equation
∂
∂t
pα,θ(x, y, t) = Dα,θx pα,θ(x, y, t) pα,θ(x, y, 0) = δ(x− y).
The picture is completed by the forward equation (where the operator on the right-hand
side acts on the forward variable y)
∂
∂t
pα,θ(x, y, t) = Dα,θy pα,θ(x, y, t) pα,θ(x, y, 0) = δ(x− y)
which has been studied in [36] (although with a different notation and in a different setting).
The previous facts can be extended to the case of time-varying fractional index α(t) and
asymmetry parameter θ(t), both assumed to be continuous. To this aim we give the following
definition.
Definition 4 (RF fractional derivative with varying parameters) Let t→ α(t) and t→ θ(t)
be two continuous functions such that α(t) ∈ (0, 2] and |θ(t)| ≤ min{α(t), 2− α(t)}, ∀t ≥ 0.
We define Dα(t),θ(t) by its Fourier transform
1√
2pi
∫
R
e−iξxDα(t),θ(t)x f(x)dx = −|ξ|α(t)e−i sign(ξ)θ(t)pi/2f˜(ξ), f ∈ S(R), (18)
for any t ≥ 0, so that its symbol can be written as
D̂α(t),θ(t)(ξ) = −|ξ|α(t)e−i sign(ξ)θ(t)pi/2. (19)
Thanks to a suitable regularization of hyper-singular integrals, the fractional derivative
Dα(t),θ(t) defined above can be also represented as follows (see [[36], (2.8)]):
Dα(t),θ(t)x u(x) =
Γ(1 + α(t))
pi
sin
(
[α(t) + θ(t)] pi
2
)∫ +∞
0
f(x+ z)− f(x)
z1+α(t)
dz (20)
+
Γ(1 + α(t))
pi
sin
(
[α(t)− θ(t)] pi
2
)∫ +∞
0
f(x− z)− f(x)
z1+α(t)
dz,
The adjoint of the time-varying RF fractional derivative, say Dα(t),θ(t), is defined by
1√
2pi
∫
R
e−iξxDα(t),θ(t)x f(x)dx = −ψα(t),θ(t)(ξ)f˜(ξ) = −|ξ|α(t)ei sign(ξ)θ(t)pi/2f˜(ξ). (21)
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By (11), Dα(t),θ(t)x is the time-dependent generator of the so-called multistable process SIα,θ
studied in [32] and [15], since its characteristic function reads
EeiξS
I
α,θ
(t) = exp
{
−
∫ t
0
ψα(s),θ(s)(ξ)ds
}
. (22)
In the special case where α(t) ≤ 1 and θ(t) = −α(t) for each t ≥ 0, the process SIα,θ
coincides with the multistable subordinator given in [39] and the generator reduces to the
variable order (left-sided) Riemann-Liouville derivative,
Dα(t),−α(t)x f(x) :=
{
(−1)
Γ(1−α(t))
d
dx
∫ +∞
x
f(z)
(x−z)α(t)dz, α(t) ∈ (0, 1)
d
dx
f(x), α(t) = 1, ∀t, (23)
with symbol −(−iξ)α(t).
Finally, in the symmetric case θ(t) = 0 ∀t > 0, the propagator is self-adjoint (in agree-
ment to Lemma 2), and its generator is given by the self-adjoint RF derivative (which is
also known as Riesz derivative) Dα(t),0 = Dα(t),0, with symbol −|ξ|α(t), having the following
representation
Dα(t),0x f(x) =
{
Γ(1+α(t))
pi
sin
(
α(t)pi
2
) ∫ +∞
0
f(x+z)+f(x−z)−2f(x)
z1+α(t)
dz α(t) 6= 2
d2
dx2
f(x) α(t) = 2
(24)
3.2 Fractional logarithmic operator with time-varying parameters
By the Phillips’ theorem, the classical Geometric Stable process Sα,θ(Γ) has generator
Gα,θb u =
∫ ∞
0
(Tsu− u) e
−s/b
s
ds
where Tt is the semigroup associated to Sα,θ. Since the characteristic function reads
EeiξSα,θ(Γ(t)) = exp{−t ln(1 + bψα,θ(ξ))},
where −ψα,θ(ξ) = −|ξ|αeipi2 θsgn(ξ) is the symbol of Dα,θ, then, in the spirit of operational func-
tional calculus, we wonder if the generator can be also written in the form of the fractional
operator
Gα,θb = − ln(1− bDα,θ). (25)
But, in order to give sense to (25), we need a broader discussion, which regards a large class
of subordinated semigroups. Let Tt be a contraction semigroup generated by A and let T ft
be the time changed semigroup, where f(x) =
∫∞
0
(1 − e−sx)ν(ds) is the Bernstein function
of the underlying subordinator with Le´vy measure ν. The Phillips’ theorem states that the
generator of T ft is
Afu =
∫ ∞
0
(Tsu− u)ν(ds).
where Dom(A) ⊂ Dom(Af). We now wonder whether it is possible to write Af = −f(−A)
in the sense of operational functional calculus. According to [45], the answer is affirmative
if f is a complete Bernstein function.
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We recall that a function f on (0,∞) is said to be a complete Bernstein function if and
only if has the following analytic continuation on the upper complex half-plane
f(z) = a+ bz +
∫ ∞
0
z
z + τ
σ(dτ), Im z > 0,
for suitable constants a, b ≥ 0 and a suitable measure σ such that ∫∞
0
σ(dτ)
1+τ
<∞ (for further
details see [46], ch.6).
By taking a = 0, b = 0 and σ(dτ) = dτ
τ
1[b−1,∞], we have that z → ln(1+ bz) is a complete
Bernstein function with the following representation
ln(1 + bz) =
∫ ∞
b−1
z
τ(τ + z)
dτ.
Hence, by using [45], p.455, we obtain a nice integral representation of Gα,θb involving the
adjoint of the RF derivative Dα,θ and its resolvent Rτ := (τ −Dα,θ)−1 only:
Gα,θb = − ln(1− bDα,θ) =
∫ ∞
b−1
1
τ
Dα,θ(τ −Dα,θ)−1dτ (26)
which is valid onDom(Dα,θ). In the spirit of [3], [4] and [5], we call (26) fractional logarithmic
operator. Analogously, by considering a generic semigroup Tt generated by A, subordination
to Gamma process produces the new generator
− ln(1− bA) =
∫ ∞
b−1
1
τ
A(τ −A)−1dτ. (27)
Remark 5 In order to strengthen the connection to fractional calculus, we observe that for
functions f ∈ S(R) such that f˜(ξ) is compactly supported in |ξ| < 1/b 1α , the symbol of the
generator can be expanded as
̂Gα,θb (ξ)f˜(ξ) = − ln(1 + bψα,θ(ξ))f˜(ξ) =
∞∑
n=1
(−1)nbn
n
ψnα,θ(ξ)f˜(ξ).
Therefore Gα,θb has the form of a powers’ series of fractional operators, i.e.
Gα,θb f(x) =
∞∑
n=1
bn
n
Dα,θx ...Dα,θx︸ ︷︷ ︸
n−times
f(x) (28)
provided that the series converges uniformly. Regarding formula (28), it must be taken into
account that, for any f ∈ S(R), we have
Dα,θ...Dα,θ︸ ︷︷ ︸
j−times
f ∈ S(R),
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for any j ∈ N. Formula (28) can be checked by observing that
1√
2pi
∫ +∞
−∞
e−iξx
∞∑
n=1
bn
n
Dα,θx ...Dα,θx︸ ︷︷ ︸
n−times
f(x)dx
=
1√
2pi
∞∑
n=1
bn
n
∫ +∞
−∞
e−iξxDα,θx ...Dα,θx︸ ︷︷ ︸
n−times
f(x)dx
= [by (21)]
= − 1√
2pi
∞∑
n=1
bn
n
ψα,θ(ξ)f˜(ξ)
∫ +∞
−∞
e−iξxDα,θx ...Dα,θx︸ ︷︷ ︸
(n−1)−times
f(x)dx
=
∞∑
n=1
(−b)n
n
ψα,θ(ξ)
nf˜(ξ)n.
In the following sections, we study propagators generated by two possible time-inhomogeneous
extensions of (26). The first one is obtained by letting α and θ depend on t, as follows.
Definition 6 Let t→ α(t) and t→ θ(t) be two continuous functions such that α(t) ∈ (0, 2]
and |θ(t)| ≤ min{α(t), 2− α(t)}. Then, for any b > 0, t ≥ 0,
Pα(t),θ(t)b := − ln(1− bDα(t),θ(t)) =
∫ ∞
b−1
1
z
Dα(t),θ(t)(z −Dα(t),θ(t))−1dz. (29)
In the second case, instead, we allow the parameter b to be time-dependent and thus we use
the following operator.
Definition 7 Let t → b(t) be a continuous function such that b(t) > 0 for any t > 0.
Moreover let α ∈ (0, 2], |θ| ≤ min{α, 2− α}. Then, for any t ≥ 0,
Pα,θb(t) := − ln(1− b(t)Dα,θ) =
∫ ∞
b(t)−1
1
z
Dα,θ(z −Dα,θ)−1dz. (30)
The symbols of the two operators defined above are
̂Pα(t),θ(t)b (ξ) = − ln(1 + bψα(t),θ(t)(ξ)) (31)
and
P̂α,θb(t)(ξ) = − ln(1 + b(t)ψα,θ(ξ)) (32)
respectively.
4 First-type inhomogeneous GS process
A natural way of defining a non-homogeneous generalization of the GS process is by consider-
ing a time-varying fractional index α(t), with α(t) ∈ (0, 2], α(t) 6= 1, for any t ≥ 0, similarly
to what is done for defining the multistable process in [32]. This will influence the thickness of
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the tails, which are no more power-law as in the homogeneous case (see [31]). We also let the
asymmetry parameter θ vary with t, under the assumption that |θ(t)| ≤ min{α(t), 2−α(t)},
∀t ≥ 0. By assigning the two functions t → α(t) and t → θ(t) with the above properties,
and assuming their continuity, we have the following:
Definition 8 (Inhomogeneous GS process - I) The process GIα,θ :=
{
GIα,θ(t), t ≥ 0
}
is
defined by the following joint characteristic function:
Eei
∑d
j=1 ξjG
I
α,θ
(tj) := exp
{
−
∫
R
ln
(
1 + bψα(z),θ(z)
(
d∑
j=1
ξj1[0,tj ](z)
))
dz
}
, (33)
for ξj ∈ R, tj ≥ 0, d ∈ N.
The process defined above (which, for brevity, we will call GSI), is an additive process,
as can be checked by comparing (33) with (8) and taking into account the symbol of the
usual GS given in (4).
Remark 9 For the reader’s convenience, we present the two main special cases of (33), i.e.
i) for α(t) ∈ (0, 1), θ(t) = ±α(t) (completely asymmetric case)
Eei
∑d
j=1 ξjG
I
α,±α(tj) := exp
{
−
∫
R
ln
(
1 + b(±i)α(z)
( d∑
j=1
ξj1[0,tj ](z)
)α(z))
dz
}
. (34)
ii) for α(t) ∈ (0, 2), with α(t) 6= 1, and θ(t) = 0 (symmetric case)
Eei
∑d
j=1 ξjG
I
α,0(tj) := exp
−
∫
R
ln
1 + b ∣∣∣∣∣
d∑
j=1
ξj1[0,tj ](z)
∣∣∣∣∣
α(z)
 dz
 . (35)
It is easy to check the independence of increments: indeed, in the first case, for θ(t) = ±α(t),
we have, from (34), that
Eeiξ[G
I
α,±α(t2)−GIα,±α(t1)] = exp
{
−
∫
R
ln
(
1 + b(±i)α(z)ξα(z) (1[0,t2](z)− 1[0,t1](z))α(z)) dz}
= exp
{
−
∫
R
ln
(
1 + b(±i)α(z)ξα(z) (1[t1,t2](z))α(z)) dz}
= exp
{
−
∫ t2
t1
ln
(
1 + b(±i)α(z)ξα(z)) dz}
and thus
EeiξG
I
α,±α(t2) = exp
{
−
∫ t2
t1
ln
(
1 + b(±i)α(z)ξα(z)) dz − ∫ t1
0
ln
(
1 + b(±i)α(z)ξα(z)) dz}
= Eeiξ[G
I
α,±α(t2)−GIα,−α(t1)]EeiξG
I
α,±α(t1).
A similar check can be done for θ(t) = 0.
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Theorem 10 Let f ∈ S(R) and let Pα(t),θ(t)b be the operator defined in Def.6, then, for any
b > 0, t ≥ s, the following initial value problem{
∂
∂t
u(x, t) = Pα(t),θ(t)b,x u(x, t)
u(x, s) = f(x)
(36)
is satisfied by T
GI
α,θ
s,t f(x) := E
[
f
(
GIα,θ(t)
)∣∣GIα,θ(s) = x].
Proof. The process GIα,θ :=
{
GIα,θ(t), t ≥ 0
}
has characteristic function
EeiξG
I
α,θ
(t) = exp
{
−
∫ t
0
ln
(
1 + bψα(z),θ(z)(ξ)
)
dz
}
, ξ ∈ R, t ≥ 0, b > 0. (37)
By taking the Fourier transform with respect to x, we can rewrite the first equation in (36)
as follows:
∂
∂t
û(ξ, t) =
̂Pα(t),θ(t)b (ξ)û(ξ, t)
= [by (31)]
= − ln(1 + bψα(t),θ(t)(ξ))û(ξ, t),
and Lemma 1 (ii) gives the result.
Remark 11 One could observe that (36) does not apparently coincide with the so called ”for-
ward” equation for propagators (consult, for example, [42]) Indeed, by a simple calculation,
we have
d
dt
Ts,tf = lim
h→0+
Ts,t+h − Ts,t
h
f = lim
h→0+
Ts,tTt,t+h − Ts,t
h
f = lim
h→0+
Ts,t
Tt,t+h − I
h
f = Ts,tAtf
Since, in general, Ts,t and At do not commute, it is not true that u(x, t) = Ts,tf(x) solves
the non autonomous equation d
dt
u(x, t) = Atu(x, t) under u(x, s) = f(x). However, in our
case, f lives in the Schwartz space, and it is easy to check that Ts,t and At (which are given
by (10) and (11)), commute.
4.0.1 On the subordinator
In the special case where θ(t) = −α(t) and α(t) ∈ (0, 1) for any t > 0, we can easily evaluate
the Le´vy measure of the process GIα,−α, which is a inhomogeneous subordinator in the sense
of [40]. Recall that ψα(t),−α(t)(ξ) = (−iξ)α(t) and thus the Laplace transform of GIα,−α can be
written as follows
Ee−λG
I
α,−α(t) = exp
(
−
∫ t
0
ln(1 + bλα(s))ds
)
, λ > 0. (38)
The integral in (38) is finite, since∫ t
0
ln(1 + bλα(s))ds ≤ b
∫ t
0
λα(s)ds <∞,
for α(s) ∈ (0, 1), for any s.
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Lemma 12 The time dependent Le´vy measure of GIα,−α is given by
ν
GIα,−α
t (dx) = x
−1α(t)Eα(t)(−xα(t)/b)dx, (39)
where, for any s ≥ 0, Eα(s)(x) denotes the Mittag-Leffler function Eα(s)(x) =
∑∞
j=0
xj
Γ(α(s)j+1)
.
Proof. From (39), by applying formula (1.9.13), p.47 in [23], for any fixed t, we can write∫ +∞
0
(e−λx − 1)νG
I
α,−α
t (x)dx
= − α(t)
∫ +∞
0
(∫ λ
0
e−zxdz
)
Eα(t)(−xα(t)/b)dx
= − α(t)
∫ λ
0
(∫ +∞
0
e−zxEα(t)(−xα(t)/b)dx
)
dz
= − bα(t)
∫ λ
0
zα(t)−1
bzα(t) + 1
dz
= − ln(1 + bλα(t)),
which agrees with (38). We now check that the condition
∫ +∞
0
x
1+x
ν
GIα,−α
t (x)dx < ∞ is
satisfied, as follows ∫ +∞
0
x
1 + x
ν
GIα,−α
t (x)dx
= α(t)
∫ +∞
0
1
1 + x
Eα(t)(−xα(t)/b)dx
= [by (3.4.30) in [17]]
≤ bα(t)M+
∫ +∞
0
1
1 + x
1
b+ xα(t)
dx <∞,
where M+ is a positive constant.
It is easy to check that, letting α(t)→ 1, for any t, we obtain from (39) that
lim
α(t)→1
ν
GIα,−α
t (x)dx = x
−1e−x/b = νΓ (dx)
while, for α(t) = α, for any t ≥ 0, we get the Le´vy measure of the standard GS process,
which reads ν
Gα,−α
t (x)dx = x
−1αEα(−xα/b) (see [48]).
Finally, we show how the tails’ behavior of the density of the process GIα,−α, for any fixed
t, differs from those holding for both the stable and geometric stable random variables (see
[43], p. 17, and [29] respectively). The latter is, obviously, obtained in the special case where
α(s) = α, for any s.
Theorem 13 Let α∗t := max0≤s≤t α(s), then, for x→∞,
P (GIα,−α(t) > x) ∼
b
Γ(1− α∗t )
∫ t
0
α(s)x−α(s)ds, t ≥ 0. (40)
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Proof. By (38), we can write that∫ +∞
0
e−ηxP (GIα,−α(t) > x)dx =
1− Ee−ηGIα,−α(t)
η
(41)
=
1− exp{− ∫ t
0
ln(1 + bηα(s))ds}
η
∼ bηα∗t−1
∫ t
0
α(s)ηα(s)−α
∗
t ds,
for any fixed t and for η → 0. The integral in the last line of (41) is a regularly varying
function in 1/η, since, for any real k, by the mean value theorem we have that∫ t
0
α(s)(kη)α(s)−α
∗
t ds∫ t
0
α(s)ηα(s)−α∗t ds
= kα(st)−α
∗
t ,
where st ∈ (0, t]. Then, by applying the Tauberian theorem (see Theorem XIII-5-4, p.446,
in [16]), as x→∞ we obtain
P (GIα,−α(t) > x) ∼
bx−α
∗
t
Γ(1− α∗t )
∫ t
0
α(s)xα
∗
t−α(s)ds.
Remark 14 An analogous result is proved to hold, in [2], for the multistable symmetric
process.
5 Second-type inhomogeneous GS process
We here recall the definition of time-inhomogeneous (or additive) Gamma subordinator,
which we denote by Γ I :=
{
Γ I(t), t ≥ 0}. The latter has been studied for the first time in [11]
and then considered in [40] as a remarkable example among inhomogeneous subordinators.
For an assigned strictly positive and bounded function s→ b(s), the process Γ I is completely
determined by its finite dimensional distributions
Eei
∑d
j=1 ξjΓ
I(tj ) := exp
{
−
∫
R
ln
(
1− ib(s)
d∑
j=1
ξj1(0,tj)(s)
)
ds
}
, (42)
corresponding to the time-dependent Le´vy density
νΓ
I
t (x) = x
−1e−x/b(t), x > 0. (43)
It is evident that, in the special case b(t) = b, the process Γ I reduces to the standard Gamma
subordinator Γ .
We prove now the following result concerning the governing equation of the additive
Gamma subordinator, by considering that, for α = 1, θ = −1, equations (30) and (32)
reduce to
Pb(t),xf(x) = − ln
(
1− b(t) d
dx
)
f(x) =
∫ ∞
b(t)−1
1
z
d
dx
(
z − d
dx
)−1
f(x)dz
16
and
P̂b(t)(ξ) = − ln(1− ib(t)ξ) (44)
respectively.
Lemma 15 Let f ∈ S(R). Then the propagator T Γ Is,t f(x) := E
[
f
(
Γ I(t)
)∣∣Γ I(s) = x] asso-
ciated to the process Γ I satisfies the following initial value problem{
∂
∂t
u(x, t) = − ln (1− b(t) ∂
∂x
)
u(x, t), t ≥ s
u(x, s) = f(x)
.
where the operator on the right side must be meant in the sense of (27).
Proof. We take the first time-derivative of (42), in the case d = 1 with t1 = t and ξ1 = ξ,
so that we get
∂
∂t
EeiξΓ
I(t) = − ln (1− ib(t)ξ)EeiξΓ I(t)
= P̂b(t)(ξ)EeiξΓ I(t),
and considering Lemma 1 (ii), the proof is complete.
In order to let this process verify the useful property of finite exponential moments, we
make the further assumption that b(t) < K, for any t ≥ 0 and for a constant K < 1. Thus,
for any fixed t and for |u| ≤ 1
K
, we have that∫ +∞
0
euxµΓ
I
t (x)dx =
∫ t
0
∫ +∞
0
x−1ex(u−1/b(s))dxds <∞. (45)
This is a necessary and sufficient condition for the finiteness of the moment generating
function (see [13]), which, thus, is finite for any |γ| ≤ 1
k
, and reads
EeγΓ
I(t) = exp
{
−
∫ t
0
ln (1− γb(s)) ds
}
,
so that we get
EΓ I(t) =
∫ t
0
b(s)ds (46)
V
[
Γ I(t)
]
=
∫ t
0
b(s)2ds
As a consequence of (45), we can state that the additive Gamma process Γ I is a special
semimartingale (see [21]) and then it is suitable for financial applications (see [22]), when
b(t) < K < 1.
The additive Gamma process is the fundamental ingredient to construct the following.
Definition 16 (Inhomogeneous GS process - II) Let {Sα,θ(t), t ≥ 0} be an α-stable
process defined in (1) and Γ I be a inhomogeneous Gamma subordinator, independent from
Sα,θ, we define G
II
α,θ :=
{
GIIα,θ(t), t ≥ 0
}
by the following subordination (see section 2.2)
GIIα,θ(t) := Sα,θ(Γ
I(t)), t ≥ 0. (47)
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Theorem 17 Let f ∈ S(R), then T G
II
α,θ
s,t f(x) := E
[
f
(
GIIα,θ(t)
)∣∣GIIα,θ(s) = x] satisfies the
following initial value problem{
∂
∂t
u(x, t) = Pα,θb(t),xu(x, t), t ≥ s
u(x, s) = f(x).
, (48)
where the operator Pα,θb(t),x is defined in Def.7.
Proof. For any t > 0, we can evaluate the characteristic function of Sα,θ(Γ
I(t)), by a
standard conditioning argument
EeiξSα,θ(Γ
I(t)) = E
{
E
[
eiξSα,θ(Γ
I(t))
∣∣∣Γ I(t)]} = E exp{−ψα,θ(ξ)Γ I(t)} (49)
= [by (1)]
= exp
{
−
∫ t
0
ln [1 + b(s)ψα,θ(ξ)] ds
}
,
where b(s) ≥ 0, for any s ≥ 0 and ∫ t
0
b(s)ds < ∞. By taking the Fourier transform of the
first equation in (48), we get, by (32)
∂
∂t
û(ξ, t) = P̂α,θb(t)(ξ)û(ξ, t)
= − ln(1 + b(t)ψα,θ(ξ))û(ξ, t)
and Lemma 1 (ii) gives the result.
Of course, the same considerations made in Remark 11 are also valid for Theorem 17.
Remark 18 We observe that the process defined in Def (16) can be obtained by a homoge-
neous GS by a time-dependent change of scale, and this makes GSII statistically tractable,
as opposed to the usual case of non-stationary processes. Indeed, let Gα,θ be a homogeneous
geometric stable process such that
EeiξGα,θ(t) = e−t ln(1+ψα,θ(ξ))
We divide the interval [0, t] into n subintervals of length t/n and write the telescopic series
Gα,θ(t) =
∑n−1
k=0(Gα,θ(tk+1) − Gα,θ(tk)). In order to change the scale, we let the increment
Gα,θ(tk+1)−Gα,θ(tk) be changed into b(tk) 1α
(
Gα,θ(tk+1)−Gα,θ(tk)
)
. Then, for any t ≥ 0, the
following limit as n→∞ holds in distribution
n−1∑
k=0
b(tk)
1
α
(
Gα,θ(tk+1)−Gα,θ(tk)
) d→ GIIα,θ(t) (50)
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Indeed, by independence of the increments,
E exp
{
iξ
n−1∑
k=0
b(tk)
1
α
(
Gα,θ(tk+1)−Gα,θ(tk)
)}
=
n−1∏
k=0
E exp
{
iξb(tk)
1
α (Gα,θ(tk+1)−Gα,θ(tk))
}
=
n−1∏
k=0
exp
{
−(tk+1 − tk) ln(1 + b(tk)ψα,θ(ξ))
}
n→∞→ exp
{
−
∫ t
0
ln(1 + b(τ)ψα,θ(ξ))dτ
}
.
We derive now the tails’ behavior of the density of the process GIIα,θ, for any fixed t. In
this case, contrary to GSI , we can prove the following result in the more general setting,
i.e. for any α ∈ (0, 2] and |θ| ≤ min{α, 2− α}, not only in the completely positively skewed
case. Indeed, we can resort here to the subordinating relation (47).
Theorem 19 Let α ∈ (0, 2] and |θ| ≤ min{α, 2− α}, then we have that{
limx→∞ xαP (GIIα,θ(t) > x) =
Cα,θ
Γ(1−α)
∫ t
0
b(s)ds
limx→∞ xαP (GIIα,θ(t) < −x) = Cα,θΓ(1−α)
∫ t
0
b(s)ds
, t ≥ 0, (51)
where Cα,θ =
1
2
[
1− tan(piθ/2)
tan(piα/2)
]
and Cα,θ =
1
2
[
1 + tan(piθ/2)
tan(piα/2)
]
.
Proof. We prove the first relation in (51), the second one can be obtained by similar
arguments. We apply Property 1.2.15 in [43], p.16, regarding the tail behavior of the stable
process, which in our parametrization of stable laws 2 reads
lim
x→∞
xαP (Sα,θ(t) > x) =
Cα,θ t
Γ(1− α) .
By Def.16, we have
lim
x→∞
xαP (Sα,θ(Γ(t)) > x) = lim
x→∞
xα
∫ ∞
0
P (Sα,θ(Γ
I(t)) > x|ΓI(t) = z)P (Γ I(t) ∈ dz)
=
∫ ∞
0
lim
x→∞
xαP (Sα,θ(z) > x)P (Γ
I(t) ∈ dz)
=
Cα,θ
Γ(1− α)EΓ
I(t),
which gives (51), by (46).
2In agreement with part of the literature, the authors in [43] express the characteristic function of stable
distributions using the parameters triplet α, σ, β (see [43] p.7). Our parametrization with (α, θ), due to
Feller, can be obtained by setting σ = (cos piθ2 )
1
α and θ = 2pi arctan(−β tan piα2 ).
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5.0.1 Computation of the Le´vy measure
We now compute explicitly the time-dependent Le´vy measure of the GSII process. This
expression is not even known for the homogeneous geometric stable process, with the excep-
tion of the case of the GS subordinator (see, for example, [48]). In the following, let Hm,np,q
denote the H-function defined as (see [38] p.13):
Hm,np,q
[
z| (a1, A1) ... (ap, Ap)
(b1, B1) ... (bq, Bq)
]
=
1
2pii
∫
L
{
m∏
j=1
Γ(bj +Bjs)
}{
n∏
j=1
Γ(1− aj − Ajs)
}
z−sds{
q∏
j=m+1
Γ(1− bj − Bjs)
}{
p∏
j=n+1
Γ(aj + Ajs)
} ,
with z 6= 0, m, n, p, q ∈ N0, for 0 ≤ m ≤ q, 0 ≤ n ≤ p, aj , bj ∈ R, Aj , Bj ∈ R+, for i = 1, ..., p,
j = 1, ..., q and L is a contour such that the following condition is satisfied
Aλ(bj + ν) 6= Bj(aλ − k − 1), j = 1, ..., m, λ = 1, ..., n, ν, k = 0, 1, ... (52)
Let moreover µ =
∑q
j=1Bj −
∑p
j=1Aj .
For details on the use of H-function in connection with fractional process, see [37].
Lemma 20 The Le´vy measure of GSII defined in Def.16 is given, for α ∈ (0, 1), by
ν
GII
α,θ
t (dx) = α
dx
|x|H
1,2
3,2
 b(t)
|x|α
∣∣∣∣ (1, α) (1, 1)
(
1, α−θsign(x)
2
)
(1, 1)
(
1, α−θsign(x)
2
)  , x 6= 0, |θ| ≤ α
(53)
while, for α ∈ (1, 2), by
ν
GII
α,θ
t (dx) =
dx
α|x|H
2,1
2,3
 |x|
b(t)1/α
∣∣∣∣
(
1, 1
α
) (
1, α−θsign(x)
2α
)
(1, 1)
(
0, 1
α
) (
1, α−θsign(x)
2α
)  , x 6= 0, |θ| ≤ 2−α.
(54)
Proof. We apply the series representation of the stable law (see [16], Lemma 1, p.583),
together with the reflection property of the Gamma function. Then, by considering the
subordinating relationship Sα,θ(Γ
I) together with (43) and (1.140) in [38], we can write, for
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x > 0 and α ∈ (0, 1), with |θ| ≤ α,
ν
GII
α,θ
t (dx) = dx
∫ +∞
0
pα(x; θ, τ)τ
−1e−τ/b(t)dτ
= dx
∫ +∞
0
1
τ 1/α
pα
( x
τ 1/α
; θ, 1
)
τ−1e−τ/b(t)dτ
=
dx
pix
∞∑
k=1
(−x−α)kΓ(kα + 1) sin(k(θ − α)pi/2)
k!
∫ +∞
0
τk−1e−τ/b(t)dτ
= −αdx
pix
∞∑
k=1
(−b(t)x−α)k
(k − 1)! Γ(kα)Γ(k) sin(k(α− θ)pi/2)
= −αdx
x
∞∑
k=1
(−b(t)x−α)k
(k − 1)!
Γ(kα)Γ(k)
Γ(k(α− θ)/2)Γ(1− k(α− θ)/2)
= αdxb(t)x−α−1
∞∑
l=0
(−b(t)x−α)l
l!
Γ(lα + α)Γ(l + 1)
Γ((l + 1)(α− θ)/2)Γ(1− (l + 1)(α− θ)/2)
=
αdxb(t)x−α−1
2pii
∫
L
Γ(s)Γ(α− αs)Γ(1− s)(b(t)x−α)−sds
Γ((α− θ)(1− s)/2)Γ(1− (α− θ)(1− s)/2)
= αdxb(t)x−α−1H1,23,2
[
b(t)
xα
∣∣∣∣ (1− α, α) (0, 1) (1− α−θ2 , α−θ2 )(0, 1) (1− α−θ
2
, α−θ
2
) ]
which coincides with (53), by applying (1.60) of [38], with σ = 1. It is immediate to check
that condition (52) is satisfied. As far as the case α ∈ (1, 2) with |θ| ≤ 2 − α, is concerned,
we have that
ν
GII
α,θ
t (dx) = dx
∫ +∞
0
1
τ 1/α
pα
( x
τ 1/α
; θ, 1
)
τ−1e−τ/b(t)dτ (55)
=
dx
pix
∞∑
k=1
(−x)kΓ(k/α+ 1) sin(k(θ − α)pi/2α)
k!
∫ +∞
0
τ−
k
α
−1− 1
α e−τ/b(t)dτ
= − dx
αpix
∞∑
k=1
(−b(t)−1/αx)k
(k − 1)! Γ(k/α)Γ(−k/α) sin(k(α− θ)pi/2α)
= − dx
αx
∞∑
k=1
(−b(t)−1/αx)k
(k − 1)!
Γ(k/α)Γ(−k/α)
Γ(k(α− θ)/2α)Γ(1− k(α− θ)/2α)
=
dxb(t)−1/α
α
∞∑
l=0
(−b(t)−1/αx)l
l!
Γ((l + 1)/α)Γ(−(l + 1)/α)
Γ((l + 1)(α− θ)/2α)Γ(1− (l + 1)(α− θ)/2α)
=
dxb(t)−1/α
2αpii
∫
L
Γ(s)Γ((1− s)/α)Γ((s− 1)/α)(b(t)−1/αx)−sds
Γ((α− θ)(1− s)/2α)Γ(1− (α− θ)(1− s)/2α)
=
dx
αb(t)1/α
H2,12,3
[ |x|
b(t)1/α
∣∣∣∣ (1− 1α , 1α) (α+θ2α , α−θ2α )(0, 1) (− 1
α
, 1
α
) (
α+θ
2α
, α−θ
2α
) ] ,
which, by considering that α > θ, coincides with (54). For x < 0 similar steps lead to (53)
and (54), respectively, for α ∈ (0, 1) and α ∈ (1, 2), by applying formula (6.4) in [16].
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Remark 21 We can check that (53) coincides with the Le´vy measure of the GS subordinator,
for θ = −α, b(t) = b, for any t, and α ∈ (0, 1) (see [10]). Indeed, in this case, we can write
(53) as follows, by applying (1.56), (1.58) and (1.48) in [38]:
ν
GIIα
t (dx) =
α
x
dxH1,12,1
[
b(t)
xα
∣∣∣∣ (1, 1) (1, α)(1, 1)
]
=
α
x
dxH1,11,2
[
xα
b(t)
∣∣∣∣ (0, 1)(0, 1) (0, α)
]
= αx−1Eα(−xα/b(t))dx,
where Eα(z) denotes the Mittag-Leffler function, for α > 0, z ∈ C. Moreover, by letting
α→ 1−, we get (43).
Remark 22 On the other hand, we can check that (54), in the special case α = 2, b(t) = b,
for any t, and θ = 0, coincides with the Le´vy measure of the VG process (see formula (13)
in [34]). Indeed, from the last line of (55) and taking into account (1.60), for σ = −1, and
(1.37)-(1.38) in [38], we have that
ν
GII
α,θ
t (dx) =
dx
2|x|H
2,0
1,2
[ |x|√
b
∣∣∣∣ (1, 12)(1, 1) (0, 1
2
) ]
=
dx
2
√
b
H2,01,2
[ |x|√
b
∣∣∣∣ (12 , 12)(0, 1) (−1
2
, 1
2
) ]
=
dx
2
√
b
1
2pii
∫
L
Γ(s)Γ
(
s
2
− 1
2
) ( |x|√
b
)−s
ds
Γ
(
s
2
+ 1
2
)
=
dx√
b
1
2pii
∫
L
Γ(s)
(
|x|√
b
)−s
ds
s− 1
=
dx√
b
∞∑
ν=−1
lim
s→−ν
(s+ ν)
Γ(s)
s− 1
( |x|√
b
)−s
=
dx√
b
∞∑
ν=−1
lim
s→−ν
Γ(s+ ν + 1)
(s+ ν − 1)....s− 1
( |x|√
b
)−s
=
dx
|x|
∞∑
ν=−1
(−1)ν+1
(ν + 1)!
( |x|√
b
)ν+1
=
dx
|x|e
−|x|/
√
b.
Again, for θ = −α and by letting α → 1+, we can easily obtain from (54) formula (43), by
considering also (1.60) in [38].
5.1 Inhomogeneous Variance Gamma process
For θ = 0 and α = 2, we have the important special case represented by the time-
inhomogeneous VG process (hereafter V GI), which we define as
{
B(Γ I(t)), t ≥ 0} , where
B is a Brownian motion such that B(t) ∼ N (0, 2t). We note that a pioneering definition of
this process can be found in [35]. Its characteristic function reads
EeiξB(Γ
I (t)) = exp
{
−
∫ t
0
ln
(
1 + b(s)ξ2
)
ds
}
(56)
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and its transition operator satisfies the following initial value problem{
∂
∂t
u(x, t) = − ln
(
1− b(t) ∂2
∂x2
)
u(x, t)
u(x, s) = f(x).
Thus the generator of
{
B(Γ I (t)), t ≥ 0} can be written as At = − ln(1− b(t) ∂2∂x2) , by
recalling the representation (30) together with (24).
The mean-square displacement of V GI can be evaluated as follows:
EB2(Γ I(t)) = EΓ I(t) =
∫ t
0
b(s)ds,
which is finite, by assumption. We note that the choice of b(t) determines the asymptotic
properties of the process, which can be either diffusive, sub-diffusive, or super-diffusive.
We further observe that, also in the non-homogeneous case, the V GI process can be
represented as the difference of two independent inhomogeneous gamma subordinators Γ I1
and Γ I2 , each having the following characteristic functions
EeiξΓ
I
1 (t) = EeiξΓ
I
2 (t) = exp
{
−
∫ t
0
ln
(
1− i
√
b(s)ξ
)
ds
}
Indeed, we can write
EeiξΓ
I
1 (t)−iξΓ I2 (t) = exp
{
−
∫ t
0
[
ln
(
1− i
√
b(s)ξ
)
+ ln
(
1 + i
√
b(s)ξ
)]
ds
}
= exp
{
−
∫ t
0
ln
[(
1− i
√
b(s)ξ
)(
1 + i
√
b(s)ξ
)]
ds
}
= exp
{
−
∫ t
0
ln
(
1 + b(s)ξ2
)
ds
}
= EeiξB(Γ
I(t))
and this property is very important for financial applications, in order to model stochastic
volatility.
Under the additional assumption that b(t) < K, for any t ≥ 0 and for a constant K < 1,
it is easy to check that the moment generating function of V GI is finite for any |γ| ≤ 1√
k
:
EeγB(Γ
I (t)) = exp
{∫ t
0
ln
(
1− γ2b(s)) ds} <∞.
As a consequence of the subordination by the gamma process, the VG process has in-
finitely many small jumps and a finite number of large jumps. The subordination implies
the introduction of a new parameter (with respect to the Brownian case) and enables the
VG model to capture the negative skewness and excess kurtosis, which are often displayed,
in financial applications, by the log returns. The variance parameter of the gamma process
controls the degree of randomness of subordination: indeed large values of the variance re-
sult in fatter tails of the density. This feature is confirmed, in the inhomogeneous case, by
considering Theorem 13, for α = 2 and θ = 0.
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