Introduction
Medical image analysis technology, with image segmentation, image matching /registration, motion tracking and the measurement of anatomical and physiological parameters as the main research areas, has seen a tremendous amount of growth over the past decade. The work described in this chapter is concerned with the problem of automatically aligning 3D medical images.
Image registration is one of the most widely encountered problems in a variety of fields including but not limited to medical image analysis, remote sensing, satellite imaging, optical imaging, etc. A possible definition of this problem is: determine the coordinate transformation, or mapping, relating different views of the same or similar objects. These views may arise from:
• The same object "imaged" with different sensors.
• The same object "imaged" repeatedly with the same sensor.
• Multiple similar objects all "imaged" with the same sensor.
• A single object "imaged" with a sensor, and a model (matching) Medical imaging plays a very important role in modern clinical practice.
Often, a single modality alone can not provide adequate information about a patient's condition, so they are imaged by a second and sometimes more modalities. Different modalities, as shown in Figure 1 (from the homepage * Draft, Jan. 22, 2006 However, multi modality images are usually acquired with different devices, at different times, so inevitably there will be some motion between them. This makes accurate geometrical registration a prerequisite step for the effective fusion of the information from multi modality images.
Mathematical Definition
Let I 1 (x, y, z) and I 2 (x, y, z) denoted two images. The relationship between these two images can be expressed as
where T is a 3D spatial-coordinate transformation and g is an intensity transformation.
The registration problem is to find the optimal spatial and intensity transformation so that the images are matched well. Finding the parameters of the optimal geometric coordinate transformation is generally the key to any registration problem while the intensity transformation is not always the task interest.
The transformations can be classified into global and local transformations.
A global transformation is given by a single equation which maps the entire image. Local transformations map the image differently depending on the spatial location and are thus more difficult to express succinctly. The most common global transformations are rigid, affine and projective transformations.
A transformation is called rigid if the distance between points in the image being transformed is preserved. A rigid transformation can be expressed as:
where u(x, y) and v(x, y) denote the displacement at point (x, y) along the X and Y directions; φ is the rotation angle, and (d x , d y ) the translation vector.
A transformation is called affine when any straight line in the first image is mapped onto a straight line in the second image with parallelism being preserved. In 2D, the affine transformation can be expressed as:
where a 11 a 12
denotes an arbitrary real-valued matrix. Scaling transformation, which has a transformation matrix of s1 0 0ŝ2
and shearing transformation, which has a matrix of
are two examples of affine transformation, where s 1 , s 2 and s 3 are positive real numbers.
A more interesting case, in general, is that of a planar surface in motion viewed through a pinhole camera. This motion can be described as a 2D
projective transformation of the plane u(x, y) = m0 * x+m1 * y+m2 m6 * x+m7 * y+1 − x v(x, y) = m3 * x+m4 * y+m5 m6 * x+m7 * y+1 − y In clinical practice, the most commonly used global registration transformations are rigid and affine. For the brain images taken from the same patient using different devices, e.g, CT/MR, or the same devices but at different times, usually a rigid transformation is adequate to explain the variation between them. When two images depicting the same scene are taken from the same viewing angle but from different positions, i.e, the camera was zoomed in/out, or rotated around its optical, an affine transformation is required to match these two images. In this thesis, we will be mainly dealing with these type of global transformations.
When a global transformation does not adequately explain the relationship of a pair of input images, a local transformation may be necessary. To register an image pair taken at different times with some portion of the body experienced growth, or to register two images from different patients falls into this local transformation registration category. A motion (vector) field is usually used to describe the change/displacement in local transformation problem.
The Challenges Remaining
In the past two decades, a broad range of techniques has been developed to deal with the image registration problem for various types of data. For a comprehensive review, we refer the reader to [17] . Generally speaking, rigid registration of mono-modal images from the same patient a solved problem. The challenges remaining for image registration include [12] :
• Interpolation effects: Mutual information is the most popular similarity measure for registering multi-modal images. However, together with most of the existing matching metrics, Mutual Information metric is sensitive to image interpolation artifacts, which limits the registration accuracy.
To overcome this problem, special interpolators are needed.
• Non-rigid body registration: Nonrigid body image registration, in general,
is still an open problem. Much work remains to develop practically useful deformable registration techniques.
• Registration assisted segmentation and segmentation guided registration:
The traditional Atlas-based segmentation approaches takes a two stage philosophy: non-rigid registration between two images is firstly carried out, and then secondly the resulting transformation is applied to the atlas to get the segmentation for the input image. The prior information embedded in the atlas is totally neglected during the registration step.
Registration assisted segmentation and segmentation guided registration are the directions worth pursuing.
Chapter Outline
The rest of the chapter is organized as follows: Section 2 reviews and analyzes the generation mechanism of the interpolation artifacts when using Mutual Information [15] . Section 3 reviews the related work for joint segmentation and registration problem. A variational framework that integrates prior segmentation information into the non-rigid registration procedure will be discussed. Section 4 concludes this chapter.
2 Mutual Information Metric and Artifact Effects [15] This section is dedicated to the first challenge we pointed out in the section 1.2: Interpolation effects. We will take Mutual-Information as an example to analyzes the generation mechanism of the artifacts inherent in the interpolation procedure. Remedies to reduce the artifacts will also be presented.
Consider two images I r (x, y) and I f (x, y). We designate I r as the reference image and I f as the floating image. Registration is to find the coordinate transformation, denoted as T , such that transformed floating image I f (T (x, y)) is aligned with the reference I r (x, y). The alignment is usually obtained by optimizing a certain similarity metric. So normally a registration algorithm consists of three components [1] : a coordinate transform, a similarity criteria, and a numerical scheme to seek the optimum.
Mutual information is currently the most popular matching metric being used in handling the registration problem for multimodal images. The MI between two discrete random variables, A and B, is defined as [6] :
where p A (a), p B (b) and p AB (a, b) are the marginal probability distributions and joint probability distribution, respectively. The relationship between MI and entropy is:
with H(A) and H(B) being the entropy of A and B, and H(A, B) their joint entropy.
Given a set of samples, there are several approaches to estimate the probability functions p AB (a, b), most notably the histogram-based method [5] and Parzen window method [26, 28] . In this paper, we focus on histogram-based method because it's widely used in image registration. To register the images the mutual information is to be maximized.
The advances of mutual information based methods reside not only in the impressive accuracy in the reported registration experiments, but also the generality the MI methods can provide. Very few assumptions ever made regarding the relationship that exists between the image intensities, so mutual information is especially suited for multi-modality matching and that it is completely automatic.
Studholme et al. [20] pointed out the standard mutual information is sensitive to the field of view of the scanner used in the image acquisition, namely, with different choices of field of view, the maximization process may lead to an incorrect alignment. The authors then extended the mutual information to a normalized mutual information to alleviate this problem:
Interpolation Artifact Effects
For digital images I r (x, y) and I f (x, y) to be aligned, interpolation is necessary to evaluate the values of M I(I r (x, y), I f (T (x, y)). A number of interpolators are available, including nearest neighbor (NN), linear, cubic B-spline,
Hamanning-windowed sinc and partial volume (PV) interpolators. Among them, PV is regarded as the best choice for MI-based metrics, as pointed out by several studies [11, 16] .
Partial volume interpolation is not an interpolation in the ordinary sense.
It is a strategy being used to update the joint histogram. As shown in In [19] , Maintz et al. qualitatively explained the reason why artifacts are generated in partial volume interpolation process and verified their arguments through several well-designed experiments. While their work is very informative, we believe that a theoretically quantitative analysis concerning the generation mechanism of artifacts will be more instructive to guide the related research.
As interpolation affects the registration function of normalized MI and traditional MI in a similar way [19] , we will construct our arguments based on traditional MI in this paper, but it should be noted that the conclusions also hold for normalized MI.
As given above, the mutual information M I(A, T (B)) consists of 3 terms: when the floating image is moving. Let's call this group of grids as the movingout set, and let A 1 be the total number of these grids. Because the motion here is limited to translation only, all the grids in the moving-out set are withdrawing their contributions to the bin his(a, b) at the same rate, as the translation increases from 0 to 1. When the translation is 0, each of them contribute an ′ 1 ′ to his(a, b); when the offset is 1, they do not have contribution any more.
H(A), H(B) and H(A, T (B)). H(
In between, the contribution of the each moving-out grid is 1 − t.
Similarly, there might be another group of grids X 2 (let A2 be the total number) that were not originally contributing to his(a, b), start moving in to contribute to his(a, b) as the translation increases from 0 to 1. Their individual
Overall, the combined effects of the moving-in and moving-out sets lead to the change of his(a, b). So we have:
At translation t:
So basically within interval [0, 1], the bin value his(a, b, t) is a linear function of the offset variable t, denoted here by f (t):
Since we use histogram to approximate distribution, the joint entropy of two images can be rewritten as H(A, T (B)) = − a,b his(a, b, t) log his(a, b, t). As we know, the function x log x, denoted by g(x) here, is a convex function within the interval (0, 1] (note its second derivative is positive), i.e.:
Therefore, the individual contribution of the bin his(a, b, t) to the joint entropy H(A, T (B)) follows: If we take a closer look at the above analysis, we can find that the heart of the artifact generation mechanism lies in the following facts:
1. When translation is the only motion type, bilinear interpolation causes the bin values to change in a linear fashion with respect to displacement.
In other words, due to the linear kernel used in PV interpolation, all the moving-in and moving-out grids contribute to the changes of the bin values at a synchronized pace.
2. xlogx is a convex function.
As a consequence, a general guideline to reduce the artifact effects can be "to break the synchronization".
In addition, the following prediction can be made based on the above analysis:
• The artifact effect for pure rotations would be less severe than that of pure translations. This is because the moving-in and moving-out grids, under the pure rotation motion scenario, do not contribute to the change of histogram in a uniformly rate. 
In a nutshell, broad-support non-uniform interpolation kernels should be chosen for the purpose of artifacts reduction. We now verify this thought by utilizing two non-uniform together with a uniform functions and observe their different performances. In the following experiments, we consider three interpolation kernels: cubic B-spline approximation [9] , Gaussian function and super-linear interpolation.
The cubic B-spline approximation used in this paper has a filter support width of 4, and the function kernel is given as follows:
The Gaussian function used here also has a support of 4, and its standard deviation σ is set to 1. The kernel function is given:
The super-linear function is an interpolator built only for the purpose of verifying the second claim: "uniform function should not be used as the kernel".
This filter has a support width of 4, which is broader than the bilinear kernel, however it's still a uniform function. 
Experiment Results
In this section, we demonstrate the robustness property of the new interpolation kernels proposed in the previous section. All the examples contain syn- ence image, the floating image is obtained by applying a rigid transformation to a previously aligned 2D MR image. With 15 randomly generated rigid transformations, we applied 3 different functions: bi-linear, Cubic B-spline and Gaussian, as the interpolation kernels to estimate the motion parameters. These transformations are normally distributed around the values of (10 • , 10 pixel, 10 pixel), with standard deviations of (3 • , 3 pixel 3 pixel) for rotation and translation in x and y respectively. Table 1 3 Segmentation-Guided Deformable Image Registration Frameworks [14] In this section, we address the second and third challenges we pointed out in the section 1.2: how to integrate segmentation and registration into a unified procedure so that the prior information embedded in both processes can be better utilized.
Registration and segmentation are two most fundamental problems in the field of medical image analysis. Traditionally, they were treated as separate problems, each with numerous solutions proposed in literature. In recent years, the notion of integrating segmentation and registration into a unified procedure has gained great popularity, partially due to that more and more practical problems, e.g., atlas-based segmentation, subsume both segmentation and registration components.
Yezzi et al. [30] pointed out the interdependence existing in many segmentation and registration solutions, and a novel geometric, variational framework was then proposed that minimizes an overall energy functional involving both pre and post image regions and registration parameters. Geometrical parameters and contour positions were simultaneously updated in each iteration, and segmentations were obtained from the final contour and its transformed counterpart. While this model and its variants [23, 24] are enlightening and pave a promising way towards unifying registration and segmentation, their applicability range is either limited to relatively simple deformation type [30] (rigid/affine), or to relatively simple input images [23, 24] .
Vemuri et al. [32] propose a segmentation + registration model to solve the atlas-based image segmentation problem where target image is segmented through the registration of the atlas to the target. A novel variational formulation was presented which put segmentation and registration processes under a unified variational framework. Optimization is achieved by solving a coupled set of nonlinear PDEs.
Another segmentation + registration model proposed by Noble et al. [18] seeks for the best possible segmentation and registration from the maximum a posteriori point of view. Improvements in accuracy and robustness for both registration and segmentation have been shown, and potential applications were identified. This model is primarily designed for combining segmentation and rigid registration. While non-rigid algorithm was also implemented, the motion field estimation is based on block-matching of size (7 × 7), which is not dense enough for most non-rigid registration applications.
Proposed Registration Method
Inspired by the above-mentioned approaches, the work presented in this section is aimed to establish a segmentation assisted framework to boost the robustness of non-rigid image registration. Segmentation information is integrated into the process of registration in leading to a more stable and noise-tolerant shape evolution, while a diffusion model is used to infer the volumetric deformation across the image.
Our approach differs from other models in that we use a unified segmentation + registration energy minimization formulation, and the optimization is carried out under the level set framework. A salient feature of our model is its robustness against input image noise. We present several 2D examples on synthetic and real data in the implementation results section.
Segmentation Guided Registration Model
Commonly, the basic input data to a registration process are two images: one is defined as fixed (or target) image I 1 (X) and the other as the moving (or source) image I 2 (X). In addition to these two image, our model requires a segmentation of the fixed image, indicting a studying area of I 1 (X), as another input component.
Let C be the boundary curve of the segmentation. We denote by C in and C out representing the inside and outside areas of the curve C. Let C 1 and C 2 be the average values for C in and C out respectively.
The contour C can be either input by user or derived from a training set.
We assume that the region captured by C contains a single object of the fixed image, therefore the intensity values of both inside and outside of the region should be relatively homogenous. Suppose the fixed and moving images are well corresponded, then, at the time a perfect alignment is achieved, the intensities in the warped moving image should also be relatively uniform within both C in and C out . This observation provides the justification for our model, which is designed based on following considerations:
In addition to the set of forces generated by intensity similarity measure (e.g., SSD) to warp the moving image toward the target, another set of forces, derived from the region homogeneity constraint, should be utilized to pull the moving image toward the correct alignment. This set of forces can provide an extra guideline for the registration process to avoid local energy optima, which is especially helpful when input images are noisy.
Our solution to the registration problem is to minimize the following energy,
where Ω is the image domain and V (X) denotes the deformation field. λ 1 , λ 2 and λ 3 are three constant parameters that weight the importance of each term in the optimization energy. The [I 1 (X) − I 2 (X + V (X))] 2 dX term provides the main force for matching two images, while [I 2 (X + V (X)) − C 1 ] 2 dX and
2 dX terms allow the prior segmentation to exert its influence, aiming to enforce the homogeneity constraints. ||∇V (X)|| 2 dX is a diffusion term to smooth the deformation field.
The level set formulation of the model
Functional (17) 
Using the Heaviside function H defined by:
and the one-dimensional Dirac measure δ function defined by:
The second and third terms can be rewritten as:
The Euler-Lagrange equation of the functional (19) is given by:
where
The level set function being used in this paper is φ(X, 0) = D(X), where
is the signed distance from each grid point to the zero level set C. This procedure is standard, and we refer the reader to [21] for details.
Experimental Results
In this section, we demonstrate the improvement made by our algorithm, with synthetic as well as real data sets. In both cases, we compare the results using our model with that of using the popular Demons algorithm. We apply both schemes to the same sets of data.
The synthetic data example contains a pair of synthetically generated images, where the fixed image was generated from the moving by a known nonrigid field. Zero-mean Gaussian noise was then added to each image. The standard deviation is 20. The results are shown in the second row of Figure 9 . Fig 9. c is the transformed moving image from the Demons algorithm, after the registration is finished. Fig 9. d shows the result of our model. As evident, the Demons algorithm had trouble in warping the moving image to a perfect matching, which is partially due to the numerous local energy minima resulted from the huge amount of noise existing in the images. However, the registration result generated from our model is quite accurate, which indicates that the integrated segmentation information is very helpful in pulling the moving image towards a correct matching.
We designed and carried out a similar experiment on a pair of MRI brain In section 2, we quantitatively analyze the generation mechanism of the interpolation artifacts [15] . We conclude that the combination of linear interpolation kernel and translation-only motion type leads to the generation of the artifact pattern. As a remedy we propose to use non-uniform interpolation functions in estimating the joint histogram. Cubic B-spline and Gaussian interpolators are compared and we demonstrate the improvements via experiments on misalignments between CT/MR brain scans.
Though successful in analyzing the PV interpolation, we have to point out that linear interpolation is a more widely used interpolator than PV in many image processing tasks, such as segmentation, transformation etc. MI artifacts also exist for Linear interpolation. Several studies [5, 19] have shown that the artifact patterns generated from linear interpolation is quite in the contrast to those of PV: linear interpolation tend to generate concave registration functions within the integer intervals. An intuitive explanation is that Linear interpolation blurs the intensity values, which likely reduces the dispersion of the image histogram.
All in all, the artifacts generated by these two major interpolation schemes reflect a very general phenomenon: in image registration, when the algorithm involves the combination of a specific interpolation method and a non-linear measure based on the joint histogram of the image, serious artefact in the registration function would often be resulted. Further research on the following topics are worth exploring:
• What would be the best (in term of accuracy) interpolation scheme for Mutual-Information based image registration?
• What are the artefact patterns for other popular similarity measures, such as Correlation Ratio (CR), Local Correlation (LC) etc?
• Is there a general and systematic solution to this entire interpolation artefact problem?
Comparing with rigid registration, to recover non-rigid deformation between two or multiple images are far more complicated problem, from both theoretical and computation point of views. Unifying/combing registration with segmentation provides a promising direction to eventually better solve this problem.
In section 3.2, we present a segmentation-guided non-rigid registration framework [14] , which integrates the available prior shape information as an extra forces to lead to a noise-tolerant registration procedure. Our model differs from other methods in that we use a unified segmentation + registration energy minimization formulation, and the optimization is carried out under level-set framework. We showed the improvement made with our model by comparing the results with that of the Demons algorithm. To explore other similarity metrics under the same framework to handle more complicated inputs will be the focus of our future work.
Comparing with the registration algorithms that purely rely on intensity correspondence, our segmentation-guided registration approach has a particular advantage of being robust. However, limitations of our technique also exist, and one of them is that we assume the segmentation of the reference image is available before the registration is carry out. In many atlas-based applications, certain prior segmentation/shape is available, but it's not necessary the one exactly generated from the reference image. Such prior shapes are more likely obtained from certain previous population analysis, bearing more statistical commonality than precise details. A novel approach to interpret the commonality can be found in [27] . They model the statistical shape information of a training set as a sparse group of critical points, each of which can provide an individual force to lead a smoother and more consistent registration process. A number of experiments performed on both synthetic and real images show the beneficial effects of the statistical boundary information in improving registration robustness. However, it's foreseeable that these methods would produce less smooth results for noisy inputs if the boundary points are not sampled densely enough. All in all, how to better interpret and integrate available statistical information, and more ambitiously, how to unify segmentation and registration into a single procedure are both challenging research directions worth exploring.
