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On the Complexity of Testing Attainment of the
Optimal Value in Nonlinear Optimization
Amir Ali Ahmadi and Jeffrey Zhang ∗
Abstract
We prove that unless P=NP, there exists no polynomial time (or even pseudo-polynomial time)
algorithm that can test whether the optimal value of a nonlinear optimization problem where the
objective and constraints are given by low-degree polynomials is attained. If the degrees of these
polynomials are fixed, our results along with previously-known “Frank-Wolfe type” theorems
imply that exactly one of two cases can occur: either the optimal value is attained on every
instance, or it is strongly NP-hard to distinguish attainment from non-attainment. We also
show that testing for some well-known sufficient conditions for attainment of the optimal value,
such as coercivity of the objective function and closedness and boundedness of the feasible set,
is strongly NP-hard. As a byproduct, our proofs imply that testing the Archimedean property
of a quadratic module is strongly NP-hard, a property that is of independent interest to the
convergence of the Lasserre hierarchy. Finally, we give semidefinite programming (SDP)-based
sufficient conditions for attainment of the optimal value, in particular a new characterization of
coercive polynomials that lends itself to an SDP hierarchy.
Keywords: Existence of solutions in mathematical programs, Frank-Wolfe type theorems, coercive poly-
nomials, computational complexity, semidefinite programming, Archimedean quadratic modules.
1 Introduction
Consider an optimization problem of the form
inf
x
f(x)
subject to x ∈ Ω,
(1)
where f : Rn → R and Ω ⊆ Rn. In this paper, we are interested in the complexity of checking
whether we can replace the “inf” with a “min”. More precisely, suppose the optimal value f∗ of
this problem is finite, i.e., the problem is feasible and bounded below. We would like to test if the
optimal value is attained, i.e., whether there exists a point x∗ ∈ Ω such that f(x∗) ≤ f(x) ∀x ∈ Ω,
or equivalently, such that f∗ = f(x∗). Such a point x∗ will be termed an optimal solution.
Existence of optimal solutions is a fundamental question in optimization and its study has a
long history, dating back to the nineteenth century with the extreme value theorem of Bolzano and
Weierstrass. While the problem has been researched in depth from an analytical perspective, to
our knowledge, it has not been studied from an algorithmic viewpoint. The most basic question in
∗The authors are with the department of Operations Research and Financial Engineering at Princeton University.
Email: {a a a, jeffz}@princeton.edu. This work was partially supported by the DARPA Young Faculty Award, the
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this direction is to ask whether one can efficiently check for existence of an optimal solution with
an algorithm that scales reasonably with the description size of the function f and the set Ω in
(1).1
A class of optimization problems that allows for a rigorous study of this algorithmic question
is the class of polynomial optimization problems (POPs). These are problems where one minimizes
a polynomial function over a closed basic semialgebraic set, i.e., problems of the type
inf
x
f(x)
subject to gi(x) ≥ 0,∀i ∈ {1, . . . ,m},
(2)
where f, gi are polynomial functions. The question of testing attainment of the optimal value for
POPs has appeared in the literature explicitly. For example, Nie, Demmel, and Sturmfels describe
an algorithm for globally solving an unconstrained POP which requires as an assumption that the
optimal value be attained [24]. This leads them to make the following remark in their conclusion
section:
“This assumption is non-trivial, and we do not address the (important and difficult)
question of how to verify that a given polynomial f(x) has this property.”
Prior literature on existence of optimal solutions to POPs has focused on identifying cases where
existence is always guaranteed. The best-known result here is the case of linear programming (i.e.,
when the degrees of f and gi are one). In this case, the optimal value of the problem is always
attained. This result was extended by Frank and Wolfe to the case where f is quadratic and the
polynomials gi are linear [11]. Consequently, results concerning attainment of the optimal value
are sometimes referred to as “Frank-Wolfe type” theorems in the literature [7, 21]. Andronov et al.
showed that the same statement holds again when f is cubic (and the polynomials gi are linear) [3].
Our results in this paper show that in all other cases, it is strongly NP-hard to determine
whether a polynomial optimization problem attains its optimal value. This implies that unless
P=NP, there is no polynomial-time (or even pseudo-polynomial time) algorithm for checking this
property. Nevertheless, it follows from the Tarski-Seidenberg quantifier elimination theory [30, 32]
that this problem is decidable, i.e., can be solved in finite time. There are also probabilistic
algorithms that test for attainment of the optimal value of a POP [14, 15], but their complexities
are exponential in the number of variables.
In this paper, we also study the complexity of testing several well-known sufficient conditions
for attainment of the optimal value (see Section 1.1 below). One sufficient condition that we do
not consider but that is worth noting is for the polynomials f,−g1, . . . ,−gm to all be convex (see
[7] for a proof, [21] for the special case where f and gi are quadratics, and [9] for other extensions).
The reason we exclude this sufficient condition from our study is that the complexity of checking
convexity of polynomials has already been analyzed in [2].
1.1 Organization and Contributions of the Paper
As mentioned before, this paper concerns itself with the complexity of testing attainment of the
optimal value of a polynomial optimization problem. More specifically, we show in Section 2 that it
is strongly NP-hard to test attainment when the objective function has degree 4, even in absence of
1To remove possible confusion, we emphasize that our focus in this paper is not on the complexity of testing
feasibility or unboundedness of problem (1), which have already been studied extensively. On the contrary, all
optimization problems that we consider are by construction feasible and bounded below.
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any constraints (Theorem 2.1), and when the constraints are of degree 2, even when the objective
is linear (Theorem 2.2).
In Section 3, we show that several well-known sufficient conditions for attainment of the optimal
value in a POP are also strongly NP-hard to test. These include coercivity of the objective function
(Theorem 3.1), closedness of a bounded feasible set (Theorem 3.2 and Remark 3.1), boundedness of
a closed feasible set (Corollary 3.3), a robust analogue of compactness known as stable compactness
(Corollary 3.5), and an algebraic certificate of compactness known as the Archimedean property
(Theorem 3.8). The latter property is of independent interest to the convergence of the Lasserre
hierarchy, as discussed in Section 3.2.1.
In Section 4, we give semidefinite programming (SDP) based hierarchies for testing compactness
of the feasible set and coercivity of the objective function of a POP (Propositions 4.1 and 4.2). The
hierarchy for compactness comes from a straightforward application of Stengle’s Positivstellensatz
(cf. Theorem 3.7), but the one for coercivity requires us to develop a new characterization of
coercive polynomials (Theorem 4.3). We end the paper in Section 5 with a summary and some
brief concluding remarks.
2 NP-hardness of Testing Attainment of the Optimal Value
In this section, we show that testing attainment of the optimal value of a polynomial optimization
problem is NP-hard. Throughout this paper, when we study complexity questions around problem
(2), we fix the degrees of all polynomials involved and think of the number of variables and the
coefficients of these polynomials as input. Since we are working in the Turing model of computation,
all the coefficients are rational numbers and the input size can be taken to be the total number of
bits needed to represent the numerators and denominators of these coefficients.
Our proofs of hardness are based on reductions from ONE-IN-THREE 3SAT which is known
to be NP-hard [29]. Recall that in ONE-IN-THREE 3SAT, we are given a 3SAT instance (i.e., a
collection of clauses, where each clause consists of exactly three literals, and each literal is either a
variable or its negation) and we are asked to decide whether there exists a {0, 1} assignment to the
variables that makes the expression true with the additional property that each clause has exactly
one true literal.
Theorem 2.1. Testing whether a degree-4 polynomial attains its unconstrained infimum is strongly2
NP-hard.
Proof. Consider a ONE-IN-THREE 3SAT instance φ with n variables x1, . . . , xn, and k clauses.
Let sφ(x) : R
n → R be defined as
sφ(x) =
k∑
i=1
(φi1 + φi2 + φi3 + 1)
2 +
n∑
i=1
(1− x2i )2, (3)
where φit = xj if the t-th literal in the i-th clause is xj , and φit = −xj if it is ¬xj (i.e., the negation
of xj). Now, let
pφ(x, y, z, λ) := λ
2sφ(x) + (1− λ)2(y2 + (yz − 1)2), (4)
where y, z, λ ∈ R.We show that pφ achieves its infimum if and only if φ is satisfiable. Note that the
reduction is polynomial in length and the coefficients of pφ are at most a constant factor of n + k
in absolute value.
2We recall that a strong NP-hardness result implies that the problem remains NP-hard even if the size (bit length)
of the coefficients of the polynomial is O(log(n)), where n is the number of variables. For a strongly NP-hard problem,
even a pseudo-polynomial time algorithm cannot exist unless P=NP. See [12] for precise definitions and more details.
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If φ has a satisfying assignment, then for any y and z, letting λ = 1, xi = 1 if the variable is
true in that assignment and xi = −1 if it is false, results in a zero of pφ. As pφ is a sum of squares
and hence nonnegative, we have shown that it achieves its infimum.
Now suppose that φ is not satisfiable. We will show that pφ is positive everywhere but gets
arbitrarily close to zero. To see the latter claim, simply set λ = 0, z = 1y , and let y → 0. To see
the former claim, suppose for the sake of contradiction that pφ has a zero. Since y
2 + (yz − 1)2 is
always positive, we must have λ = 1 in order for the second term to be zero. Then, in order for the
whole expression to be zero, we must also have that sφ(x) must vanish at some x. But any zero of
sφ must have each x ∈ {−1, 1}n, due to the second term of sφ. However, because the instance φ
is not satisfiable, for any such x, there exists i ∈ {1, . . . , k} such that φi1 + φi2 + φi3 + 1 6= 0, as
there must be a clause where not exactly one literal is set to one. This means that sφ is positive
everywhere, which is a contradiction.
We have thus shown that testing attainment of the optimal value is NP-hard for unconstrained
POPs where the objective is a polynomial of degree 6. In the interest of minimality, we now extend
the proof to apply to an objective function of degree 4. To do this, we first introduce n + 1 new
variables χ1, . . . , χn and w. We replace every occurrence of the product λxi in λ
2sφ with the variable
χi. For example, the term λ
2x1x2 would become χ1χ2. Let sˆφ(x, χ, λ) denote this transformation
on λ2sφ(x). Note that sˆφ(x, χ, λ) is now a quartic polynomial. Now consider the quartic polynomial
(whose coefficients are again at most a constant factor of n+ k in absolute value)
pˆφ(x, y, z, λ, χ,w) = sˆφ(x, χ, λ) + (1− λ)2(y2 + (w − 1)2) + (w − yz)2 +
n∑
i=1
(χi − λixi)2. (5)
Observe that pˆφ is a sum of squares as sˆφ can be verified to be a sum of squares by bringing λ
inside every squared term of sφ. Hence, pˆφ is nonnegative. Furthermore, its infimum is still zero,
as the choice of variables λ = 0, w = 1, χ = 0, x arbitrary, z = 1y , and letting y →∞ will result in
arbitrarily small values of pˆφ. Now it remains to show that this polynomial will have a zero if and
only if pφ in (4) has a zero. Observe that if (x, y, z, λ) is a zero of pφ, then (x, y, z, λ, λx, yz) is a
zero of pˆφ. Conversely, if (x, y, z, λ, χ,w) is a zero of pˆφ, then (x, y, z, λ) is a zero of pφ.
Remark 2.1. Because we use the ideas behind this reduction repeatedly in the remainder of this
paper, we refer to the quartic polynomial defined in (3) as sφ throughout. The same convention
for φit relating the literals of φ to the variables x will be assumed as well.
We next show that testing attainment of the optimal value of a POP is NP-hard when the
objective function is linear and the constraints are quadratic. Together with the previously-known
Frank-Wolfe type theorems which we reviewed in the introduction, Theorems 2.1 and 2.2 character-
ize the complexity of testing attainment of the optimal value in polynomial optimization problems
of any given degree. Indeed, our reductions can trivially be extended to the case where the con-
straints or the objective have higher degrees. For example to increase the degree of the constraints
to some positive integer d, one can introduce a new variable γ along with the trivial constraint
γd = 0. To increase the degree of the objective from four to a higher degree 2d, one can again
introduce a new variable γ and add the term γ2d to the objective function.
Theorem 2.2. Testing whether a degree-1 polynomial attains its infimum on a feasible set defined
by degree-2 inequalities is strongly NP-hard.
Proof. Consider a ONE-IN-THREE 3SAT instance φ with n variables and k clauses. Define the
following POP, with x, χ ∈ Rn and λ, y, z, w, γ, ζ, ψ ∈ R:
4
min
x,χ,λ,y,z,w,γ,ζ,ψ
γ (6)
subject to γ ≥ λ
n∑
i=1
χi + (1− λ)(ψ + ζ) (7)
1− x2i = 0, ∀i ∈ {1, . . . , n}, (8)
χi = (φi1 + φi2 + φi3 + 1)
2, ∀i ∈ {1, ..., k}, (9)
ψ = y2, (10)
yz = w, (11)
ζ = (w − 1)2, (12)
λ(1− λ) = 0. (13)
We show that the infimum of this POP is attained if and only if φ is satisfiable. Note first that
the objective value is always nonnegative because of (7) and in view of (9), (10), (12), and (13).
Observe that if φ has a satisfying assignment, then letting xi = 1 if the variable is true in that
assignment and xi = −1 if it is false, along with λ = 1, y and z arbitrary, ψ = y2, w = yz, and
ζ = (w − 1)2, results in a feasible solution with an objective value of 0.
If φ is not satisfiable, the objective value can be made arbitrarily close to zero by taking an
arbitrary x ∈ {−1, 1}n, χi accordingly to satisfy (9), λ = 0, ψ = y2, z = 1y , w = 1, ζ = 0, and letting
y → 0. Suppose for the sake of contradiction that there exists a feasible solution to the POP with
γ = 0. As argued before, because of (9), (10), (12), and (13), λ
∑n
i=1 χi + (1− λ)(ψ + ζ) is always
nonnegative, and so for γ to be exactly zero, we need to have
λ
n∑
i=1
χi + (1− λ)(ψ + ζ) = 0.
From (13), either λ = 0 or λ = 1. If λ = 1, then we must have χi = 0,∀i = 1, . . . , n, which is not
possible as φ is not satisfiable. If λ = 0, then we must have ψ + ζ = y2 + (yz − 1)2 = 0, which
cannot happen as this would require y = 0 and yz = 1 concurrently.
3 NP-hardness of Testing Sufficient Conditions for Attainment
Arguably, the two best-known sufficient conditions under which problem (2) attains its optimal
value are compactness of the feasible set and coercivity of the objective function. In this section,
we show that both of these properties are NP-hard to test for POPs of low degree. We also
prove that certain stronger conditions, namely the Archimedean property of the quadratic module
associated with the constraints and stable compactness of the feasible set, are NP-hard to test.
3.1 Coercivity of the Objective Function
A function p : Rn → R is coercive if for every sequence {xk} such that ‖xk‖ → ∞, we have
p(xk)→ ∞. It is well known that a continuous coercive function achieves its infimum on a closed
set (see, e.g., Appendix A.2 of [8]). This is because all sublevel sets of continuous coercive functions
are compact.
Theorem 3.1. Testing whether a degree-4 polynomial is coercive is strongly NP-hard.
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Proof. Consider a ONE-IN-THREE 3SAT instance φ with n variables and k clauses, and the
associated quartic polynomial sφ(x) as in (3). Let sφh : R
n+1 → R be the homogenization of this
polynomial:
sφh(x0, x) := x
4
0sφ
(
x
x0
)
=
k∑
i=1
x20(φi1 + φi2 + φi3 + x0)
2 +
n∑
i=1
(x20 − x2i )2. (14)
By construction, sφh is a homogeneous polynomial of degree 4. We show that sφh is coercive if and
only if φ is not satisfiable.
Suppose first that the instance φ has a satisfying assignment xˆ ∈ {−1, 1}n. Then it is easy to
see that sφh(1, xˆ) = 0. As sφh is homogeneous, sφh(α,αxˆ) = 0 for all α, showing that sφh is not
coercive.
Now suppose that φ is not satisfiable. We show that sφh is positive definite (i.e., sφh(x0, x) > 0
for all (x0, x) 6= (0, 0)). This would then imply that sφh is coercive as
sφh(x0, x) = ||(x0, x)T ||4 · sφh
(
(x0, x)
||(x0, x)T ||
)
≥ µ||(x0, x)T ||4,
where µ > 0 is defined as the minimum of sφh on the unit sphere:
µ = min
(x0,x)∈Sn
sφh(x0, x).
Suppose that sφh was not positive definite. Then there exists a point (xˆ0, xˆ) 6= (0, 0) such that
sφh(xˆ0, xˆ) = 0. First observe xˆ0 cannot be zero due to the (x0−xi)2 terms in (14). As xˆ0 6= 0, then,
by homogeneity, the point (1, xˆxˆ0 ) is a zero of sφh as well. This however implies that sφ(xˆ) = 0,
which we have previously argued (cf. the proof of Theorem 2.1) is equivalent to satisfiability of φ,
hence a contradiction.
We remark that the above hardness result is minimal in the degree as odd-degree polynomials
are never coercive and a quadratic polynomial xTQx+bTx+c is coercive if and only if the matrix Q
is positive definite, a property that can be checked in polynomial time (e.g., by checking positivity
of the leading principal minors of Q).
3.2 Closedness and Boundedness of the Feasible Set
The well-known Bolzano-Weierstrass extreme value theorem states that the infimum of a continuous
function on a compact (i.e., closed and bounded) set is attained. In this section, we show that testing
closedness or boundedness of a basic semialgebraic set defined by degree-2 inequalities is NP-hard.
Once again, these hardness results are minimal in degree since these properties can be tested in
polynomial time for sets defined by affine inequalities, as we describe next.
To check boundedness of a set P := {x ∈ Rn | aTi x ≥ bi, i = 1, . . . ,m} defined by affine
inequalities, one can first check that P is nonempty, and if it is, for each i minimize and maximize
xi over P . Note that P is unbounded if and only if at least one of these 2n linear programs is
unbounded, which can be certified e.g. by detecting infeasibility of the corresponding dual problem.
Thus, boundedness of P can be tested by solving 2n + 1 linear programming feasibility problems,
which can be done in polynomial time.
To check closedness of a set P := {x ∈ Rn | aTi x ≥ bi, i = 1, . . . ,m, cTj x > dj , j = 1, . . . , r}, one
can for each j minimize cTj x over {x ∈ Rn | aTi x ≥ bi, i = 1, . . . ,m} and declare that P is closed if
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and only if all of the respective optimal values are greater than dj . Thus, closedness of P can be
tested by solving r linear programs, which can be done in polynomial time.
Theorem 3.2. Given a set of quadratic polynomials gi, i = 1, . . . ,m, hj , j = 1, . . . , r, it is strongly
NP-hard to test whether the basic semialgebraic set
{x ∈ Rn| gi(x) ≥ 0, i = 1, . . . ,m, hj(x) > 0, j = 1, . . . , r}
is closed3.
Proof. Consider a ONE-IN-THREE 3SAT instance φ with n variables and k clauses. Let φij be as
in the proof of Theorem 2.1 and consider the set
Sφ =
{
(x, y) ∈ Rn+1| (φi1 + φi2 + φi3 + 1)y = 0, i = 1, . . . , k, 1− x2j = 0, j = 1, . . . , n, y < 1
}
. (15)
We show that Sφ is closed if and only if the instance φ is not satisfiable. To see this, first note
that we can rewrite Sφ as
Sφ =
{
{−1, 1}n × {0}
}
∪
{
{x ∈ Rn| sφ(x) = 0} × {y ∈ R| y < 1}
}
,
where sφ is as in the proof of Theorem 2.1. If φ is not satisfiable, then Sφ = {−1, 1}n ×{0}, which
is closed. If φ is satisfiable, then {x ∈ Rn| sφ(x) = 0} is nonempty and
{x ∈ Rn| sφ(x) = 0} × {y ∈ R| y < 1}
is not closed and not a subset of {−1, 1}n × {0}. This implies that Sφ is not closed.
Remark 3.1. We note that the problem of testing closedness of a basic semialgebraic set remains
NP-hard even if one has a promise that the set is bounded. Indeed, one can add the constraint
y ≥ −1 to the set Sφ in (15) to make it bounded and this does not change the previous proof.
Corollary 3.3. Given a set of quadratic polynomials gi, i = 1, . . . ,m, it is strongly NP-hard to test
whether the set
{x ∈ Rn| gi(x) = 0, i = 1, . . . ,m}
is bounded.
Proof. Consider a ONE-IN-THREE 3SAT instance φ with n variables and k clauses. Let φij be as
in the proof of Theorem 2.1 and consider the set
S =
{
(x, y) ∈ Rn+1| (φi1 + φi2 + φi3 + 1)y = 0, i = 1, . . . , k, 1 − x2j = 0, j = 1, . . . , n
}
.
This set is bounded if and only if φ is not satisfiable. One can see this by following the
proof of Theorem 3.2 and observing that y will be unbounded in the satisfiable case, and only 0
otherwise.
Note that it follows immediately from either of the results above that testing compactness of
a basic semialgebraic set is NP-hard. We end this subsection by establishing the same hardness
result for a sufficient condition for compactness that has featured in the literature on polynomial
optimization (see, e.g., [22], [24, Section 7]).
3Note that m is not fixed in this statement or in Corollaries 3.3 and 3.5 below.
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Definition 3.4. A closed basic semialgebraic set S = {x ∈ Rn| gi(x) ≥ 0, i = 1, . . . ,m} is stably
compact if there exists ǫ > 0 such that the set {x ∈ Rn| δi(x) + gi(x) ≥ 0, i = 1, . . . ,m} is compact
for any set of polynomials δi having degree at most that of gi and coefficients at most ǫ in absolute
value.
Intuitively, a closed basic semialgebraic set is stably compact if it remains compact under small
perturbations of the coefficients of its defining polynomials. A stably compact set is clearly compact,
though the converse is not true as shown by the set
S =
{
(x1, x2) ∈ R2| (x1 − x2)4 + (x1 + x2)2 ≤ 1
}
.
Indeed, this set is contained inside the unit disk, but for ǫ > 0, the set
Sǫ =
{
(x1, x2) ∈ R2| (x1 − x2)4 − ǫx41 + (x1 + x2)2 ≤ 1
}
is unbounded as its defining polynomial tends to −∞ along the line x1 = x2.
Section 5 of [22] shows that the set S in Definition 3.4 is stably compact if and only if the
function
q(x) = max
i,j
{−gij(x)}
is positive on the unit sphere. Here, gij(x) is a homogenenous polynomial that contains all terms
of degree j in gi(x). Perhaps because of this characterization, the same section in [22] remarks
that “stable compactness is easier to check than compactness”, though as far as polynomial-time
checkability is concerned, we show that the situation is no better.
Corollary 3.5. Given a set of quadratic polynomials gi, i = 1, . . . ,m, it is strongly NP-hard to test
whether the set
{x ∈ Rn| gi(x) = 0, i = 1, . . . ,m}
is stably compact.
Proof. Consider a ONE-IN-THREE 3SAT instance φ with n variables and k clauses. Let φij be as
in the proof of Theorem 2.1 and consider the set
Tφ =
{
(x0, x) ∈ Rn+1| (φi1 + φi2 + φi3 + x0)2 = 0, i = 1, . . . , k, x20 − x2j = 0, j = 1, . . . , n
}
.
We show that the function
qφ(x0, x) = max
i=1,...,k,j=1,...,n
{−(φi1 + φi2 + φi3 + x0)2, (φi1 + φi2 + φi3 + x0)2, x20 − x2j , x2j − x20}
is positive on the unit sphere if and only if the instance φ is not satisfiable. Suppose first that φ is not
satisfiable and assume for the sake of contradiction that there is a point (x0, x) on the sphere such
that qφ(x0, x) = 0. This implies that φi1+φi2+φi3+x0 = 0,∀i = 1, . . . , k and x20 = x2j ,∀j = 1, . . . , n.
Hence, x0 6= 0 and xx0 is a satisfying assignment to φ, which is a contradiction. Suppose now that
φ has a satisfying assignment xˆ ∈ {−1, 1}n. Then it is easy to check that
qφ
(
(1, xˆ)
||(1, xˆ)T ||
)
= 0.
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3.2.1 The Archimedean Property
An algebraic notion closely related to compactness is the so-called Archimedean property. This
notion has frequently appeared in recent literature at the interface of algebraic geometry and
polynomial optimization. The Archimedean property is the assumption needed for the statement
of Putinar’s Positivstellensatz [28] and convergence of the Lasserre hierarchy [18]. In this subsection,
we recall the definition of the Archimedean property and study the complexity of checking it. To
our knowledge, the only previous result in this direction is that testing the Archimedean property
is decidable [33, Section 3.3].
We say that a polynomial p is a sum of squares (sos) if there exist polynomials q1, . . . , qr
such that p =
∑r
i=1 q
2
i . An sos polynomial is clearly always nonnegative. The quadratic module
associated with a set of polynomials g1, . . . , gm is the set of polynomials that can be written as
σ0(x) +
m∑
i=1
σi(x)gi(x),
where σ0, . . . , σm are sum of squares polynomials.
Definition 3.6. A quadratic module Q is Archimedean if there exists a scalar R > 0 such that
R−∑ni=1 x2i ∈ Q.
Several equivalent characterizations of this property can be found in [19, Theorem 3.17]. Note
that a set {x ∈ Rn| gi(x) ≥ 0} for which the quadratic module associated with the polynomials
{gi} is Archimedean is compact. However, the converse is not true. For example, for n > 1, the
sets {
x ∈ Rn| x1 − 1
2
≥ 0, . . . , xn − 1
2
≥ 0, 1−
n∏
i=1
xi ≥ 0
}
are compact but not Archimedean; see [19], [27] for a proof of the latter claim. Hence, hardness of
testing the Archimedean property does not follow from hardness of testing compactness.
As mentioned previously, the Archimedean property has received recent attention in the opti-
mization community due to its connection to the Lasserre hierarchy. Indeed, under the assumption
that the quadratic module associated with the defining polynomials of the feasible set of (2) is
Archimedean, the Lasserre hierarchy [18] produces a sequence of SDP-based lower bounds that con-
verge to the optimal value of the POP. Moreover, Nie has shown [23] that under the Archimedean
assumption, convergence happens in a finite number of rounds generically. One way to ensure the
Archimedean property—assuming that we know that our feasible set is contained in a ball of radius
R— is to add the redundant constraint R2 ≥∑ni=1 x2i to the constraints of (2). This approach how-
ever increases the size of the SDP that needs to be solved at each level of the hierarchy. Moreover,
such a scalar R may not be readily available for some applications.
Our proof of NP-hardness of testing the Archimedean property will be based on showing that the
specific sets that arise from the proof of Corollary 3.3 are compact if and only if their corresponding
quadratic modules are Archimedean. Our proof technique will use the Stengle’s Positivstellensatz,
which we recall next.
Theorem 3.7 (Stengle’s Positivstellensatz [31]). A basic semialgebraic set
S := {x ∈ Rn| gi(x) ≥ 0, i = 1, . . . ,m, hj(x) = 0, j = 1, . . . , k}
is empty if and only if there exist sos polynomials σc1,...,cm and polynomials ti such that
−1 =
k∑
j=1
tjhj +
∑
c1,...,cm∈{0,1}m
σc1,...,cm(x)Π
m
i=1gi(x)
ci .
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Remark 3.2. Note that if only equality constraints are considered, the second term on the right
hand side is a single sos polynomial σ0,...,0. In the next theorem, we only need this special case,
which is also known as the Real Nullstellensatz [17].
Theorem 3.8. Given a set of quadratic polynomials g1, . . . , gm, it is strongly NP-hard to test
whether their quadratic module has the Archimedean property.
Proof. Consider a ONE-IN-THREE 3SAT instance φ with n variables and k clauses. Let φij be as
in the proof of Theorem 2.1 and consider the set of quadratic polynomials{
(φi1 + φi2 + φi3)y,−(φi1 + φi2 + φi3)y, i = 1, . . . , k; 1− x2j , x2j − 1, j = 1, . . . , n
}
.
We show that the quadratic module associated with these polynomials is Archimedean if and
only if φ is not satisfiable. First observe that if φ is satisfiable, then the quadratic module cannot
be Archimedean as the set
S =
{
(x, y) ∈ Rn+1| (φi1 + φi2 + φi3 + 1)y = 0, i = 1, . . . , k, 1− x2j = 0, j = 1, . . . , n
}
is not compact (see the proof of Corollary 3.3).
Now suppose that the instance φ is not satisfiable. We need to show that for some scalar R > 0
and some sos polynomials σ0, σ1, . . . , σk, σˆ1, . . . , σˆk,τ1, . . . , τn,τˆ1, . . . , τˆn, we have
R−
n∑
i=1
x2i − y2 = σ0(x, y) +
k∑
i=1
σi(x, y)(φi1 + φi2 + φi3 + 1)y
+
k∑
i=1
σˆi(x, y)(−φi1 − φi2 − φi3 − 1)y +
n∑
j=1
τj(x, y)(1 − x2j) +
n∑
j=1
τˆj(x, y)(x
2
j − 1).
Since any polynomial can be written as the difference of two sos polynomials (see, e.g., [1, Lemma
1]), this is equivalent to existence of a scalar R > 0, an sos polynomial σ0, and some polynomials
v1, . . . , vk, t1, . . . , tn such that
R−
n∑
i=1
x2i − y2 = σ0(x, y) +
k∑
i=1
vi(x, y)(φi1 + φi2 + φi3 + 1)y +
n∑
j=1
tj(x, y)(1 − x2j). (16)
First, note that
n−
n∑
i=1
x2i =
n∑
i=1
(1− x2i ). (17)
Secondly, as φ is not satisfiable, we know that the set
{x ∈ Rn| 1− x2j = 0, j = 1, . . . , n, φi1 + φi2 + φi3 + 1 = 0, i = 1, . . . , k}
is empty. From Stengle’s Positivstellensatz, it follows that there exist an sos polynomial σ˜0 and
some polynomials v˜1, . . . , v˜k, t˜1, . . . , t˜n such that
−1 = σ˜0(x) +
k∑
i=1
v˜i(x)(φi1 + φi2 + φi3 + 1) +
n∑
j=1
t˜j(x)(1 − x2j).
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Multiplying this identity on either side by y2, we obtain:
−y2 = y2σ˜0(x) +
k∑
i=1
v˜i(x)y · (φi1 + φi2 + φi3 + 1)y +
n∑
j=1
t˜j(x)y
2(1− x2j). (18)
Note that if we sum (17) and (18) and take R = n, σ0(x, y) = y
2σ˜0(x), vi(x, y) = yv˜i(x) for all
i = 1, . . . , k, and tj(x, y) = y
2 · t˜j(x) + 1 for all j = 1, . . . , n, we recover (16).
4 Algorithms for Testing Attainment of the Optimal Value
In this section, we give a hierarchy of sufficient conditions for compactness of a closed basic semial-
gebraic set, and a hierarchy of sufficient conditions for coercivity of a polynomial. These hierarchies
are amenable to semidefinite programming (SDP) as they all involve, in one way or another, a search
over the set of sum of squares polynomials. The connection between SDP and sos polynomials is
well known: a polynomial σ of degree 2d is sos if and only if there exists a symmetric positive
semidefinite matrix Q such that σ(x) = z(x)TQz(x) for all x, where z(x) here is the standard
vector of monomials of degree up to d in the variables x (see, e.g. [25]).
The hierarchies that we present are such that if the property in question (i.e., compactness or
coercivity) is satisfied on an input instance, then some level of the SDP hierarchy will be feasible
and provide a certificate that the property is satisfied. The test for compactness is a straightforward
application of Stengle’s Positivstellensatz, but the test for coercivity requires a new characterization
of this property, which we give in Theorem 4.3.
4.1 Compactness of the Feasible Set
Consider a closed basic semialgebraic set
S := {x ∈ Rn| gi(x) ≥ 0, i = 1, . . . ,m},
where the polynomials gi have integer coefficients
4 and are of degree at most d. A result of Basu
and Roy [6, Theorem 3] implies that if S is bounded, then it must be contained in a ball of radius
R∗ :=
√
n
(
(2d + 1)(2d)n−1 + 1
)
2(2d+1)(2d)
n−1 (2nd+2)(2τ+bit((2d+1)(2d)n−1 )+(n+1)bit(d+1)+bit(m)) , (19)
where τ is the largest bitsize of any coefficient of any gi, and bit(η) denotes the bitsize of η.
With this result in mind, the following proposition is an immediate consequence of Stengle’s
Positivstellensatz (c.f. Theorem 3.7) after noting that the set S is bounded if and only if the set
{x ∈ Rn| gi(x) ≥ 0, i = 1, . . . ,m,
n∑
i=1
x2i ≥ R∗ + 1}
is empty.
Proposition 4.1. Consider a closed basic semialgebraic set S := {x ∈ Rn| gi(x) ≥ 0, i = 1, . . . ,m},
where the polynomials gi have integer coefficients and are of degree at most d. Let R
∗ be as in (19)
4If some of the coefficients of the polynomials gi are rational (but not integer), we can make them integers by
clearing denominators without changing the set S .
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and let g0(x) =
∑n
i=1 x
2
i−R∗−1. Then the set S is compact if and only if there exist sos polynomials
σh0,...,hm such that
−1 =
∑
h0,...,hm∈{0,1}m+1
σh0,...,hm(x)Π
m
i=0gi(x)
hi .
This proposition naturally yields the following semidefinite programming-based hierarchy in-
dexed by a nonnegative integer r:
min
σh0,...,hm
0
subject to − 1 =
∑
h0,...,hm∈{0,1}m+1
σh0,...,hm(x)Π
m
i=0gi(x)
hi ,
σh0,...,hm is sos and has degree ≤ 2r.
(20)
Note that for a fixed level r, one is solving a semidefinite program whose size is polynomial
in the description of S. If for some r the SDP is feasible, then we have an algebraic certificate of
compactness of the set S. Conversely, as Proposition 4.1 implies, if S is compact, then the above
SDP will be feasible for some level r∗. One can upper bound r∗ by a function of n,m, and d only
using the main theorem of [20]. This bound is however very large and mainly of theoretical interest.
4.2 Coercivity of the Objective Function
It is well known that the infimum of a continuous coercive function over a closed set is attained.
This property has been widely studied, even in the case of polynomial functions; see e.g. [5, 4, 16].
A simple sufficient condition for coercivity of a polynomial p is for its terms of highest order to form
a positive definite (homogeneous) polynomial; see, e.g., [16, Lemma 4.1]. One can give a hierarchy
of SDPs to check for this condition as is done in [16, Section 4.2]. However, this condition is
sufficient but not necessary for coercivity. For example, the polynomial x41 + x
2
2 is coercive, but
its top homogeneous component is not positive definite. Theorem 4.3 below gives a necessary and
sufficient condition for a polynomial to be coercive which lends itself again to an SDP hierarchy.
To start, we need the following proposition, whose proof is straightforward and thus omitted.
Proposition 4.2. A function f : Rn → R is coercive if and only if the sets
Sγ := {x ∈ Rn| f(x) ≤ γ}
are bounded for all γ ∈ R.
A polynomial p is said to be s-coercive if p(x)/‖x‖s is coercive. The order of coercivity of p is
the supremum over s ≥ 0 for which p is s-coercive. It is known that the order of coercivity of a
coercive polynomial is always positive [4, 13].
Theorem 4.3. A polynomial p is coercive if and only if there exist an even integer c > 0 and a
scalar k ≥ 0 such that for all γ ∈ R, the γ-sublevel set of p is contained within a ball of radius
γc + k.
Proof. The “if” direction follows immediately from the fact that each γ-sublevel set is bounded.
For the converse, suppose that p is coercive and denote its order of coercivity by q > 0. Then, from
Observation 2 of [4], we get that there exists a scalar M ≥ 0 such that
‖x‖ ≥M ⇒ p(x) ≥ ‖x‖q, (21)
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or equivalently ‖x‖ ≤ p(x) 1q . Now consider the function Rp : R→ R which is defined as
Rp(γ) := max
p(x)≤γ
‖x‖,
i.e. the radius of the γ-sublevel set of p. We note two relevant properties of this function.
• The function Rp(γ) is nondecreasing. This is because the γ-sublevel set of p is a subset of
the (γ + ǫ)-sublevel set of p for any ǫ > 0.
• Let m = inf{γ| Rp(γ) ≥M}. We claim that
m ≥M q. (22)
Suppose for the sake of contradiction that we had m < M q. By the definition of m, there
exists γ¯ ∈ (m,M q) such that Rp(γ¯) ≥ M . This means that there exists x¯ ∈ Rn such that
p(x¯) ≤ γ¯ < M q and ‖x¯‖ ≥ M . From (21) we then have p(x¯) ≥ ‖x¯‖q ≥ M q, which is a
contradiction.
We now claim that Rp(γ) ≤ γ
1
q for all γ > m. Suppose for the sake of contradiction that there
exists γ0 > m such that Rp(γ0) > γ
1
q
0 . This means that there exists x0 ∈ Rn such that ‖x0‖ > γ
1
q
0
but p(x0) ≤ γ0.
Consider first the case where p(x0) ≥ m. Since γ0 > m, we have
‖x0‖ > γ1/q0 > m1/q ≥M,
where the last inequality follows from (22). It follows from (21) that p(x0) ≥ ‖x0‖q > γ0 which is
a contradiction.
Now consider the case where p(x0) < m. By definition of m, we have Rp(p(x0)) < M , and so
‖x0‖ < M . Furthermore, since
γ0 > m
(22)
≥ M q,
we have M < γ
1/q
0 , which gives ‖x0‖ < M < γ1/q0 . This contradicts our previous assumption that
‖x0‖ > γ1/q0 .
If we let c be the smallest even integer greater than 1/q, we have shown that
Rp(γ) ≤ γ1/q ≤ γc
on the set γ > m. Finally, if we let k = Rp(m), by monotonicity of Rp, we get that Rp(γ) ≤ γc+ k,
for all γ.
Remark 4.1. One can easily show now that for any coercive polynomial p, there exist an integer
c′ > 0 and a scalar k′ ≥ 0 (possibly differing from the scalars c and k given in the proof of Theorem
4.3) such that
R2p(γ) < γ
2c′ + k′.
For the following hierarchy it will be easier to work with this form.
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In view of the above remark, observe that coercivity of a polynomial p is equivalent to existence
of an integer c′ > 0 and a scalar k′ ≥ 0 such that the set{
(γ, x) ∈ Rn+1| p(x) ≤ γ,
n∑
i=1
x2i ≥ γ2c
′
+ k′
}
(23)
is empty. This formulation naturally leads to the following SDP hierarchy indexed by a positive
integer r.
Proposition 4.4. A polynomial p of degree d is coercive if and only if for some integer r ≥ 1, the
following SDP is feasible:
min
σ0,...,σ3
0
subject to −1 =σ0(x, γ) + σ1(x, γ)(γ − p(x)) + σ2(x, γ)
(
n∑
i=1
x2i − γ2r − 2r
)
+ σ3(x, γ)(γ − p(x))
(
n∑
i=1
x2i − γ2r − 2r
)
,
σ0 is sos and of degree ≤ 4r,
σ1 is sos and of degree ≤ max{4r − d, 0},
σ2 is sos and of degree ≤ 2r,
σ3 is sos and of degree ≤ max{2r − d, 0}.
(24)
Proof. If the SDP in (24) is feasible for some r, then the set{
(γ, x) ∈ Rn+1| p(x) ≤ γ,
n∑
i=1
x2i ≥ γ2r + 2r
}
(25)
must be empty. Indeed, if this was not the case, a feasible (γ, x) pair would make the right hand
side of the equality constraint of (24) nonnegative, while the left hand side is negative. As the set
in (25) is empty, then for all γ, the γ-sublevel set of p is contained within a ball of radius
√
γ2r + 2r
and thus p is coercive.
To show the converse, suppose that p is coercive. Then we know from Theorem 4.3 and Remark
4.1 that there exist an integer c′ > 0 and a scalar k′ ≥ 0 such that the set in (23) is empty. From
Stengle’s Positivstellensatz (c.f. Theorem 3.7), there exist an even nonnegative integer rˆ and sos
polynomials σ′0, . . . , σ
′
3 of degree at most rˆ such that
−1 =σ′0(x, γ) + σ′1(x, γ)(γ − p(x)) + σ′2(x, γ)
(
n∑
i=1
x2i − γ2c
′ − k′
)
+ σ′3(x, γ)(γ − p(x))
(
n∑
i=1
x2i − γ2c
′ − k′
)
.
(26)
Let r∗ = ⌈max{c′, log2(k′ + 1), rˆ+d2 }⌉. We show that the SDP in (24) is feasible for r = r∗ by
showing that the polynomials
σ0(x, γ) = σ
′
0(x, γ) + σ
′
2(x, y)(γ
2r∗ − γ2c′ + 2r∗ − k′),
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σ1(x, γ) = σ
′
1(x, γ) + σ
′
3(x, γ)(γ
2r∗ − γ2c′ + 2r∗ − k′),
σ2(x, γ) = σ
′
2(x, γ),
σ3(x, γ) = σ
′
3(x, γ)
are a feasible solution to the problem. First, note that
4r∗ − d ≥ 2r∗ − d ≥ rˆ ≥ 0,
and hence σ0 is of degree at most rˆ+2r
∗ ≤ 4r∗, σ1 is of degree at most rˆ+2r∗ ≤ max{4r∗ − d, 0},
σ2 is of degree at most rˆ ≤ 2r∗, and σ3 is of degree at most rˆ ≤ max{2r∗ − d, 0}. Furthermore,
these polynomials are sums of squares. To see this, note that γ2r
∗ − γ2c′ + 2r∗ − k′ is nonnegative
as r∗ ≥ c′ and 2r∗ ≥ k′ + 1. As any nonnegative univariate polynomial is a sum of squares (see,
e.g., [10]), it follows that γ2r
∗ − γ2c′ + 2r∗ − k′ is a sum of squares. Combining this with the facts
that σ′0, . . . , σ
′
3 are sums of squares, and products and sums of sos polynomials are sos again, we
get that σ0, . . . , σ3 are sos. Finally, the identity
−1 =
(
σ′0(x, γ) + σ
′
2(x, y)(γ
2r∗ − γ2c′ + 2r∗ − k′)
)
+
(
σ′1(x, γ) + σ
′
3(x, γ)(γ
2r∗ − γ2c′ + 2r∗ − k′))(γ − p(x)
)
+ σ′2(x, γ)(
n∑
i=1
x2i − γ2r
∗ − 2r∗) + σ′3(x, γ)(γ − p(x))(
n∑
i=1
x2i − γ2r
∗ − 2r∗)
holds by a simple rewriting of (26).
As an illustration, we revisit the simple example p(x) = x41 + x
2
2, whose top homogeneous
component is not positive definite. The hierarchy in Proposition 4.4 with r = 1 gives an automated
algebraic proof of coercivity of p in terms of the following identity:
− 1 =
(
2
3
(x21 −
1
2
)2 +
2
3
(γ − 1
2
)2
)
+
2
3
(γ − x41 − x22) +
2
3
(x21 + x
2
2 − γ2 − 2). (27)
Note that this is a certificate that the γ-sublevel set of p is contained in a ball of radius
√
γ2 + 2.
Remark 4.2. From a theoretical perspective, our developments so far show that coercivity of multi-
variate polynomials is a decidable property as it can be checked by solving a finite number of SDP
feasibility problems (each of which can be done in finite time [26]). Indeed, given a polynomial
p, one can think of running two programs in parallel. The first one solves the SDPs in Proposi-
tion 4.4 for increasing values of r. The second uses Proposition 4.1 and its degree bound to test
whether the β-sublevel set p is compact, starting from β = 1, and doubling β in each iteration.
On every input polynomial p whose coercivity is in question, either the first program halts with
a yes answer or the second program halts with a no answer. We stress that this remark is of
theoretical interest only, as the value of our contribution is really in providing proofs of coercivity,
not proofs of non-coercivity. Moreover, coercivity can alternatively be decided in finite time by
applying the quantifier elimination theory of Tarski and Seidenberg [32, 30] to the characterization
in Proposition 4.2.
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5 Summary and Conclusions
We studied the complexity of checking existence of optimal solutions in mathematical programs
(given as minimization problems) that are feasible and lower bounded. We showed that unless
P=NP, this decision problem does not have a polynomial time (or even pseudo-polynomial time)
algorithm when the constraints and the objective function are defined by polynomials of low degree.
More precisely, this claim holds if the constraints are defined by quadratic polynomials (and the
objective has degree as low as one) or if the objective function is a quartic polynomial (even
in absence of any constraints). For polynomial optimization problems with linear constraints and
objective function of degrees 1,2, or 3, previous results imply that feasibility and lower boundedness
always guarantee existence of an optimal solution.
We also showed, again for low-degree polynomial optimization problems, that several well-known
sufficient conditions for existence of optimal solutions are NP-hard to check. These were coercivity
of the objective function, closedness of the feasible set (even when bounded), boundedness of the
feasible set (even when closed), an algebraic certificate of compactness known as the Archimedean
property, and a robust analogue of compactness known as stable compactness.
Our negative results should by no means deter researchers from studying algorithms that can
efficiently check existence of optimal solutions—or, for that matter, any of the other properties
mentioned above such as compactness and coercivity—on special instances. On the contrary, our
results shed light on the intricacies that can arise when studying these properties and calibrate
the expectations of an algorithm designer. Hopefully, they will even motivate further research
in identifying problem structures (e.g., based on the Newton polytope of the objective and/or
constraints) for which checking these properties becomes more tractable, or efficient algorithms
that can test useful sufficient conditions that imply these properties.
In the latter direction, we argued that sum of squares techniques could be a natural tool for
certifying compactness of basic semialgebraic sets via semidefinite programming. By deriving a
new characterization of coercive polynomials, we showed that the same statement also applies to
the task of certifying coercivity. This final contribution motivates a problem that we leave for our
future research. While coercivity (i.e., boundedness of all sublevel sets) of a polynomial objective
function guarantees existence of optimal solutions to a feasible POP, the same guarantee can be
made from the weaker requirement that some sublevel set of the objective be bounded and have
a non-empty intersection with the feasible set. It is not difficult to show that this property is also
NP-hard to check. However, it would be useful to derive a hierarchy of sufficient conditions for it,
where each level can be efficiently tested (perhaps again via SDP), and such that if the property
was satisfied, then a level of the hierarchy would hold.
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