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ABSTRACT 
This paper describes a new Fourier based method for 
estimating the damping of decaying exponential modes 
that occur in a distributed power system as a result of an 
electric disturbance. It is a “sliding spectral window” 
technique which builds on the work in [1], [2] and [3]. 
The key innovation in the new method is the use of 
multiple orthogonal windows rather than just a simple 
rectangular window (as used in [1]) or a simple smooth 
window (as used in [2] and [3]). The use of these multiple 
orthogonal windows allows least-squares averaging 
strategies to be performed, enabling lower variance 
estimates to be obtained as a result. Achieving lower 
variance estimates for damping is important because the 
more accurate the estimation is, the more quickly 
damping anomalies (which correspond to major electrical 
disturbances) can be detected. 
Simulations are presented which show that the use of 
multiple orthogonal sliding windows coupled with least-
squares estimation gives better results than are obtainable 
with a single window. The new method has a particular 
advantage at moderately low signal to noise ratios 
(SNRs). 
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1.  Introduction 
 
Damping factor estimation is critical for determining the 
rate of rise or decay of an oscillating mode in a power 
system. “Negative damping” corresponds to the scenario 
of a growing oscillation, whereas “positive damping” 
corresponds to a decaying oscillation. Negatively damped 
oscillations are particularly dangerous and can sometimes 
occur after equipment malfunctions or other types of 
faults. If detected early then appropriate control measures 
can be applied to attenuate these growing exponential 
modes before they have a chance to destabilise the 
distributed network. 
“Sliding window” algorithms estimate the damping factor 
via Fourier transformation of two sampled sequences. The 
ratio of the two Fourier transforms (at the frequency of 
oscillation) is proportional to the rate of signal rise or 
decay. If the Fourier transform magnitude in the first 
window is greater than that in the second window then the 
damping factor is positive and the signal is decaying. 
Using different window types gives different levels of 
accuracy, with this accuracy being characterized by the 
mean square error (MSE). Smooth windows have the 
advantage of very low sidelobes, so that there are limited 
errors due to the “interference” between spectrally well 
separated modes [3]. The accuracy is also affected by 
various other factors such as the number of samples 
between windows. The formula for the optimum number 
of samples between windows is derived in [3]. This paper 
presents a sliding window method which incorporates 
multiple orthogonal sliding windows [4] and which uses 
least-squares techniques to combine the results from the 
multiple windows [5]. The orthogonality of the windows 
effectively enables the results from each of the windows 
to be treated as being independent. Simulations will show 
that the results obtained from the least-squares averaging 
of multiple windows are better than those obtained with a 
single window. 
The new algorithm will be compared to the well-known 
method of Kumaresan-Tufts [6]. That method is a 
standard approach for determining modal parameters via 
Prony’s method with Singular Value Decomposition 
(SVD). It allows damping and frequency estimation for 
closely spaced modes [7] but does not perform as well as 
Fourier based methods in high noise environments. The 
application of Prony’s method to power system damping 
estimation has been considered by Hauer, Demeure and 
Scharf in [8]. For situations where they are applicable (i.e. 
where the oscillating modes are spectrally well separated) 
Fourier methods typically outperform Prony’s method in 
terms of i) resilience to noise, ii) computational efficiency 
and iii) tolerance to model mismatches [3]. 
The new method is described in Section 2. Section 3 
reviews the key alternative method, namely the 
Kumaresan-Tufts technique. Section 4 provides 
simulation results comparing the new method to existing 
sliding window methods and to Prony’s method (with and 
without SVD). Section 5 is devoted to discussion, while 
conclusions are presented in Section 6. 
2.  The Sliding Multiple Window Method 
 
Background 
It is assumed that the oscillating mode of interest is a 
complex exponential of the form: 
 
( ) ( )[ ]nnjAnz
s
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where A = Amplitude; α = Damping; ω0 = Modal 
frequency; φ = Initial phase; ( )nz
s
 = Oscillating mode;    
n = Discrete time. 
In the sliding window algorithms proposed in [1], [2] & 
[3], two windows were applied to the signal at different 
time positions to obtain: 
 
( ) ( ) ( )11 nnwnzny ss −=       (2) 
(for 111 −+≤≤ wNnnn ) 
 
and 
 
( ) ( ) ( )22 nnwnzny ss −=       (3) 
(for 122 −+≤≤ wNnnn ) 
 
where ( )nw  denotes the window; 1n = Starting time of the 
first window; 2n = gNn +1 = Starting time of the second 
window; gN = Number of samples between windows; 
w
N = Window length of both windows. In [1] the window 
was restricted to being rectangular, whereas in [2] & [3], 
( )nw  was assumed to be a smooth window with 
negligibly low side lobes. 
The frequency of the oscillating mode can be estimated 
with the following estimator: 
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The estimator gives quite accurate estimates of frequency, 
provided that the SNR is above threshold levels that are 
typical in practical power system measurements [9]. 
The damping can be determined analytically to be: 
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where )(1 ωsY  and )(2 ωsY  are the Fourier of ( )ny s1  and 
( )ny
s 2  respectively. Re(.) denotes the real part. In a real 
power system the sinusoidal signal is embedded in noise, 
( )nε , which is assumed here to be complex and white, 
with variance, 2σ . Thus the input signal is given by: 
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An estimate of α can be obtained according to: 
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where 1q  and 2q  are the perturbations to the spectral 
amplitudes, )( 01 ωsY  and )( 02 ωsY , respectively, due to the 
noise on the observation. The variance of αˆ  is defined 
(assuming zero bias) to be: 
 
( ) [ ]2|ˆ|ˆvar ααα −= E       (8) 
 
If the two windows are non-overlapping the covariance 
between 1q  and 2q  is zero. Under this assumption and 
under the assumption that 1q  and 2q  are small compared 
with )( 01 ωY  and )( 02 ωY , the variance of αˆ  can be 
shown to be: 
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To achieve accurate damping factor estimates, it is 
obviously desirable to reduce the variance of the estimate. 
One can reduce the variance somewhat by adjusting the 
window length as described in [3]. Further reductions in 
the variance of αˆ  can be achieved by using multiple 
orthogonal smooth windows [4]. That is, rather than 
having just one pair of windows to yield one estimate of 
α, one can use several pairs of orthogonal windows to 
yield several estimates of α. Because of the orthogonality 
of the windows, the noise on these estimates will be 
independent, and so least-squares averaging can be used 
to yield an overall damping factor estimate with reduced 
variance. 
Assume that K pairs of orthogonal windows are used to 
generate a vector of K damping factor estimates, 
[ ]TKr αα ˆˆ1 K= . From this vector it is necessary to 
create a single estimate of α. If all the { }Kkk ,,1,ˆ K=α  
can be assumed to be unbiased, then the overall estimate 
of α which has zero bias and which has the minimum 
least-squares error is given by Kay [10]: 
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where [ ]TX 111 L= , and C is the covariance matrix 
for r: 
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where E[…] denotes expected value. Because all the 
estimates in the r vector are obtained from windows 
which are orthogonal, all elements in the covariance 
matrix except those on the diagonal are equal to zero. i.e. 
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The entries for the elements on the diagonal can be 
obtained from the expression in (9). The variance of the 
final damping factor estimate is [10]: 
 
( ) 11)ˆvar( −−= XCX Tα       (13) 
 
The new sliding window algorithm is presented formally 
below. 
 
Summary of the new algorithm 
Step 1. Estimate the frequency of the oscillating mode: 
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Step 2. Form K pairs of windows of the observed data: 
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w
,,2,1  and ,111 L=−+≤≤ ) 
 
( ) ( ) ( )22 nnwnzny krkr −=       (16) 
(for KkNnnn
w
,,2,1  and ,122 L=−+≤≤ ) 
 
where )(nwk  is the thk  orthogonal window. The windows 
and the value of K are chosen using the guidelines in [4]. 
 
Step 3. Form K estimates of damping factor: 
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where )(1 ωkrY  and )(2 ωkrY  are the Fourier transforms of 
( )ny k
r1  and ( )ny kr 2  respectively. 
 
Step 4. Use least-squares averaging to estimate the overall 
damping factor estimate: 
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In practice initial damping estimates of α are substituted 
into (20) to find the “initial” least-squares estimate. That 
least square estimate is then used as α to find αˆ . 
 
 
3.  Prony and Kumaresan-Tufts methods 
 
One of the chief alternatives to Fourier based methods for 
determining damping factors from observation records is 
Prony’s method. In Prony’s method the electric 
disturbance modes are modeled as the output of a linear 
time-invariant filter driven by complex white noise. The 
filter impulse response is denoted by h(n). The system 
transfer function would have a z-transform of the form: 
 
( ) ( )( )zB
zA
zH =       (21) 
 
The numerator is assumed to be a constant and the 
denominator is specified by: 
 
( ) LL zbzbzB −− +++= K111       (22) 
 
where L = Linear prediction model order. The polynomial 
coefficients in the denominator are found by setting up 
and solving linear prediction equations. The z-transform 
roots can be found via polynomial factorization, and the 
damping factor and frequency estimates can readily be 
found by taking the real and imaginary parts respectively 
of the logarithms of the roots. 
 
Prony’s method by itself has quite poor numerical 
conditioning. Kumaresan and Tufts showed that one could 
improve the conditioning (and therefore the accuracy of 
damping and frequency estimates) by using two specific 
modifications to the original Prony algorithm [6]. Firstly, 
the linear prediction equations are solved via SVD 
techniques rather than with standard matrix inversion 
procedures. Secondly, the order of the prediction 
equations, L, is made relatively high. Note that there is a 
trade-off with the Kumaresan-Tufts method because 
although increasing L improves accuracy, it also increases 
the computational burden significantly. 
 
4.  Simulations 
 
A signal of the form of (1) was used in the simulations 
and white Gaussian noise was added. The new damping 
factor estimation algorithm was then applied. The 
following parameters where used in the simulations: 
amplitude, A = 1; phase, φ = 0 rad; damping, α = 0.02; 
frequency, ω0 = 0 rad/s and number of samples, N = 500; 
order of prediction equations, L = 250; number of samples 
between windows, gN = 64 samples; window length  
w
N = 64 samples. The plots show the variance of the 
damping factor estimates which were obtained with 100 
runs at each level of SNR. The number of windows, K, 
was set to five. The sampling rate was assumed, without 
loss of generality, to be 1. 
 
 
Figure 1: Variance of damping factor estimates vs. SNR. 
 
Figure 1 shows the variance of the damping factor 
estimates for various algorithms. MSE values from first 
order orthogonal window are used to form estimates for 
the sliding single window method. Least square averaging 
of K orthogonal windows is used to form estimates for the 
sliding multiple window method. The theoretical 
minimum variance given unbiased estimates (i.e. the 
Cramer-Rao bound) is also plotted. 
 
 
5.  Discussion 
 
It is seen in Figure 1 that the new sliding multiple window 
method yields damping estimate variances that are lower 
than those of the sliding single window method. This is to 
be expected, because the availability of additional 
orthogonal windows yields more accessible statistical 
information. The new method also yields damping 
estimate variances which are lower than for the 
Kumaresan-Tufts and Prony methods. This also is not 
especially surprising, given the known resilience of 
Fourier based methods to noise. 
Real data in a form of generator angle vibration 
measurements is acquired from a generator site. 
Autocorrelation function can be used to isolate the modal 
components from high levels of noise. 
 
 
6.  Conclusion 
 
A new Fourier based sliding window algorithm has been 
presented for estimating the damping of oscillating 
modes. The new method uses multiple orthogonal 
windows along with least-squares error minimization 
techniques. This algorithm has been seen to perform very 
favourably compared to rival methods and can be applied 
multiple modal signals, as long as the modes are well 
separated in the frequency spectrum. 
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