This paper presents an extension of the Poincaré-Hopf Theorem to generalized critical points of a function on a compact region with nonsmooth boundary, M , defined by a finite number of smooth inequality constraints. Given a function F : M → R n , we define the generalized critical points of F over M , define the index for the critical point, and show that the sum of the indices of the critical points is equal to the Euler characteristic of M . We use the generalized Poincaré-Hopf Theorem to present sufficient (local) conditions for the uniqueness of solutions to finite-dimensional variational inequalities and the uniqueness of stationary points in nonconvex optimization problems for the region M .
Introduction
The aim of this paper is to provide a generalization of the Poincaré-Hopf theorem for continuous functions over compact regions defined by a finite number of smooth inequality constraints. We use this generalized theorem to provide sufficient conditions for the uniqueness of solutions to finite-dimensional variational inequalities and the uniqueness of stationary points in nonconvex optimization problems for such regions.
Let M be a subset of the Euclidean set R The following is a version of the standard Poincaré-Hopf theorem applied to continuous vector fields on a smooth n-dimensional manifold M ⊂ R n with boundary. The standard theorem claims that, when a vector field has a finite number of zeros over a smooth manifold, the algebraic sum of the zeros is equal to the Euler characteristic of the region (see Poincaré-Hopf Theorem in Milnor [22] for the smooth version and Hirsch [21] , Chapter 5 for the continuous version). The following version uses a non-degeneracy assumption [(A2) below] which guarantees that the vector field has a finite number of zeros and consequently applies the Poincaré-Hopf Theorem.
Poincaré-Hopf Theorem I
Let M ⊂ R In this paper, we generalize the Poincaré-Hopf Theorem I in a number of ways. Our main result, Theorem 1, relaxes the smooth manifold assumption and allows M to be a region defined by a finite number of smooth inequality constraints, which is not necessarily a smooth manifold. Furthermore, we introduce the notion of a generalized critical point which encompasses both the interior zeros of the vector field and the zeros of the tangential vector field on the boundary used in Morse [24] and Gottlieb [15] for the case of a smooth manifold. The approach enables us to drop (A1) and prove a version of the Poincaré-Hopf Theorem for generalized critical points over a region that is not necessarily a smooth manifold.
Our generalization is essential for a number of applications. First, using the generalized theorem, we provide sufficient (local) conditions for the uniqueness of solutions to variational inequalities (and the related problem of uniqueness of Nash equilibria in N-person games).
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The generalized Poincaré-Hopf Theorem is necessary for this application since solutions to variational inequalities are typically on the boundary of the region defined by these inequalities (see Facchinei-Pang [13] , pp. 4). Second, we use the generalized Poincaré-Hopf Theorem to provide local sufficient conditions for the uniqueness of stationary points in constrained optimization problems (and the uniqueness of equilibria or zeros of nonlinear equations). The most standard uniqueness results rely on convexity and quasi-convexity, and the generalized theorem is again necessary to deal with stationary points that are on the boundary of the region defined by the constraints. 4 Our proof for the generalization relies on certain properties of the Euclidean projection, which we show in Section 4.1 and which could be of independent interest. We prove, among other things, that the projection on a region which can be represented by finitely many continuously differentiable inequalities and which satisfies a contstraint qualification (LICQ, see Assumption 1) , is a Lipschitz function. We further characterize the set over which the projection is continuously differentiable and derive an explicit formula for the Jacobian, which, to our knowledge, is a new result. Our explicit calculation of the Jacobian resembles the representation shown by Holmes [19] for convex regions.
Notation and Preliminaries
In this paper, all vectors are viewed as column vectors, and x T y denotes the inner product of the vectors x and y. We denote the 2-norm as
. For a given 3 Existing uniqueness results rely on global monotonicity conditions (Facchinei-Pang [13] , Theorem 2.3.3). 4 Jongen et al. [16] also provide related uniqueness results, but they derive these from the generalization of Morse Theory. To the best of our knowledge, the use of generalized index theory to prove global uniqueness (cfr. Proposition 11 and Corollary 3 below) is new. Ben-El-Mechaiekh et al. [2] , and Cornet-Czarnecki [8, 9, 10] use the axiomatic index (degree) theory (see Ortega-Rheinboldt [25] , Chapter 6) to prove the existence of zeros of vector valued functions and correspondences, but they do not investigate uniqueness issues. Dierker [11] , Mas-Colell [21] , Varian [29] and Hildenbrand-Kirman [17] use the Poincaré-Hopf Theorem to prove uniqueness results for general equilibrium economies with boundary conditions that restrict the equilibrium to be in the interior of the region (i.e., a zero of the vector field) and use the axiomatic index theory to prove uniqueness in a bargaining game.
set X, we use conv(X) to denote the convex hull of X. When X is a finite set, we use |X| to denote its cardinality. Given x ∈ R n and δ > 0, B(x, δ) denotes the open ball with radius δ centered at x, i.e.
B(x, δ)
For a given function f : A → B, f | C : C → B denotes the restriction of f to C ⊂ A, and f (C) ⊂ B denotes the image of C under f . If f is differentiable at x, then ∇f (x) denotes the gradient of f . If f is twice differentiable at x, then H f (x) denotes the Hessian of f at
We consider a compact region, M , defined by finitely many inequality constraints, i.e.,
where the g i : R n → R, i ∈ I, are twice continuously differentiable. For some x ∈ M , let I(x) = {i ∈ I | g i (x) = 0} denote the set of active constraints. Throughout the paper, the following assumption will be in effect.
Assumption 1
The set M is non-empty and every x ∈ M satisfies the linear independence constraint qualification (LICQ), i.e., for every x ∈ M , the vectors {∇g i (x) | i ∈ I(x)} are linearly independent (see [4] , Section 5.4).
We define the normal space at x as the subspace of R n spanned by the vectors {∇g i (x) | i ∈ I(x)}. For x ∈ M , we denote the n × |I(x)| change-of-coordinates matrix from normal coordinates to tangent coordinates as
where columns ∇g i are ordered in increasing order of i. We define the tangent space at x as the subspace that is the orthogonal complement in R n of the normal space at x. Let I c (x) = {|I(x)| + 1, ..., n}} and let {v j , j ∈ I c (x)} be an arbitrary but fixed orthonormal basis of the tangent space at x. We denote the change-of-coordinates matrix from tangent coordinates to standard coordinates as
and note that
where 0 denotes the zero matrix with appropriate dimensions. We call the basis
and note that C(x) is a change-of-coordinates matrix from normal-tangent coordinates to standard coordinates. We next recall the notion of a normal cone which will be used in our analysis (see Clarke [5] or Cornet [8] ):
, λ ≥ 0}.
We define the boundary of the normal cone of M at x, bd(N M (x)), by
where ri(N M (x)) is the relative interior of the convex set N M (x), i.e.,
, λ > 0}.
Generalized Index Theorem
We consider a region M given by (2) and present an extension of the Poincaré-Hopf Theorem that applies for a generalized notion of critical points of a function over M .
Definition 2 Let M be a region given by (2) . Let U be an open set containing M and
We denote the set of generalized critical points of F over M by Cr(F, M ). (b) For x ∈ Cr(F, M ), we define θ(x) ≥ 0 to be the unique vector in R |I(x)| that satisfies
We say that x ∈ M is a complementary critical point if −F (x) ∈ ri(N M (x)). In other words, x ∈ Cr(F, M ) is complementary if and only if θ(x) > 0 (see Figure 1) . (c) Let F be continuously differentiable at x ∈ Cr(F, M ). We define
where V (x) denotes the change-of-coordinates matrix from tangent coordinates to standard coordinates [cf. Eq. (4)]. We say that x is a non-degenerate critical point if Γ(x) is a non-singular matrix.
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For an optimization problem, the local minima are generalized critical points of the gradient mapping of the objective function. To see this, let M be the region given by (2), U be an open set containing M , and f : U → R be a twice continuously differentiable function. Consider the following optimization problem,
Let x * be a local optimum of (6) . If x * ∈ int(M ), then by the unconstrained optimality conditions, we have ∇f
, which is the optimality condition for optimization over an abstract set constraint (see [4] ). Therefore, every local minimum of f is a generalized critical point of ∇f over M .
We now define the notion of the index of a critical point and state our main result.
Definition 3 Let M be a region given by (2) . Let U be an open set containing M and F : U → R n be a function which is continuously differentiable at x ∈ Cr(F, M ), where x is complementary and non-degenerate. We define the index of F at x as
We note that this definition is independent of the choice of V (x). Changing V (x) to another change-of-coordinates matrix V (x) corresponds to changing coordinates over the tangent space. Since Γ(x) can be viewed as a linear operator from the tangent space to itself, a change of coordinates does not change its determinant. Recall also that, for notational convenience, when A is the 0 × 0 dimensional empty matrix we assume det(A) = 1. Thus, if the tangent space at x is zero dimensional, then ind F (x) = 1.
Theorem 1 Let M be a compact region given by (2) . Let U be an open set containing M and F : U → R n be a continuous function which is continuously differentiable at every x ∈ Cr(F, M ). Assume the following: (A2) Every x ∈ Cr(F, M ) is complementary and non-degenerate. Then, F has a finite number of critical points over M . Moreover:
It is useful, especially for future reference, to note that the complementarity condition in this theorem corresponds to the strict complementary slackness condition used in the context of local sufficient optimality conditions in nonlinear programming (cf. Bertsekas [3] ). The non-degeneracy condition is the extension of assumption (A2) in Poincaré-Hopf Theorem I.
In Section 4, we will provide a proof of Theorem 1. Following Morse [24] , we use an extension idea for this proof. The specific extension theorem, which is presented and proved in the next section, may also be of independent interest.
The Extension Theorem and the Proof of Generalized Poincaré-Hopf Theorem
Let M be a compact region given by (2) . Given > 0, let
In other words, M denotes the set of points with distance to M strictly less than . Our goal is to extend F to M in a way that maps the generalized critical points of F to zeros of the extended function. Our extension relies on the properties of the projection function in a neighborhood of M .
Properties of the Euclidean Projection
In this section, we define the projection of a vector x in R n on a closed possibly nonconvex set and explore its properties. We show that an inequality defined region which satisfies the LICQ condition displays local convexity properties. Consequently, the projection of proximal points on such nonconvex sets inherits many properties of projection on a convex set. We also define the distance function d :
We note from Berge's maximum theorem [1] that π is upper semi-continuous and d is continuous. Also since M is closed, we have x ∈ M if and only if d(x) = 0. We can then characterize the sets M and M as
We next show that for sufficiently small , the projection correspondence π| M is single-valued and Lipschitz continuous. 
Two properties of M is essential for the preceding proposition: the first is that M can be represented by finitely many continuously differentiable inequalities and the second is that M satisfies the LICQ condition. Figure 2 shows how the proposition fails for a region M which cannot be represented by finitely many inequalities. Similarly, the following example shows that the LICQ condition is essential for the proposition.
We have, g(0) = 0 and ∇g(0) = 0, therefore M does not satisfy the LICQ condition. It can be seen that π ((0, x 2 )) is not a singleton when x 2 = 0 (cf. Figure 3) , so that the projection correspondence π| M is not a function for any > 0.
We need some preliminary results to prove Proposition 1. We first note the following lemma which is a direct consequence of the LICQ condition.
Lemma 1 There exists some scalar m > 0 such that for all x ∈ M with I(x) = ∅ and
where G(x) is the change-of-coordinates matrix from normal to standard coordinates at x [cf. Eq. (3)].
Proof. Let If P(I) = ∅, then the statement is trivial and holds for any m > 0. Assume that
Clearly, G S is a compact and non-empty set. By the LICQ condition, for every x ∈ G S , the vectors [∇g i (x)| i∈S ] are linearly independent. This implies that the following minimization problem has a positive solution:
We claim that the result holds with m = m /|I|. Let x ∈ M with I(x) = ∅ and λ ∈ R
|I(x)|
. If λ = 0, the statement is trivial. When λ = 0, we have I(x) ∈ P(I) and
and thus
where to get the second inequality, we used the Cauchy-Schwarz inequality. We conclude that the result holds with m = m /|I|. Q.E.D.
We also define the correspondence ri(N (x)) as
The following lemma shows that for sufficiently small positive , the -normal correspondence satisfies a Lipschitzian property.
Lemma 2 There exists > 0 and k > 0 such that for all x, y ∈ M , and s x ∈ N (x),
Proof. For some i ∈ I, we define the function e i : U × U → R as
Since g i is twice continuously differentiable, the function e i is continuous. Thus, the function |e i | has a maximum over the compact set M × M , i.e., there exists some µ > 0 such that
Given n × n matrix A, we define the matrix norm of A as
and we note, by Cauchy-Schwarz inequality, that
Let
The maximum exists since H g i is a continuous function over the compact region M . Let
Also, let m > 0 be a scalar that satisfies Eq. (7) in Lemma 1. We will prove that the result in Lemma 2 holds for
and k = 2. Let x, y ∈ M and s x , s y in N (x) and N (y) respectively. If y = x then we are done. Assume y = x. Then, by the definition of the -normal correspondence and the normal cone, there exist scalars
We claim
Since
, which implies Eq. (16) . Similarly, we have
Using the definition of the function e i [cf. Eq. (8)], we have for all i,
and,
Multiplying the preceding relations with λ i and γ j respectively, and summing over i ∈ I(x) and j ∈ I(y), we obtain
Since x, y ∈ M and λ i ≥ 0, γ j ≥ 0, the term on the left hand side of Eq. (18) is nonpositive. By Equations (14) and (15), it follows that the first term on the right hand side is equal to
Combining Eq. (9), Eq. (11), and the definition of H m in (12), it can be seen that the second term on the right of Eq. (18) is bounded below by
where we used Eq. (16) to get the second inequality. Similarly, the last term on the right hand side of Eq. (18) 
, which implies that
where we used the Cauchy-Schwarz inequality to get the second inequality. Finally, since y = x, we obtain
Hence, the claim is satisfied with the given by Eq. (13) and k = 2. Q.E.D.
For the rest of this section, let > 0, k > 0 be fixed scalars that satisfy the claim of Lemma 2. The following is a corollary of Lemma 2 and shows that the −normal correspondence is injective.
We next note the following lemma which shows that the correspondence N is the inverse image of the projection correspondence.
Lemma 3 Given y ∈ M and p ∈ M , p ∈ π(y) if and only if y ∈ N (p).
Proof. Let y ∈ M and p ∈ π(y). Then, by the optimality conditions, we have
, which is a contradiction by Lemma 1. Therefore, we must have p ∈ π(y), completing the proof. Q.E.D.
Proof of Proposition 1. Assume that there is some x ∈ M such that π(x) is not singlevalued. Then, there exist p, q ∈ π(x) ⊂ M such that p = q. By Lemma 3, x ∈ N (p) and x ∈ N (q), therefore x ∈ N (p) ∩ N (q), contradicting Lemma 1. Therefore, we conclude that π| M is single-valued.
Let x, y ∈ M . Then, x ∈ N (π(x)) and y ∈ N (π(y)) (cf. Lemma 3), and it follows by Lemma 2 that
showing that π is globally Lipschitz. Q.E.D.
The next proposition shows that the distance function restricted to M −M , d| M −M , is continuously differentiable. Since π(x) is a singleton for all x ∈ M − M (cf. Proposition 1), this result follows from Theorem 4.11 in Clarke-Stern-Wolenski [6] . We present an alternative proof in the appendix for completeness.
We note the following corollary to the preceding proposition.
Corollary 2 There exists > 0 such that cl(M ) is an n-dimensional smooth manifold. Moreover,
Proof. Let such that 0 < < . From Proposition 2,
for every y ∈ M − M . Since ∇d(y) = 0 for every y such that d(y) = , we have that is a regular value of d in the sense of Sard (cf. Milnor [22] ). Then from the Pre-image theorem cl(M ) = {x ∈ R n | d(x) ≤ 0} is an n-dimensional smooth manifold with boundary (cf. Lemma 3 in Milnor [22] , Chapter 2). Furthermore, the boundary is characterized by
For the rest of this section, we assume that > 0 is a sufficiently small fixed scalar such that it also satisfies the result of Corollary 2.
Given y ∈ M , we define λ(y) ∈ R
|I(π(y))|
to be the unique vector that satisfies
We also define H(y) as
and we adopt the notation
where X and Y are matrices with appropriate dimensions. If Y is invertible, we also adopt the notation
XY.
We next study the differentiability properties of the projection function.
Proposition 3 Let y be a vector in ri(N (π(y))). Then, π is continuously differentiable at y. Moreover, the Jacobian of π in the tangent-normal coordinates of π(y) is 7 We note that this result agrees with similar formulas obtained by Holmes [19] with the gauge function when M is assumed to be convex. We adopt the convention that the inverse of the 0 × 0 empty matrix is the 0 × 0 empty matrix. Then, when V (π(y)) is the n × 0 empty matrix, i.e. when the tangent space at π(y) is zero dimensional, the equation reads ∇π(y) = 0.
where
denotes the change-of-coordinates matrix from normaltangent coordinates to standard coordinates for x ∈ M (cf. Section 2) and I denotes the identity matrix with appropriate dimension.
Proof. We assume without loss of generality that I(π(y)) = {1, 2, .., I y } where I y = |I(π(y))|. We will prove the proposition using the implicit function theorem. Let f :
Then f is a continuously differentiable function since the g i are twice continuously differentiable. For a = (y, π(y), λ(y)), we have f (a) = 0. Denote by J(y) the Jacobian
We first claim that J U L (y) is negative definite. From the proof of Lemma 2, we know that was chosen sufficiently small such that
where H m is given by (12) and µ > 0 is a scalar. 
Then for i ∈ {1, 2, .., n}, we have 
Pre-multiplying Eq. (23) by p and using Eq. (24), we obtain;
Since J U L (y) is strictly negative definite, it follows that p = 0. Then, from Eq. (23), G(π(y))γ T = 0 and since the columns of G(π(y)) are linearly independent, we obtain γ = 0. Thus, (p, γ) = 0, which is a contradiction, establishing that J(y) is nonsingular.
Then, the implicit function theorem applies to f (v, p, γ) and there exist open sets
and there exist unique continuously differentiable functions p : . Let
Then we have p(v) ∈ M and I(p(v)) = I(π(y)
) and it follows from Eq. (25) that v ∈ N (p(v)). Therefore, from Lemma 3 and the definition in (19), we have
Since p is a continuously differentiable function over a neighborhood D of y, we conclude that π is continuously differentiable at y as desired. Moreover, by the implicit function theorem, we have the following expression for the Jacobian of (π; λ) at y; 
For notational simplicity, we fix y and denote
We first note that
Next, we let
Then,
and
Since columns of V span the space of vectors orthogonal to each column of G, Eq. (31) implies that
and using the fact that V
we get
8 When V is not the empty matrix, since J U L is strictly negative definite, V T J U L V is strictly negative definite, and hence is invertible. When V is the n × 0 dimensional empty matrix, then V T J U L V is the 0 × 0 dimensional empty matrix and it is invertible by our convention.
hence β j is the j
.,n−Iy} and Y = y j | j∈{1,2,..,n−Iy} . Then, using Equations (28), (29) , and (32)
Y .
Substituting this expression in Eq. (27) yields
showing the desired relation. Q.E.D.
The Extension Theorem
We now state and prove the extension theorem which will subsequently be used in the proof of the generalized Poincaré-Hopf theorem.
Theorem 2 Let M be a region given by (2) . Let U be an open set containing M and
Then, we have the following: (i) F K is a continuous function.
(ii) Let y ∈ ri (N (π(y))) and F be continuously differentiable at π(y) ∈ M . Then, F K is continuously differentiable at y. Moreover, the Jacobian of F K in the tangent-normal coordinates of π(y) is
Also, if K > 0, then
on the boundary of cl(M ). In other words, given y ∈ bd(M ), there exists a sequence i ↓ 0 such that y
Proof. (i) Follows immediately since the projection function π is continuous.
(ii) Let y ∈ ri (N (π(y))). Then F K is continuously differentiable at y since F is continuously differentiable at π(y) and π is continuously differentiable at y (cf. Proposition 3). For notational simplicity, we fix y and denote V = V (π(y) 
), G = G(π(y)), C = C(π(y)), H = H(y).
First consider the case in which V is the n × 0 empty matrix, i.e. I y = n. In this case, by the chain rule and the fact that ∇π(y) = 0 (cf. Proposition 3), we have
showing Eq. (33). Equations (34) and (35) also follow since the determinant of a 0 × 0 matrix is equal to 1 by our convention.
Next consider the case in which V is not an empty matrix. Since V T G = 0 and V T V = I, we note that
for some matrix R. We can write the Jacobian of F K in the tangent-normal coordinates as
where, to get the last equation, we used Eq. (36) and the fact that (V
T (I + H)V ) is invertible (cf. Proof of Proposition 3)
. Then, for some matrix S, we have,
as desired. The determinant then can be calculated as
as desired. We have noted that V (iii) Let y ∈ bd(M ). By Corollary 2, we have
T (−I − H)V is negative definite (cf. Proof of Proposition 3). Then, I +V
We have
where we used the Cauchy-Schwarz inequality to get the first inequality and Eq. 
(cf. Definition 2) Then, s is a one-to-one and onto function from Cr(F, M ) to Z, with inverse equal to π| Z .
Proof. Clearly, s(x)
Then it follows from Proposition 3 that π(s(x)) = x. Also, it follows from the definition of λ that λ(s(x)) =
θ(x) K
. We first show that s(x) ∈ Z for all x ∈ Cr(F, M ). Note that
Thus s(x) ∈ Z. We next show that s : Cr(F, M ) → Z is onto. To see this, let y ∈ Z. Then,
(y)) = KG(π(y))λ(y).
Since Kλ(y) ≥ 0, we have −F (π(y)) ∈ N M (π(y)) and thus π(y) ∈ Cr(F, M ). Moreover, 
as desired. Q.E.D.
Proof of the Generalized Poincaré-Hopf Theorem
We are now ready to prove Theorem 1.
be the extension defined in Theorem 2 and Proposition 4. Let
By Corollary 2, cl(M ) is a manifold with boundary. Moreover, by Proposition 2, F K points outward on the boundary of M and is continuously differentiable at every y ∈ Z since π(y) ∈ Cr(F, M ) is complementary and non-degenerate and F is continuously differentiable at π(y). Then, the Poincaré-Hopf Theorem I applies to F K and Z has a finite number of elements. By Proposition 4, Cr(F, M ) has a finite number of elements. Moreover,
Then using Proposition 4 and Lemma 4, we have
To complete the proof, we need an additional lemma. First, recall the following definition:
Such a function F is called a homotopy between a and b.
Then we have
Lemma 5 cl(M ) is homotopy equivalent to M , i.e. there exists continuous functions
, where i X : X → X denotes the identity function on some set X. In particular, χ(cl(M )) = χ(M ).
Then, f and g are continuous and
Then, f • g = i M and thus is homotopic to i M . We have
F is continuous since π is continuous over cl(M ). We have,
where we used Eq. (42), and
Thus, F is a homotopy between g • f and i cl(M ) , which implies that g • f is homotopic to i cl(M ) . Then f and g satisfy the conditions for homotopy equivalence of cl(M ) and M , which implies that cl(M ) is homotopy equivalent to M as desired.
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Since the Euler characteristic is invariant for sets that are homotopy equivalent to each other (see, for example, Massey 
Variational Inequalities and the Uniqueness of the Nash Equilibrium
We now present an application of Theorem 1 on the problem of analyzing the existence and uniqueness properties of solutions to variational inequalities, and the related problem of existence and uniqueness of Nash equilibria in N-person games.
Definition 7 Let M ⊂ R n be a region and F : M → R n be a function. The variational inequality problem is to find a vector x ∈ M such that
We denote the set of solutions to this problem with VI(F, M ).
The following proposition (cf. Proposition 1.5.8 in [13] ) establishes an equivalent characterization for the solutions of the variational inequality problem when the region M is closed and convex.
Note that the projection function π : R n → M is well-defined when M is a convex subset of R n (cf. the Projection Theorem in Bertsekas [3] ). The following lemma establishes that, when M is given by (2) , every solution of the variational inequality problem corresponds to a generalized critical point of F over M and vice versa.
Lemma 6
Let M ⊂ R n be a closed convex region given by (2) . Then,
By definition of the projection function, we have
Since M is a convex set and f y : M → R n is a convex function, the first order optimality conditions are also sufficient for the problem in (43). Then, we have
Note that ∇f y (x) = x − y. Then, for y = x − F (x), we have
Then using Definition 2 and Proposition 5, we conclude that
Q.E.D.
The following proposition regarding the existence and the uniqueness of solutions to a variational inequality problem over a convex and compact region M given by (2) is an application of our generalized Poincaré-Hopf Theorem.
Proposition 6 Let M be a compact convex region given by (2) . Let U be an open set containing M and F : U → R n be a continuous function which is continuously differentiable at every x ∈ Cr(F, M ). Assume that every x ∈ Cr(F, M ) is complementary and non-degenerate. Furthermore, assume that ind F (x) = 1 for all x ∈ Cr(F, M ). Then, VI(F, M ) has a unique element.
Proof. Since M is convex, χ(M ) = 1 (cf. Section 1). Then, using Theorem 1, we have
thus Cr(F, M ) has a unique element. Then, by Lemma 6, VI(F, M ) also has a unique element, completing the proof of the proposition. Q.E.D.. [13] demonstrate that many problems of practical interest can be formulated as a variational inequality problem (see Section 1.4 of [13] ). We next discuss one such problem of significant interest, the analysis of Nash equilibria in an N-person non-zero sum game.
Facchinei-Pang
Definition 8 Consider a game G with N players denoted by P = {1, 2, ..., N }. Let the player i have the compact strategy set K i ⊂ R n i and the cost function (negative of the utility function) c i : i∈P K i → R, which depends on his own strategy as well as other player's strategies. Given players {j ∈ P, j = i} are playing the strategy profile
A Nash equilibrium of the game G is a strategy profile x = (x i : i ∈ P ) ∈ i∈P K i such that, for all i ∈ P , x i is an optimal strategy for player i.
The following result (adapted from Proposition 1.4.2 in [13] ) formulates the Nash equilibrium of a game given by Definition 8 as the solution of a variational inequality problem. 
where n = i∈P n i , and let F : M → R n be the function given by
Then, the profile x = (x i : i ∈ P ) is a Nash equilibrium if and only if x ∈ VI(F, M ).
The following example shows that the assumption that each player's cost function is convex in her own strategy is not enough to guarantee the uniqueness of the Nash equilibrium.
Example 2 Consider a game G given by Definition 8. Let P = {1, 2},
Note that c i (.,
) is a convex function for i ∈ P . It can be seen that the Nash equilibria of the game G are the strategy profiles (−1, −1), (0, 0), and (1, 1). Let M = i∈P K i be a compact convex region given by (2) , and consider a game given by Definition 8. The most well-known approach to uniqueness of Nash equilibrium is that of Rosen [26] , which requires the symmetric matrix ∇F (x) + (∇F (x)) for all x ∈ M . In the following proposition, we establish a sufficient condition for the uniqueness of the equilibrium of a game G given by Definition 8 when M is an inequality defined region given by (2). Rosen's condition involves a global assumption which requires a matrix to be positive definite at every x ∈ M . In contrast, our condition involves a local assumption which requires that the determinant of a matrix is positive (which is weaker than the positive definiteness assumption) at only generalized critical points of F . We note, however, that our result does not completely generalize that of Rosen's since we require stonger structural assumptions on the problem, such as the LICQ requirement for the region M and the complementarity and non-degeneracy requirements for the critical points of the function F . Nonetheless, our result could be of significant practical interest since complementarity and non-degeneracy are generic properties of games, i.e. for almost all games, every critical point of the function F is complementarity and nondegenerate (cf. Section 7 of Kehoe [20] for details of this argument in the context of general equilibrium). ) : U i → R is continuously differentiable on U i and convex on K i . Assume that M = i∈P K i ⊂ R n is given by (2), i.e., assume that there exist twice continuously differentiable functions g 1 , g 2 , . .., g |I| :
where every x ∈ K i satisfies the LICQ condition (cf. Section 2). Let F : M → R n be the function given by (44). Assume that every x ∈ Cr(F, M ) is complementary and non-degenerate. Furthermore, assume that ind F (x) = 1 for all x ∈ Cr(F, M ). Then, the game G has a unique Nash equilibrium.
Proof. By Proposition 7, x ∈ M is a Nash equilibrium of the game G if and only if x ∈ V I(F, M ). Since each K i is compact and convex, so is M = i∈P K i . Then, by Proposition 6, VI(F, M ) has a unique element, which implies that the game G has a unique Nash equilibrium. Q.E.D.
We derive further insights from analyzing Example 2 in view of Proposition 8. Note that, in Example 2,
Then, x ∈ M is a generalized critical point of F if and only if there exists x ∈ M and θ i (x) ≥ 0 such that
There are three generalized critical points of F over M . a 1 = (−1, −1) is a generalized critical point with I(a 1 ) = {1, 2} and θ 1 (a 1 ) = θ 2 (a 1 ) = 3; a 2 = (0, 0) is a generalized critical point with I(a 2 ) = ∅; a 3 = (1, 1) is a generalized critical point with I(a 3 ) = {3, 4} and θ 3 (a 3 ) = θ 4 (a 3 ) = 3. Since tangent spaces at a 1 and a 3 are zero dimensional, we have that ind F (a 1 ) = ind F (a 3 ) = 1. Also, ind F (a 2 ) = sign(det(∇F (a 3 ))) = sign det 0 −3
We note that,
as required by Theorem 1. However, Proposition 8 does not apply and the Nash equilibrium is not unique since not every critical point of F over M has index equal to 1.
Generalized Equilibria and Karush-Kuhn-Tucker Points in Nonconvex Optimization
We now use the generalized Poincaré-Hopf Theorem to investigate the uniqueness of generalized equilibria and stationary points in optimization problems. The appropriate generalization for the solutions to variational inequalities in case when the region M is not convex is the notion of a generalized equilibrium (cf. Cornet [10] ).
where N M (x) denotes the Clarke's normal cone for the region M (cf. Cornet [10] , see Clarke [5] for a definition of Clarke's normal cone).
Proposition 9
Let M be a compact region given by (2) . Let U be an open set containing M and F : U → R n be a continuous function which is continuously differentiable at every x ∈ Cr(F, M ). Assume that every x ∈ Cr(F, M ) is complementary and nondegenerate. Furthermore, assume that ind F (x) = 1 for every x ∈ Cr(F, M ). Then, the number of generalized equilibria of F over M is equal to χ(M ). In particular, when χ(M ) = 1, F has a unique generalized equilibrium over M .
Proof. By Definitions 2 and 9, it is immediate that when the region M is given by (2), x ∈ M is a generalized equilibrium of F if and only if it is a generalized critical point of F over M . By Theorem 1,
Then the number of elements in Cr(F, M ) is equal to χ(M ), which implies that the number of generalized equilibria of F over M is equal to χ(M ). Q.E.D..
A generalized equilibrium corresponds to an equilibrium in certain models in economics and network optimization theory.
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In the special case when F is the gradient of 10 See Mas-Colell [21] for use of differential topology methods in general equilibrium models, CornetCzarnecki [8, 9, 10] on generalized equilibria and Tang-Wang-Low-Chiang [28] for a network optimization problem where generalized equilibria arise naturally. a scalar valued function, a generalized equilibrium of F also corresponds to a KarushKuhn-Tucker (KKT) stationary point for a nonconvex optimization problem. We investigate the latter connection to establish sufficient conditions for the uniqueness of the local optimum for nonconvex optimization.
Definition 10 Consider a compact region M given by (2) . Let U be an open set containing M and f : U → R be a twice continuously differentiable function. (a) We say that x ∈ M is a KKT point of f over M if there exists µ i ≥ 0 such that
We denote the set of KKT points of f over M with KKT(f, M ). 
where V (x) denotes the change-of-coordinates matrix from tangent coordinates to standard coordinates [cf. Eq. (4)]. We say that x is a non-degenerate KKT point if Λ(x) is a non-singular matrix. We note that this definition is independent of the choice of V (x) (cf. Definition 3).
We next recall the necessary and sufficient optimality conditions phrased in terms of the notions defined above (cf. Propositions 3.3.1 and 3.3.2 of Bertsekas [3] ).
Proposition 10 Consider a region M given by (2) . Let U be an open set containing M and f : U → R be a twice continuously differentiable function. (i) If x ∈ M is a local minimum of f , then x is a KKT point of f and Λ(x) is a positive semi-definite matrix.
(ii) If x ∈ M is a complementary KKT point and Λ(x) is a positive definite matrix, then x is a strict local minimum.
The following proposition establishes a relation satisfied by the KKT indices of KKT stationary points of f over M .
Proposition 11
Consider a compact region M given by (2) . Let U be an open set containing M and f : U → R be a twice continuously differentiable function. Assume that every KKT point of f over M is complementary and non-degenerate. Then, the set KKT(F, M ) has a finite number of elements. Moreover, we have
As discussed in the Introduction, in [16] , Jongen-Jonker-Twilt prove a similar result by generalizing Morse Theory to constrained regions. In the Morse Theory approach, one tracks the change in the topology of the lower level sets
c ∈ R is said to be a regular value if there is no x ∈ KKT(f, M ) such that f (x) = c, and a critical value otherwise. It can then be shown that the topology of the level sets do not change when one crosses a regular value, while the topology changes in a unique way up to an index 11 when one crosses a critical value. The next proposition, which is a direct consequence of Proposition 11, establishes a sufficient (local) condition for the uniqueness of the optimum in a nonconvex optimization problem. The traditional optimization results establish the uniqueness of the minimum under a global convexity assumption, i.e., when the Hessian of the objective function is positive definite for every vector in the constraint region. In contrast, this proposition ensures uniqueness under a local convexity assumption which requires that the determinant of the (generalized) Hessian is positive at every KKT point of the function over the region. 
where the inequality follows from the definition of p Since χ(M ) = 1 and every p ∈ KKT(f, M ) is complementary, non-degenerate, and is a local minimum, by Corollary 3, f has a unique local minimum over M . By the symmetry of the problem, it can be seen that the unique local minimum is located at p = (b, b, ...b) . In essence, using the first order conditions given by equations (54),(55), and (56), we could prove that f is locally convex around each stationary point, which, by Corollary (3), implies that f has a unique stationary point and a unique local minimum over M . Note that Poincare-Hopf Theorem I cannot be applied to this problem since the region M is not a manifold and the unique critical point of the vector field ∇f  [p = (b, b, .., b) ] is on the boundary of the region M . is a continuous function of x over M − M , we conclude that d is continuously differentiable over M − M , completing the proof. Q.E.D.
