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Abstract 
In this paper, we consider a finite set of generic tasks that we execute a large number of times. 
We introduce the linear constraints between two generic tasks: the difference of iteration indices 
between the execution of two tasks subject to a precedence constraint is a linear function of 
these indices. These constraints are modeled by a linear graph G. Moreover, we consider no 
resource constraints. We aim at characterizing the optimal frequencies of the generic tasks. 
Since the executions of the generic tasks are only subject to precedence constraints, the 
maximum frequencies are achieved in the earliest schedule. The study of its asymptotic behavior 
allows us to develop an algorithm to compute the maximum frequencies of the generic tasks: it 
is based on a particular decomposition of the linear graph and on the expansion of its 
components. We construct a valued graph by contracting these components and we show that 
the longest paths of that graph provide the maximum values of the frequencies. 
1. Introduction 
A cyclic scheduling problem is specified by a finite set of generic tasks to be 
executed infinitely often. Usually, generic tasks are subject to precedence or resource 
constraints that must be met by all their executions. The aim is to compute a feasible 
schedule with a maximum throughput. 
This kind of problem occurs for many practical applications. For example. in 
a flexible manufacturing system, an important number of products may have to be 
assembled using exactly the same sequence of operations for every product. In order 
to evaluate the performance of this system or to build an efficient schedule of the 
operations, we aim at finding general properties to reduce the study to a limited 
number of products: the whole schedule is then obtained by repeating with a constant 
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period a limited sequence of operations. Cyclic scheduling problems also occur in 
parallel computing. We refer to [S] that presents an application in this area and 
a bibliography concerning recent theoretic results about a general class of cyclic 
scheduling problems. 
One of the basic theoretical results about cyclic scheduling problems concerns the 
basic cyclic scheduling problem. Generic tasks are subject to uniform constraints: 
each uniform constraint between two generic tasks induces a set of precedence 
constraints uch that the difference between their execution indices is a constant. Since 
the executions are only subject to precedence constraints, the frequencies of the 
generic tasks are maximum for the earliest schedule. In cl], Chretienne provided 
a polynomial algorithm for the computation of the optimal frequencies of the tasks. 
These results were also obtained by Cohen et al. using algebraic methods [3]. More 
recently, Chretienne extended these results to the problem with deadlines [Z]. 
The aim of this paper is to extend the results obtained by Chrttienne to 
linear constraints. In this case, the difference of execution indices between two tasks 
subject to a precedence constraint is not a constant, but a linear function of the 
execution indices. We model these constraints by a linear graph: its vertices are the 
generic tasks, and its edges model linear constraints, Moreover, we consider no 
resource constraints. 
Linear constraints are a useful generalization of uniform constraints. They are 
involved in a quite large class of application problems. For example, they model some 
cyclic assembly line probIems where a given number of a first product is needed to 
build one second product. 
In the second section, we present he problem and we show that the frequencies of 
the generic tasks are maximized by the earliest schedule. We also model a practical 
assembly line problem by a linear graph. In the third section, we review some basic 
results concerning uniform graphs. In the fourth section, we define unitary graphs as 
a special class of linear graphs that may be expanded into equivalent uniform graphs. 
In the fifth section, we prove that every linear graph G may be partitioned into 
a collection of expansible subgraphs referred to as the unitary components of G. Then, 
by exploiting some necessary conditions on the frequencies of these components, we 
study the earliest schedule of G to show that the longest paths of an adequately valued 
graph GR provide the optimal frequencies of the tasks. In the last section, we present 
a general algorithm to compute optimal frequencies of the generic tasks. 
2. The model 
In this section, we introduce the problem: we define generic tasks, linear constraints 
and cyclic schedules. As no resource constraints are taken into account, we show that 
the frequencies provided by the earliest schedule are optimal. We also give a useful 
necessary condition for the existence of feasible solutions. At last, we model an 
assembly system by a linear graph. 
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2. I. Generic tasks 
Let T = { 1,. , m} be a finite set of m generic tasks. Every generic task i E T is 
performed infinitely often with the processing time li. We denote by (i,n) the nth 
execution of task i and by t(i, n) the starting time of (i, n). 
The iteration n is the subset I(n) = ((i, n), i E T ). 
2.2. Linear constraints 
We suppose that the generic tasks are constrained by a set P of linear constraints: 
a linear constraint e is given by a pair of generic tasks (i, j), two strictly positive natural 
numbers q(e) and p(e), and two natural numbers h(e) and k(e). It induces the following 
infinite set of precedence constraints on the executions of i and j : 
Vn > 0, t(i,q(e)n + k(e)) + li < t(j, p(e)n + h(e)). (*I 
The set of linear constraints P is modeled by a linear graph G = (T, P) whose vertices 
are the generic tasks and whose edges correspond to the linear constraints: the linear 
constraint e = (i,,j) corresponds to an arc from i to j with five valuations (li, y(e), k(e). 
p(e), h(e)). 
Moreover, we assume that two executions of a generic task do not overlap: so, for 
all t E T, P contains (i, i, l,O, 1,l). 
The det7eloped graph g associated with a linear graph G is an infinite graph whose 
nodes are the executions of the generic tasks and whose arcs correspond to the 
precedence constraints (*). Every edge is then valued by the processing time of the 
input node. 
A uniform constraint is a special case of linear constraint where p(e) = q(e) = 1. So. 
the precedence constraints associated with a uniform constraint are as follows: 
Vn > 0, t(i,n + k(e)) + li d t(j, n + h(e)). 
Correspondingly, the edge (i, j) of a uniform graph needs only be notated by 
(ii> k(e), h(e)). 
2.3. Schedules 
A schedule S is a set of starting times S = (t(i, n), i E T, n > 0) meeting all the 
precedence constraints induced by g. 
Clearly, the set of schedules is not empty if and only if the developed graph g is 
acyclic. In such a case, G is said to be consistent. 
Up to now, we have only a necessary condition of consistency: defining the weight of 
a path u of G by W(u) = n,.,,,,(p(e)/q(e)) where E(u) is the arc list of u, we have the 
following theorem. 
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Theorem 1. If G is consistent, the weight of every circuit of G is at least one. 
Unfortunately, this condition is not sufficient: if G is a uniform graph, this condition 
is always fulfilled. We will review that the consistency of this class of graphs depends 
on other parameters. 
If G is consistent, since the executions of the generic tasks are only subject to 
precedence constraints, the earliest schedule - in which the executions of the tasks are 
performed as soon as possible - can be defined. 
2.4. Frequency of a generic task 
Let S = { t(i, n), i E T, n > 0} be a schedule of g. The frequency of the generic task i is 
defined as limN,cc, N/t(i, IV) if this limit exists. 
2.5. Problem formulation 
An instance of the basic cyclic scheduling problem with linear constraints (in short 
BCSL) is defined by a set T of generic tasks and a linear graph G. The problem is to 
determine the maximum frequencies of the generic tasks. 
Starting times of the executions of the generic tasks are minimized by the earliest 
schedule of g. Thus, the frequencies are maximized for this schedule. In this paper, we 
study the earliest schedule of g to compute maximum frequencies of the generic tasks. 
2.6. Modelling an assembly problem 
In this section, we model a cyclic assembly problem of two products Pi and PZ from 
three materials RI, R2 and R3. We suppose that every product Pi, i = 1,2 and every 
material Ri, i = 1, ,3 is constructed by a dedicated workshop. Moreover, every 
workshop constructs only one item at once. So, their jobs can be modeled as the 
successive executions of a non-reentrant generic task. 
We also assume that a conveyor repeatedly gets two products PI, one product 
Pz and brings raw materials for the construction of six units of RI. 
The generic tasks are defined as follows: 
(l,n>: constructs the nth unit of RI, 
(2,n): constructs the nth unit of Rz, 
(3,n): constructs the nth unit of R3, 
(4, n): assembles the nth unit of PI, 
(5,n): assembles the nth unit of PZ, 
(6, n): nth move of the conveyor. 
Task i 1 2 3 4 5 6 
li 2 3 2 4 6 10 
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Fig. 1. Linear graph G associated with the assembly problem 
The assembly rules are the following. 
(a) A unit of P1 is obtained from the assembly of two units of RI and three units of 
R,. On the same way, a unit of P, is obtained from a unit of R3 and a unit of RI. In 
order to eliminate the conflict between Pi and Pz, we suppose that for all n > 0, the 
(3n - 2)th and the (3~ - 1)th products R, are reserved to produce PI. The 3nth 
product RI is then reserved to produce P2. From the preceding rules, we get the 
following inequalities: 
Vn > 0, t(1,3n - 1) + 1i d t(4,n), 
Vn > 0, t(1,3n) + 1i d t(5,n), 
Vn > 0, t(2,3n) + 1, f t(4, n), 
Vn > 0, t(3,n) + l3 d t(5,n). 
(b) As the conveyor brings raw materials for six units of R,, we get 
b’n > 0, t(6,n) + l6 d t(l,6n + 6). 
Since the conveyor gets two units of PI and a unit of P,, we have 
b’n > 0, t(4,2n) + /4 < t(6, n), 
‘v’n > 0, t(5, n) + l5 d t(6, n). 
All these inequalities yield the linear graph depicted in Fig. 1. 
The problem now is to analyze the behavior of this system and to evaluate the 
optimal frequencies of the generic tasks. 
3. Uniform graphs 
In this section, let us review some results obtained by Chretienne [l] and extend 
them to uniform graphs. These results make the starting point of our study and are 
essential to understand our methodology. 
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Let G = (T, P) be a uniform graph. For every path v of G, we define by, respectively, 
V(v) and E(v) the vertices and the arcs of v. 
The length L(c) and the height H(c) of a given circuit c of G are, respectively, 
formulated by 
L(C) = 1 li, H(c) = c h(e) - k(e). 
i E V(c) 8 E E(c) 
Then, one may easily prove that a uniform graph is consistent if and only if every 
circuit has a strictly positive height. 
If this condition is fulfilled, let C(G) be the set of the simple circuits of G. For any 
circuit c E C(G), define a(c) as L(c)/H(c) and a(G) as max,,ccc,a(c). A circuit c of G is 
said to be critical if a(c) = a(G). 
A sequence u,, is K-periodic if there are three natural numbers K, w and N such that 
u,+~ = u, + w for n 3 N. K is the periodicity factor, w is the period, K/w the frequency 
and N is the transient time. 
If G is strongly connected, Chrttienne proved that critical circuits of G allow one to 
characterize the asymptotic behavior of the earliest schedule: starting times of the 
successive executions of a generic task i make up a K-periodic sequence with 
frequency l/a(G). 
In the general case, let Ci , . . . , Ck be the strongly connected components of G and let 
GR be the reduced graph, obtained by merging all the nodes of a component. The 
earliest schedule is still K-periodic and all the tasks of a component Cl, 1 = 1,2, . . . , k 
have the same frequency referred to as Q1, I= 1, . . . ,k. If we denote by r-(C,) the 
predecessors of the component CI in G s, Chrttienne proved the following equality: 
VlE {l,..., k), @I = min 
i 
1 
ao’ 
min @, . 
cs E r-(cd > 
He provided a polynomial algorithm to compute these frequencies using a topological 
sort of the reduced graph. 
4. Expansion of a linear graph 
In this section, we show that for some special cases of linear graph G we can build 
a family of uniform graphs modeling the same precedence constraints. This trans- 
formation, called the expansion of G, will be used in the next section to characterize 
the asymptotic behavior of a general linear graph from the results about uniform 
graphs. 
Firstly, we study a single linear constraint e between i and j: by duplicating the 
vertices i and j an adequate number of times, we get a finite set of uniform constraints 
between these duplicates that yield together to the same set of precedence constraints 
as e. Then, we provide a necessary and sufficient condition so that this transformation 
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Fig. 2. Precedence constraints induced by e 
Fig. 3. Equivalent uniform constraint 
may be applied simultaneously to all the arcs of G. If such a solution exists, we prove 
the existence of a smallest expansion of G. At last, we define the unitary graphs as 
a new class of linear graphs and we show that they are expansive. 
4.1. A single linear constraint 
Let us consider the linear constraint e = (2,l) with valuations (2,2,0,3,1). It models 
a set of precedence constraints (see Fig. 2): 
Vn > 0, t(2,2n) + 2 f t(1,3n + 1). 
The idea is to replace this constraint by uniform ones: we replace the generic task 1 by 
three generic tasks denoted by 4 1,1 $ , 6 1,2 9 and 6 1,3 $ : the nth execution 
of, respectively, 6 l,l%, 4 1,2 $ and + 1,3 ti replaces the executions 
302 - 1) + 1, 3(n - 1) + 2 and 3n of the generic task 1. Similarly, we replace the 
generic task 2 by =$ 2,l b and < 2,2 9 It is then clear that e is equivalent to 
a uniform constraint e’ = ( < 2,2 >> , < 1,1 9 ) with valuations k(e’) = 0 and 
h(e’) = 1. 
Fig. 3 illustrates this transformation. Notice that uniform constraints must also be 
added so that the executions of two duplicates of a same generic task do not overlap. 
Let us now specify this transformation for any linear constraint e = (i, j). 
Creating ni duplicates of a generic task i consists in replacing i by ni new generic 
tasks <i,l$, <i,2+ ,..., 4 i, ni $ . These tasks are referred to as the duplicutes 
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ofi.ForanybE{l,..., ni}, the nth execution of < i, b $ replaces the (n - l)ni + bth 
execution of i. 
The following theorem generalizes the previous transformation. 
Theorem 2. Zf the number of duplicates ni and nj satisfy 
ni % 
4o=po 
=SEN 
then the linear constraint e = (i, j) is equivalent to s uniform constraints. 
Proof. Let us assume that the generic task i (resp. j) has ni (resp. nj) duplicates. 
Let a, and b,, n > 0 be two sequences such that the (q(e)n + k(e))th execution of 
i corresponds to the (a, + l)th execution of 6 i, b, $ . Then, q(e)n + k(e) = nia,, + b, 
with b,E{l,...,s}, so q(e)@ + s) + k(e) = nian+s + b,+,. AS q(e)s = ni, 
q(e)(n + s) + k(e) = ni(an + 1) + b,. Since b, E (1, . . ..ni}. b,,, = b, and an+s = a,, + 1. 
Similarly, let c, and d,, n > 0 be two sequences such that the (p(e)n + h(e))th 
execution of i corresponds to the (c, + 1)th execution of 6 i, d, % . We have also 
C n+s = c, + 1 and d,,, = d,. 
Let us now consider a fixed value r E { 1, . . ,s>. For the integers n such that 
n = r + CLS, CI E N, then a, = a, + x, b, = b,, c, = c, + c( and d, = d,. So, the preced- 
ence constraints induced by e for n = r mod s can be modeled by a uniform constraint 
between < i, b, + and 6 j, d, B with valuations (li, a,, b,). 13 
4.2. Expansion of a linear graph 
An expansion of a linear graph G is a uniform graph which yields exactly the same 
precedence constraints as G. Its nodes are the duplicates of the generic tasks, its edges 
correspond to uniform constraints generated by the previous transformation. A linear 
graph G is expansive if there exists an expansion of G. 
According to Theorem 2, a linear graph G is expansive if and only if the following 
system C(G) has a solution: 
The following theorem characterizes expansions of an expansive linear graph: 
Theorem 3. If G is an expansive linear graph, the solutions of C(G) verify (nI, n2, . , n,) 
= ;1(Ni,N2, . . . ,N,), /z E N*. 
Proof. Let d be the set of solutions C(G) and let X = (nI, . . . , n,) E A and 
X = (n;, . . . , n&) E A. As G is connected, n;/nI = r&/n2 = ..’ = r&,/n,,,. So, A is totally 
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ordered by the value of the first coordinate and we denote by N = (N,, NZ, . . , N,) the 
minimum element. 
For any X E d, there are two relatively prime numbers a and b such that 
X = (a/b)N. Assuming that b > 1, then, for any I E {l, . , m], b divides N1. So there is 
a vector K = (k,, . . , k,) E FU” such that k, = N,/b. So, K is an element of d less than 
N, the contradiction. 0 
Hence, we may associate an expansion of G with every natural number j, denoted by 
GX(I,). The minimum expansion of G corresponding to i = 1 is denoted by GX. 
4.3. Unitary graphs 
A unitary graph is a strongly connected linear graph such that the weight of every 
circuit is equal to 1. 
We prove that these graphs are expansive, a property that will be essential in the 
analysis of the earliest schedule. 
Lemma 1. Let G be a unitary graph and let i and j be two vertices of G. All paths of 
G,from i toj have the same weight. 
Proof. By contradiction, let u1 and u2 be two distinct paths from i to j with distinct 
weights (i.e. W(u,) # W(u,)). As G is strongly connected, there is at least one path z: of 
G from j to i (see Fig. 4). The weights of the circuits U,V and u2u are distinct, the 
contradiction. q 
Theorem 4. Unitary graphs are expansive. 
Proof. Let i be a fixed vertex of G and let A and B be defined as follows: 
A = n q(e) and B = n p(e). 
etP t?GP 
According to Lemma 1, we may define for every vertex j of G the weight wj of any path 
fromj to i. 
Fig. 4. Two paths u, and u2 from i to j. 
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Then, A2B(w1, w2, . . . , w,) is a solution of C(G): for every edge e = (j, r), w, = wj 
W(e) = wjp(e)/q(e). Therefore, A2Bwj/q(e) = A2Bw,/p(e). Moreover, A2Bwj = 
Omodp(e) and A2Bwi = Omod q(e). 0 
5. Limiting behavior of the earliest schedule 
This section is devoted to the study of the asymptotic behavior of the earliest 
schedule of G. Firstly, we show that the vertices of G may be partitioned into unitary 
subgraphs denoted by C1, . . , Ck. Then, assuming that the starting times of the tasks 
are K-periodic, we get necessary conditions on the frequencies of the minimal 
expansions of these subgraphs and we express these conditions on a simple valued 
graph GR. We build a partial subgraph Gmin of G composed of the subgraphs 
C1, . . . , Ck and the critical paths of GR. We prove that the earliest schedule of Gmin is 
K-periodic and can be characterized from the critical paths of GR. Lastly, we show 
that G and Gmin have the same asymptotic behavior. 
5.1. Unitaly components of a linear graph 
In this section, our aim is to get a partition of G into unitary subgraphs. 
Let us denote by T1, T2, . . . . Tk the partition we get from the equivalence relation 
W where i 92 j iff the generic tasks i and j belong to a circuit of G with unit weight. 
Now, let us define partial subgraphs Ci, . . . , Ck of G as follows: for 1 E (1, . . . ,k}, 
l T1 is the set of vertices of Cl, 
l every edge e = (i, j) of G with i and j in T, belongs to C1 iff there is a path u( j, i) of 
G from j to i with W(e). W(u( j, i)) = 1. 
Theorem 5. C 1, . . . , Ck are unitary graphs. 
Proof. Clearly, C1, , Ck are strongly connected subgraphs. 
Assume now that there is a circuit c in a component CI such that W(c) > 1. By 
definition, every edge e = (i, j) of c closes a path u( j, i) of G from j to i such that 
IV(e). W(u( j, i)) = 1. The concatenation of the paths u( j, i) makes a circuit c’ whose 
weight W(c’) = l/W(c) < 1 (Fig. 5). The contradiction follows since G is consis- 
tent. 0 
From now, Ci, . . . , Ck are referred to as the unitary components of G. Note that, 
from Theorems 4 and 5, the unitary components of G are expansive. 
In the following, let Gc be the graph of G whose nodes are the unitary components 
OfGandletC:,... , C,” be the minimum expansions of the unitary components of G. 
Fig. 6 illustrates the graph Gc of the graph G depicted in Fig. 1. Fig. 7 shows 
the minimum expansion of the unitary component C2 of our example. Minimum 
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i u(i.9 a c, W(c)>1 
Fig. 5. A circuit c with W(c) > I 
Fig. 6. G, 
<<6,1>> 
Fig. 7. Minimum expansion of Cl. 
expansions of the other unitary components are made of a single vertex and of a loop 
modeling the non-reentrant constraint. 
The results of Section 3 about uniform graphs enable us to characterize the 
asymptotic behavior of the minimum expansion of a single component. We now study 
the interactions between the different components. 
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5.2. The graph GR 
In this section, we assume that for any 1 E { 1, . . . , k}, the starting times of the nodes 
of C;’ make K-periodic sequences whose frequency is denoted by @. We determine 
some necessary additional conditions that must be met by those frequencies to satisfy 
the linear constraints of G - Gc, 
Let us consider an edge e = (i, j ) in G - Gc where i E C, and j E C,. By Property A. 1 
of K-periodic sequences, if Ni is the number of duplicates of i in C:, starting times of 
task i make a K-periodic sequence with frequency 4i = Ni@l. Similarly, j is scheduled 
following a K-periodic sequence with frequency ~j = Nj Gs. The following claims 
result from general properties of K-periodic sequences. 
Claim 1. Let the starting times of the generic tasks i and j make K-periodic sequences 
with frequencies pi and ~j. If the linear constraint e = (i, j) is met, then 
+ildj 2 &l/A4. 
Proof. From hypothesis and Property A.2, the sequence u, = t(i,q(e)n + k(e)) + li 
is K-periodic with frequency @i/q(e). Similarly, u, = t( j,p(e)n + h(e)) is K-periodic 
with frequency 4j/P(e). From Property A.3, Vn > 0, U, + 1, 3 u, implies 
&/4(e) 3 4j/P(e). q 
Claim 2. Let the generic tasks i and j belong respectively to C, and C,, and let Ni (resp. 
Nj) be the number of duplicates of i (resp. j) in C;’ (resp. Cf). If the linear constraint 
e = (i, j) is met, then @t/GS > (Nt/NJq(e)/p(e). 
Using this claim, each linear constraint e = (i, j) of G - Gc, i E C, and j E C, induces 
the necessary condition: 
3, Nj q (4 
@s ‘Nip(e)’ 
so, 
Nj q(e) 10g-&10+10g-. 
s I Nip(e) 
Moreover, the frequency @I of the expansion CT is bounded by I/a(C:), so 
l&l/@,,) 2 a(C;Y). 
In our example, the critical circuit of Cf is c = 6 61 $ , < 1,6 % , < 1,l $ , 
@1,29, 41,3$, <1,4$, <1,59, <4,2%, ~6,1~,soa(C~)=13.Ratios 
of the critical circuits of the minimum expansions are described by the following table: 
CI C1 C, C, C, 
a(C;‘) 3 13 6 2 
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Fig. 8. The graph G, 
We now introduce the valued graph GR to get a convenient support of all these 
necessary conditions. 
l The vertices of GR are made of k vertices corresponding to the unitary components 
C, , . . , C, and of one additional vertex 0 whose frequency Q0 is set to 1. 
l If e = (i,j) is an edge of G - Gc with i E C, and j E C,$, there is an edge (C,, C,) with 
valuation t‘(Ci, C,) = 10g(Njq(e)/Nip(e)). 
l For any vertex Cl, I = 1, , k, there is an edge (0, C,) with valuation 
u(0, C,) = log r(C,X). 
Fig. 8 shows the graph GR associated with the linear graph depicted in Fig. 1. 
The following theorem shows that the set of inequalities modeled by GR has 
a solution. 
Theorem 6. Ecery circuit of G, has a strictly negative value. 
Proof. Assume by contradiction that GR has a positive circuit c. By an adequate 
numbering of the unitary components, we may assume that c = (C,, Cz, . . , Cd, C,) 
with d 3 2. 
Then, with c is associated a circuit c’ of G passing through the components 
C, , . , Cd. Let us denote by a, (resp. b,), s = 1, . , d, the entry nodes (resp. exit nodes) 
in each component C, (see Fig. 9). We denote by rS, s = 1, . , d the path of c’ from a, to 
h, and by e,, s = 1, . ,d - 1 (resp. ed) the edge (b,, a,+ r) (resp. (bd, al)). Clearly 
W(c’) = fi W(v,) If W(e,). 
:.=l S=l 
As L’ has a positive value: 
d- 1 
,z, log Nas *, &J Nb.Ae,) + log Nal ded) > o N,,p(e,i ’ 
As W(v,) = NJN,, and kV(e,) = p(e,)/q(e,), for s = 1, . . . ,d, we get 
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Fig. 9. The circuit c’ of G corresponding to c. 
C&3,0,1,0) 
Y 
3 
Fig. 10. G,,,. 
So, W(c’) < 1 and in fact W(c’) = 1 since G is consistent. This is a contradiction since 
d32. rJ 
Letusdenoteby(ti,,..., $& the maximal frequencies that may be achieved from the 
graph GR. In our example, we have $r = 3, tiz = &, $3 = 4, and $4 = f. 
Let us also consider the set U of the critical edges of the graph GR (i.e. edges 
e = (Cl, C,) of GR such that log (l/$r) - log(l/$,) = u(C[, C,)) and u the corresponding 
edges of G - Gc. Notice that we know from Theorem 6 that the subgraph of 
GR restricted to the critical edges has no circuit. In our example, U = {(0, C,), (C,, C,), 
(C,, CA (0, CA)> n = {(2,4), (195)). 
5.3. Study of the earliest schedule of G 
In this section, we denote by 0 = {t(i, n), i E T, n > 0} the earliest schedule of the 
linear graph G. We also define the subgraph Gmin of G restricted to the edges within 
the unitary components and to the critical edges in U. Let (T,in = (tmin(i, n), i E T, 
n > O> be the earliest schedule of Gmin. 
In our example, Gmin is described by Fig. 10. 
First, we show that Gmin is expansive and we construct an expansion of this graph to 
study the asymptotic behavior of omin. We prove that in ~min the minimum expansions 
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CT, . . . , C: follow K-periodic sequences with frequencies $i, . , I+!I~. We show that for 
a sufficiently large number of iterations, all the precedence constraints induced by 
G are met by ~min. 
From this last property, we build a schedule crmax such that V(i, n) E T x FU. 
t,,,(i, n) > t(i, n): this schedule executes the first instances of each tasks at the same 
time as in the earliest schedule of G and the other instances D time units after the time 
they are scheduled in ~min, where D is a constant time lag. We conclude that o and 
(T,in have the same asymptotic behavior. 
Lemma 2. Gmin is expansive. 
Proof. Clearly, as the unitary components are included in G,i”, an expansion of 
Gmin is entirely defined by a vector of natural numbers (Ai, ,A,) which are the 
coefficients of the expansions of the components C,, . . . , Ck. 
Now, let us consider the smallest natural number R such that the values $,R, for all 
I E (1, . , k) and, for every e = (i, j) E u with i E Cl the values $lNiR/q(e) are natural 
numbers. 
Let us consider an edge e = (i, j) E u with i E Cl and j E C,. We have 
1 1 Nj 4 (4 
log x - log & = log Nip(e)’ 
SO. 
R$lNi R$sNj -_=- 
de) p(e) ’ 
Therefore, the vector R($, , . . , tik) corresponds to an expansion of the graph 
G,i”. 0 
Now, we denote by A the vector R($,, . . , $J and by GUI, the corresponding 
expansion of G,i”. In our example, we have R = 18 and A = (6,1,2,9). 
Theorem 7. Let i be a generic task of the component C, and let Ni be the number qf 
duplicates of i in the minimum expansion Cf of C,. The sequence tmin(ir n), n > 0 is 
K-periodic with frequency Nirl/l. 
Proof. The strongly connected components of GX,i, are exactly the expansions of the 
unitary components denoted by C:(>.), . . . , C;(A). Since Gii” is a uniform graph, we 
know from the results in Section 3 that the executions of these expansions follow 
K-periodic sequences whose frequencies PI are given by 
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As the two expansions C;’ and C:(n) of C, model the same precedence constraints, the 
basic frequencies of these expansions verify 
As iI = R$I, we get t$Cf(A)) = R$,a(C:) and 
PI = min ( 1 Rl@(CJ min (C,,CI)E U bs . > 
We prove now by induction that V 1 E { 1,. . . , k), PI = l/R. 
l If the vertex CI has no predecessor in the graph ({Cl, . , C,}, U), then the edge 
(0, C,) of GR is critical. So, $1 = l/cc(Cf) and /I1 = l/R. 
l Else, til d l/cr(Cf) and l/R$I,a(Cf) 3 l/R. By hypothesis, the frequency of the 
predecessors of C, is l/R, so b1 = l/R. 
Let i be a generic task of Ct. The number of duplicates of i in C’(i) is Ni/21. 
So, according to Property A.1 of periodic sequences, the frequency of i is 
Nil,B, = N&l. 0 
Corollary 1. Let i and j be two generic tasks and let e = (i, j) be an edge of G which is not 
in G,i,. Then, for a sufftciently large number of iterations, ~min strictly meets all the 
precedence constraints induced by e. 
Proof. Assume that i E Ct and j E C,. Since e is not in G,i”, the corresponding edge 
(C,, C,) is not critical in GR, so $,Nj/p(e) < $lNi/q(e). Since tmin(i, n) is a K-periodic 
sequence of frequency Ni$l, the frequency of the sequence t,i”(i,q(e)n + k(e)) is 
$INi/q(e). Similarly, the frequency of the sequence t,in(i,p(e)n + h(e)) is IClsNj/P(e). So, 
from Property A.4 about K-periodic sequences, we get the corollary. 0 
Let us consider, for each edge e = (i, j) not in G,i,, the natural number N(e) such 
that the precedence constraints induced by e are strictly met by Omin for II 3 N(e). We 
also define t = max,,(i,j).G-Gmin tmin(i, q(e)N(e) + k(e)). 
After time t, omin meets all the precedence constraints induced by G. So, we build an 
upper bound CJ,,,~~ on (T by executing the first instances of the tasks following the 
earliest schedule of g and the others following O,in with a constant time lag. 
We denote by X = ((i,n), iE T,n > O/t,,,i,(i,n) < t} and T-(X) the set of prede- 
cessors of X in the graph g. We define omax = {&,,(i, n), i E T, n > 0} as 
t,,,(i, n) = 
i 
r(i, n) if (i,n) E XuT-(X), 
t,,,i,,(i, n) + D otherwise 
with D = max{t(j, r) + lj, (j, r) E Xur-(X)}. It is easily verified that cmax meets all 
the precedence constraints of g. So, ornax is an upper bound on c. 
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Theorem 8. Let i and j be two generic tasks and let e = (i, j) be a edge not in G,i,. For 
a sufficiently large number of iterations. omar strictly meets the precedence constraints 
induced by) e. 
Proof. Since rrmax is an upper bound on c, t(i,q(e)n + k(e)) < tmax(i,q(e)n + k(e)). For 
a sufficiently large n, t(i, q(e)n + k(e)) < tmin(i, q(e)n + k(e)) -t D. Since gmin is a lower 
bound on 0, t( j,p(e)n + h(e)) 3 tmin( j, p(e)n + h(e)). 
Assume that i E C, and j E C,. From Theorem 7 and Property A.2, sequences 
tmin(i, q(e)n + k(e)) + li + D and t,,,i,,( j,p(e)n + h(e)) are K-periodic with respective 
frequencies N&t/q(e) and Nj$,/p(e). S’ mce e is not in G,i”, Ni$!/q(e) > Ni$,/p(e). So. 
from Property A.4, we get the theorem. 0 
Corollary 2. Let i be a generic task of the component Cl, let Ni be the number of 
duplicates of task i in the minimum expansion CT of Ct and let log( l/$r) be the maximal 
value of a path of GR from 0 to Ct. In the earliest schedule of G, starting times of i follow 
a K-periodic sequence with frequency Ni*,. 
Proof. Let us consider, for every edge e = (i, j) not in G,i”, the natural number M(e) 
such that the precedence constraints induced by e are strictly met by cr for any 
n 3 M(e). We also define M = max,,G_Gmlnq(e)M(e) + k(e), Y = [(i,n). iE T, 
n d M3 and r+(Y) the successors of Y in g. 
We denote by gmrn the developed graph of G,i,. From Theorem 8, for a sufficiently 
large n, on every critical path v of g from 0 to (i, n), there is an instance (j. n’) such 
that v is the concatenation of the critical subpaths v1 = (0, (j, n’)) and \12 = ((j. H’), 
(i, n)) with (j, n’) E r+ (Y ) and v1 E gmin. Thus, 
t(i, n) = n-tax 
(j.n’)sT-(Y) 
(40, (j, n’)) + c(( j, n’), (i. n))) 
From Theorem 7, the sequence v(( j, n’), (i, n)) for a fixed (j, n’) E r+ (Y ) is K- 
periodic. The periodicity factor and the frequency of this sequence are denoted by 
K<j,,s> and 4cj.n’). Let us define K = n<j,,n) Er+(r)K<j,,,>, 4rnin = min(i.n,)t I .(Y)$(L,c 
and 2 = {(j, n’) E r’(Y)/~,j,n’) = ~min). For every natural number b > 0, we have 
t(i, n + PK) = 
1 
max 
< j,n’) E r-07) 
v(0, (j, n’>) + v((j, n’>, (in>) + BK 4cj,n,, 
For p sufficiently large, the maximum is achieved for a minimal frequency: 
t(i, n + PW = ij’yxz{u(O, (j, n’)) + v(< j, n’>, (i, n>)} + W $-. 
,n’ E m1n 
So, the sequence t(i, n) is K-periodic. Moreover, if i E Cl, the upper and lower bounds 
t,,,(i,n) and tmin(i,n) on the sequence are K-periodic of frequency Nit//l. q 
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Optimal frequencies of the tasks are described by the following table: 
Tasks 1 2 3 4 5 6 
*I 3 3 3 $ 6 TT8 
Some comments may be made about the assembly system modeled by G. Firstly, 
since the edge (C,, C,) is critical, executions of tasks 2 slow down the whole system. 
Notice that reducing the processing time of task 2 would not affect this result. Since 
(C,, C,) is critical, executions of task 1 slow down executions of task 5. Since (C,, C,) is 
not critical, we would have to keep in stock the products from task 3. 
6. The final algorithm 
We present here the different steps of an algorithm computing the optimal frequen- 
cies of a consistent linear graph G. 
(1) Determination of the unitary components of G: The basic idea is to eliminate 
every circuit of G whose weight is strictly greater than 1. So, we remove every arc of 
G that does not belong to a circuit of unit weight. Since this algorithm does not 
eliminate circuits of unit weight, one can prove easily that strongly connected 
components of the resulting graph are the unitary components of G. 
This part of the global algorithm is formulated as follows: 
X:= G; 
For each edge e = (i, j) of X 
u:= path of minimum weight in G from j to i 
if W(U). W(e) > 1 then remove arc e from X 
Endfor 
We denote by Cr, . . . , Ck the strongly connected components of X. 
So, computing the unitary components of G takes time 
(2) Minimum expansions of the unitary components: For any 1 E { 1, . . . , k}, we must 
solve the system Z(C,) (see Section 4.2) to get the vector N = (N, , . . . , IV,) correspond- 
ing to the minimum number of duplicates of generic tasks. 
For every task j of Cl, let us define 
Aj = lcm({de),  =(j, k) E Cl}, {p(e), e = (k, j) E Cl>). 
Let us consider a fixed task i E Cl, and, for every task j E Cl, a path Uj in CI from i to j. 
At last, let y1 be the minimal integer such that ‘dj E Cl, (Aiyl/Aj) W(Uj) is an integer. 
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Then, Nj = W(uj)Aiyl. Indeed, one can prove easily that it is the smallest solution of 
C(C,) since yI is minimum. 
Once minimum values are computed for each component, the edges of their 
minimum expansions are built using Theorem 2. 
It has been proved in [6] that computing these minimum expansions takes times 
(3) Computation of r~(Cf): For any 1 E { 1, . . . , k), we must compute the maximum 
ratio of a circuit of CT. Dantzig et al. [4] developed an algorithm running in time 
0(ln13 log Inl) for this problem, where IZ is the number of vertices of the graph. 
So, computing a(C:) for every C$ takes time 
(4) Construction of GR: This is described in Section 5.2 and takes time 
WIT 12). 
(5) Longest paths of GR: We use a variant of any classical shortest path algorithm 
(for example Bellman’s algorithm) to compute the optimal values (log(l/$i), . , 
log(l/$,)). This algorithm requires in time 
From Corollary 3, the optimal frequencies of the generic tasks are finally computed. 
7. Conclusion 
In this paper, we characterize the optimal asymptotic behavior of a linear graph and 
we develop an algorithm to compute the optimal frequencies. This work permits to 
evaluate the performances of a linear graph in many practical cases. 
Moreover, we show that any linear graph may be associated with a uniform graph 
with the same asymptotic behavior. So, it should now be interesting to extend results 
on cyclic scheduling problems with uniform constraints under resource to linear 
constraints. 
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Appendix A: Properties of K-periodic sequences 
We present here 4 classical properties of K-periodic sequences useful for our study. 
Property A.l. Let u, be a strictly increasing sequence and p a natural number such that 
the sequences (u,,), (up,,+ 1) . . . hpn+p- 11 are K-periodic of frequency 4. Then, u, is 
K-periodic of frequency pq5. 
Property A-2. Let u, be a K-periodic sequence offrequency 4. Then, for each pair (p, h) 
of natural numbers, p # 0, the sequence up”+,, is K-periodic of frequency 4/p. 
Property A.3. Let u, and v, be two K-periodic sequences offrequencies &, and & and an 
integer N. If Vn > N, u, 2 u, then c$,, Q 4”. 
Property A.4 Let u, and v, be two K-periodic sequences offrequencies & and 4” such 
that &, > $,, then, for n sufficiently large, u, < v,. 
References 
[l] P. Chritienne, Les reseaux de Petri temporises, These d’itat, Universitt P. et M. Curie (1983). 
[2] P. Chrttienne, The basic cyclic schedule problem with deadlines, Discrete Appl. Math. 30 (1991) 
109-123. 
[S] G. Cohen, P. Moller, J.P. Quadrat and M. Viot, Algebraic tools for the performance valuation of 
discrete event systems, in: IEEE Proceedings on Discrete Event Dynamics Systems (1989). 
[4] G.B. Dantzig, W. Blattner and M.R. Rao, Finding a Cycle in a Graph with Minimum Cost to Time 
Ratio with Application to a Ship Routing Problem (Gordon and Breach, New York, 1967) 77-84. 
[S] C. Hanen and A. Munier, Cyclic scheduling on parallel processors: an overview, LRI internal report, 
Universitt Paris-sud, Paris (1993). 
[6] A. Munier, Contribution a l’ttude des ordonnancements cycliques, These d’universite, Universite P. et 
M. Curie (1991). 
