Nanomechanics of Glassy Polymers Under Confinement by Shavit, Amit
University of Pennsylvania
ScholarlyCommons
Publicly Accessible Penn Dissertations
1-1-2015
Nanomechanics of Glassy Polymers Under
Confinement
Amit Shavit
University of Pennsylvania, shavitamit@gmail.com
Follow this and additional works at: http://repository.upenn.edu/edissertations
Part of the Chemical Engineering Commons
This paper is posted at ScholarlyCommons. http://repository.upenn.edu/edissertations/2004
For more information, please contact libraryrepository@pobox.upenn.edu.
Recommended Citation
Shavit, Amit, "Nanomechanics of Glassy Polymers Under Confinement" (2015). Publicly Accessible Penn Dissertations. 2004.
http://repository.upenn.edu/edissertations/2004
Nanomechanics of Glassy Polymers Under Confinement
Abstract
Many of today's nanotechnologies and processes rely on highly confined ($<30$ nm) polymer glasses and
polymer nanocomposites. These materials have aided the development of smaller and faster computer chips,
improved energy storage devices, protective coatings, and next generation materials with enhanced
mechanical, electrical, and optical properties. However, confinement of these materials introduces interfaces,
which may drastically change fundamental properties of the material. For example, confinement of polymer
glasses has shown to cause changes in the elastic modulus, which in turn may lead to significant adverse effects
on the end-use applications of these materials. Understanding how confinement changes the properties of the
material may provide us with a mechanism to control it, enabling the production of better materials on the
nano scale. Fortunately, the length scales where confinement has an effect are reasonable to model using
computer simulations. This Thesis investigates the confinement of polymer glasses and polymer
nanocomposites using molecular dynamics and Monte Carlo simulations.
In Chapter 2, we use a coarse-grained model to investigate the effect of backbone rigidity and confinement on
polymer glasses in bulk and free-standing thin films. We extend this model throughout the entire Thesis. In
Chapters 3-4, we study the process of physical aging and its role on local mobility in thin films, and, for the
first time, we find a bulk property which may control important dynamical length scales in the film. In Chapter
5, we investigate the mechanical properties of confined model nanopillars, which have not been previously
simulated in the context of polymer glasses, and develop close phenomenological connections between
polymer glasses and metallic glasses by looking at the local non-affine strain. Lastly, in Chapter 6, we turn to
polymer nanocomposites, and study the mechanism by which polymers infiltrate a highly packed nanoparticle
film, a method that has been recently discovered to produce polymer nanocomposite films with very high
loadings. By investigating all of these systems on the molecular level, we explain some of the underlying
physics, and our results shed light on several controversies present in the literature.
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ABSTRACT
NANOMECHANICS OF GLASSY POLYMERS UNDER CONFINEMENT
Amit Shavit
Robert Riggleman
Many of today’s nanotechnologies and processes rely on highly confined (< 30
nm) polymer glasses and polymer nanocomposites. These materials have aided the
development of smaller and faster computer chips, improved energy storage devices,
protective coatings, and next generation materials with enhanced mechanical, elec-
trical, and optical properties. However, confinement of these materials introduces
interfaces, which may drastically change fundamental properties of the material.
For example, confinement of polymer glasses has shown to cause changes in the
elastic modulus, which in turn may lead to significant adverse effects on the end-
use applications of these materials. Understanding how confinement changes the
properties of the material may provide us with a mechanism to control it, enabling
the production of better materials on the nano scale. Fortunately, the length scales
where confinement has an effect are reasonable to model using computer simula-
tions. This Thesis investigates the confinement of polymer glasses and polymer
nanocomposites using molecular dynamics and Monte Carlo simulations.
In Chapter 2, we use a coarse-grained model to investigate the effect of backbone
rigidity and confinement on polymer glasses in bulk and free-standing thin films.
v
We extend this model throughout the entire Thesis. In Chapters 3–4, we study
the process of physical aging and its role on local mobility in thin films, and, for
the first time, we find a bulk property which may control important dynamical
length scales in the film. In Chapter 5, we investigate the mechanical properties
of confined model nanopillars, which have not been previously simulated in the
context of polymer glasses, and develop close phenomenological connections between
polymer glasses and metallic glasses by looking at the local non-affine strain. Lastly,
in Chapter 6, we turn to polymer nanocomposites, and study the mechanism by
which polymers infiltrate a highly packed nanoparticle film, a method that has
been recently discovered to produce polymer nanocomposite films with very high
loadings. By investigating all of these systems on the molecular level, we explain
some of the underlying physics, and our results shed light on several controversies
present in the literature.
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Chapter 1
Introduction
1.1 Introduction to Polymers and Current
Challenges
The history of human technology is divided into three well-defined eras: the Stone
Age, the Bronze Age, and the Iron Age. The Stone Age was a period which lasted
≈ 3.4 million years where the main ingredient for any tool made during this time
was stone. The Stone Age ended when bronze started taking over at around 2000-
3000 BCE, marking the Bronze Age and the extinction of the Stone Age. Finally,
iron took over during the late eighteenth century, again marking the end of an
era and the beginning of a new one—one that unlike the rest, lasted less than a
century. Undeniably, the Polymer Age began in the early twentieth century when
chemists synthesized well-defined large macromolecules made of repeating units
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called monomers [213, 165], and this era still continues to this day. The word
“polymer” is derived from the words “poly” meaning many, and “mer” meaning
unit—thus, polymers are molecules consisting of many units. I find it amazing that
even with today’s shorter era lifespans, the Polymer Age is both alive and active
after almost a century.
The reason polymers are so sought after today is due to the numerous appli-
cations that we readily use and which rely on polymers—airplanes, space shuttles,
automobiles, bicycles, fishing rods, bottles, polymers for human health, energy stor-
age, environmental pollution, and rubber bands—are just the tip of the iceberg of
polymeric applications. It’s tough to imagine today’s world without polymers. Al-
though we are almost a century into the Polymer Age with two Nobel prizes already
awarded for polymer research (Flory, 1974; de Gennes, 1991), there are still many
outstanding questions and challenges which remain to be solved [165]. One of
these challenges is to understand the physical behavior and phenomena surround-
ing polymer glasses, a class of materials which impose great implications for today’s
technological advancements, yet are often considered to be the least understood in
all of soft matter physics [43]. This thesis uses computational means to focus on
polymer glasses and address part of this knowledge gap surrounding this uniquely
interesting class of materials.
2
1.2 Polymer Glasses and the Glass Transition
Temperature
Polymer glasses are amorphous materials that behave like solids but structurally
look like liquids. Polymer glasses are formed when a polymeric melt is cooled
sufficiently fast to avoid crystallization. As the polymer is being cooled, the relax-
ation time of the material (τ)—the time it takes atoms to sample configurational
space and return to equilibrium—increases significantly. At a specific temperature,
τ becomes so large, that the polymer falls out of equilibrium and forms a glass,
essentially ‘freezing’ in place. Conventionally, this glass transition happens at a
temperature T = Tg, when τ reaches 100 s, and the viscosity (ν) is sufficiently
large that the material is nearly indistinguishable from a solid [26]. This is further
illustrated in Figs. 1.1a–b. As you can see from Fig. 1.1a, τ is ≈ 10−13 s at high
temperatures, indicating that molecules at this temperature are able to quickly find
their equilibrium configuration. As the material is cooled, τ progressively increases
from 10−13 s toward the measured 100 s at T = Tg. Had the cooling rate of the
system been slow enough to provide the molecules enough time to find their equi-
librium configuration, the system would follow the dashed black line in Fig. 1.1a,
often referred to as the extrapolated liquid line. Figure 1.1a is shown in contrast to
Fig. 1.1b, where volume and enthalpy are plotted against temperature for a crystal-
forming material. Instead of forming a glass at T = Tg, a crystal-forming material
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crystallizes at the melting temperature T = Tm.
Figure 1.1: Schematics of (a) glass-forming materials (e.g., polystyrene), and (b)
crystal-forming materials (e.g., water). Volume and enthalpy are plotted against
temperature, and estimate relaxation times (τ) and critical temperatures are indi-
cated with arrows.
When explaining glassy polymers it may be useful to compare these materials to
water, a crystal-forming material that we are all extremely familiar with. When we
cool water, we know that it will begin to freeze at 0 ◦C and atmospheric pressure.
That freezing point of water is universal. It does not change or shift if we cool
the water fast or slow, it remains the same so long as the pressure is the same.
This is because the transition of water from liquid to solid (ice) is a first-order
thermodynamic transition—a transition so robust that it does not change if the
water is cooled fast, slow, in a cup, or an ice tray.
One of the complicating aspects of glasses is that the glass transition is not a
thermodynamic transition, but rather a kinetic one, meaning the transition itself
largely depends on many factors (i.e., cooling rate, architecture, geometry, molecular
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weight, etc.), and Tg can actually change and shift based on the applied conditions.
Over the past two decades, glasses have been the center of significant research
attention, and several contradictory themes have emerged in the field—especially
in regards to glassy polymers under confinement.
Many current industrial applications call for thin-film glassy polymers (e.g., thin
films as lubricants to reduce friction between two surfaces [242, 25], membranes for
separation applications [109], nanolithography [106]). However, as a material is
confined to a thin film, the boundaries change, free surfaces (if any) emerge and
start to play a role, and, in the case of polymer glasses, such free surfaces may
cause a major change to important material properties such as the elastic modulus
and the glass transition temperature. Understanding how the properties of glassy
polymers change upon confinement is of utmost importance, because these changes
can often limit or hinder the applicability of such materials for usage in industrial
applications.
Research on confinement effects now dates back more than 20 years [111], the
first study specifically on Tg confinement effects was performed by Keddie et al.
in 1994 [117]. They measured the Tg of polystyrene (PS) at a bulk state and in
varying film thicknesses. Their results showed that the Tg of PS decreases as the
film-thickness (h) is decreased. Since that study, contradicting results on the effect
of confinement on Tg have been published and a debate on whether confinement
affects Tg was formed and is believed to be primarily solved as of this writing. One
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side of the debate claims confinement effects are indeed real, and can cause a shift
in Tg [117, 61, 235, 236, 253, 273, 19, 44, 73, 212], while the other side casts doubt
as to whether a Tg shift occurs at all [220, 221, 57, 104, 249, 215]. In attempts
to deconstruct this contradiction, previous studies have primarily focused on PS
confined to either a supported thin film [117, 59, 60, 63, 64, 72, 182]—a film that has
one free surface—or a free-standing thin film [121, 174, 170]—a film that has two free
surfaces. However, recent studies of other polymers such as poly(n-methacrylate)
(PnMA) [30, 183], polycarbonate (PC), and poly(vinyl acetate) (PVAc) [170, 120]
have emerged. The dominant view now is that the shift in Tg depends critically on
the interactions of the polymer with the substrate. For systems with either a weak
interaction with, or repulsion from, the underlying substrate, the glass transition
temperature is found to decrease upon confinement. Alternatively, if there is a
strong affinity between the polymer and its supporting substrate, the Tg typically
increases [74]. Understanding exactly what happens to Tg upon confinement is
extremely important, as Tg is directly correlated to the dynamics of the polymer
(i.e., relaxation time τ), and a significant shift in Tg can render a polymer-based
application unusable at a desired temperature.
1.3 Aging of Polymer Glasses
Below the glass-transition temperature, the properties which govern the system
(e.g., volume, potential energy, relaxation times) continuously evolve towards equi-
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librium in a process termed physical aging [240, 127, 31, 252, 184, 185, 222, 158],
and our understanding of how these properties change during aging is largely in-
complete, particularly in the field of glassy polymers and polymer nanocomposites
[31]—a class of materials which will be discussed in Section 1.5. To better explain
the basics of physical aging, two schematics of the physical aging process are pre-
sented in Figs. 1.2a–b. In Fig. 1.2a, the volume and enthalpy are plotted against
temperature. Figure 1.2a is very similar to Fig. 1.1a, however now the aging pro-
cess at constant T is emphasized as the system’s evolution from the non-equilibrium
glass to the extrapolated equilibrium line (dashed line in the Fig. 1.2a). Tracking
the system’s governing properties during this physical aging process yields curves
similar to Fig. 1.2b, where volume is plotted against the physical aging time. Of-
ten, three distinct regions will appear—an initial plateau, in which the system first
enters the physical aging process, a linear regime with slope β, also referred to as
the physical age rate, and the equilibrium plateau when the system has reached the
extrapolated equilibrium line and achieved equilibrium. The exact behavior of the
physical age rate β [185, 186, 97, 49, 50, 225], the modulus [89, 39, 33, 227], the com-
pliance [202, 103, 6, 283, 5], and the gas permeability [97, 98, 95, 155, 118, 154, 96]
during physical aging have been the focus of much of the recent work in this field,
owing to their relevance toward the lifespan and usability of a device or application.
Previous studies have shown that the age rates of polymer films become re-
duced from the bulk [185, 186], while other studies have shown that they become
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Figure 1.2: Schematics of the physical aging process. In (a), the physical aging
process is portrayed as the evolution of the system’s volume and enthalpy towards
the extrapolated liquid line. In (b), a schematic of the volume is shown as a function
of aging time.
increased or unchanged from the bulk [97, 49, 50]. This contradiction may be due
to differing amounts of stress imparted during sample preparation, as recent stud-
ies [80, 79, 187] suggest that these stresses play an important role on the resulting
age rates. Furthermore, the work of Zhao and McKenna [282] clearly portrayed
differing aging responses from dielectric and mechanical measurements, where di-
electric spectroscopy measurements reach equilibrium much faster than mechanical
stress relaxation measurements. These results indicate that mechanical and dielec-
tric measurements probe different parts of the glassy state, which indicates that in
general, different properties may have differing aging responses.
All in all, contradictions exist on how confinement affects aging rates, as well as
how various properties (e.g., dielectric and mechanical) behave throughout physical
aging, especially under confinement. The fundamental piece of information missing
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from the aging literature is a molecular based perspective of aging. By probing the
aging phenomena through computer simulations, we can complement the vast lit-
erature on aging and attempt to clarify some of the present existing contradictions.
Clearly, there is a significant need for computer simulations to investigate physical
aging, which is the focus of Chapters 3–4.
1.4 Mechanics of Polymer Glasses
Another area of research which has gained significant recent attention is the me-
chanics and deformation of polymer glasses [264, 140, 129, 206, 276, 166, 91, 92,
157, 62, 141, 36, 144, 198, 199, 200, 279, 37]. Under strain (either by compression
or by tension), polymer glasses typically have several regimes which are observed,
as illustrated in Fig. 1.3. At low strains (e.g., ε ≈ 1 − 2%), the polymer is in the
elastic regime, corresponding to elastic and reversible deformation of the polymer.
The elastic regime has a slope of EY which is the material’s elastic modulus. The
elastic modulus is a measure of the material’s stiffness, which can be measured in ex-
periments and calculated in simulations. Following the elastic regime, the material
yields at a measured yield-stress σY , which has been shown to increase with aging
[209]. After the material yields, certain polymers show strain softening followed by
strain hardening with a modulus Gs [91, 90, 93], but this often depends on sample
preparation, polymer’s MW, entanglement density, geometry, and architecture.
During mechanical deformation, some polymers show strain localization, a phe-
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Figure 1.3: Schematic of the stress σ versus strain ε. The elastic regime has a slope
EY which corresponds to the Young’s modulus. As the polymer ages, the difference
between the yield stress σY and the flow stress σF (the stress at the end of the
softening regime) increases. For high MW polymers, a strain hardening regime
follows the softening regime, with a strain hardening modulus of Gs.
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nomenon in which certain regions of the polymer exhibit flow while other regions
of the polymer exhibit stationary motion, and a phenomenon which remains poorly
understood. During strain localization, significant portion of the strain localizes to
one region of the material instead of being equally distributed throughout, which,
as one can imagine, can cause premature fracture to the material. This phenomena
affects many amorphous materials, not only glassy polymers, as experiments have
shown strain localization in granular materials [69], complex fluids [148, 171], bulk
metallic glasses (MG) [110], and confined metallic glasses [259, 218], and it is widely
held that strain localization often leads to failure in these materials. Therefore, it
is critical to fully understand the mechanisms that lead to strain localization, espe-
cially in the case of confined polymer glasses, in hopes of finding ways to possibly
prevent it from occurring.
To better understand strain localization, we turn to metallic glasses, where
significant recent effort has been made to understand the formation of shear bands
on metallic glasses and possible ways to prevent it [230, 229, 228, 272]. While
the source of, and mechanism which controls, strain localization remains largely
unknown, studies [65, 205] on metallic glasses have shown that the rate at which
the material is cooled down to the glassy state is a controlling factor for shear
band formation. However, metallic glasses are alloys of two or more components
and are therefore significantly different than polymer glasses. There is a need to
understand how the results of metallic glasses compare to those of polymer glasses.
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Previous studies focusing on mechanical deformations of glassy polymers focused
around changes in mobility induced by the deformation close to Tg in simulations,
experiments, and theory [62, 141, 36, 144, 198]. An effort to place molecular-based
understanding of polymer glasses in the context of strain localization has yet to be
made, which is the focus of Chapter 5.
1.5 Towards Enhanced Materials: Polymer
Nanocomposites
Another class of materials that has emerged in the last two decades is that of poly-
mer nanocomposites (PNCs). PNCs can significantly improve material properties
such as the elastic modulus, electrical conductivity, optical properties, gas trans-
port, and many others [108]. For example, many parts of the common Toyota Camry
have PNCs in them for increased toughness [147]. In fact, one of the first studies
that popularized PNCs was published by several scientists who worked for Toyota
in the late 1980s [75], who showed that adding mica to nylon produced a five-fold
increase in yield and tensile strength of the material [10]. Since then, the number
of publications surrounding PNCs has doubled every other year [271], which is not
only a measure of how important this new class of materials has become, but also
that the field is still much within the growth phase, with many phenomenological
aspects that remain unknown.
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Seminal experiments by Kumar and co-workers [15] concentrated on explaining
some of these aspects. They incorporated silica nanoparticles (NPs) in PS matrix,
and quantitatively reported a layer of enhanced mobility near the surface of the NP,
with similarity to the enhanced mobility at a free surface of a thin-film. In a related
effort, other experiments [8] have seen that an alumina/poly(methyl methacrylate)
nanocomposite system shows decreased mechanical properties, further illustrating
how important the NP–polymer interactions are to the global mechanical properties
of PNCs. As such, these sets of experiments motivated a period of immense investi-
gation into the mechanism of deformation of PNCs, as means to try to understand
why the incorporation of NPs enhances (or reduces) mechanical properties.
Some of the recent studies on PNCs have shown that nanocomposites with ex-
tremely high loading (e.g., >50 vol % loading of nanoparticles), yield exceptional
strength, stiffness, and toughness [99] properties, motivating considerable effort to
produce densely packed polymer nanocomposite systems [99, 29, 167, 164]. How-
ever, generating such densely packed composites is challenging due to the tendency
of nanoparticles to aggregate [112] and difficulty of mixing and stabilizing nanopar-
ticles in a polymer matrix [87]. Therefore, a simple, generalized method to generate
high loading composites is desired. Recently, Huang et. al [99] have demonstrated
such a method employing capillary forces to induce polymer infiltration into a film
of just nanoparticles. However, many open questions remain about the mecha-
nisms which affect this phenomenon. For example, how fast do the polymers diffuse
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through the pores? How can we manipulate polymer dynamics and decrease infiltra-
tion time? What role does the polymer–particle interaction play in the mechanism
of polymer infiltration? There are many more questions we could ask, and, in Chap-
ter 6, we simulate the method described in Huang et. al [99] and attempt to tackle
some of these remaining questions through computer simulations.
1.6 Motivation
There is a clear gap in our understanding of both dynamics and mechanics of poly-
mer glasses in confinement. Shrinking this gap requires molecular-scale knowledge
of the individual polymer segments, and acquiring this knowledge with today’s avail-
able experimental techniques is significantly challenging. Fortunately, as technology
continues to advance, computer simulations become more and more valuable. With
the advent of fast and parallel computer chips, models that are more accurate and
which can represent larger and highly complex systems can be developed and sim-
ulated [142]. In fact, computational based research has recently been recognized by
the Nobel prize committee, as Dr. Karplus, Dr. Levitt, and Dr. Warshel received
the Nobel prize in 2013 for their work on multiscale models of complex chemi-
cal systems [159]. This thesis employs computational methods to investigate the
nanomechanics of glassy polymers in confinement, and draws distinct connections
from what we can learn about real polymeric systems from the results of simulated
polymeric systems. This thesis is organized as follows.
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In Chapter 2, I introduce the coarse-grained glass-forming polymer model and
apply it to study entangled polymer chains in bulk and free-standing thin films
with varying backbone rigidities. In Chapters 3 and 4, I apply the model to inves-
tigate physical aging in bulk and free-standing films, specifically focusing on local
relaxation times, cooperatively rearranging regions, and local physical age rates.
In Chapter 5, I apply the model to a different molecular geometry, now focusing
on polymer pillars. I use the model to investigate mechanical deformation on a
particle-by-particle basis, and use the non-affine characteristics of deformation to
draw connections between my simulations and experiments. Finally, in Chapter 6,
I modify the model and apply it to study polymer nanocomposite systems, specifi-
cally focusing on polymer infiltration into a nanoparticle-based film and investigate
the viscosity locally throughout the film. In all chapters, careful connections are
drawn between the simulation results and relevant experimental results, with an
emphasis on how the simulations can be used to inform experiments.
15
Chapter 2
Influence of Backbone Rigidity on
Nanoscale Confinement Effects in
Model Glass-Forming Polymers
The contents of this chapter were published in Macromolecules (2013) volume 46,
issue 12, pp 5044–5052 in a modified version and are reprinted here with permission
from ACS Publications.
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Despite nearly twenty years of active research, the effects of nanoscale con-
finement on the properties of glass forming polymers remain poorly understood. In
particular, the effects of varying polymer chemistry have received comparatively lit-
tle attention, as many experimental and simulation studies have focused on model
polymer systems. In this chapter, we use molecular dynamics simulations to in-
vestigate the confinement effects of glass-forming polymers with varying backbone
rigidity. We find that our model polymers with more rigid backbones experience
reduced confinement effects compared to flexible polymers, which is in good qual-
itative agreement with recent experiments. Furthermore, we find that for a single
material, the magnitude of the confinement effect can vary strongly depending on
the property investigated to measure the confinement effects. For example, relax-
ation times studies using the intermediate scattering function can vary dramatically
from the bond autocorrelation function. We attribute this finding to enhanced or-
dering in the vicinity of the free surface in our model polymers with more rigid
backbones. Our results indicate that other physical effects beyond glassy dynam-
ics, such as local ordering, may play a role in nanoscale confinement of polymer
glasses.
2.1 Introduction
As mentioned in the Introduction chapter of this Thesis, understanding and con-
trolling the effects of confinement on glass-forming polymers is essential to further
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development of photolithography and semiconductor manufacturing, as well as sev-
eral emerging technologies that will depend on the properties of confined glasses,
such as sensors, flexible displays, and responsive materials.
By far, the most commonly studied experimental system consists of polystyrene
(PS) confined to either a supported [116, 59, 60, 63, 64, 72, 182] or free-standing
thin films [121, 174, 170], although recently studies of other polymers such as
poly(n-methacrylate) (PnMA) [30, 183], polycarbonate (PC), and poly(vinyl ac-
etate) (PVAc) [170, 120] have emerged. From most of the literature in this area,
the view that has developed is that the shift in Tg depends critically on the interac-
tions of the polymer with the substrate. For systems with either a weak interaction
or repulsion with the underlying substrate, the glass transition temperature is found
to decrease upon confinement. This is argued to be a result of an increase in the free
volume (decrease in the density) near the relevant surface that promotes mobility.
Alternatively, if there is a strong affinity between the polymer and its supporting
substrate, then Tg typically increases [74].
Near Tg, the relaxation times of a glass-forming system change rapidly with T ,
so a small shift in Tg corresponds to relaxation times that are expected to change
by several orders of magnitude. A common element of most of the experiments
described above is that they measure a Tg based on thermodynamic data and infer
that the dynamics are substantially different in the film due to the large changes
in Tg. Very recently, the Ediger group measured the rotational dynamics of flu-
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orescent probe molecules distributed throughout free-standing thin polymer films
[172, 173, 174] as they are heated through Tg. A range of confinement effects are
observed: the dynamics in 28 nm films of poly(α-methyl styrene) are bulk-like at
all temperatures, while thin (< 30 nm) films of poly(2-vinyl pyridine), poly(methyl
metharylate), poly(tert-butyl styrene), and PS exhibit substantial mobility far be-
low the bulk Tg. They interpret this finding as a mobile surface layer that exists
near the free surfaces of the polymer films with a bulk-like film center, and the
thickness of this mobile layer grows as Tg is approached from below. Consistent
with the nanoparticle embedding experiments of Fakhraai and Forrest [64], they
also find strong evidence of a surface relaxation process that has a weak temper-
ature dependence and remains active well below the bulk Tg. Other studies have
used dielectric spectroscopy to detect segmental dynamics of PS [204] and PVAc
(along with other polymers) [221], which show consistent results for reductions in
Tg for thin films as previous literature. Lastly, segmental relaxations in glassy poly-
mer films have also been studied through dewetting phenomena, and others have
recently shown that rearrangements on the order of chain segments are enough to
partially relax polymers “stuck” in the glassy state [38].
Despite the extensive experimental literature investigating the effects of confine-
ment, the simulation literature is comparatively limited [11, 178, 179, 275, 107, 246,
254, 255, 161, 100, 193, 190]. One of the earliest simulation studies of thin polymer
films was also among the first studies to demonstrate the importance of substrate
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interactions [246]; it was shown that highly coarse-grained models can reproduce
the changes in Tg with confinement, and Tg can increase or decrease depending
on the nature of the polymer-substrate interactions. Later studies by Varnik and
co-workers [254, 255] showed that confinement also decreases other characteristic
temperatures of glass-forming such as the mode-coupling temperature Tc and the
VFTH temperature T0. Molecular simulations of coarse-grained models have also
been shown to be capable of capturing the molecular weight effects observed in
free-standing thin films [161], as well as the local measurement of Tg in stacked
films observed in the Torkselson experiments [60]. Only recently have fully atom-
istic simulations of confined polymers emerged [11, 100], showing that nanoscale
confinement affects the α and β dynamical processes in PS differently. For sup-
ported PS thin films, there was no confinement effect on Tg for films thicker than
approximately 2 nm as a result of a middle layer in the film whose Tg is thick-
ness independent, which vanishes for films less than 2 nm thick [100]; however, this
absence of confinement effect could also be due to the high cooling rates used in
molecular simulation, and experiments are consistent with this finding [63, 57].
Given that the length scale (film thickness) associated with the onset of the Tg
shifts can differ for different polymer chemistries in both free-standing and sup-
ported thin films, it is natural to explore dynamic length scales to see if there is a
universal behavior in the confinement effects. A natural candidate that has been ex-
plored with some success so far is size of the Adam-Gibbs cooperatively rearranging
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regions (CRRs) [1]. According to the Adam-Gibbs theory of glass-formation, the
dynamic slowdown that occurs as Tg is approached from above is due to a growing
dynamical length scale whereby larger collections of particles are required to move
cooperatively for relaxation to occur. This is due to a decrease in the configurational
entropy of the system at lower temperatures. This theory (and recent extensions
thereof [53, 52]) predict that this length scale should grow more rapidly for so-called
“fragile” glass formers whose dynamic properties change rapidly with temperature
compared to “strong” glasses whose dynamic properties nearly exhibit an Arrhenius
temperature dependence [28, 7]. If this length scale is connected to the confinement
effect on Tg, then one would expect that glasses with smaller CRRs should be less
affected by confinement than glasses with larger CRRs. Previous simulation studies
[193, 190] and some experiments [59] are consistent with this viewpoint, although
other experiments indicate that the effects are not universal [58, 30]. Experiments
by Torres et al. [248] have demonstrated that systematically increasing the rigidity
of the polymer backbone can reduce confinement effects as measured by ellipsom-
etry and through buckling experiments. It remains unclear whether this is due to
changes in the cooperative dynamics of the different polymers.
To date, we are unaware of any molecular modeling study that systematically
examines the effects of polymer chemistry on nanoscale confinement. In this study,
molecular dynamics (MD) simulations were employed to investigate the confinement
effects on polymers with increasing backbone rigidity. Using a series of coarse-
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grained models, we aim to examine the confinement effects as we systematically
mimic changes in polymer chemistry. Our results demonstrate a reduced confine-
ment effect on Tg as measured by the temperature dependence of the density ρ with
decreasing backbone flexibility, which we attribute to the emergence of confinement-
induced ordered domains. These ordered domains have a significant effect on local
dynamics and cause a large difference between segmental and rotational motion.
Our results indicate that other physical effects beyond glassy dynamics, such as
local ordering, may play a role in nanoscale confinement of polymer glasses.
2.2 Methods
2.2.1 Simulation details
We perform molecular simulations of a coarse grained model glass-forming polymer
[131], where each polymer chain consists of N = 500 bonded Lennard-Jones (LJ)
sites, and each system contains 81 chains. The nonbonded interactions are taken
using a standard 12-6 Lennard-Jones (LJ) cut-and-shifted potential,
Unbij = 4ε
[(
σ
rij
)12
−
(
σ
rij
)6]
− 4ε
[(
σ
rcut
)12
−
(
σ
rcut
)6]
, (2.1)
where rcut = 2.5σ. The bonded interactions are taken through a combination of
a harmonic bonding potential and an angular potential that controls backbone
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flexibility,
U bij =
kh
2
(rij − σ)2 + kθ [1 + cos(θ)] , (2.2)
where kh = 2000ε/σ
2, σ is the diameter of our monomers, and kθ = {0, 1.5, 3.0}ε.
By controlling the value of kθ, we tune the backbone flexibility of our polymers such
that a higher kθ corresponds to a polymer with a more rigid (less flexible) backbone.
This model is not prone to crystallization due to the competing bonded and non-
bonded potentials, arising from the differences in energy minimas (i.e., the minimum
occurs at σ values of 21/6 and 1.0 for Unbij and U
b
ij, respectively). This model will be
used throughout the entirety of this Thesis with different molecular weight chains
and varying conditions. Persistence lengths for each system were obtained by the
decay of the autocorrelation of bond vectors along the chain, according to
〈rˆi · rˆ0〉 = exp
(
−iσ
lp
)
, (2.3)
where rˆi = ri/|ri| is a unit vector aligned along the the ith bond along the chain,
r0 is the first bond in the chain, and lp is the associated persistence length [123].
The average indicated by the brackets was performed over time and independent
chains. The bulk persistence lengths for the systems with kθ = 0, 1.5, and 3 are
lp = 0.75, 1.44, and 2.82, respectively, in good agreement with previously published
results [68, 217, 91]. All the results reported herein are in reduced variables, i.e.,
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temperature T = kT ∗/ε and t = t∗
√
ε/mσ2, where m represents the mass of a single
LJ interaction site, and the ∗ represents quantities defined in laboratory units. All
of our calculations were performed using the LAMMPS simulation package [180].
Furthermore, each result is the average of three independent configurations, and
the error bars represent the standard error.
Six systems are considered in this work; for each value of kθ, we investigate the
glass-forming properties both in bulk and free-standing films with a thickness of
approximately 11σ. The bulk systems were equilibrated in the NPT ensemble at
a pressure P ∗ = 0.0, a timestep δt = 0.002, and at T ∗ = 1.5, while the films were
equilibrated in the NVT ensemble at the same temperature, which is well above the
glass transition temperature of these polymers. The films were prepared following
previous studies [107]. Briefly, we started with equilibrated bulk configurations and
compressed our simulation box in the z direction to the approximate desired film
thickness. The length of the simulation box was then doubled in the z-direction,
resulting in films that are exposed to vacuum above and below. The thickness of
these free-standing thin films was allowed to change throughout the simulation,
and the pressure was thus fixed at zero. The films were then equilibrated in the
NVT ensemble; advanced Monte Carlo moves such as double-rebridging were used
to speed up equilibration [9, 14, 113]. We verified the equilibration of all of our
bulk and thin film configurations by ensuring the monomers had diffused farther
than the average end to end distance and that the statistics of the entanglement
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networks no longer changed with time. We used the Z algorithm of Kro¨ger to check
the statistics of our entanglement network [114]. Once equilibrated, all systems
were rapidly cooled to T = 0.9, followed by continuous slow cooling to T = 0.1 at
a rate of 106 timesteps per 0.1T . We have verified that our Tgs remain unchanged
if we had continuously cooled our system from T = 1.5.
2.2.2 Relaxation time calculations
We consider two measures of the dynamics in our model systems—the structural (or
alpha) relaxation time τα and a relaxation time based on the bond autocorrelation
function. It is noteworthy that both of these parameters are measures of structural
relaxation, and we simply distinguish between them because as will be later shown,
they provide different views of the confinement effects. The α-relaxation time was
determined from the dynamic structure factor, Fs(q, t) = 〈cos(q · δr(t)〉, where
|q| = 7.14 was chosen as the first peak of the static structure factor, S(q), and
δr(t) represents the particle displacement at time t, δr(t) ≡ r(t)− r(0). Due to the
anisotropy of the dynamics in the thin films, in which the resulting relaxation time
in the plane of the film was found to be a factor of three larger than the relaxation
time perpendicular to the film (results not shown), q was chosen in the plane (xy) of
the film. The rotational dynamics were determined from the bond autocorrelation
function, yielding a bond relaxation time, τbond. The bond autocorrelation function
is defined by Cb(t) = 〈P2[ei(0) · ei(t)]〉, where P2 is the second Legendre polynomial
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and ei is a unit vector aligned along the i
th bond. For both Cb(t) and Fs(q, t),
the relaxation time τ is the time at which the characteristic function decays to a
value of 0.2. We fit all of the curves to the Kohlrausch-Williams-Watts (KWW)
stretched-exponential and find the relaxation time such that F(τ) = 0.2, where F
represents either Fs(q, t) or Cb(t). We note that previous work by Bennemann et
al. [22] have shown that for the flexible bulk polymers (kθ = 0 in our case), τbond
and τα have a similar temperature dependence.
In the thin film geometry, we also measure the mobility of our polymer as a func-
tion of distance from the free surfaces by averaging the dynamics of the monomers
over slabs that are each 1σ thick; a particle or bond is considered to be part of a
given slab based on its initial z-position.
2.2.3 Characteristics of glass-formation
The characteristic temperatures of glass formation [191, 53, 52] for our systems
were systematically determined. We first plot the specific volume v on a semi-log
plot as a function of temperature for the cooling runs described in Sec. 2.2.1 (in
the films, the thickness h was used instead of v). We then employ an iterative
approach to fit the melt region of the polymer (T = Tg+0.35) and the glassy region
(T = Tg − 0.35) to the non-linear empirical expression employed by Dalnoki-Veress
et al. [42], and our iterations continue until the value of Tg is unchanged to within
10−4. We define an onset temperature TA as the temperature below which τα ceases
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to exhibit an Arrhenius temperature dependence [216], and the Vogel temperature
T0 where τα extrapolates to infinity, marking the “end” of the glass-transition range.
We fit our relaxation time distribution data to the Vogel-Fulcher-Tammann-Hesse
(VFTH) equation,
τ = τ0 exp
(
D T0
T − T0
)
, (2.4)
to determine both T0 and D. The laboratory glass transition temperature occurs
at a relaxation time τ ≈ 100 s; however, such slow dynamics are inaccessible to
our simulations. By extrapolating the VFTH fit to the temperature where τ = 100
s using a procedure outlined elsewhere [193], we obtain a crude estimate of the
“laboratory” Tg; we denote this extrapolated temperature as T
ext
g , and emphasize
that it is distinct from the Tg where our systems fall out of equilibrium at our
simulated cooling rates.
Adam and Gibbs theory [1] describes the growth of cooperatively rearranging
regions upon cooling towards Tg, and here we take the string-like rearrangemnets
as a measure of the collective motion. String length calculations were performed to
analyze the cooperative dynamics of the bulk systems, and to investigate whether a
relationship between confinement effect and the extent of cooperative motion exists.
We follow the same protocol as the authors of Refs. [193, 2, 48] to identify stringlike
27
behavior. Particles i and j are considered part of the same string if they satisfy
min [|ri(t)− rj(0)|, |rj(t)− ri(0)|] < 0.6σ, (2.5)
and the 5% most mobile particles were considered for string formation. Equation
2.5 yields a distribution of string lengths as a function of time that goes through
a maximum on the time scale on which the collective motion is most pronounced.
The maximum of this distribution is then taken as the string length for a given
temperature, LS(T ), which corresponds to the number average.
2.2.4 Structural ordering
Two methods were used to characterize structural ordering in our systems. The
first uses an orientation order parameter S, where S ≡ 〈P2[cos(θ)]〉, and θ is the
angle between a unit vector aligned along a polymer bond and a unit vector aligned
in the z-direction (normal to the plane of the film). S is calculated as a function
of position in the thin films by averaging over all bonds in slabs in the xy plane
that are 1σ thick. A bond belongs to a slab if its midpoint lies within a given slab.
The two limits of S occur when the monomers are aligned normal to the surface
(S = 1), and when the monomers are aligned planar to the surface (S = −0.5).
Additionally, for a disordered (isotropic) system the value of S is zero.
The second method used in this study to characterize ordering utilized the Q6
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Steinhardt order parameter [239, 261]. First, we define
Qlm(r) = Ylm [θ(r), φ(r)] , (2.6)
where Ylm are the spherical harmonics associated with the polar and azimuthal
angles, θ(r) and φ(r), respectively. Here, r refers to vector drawn between two
neighboring atoms. For each value of l and m, we then average Qlm(r) over all
neighbors of a given particle using
Q¯lm =
1
Nn
∑
neighbors
Qlm(r), (2.7)
where Nn is the total number of neighboring atoms. Finally, we define the rotation-
ally invariant Q6 parameter for each particle as
Q6 =
√√√√4pi
13
6∑
m=−6
|Q¯6m|2. (2.8)
The Q6 parameter has previously been shown to reliably distinguish between face-
centered cubic (FCC) and body-centered cubic (BCC) crystals [261].
2.2.5 Mechanical properties
The mechanical properties of our polymers were characterized using two different
methods. First, we performed uniaxial deformation simulations of the bulk and
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film samples and measured the stress response to obtain the Young’s modulus, EY .
The deformations take place in the NPT ensemble for both bulk and film systems.
The films first undergo a constant temperature run in the NV T ensemble to obtain
the average pressure in the yy direction, 〈Pyy〉. In both cases, the simulation box
is strained to one percent in the x-direction at constant strain rate for 1 × 106
MD timesteps, corresponding to a strain rate ε˙ of 5× 10−6. However, for film, the
pressure in the yy direction is set to the previously obtained value, 〈Pyy〉, while
pressure in the zz direction is held fixed at Pzz = 0. The stress tensor was recorded
every 100 timesteps to allow for ample statistics on stress. An instantaneous strain
for each saved configuration was calculated according to ε = ln[Lx(t)/Lx(0)], where
Lx(t) is the x-dimension length of the simulation box at time t. The slope of the
resulting stress/strain curve is taken as the Young’s modulus, EY .
The second approach for calculating the mechanical properties of our systems
is through the use of the stress-fluctuation formula. With this approach, we obtain
the full elastic constant tensor Cijkl from equilibrium NV T simulations [188, 122].
Three components make up the elastic tensor: the fluctuation term, the Born term,
and the kinetic term,
Cijkl = C
B
ijkl + C
K
ijkl − CFijkl, (2.9)
where i, j, k and l represent Cartesian x, y and z coordinates. The kinetic and
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fluctuation terms are given by
CKijkl = 2ρkBT (δikδjl + δilδjk), (2.10)
CFijkl =
V
kBT
(〈σijσkl〉 − 〈σij〉 〈σkl〉) , (2.11)
where ρ is the number density, δij is the Dirac delta function, and σij is the stress
tensor. If we define a potential between two atoms a and b as U , then the Born
term is given by
CBijkl =
1
V
∑
a<b
〈(
∂2U
∂rab2
− 1
rab
∂U
∂rab
)
rabi r
ab
j r
ab
k r
ab
l
rab2
〉
, (2.12)
where rab represents the inter-particle distance between particles a and b, respec-
tively. Equation 2.12 is only applicable for pair potentials, and we use a three-body
angle potential to describe the backbone rigidity of the polymer chain. For each
angle we consider three particles a, b and c, where a is the central particle forming
the angle bac. Using the normal definition of the force, fa = −∂U/∂ra, the force on
particle a is given by fa = −(f b+ f c). Following previous work [277], we can rewrite
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the Born term as
CBijkl =
−1
V
〈
rabj r
a
l
∂f bi
∂rak
+ racj r
a
l
∂f ci
∂rak
+ rabj r
b
l
∂f bi
∂rbk
+ racj r
b
l
∂f ci
∂rbk
+ rabj r
c
l
∂f bi
∂rck
+ racj r
c
l
∂f ci
∂rck
〉
+
δik
2V
〈
rabj f
b
l + r
ab
l f
b
j
+ racj f
c
l + r
ac
l f
c
j
〉
. (2.13)
Equation 2.13 is evaluated for each angle in the system. In our simulations, we
analytically evaluated the derivatives and verified that our derivations and pro-
gramming were correct by comparing with numerical derivatives of the three-body
potential. For the film polymers, the volume was calculated as the thickness of the
film h multiplied by the area, Vfilm = LxLyh. The film thickness h was taken as the
difference between the maximum and minimum z positions with ρ = 0.4.
The Born term was calculated for 400 configurations that were equally spaced
in time over 10× 106 timestep simulation, while statistics on the stress tensor were
computed and accumulated every 10 timesteps throughout the entire simulation.
We found that the fluctuation term requires roughly 160 times more data points
than the Born term in order to fully converge. In the remainder of this study, the
Voigt notation will be adopted [169], and the elastic constant tensor is written as
Cij. Mechanical properties such as the Young’s modulus EY and Poisson’s ratio in
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the plane νxy can be computed using
EY =
(3C¯12 + 2C¯44)C¯44
C¯12 + C¯44
, (2.14)
νxy =
C¯12
2(C¯12 + C¯44)
, (2.15)
where C¯12 = (C12 + C23 + C31)/3, and C¯44 = (C44 + C55 + C66)/3. In our analysis
of the thin films, C¯12 = C12, and C¯44 = C66, and the other elements in the tensor
are zero due to the translational invariance in the z-direction. In order to verify
that the stress fluctuation method works properly and produces correct mechani-
cal properties, we compared EY as obtained from uniaxial deformation to the EY
obtained from stress fluctuation formula.
2.3 Results
2.3.1 Dynamics and characteristics of glass formation
Figure 2.1a presents the specific volume of the polymer systems as they are cooled
from a high temperature to a temperature far below Tg. The values of Tg extracted
from this data are shown in Table 2.1. The difference between the bulk Tg and
the film Tg, ∆Tg (inset to Fig. 2.1a), decreases as the rigidity of the polymer (lp)
increases. For kθ = 3.0, Tg is unchanged within our uncertainty. The decrease of
∆Tg with increasing backbone stiffness is in good agreement with recent experiments
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[248]. The density profiles as a function of position normal to the interface along
the film are shown in Fig. 2.1b.
Table 2.1: Characteristic temperatures and the fragility parameter D for all of
the present systems. T extg refers to the temperature where tau extrapolates to 100 s
based on our fit to the VFTH fits to the temperature dependence of τα. All reported
values have less than 5.5 percent error except D for kθ = 1.5 with 10.1 percent error,
D and T extg for kθ = 1.5 with 23.9 percent and 11.6 percent error, respectively, and
D for kθ = 3.0 with 16.7 percent error.
System kθ Tg TA T0 D T
ext
g
Bulk
0.0 0.423 0.682 0.357 2.30 0.381
1.5 0.486 0.737 0.411 2.16 0.435
3.0 0.592 0.815 0.536 1.26 0.560
Film
0.0 0.352 0.623 0.313 2.78 0.337
1.5 0.443 0.678 0.357 2.96 0.386
3.0 0.589 0.775 0.496 1.44 0.516
The α- and bond-relaxation times for bulk polymers and films are shown in
Figs. 2.2a and 2.2b. Each system shows the expected behavior: at very high tem-
peratures, the relaxation times take on an Arrhenius temperature dependence, and
below the onset temperature (TA) the dynamics have a super Arrhenius temperature
dependence. For the bulk systems, all of the characteristic temperatures increase
with kθ, and the thin film systems exhibit an enhanced mobility (smaller relaxation
time) compared to the bulk. For each system, we have fit the structural relaxation
times (τα) in the supercooled regime to the VFT equation to obtain the D and T0.
In addition, we have extrapolated our VFT fits to the temperature where τ ≈ 100
s to obtain an estimate of the “laboratory” Tg. Each of these fit parameters are
shown in Table 2.1. We note that the D parameter is relatively small for each
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Figure 2.1: (a) Specific volume as a function of temperature on cooling from T = 0.9.
The black curves represent kθ = 0, the red kθ = 1.5, and the blue kθ = 3.0. Open
symbols represent bulk, while filled symbols represent thin film. The lines through
the points serve as guides to the eye; to obtain Tg, we used a non-linear iterative
approach as described in the text. The inset is a bar graph of ∆Tg ≡ T bulkg − T filmg .
(b) Density profiles of the thin-film systems at T = Tg.
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of our model polymers, although in the bulk D does decrease with increasing kθ,
indicating that the polymers with more rigid backbones are more fragile materials.
This is consistent with recent simulations by Kumar et al. and expectations from
the theory of Dudowicz et al. [54, 134].
The structural relaxation time τα decreases appreciably for all three systems
upon confinement. Given that Tg is commonly associated with the dynamics of
structural relaxation, one might naively expect magnitude of the confinement effect
measured by ∆Tg to be approximately the same for each polymer. However, this
contradicts our results from the temperature dependence of the density showing
significantly different confinement effect on Tg. The bond relaxation times in Fig.
2.2b show a different confinement effect for kθ = 3.0 than for kθ = 0 and 1.5,
where the difference between the bulk and thin film appears to decrease as kθ
increases. We note that for the polymer with the most rigid backbone (kθ=3), at
lower temperatures the relaxation time given by the bond autocorrelation function
for the thin film configurations (Figure 2.2b) appears to deviate from the expected
super-Arrhenius temperature dependence. We have been very careful in how we
interpret the kθ = 3.0 results because of its much slower dynamics, and for this
reason we have left it out of some of our analysis. We believe the deviation in
the bond autocorrelation function from the expected super-Arrhenius dependence
is due to localized ordering in the kθ = 3.0 films, discussed in detail below.
The temperature dependence of one estimate of the size of the cooperative re-
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arrangements, the average string length LS(T ), is shown in Figure 2.3 for all of
our bulk polymers, and we find that LS increases as the temperature is lowered.
At a given T/Tg, there is a slight tendency for LS to decrease for the polymers
with a stiffer backbone. However, the trend is relatively weak. If we associate the
strings with the cooperative rearrangements of the Adam-Gibbs view of glass for-
mation [1], then our finding that the string lengths are essentially unchanged for the
three different polymer systems is consistent with each system having comparable
fragilities.
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Figure 2.2: The α relaxation time (a) and bond relaxation time (b) for kθ = 0
(black circles), kθ = 1.5 (red squares), and kθ = 3.0 (blue diamonds). The filled
symbols represent the free-standing thin films, while the hollow symbols represent
the bulk polymers. To easily portray the effect of confinement for all three kθs on
one plot, the curves were multiplied by a constant written in the figure.
The local relaxation times at two temperatures are summarized in Fig. 2.4a
and 2.4b at T = Tg and T = Tg + 0.1. We emphasize that at T = Tg not all
autocorrelation functions (Cb(t) and Fs(q, t)) fully decayed to zero in the time scales
sampled by our simulations. In cases where the curves did not fully decay, the
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Figure 2.3: String length LS as a function of scaled temperature for bulk kθ = 0
(black circles), kθ = 1.5 (red squares), and kθ = 3.0 (blue diamonds). The dashed
line represents T = Tg.
data were fit to the KWW stretched exponential and extrapolated down to 0.2,
and we interpret these measures of the relaxation dynamics as effective relaxation
times, following previous work [193, 195]. Unfortunately, neither Cb(t) nor Fs(q, t)
decayed sufficiently at T = Tg for the kθ = 3.0; this system experiences much slower
dynamics due to the local ordering near the surface (described below), and fitting
these curves yields inconclusive results because of the large degree of extrapolation
that would be required.
At both T = Tg and T = Tg + 0.1 for the flexible (kθ = 0) and intermediate
rigidity (kθ = 1.5) polymers, the dynamics measured by τα are enhanced relative to
the bulk throughout the film, consistent with published results [18]. Near the free
surfaces, the dynamics are appreciably faster than the center of the film, and this
difference grows with decreasing temperature. At T = Tg + 0.1, the difference is
less than a factor of ten, while at T = T bulkg , the difference in mobility between the
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center of the film and the free surfaces is approximately two orders of magnitude.
By only considering the effects of backbone rigidity and confinement on τα (open
shapes in Fig. 2.4), one would conclude that the confinement effect is similar in the
two systems examined here. However, the bond relaxation times (filled shapes in
Fig. 2.4) reveal a different trend. For kθ = 0, τα and τbond track each other rather
closely, and near the free surfaces both measures of the mobility show relaxation
times approximately 1000 times smaller than the bulk at T = Tg. However, for
kθ = 1.5 at T = Tg, there is a clear difference between these two measures of the
mobility. While τα is approximately 1000 times smaller than the bulk at the same
temperature, τbond is less than 100 times smaller than the bulk. For this system,
these two different measures of the segmental dynamics are affected by dramatically
different magnitudes upon confinement, and the difference grows with decreasing
temperature. We hypothesize that this phenomenon is a result of ordering in the
semi-flexible polymer film, to which we now turn our attention.
2.3.2 Local Ordering
We rationalize the different confinement effects on the more rigid polymers through
an examination of local ordering induced by the surfaces. First, we examine the
tendency of the chains to order in the plane of the film as quantified by the S order
parameter described above. For all three kθs investigated, the bulk systems each had
〈S〉 = 0, indicating no overall ordering. Figure 2.5a shows that monomers prefer
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Figure 2.4: Profiles of the structural relaxation time τα (open shapes) and bond
reorientation mobility τbond (filled shapes) for (a) kθ = 0, and (b) kθ = 1.5 in the
free standing thin films. The values are normalized by the bulk relaxation times at
the same T . Black points are at T = T bulkg +0.1 and the blue points are at T = T
bulk
g .
All error bars are shown, and in many cases the error bars are comparable to the
size of the data points. (c) Average local Fs(q, t) curves for kθ = 1.5 at T = Tg
(error bars not shown for clarity). The curves range from the surface of the film to
the middle of the film, and these regions are labeled on the figure.
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planar alignment near the free surfaces, which is characterized by negative S values.
This is consistent with previously published results [18] showing preferential parallel
alignment of polymer bonds near the polymer-substrate interface in an atomistic
model of polystyrene. S(z) is less than 0 in the center of the film because the
film thickness is smaller than the average end-to-end distance of the chains in the
bulk, which gives the confined polymer chains an anisotropic shape. It is clear that
the polymer with the most rigid backbone, where kθ = 3.0, gain an overall global
ordering beyond that observed for kθ = 0 or 1.5, which extends throughout the
film. We note that the increase in S at the edges of the film is due to infrequent
fluctuations of the polymer monomers into the vacuum above and below the film;
this picture is supported by the density profiles (Fig. 2.1b), which reveal a small
average density at these z positions.
The S parameter only measures the ordering of the bonds with the normal to
the film, and it provides no information about local ordering of the chains with each
other. We employ the Steinhardt Q6 order parameter to examine the nature of the
ordering that occurs, and the distributions of Q6 that are shown in Fig. 2.5b for
kθ = 3. For perfect FCC and BCC crystals, one expects Q6 values are 0.58 and
0.51, respectively. The distributions of Q6 for the kθ = 3.0 system vary significantly
between bulk and film. A shoulder in the film Q6 distribution is apparent, probably
as a result of the observed ordering. The peak of the shoulder occurs for Q6 values
between approximately 0.4 and 0.52, signifying that the the type of ordering is
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closer to BCC rather than FCC. However, we can not make definite conclusions as
to the type of ordering with the results of Q6 alone; nevertheless, it is clear that
we observe the emergence of a small number of ordered domains, and from visual
inspection we can see that they are in the vicinity of the free surface. No such
changes in the Q6 distributions were found for either of the less rigid systems with
kθ = 0 and 1.5; the distributions in the thin film are indistinguishable from those
in the bulk.
2.3.3 Mechanical Properties
The Young’s modulus (EY ) for all three bulk polymer systems is shown in Fig. 2.6a.
For kθ = 1.5, EY is calculated using both the non-equilibrium deformation and the
stress-fluctuation methods, and we can see there is excellent agreement between the
two approaches. Figure 2.6a shows that as the backbone rigidity of the polymer
is increased, the Young’s modulus is decreased, and a similar trend occurs for the
free-standing thin films. The films exhibit lower moduli than the bulk polymers as
shown in Fig. 2.6b for all values of kθ, and the decrease is beyond a simple shift of
the glass transition temperature, Tg.
Another important quantity that we can obtain from the fluctuation formulae
is Poisson’s ratio νxy, which is plotted in Fig. 2.7 for both the bulk and thin film
polymers. In the thin films, we are only able to obtain νxyThe bulk polymers
exhibit a Poisson’s ratio that is approximately 33 percent higher than the films,
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Figure 2.5: (a) Bond order parameter, S, as a function of z-position along the film
for kθ = 0 (black), kθ = 1.5 (red), and kθ = 3.0 (blue). (b) Q6 distributions of
kθ = 3.0 for bulk polymers (dotted line) and films (solid line). Q6 values for FCC
and BCC are 0.58 and 0.54, respectively.
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and as expected for incompressible liquids, the Poisson ratio increases to 0.5 as
temperature is increased to Tg. As discussed below, the changes observed in ν
are significant for the interpretation of buckling experiments [247, 248, 233], which
measure a plane strain modulus, E¯.
2.4 Discussion
We have shown how simple changes in the backbone rigidity in a series of model
glass-forming polymers leads to differences in the confinement effects as probed by
different material properties. The glass transition temperature as measured from
the temperature dependence of the density shows that the difference in Tg between
the bulk and free-standing thin films becomes smaller as the rigidity is increased.
This measure of Tg as comparable to the common ellipsometry experiments that
are used to extract Tg for thin films; however, if we directly measure the structural
relaxation time of our films using the intermediate scattering function, Fs(q, t),
we obtain a different picture. From the data in Table 1, we see that the change
in T extg upon confinement is approximately the same for all systems, although we
emphasize that this requires a large extrapolation in the relaxation times. Nev-
ertheless, it is clear that by comparing the effects of confinement on τα and τbond
for each of the three polymer systems, the magnitude of the confinement effect can
vary strongly depending on the property measured. We attribute these differences
to the sensitivity of the various material properties to ordering near the surfaces in
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Figure 2.6: Young’s moduli as a function of temperature for kθ = 0 (black circles),
kθ = 1.5 (red squares), and kθ = 3.0 (blue diamonds). (a) Young’s moduli for bulk
polymers; the dashed line for kθ = 1.5 represents Young’s moduli as obtained from
uniaxial deformation, while the points were calculated using the stress fluctuation
formulae. (b) Young’s moduli for films (filled symbols) and bulk polymers (open
symbols); the red data were multiplied by 10−1, while the blue data were multiplied
by 10−2. The dashed line through the red data represents Young’s moduli for the
film as obtained from uniaxial deformation for kθ = 1.5.
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Figure 2.7: Poisson’s ratio as a function of temperature for kθ = 0 (black circles),
kθ = 1.5 (red squares), and kθ = 3.0 (blue diamonds). The films are represented by
the hollow symbols, while the bulk polymers are represented by the filled symbols.
our model glass-forming polymers. It remains unknown the extent to which this
type of ordering could occur in experimental systems, and the comparison is further
complicated by the lack of side-groups in our model polymers.
Several experiments have investigated confinement effects on polymers with
varying chemistries [58, 248, 247, 172]. However, many of the previous studies
have focused on changes in the polymer side group, which could potentially induce
different effects than those induced by changing the polymer backbone chemistry.
Torres et al. [248] have systematically modified the backbone stiffness and inves-
tigated the confinement effects on both Tg and the Young’s modulus, Ey. Our
results presented here where we observe a decrease in the effects of confinement
on Tg as measured from the temperature dependence of the density for more rigid
polymer backbones are largely consistent with those of Torres et al. However, they
also find that the Young’s modulus for the more rigid polymers is less sensitive to
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confinement, while each of our model polymer systems each become slightly softer
when confined to thin films. One important difference between our work and that
of Ref. [248] is that the experimental films were supported on a PDMS substrate,
while our films are free standing, which may account for some of the differences.
Recently, Paeng and co-workers have examined the effect of polymer chemistry
on the segmental dynamics using fluorescence recovery techniques [172]. They inter-
pret their results in terms of a mobile surface layer that coexists with bulk polymer
dynamics, and the size of the mobile layer grows as Tg is approached from be-
low. Isothermal measurements just below the bulk Tg for poly(styrene) produced a
two-step response function that contained a mobile surface layer as well as a bulk
process, which was present in PS thin films as thin as 17 nm [174]. Interestingly,
the temperature dependence of this surface process is very similar to that of the
nanoparticle embedding experiments of Fakhraai and Forrest [64]. In the model
polymers examined here, we do not observe a bulk relaxation rate at any location
in our films, and the transition from the mobile surface to the slower dynamics in
the center of the film is gradual over the thickness of the film (see Fig. 2.4). The
lack of a bulk process in the center of our film may be a result of our films being only
11σ thick, which would correspond to approximately 10 nm in laboratory units.
Our simulations are the first calculations of the Poisson’s ratio, ν, in thin films
of which we are aware. We observe an appreciable decrease in ν for all of our
model polymers, which is significant in the interpretation of the moduli extracting
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from buckling experiments that are commonly employed to extract the mechanical
properties of thin polymer films [247, 248, 233]. The buckling experiments measure
a plane strain modulus, E¯, which is related to the more common Young’s modulus
EY through Poisson’s ratio as E¯ = Ey/(1 − ν2). This implies that in materials
where E¯ does not change upon confinement, the Young’s modulus may in fact be
different from the bulk if it is compensated by a change in ν.
One goal of our work was to explore whether any bulk properties of glass for-
mation could be indicative of the nanoscale confinement effects. The accepted def-
inition of the fragility of a polymer glass is the activation energy given by the tem-
perature dependence of τα at the experimental glass transition temperature where
τα ≈ 100 s. Since these long time scales are not accessible to MD simulations, we
must resort to other correlations to characterize the fragility of a glass-forming liq-
uid [193, 191, 237, 168, 231]. One simple measure of the fragility is the value of the
D parameter from the fits of the VFT equation to our structural relaxation time,
τα, where D is typically in the range of 1 (fragile glasses) to 100 (strong glasses).
As shown in Table 2.1, all three polymers have relatively small D values, implying
that all of our polymeric systems are fragile polymers. We do, however, see signifi-
cant changes in D with polymer rigidity, where our rigid polymers are nearly half
of our fully flexible ones. The lack of a distinct connection between fragility and
the magnitude of the confinement effects is also commonly observed experimentally
[30, 172, 58].
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As discussed above, ideas related to the so-called cooperative rearrangements
that have their origins in the Adam-Gibbs theory of glass formation [1] are fre-
quently invoked to explain confinement effects [172, 193, 190]. The physical picture
is that in materials with large degrees of cooperative motion, the surfaces will affect
the dynamics of the glass on length scales comparable to the cooperative rearrange-
ments. There are both experimental [172, 59] and computational [193] examples
where the magnitude of the confinement effect and the size of the cooperative re-
arrangements appear to correlate strongly with each other. However, the effect is
not universal [30]; In Fig. 2.3, we identify the size of the string-like rearrangements
as the cooperative domains and find that each of the three systems exhibit approx-
imately the same size of cooperative rearrangements at a common T/Tg. However,
the confinement effects measured by the change in Tg deduced from the temperature
dependence of the density varies strongly between the three systems, and thus the
cooperative dynamics are not a universal indicator of the confinement effects.
2.5 Summary
In summary, we have employed coarse-grained molecular dynamics simulations of
glass-forming polymers to investigate the confinement effect and its relation to the
polymer’s backbone chemistry. Flexible, semi-flexible, and relatively rigid poly-
mers were simulated in both bulk and free-standing thin films. Our results suggest
confinement effects that are property-specific; that is, the difference in dynamic or
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mechanical properties relative to the bulk may depend on which specific property is
investigated. Our results of the confinement effect on Tg and ∆Tg agreed well with
experiments [248], and we show the emergence of confinement-induced crystalline
domains in glass formers with rigid backbones, which can significantly complicate
the interpretation of the confinement effects. Additionally, we show a significant
difference between orientational and structural relaxation times as a result of local
ordering.
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During Physical Aging
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At temperatures moderately below their glass transition temperature, the prop-
erties of many glass-forming materials can evolve slowly with time in a process
known as physical aging whereby the thermodynamic, mechanical, and dynamic
properties all drift towards their equilibrium values. In this work, we study the
evolution of the thermodynamic and dynamic properties during physical aging for
a model polymer glass. Specifically, we test the relationship between an estimate
of the size of the cooperative rearrangements taking the form of strings and the
effective structural relaxation time predicted by the Adam-Gibbs relationship for
both an equilibrium supercooled liquid and the same fluid undergoing physical ag-
ing towards equilibrium after a series of temperature jumps. We find that there
is apparently a close correlation between a structural feature of the fluid, the size
of the string-like rearrangements, and the structural relaxation time, although the
relationship for the aging fluid appears to be distinct from that of the fluid at
equilibrium.
3.1 Introduction
It is well-known that glasses undergo “physical aging,” by which we mean their
properties gradually evolve their equilibrium values over time for moderate tem-
peratures below Tg after a sufficient ‘aging time’. In the vicinity of Tg, this aging
process is often highly prevalent and the equilibration time is typically on the order
of the structural relaxation time, itself which can vary widely depending on the
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temperature of the sample. Below Tg, the necessary structural reorganization to
obtain equilibrium takes progressively longer times ranging anywhere from hours to
decades to reach equilibrium so that the material is intrinsically a non-equilibrium
solid. This aging process is of great interest in applications where the associated
property evolution can be a matter of practical concern in the end-use of the materi-
als. For example, separations processes frequently involve polymer membranes that
can exhibit significant aging effects on their permeability [97], and this process has
great significance for the mechanical properties of influencing end-use applications
of diverse structural polymeric and glassy materials broadly [4].
At temperatures near Tg, the aging process can be followed to its completion
where the sample reaches equilibrium, and a number of interesting observations
remain poorly understood for an aging glass. For example, it has been shown
recently that different material properties can age at different rates in a glassy
polymer; the time to age into equilibrium by measuring the shift factors from a
linear creep experiment was found to be more than two orders of magnitude longer
than the time required to age the dielectric response into equilibrium [282]. In
addition, several experiments demonstrate that the approach to equilibrium can
depend on the sign of the temperature jump employed. For samples equilibrated
at a series of high temperatures and then subjected to a temperature jump to a
common lower temperature, the approach to equilibrium is qualitatively different
than if the samples each began at equilibrium at a lower temperature and then
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are subjected to a T jump to a common higher temperature [156]. It should be
noted that molecular dynamics simulations can not access the timescales of minutes,
hours, days, and weeks relevant to many practical applications, but it is possible
to perform temperature jump experiments in the supercooled regime to observe
significant aging of thermodynamic and relaxation properties. This is the approach
of the present chapter and other recent studies of the aging effect in glass-forming
materials.
Although less common than the extensive work investigating relaxation in equi-
librium supercooled liquids, several simulation studies have investigated the dynam-
ics of model glass-formers during physical aging. Mossa and Scriotino have repro-
duced the so-called “Kovacs effect” [126] in a simulation study of ortho-terphenyl
(OTP) [162]. The Kovacs effect occurs when a glass-former is quenched to a low
temperature and subjected to a subsequent temperature increase, and under the
appropriate conditions the thermodynamic properties follow a non-monotonic ap-
proach towards equilibrium. That is, the density or the enthalpy can pass through
and overshoot the equilibrium value before returning to equilibrium. Rottler and
Robbins have shown how aging a polymer glass affects its yielding behaviors [210].
Additionally, Warren and Rottler [266, 263, 262] have provided a detailed analysis of
the dynamics and creep response of an aging polymer glass. By providing a detailed
analysis of the characteristic times of particle displacement in a polymer glass, they
have shown how the mean of the distribution of hop times is divergent for an aging
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polymer, and the application of stress changes the shape of the distributions such
that the mean hopping time becomes finite and relaxation is possible.
In equilibrium supercooled liquids, there is both experimental [23] and compu-
tational evidence [115, 237, 48] of a growing dynamical length scale on the approach
to the glass transition, and we take these equilibrium fluid studies as the starting
point of our work. The Adam-Gibbs theory [1] of glass formation leads one to
expect the growth of the activation energy in glass-forming liquids to be governed
by the growth of dynamic clusters or “cooperatively rearranging regions” (CRRs).
Recently, the identification of string-like clusters of cooperative rearrangement has
been quantitatively tested using molecular dynamics simulations in a series of su-
percooled polymer nanocomposites by determining the average size of the string-like
collective rearrangements as a function of temperature [237]. For the time scales
accessible to molecular dynamics, it was found that the Adam-Gibbs relationship
collapsed the relaxation time data very well when the strings are directly identified
with the CRR. Using this as our starting point, we explore whether the changes
in the relaxation time under physical aging conditions can be understood from the
evolution of the strings under non-equilibrium conditions. A previous study by
Zhang et al. [281] has examined the evolution of string-like collective motion in Ni
nanoparticles undergoing melting and freezing, where it was found that there was a
peak in the prevalence of the cooperative dynamics during melting. Furthermore,
on the surface of the nanoparticle string-like rearrangments were prevalent and their
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equilibrium size changed following step changes in temperature [280]. Therefore,
there is good reason to expect that the string-like collective motion in our glass-
forming liquids can be defined under non-equilibrium conditions. If validated, this
approach would provide a direct structural parameter in the glass-forming liquid to
identify with physical aging.
In this chapter, we examine physical aging in a model polymer glass-forming
liquid studied previously under equilibrium conditions and here we study the same
fluid under a variety of thermal histories and non-equilibrium conditions. Inspired
by the classic Kovacs experimental studies, we first perform two-step temperature
jumps: T is first decreased to a temperature just above Tg, and our glasses are
allowed to age into equilibrium before they are subsequently jumped to a higher
temperature. In the second series of simulations, our supercooled polymers are
equilibrated at various temperatures in the supercooled regime, and each system
subsequently experiences a temperature jump to a common, central temperature.
In other words, we examine the response of our system to a symmetric tempera-
ture jump to a common, intermediate temperature. During these calculations, we
monitor the time evolution of the density, internal energy, the relaxation time, and
a measure of the collective motion (i.e. the string length). We find that we can
understand many of the observed trends in our aging data from the evolution of the
strings in the course of the system equilibration.
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3.2 Methods
We use the same model described in Chapter 2 with bulk N = 500 and kθ = 0. We
begin by carefully equilibrating our systems at a temperature that is well above the
glass transition temperature (T = 1.5) using a combination of connectivity-altering
Monte Carlo moves [113, 14, 9] and molecular dynamics (MD) in the NPT ensemble.
After equilibration at T = 1.5, our systems are cooled to lower temperatures of
interest at a rate of ∆T/δt = 5 · 10−5 in the NPT ensemble with P = 0; T = 0.84 is
close to the onset of supercooled behavior where the dynamic properties first take
on a super-Arrhenius temperature dependence for this model, and the characteristic
temperatures and glass-forming nature of a closely related polymer model has been
characterized in detail in the literature [191, 193]. We point out that there are some
small differences in the characteristic temperatures in the present model due to the
use of a force-shifted Lennard-Jones potential in the previous work.
Each of our temperature jumps discussed below are performed as instantaneous
changes in the set temperature of the simulation; these correspond to infinitely
fast temperature changes, and we observe how the system reaches equilibrium after
such step changes. We note that the temperature, which is controlled with the
Nose´-Hoover thermostat [70], stabilizes at the new set point within a time less
than approximately t = τLJ (approximately 500 MD time steps with a step size
δt = 0.002). The physical aging process occurs on times much longer than this
relatively short time scale. We identify the glass transition temperature Tg as
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the temperature where our sample falls out of equilibrium upon cooling at a fixed
cooling rate, and Tg for this model when cooled at ∆T/δt = 5 · 10−3 from T = 0.8
to T = 0.2 is found to be Tg = 0.437 ± 0.004. This estimate of Tg was made by
identifying the location where a plot of ln(v) versus T changes slope, indicating a
change in the coefficient of thermal expansion that is commonly associated with the
glass transition. It is possible for us to age into an apparent equilibrium for our
polymer glass down to T ≈ 0.43.
We measure our effective relaxation times “time windows” during the aging of
our systems to equilibrium following approaches used in previous non-equilibrium
simulations of the same polymer glass [139, 192, 194]. Briefly, we divide our simu-
lation trajectory into overlapping windows of fixed widths in time δtwin = 200 τLJ .
In each window, we calculate Fs(q, t) at q = 7.14, which is approximately the
location of the first peak in the static structure factor for this system at equilib-
rium. Each calculation of Fs(q, t) is averaged over a moving time origin that is
restricted to the current time window, and the effective structural relaxation time,
τeff is calculated by fitting the piece of Fs(q, t) calculated in each time window to a
KWW stretched exponential, Fs(q, t) = a0 exp
[
− (t/τ)β
]
and integrating to obtain
τeff = a0 τ Γ(1/β)/β. Γ(x) is the Gamma function.
The average string length is calculated in the same time windows as Fs(q, t).
We calculate the string length as a function of observation time δt, and at all
temperatures investigated here the time windows of length 200 τLJ are sufficient
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to observe the maximum in the string length. The 5% most mobile particles were
considered for string formation, and two particles i and j were taken as part of the
same string if they satisfied
min [|ri(t)− rj(0)|, |rj(t)− ri(0)|] < 0.6σ. (3.1)
We have verified that the results presented below are not sensitive to considering
higher fractions of mobile particles or more restrictive definitions for considering
mobile particles to be part of the same string (e.g., using 0.55σ rather than 0.6σ
in Eq. 3.1).
3.3 Results
3.3.1 Aging of thermodynamic properties
We begin by showing how the density (ρ) changes after two sequential changes in T :
a large T decrease followed by aging into equilibrium and a subsequent T increase.
Figure 3.1 shows the evolution of ρ when a system is quenched from T = 0.6 at
time t = 0 to T = 0.45. After approximately 3000 τLJ , the density has reached
its equilibrium value, and further simulation time does not change ρ further. At
t = 6000 τLJ , T is increased to one of several values (T = 0.5, 0.55, 0.6, or 0.7). For
the larger T jumps to higher temperatures, the polymer equilibrates very quickly
while for the jump to T = 0.5, equilibration is noticeably slower due to the slow
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equilibrium dynamics at T = 0.5.
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Figure 3.1: (a) Evolution of the system density with time after two successive
temperature jumps: first, at time t = 0, T is decreased from 0.6 to 0.45. Second, at
t = 6000, the temperature is increased to T = 0.5 (blue), 0.55 (green), 0.6 (black),
or 0.7 (red).
3.3.2 Aging of structural relaxation
We calculate a variety of dynamic properties and monitor their time dependence
on the approach to equilibrium. Figure 3.2 shows the evolution of the effective
relaxation time τeff after the temperature jumps described in Fig. 3.1. When the
temperature is decreased at t = 0, the effective relaxation time immediately begins
to increase, and it experiences a net change of nearly two orders of magnitude before
settling to its equilibrium value at t ≈ 3000, which is approximately the same as
the time required for the density to reach equilibrium. Following the subsequent
temperature increases, the time required for τeff to reach its plateau value depends
strongly on the magnitude of the T jump. For the smaller T increase to T = 0.5,
the system does not reach its new equilibrium until t ≈ 6700, while the larger T
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increases reach equilibrium almost immediately.
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Figure 3.2: a) Evolution of the effective relaxation time after the temperature jumps
described in Fig. 3.1. b) Close-up of the region where the temperature is increased,
and error bars are shown on the low temperature data where our statistical uncer-
tainties are the largest.
Figure 3.3 shows how the string length evolves after each temperature jump.
After the decrease in T to T = 0.45 at t = 0, the average string length LS mono-
tonically decreases to the equilibrium value, much like the density and structural
relaxation time above. However, upon heating the system to the higher tempera-
tures, a new trend emerges. For the larger temperature increases, the time evolution
of LS after T is increased proceeds non-monotonically to the equilibrium value. For
a modest T jump to T = 0.55, there is an intermittent slight increase in LS that
is observed. As the magnitude of the temperature jump is further increased, we
find that LS overshoots the equilibrium value very briefly before returning at longer
times. The subtle non-monotonic behavior in 〈LS〉 are not observed in other prop-
erties of our system. This overshoot phenomenon is reminiscent of the large increase
in string length near the point of nanoparticle melting [280] which is likewise a point
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of significant particle rearrangement to accommodate this structural transition.
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Figure 3.3: Evolution of the average string length after the temperature jumps de-
scribed in Figs. 3.1 and 3.2. Figure b zooms in on the region where the temperature
is increased, and the horizontal lines indicate the equilibrium value of 〈LS〉.
3.3.3 Asymmetric approach to equilibrium
Next, we consider a different temperature history and consequent aging evolution:
we perform a series of temperature jumps to a common target temperature (T =
0.5) for systems equilibrated both above and below the target temperature. We
consider temperature jumps of ∆T = ±0.05 and ±0.025, and we take the time of
the temperature change as t = 0. First, the time evolution of the density and the
potential energy is shown in Figures 3.4a and 3.4b. We can clearly see in this figure
that the approach to equilibrium is asymmetric: when the temperature is decreased
to T = 0.5 (∆T < 0), the two curves corresponding to ∆T = −0.25 and ∆T = −0.5
quickly join each other and approach the equilibrium value together. This trend
is observed in both the time evolution of the density and the potential energy. In
contrast, when the temperature is increased to T = 0.5 (∆T > 0), the approach
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to equilibrium is distinct for the two different ∆T jumps; the systems that were
previously at a lower temperature approach the new equilibrium more slowly.
10 100 1000
Time
-6
-4
-2
0
2
4
6
10
3  
(v 
-
 
v e
q) 
/ v
eq
10 100 1000
Time
-10
-5
0
5
10
15
10
3  
(E
 
-
 
E e
q) 
/ E
eq
Figure 3.4: Evolution of the system density (a) and potential energy (b) after T
jumps from above and below to a common intermediate temperature, T = 0.5.
The black, red, green, and blue curves each represent temperature jumps of ∆ =
0.05, 0.025,−0.025, and −0.05, respectively.
We also find a similar asymmetry in the time evolution of τeff and LS, as shown
in Figures 3.5a and 3.5b. For the two temperature decreases, we find that τeff and
LS have essentially merged by t = 100 τLJ ; the two curves then approach equilibrium
together. However, after a temperature increase, neither τeff nor LS ever merge
with each other until they reach equilibrium; they apparently approach equilibrium
independently. The evolution of the average string length following a downward
temperature jump is very similar in form to that found in the self assembly of string-
like equilibrium polymer [219], which is consistent with understanding strings in
glass-forming liquids as a kind of self-assembly phenomenon [51]. We now examine
the extent to which we can understand the changes in relaxation that we observe in
in aging fluid based on a dynamical extension of AG where the evolving magnitude
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of the string length, L(t), is incorporated into the description.
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Figure 3.5: (a) Effective relaxation times and (b) average string length after the
symmetric temperature jumps described in Fig. 3.4. As with the density in Fig. 3.4a,
after a temperature decrease, the curves representing the properties quickly merge
and drift to the equilibrium value together, while after a temperature increase the
curves approach equilibrium at different rates.
3.3.4 Non-equilibrium relationship between τeff and LS
From the Adam-Gibbs theory of glass-formation, we would expect that the activa-
tion energy for relaxation should grow exponentially as the size of the cooperative
rearrangements increases, log τ ∝ Ls/T . This relationship has recently proven ro-
bust for a series of model polymer systems of varying fragilities [237]. It is of
interest to test whether this relationship also holds even for systems out of equilib-
rium. First, it is instructive to briefly review the trends of τ with Ls as a function of
temperature at equilibrium. This analysis has never been performed on the present
model polymeric glass-forming liquid. Figure 3.6 plots τα vs. temperature normal-
ized by Tg on a semi-log scale in (a), and τα vs. LS/T on a semi-log scale calculated
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from equilibrium simulations in the supercooled regime in (b). The inset to Fig.
3.6 is the average string length LS vs. normalized temperature. The Adam-Gibbs
relationship suggests a linear relationship result, and we verify this expected trend
to a good approximation. By fitting the data shown in Fig. 3.6b, we can extrapolate
the value of LS at a “laboratory” Tg. If we assume that the structural relaxation
τα = 100 s for Tg, we fit the structural relaxation time data in Fig. 3.6a to the
commonly used VFTH equation, and extrapolate our fit to obtain an extrapolated
Tg, yielding T
ext
g = 0.381. Subsequently, we linearly fit the data in Fig. 3.6b (as
exemplified by the guide to the eye), and we estimate that the string length value
LS which corresponds to our extrapolated Tg is approximately LS = 6.75, which
corresponds to LS/T
ext
g = 17.7.
Figure 3.7 tests the connection between the relaxation time and the size of the
cooperative rearrangements for systems out of equilibrium that have experienced
the symmetric temperature jumps to a common intermediate temperature, T = 0.5.
A value of T = 0.5 was used for the aging configurations since the set point temper-
ature is reached on time scales much shorter than the characteristic time associated
with the string-like rearrangements. Even for systems out of equilibrium, there is
apparently a close connection between the relaxation time and the CRRs. The re-
lationship clearly falls off of the equilibrium line, yet log τ remains approximately
linear in LS/T . It is worth noting that the structural relaxation time measured
using the time window approach does not necessarily account for the full decay of
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Fs(q, t) to equilibrium value; the relaxation time was simply taken as the time for
Fs(q, t) to decay to 0.2 without requiring any rescaling. This procedure neglects
the change of the stretching exponent β which definitely can be a complication to
our non-equilibrium relaxation analysis. The forms of the relaxation functions as
well as τ can be expected to change somewhat under aging conditions, although the
experiments of Lee and McKenna [138] on model epoxy materials have indicated
that the evolution of β under aging conditions can be small near Tg. Despite this
complication in the analysis, we find that we qualitatively understand the evolution
of the relaxation time in a system out of equilibrium. It is also notable that the
application of the AG relation to structural relaxation time τ relies on a fractional
Stokes-Einstein equation relating this property to the monomer mobility. In partic-
ular, the AG model is based on a consideration of a diffusive relaxation time rather
than a rate of momentum diffusion which governs structural relaxation. A possible
alteration in the decoupling phenomenon under non-equilibrium conditions requires
some consideration to determine if this effect might also contribute to the curvature
we see in Fig. 3.7.
3.4 Summary
In summary, we have examined the evolution of some basic thermodynamic and
dynamic properties of a model coarse-grained polymer glass forming polymer liquid
subjected to a variety of temperature jumps. We find that the approach to equi-
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librium depends on the sign of the temperature step ∆T ; following a temperature
decrease of varying magnitude to a common lower temperature, properties approach
equilibrium at approximately the same rate. After a temperature increase, the ap-
proach to equilibrium depends on the magnitude of the temperature jump. Finally,
we have explored whether the Adam-Gibbs model with the strings identified as
the CRR and time dependent in length can describe the dynamics of our model
supercooled liquid under aging conditions. While we find that there is apparently
a correlation between the size of the cooperative rearrangements (strings) and the
effective relaxation time, the relationship is apparently distinct from that found
at equilibrium. While very encouraging for providing a direct structural basis for
understanding aging in glass-forming materials, the observed deviations imply that
we must better understand the nature of the decoupling relation between mass dif-
fusion and structural relaxation under aging conditions. It would also be useful
to calculate the configurational entropy Sc as function of time as determined by
Sciortino and coworkers [153] to see if this quantity scales inversely with LS(t), pro-
viding another important test of the AG framework. Starr et al. [238] have shown
that LS scales in near inverse proportion to Sc for another model coarse-grained
polymer melt where the bond potential between the monomers is non-linear. We
expect our current model to give rise to similar scaling between LS and Sc.
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Figure 3.6: (a) Structural relaxation normalized by Tg, with the inset representing
the average string length; (b) Test of the Adam-Gibbs relationship for this model
polymer glass at equilibrium. The relaxation times τα and average string length
LS are calculated as a function of temperature for systems at equilibrium in the
supercooled regime (0.825 > T > 0.45); the line is merely a guide to the eye. τα is
calculated at equilibrium as the time for Fs(q, t) to decay to 0.2.
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Chapter 4
Physical Aging and the Local
Dynamics of Glass-Forming
Polymers under Nanoscale
Confinement
The contents of this chapter were published in The Journal of Physical Chemistry
B (2014) volume 118, issue 30, pp 9096–9103 in a modified version and are reprinted
here with permission from ACS Publications.
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The glass transition temperature marks a point below which a material’s proper-
ties change significantly, and it is well-established that confinement to the nanoscale
modifies the properties of glass-forming materials. We use molecular dynamics sim-
ulations to investigate the dynamics and aging behavior of model glass-forming
polymers near and below the glass-transition temperature of bulk and confined
films. We show that both relaxation times and physical age rates vary similarly
throughout a free-standing polymer film at temperatures close to the bulk glass-
transition temperature, where the surfaces have both lower relaxation times and
physical age rates. Moreover, we provide evidence suggesting that string lengths
in the bulk control dynamic length scales in the film. This realization, combined
with the similarity between aging behavior and dynamic profiles, has implications
for design rationale in the microelectronics industry.
4.1 Introduction
We build on the work from the previous chapter and continue to investigate the
process of physical aging [240]. In recent years, two pictures regarding the aging
behavior of glassy polymer films have emerged—one that shows films having reduced
age rates relative to bulk [185, 186], and another that shows films having increased
or unchanged age rates relative to bulk [97, 49, 50]. Using fluorescence experiments
[185] and streamlined ellipsometry [186], previous results have shown an age rate
at the free-surface that is reduced by a factor of 2 relative to bulk, and that this
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reduction is not consistent with a simple shift in Tg relative to bulk. Alternatively,
previous experiments measuring gas permeability [97, 49, 50] have demonstrated
increased physical age rates with decreased film thickness relative to bulk. One
possible answer is the difference in the amount of stress imparted during sample
preparation. Recently, studies have shown that the amount of stress imparted on
the sample during the vitrification process, [80, 79] as well as stresses that arise
during aging due to the differences in the thermal expansion coefficients of the
supporting substrates, can have a significant effect on the resulting physical age
rates [187]. It is possible that the difference in geometry results in differing stresses,
which may explain the contrasting results available in literature.
There are also numerous experiments that indicate that the dynamics near free
surfaces become fundamentally different at low temperatures. For example, surface
embedding experiments [63, 64, 41] found large enhancements for mobility at the
free surface compared to bulk, and that these enhancements grow as the temper-
ature is reduced. Enhanced mobility at the free-surface was also found using the
reorientation of fluorescent probes [175], however here the results indicated a layer
with enhanced mobility relative to bulk which grows with increasing temperature,
in contrast to the growing length scale upon cooling found by the surface embedding
experiments.
Molecular simulations offer the possibility of directly characterizing the mobile
surface layer, and this has been done using both fully atomistic [101] and coarse
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grained models[224, 85, 137, 193, 196, 17]. Atomistic simulations of poly(styrene)
show only a modest reduction in the glass transition temperature [102, 13], consis-
tent with experiments performed at very high cooling rates [56, 63]. The coarse-
grained models show a more pronounced confinement effect, and several recent
studies have found a dynamic length scale (ξτ ) with enhanced mobility relative to
the bulk that grows on cooling. The recent work by Lang and Simmons [137] in-
dicates that this length scale has many of the characteristics of the length scale
associated with cooperative dynamics and the Adam-Gibbs view of the glass tran-
sition [1], raising the possibility that the size of the mobile surface layer may be
connected to the length scale associated with cooperative dynamics.
The goal of this chapter is to directly test whether there is a connection between
the cooperative dynamics measured in a bulk polymer glass and the size of the
mobile surface layer in the same material confined to a free-standing thin film both
at equilibrium above Tg and during physical aging. We show that for these systems,
free-standing films have higher age rates than bulk, which is primarily a result of
a shift in Tg. We also show that the local age rates in the films have similar
distributions to relaxation times at temperatures close to the bulk Tg, and that the
mobile surface layer grows during physical aging, similar to its growth upon cooling
above Tg. We analyze the distribution of relaxation times in the film, and define a
length scale which describes the change in surface-to-middle relaxation times which
is qualitatively similar to ξτ . In the end, we provide evidence that this length scale
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may be controlled in part by the cooperative dynamics measured in the bulk as
measured by string-like rearrangements [48, 2, 234].
4.2 Methods
4.2.1 Simulation Details
We use the same model introduced in Chapter 2 with N = 20 and kθ = 0 for both
bulk and free-standing film systems (with thickness h = 25σ). In the bulk, we have
a total of N bulkT = 44 800 LJ sites, while in the film we have a total of N
film
T = 50 400
LJ sites. In contrast to previous chapters, these calculations were performed using
the GROMACS simulation package [88]. Furthermore, each result is the average of
three independent configurations, and the error bars represent the standard error.
The bulk system was equilibrated in the NPT ensemble at a pressure P = 0.0,
a timestep δt = 0.001, and at T = 0.8, while the film was equilibrated in the
NVT ensemble at the same timestep and temperature, which is well above the
glass transition temperature of these polymers. We refer the reader to Chapter
2 for detailed description on the preparation of free-standing films. We note that
the film’s simulation box length in the z direction was much larger than the film’s
thickness, allowing the film to expand or compress as necessary. This effectively
leads to zero pressure in the z dimension along the surfaces of the film. We verified
the equilibration of our bulk and film configurations by ensuring the monomers had
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diffused farther than the average end to end distance. Following equilibration, all
systems were continuously quenched to T = Tage at a dimensionless cooling rate of
Γ = 1× 10−3.
To obtain Tg, all configurations were cooled at a constant rate of Γ = 1× 10−3
from T = 0.8  Tg to T = 0.2  Tg. We use the specific volume v and plot
it on a semi-log plot as a function of temperature (in the films, the thickness h
was used instead of v). We then employ an iterative approach to fit the melt
region of the polymer (T = Tg + 0.35) and the glassy region (T = Tg − 0.35)
to the non-linear empirical expression employed by Dalnoki-Veress et al. [42], and
our iterations continue until the value of Tg is unchanged to within 10
−4. Our final
obtained values for Tg are T
bulk
g = 0.44±0.01 and T filmg = 0.40±0.02. We note that
we work with a fixed LJ cut-off distance, rcut, although a recent study [16] has shown
that confinement effects may be sensitive to this cut-off distance. Specifically, the
work of Batistakis and Lyulin [16] has shown that increasing rcut from 2.5σ to 5.0σ
increases densities and glass-transition temperatures, which substantially changes
the overall confinement effects. As such, in this study, we work with a fixed cut-off
distance.
The cooperative dynamics in our system were quantified using the string-like
rearrangement mechanism [224, 193, 2, 48], which has been shown in previous stud-
ies to be consistent with the cooperative rearranging regions from the Adam-Gibbs
view of glass formation [1]. We follow the same protocol as the authors of Refs.
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[193, 2, 48, 224] to identify stringlike behavior. Particles i and j are considered part
of the same string if they satisfy
min [|ri(t)− rj(0)|, |rj(t)− ri(0)|] < 0.6σ, (4.1)
and the 5% most mobile particles were considered for string formation. Equation
4.1 yields an average string length as a function of lag time, which goes through a
maximum on the time scale where collective motion is most pronounced. The max-
imum of this distribution is then taken as the string length for a given temperature,
LS(T ), which corresponds to the number average.
4.2.2 Aging and Age Rates
Each system was aged at temperatures approximately equal to Tg and below. The
aging procedure consisted of running constant T runs at the appropriate Tage for
a total time of t = 1.5 × 105τLJ ; in the bulk, these runs were performed in the
NPT ensemble, while in the film, these runs were performed in the NV T ensemble.
During these aging runs, statistics on the potential energy U and particle positions
were stored, and the age rate is defined as
βU = − 1
U0
∂U
∂ log t
,
βτ = +
1
log τ0
∂ log τ
∂ log t
, (4.2)
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where U0 and τ0 represent the initial potential energy and effective relaxation time
at the beginning of the aging run (t = 0), respectively.
The effective relaxation time τ was obtained by fitting the self-part of the in-
termediate scattering function, Fs(q, t) where |q| = 7.14, to the KWW-stretched
exponential. Fs(q, t) was obtained for a series of “moving windows” in a similar
fashion as described elsewhere [222]. We generally used 50 windows whose size
(used in the calculation of Fs(q, t)) increased in a log-space fashion from 200τLJ
to 1.5 × 104τLJ . For example, the first time window spanned the time range of
tage = 0τLJ to tage = 200τLJ of the aging simulation; next, within that window,
Fs(q, t) was calculated using a moving time origin to obtain a single relaxation
time τ . The aging time associated with that relaxation time was taken as the mid-
point of the window; in the case of the example provided above for the first window,
the aging time corresponds to tage = 100τLJ . This moving windows routine allows
us to obtain the effective relaxation time as a function of aging time, τ(tage), where
tage is the mid-point of each moving window. This approach was necessary because
τ grows significantly (sometimes ten-fold) during the aging process.
Typical age rate curves have three regions, the initial plateau, which occurs on
very short time scales and is sometimes inaccessible to simulations and experiments,
a semi-log region, and the equilibrium plateau. As described by Eqn. 4.2, the phys-
ical age rate is the slope in the semi-log region. For T  Tg, the semi-log region is
extremely long, as the system is far from equilibrium. For these systems, choosing
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the exact bounds describing the semi-log region is relatively straightforward. How-
ever, for T ∼ Tg, where the system is closer to equilibrium, the semi-log region may
not be as long, and choosing the correct bounds describing the region becomes a
challenging task to do accurately and precisely by pure inspection. Furthermore,
choosing the right bounds in a consistent manner is necessary, given the effect these
bounds may have on the physical age rate. To circumvent this issue, we fit the
long-time plateau of the curve to a horizontal line, which is the orange line in the
illustration shown in Fig. 4.1. We then define the long-time bound of the semi-log
region as the point whose upper error bar does not touch the line, shown as the
vertical dashed blue line in Fig. 4.1. In our simulations where we measure τ during
physical aging, we are unable to capture the initial plateau of the aging curves with
a minimum window size of 200τLJ . Therefore, the short-time bound of the semi-log
region is taken as the first measured value. This allows us to systematically define
the semi-log region for τ(t) curves.
Figure 4.1: An illustration of the method for determining the region to obtain the
age rate β, as described in the text. The green arrow illustrates the point at which
the orange horizontal line lies above the uppermost error bar of the data, which
represents the long-time bound of the aging region.
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To probe local dynamics and local age rates in the film, we divided the film into
slabs. As was done in previous works [224], the films were divided into twenty slabs
of equal thickness. The thickness of the slabs was obtained by taking the difference
between the maximum and minimum z positions over all particles in the system
and dividing by twenty. The maximum z position corresponded to the outmost
edge of the surface slab, and the slabs were non-overlapping. For each slab, we
obtained a physical age rate, which is now a function of z position, β(z), using
τ(z, t) curves. Subsequent to aging, the configurations were run under constant T
for an additional 1.0× 105τLJ to obtain local relaxation times throughout the film.
The entire post-aging run was used as the so-called “window” for obtaining the τ .
4.3 Results
4.3.1 Aging Behavior and Dynamics
We begin by investigating the aging dynamics in the bulk. Figure 4.2a portrays
typical aging curves obtained for our systems at various temperatures near or below
Tg, while Fig. 4.2b shows three Fs(q, t) curves for each region of an aging curve using
the moving time windows technique described above. We also see from Fig. 4.2b
why it is necessary for our time windows used to calculate Fs(q, t) to grow during
aging. Near the end of the aging calculations, had we used a window that was
approximately the same size as those used in the beginning of the aging run (i.e.,
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a window that terminated when t ≈ 30), Fs(q, t) would only decay by ≈ 10%. The
local effective relaxation times calculated during physical aging locally in the film
for T = T bulkg − 0.01 are plotted in Fig. 4.2c. We see that at T = T bulkg − 0.01,
the film’s surface is almost entirely in equilibrium, showing little to no change in τ ,
while the rest of the film ages. This is in agreement with published literature [61, 85]
showing lower surface Tgs relative to the center of films. However, the center of the
film is very different. First, the values of the relaxation time are nearly two orders of
magnitude larger than the surface at the beginning of the aging calculation. Second,
as the aging process continues, the relaxation time in the middle of the film grows
by approximately 50x, so that it is more than 103 times larger than the surface
relaxation time in equilibrium at this temperature.
Figs. 4.3a–b show the physical age rates βU as a function of temperature. For
T  Tg, we observe slow physical age rates in comparison to temperatures closer
to Tg. The age rate βU increases as the T increases from T  Tg, up until a certain
point, past which βU starts to decrease. This is in good qualitative agreement
with the expectation from previous literature [186]. The non-monotonic behavior is
well-known and a result of competition between the thermodynamic driving force
that causes aging and the slower dynamics at low temperatures. Figures 4.3a–
b also compare bulk and film age rates. As you can see, the film has a higher
physical age rate than the bulk for absolute temperatures T ≤ 0.4 = T bulkg − 0.04.
However, after shifting the curves by each respective Tg—that is, shift the bulk
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Figure 4.2: (a) Bulk potential energy curves as a function of log time. The curves are
being shown on a specific (per-atom) basis. The black curve is at T = T bulkg − 0.24,
the red curve is at T = T bulkg − 0.14, the blue curve is at T = T bulkg − 0.04, and
the orange curve is at T ∼ T bulkg . At T ∼ Tg, all three regions of an aging curve
are observed (initial plateau, semi-log, and equilibrium plateau). (b) Bulk Fs(q, t)
curves and fits for the three regions shown in the orange curve in (a). The black
points are the initial plateau, the red points are the semi-log region, and the blue
points are the equilibrium plateau. (c) Evolution of relaxation time τ as a function
of time for T = T bulkg − 0.01. Each curve represents a slab at a distance ∆z from
the surface of the film in units of σ.
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by T bulkg , and shift the film by T
film
g —the curves overlap with each other. The
average age rate calculated over the entire film thickness appears to be uniformly
shifted by the relative change in Tg to within the uncertainty of our calculations.
In order to quantify whether this behavior holds for βτ as well, τ values would
need to be obtained at T  T bulkg . Given the slow dynamics at low temperatures,
obtaining accurate relaxation times τ at these temperatures is not feasible on the
timescales available to molecular dynamics. As such, we are unable to verify whether
this behavior holds for βτ as well. However, our results obtained from βU are in
agreement with experiments on free-standing PS thin films undergoing physical
aging, which show slightly faster age rates in the film relative to bulk PS [97].
4.3.2 Local Age Rates and Dynamics
To locally examine the aging behavior and dynamics in the film, we divided the
film into slabs of equal thickness. We then obtained effective relaxation times τ
as a function of aging time tage and position in the film z. In Fig. 4.4a we show
the local aging behavior, and we observe a very broad and smooth distribution of
age rates across the film. We show that the rate of aging in the middle is more
than two times larger than that in the surface. This is in agreement with Fig. 4.2c,
showing significantly reduced aging near the surfaces that becomes undetectable at
the free surface. Furthermore, we show that the middle (−5 ≤ z ≤ 5) of the film
has bulk-like aging to within our uncertainty.
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Figure 4.3: (a) Physical age rates for bulk (black circles) and film (red squares) as a
function of temperature T obtained from potential energy curves. (b) Same curves
as in (a), but now shifted by respective Tg.
84
One major question is whether free-surfaces always have reduced aging relative
to the center of films, or whether this trend is temperature-dependent. In Fig. 4.3b,
we show that by a simple shift of Tg, both bulk and film have identical age rates
to within the uncertainty. Given a distribution of Tgs in the film [61], the local
physical age rates should be comparable to the distribution of age rates shown in
Fig. 4.3b at the respective local Tg(z). Given the parabolic shape of Fig. 4.3b,
one could envision that at temperatures above the peak of the parabola (T peak ≈
T bulkg −0.04), the surfaces would have reduced age rates relative to the middle of the
film, resulting in local age rate distributions qualitatively similar to the one shown
in Fig. 4.4a. However, at temperatures below T peak, the surfaces should have faster
age rates relative to the middle of the film. Unfortunately, obtaining physical age
rates at such low temperatures (T  T peak) through relaxation time dynamics is not
feasible given the slow dynamics at these temperatures. Therefore, we investigate
local age rates at these temperatures using local potential energy curves. Since
local measurements of the potential energy have significantly more noise than the
local mobility, we have to resort to slabs with a thickness of ≈ 4σ rather than the
≈ 1.3σ used for the calculation of βτ . The inset to Fig. 4.4a shows local age rates
βU(z) based on local potential energy curves at a temperature below T
peak and at a
temperature above T peak. Above T peak, the surfaces have undetectable or reduced
age rates relative to the middle of the film, while at temperatures below T peak, the
surfaces have more pronounced age rates relative to the middle of film. Overall,
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these results are in line with the idea that physical age rates are controlled by the
difference in the aging temperature Tage and the local Tg(z) of the system. Since we
can more finely resolve aging dynamics by using the local relaxation time, we will
primarily focus on temperatures close to Tg for the remainder of this manuscript.
We next turn to Fig. 4.4b, where we show the local dynamics as a function of
position normalized by the bulk values. These local dynamics were obtained by
analyzing a constant temperature run for a duration of 1.0 × 104τLJ post-aging at
T = T bulkg − 0.01, the same temperature as in Fig. 4.4a. Here, we see that the
dynamics in the surfaces of the film are more than three orders of magnitude faster
(lower τ) than the middle of the film, which qualitatively agrees with previously
published experiments and simulations [224, 63, 64, 41, 175]. Furthermore, we only
observe bulk-like dynamics in the middle 5σ of the film, which is qualitatively very
similar to the aging profile shown in Figure 4.4a at the same temperature. In the
inset to Fig. 4.4b, we show the local density as a function of z position in the film
normalized by bulk for comparison to the profiles shown in the main figure. The
density quickly increases to bulk-like values within 2–3σ, which is a much shorter
length scale than the profiles shown in Figs. 4.4a–b, whose properties change over
the entire film.
We next extend the analysis of the local relaxation times to a broader range
of temperatures near and below T bulkg , and the results are shown in Figs. 4.5 a–b,
where the relaxation times were calculated over the same post-aging runs described
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Figure 4.4: (a) Local physical age rates obtained from local τ(z, t) curves as a
function of z position along the film at T = T bulkg − 0.01 during out-of-equilibrium
simulations. The solid red line represents the bulk physical age rate at the same
temperature, with dashed red lines representing standard error. The inset to (a)
shows the local age rates obtained through local potential energy curves. The
black points correspond to T = T bulkg − 0.14, while the red points correspond to
T = T bulkg . (b) Normalized local mobility as a function of z position across the film
for configurations that ran an additional 1× 105τLJ post-aging at T = T bulkg − 0.01.
At this temperature, most of the film has nearly aged towards equilibrium. Only the
center regions of the film which have bulk-like local Tgs are still undergoing minimal
aging. The solid red line indicates the average bulk value, while the dashed lines
represent the associated standard error. We see that only the very center of the films
have bulk-like relaxation. The inset to (b) is local density in the film normalized by
the density of the bulk as a function of z position at the same T . The films reach
a bulk-like density in approximately 2–3 σ.
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above. In Fig. 4.5a, we see local relaxation time curves for T = T bulkg − 0.04 and
increasing all the way up to T = T bulkg + 0.26. The relaxation times in the middle
of the film, where z = 0σ, grow rapidly (by ≈ 105) as the temperature is decreased
from T = T bulkg + 0.26 to T = T
bulk
g − 0.04, while the mobility at the free surface
grows only modestly (by ≈ 50×).
To better see how the surface relaxation times deviate from those in the center
of the film, we normalize the data by the relaxation times in the the middle of
the film, τfilm(z = 0), and these results are shown in Fig. 4.5b. The horizontal
line in the figure indicates τfilm/τfilm(z = 0) = 1, or the position where the film
relaxation times equal those in the film’s middle region. It is clear from the figure
that as the temperature decreases, the surface relaxation times deviate in magnitude
from those in the middle of the film. In addition, the length scale over which the
relaxation times remain “middle-like” decreases as the temperature decreases. For
example, at T = T bulkg + 0.26, the surface relaxation is approximately one order of
magnitude faster than bulk, and the length scale over which the relaxation times
remain “middle-like” is approximately 20σ. However, at T = T bulkg − 0.04, the
surface relaxation is more than four orders of magnitude faster than bulk, and the
same length scale is significantly reduced.
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Figure 4.5: (a) Local relaxation times in the film for post-aging runs as a function
of z position, and (b) local relaxation times in the film normalized by the bulk.
The black circles are at T = T bulkg − 0.04, red squares at T = T bulkg − 0.01, blue
diamonds at T = T bulkg + 0.01, maroon upward triangles at T = T
bulk
g + 0.06, and
the pink left-pointing triangles at T = T bulkg + 0.26. The dashed green lines in (a)
are fits to the data using Eqn. 4.3. The solid green line in (b) represents relaxation
z = 0. The data for T ≥ T bulkg are equilibrium results, while data for T < T bulkg are
taken from the end of an aging calculation so that the effect of physical aging on
the result is minimized.
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4.3.3 Dynamic Length Scale near Tg
We proceed with our discussion by attempting to address the important question
of what controls the size of mobile surface layer. To do so, we define a length
scale which describes the depth of the mobile surface layer. Since we have the local
relaxation times in Fig. 4.5a, we can obtain this length scale (λ−1) which describes
the size of the mobile surface layer. By fitting the data in Fig. 4.5a to
log τ(z) = c1 + c2 tanh
{ |z| − ξ
1/λ
}
, (4.3)
where c1 and c2 are fitting constants, ξ is the length scale corresponding to approx-
imately the thickness of the film, and λ−1 is the length-scale over which dynamics
deviate from those in the center of the film, we can obtain a measure of λ−1, which
is plotted against T − T bulkg in Fig. 4.6. The c1 parameter controls the vertical shift
for the temperature dependence of the relaxation times (i.e., as T decreases, the
relaxation time τ increases, and would require a higher c1 value). On the other
hand, the c2 parameter controls the difference in relaxation times between the sur-
face relaxation times and those in the center of the film. The results show that
λ−1 grows by a factor of approximately two as T is decreased. We note that our
measure of λ−1 for the three lowest temperatures may be off, as the τ(z) profiles
from those temperatures lacked a flat “bulk-like” middle region. This may indicate
that the surfaces may be communicating with each other, which would skew the
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results.
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Figure 4.6: Two length scales as a function of T − T bulkg . The black circles (•)
correspond to λ−1(T ), while the red squares () correspond to LS(T ). The inset
shows the ratio of λ−1 to LS(T ) as a function of T − T bulkg . These length scales
correspond to equilibrium measurements.
It is important to note that λ−1 is distinct from that which was first proposed
by Adam and Gibbs [1], which describes a growing correlation length upon cooling,
LS(T ), and relates this length to cooperatively rearranging regions. This string-like
length scale is shown in red in Fig. 4.6 and was obtained from the bulk config-
urations. In agreement with Adam and Gibbs theory [1] and previous literature
[224, 222], LS(T ) increases with decreasing temperature. Furthermore, we also
show that LS(T ) is less than λ
−1 for all temperatures. If the size of the mobile
surface layer (λ−1) is controlled by cooperative dynamics, then the ratio of LS(T )
to λ−1 should remain constant as a function of temperature. In the inset to Fig.
91
4.6, we show the ratio of λ−1/LS; it remains constant as a function of temperature.
This outcome implies that the bulk property LS indicates the size of the mobile
surface layer, suggesting that it is controlled by cooperative dynamics in the bulk,
at least over the temperature range accessible to molecular dynamics simulations.
We believe that this is the first quantitative test of the relationship between the
bulk string length LS(T ) and the size of the mobile surface layer λ
−1(T ).
We continue by asking whether this result holds during out-of-equilibrium con-
ditions. In Fig. 4.7a, we show relaxation time profiles at T = T bulkg − 0.01 as a
function of aging time. It is clear that as the film ages, the flat (“bulk-like”) region
in the middle of the film becomes increasingly small, up until the surfaces have
started communicating with each other, and the flat region is no longer present.
We repeat the fitting procedure described above and obtain λ−1 and LS as func-
tions of aging time, which are shown in Fig. 4.7b. In agreement with our previous
report [222], the string length increases with age time. In the inset to Fig. 4.7b, we
show that the ratio of λ−1(t)/LS(t) has a small drift in time for T = T bulkg − 0.01.
However, as shown in Fig. 4.7a, we show that later in the aging process, the surfaces
have already begun communicating with each other, thereby making our estimate
of λ−1 slightly off. If we focus on the first 103τLJ of the aging process, we see that
the ratio of λ−1/LS remains constant throughout aging for T = T bulkg − 0.01 and
T = T bulkg − 0.04, much in agreement with Fig. 4.6. Our results imply that the co-
operative string-like length scale LS in bulk is proportional to the local dynamical
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length scale in films, where the constant of proportionality is O(1) for the tempera-
tures investigated here, and that this relationship holds in both out-of-equilibrium
and equilibrium criteria.
4.4 Discussion and Summary
One of the leading theories that describes the non-Arrhenius relaxation time dynam-
ics near Tg is the Adam-Gibbs [1] theory which was developed nearly 50 years ago.
The Adam-Gibbs theory proposed that the reorganization in liquids occurs via co-
operatively rearranging regions (CRRs) [236]. Previous simulations [193, 78, 2, 48]
have shown that molecules tend to rearrange in a string-like fashion with a distribu-
tion of string-lengths, while more recent works [24, 235, 234] have argued that the
peak string length is proportional to the molecular size of CRRs [236]. In this study,
we directly measure the peak string length (LS) at temperatures above Tg as well
as the evolution of LS at temperatures below Tg, and we directly evaluate whether
the bulk cooperative dynamics control the size of the mobile surface layer, which is
the focal point of the heterogeneous dynamics present in thin films. Recent work
by Lang and Simmons [137] found a close connection between the propagation of
interfacial dynamics into a freestanding polymeric film and the size scale of CRRs
as proposed by Adam-Gibbs, and our current work supports their conclusion for a
wide range of temperatures above and below Tg. We also show, for the first time,
that the size of the mobile surface layer (λ−1) grows with physical aging.
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Figure 4.7: (a) Local relaxation time profiles at T = T bulkg − 0.01 during the out-
of-equilibrium aging process. Black points are at the beginning of aging, red at
t = 868τLJ , blue at t = 4062τLJ , and brown at the end of the aging process. The
dashed green lines are guides to the eye. (b) Two length scales as a function of aging
time at the same temperature as in (a). The black circles (•) correspond to λ−1(T ),
while the red squares () correspond to LS(T ). The inset shows the ratio of λ−1 to
LS(T ) as a function of aging time, where black circles represent T = T
bulk
g − 0.01,
while red squares represent T = T bulkg − 0.04.
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Experiments on free-standing PS thin films undergoing physical aging [97] show
slightly more pronounced age rates in PS films relative to bulk PS, which is in
agreement with our results showing faster film age rates (βU) relative to bulk at the
same temperature. Although, after accounting for changes in Tg, we find comparable
age rates to within our uncertainty. Experiments by Pye et al. [186] on supported
PS films show reduced age rates at all temperatures relative to bulk PS, which are
not consistent with a shift in Tg. It is possible that the geometry of their films (i.e.,
PS films on silicon support) affects the overall age rates, as recent work by the same
group [80, 79, 187] has systematically shown how stress during vitrification, such
as that imparted by thermal expansion mismatch between the film and support,
can have drastic effects on the resulting age rates. Finally, our results on local age
rates βτ (z) show no detectable aging at the free surfaces with a gradual increase
towards bulk-like aging in the middle (z = 0) of the film. This result is in qualitative
agreement with previous work [185], also showing reduced aging at the free-surface
of supported PMMA films.
Overall, we use molecular dynamics simulations to describe the low temperature
dynamics and aging behavior of model glass-forming polymers. Bulk systems were
compared with free-standing films, and, for most of our analyses, the films were
divided into thin slabs that led to local measurements of properties in the films.
We showed that our films have an age rate βU that is higher than bulk, although
when the changes in Tg are accounted for, βU is the same within the error. With
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this in mind, we showed that the local aging behavior near the film’s surfaces
are much more subtle. The surfaces can either have reduced or more pronounced
local age rates relative to the center of the film, and this effect was dependent on
whether the aging temperature T age was above or below the peak aging temperature
T peak, respectively. We also analyzed the local relaxation time (τ) in the films,
and we provided evidence that these local profiles significantly differ from local
density, implying that changes in the dynamic properties are long-ranged, while
changes in the density are confined to the immediate vicinity of the free surface.
We used the Adam-Gibbs picture to describe cooperative dynamics in the bulk as
measured by LS(T ) and related this to a length scale describing the mobile surface
layer in the film (λ−1). Both length scales increased as T decreased, and, for the
first time, we showed that the string length controlled the mobile surface layer.
Overall, understanding the dynamics of glasses below Tg and how surface-layers
with increased mobility behave is important for many applications ranging from
batteries to sensors to stable organic films.
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Chapter 5
Strain Localization in Glassy
Polymers Under Cylindrical
Confinement
The contents of this chapter were published in Physical Chemistry Chemical Physics
(2014) volume 16, issue 22, pp. 10301–10309 in a modified version and are reprinted
here with permission from The Royal Society of Chemistry Publishing.
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Although the origin of ductility in crystalline materials is well understood through
the motion of dislocations and defects, a similar framework for understanding defor-
mation in amorphous materials remains elusive. In particular, the difference in the
mechanical response for small-molecule amorphous solids, such as organic glasses
that are typically brittle, and polymer glasses, which are frequently very tough,
has not been systematically explored. Here, we employ molecular dynamics simula-
tions to investigate the mechanical response of model glassy polymers confined to a
nanoscopic pillar under tensile deformation. We vary the chain length, cooling rate
for forming the glass, and the deformation rate and investigate the changes in the
mechanical response. We find that samples that are slowly cooled and deformed at
a slower rate are more prone to localization of the strain response, or shear banding.
Interestingly, this effect is independent of chain length over the range of parameters
we have investigated so far, and we believe this is the first direct observation of shear
banding in deformed polymer glasses. Finally, by using the isoconfigurational en-
semble approach, we provide evidence that the location where the shear band forms
is due to structural features that are frozen in place during sample preparation.
5.1 Introduction
Amorphous materials are ubiquitous in a wide array of applications [55], especially
ones that require significant load bearing. As such, a thorough understanding of
the deformation mechanisms under such conditions is critical. It’s been shown
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that during deformation, amorphous materials can spontaneously develop coexisting
regions of flow and stationary motion, a phenomenon often referred to as strain
localization or shear banding [150]. Experiments have shown strain localization in
many amorphous materials such as granular materials [69], complex fluids [148, 171],
bulk metallic glasses (MG) [110], and confined metallic glasses [259, 218], and it is
widely held that strain localization (or shear banding) often leads to failure in these
materials. As such, there is a great need to understand exactly what controls the
deformation response and ways to possibly prevent strain localization.
Over the last several years, metallic glasses, which consist of alloys of two or more
components, have emerged as extremely beneficial materials for some applications,
although their widespread use is limited by their tendency to exhibit brittle failure
[250]. One of the underlying issues with MGs is their mode of failure; specifically,
pure MGs are typically very brittle materials that fail through shear banding. A
common geometry that is employed to investigate the failure in metallic glasses is a
cylindrical nanopillar. Recent experiments on Al88Fe7Gd5 MG [259] show that the
size of the nanopillar has a strong influence of the apparent strength of the mate-
rial, where decreasing the nanopillar size lead to an overall stronger material. This
means that for submicron-sized pillars, the shear-band formation became increas-
ingly more difficult to initiate [259]. However, all samples consistently failed after
the formation of a shear band, regardless of how small. Thus, routes to avoid shear
banding in MG systems would be very beneficial. Recent experimental routes to
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suppress shear banding have included laminating MG nanopillars with polyisoprene
[119] or irradiating the pillars with Ga+ ions [146], but methods for enhancing duc-
tility in bulk samples remain elusive. Simulations on MGs [228, 230, 229] present
a third route for preventing shear-band formation. By increasing the quench rate
used to reach the glassy state, Shi [228] and Shi and Falk [230, 229] showed substan-
tial evidence for MG nanopillars with increased ductility and overall homogeneous
plastic flow. The pillar geometry and associated analyses have thus far been enor-
mously beneficial for studying the deformation response in metallic glasses, but to
the best of our knowledge, these geometries and analyses have not yet been applied
to glassy polymers.
Glassy polymers are another class of amorphous materials which continue to
become increasingly important for many developing technologies. For example,
polymer glasses can now replace metals in the fuselage of new commercial air-
crafts [55]. Generally, prior to failure, brittle glassy polymers undergo crazing, a
phenomenon which frequently precedes fracture and consists of zones of polymer
material highly oriented along the direction of deformation [82], while ductile glassy
polymers undergo large-scale necking and plastic flow. Both crazing and necking
are types of inhomogeneous deformation, and crazing is an extreme form of strain
localization which is typically preceded by shear banding [128, 37]. However, thus
far, most studies surrounding glassy polymers and mechanical failure focused on
crazing rather than shear-banding phenomena [130, 12]. Overall, understanding
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the mechanism of deformation for glassy polymers remains a significant challenge
for the scientific community.
Previous efforts to understand the mechanical response of glassy polymers fo-
cused around changes in mobility induced by the deformation close to the glass
transition temperature, where most polymers are ductile [62, 141, 36, 144, 198].
From a theoretical perspective, Chen and Schweizer proposed a statistical mechan-
ical theory that qualitatively describes the stress-induced acceleration of thermally
activated relaxation in polymer glasses [36]. Their model differed from the venerable
and often-used Eyring model [62] by addressing some of the underlying assumptions
in the Eyring model. Using simulations and experiments, Lee et al. [141] showed
results which contradict Eyring’s model, having observed an increase in segmental
mobility immediately following a large drop in stress. Their results indicate a strong
correlation between segmental mobility and strain rate for single-step creep exper-
iments [141], although this correlation breaks down during either constant strain
rate or multistep creep deformations [199, 200]. Riggleman et al. have separately
shown that deformation raises the material’s position on its underlying potential
energy landscape [200]. Warren and Rottler have also observed similar effects by ex-
amining the time between displacements of polymer segments under creep, constant
rate, and step strain deformations [267, 265]. Others have focused on the yielding
properties of polymeric glasses. Rottler and Robbins have reported on the yielding
behavior and conditions for deformation [206, 208], as well as craze formation [207].
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Notably, the authors showed that for a fixed strain rate, the maximum yield stress
(σY ) and steady-state flow stress (σF ) both drop linearly with increasing temper-
ature in simple shear, and the dependence on strain rate was found to be nearly
independent of temperature [208], in contrast to the more traditional thermally
activated models such as the Eyring model discussed above.
Despite their common use in engineering applications, a microscopic picture
for the origin of the ductility in high-performance polymers remains elusive. A
recent study by Zartman et al. [279] used melt-stretching to investigate the ductile-
to-brittle transition of glassy polymers at various temperatures and strain rates.
Remarkably, the authors showed that under melt-stretching, the typically ductile
polycarbonate (PC) can undergo completely brittle failure in the direction per-
pendicular to the melt-stretching direction, and that this brittle failure is exactly
reminiscent to that of isotropic PS. With this in mind, the authors concluded that
the ductile-to-brittle transition arises from either geometric condensation or dilation
of load bearing strands in the bonding chain network. This motivated the authors
to then treat polymer glasses as structural hybrids composed of non-bonded van
der Waals interactions and a bonded chain network, rationalizing melt stretching
as essentially altering the structure of the chain network [279], but a microscopic
mechanism for this effect has not yet been developed.
Since glasses are out of equilibrium materials, their thermodynamical properties
continuously evolve towards equilibrium in a process called physical aging [240],
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and it is known that aging can also impact the failure mode in polymer glasses.
For example, Ruokolainen et al. [214] studied the effect of thermal history on
the deformation and fracture properties of poly(cyclohexylethylene)-poly(ethylene)-
poly(cyclohexylethylene) (CEC) using several microscopy techniques, finding that
slowly cooled or aged CEC block copolymers were very brittle while glasses formed
through rapid quenching from the melt were more ductile. Similarly, in the above
experiments where irradiation caused a brittle-to-ductile transition in MG pillars,
the authors found that this effect could be reversed through physical aging near Tg
[146]. Simulations by Rottler and Robbins [209] showed that the shear yield stress
increases logarithmically as a function of aging time, and that the slope is indepen-
dent of strain rate (ε˙), indicating that the effects of physical aging and deformation
rate on the yield stress are independent. Even with all of this extensive work on
the mechanisms of deformation for glassy polymers, several questions remain open.
For example, we are not aware of any observations of how aging and deformation
rate affect the tendency for a cylindrically confined glassy polymer to exhibit shear
bands, which are thought to precede the formation of crazes. Similarly, the effect
of chain length on the tendency of glassy polymers to exhibit shear bands has not
yet been studied in materials that span chain lengths from very short oligomers to
entangled polymers. As such, we address these questions here.
In this study, we use molecular dynamics simulations to investigate the mech-
anism of deformation for glassy polymers confined to cylindrical geometries. We
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systematically vary the molecular weight (MW), cooling rate, and strain rate to
investigate how these properties affect the mechanical response of a model polymer
glass under tensile deformation. We focus on a single pillar size which yields “bulk-
like” relaxation in the center, allowing us to isolate the above-mentioned properties
on the mechanical response of the material. To sufficiently study the effect of MW,
our chain lengths span from the “molecular-glass” regime to the entangled regime.
If the behavior of our glassy polymeric systems resembled MGs, we would expect
pillars quenched at a high rate to undergo homogeneous deformation, while those
quenched at a significantly slower rate to undergo strain localization. We show for
the first time that polymeric glasses in pillar geometry exhibit similar deformation
properties to MGs, and we are able to draw on techniques used in the MG literature
to study the formation of shear bands in polymeric glasses. We focus on the early
onset of strain localization in our polymer glasses, and we find no noticeable differ-
ence in the tendency of the polymers to exhibit shear banding as we vary the chain
length. Our study serves as a basic characterization of the deformation mechanism
for confined glassy polymers in cylindrical geometries.
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5.2 Methods
5.2.1 Simulation Details
In our simulations for this Chapter, each polymer chain consists of N bonded
Lennard-Jones (LJ) sites, where N is 5, 50, and 500, and each system contains
enough chains to yield a total of NT ≈ 4 × 104 particles. We use the model in-
troduced in Chapter 2 with kθ = 0, and these calculations are performed using
LAMMPS [180].
We confine our polymer glasses to a nanoscopic pillar geometry, where the pillar
aspect ratio is held constant at approximately two, and the diameter D is approx-
imately 30σ. This diameter was chosen so that “bulk-like” dynamics are obtained
in the center of the pillars, as demonstrated below, and we defer the effect of the
nanopillar size to a future study. The pillars were initially generated by inserting
chains which followed an ideal random walk in cylindrical space. All systems were
equilibrated in the NV T ensemble at T  Tg with periodic boundaries along the
length of the pillar, which is taken as the z-direction. Equilibration was verified
by ensuring that each monomer had diffused a distance larger than the average
chain end-to-end distance. Given the presence of entanglements in the N = 500
system, advanced Monte Carlo moves such as double-rebridging were used to speed
up equilibration [9, 14, 113], and equilibration was further verified by ensuring the
statistics of the entanglement network no longer changed with time. Following
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equilibration, all systems were continuously cooled to T = 0.1 at two cooling rates,
Γ = 5×10−3 and Γ = 5×10−5, where Γ = 5×10−5 corresponds to a relaxation time
τ at T ≈ T bulkg + 0.01 for bulk N = 500. Throughout cooling, statistics on potential
energy were obtained as a function of temperature, allowing us to obtain Tg through
an iterative fitting procedure previously described [224], resulting in Tg = 0.36 for
the N = 5 system, and Tg = 0.37 for the N = 50 and N = 500 systems. Further-
more, relative to bulk, the pillar Tgs were reduced by 0.05 for the N = 5 system
and 0.04 for the N = 50 and N = 500 systems at a cooling rate of Γ = 5 × 10−5.
The uncertainties associated with our estimates of Tg are approximately ±0.002.
Using configurations at various temperatures obtained throughout cooling, con-
stant temperature dynamics runs were performed for a total duration of t = 104τLJ .
These constant T runs were used in the determination of the structural relaxation
time, τα. The relaxation time was obtained by fitting the intermediate scattering
function, Fs(q, t), to the KWW-stretched exponential, where τα is the time at which
Fs(q, t) equals 0.2. Furthermore, to probe local dynamics, the pillars were divided
into twenty concentric cylindrical slabs of equal thickness. For each slab, we fit the
local intermediate scattering function, which is now a function of position along the
radius, r, and obtained a local relaxation time, τα(r).
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5.2.2 Mechanical Deformations and Analysis of Local Strain
To investigate the mechanical deformation of glassy polymers confined to pillar
geometry, we applied uniaxial tension on our systems along the z-axis at constant
true strain rate (ε˙), and measured the stress (σzz) throughout the deformation. In
this chapter, we used two strain rates, ε˙ = 3.5 × 10−4 and ε˙ = 3.5 × 10−5. The
strain tensor εαβ that minimizes the nonaffine character of the motion in a region
surrounding a central particle was calculated at ε = 6.9 × 10−4 increments, along
with D2min—the mean-squared deviation from the affine displacements predicted by
εαβ, which is a measure of the local plastic activity in the environment surrounding
a given particle [67]. Thus, we define D2i,min for particle i with nneigh neighbors as
D2i,min(t,∆t) =
1
nneigh
nneigh∑
j=1
∑
α
{
rαji(t)− (5.1)
∑
β
[
δαβ + εαβ
]
×
[
rβji(t−∆t)
]}
,
where α and β span the x, y, and z dimensions, and ∆t represents the lag-time
associated with the calculation. We note that Eq. 5.2 differs from the original
definition of D2min by the prefactor of 1/nneigh, which was included to correct for
the extensive nature of the original definition. Since our surface particles have fewer
neighbors, this difference becomes important in our simulation geometry. In most
of the chapter below, unless otherwise stated, we use a lag-time that corresponds
to a strain increment of ε = 6.9 × 10−4, a cut-off of 2.5σ for the calculation of
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D2min, and we note that small changes in the lag time do not qualitatively affect our
conclusions.
5.3 Results
Due to the well-known prevalence of nanoscale confinement effects in polymer glasses
[55, 116, 59, 60, 63, 64, 182, 201, 196], we begin our analyses by looking at the
distribution of relaxation times within the confined pillars to demonstrate that at
this pillar size we have a substantial portion of our material that appears to be
bulk-like. A detailed investigation of the effect of pillar size will be presented in a
future study. As described in Sec. 5.2.1, we calculate the intermediate scattering
function locally in the pillar, and fit the resulting Fs(q, t) curves to a stretched-
KWW exponential. We show a sample of these Fs(q, t) curves at T = 0.5 in Fig.
5.1a, and we note that this temperature is well above the Tg of both the bulk and
the pillar. Each of twenty slabs in the pillar belongs to a specific curve, where the
arrow in the figure indicates the relative position in the pillar and its associated
curve in the figure. Using the KWW fits, we report local relaxation times (τα(r)) as
shown in Fig. 5.1b. In agreement with our previous work [224] along with published
literature, the surfaces of our pillars have significantly reduced relaxation times, by
almost two orders of magnitude relative to the center of the pillar, which appears
to be bulk-like. Figure 5.1b also shows that the N = 5 pillars have much lower
relaxation times than the N = 50 and N = 500 pillars, which is qualitatively
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consistent with a reduced bulk Tg.
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Figure 5.1: (a) Fs(q, t) curves of all slabs in the N = 5 pillars going from the surface
of the pillar towards the center of the pillar (in the direction of the arrow). Curves
are shown for T = 0.5. (b) Local relaxation times in the pillars as a function of
position along the radius r at T = 0.5. The three data sets correspond to the
N = 500 (black ◦), N = 50 (red ), and N = 5 (blue ). The lines are guides to
the eye.
We continue our discussion with the mechanical properties of these systems.
Using the pillars cooled at Γ = 5 × 10−3 and Γ = 5 × 10−5 at T = 0.1, we apply
uniaxial tension at two strain rates for each cooling rate, ε˙ = 3.5 × 10−4 and
ε˙ = 3.5× 10−5. Throughout these deformations, we track the engineering stress of
the system as a function of strain, and we plot stress-strain curves in Figs. 5.2a–b
for both deformation rates and cooling rates. At both strain rates, the pillars cooled
at Γ = 5×10−5 exhibit both an increase in the yield stress as well as the emergence
of a pronounced stress overshoot. Figures 5.2a–b also show the comparison between
the N = 5 and N = 500 systems, and we show that at a strain of 20%, the stress
remains larger for the N = 500 system compared to the N = 5 system, although
the overall differences in the stress-strain behavior are relatively small in the range
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of strains presented here.
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Figure 5.2: Stress-strain curves of (a) N = 5 pillars and (b) N = 500 pillars. The
black points represent pillars cooled at Γ = 5× 10−3, while the red points represent
the pillars cooled at a rate that is two orders of magnitude slower. The filled symbols
indicate a deformation rate of ε˙ = 3.5× 10−4, while the empty symbols represent a
deformation rate that is an order of magnitude slower. The red curves in (a) and
(b) were shifted by the same constant c for clarity.
Next we turn our attention to analyses of local strain as characterized by D2min.
Figures 5.3a–c show three independent snapshots of pillars cooled at Γ = 5 ×
10−5 and Γ = 5× 10−3 at three different strains along the same deformation trajec-
tory. In these snapshots, each monomer is colored according to its cumulative D2min
value normalized by the maximum D2min at that time t, where blue represents 0.3
and lower, and red indicates 0.74 and higher. It’s clearly visible that the pillar cooled
at Γ = 5× 10−5 shows a shear band at about 10% strain, which is not apparent in
the pillar cooled at Γ = 5 × 10−3. Furthermore, in our simulations, all molecular
weights showed signs of strain localization for pillars cooled at Γ = 5× 10−5, inde-
pendent of the deformation rate, again implying that the thermal history may be
a dominating factor under the conditions we have explored so far. To the best of
110
Figure 5.3: Snapshots of the N = 5 pillars at (a) ε = 2.5%, (b) ε = 10%, and (c)
ε = 15% using a deformation rate of ε˙ = 3.5× 10−4. The pillar on top was cooled
at Γ = 5× 10−5, while that on the bottom was cooled at Γ = 5× 10−3. Both pillars
are at T = 0.1  Tg. Each monomer is colored according to its cumulative D2min
color normalized by the maximum cumulative D2min at that time t.
our knowledge, this is the first report showing strain localization in simulations of
glassy polymers in cylindrical confinement, and it’s interesting that our results are
qualitatively consistent with the metallic glass literature [228, 230, 229].
We next attempt to place the transition to strain localization on a more quan-
titative basis. We begin by histogramming the D2min values of all particles over a
specific portion of the deformation trajectory, and these histograms are shown in
Figs. 5.4a–d. Figure 5.4a compares the distribution of D2min values obtained from
the two different cooling rates when the sample is deformed at ε˙ = 3.5× 10−4, and
we find that there is a slight increase in the probability of finding a large D2min value
(D2min > 0.08) for the samples generated using a rapid quench when D
2
min is calcu-
lated in the early part of the deformation (ε < 0.05). This difference is also seen
for the samples deformed at ε˙ = 3.5 × 10−5 (Fig. 5.4b). However, Fig. 5.4c shows
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that later in the deformation where 0.05 < ε < 0.1, we find that the distributions
are essentially indistinguishable. This indicates that the features that determine
whether the sample will strain localize or not are present in the early part of the
mechanical response. Lastly, we compare the histograms of D2min for all molecular
weights at a given deformation rate and cooling rate in Fig. 5.4d; the curves are
indistinguishable to within our uncertainty, indicating that MW does not affect the
magnitude of D2min throughout these deformations. The same trend was true across
other deformation rates and cooling rates.
Since the distributions only appeared to differ in the early part of the defor-
mation, we next characterize the evolution of the shape of the D2min distributions
during the entire deformation. We analyze the second moment (variance) of D2min
as a function of strain by calculating
µ2(t) =
1
NT
NT∑
i
(
D2i,min(t)− 〈D2min(t)〉
)2
, (5.2)
for all time t, and this is shown in Fig. 5.5 for N = 5 at both cooling rates and
ε˙ = 3.5×10−4. In the elastic regime, the pillars cooled at Γ = 5×10−3 have a larger
µ2 than the pillars cooled at Γ = 5 × 10−5. Eventually, at around the yield point,
or ε ≈ 0.05, µ2 of both cooling rates converge and remain equal for the remaining
duration of the run. Therefore, by looking at the second moment of D2min, it’s
clear that the interesting phenomena which distinguish strain-localized pillars from
homogeneous pillars occur early in the deformation as long as the lag time used to
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Figure 5.4: (a) Distributions of D2min(t) for N = 5 pillars in the range of ε = 0 to
ε = 5% using a lag-time that corresponds to ε = 6.9×10−4 and deformation rate of
ε˙ = 3.5× 10−4. The black line represents the pillars cooled at Γ = 5× 10−3, while
the red line represents the pillars cooled at Γ = 5× 10−5. In (b), we show the same
as in (a), but for the deformation rate of ε˙ = 3.5× 10−5. In (c), we show the same
as in (a), but the distributions were obtained in the range of ε = 5% to 10%. In (d),
we compare all molecular weights for pillars cooled at Γ = 5× 10−5 and uniaxially
deformed with a strain rate of ε˙ = 3.5 × 10−4, where the black line represents
N = 500 pillars, red is N = 50, and blue is N = 5.
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calculate D2min corresponds to a relatively small strain increment. The qualitative
trend observed here is robust across chain length and deformation rate.
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Figure 5.5: Second moment of D2min as a function of strain (ε) using a lag-time that
corresponds to strain increments of ε = 6.9× 10−4 for the N = 5 pillars. The black
circles represent pillars cooled at Γ = 5 × 10−3, while the red squares represent
pillars cooled at Γ = 5× 10−5.
Up until now, all of our analyses containing D2min used a lag-time that corre-
sponds to a strain increment of ε = 6.9 × 10−4. By increasing the lag-time, it is
possible to bring out features of the deformation that are not easily seen in a small
lag-time. In Figs. 5.6a–c, we report the histograms of D2min as we have before for
the N = 5 pillars at ε˙ = 3.5×10−4, however, we varied the lag-time ∆t such that it
corresponded to a total of 5% strain. In Fig. 5.6a, where we focus on the elastic and
early-yield behavior, we see the same trend as we saw in Fig. 5.4a, although more
pronounced. However, when we look at the post-yield behavior, we see a significant
difference in the histograms of D2min for the pillars cooled at Γ = 5 × 10−5 versus
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those cooled at Γ = 5×10−3 as shown in Fig. 5.6b. The distribution of D2min for the
pillars cooled at Γ = 5× 10−5 becomes bimodal, with one peak near the low-valued
D2min, and one near the high-valued D
2
min. This is in qualitative agreement with the
post-yield visualizations, since one would expect a system where the strain is local-
ized to have a bimodal histogram distribution. In Fig. 5.6c, we see that the pillars
cooled at Γ = 5× 10−5 show bimodal character of D2min histograms which develops
as the strain proceeds through and beyond the yield point, and that this is absent
in the homogeneously-deforming samples. Overall, these results demonstrate that
examining the plastic activity measured by D2min over large strain increments can
provide a quantitative demonstration of strain localization.
We end our discussion by focusing on the question of whether the localization of
strain is a result of the material’s structure. We test this by using the isoconfigura-
tional ensemble [270, 269], which takes advantage of the chaotic nature of molecular
dynamics trajectories. By beginning several simulation trajectories with randomly
initialized particle velocities but starting from the same particle positions, we can
examine whether the location of the shear band is randomly determined as a con-
sequence of fluctuations or if it is structural in origin. We use one configuration
of the N = 5 pillars and run 15 deformation trajectories of the pillars cooled at
Γ = 5 × 10−5 with ε˙ = 3.5 × 10−4 and with randomized initial momenta for all
particles in the system. All of these configurations show strain localization, and
from visual inspection, it appears to occur in the same location along the length of
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Figure 5.6: Distributions of D2min(t) for N = 5 with a lag-time ∆t that corresponds
to 5% strain and a strain rate of ε˙ = 3.5 × 10−4. In (a) and (b), the black lines
represent pillars cooled at Γ = 5× 10−3, while the red lines represent pillars cooled
at Γ = 5 × 10−5. In (a), we focus on the range ε = 0 to ε = 0.05, while in (b) we
focus on the range ε = 0.08 to ε = 0.13. In (c), we look at the evolution of the
histograms of D2min for pillars cooled at Γ = 5 × 10−5 as we focus on four ranges:
ε = 0 to ε = 0.05 in black, ε = 0.02 to ε = 0.07 in red, ε = 0.04 to ε = 0.09 in
blue, and ε = 0.08 to ε = 0.13 in brown, and the direction of the arrow indicates
the evolution of the strain range (time along the deformation trajectory). The inset
to (c) corresponds to the evolution of pillars cooled at Γ = 5× 10−3 over the same
four ranges as in the main figure.
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the pillar, as exemplified in Figs. 5.7a–d. To quantitively assess whether the plastic
activity of these pillars is actually correlated, we compute an NT -dimensional vec-
tor that gives the total plastic activity of each particle i over the course of a single
trajectory,
D
2,(k)
i,min =
tf∑
t=0
D2i,min(t), (5.3)
where tf is the total length of the deformation run, and (k) corresponds to the k
th
trajectory in the isoconfigurational ensemble. Each calculation of D
2,(k)
i,min in Eq. 5.3
is calculated over a lag time that corresponds to a strain of ε = 6.9×10−4. We then
compute Pearson’s linear correlation coefficient of all possible vector pairs D
2,(k)
min ,
such that a correlation coefficient of 0 indicates no correlation, while a coefficient
of unity represents perfectly correlated vectors. Our mean of all possible pairs of
configurations was 0.70, indicating that there is a strong correlation between the
particles that have high plastic activity in all of the deformation trajectories. In
other words, the shear band tends to involve the same particles, which strongly
indicates that the location of the shear band is determined by the structure of the
material. Although previous studies have demonstrated that both the regions of
high mobility in supercooled liquids [270] and the locations of individual plastic
events (or shear-transformation zones) in deformed glasses [149] are structural in
nature, we believe this is the first work demonstrating that the location of shear
band formation is also tied to the local structure. Our future work will focus on
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Figure 5.7: Snapshots of four token independent N = 5 pillars at ε = 0.15. Each of
the pillars shown above in a–d began the deformation with independent, random-
ized, and different momenta. The color bar refers to the magnitude of cumulative
D2min.
understanding the connection between material structure and mechanical response.
5.4 Summary
In summary, we used molecular dynamics simulations to investigate glassy polymers
in cylindrical confinement. We generated pillars with MWs of 5, 50, and 500 and a
constant aspect ratio of approximately two. We characterized the local relaxation
times in the pillars as a function of r, and showed that the N = 5 pillars have
significantly lower relaxation times than the N = 50 and N = 500 pillars, which is
consistent with a reduced bulk Tg. We then focused on the deformation response of
118
pillars with different MWs, thermal histories, and deformation rates. We showed,
perhaps for the first time for glassy polymeric systems in cylindrical confinement,
that pillars cooled at Γ = 5× 10−5 and deformed at ε˙ = 3.5× 10−5 are significantly
more prone to strain localization, and that this effect is independent of chain length
over the range of parameters we have studied thus far. Finally, by using an isocon-
figurational ensemble approach, we showed that the localization of strain appears
to be dependent on the material’s structure.
Our results are encouraging as they are in agreement with metallic glass litera-
ture [228, 230, 229], although there are still many avenues to address. For example,
the mechanical properties presented here were obtained at T = 0.1. Simulations by
Varnik et al. [256] on bulk binary Lennard-Jones glass have shown shear localiza-
tion dependence on shear rate and temperature, results which agree with mesoscopic
models [105]. In this chapter we do not address temperature effects, which would
be an interesting avenue to investigate in future work. Additionally, understanding
exactly what controls the size of the shear band and how it relates to pillar size is
work which is currently under way. Using a mesoscopic model of flowing disordered
matter, Martens et al. [151] showed a shear-band size dependence on system size; it
would be interesting to address this finding with molecular dynamics simulations.
Finally, the authors of Ref. [256] found no obvious structural differences between
regions undergoing shear banding and those that are not, but we are excited about
the possibilities of the soft vibrational modes analysis [149] and the structural in-
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formation it may provide, which would be the topic of a future publication.
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5.5 Unpublished, Preliminary, and Ongoing Work
We extend the work described above in the following section. This section has not
been published and is preliminary at this stage. It is the focus of the Future Work
chapter of this Thesis.
Under sufficient tension, polymer glasses fail in either a brittle or ductile fashion
[260, 279, 20]. Brittle failure occurs when the material breaks apart or fails prema-
turely, typically before or around yielding. Ductile failure, on the other hand, occurs
after the material yields and undergoes plastic flow. Understanding the mechanism
which controls the failure of polymer glasses is a topic of intense interest, and has
proven to be significantly challenging. Specifically, given the undesirable effects of
brittle failure, much of the past and present research has focused on ways to prevent
brittle failure. I refer the reader to Zartman et al. [279] and Wang et al. [260] for
a current overview of the literature on the brittle-to-ductile (BD) transition.
In the work above, I demonstrated strain localization (and necking) in glassy
polymer nanopillars, which failed in a ductile fashion. In our current ongoing work,
we modified the non-bonding potential of our system and observed both brittle and
ductile failure of polymer glass nanopillars, similar to the ones described above.
The work described herein outlines my current progress on this topic, which would
become one avenue of the future work of this Thesis.
By modifying the governing non-bonded potential, we can significantly change
the mode of deformation and ductility of LJ simulations, as shown in previous
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simulations [66]. The non-bonded potential was modified to
U(rij) = 4ε
[(
σ
r −∆
)12
−
(
σ
r −∆
)6 ]
− U(rcut) (5.4)
where rcut now includes the ∆ parameter, which is a shifting parameter often times
used to model particles with different sizes, and σ is rescaled to 0.331826 so that
∂U/∂r = 0 occurs at rmin = 2
1/6, which is the same r value as that for the standard
LJ potential. Both the standard LJ and the modified-LJ (mLJ) potential are shown
in Figure 5.8. The mLJ potential has a much larger curvature at rmin than standard
LJ, which is to say that ∂2UmLJ/∂r
2 > ∂2ULJ/∂r
2 at r = rmin.
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rij [σ]
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Figure 5.8: The standard LJ potential (black) and modified LJ potential (red) as a
function of inter-particle distance rij.
The pillars described above (N = 5, 50, 500) were now re-equilibrated with the
122
modified potential and cooled using the slow-cooled protocol. They were then de-
formed under tension with a true strain rate of ε˙ = 1 × 10−4. The stress–strain
curves are shown in Figure 5.9 for all molecular weights. One of the clear results
shown in this figure is the brittle failure of the N = 5 pillar (when the stress drops
to zero), while both N = 50 and N = 500 undergo strain hardening starting at
εeng ≈ 25%. The brittle failure of N = 5 is further illustrated in Figure 5.10,
where snapshots throughout the deformation are shown and colored according to
the particle’s cumulative D2min value. As shown, most of the N = 5 pillar deforms
quasi-elastically (characterized by low cumulative D2min values), however a clear
shear band is obtained, at an angle of roughly 45◦. It is at this shear band where
the pillar undertakes almost all of the load on the sample. We can rationalize why
the N = 5 pillar fails at a brittle fashion by simply modifying the LJ potential.
The criterion to form a surface is given by contributions from plastic, elastic, and
surface free energies [84],
dFsurf + dFplastic < dFelastic, (5.5)
where dF corresponds to a change in free energy. While it is difficult to quantify
dFplastic, we know that dFelastic = V EY ε, while dFsurf = 2γAs, where V is the
volume, EY is the bulk elastic modulus, ε is the strain, γ is the surface tension,
and As is the surface area. Furthermore, the modulus EY = ∂σ/∂ε, and σ =
(1/V0)(∂F/∂ε) [197]. Therefore, combining these equations, we find that the stress
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tensor Cijkl ∼ ∂2F/∂ε2. From thermodynamics, F ∼ U − TS, where U is the
internal energy, T is the temperature, and S is the entropy. Putting all of these
equations together, we find that the bulk modulus is proportional to the curvature
of U , i.e., Ey ∼ ∂2U/∂r2. As mentioned above, the mLJ potential has a higher
curvature than the LJ potential, therefore EY increases, and the number of particles
that interact with each other decreases because of the ∆ parameter. Since fewer
particles interact with each other, γ decreases, and therefore the relation shown in
Eq. 5.5 can be satisfied, yielding brittle failure.
Another question that we can answer with these simulations is where does the
deformation start, in the center of the pillar, or on the surface of the pillar? To
qualitatively answer this question, we show all particles in the system as points and
highlight those particles with cumulative D2min > 1.0, as shown in Figure 5.11. The
deformation very clearly starts at the surface of the pillar and propagates inward.
That the deformation starts in the surface is in agreement with enhanced surface
mobility, leading to reduced surface modulus and a generally weaker spot of the
material.
We also investigate the brittle-to-ductile (BD) transition of the N = 5 pillar. To
do so, we uniaxially deform the pillar as described above under several temperatures,
four of which are shown in Figure 5.12. It is clear that a BD transition is shown as
going from T = T pillarg − 0.058 to T = T pillarg − 0.035. It is encouraging that we are
seeing ductile deformation still below T pilllarg , which is in agreement with literature
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for PS [279]. Additional work is required to fully investigate this transition, which
is the focus of the Future Work section of this Thesis.
Aside from brittle failure of the N = 5 pillars, we obtain significant cavitation in
the N = 50 and N = 500 pillars, both of which undergo strain hardening. Colored
cumulative D2min maps at three deformation values are shown in Figure 5.13, where
cavitation can clearly be observed. It is difficult at this stage to exactly say whether
N = 500 undergoes more cavitation than N = 50, or whether the opposite is true.
One of the interesting capabilities available to simulations is to focus on specific
polymer chains in the model. In Figure 5.14, several chains are highlighted in both
N = 500 and N = 50 pillars. The 10× longer chains in the N = 500 pillar can be
seen as being essentially stretched across the zone of deformation and tied at the
two ends of the pillar which have not yet undergone deformation. Alternatively, the
N = 50 chains are almost entirely in the zone of deformation or outside of it—we
do not see the same effect as in the N = 500 pillars, most likely because the chains
are not long enough.
We can also analyze the void volumes in these pillars to access how large the
cavitations are in each system. To do so, we use a Voronoi analysis to get an estimate
of the atomic volume in each system, and histograms of Voronoi volumes are plotted
in Figure 5.15. In 5.15a, the temperature is fixed at T = T pillarg − 0.35 and each
curve represents a different snapshot throughout the deformation. Interestingly,
later in the deformation, the probability of observing higher Voronoi volumes is
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increased, while the probability of observing Voronoi volumes which are ≈ 1σ3
remain the same. This is a clear indication of cavitation—cavitation increases
the atomic volume significantly, creating large void spaces in the sample. It is
encouraging that the Voronoi analysis can quantify the cavitation phenomena, which
will become extremely useful when comparing against systems of differing MWs or
temperatures. In Figure 5.15b, a histogram of Voronoi volumes is shown again,
this time at a fixed εeng = 93.5%, but for varying temperatures. One of the clear
effects of deforming at a higher temperature is the reduction in occurrences of larger
(> 1σ3) Voronoi volumes. As temperature is increased, materials tend to deform in
a more ductile/homogeneous fashion. This in turn reduces the sample’s tendency
to undergo cavitation by directly reducing the number of voids in the sample. A
reduction in the number of voids would lead to lower Voronoi volumes, which is in
agreement with the results shown in Figure 5.15b.
Finally, we also simulated systems with a larger diameter (D = 50σ), whereas
the systems above had a diameter of D = 30σ. A side-by-side comparison at εeng =
77% of the N = 500 pillars with two different diameters is shown in Figure 5.16.
Qualitatively, it seems as if the larger diameter pillar undergoes significantly more
cavitation than the D = 30σ pillar; however, this needs to be tested quantitatively
using the Voronoi analysis described above.
Overall, the results described above are still extremely preliminary, but present
a proof-of-concept to the ability of simulations to investigate the ductile-to-brittle
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transition in glassy polymer nanpoillars. Future work of this Thesis will continue
this study and dive deeper into the analysis required to fundamental understand
the mechanism that controls the BD transition and source of cavitation in confined
polymers with and without entanglements.
Figure 5.9: Engineering stress σeng versus engineering strain εeng for N = 500
(black), N = 50 (red), and N = 5 (blue).
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Figure 5.10: Deformation of N = 5 at strains of (a) 0%, (b) 10%, (c) 12%, and (d)
22% showing brittle failure. The colorbar represents cumulative D2min.
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Figure 5.11: Deformation of N = 5 at strains of 8%, 20%, and 26%. The particles
shown in black have cumulative D2min > 1.0.
Figure 5.12: N = 5 pillars at ε = 33% and at T = T pillarg − 0.258, T pillarg −
0.058, T pillarg − 0.035, and T = T pillarg + 0.017, from left to right, respectively.
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Figure 5.13: Deformation of N = 500 (top three pillars) and N = 50 (bottom three
pillars) at εeng = 0%, 27%, and 38%.
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Figure 5.14: Snapshots of N = 500 (top) and N = 50 (bottom) at εeng = 38% with
three chains highlighted in each configuration.
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Figure 5.15: Histograms of Voronoi volumes for N = 500 excluding particles 3σ
from the surface at t = 0τLJ of the deformation. In (a), temperature is fixed at T =
T pillarg −0.35 and each color represents a different strain. The black, red, blue, brown,
and green curve respectively represent εeng = 0%, 2%, 4.8%, 10.7%, and 93.5%. In
(b), the strain is fixed at εeng = 93.5% and the temperature of the black, red, blue,
and brown curves, respectively, is T = T pillarg −0.35, T pillarg −0.2, T pillarg −0.125, and
T pillarg .
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Figure 5.16: Snapshot of N = 500 pillars at εeng = 77%. The left pillar has diameter
D = 30σ, while the right pillar has diameter D = 50σ.
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Chapter 6
Polymer Infiltration Dynamics
and Local Viscosity in
Glass-Forming Model Polymers
The contents of this chapter were not yet published and are currently in preparation.
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Although highly packed polymer nanocomposites (PNCs) are important for a
wide array of applications, preparing them remains difficult because of the poor dis-
persion of NPs at high loading fractions even at high temperatures. One method to
successfully prepare PNCs with high loadings is through capillary rise infiltration,
as previously shown by Huang et al., although the mechanism of polymer infiltra-
tion remains largely unknown. We use molecular dynamics simulations to directly
simulate the process of capillary rise infiltration as that proposed by Huang et al.,
and we show that the polymers follow Lucas-Washburn dynamics, along with clear
indication that the infiltrating front appears to be “wetting” the NPs significantly,
as chains belonging to this front are highly adsorbed to NPs. We also investigate
the viscosity of the model polymers both globally and locally in supported and
free-standing films, and we find reduced viscosity near the surface of the films and
increased viscosity near the supporting substrate, akin to the results of local re-
laxation times. Our results introduce the mechanism by which polymers infiltrate
a highly packed NP film, which may shed light on better ways to prepare these
materials for energy storage applications and protective coatings.
6.1 Introduction
The addition of nanoparticles (NPs) such as nanospheres, tubes, sheets, or ellip-
soids to polymer melts to form polymer nanocomposites (PNCs) may significantly
improve thermomechanical, optical, and electrical properties of such materials[27,
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258, 271, 176, 135, 32]. PNCs are therefore highly desirable for applications in mi-
croelectronics [278, 203, 163, 274], sensing [143, 181, 241], and advanced materials
[40, 243, 10]. However, often the advantageous property changes depend on a care-
fully controlled dispersion state, as aggregation of NPs can lead to loss of enhanced
material properties [132, 145].
One way to promote dispersion is through end-grafting polymer chains onto
the NP surfaces, which introduces many interesting phenomena. For example, low
grafting densities have shown to yield equilibrium self-assembled strings and sheet
structures [136, 3], while high grafting densities have shown that for certain parti-
cle curvatures and lengths, grafted chains can be wetted by matrix chains, thereby
generating favorable entropy conditions and yielding stabilized dispersion states
[251, 232, 81]. Specifically, maximizing curvature by minimizing the NP diameter
relative to the matrix polymer radius of gyration Rg and generating high grafting
densities to screen attractive forces between NPs has been shown to be a success-
ful way to promote good dispersion [232]. However, it still remains a challenge to
obtain well-dispersed PNCs composed of bare NPs. Furthermore, doing so at high
particle loadings is even more challenging. Highly packed (> 50 vol %) PNC films
are becoming increasingly important for their great mechanical and transport prop-
erties [99]. In fact, recent studies [29, 45, 164, 167] have precisely demonstrated
how PNCs with small amounts of polymer (thus high loading) show exceptional
mechanical properties [76], although obtaining good dispersion is difficult. Using
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charge stabilization, Meth et al. [160] showed that colloidal silica NPs in dimethyl-
formamide are charge stabilized even at loadings of 50 vol %, and that high MW
polymers assist in immobilizing silica and producing well-dispersed composites.
Another approach to generate highly packed PNCs is through capillary infil-
tration [99]. Huang et al. prepared a two-layer film composed of polystyrene and
TiO2 NPs by spin coating anisotropic TiO2 NPs atop a polystyrene film, and sub-
sequently annealing process at elevated temperatures to enhance polymer mobility
[99]. Subsequently, they report the polymer infiltrating into the interstices of the
NPs through capillary forces [99], and hence use the Lucas-Washburn equation [268]
to describe the observed dynamics. As it relates to the work of Huang et al., the
Lucas-Washburn equation relates the square of the polymer’s film thickness h2 to
the time of the infiltration process t, defined as [268, 71]
h2 =
(
γR cos θ
4τ 2η
)
t (6.1)
where γ is the polymer-vapor surface tension, cos θ is the contact angle, τ is the
tortuosity, and η is the viscosity. The final highly packed PNC film of Huang et
al. had a modulus, hardness, and scratch resistance that were far superior to the
properties of films of the component materials [99]. However, the exact mechanism
of polymer infiltration and how it is affected by MW, NP size and shape, and other
factors remains largely unknown, and is an area where computer simulations can
provide significant progress.
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There have been many theoretical and computer simulations reports investigat-
ing PNCs over the past 15 years [77, 124, 35, 245, 244, 34, 125, 133]. Using polymer
field theory, Koski et al. [124] introduced a framework for integrating NPs into poly-
mer melts, enabling them to explore NPs with different geometries (e.g., spherical
or anisotropic) and capture the important physics surrounding particle position cor-
relations. Others have used molecular dynamics simulations to investigate how NPs
affect the entanglement network [244] and the dynamics and deformation response
[245], showing that NPs do not significantly alter the polymer-polymer primitive
path network [244], and that inclusion of nanorods affect the post yield mechan-
ical properties such as the strain hardening modulus [245]. There have also been
several experiments and simulations focusing on Lucas-Washburn-type dynamics
[177, 86, 284, 83, 94, 152, 46], however, most of these past studies focused on flow
through a capillary tube. Furthermore, previous simulations [46] at the nanoscale
have shown quantitative limitations of the Lucas-Washburn relationship in relation
to slip flow, where a small modification to the equation is required to regain quan-
titative consistency. Therefore, it is not clear whether polymers that infiltrate a
NP film through interstices that represent highly confined conditions follow Lucas-
Washburn dynamics. Although there have been many simulations that have focused
on the investigation of polymer nanocomposites, to the best of our knowledge, none
so far have studied the mechanism of polymer infiltration into a highly packed NP
film.
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In this study, we use molecular dynamics simulations to investigate the mecha-
nism by which N = 5 and N = 50 long-chained polymers infiltrate a highly packed
(> 50 vol %) NP film. We show that polymers of both molecular weights follow
the h2 ∼ t scaling law, much in agreement with the results of Huang et al. [99], and
we provide a molecular perspective to polymer motion as a function of time. We
also study how the viscosity changes locally in free-standing and supported films,
and we relate the viscosity to local diffusion coefficients. Overall, this work marks
the first-steps towards understanding the mechanism by which polymers infiltrate
highly packed NP films. Future work will focus on NPs of other geometries, different
NP-polymer interactions, and additional annealing temperatures.
6.2 Methods
6.2.1 Simulation Details
We perform molecular dynamics simulations of a coarse-grained model glass-forming
polymer [131], about which we have previously written [225, 223, 224, 226]. For
completeness, we describe the full details of the model here. Each polymer chain
consists of N bonded Lennard-Jones (LJ) sites, where bonded monomers interact
through a harmonic bonding potential
U bij =
kh
2
(rij − σ)2, (6.2)
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where kh = 2000ε/σ
2 and σ is the diameter of our monomers, and non-bonded
monomers interact through a standard 12-6 LJ cut-and-shifted potential
Unbij = 4ε
[(
σ
rij
)12
−
(
σ
rij
)6]
− 4ε
[(
σ
rcut
)12
−
(
σ
rcut
)6]
, (6.3)
where the cut-off radius rcut = 1.75 to save computational expense. We simulate
two molecular weights of N = 50 and N = 5 bonded Lennard-Jones sites for a total
of NpolyT = 3.5×105 total monomers in the systems. The polymeric beads are placed
on a 2σ thick immobile support consisting of amorphous LJ beads. The support was
taken from the middle 2σ of a film configuration. Our systems are periodic in xy
but fixed in the z dimension, and are 43.3σ and 41.5σ thick for N = 5 and N = 50,
respectively. Additionally, we also simulate bulk N = 5 and N = 50 systems with
periodic boundaries in xyz and Tgs of 0.327 and 0.355, respectively. Due to the
modified value for rcut, these Tgs are substantially lower than those reported in our
previous studies [224, 225, 223].
The details of the NP film are as follows. We simulate 54 NPs, where each NP
consists of 4684 LJ-beads which are placed along an ellipsoidal surface with the long
axis L = 50σ and short axis D = 25σ for an aspect ratio of 2.0. Each NP is treated
as a rigid molecule which cannot deform in shape. We place 54 NPs on a grid in a
≈ 150× 150× 400σ simulation box and run NV T dynamics at T = 25 for 2000τLJ .
This ensures a proper equilibrated NP film configuration. After equilibration, we
deform the simulation box over 200τLJ in the x and y dimensions to our final desired
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box dimensions of Lx = Ly = 100σ. Lastly, we cool the NP film from T = 25 to
our desired temperature of T = 0.7 over 2000τLJ , while simultaneously applying a
force in the negative z direction of 0.05 to condense the NPs along the z axis with
walls at the top and bottom z edges of the box. The final NP concentration (vol
NPs/vol box) is ≈ 57%. We place the NP film on top of the supported polymer
film separated by 1σ, and run constant T = 0.7 dynamics in the NV T ensemble
for 465 600τLJ . The total number of LJ beads in our systems is NT = 622 844.
All of our systems are simulated using the LAMMPS simulation package [180].
Schematics of the NP structure along with initial and final configurations of our
systems are shown in Figure 6.1, and we note that the particles do not separate
from each other at this colder temperature due to the larger cohesion between the
NP surfaces. We calculate the pore size R by quantifying the minimum distance
rmin between a monomer and a surface bead belonging to a NP at t = 2 × 105τLJ
for N = 5, where the polymer has sufficiently infiltrated the film. We find that 95%
of our monomers are within 4.5σ of a NP, indicating that the pore size is roughly
4.5− 5σ, and the largest separation that we observed was 8σ.
6.2.2 Film Thickness
To quantify film thickness, we first find the local density ρ(z) along the z dimension.
We then define two limits of ρ(z) which we will use to distinguish between the bulk
film thickness and the position of the infiltrating front of the film; these two limits,
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Figure 6.1: (left) Dimensions of a nanoparticle with aspect ratio (AR) of 2 (not
shown to scale). Each nanoparticle was composed of 4684 Lennard-Jones beads.
(middle) System configuration at t = 0. (right) System configuration at t = 2 ×
105τLJ for the N = 5 system. The system is periodic in x and y, which is why some
NPs appear to be “sliced”.
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hereinafter referred to as thresholds, will be discussed later in the text. To quantify
the bulk film thickness as a function of time, we calculate the z′ position where∫ z′
0
ρ(z)dz = 0.85ρtotal, which we refer to as the 85% threshold to yield h85(t).
Similarly, we track the infiltrating front by using a 99% threshold to yield h99(t).
By using these two thresholds, we can quantify the polymer film’s thickness as the
bulk of the polymer infiltrates the NP film (85% threshold) or as the surface front
infiltrates the NP film (99% threshold).
6.2.3 Viscosity Calculations
We follow the methodology put forth by Vladkov and Barrat [257] for calculating
viscosity η using a Rouse mode analysis. The most common method for obtaining
η using equilibrium methods is through the Green-Kubo relation as
G(t) =
V
kBT
〈σxy(t)σxy(0)〉 (6.4)
η =
∫ ∞
0
G(t)dt (6.5)
with T and V being the temperature and volume, and σxy being the xy component
of the system’s stress. Very long dynamic runs (∼ 108 − 109τLJ) are needed to
obtain good statistics on G(t) for use in the Green-Kubo relation because of the
poor signal to noise ratio. To prevent this computational expense, we use the Rouse
modes to get at the viscosity via a different approach.
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The mechanical stress of the system (σ) can be calculated from the Rouse modes
of the polymer chains [47] as
σxy(t) =
ρkBT
N
N−1∑
p=1
〈Xpx(t)Xpy(t)〉
〈X2px〉eq
, (6.6)
where Xpx(t) are the Rouse modes for mode p in the x direction at time t with
chain length N and monomer number density ρ. The Rouse modes are defined as
Xp(t) =
1
N
N∑
n=1
rn(t) cos
(
(n− 1
2
)ppi
N
)
p = 0, . . . , N − 1 (6.7)
where rn(t) is the position of the nth monomer in the chain at time t. Given Xp(t),
one can also obtain the correlation of Rouse modes as [21]
Cp(t) =
〈Xp(t)Xp(0)〉
〈Xp(0)Xp(0)〉 . (6.8)
Following our previous works, we fit the correlations to a KWW stretched exponen-
tial and obtain τp as the time at which Cp(t) = 0.2.
Following the work of Doi and Edwards [47, 257], Equation 6.4 can be written
as
GR(t) =
ρkBT
N
N−1∑
p=1
〈Xpx(t)Xpy(t)Xpx(0)Xpy(0)〉
〈X2px〉2
(6.9)
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where GR(t) represents the Rouse contribution to G(t). The Rouse model does not
account for the contribution of the rapidly decaying part of the global stress tensor,
which must be obtained from the direct correlation of stress. Thus, the final G(t)
is made up of the Rouse contribution GR(t) for the long-time and the correlation
of stress Gs(t) for the short-time as follows,
η =
∫ τN−1
0
Gs(t)dt+
∫ ∞
τN−1
GR(t)dt (6.10)
where τN−1 represents the shortest Rouse mode time (for mode p = N − 1).
We also report the local viscosity η(z) as a function of z position in the film.
To do so, we divide our films into slabs that are 2σ thick. We assign a chain to a
given slab based on the chain’s average z center of mass position over the course of
the entire trajectory. We proceed with the formulation described above, in which
we obtain τp(z) and G
R(t, z). We assume that the short-time stress correlation
contribution is homogeneous across the film.
6.2.4 Mean-Squared Displacements
We analyze local mean-squared displacements in our thin film systems based on the
same protocol as described above. Rather than assigning chains to slabs, we now
assign a monomer to a slab based on its average z position over the entire trajectory.
For each slab, we calculate the local MSD value as ∆r2(z, t) =
〈[
r(t, z)−r(0, z)
]2〉
,
where 〈·〉 indicates an average over moving time origins as well as monomers within a
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given slab. The local diffusion coefficientDxy(z) is obtained by normalizing ∆r
2(z, t)
by 4t and obtaining the corresponding value in the diffusion regime. For all analyses
mentioned above, we employ a moving time origin to increase statistics.
6.3 Results
6.3.1 Polymer Infiltration Dynamics
We quantify the infiltration of polymer into the NP by obtaining the local density
ρ(z) with time, which is shown in Figure 6.2 for t = 600τLJ , t = 3×104τLJ , and t =
2×105τLJ . At early times, we observe a bulk-like density of ρ ≈ 0.8, whose thickness
decreases as more polymer infiltrates the NP film with time. Throughout the NP
film, we see fluctuations in ρ(z), primarily because the NP packing is disordered and
there are fluctuations in void volumes. We also observe a tailed distribution of ρ(z),
indicating that there is an infiltrating front which infiltrates faster than the bulk of
the polymer film. For each curve in Figure 6.2, two arrows of the respective color
are shown. The two arrows correspond to thickness at the 85% and 99% thresholds,
respectively, as described above. We use these two thresholds to quantify the bulk
polymer film infiltration into the NP film (85% threshold) and the surface front
infiltration (99% threshold). The square of the film thickness is shown in Figure
6.3a for the 85% threshold and Figure 6.3b for the 99% threshold as a function of
t. In agreement with slower segmental dynamics, N = 50 requires a longer amount
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of time to infiltrate the film than N = 5.
After the initial stage, both the 85% and 99% thresholds show a linear increase of
h2 when plotted against t. To put these results in the context of the Lucas-Washburn
equation (Eq. 6.1), we fit the linear regions and obtain slopes corresponding to
the rate of polymer infiltration of h˙285 ≈ 0.090 and h˙285 ≈ 0.015 for N = 5 and
N = 50, respectively. If these dynamics follow Equation 6.1, then the rate of
polymer infiltration should equal the quantity (γR cos θ/4τ 2η). In the results to
come, we independently quantify γ and η to test whether our results follow Lucas-
Washburn dynamics.
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Figure 6.2: Local density ρ(z) as a function of z position at t = 600τLJ (black),
t = 3 × 104τLJ (red), and t = 2 × 105τLJ (blue) for the N = 5 system. Two
colored arrows are shown for each curve in the figure. The first of each colored
arrow indicates the z′ position at which
∫ z′
0
ρ(z)dz = 0.85ρtotal, while the second
arrow of each color represents the z′′ position at which
∫ z′′
0
ρ(z)dz = 0.99ρtotal. The
final reported film thickness of either 85% or 99% thresholds is the value of z′ and
z′′, respectively.
To better understand the mechanism of polymer infiltration, we track the poly-
mer chain positions throughout the infiltration process as shown in Figure 6.4a. The
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Figure 6.3: The square of the film thickness h2(t) as a function of t using the (a)
0.85 × ρtotal threshold, and (b) 0.99 × ρtotal threshold. The black circles are the
N = 50 system, while the red squares are the N = 5 system. Both thresholds show
good linearity when h2(t) is plotted against t. Slopes of linear regions in (a) are
h˙285 ≈ 0.090 for N = 5 and h˙285 ≈ 0.015 for N = 50; in (b), the slopes are h˙299 ≈ 0.215
for N = 5 and h˙299 ≈ 0.030 for N = 50.
movement of polymer chains is especially interesting — chains have regions where
the z center of mass increases significantly over a short period of time. We quanti-
fied the radius of gyration R2g(t) and investigated whether the R
2
g is higher during
times where the z center of mass increases significantly. To do so, we calculated
the instantaneous gradient of z(t) for each polymer chain, and quantified a spike in
dz/dt as a value that is greater than the sum of the mean and standard deviation
of dz/dt (i.e., dz/dt(t) ≥ µ + σ), where µ and σ were calculated over the entire
trajectory. We then histogrammed R2g values during spikes and outside of spikes,
which are shown in Figure 6.4b. As shown, P (R2g) of spikes in dz/dt is statistically
larger for R2g > 35σ, as compared to P (R
2
g) of the non-spiked regions, indicating
that during a large increase in z(t), chains tend to be more elongated than when
z(t) is not changing significantly. This is further supported by visualizations which
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are shown in Figure 6.4a, where a chain configuration is shown before, during, and
after a spike in dz/dt.
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Figure 6.4: (a) Centers of mass of four independent chains in the z dimension as
a function of t for the N = 50 system. Visualizations of a polymer chain are
shown before, during, and after a spike in z(t). (b) The time derivative of (a) was
calculated, and spikes in dz/dt were defined as a dz/dt value that is larger than the
sum of the mean and standard deviation of dz/dt (i.e., dz/dt(t) ≥ µ + σ), where
µ and σ were calculated over the entire trajectory as described in the text. In (b),
black circles correspond to histograms of R2g values corresponding to spikes in dz/dt,
while the red squares correspond to R2g values that exclude the spikes in dz/dt. The
blue dashed line corresponds to equilibrium R2g of the polymer chains at the same
temperature as the infiltration process and in polymer melt without NPs on top.
We next turn to the adsorption of N = 50 polymers to NPs. A polymer chain
is said to be adsorbed to a NP if at least one monomer in the chain is within 1.5σ
of a NP. We define the adsorbed fraction fads as the number of monomers of the
chain adsorbed to a NP at time t normalized by the chain length N . We quantify
fads across the entire film as a function of z position throughout the trajectory of
the simulation, and these results are shown in Figure 6.5 for four different times.
Common to all times shown in the figure, the infiltrating front has a significantly
higher fads than the rest of the polymer film. Furthermore, beyond the initial start-
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up of the infiltration, fads remains relatively constant at ≈ 0.9 for the infiltrating
front throughout the entire run, indicating that the surface chains infiltrate the NP
film by adsorbing to NPs almost entirely.
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Figure 6.5: Distributions of fraction of adsorbed monomers per chain (fads) as a
function of z position for the N = 50 system. The black circles are at t = 600τLJ ,
the red squares are at t = 3 × 104τLJ , the blue diamonds are at t = 1.8 × 105τLJ ,
and the green triangles are at t = 4.7× 105τLJ .
Finally, we histogram the probability P (fads) of chains having a certain fads
value at a given time and position in the film, and these results are shown in Figure
6.6. As shown, we report P (fads) at t = 600τLJ and t = 4.7 × 105τLJ for chains
that end up in the middle 10σ of the film at t = 4.7× 105 and for chains that end
up in the top 10σ of the film at the same time. At t = 600τLJ , chains that end up
in the middle of the film have a narrower distribution than chains that end up in
the surface of the film. However, at t = 4.7 × 105τLJ , this trend flips, and chains
that end up in the middle of the film have a much broader distribution than chains
that end up in the surface of the film. This is primarily because the chains in the
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surface are the infiltrating front, which we show in Figure 6.5 have fads ≈ 0.9.
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Figure 6.6: Probability distributions of adsorbed fractions (fads) at t = 600τLJ
(black curves) and t = 4.7× 105τLJ (red curves) for the N = 50 system. Solid lines
are for chains that end up in the middle 10σ of the NP film at t = 4.7 × 105τLJ ,
while the dashed lines are for chains that end up in the top 10σ of the NP film at
t = 4.7× 105τLJ .
6.3.2 Surface Tension and Viscosity
We now wish to test the validity of the Lucas-Washburn equation as it pertains
to our system of infiltrating polymer chains into a highly-packed NP film. We
first quantify the surface tension γ by running a constant T simulation for 2000τLJ
and saving the stress tensor every τ = 0.002τLJ . We compute the average surface
tension as γ = 1
2
Lz
[〈Pzz〉− 12(〈Pxx〉+ 〈Pyy〉)] following previous works [211], and we
find that N = 50 chains have a polymer-vapor surface tension that is 25% larger
than the N = 5 chains, which is in line with longer chains having a larger surface
tension. Specifically, we obtain γ = 0.49 and γ = 0.39 for N = 50 and N = 5,
respectively. With γ, we now proceed to calculate the viscosity η using the Rouse
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modes methodology described above.
We first calculate the correlation of Rouse modes as a function of time t for each
mode p of bulk N = 50, and this is shown in Figure 6.7a. We fit a Cp(t) curve
for each mode p to a KWW stretched-exponential and compute τp as the time t at
which Cp(t) = 0.2. The Rouse times are shown as a function of mode number p in
Figure 6.7b, where a scaling of τp ∼ 1/p2 is obtained for low frequency (small p)
modes; this result is in agreement with previous literature [257, 21]. Furthermore,
the scaling of Rouse times (τp) has been previously shown as τp ∼ (N/p)2 [213],
indicating that a ratio of Rouse times of N = 50 to N = 5 is a ratio of the square
of the MWs (502/52 = 100), which is in agreement with our results.
Having obtained the bulk Rouse modes Xp(t) at each time t for each mode p,
we proceed to calculate the resulting GR(t) and Gs(t) as described above, and these
quantities are shown in Figures 6.8a and b, respectively. Relative to N = 5, GR(t)
of N = 50 is significantly enhanced at short times by approximately 50%, and
decays to 0 at a time that is approximately 102τLJ longer. On the other hand, the
short-time contribution to η obtained by the stress correlations (shown in Figure
6.8b) is similar for N = 5 and N = 50, indicating that the increased viscosity
of N = 50 relative to N = 5 results from the Rouse contribution. These results
combine to yield η = 49.7 for N = 50 and η = 4.4 for N = 5, with a respective
ratio of ηN=50/ηN=5 ≈ 11. Rouse scaling of viscosity dictates that η ∼ N/b where
b is the Kuhn length [213], therefore the ratio of viscosities of N = 50 to N = 5
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results in a ratio of MWs, which is in agreement with our results.
We now repeat the same analysis on the free-standing and supported films.
Figure 6.8a shows GR(t) as a function of time for both free-standing and supported
N = 5 and N = 50 films. Following the same trend as bulk, we see that N = 50 has
a larger GR(t) at all times relative to N = 5 for both supported and free-standing
films. Furthermore, it is clear from Figure 6.8a that the difference in GR(t) between
bulk and supported films is statistically indistinguishable. We combine these results
with the short-time stress contribution and summarize the viscosities in Table 6.1.
We see that having two free surfaces as those of the free-standing films reduces
the viscosity by 5 − 10%, while the substrate balances out the viscosity reduction
from the free-surface, such that the supported-films have an average viscosity that
is indistinguishable from bulk.
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Figure 6.7: (a) Autocorrelations of Rouse modes as a function of time t for bulk
N = 50 at T = 0.7. The right-most black curve corresponds to p = 2, and each
sequential curve on the left corresponds to p = 4, 8, 16, and 32, respectively. (b)
Rouse times τp as a function of mode number p extracted from a KWW fit to the
curves shown in (a) as described in the text. The dashed red line has a slope of
p−2. The inset shows τp as a function of p for N = 5.
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Figure 6.8: (a) GR(t) as a function of time t for N = 50 (black) and N = 5
(red). Solid lines correspond to bulk, dashed lines correspond to free-standing films,
and dotted lines correspond to supported films. Because the supported interface
balances the interfacial effects of the free-surface, the difference between the bulk
GR(t) curve and the supported film GR(t) curve is statistically indistinguishable.
(b) Bulk Gs(t) as a function of time t for N = 50 (black) and N = 5 (red). The inset
shows Gs(t) on a longer time range than the main figure. Error bars are not shown
for clarity. The final viscosity is calculated as η =
∫ τN−1
0
Gs(t)dt+
∫∞
τN−1
GR(t)dt.
system η
bulk 4.379 ± 0.060
N = 5 free-standing film 4.190 ± 0.052
supported film 4.375 ± 0.057
bulk 49.698 ± 0.381
N = 50 free-standing film 45.240 ± 1.991
supported film 49.965 ± 0.577
Table 6.1: Viscosities for bulk and films of N = 5 and N = 50.
6.3.3 Local Viscosities and Local MSD
It is now widely understood that polymers behave quantitatively different at in-
terfaces, which has been extensively studied in our previous work [226, 225, 224].
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We proceed with our analysis on viscosity, but we now investigate η on a local
basis—that is, we wish to obtain η(z) which is a function of position in the film. In
Figures 6.9a–b we report the local Rouse times for several modes as a function of
z position in the supported films. Independent of mode number, the surface Rouse
times are approximately 50% reduced from the Rouse times in the middle of the
film (z = 0σ), while the Rouse times near the substrate are 50% increased from
the Rouse times at z = 0σ. Furthermore, both in N = 5 and N = 50 we obtain a
significant portion of bulk-like Rouse times, and we see that the length scale over
which the Rouse times change from the surface to bulk-like is roughly 5σ, which is
interestingly in agreement with previous τα results at a similar temperature [225].
We also quantified local Rouse times based on the x, y, and z dimensions indepen-
dently to test for anisotropy, and our results show no anisotropy effects in Rouse
times.
We report the local viscosities as a function of position in the film in Figures
6.10a–b. For N = 5 and N = 50 and for both free-standing and supported films,
we obtain bulk viscosity in the middle z = 0σ of the film. However, the N = 5
and N = 50 films behave quantitatively different at the interfaces. Specifically,
the viscosity of N = 5 is reduced by 20% at the free surface while increased by
roughly 45% at the substrate. These values are much more pronounced for the
N = 50 system, where we obtain 80% reduction in η at the free surface and a
roughly 90% increase in η at the substrate. It’s interesting that the discrepancy in
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the interfacial effects on η between N = 5 and N = 50 do not present in the local
Rouse times τp(z), and apparently the cumulative effect summed over the larger
number of modes in the N = 50 system leads to a larger relative reduction in η.
We now turn to local mean-squared displacement calculations. For each slab,
we define the in-plane diffusion coefficient Dxy as the limt→∞∆r2(t)/2dt, where d is
the dimensionality (e.g., 2 for xy films). We extract diffusion coefficients and plot
them for N = 50 and N = 5 in Figures 6.11a and b, respectively. For both MWs,
we see enhanced diffusion coefficients at free surfaces by approximately two-fold,
suppressed Dxy near the support by ≈ 80% for N = 5 and ≈ 30% for N = 50, and
bulk-like Dxy in the middle (z = 0σ) of the film.
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Figure 6.9: Local Rouse times τp(z) as a function of z position for supported films
of the (a) N = 5 and (b) N = 50 system. Rouse times were obtained for slabs of
thickness 2σ and chains were assigned to a slab based on their average z position
as described in the text. The mode number is written next to the points, and the
dashed lines correspond to bulk τp values.
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Figure 6.10: Local viscosity η(z) of (a) N = 5 and (b) N = 50 as a function of
z position for supported films (black circles) and free-standing films (red squares).
Error bars are standard error from the averages of Gxy, Gxz, and Gyz. The blue
lines correspond to averages and standard error of ηbulk.
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Figure 6.11: Local diffusion coefficients for (a) N = 5 and (b) N = 50 as a function
of z position. Black circles correspond to the supported film, while the red squares
correspond to the free-standing film. The dashed blue line represents bulk. Error
bars represent the maximum range obtained from averaging the diffusion coefficient
from t ≈ 2.5× 103τLJ to t ≈ 8.0× 103τLJ .
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6.3.4 Discussion
We begin our discussion by analyzing whether our model polymers follow Lucas-
Washburn dynamics. The square of the film thickness h2(t) clearly scales as t,
although that scaling alone does not guarantee Lucas-Washburn statistics, since
pure diffusion would also follow t scaling. We extract the slopes of h2(t) plotted
against t, and find that, with our results for η and γ, the quantity (R cos θ/τ 2) must
be O(1) for Lucas-Washburn dynamics to hold true. Obtaining values for R and τ is
both difficult and ambiguous in the context of our simulations, however, we are still
able to investigate the limiting bounds of τ and cos θ and place them in the context of
the quantity (γR cos θ/4τ 2η), which is the pre-factor in Equation 6.1. For example,
we adopt R ∼ 5σ as described previously, and take the bounding limits of θ as 0◦−
45◦, as well as the limits of τ as 1−3 [189], yielding (γR cos θ/4τ 2η) ∼ 0.002−0.015
using the η and γ values of the N = 50 system, and 0.019− 0.167 using the η and
γ values of the N = 5 system. Furthermore, the extracted slopes from Figure 6.3a
are 0.015 for N = 50, and 0.090 for N = 5, both of which fall within the acceptable
range corresponding to Lucas-Washburn dynamics. These scaling approximations
reinforce the notion that our polymers follow Lucas-Washburn dynamics throughout
the infiltration process.
We next address the ratio of polymer infiltration rates of N = 5 to N = 50, and
place this ratio in the context of the viscosity calculations. We define the rate of
polymer infiltration for N = 5 as h˙2N=5. The ratio of interest is then h˙
2
N=5/h˙
2
N=50 =
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5.89, and since both N = 5 and N = 50 infiltrate the same NP film and packing, the
parameters R, cos θ, and τ cancel, and the ratio of infiltration rates becomes a ratio
of viscosities and surface tensions. Furthermore, the ratio of surface tensions and
bulk viscosities is (ηN=50/ηN=5)(γN=5/γN=50) = 9.03±0.20, indicating that the ratio
of infiltration rates may be explained by the differences in viscosity. Interestingly,
this same ratio using free-surface viscosities (local η at z ≈ ±20σ) is ≈ 5.14± 0.29,
which is closer to the ratio of infiltration rates. However, it is ambiguous which η
is the correct choice, since there are interfaces throughout the packing. All in all,
we conclude that the quantity that controls the ratio of infiltration rates may be
explained by the combination of bulk and surface viscosities, but certainly requires
further study to fully characterize.
Lastly, our calculations also shed light on the mechanism by which model poly-
mers infiltrate a highly packed NP film. We show that the infiltration front wets the
NP significantly, in which we observe chain adsorption fractions nearing fads ≈ 90%,
and that fads of the infiltrating front remains unchanged throughout the entire infil-
tration process (provided enough time has passed since the initial start up phase).
Our calculations also shed light on the movement of polymer chains within the NP
film. Specifically, we show regions in time where polymer chains infiltrate the NP
film in a short and quick fashion, resulting in a large increase in their z(t) position.
We provide molecular visualizations and histograms of R2g to support the notion
that during this process, the chains elongate to snake through the NP interstices
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and return to their equilibrium R2g after this process is finished.
6.4 Summary
We follow the work of Huang et al. [99] by directly simulating the infiltration process
of model polymers into a highly packed NP film. We test two molecular weights,
N = 5 and N = 50, and track the infiltration process into a NP film composed of
57 vol % ellipsoidal NPs. Our results are in agreement with Lucas-Washburn-type
dynamics, and provide evidence that the infiltration rate of N = 5 to N = 50 may
be explained by the difference in viscosity. We also utilize Rouse mode analysis
to quantify local viscosities in free-standing and supported films, and show that
the ratio of surface viscosities may play a role in explaining the ratio of infiltration
rates. Future work on this would entail studying other molecular weights, NP
geometries, temperatures, and polymer-NP interactions, with the hope of providing
a fundamental understanding of the mechanism that controls the process of capillary
rise infiltration of polymers.
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Chapter 7
Future Work
This Thesis has built a foundation for lots of possible future work. In this chapter, I
will focus on two areas that could be further investigated and which are extensions
to previous chapters of this Thesis. The first topic extends Chapter 5, while the
second extends Chapter 6.
7.1 Investigating the Ductile-to-Brittle Transition
and Cavitation in Glassy Polymer Nanopil-
lars
Significant amount of work has been dedicated to understand the ductile to brittle
transition, what controls it, and what determines the mechanism of deformation of a
given material. Despite the decades long of research on the deformation of polymers,
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we still do not understand why polystyrene is so brittle and why polycarbonate is
so ductile. Furthermore, due to the undesirable behavior of brittle failure, a fun-
damental understanding of the mechanism behind the brittle-to-ductile transition
would result in materials with much improved mechanical properties.
Towards the end of Chapter 5, I introduced my ongoing work to investigate
the brittle-to-ductile transition, as well as the role of entanglements on cavitation
through molecular dynamics simulations. By modifying the non-bonding poten-
tial introduced in Chapter 2, we observed both brittle and ductile failure in model
glassy nanopillars. Furthermore, we observed significant changes in deformation by
changing the MW, where at T  Tg, short-chain oligomers (N = 5) exhibited brit-
tle failure, while longer-chained polymers (N = 50 and N = 500) exhibited shear
banding leading to substantial crazing and cavitation. A clear future direction of
this Thesis would continue this work and form a strong basis of understanding re-
garding what defines the mechanism of deformation leading to a brittle-to-ductile
transition in confined glassy nanopillars. Some specific approaches would be to di-
rectly test the role of temperature and strain rate on the observed deformation, and
relate these effects in simulations to those observed in experiments. Furthermore, it
would be extremely interesting to investigate how the addition of NPs modify the
deformation in such nanopillars, and whether a once brittle nanopillar can now de-
form in a ductile fashion upon the inclusion of NPs. Testing these factors together
in the context of the brittle-to-ductile transition would enhance our understanding
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of the transition itself and may yield to a basic understanding of the mechanism
behind the BD transition.
7.2 Understanding the Mechanism of Capillary
Rise Infiltration of Polymers
A second future direction of this Thesis would continue to investigate the mechanism
behind capillary rise infiltration of polymers into a highly packed NP film. Given
the wide range of applications of highly packed NP films—from energy storage
devices to protective coatings to next generation materials—it would be extremely
beneficial to understand ways to manipulate and control the infiltration of polymers
into a highly packed NP film. This understanding would allow us to modify the
design rationale of preparing such films, in hope of developing improved ways to
prepare highly packed PNC films with enhanced mechanical, transport, and optical
properties. Given the long infiltration times and large parameter space, simulations
offer a great alternative to experiments to narrow down and focus on the important
parameters controlling the infiltration mechanism.
The dynamics of polymer infiltration into a highly packed NP film have been
investigated in Chapter 6. Our results were in strong agreement with previously
published theories on capillary rise (i.e., the Lucas-Washburn equation), and our
simulations served as first-steps toward understanding the mechanism of polymer
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infiltration into a highly packed NP film. Our simulations set the foundation to
continue similar calculations and expand the parameter list of which we studied.
To gain a complete understanding of the infiltration mechanism, factors such as
temperature, polymer-NP interaction, NP geometry, polymer architecture, and en-
tanglements would need to be investigated. For example, instead of using ellipsoidal
NPs with an aspect ratio of 2, future work could focus on NPs with AR of 4, or those
with unity AR (i.e., sphere), and investigate how the shape and geometry of the
NP affects the polymer infiltration. Additionally, modifying the interaction between
the polymer and the NP to be attractive or repulsive (as opposed to the neutral
interaction used in Chapter 6) could be addressed. Lastly, it would be extremely
interesting to see how changing the polymer architecture (e.g., star polymers, cen-
tipede polymers, linear polymers with higher MWs to yield several entanglements
per chain) would affect infiltration dynamics. Compiling these results would yield a
more complete picture of the mechanism governing polymer infiltration, progressing
the field steps forward and potentially driving experiments.
164
Chapter 8
Conclusions
Polymer glasses and polymer nanocomposites have gained an increased amount of
attention in previous years as materials possessing favorable mechanical, optical,
and transport properties. As discussed above, many of the technologies used in to-
day’s devices rely on highly confined materials. For example, today’s Intel computer
chips have feature sizes at the 22 nm length scale, operating under the notion that
smaller is both faster and better. Previous studies showed how several crucial prop-
erties of polymer glasses deviate from their bulk values as a result of confinement.
The work in this Thesis extends the literature through computer simulations and
investigates confined polymer glasses and polymer nanocomposites at the molecular
scale.
Using coarse grained models of glass-forming polymers, I have shown the effects
of backbone rigidity and confinement on bulk and free-standing thin films (Chapter
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2), and showed that polymers with rigid backbones have a reduced confinement
effect on Tg and induced crystallization at free surfaces. I have also shown results
for the effects of physical aging, and for the first time, provided evidence for a bulk
property which controlled important dynamical length scales in the film (Chapters
3–4). I have also tried to bridge the gap between metallic glasses and polymer glasses
by investigating non-affine strain in model nanopillars, and showed that polymer
glass nanopillars cooled at a rate that is 100× slower than our standard simulation
cooling rate show significant strain-localization, and that this phenomenon is often
observed in metallic glasses (Chapter 5). Lastly, by replicating the methodology
of experiments, I have shown how simulations can aid in our understanding of the
mechanism behind capillary rise and polymer infiltration into highly packed NP
films (Chapter 6).
The work described in this Thesis sets up the fundamental procedures and
methodologies to further continue investigating polymer glasses and polymer nanocom-
posites under extreme confinement. Future work would continue my proof-of-
concept results showing a brittle-to-ductile transition in different MW model glassy
nanopillars, along with studies of the effects of NP inclusion. Additionally, future
work will also continue to investigate the rather large parameter space defining the
mechanism of polymer infiltration, with the aim of forming a complete understand-
ing of the infiltration process.
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