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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ
Актуальность исследования 
Метод параллельных вычислений используется для моделирования слож-
ных систем уже свыше 30 лет, однако наибольшее распространение данные тех-
нологии получили только в  последнее  десятилетие.  Благодаря  интенсивному 
развитию высокопроизводительных кластеров, многоядерных рабочих станций 
и  программно-аппаратной  архитектуры  на  основе  графических  процессоров, 
стало возможным решать ресурсоемкие задачи  без  применения специальных 
параллельных вычислительных систем (ПВС).
Одной из областей, где необходимы высокопроизводительные вычисле-
ния, является изучение кинетических процессов, протекающих в твердых телах. 
При моделировании релаксационных механизмов в метастабильных системах с 
изменяющейся во времени концентрацией основных компонентов применяются 
различные численные методы, которые предполагают проведение громоздких 
итерационных  вычислений.  В  качестве  примера  такого  процесса  можно 
рассмотреть явление термолюминесценции (ТЛ) в широкозонных материалах. 
Для генерации модельных кривых ТЛ необходимо решать системы обыкновен-
ных дифференциальных уравнений, которые описывают перераспределение но-
сителей заряда и конкуренцию центров захвата и рекомбинации в возбужден-
ных кристаллах. При изучении кинетики указанных процессов возникает и бо-
лее комплексная задача идентификации модели ТЛ. Для её эффективного реше-
ния применяются эволюционные подходы на основе генетических алгоритмов 
(ГА), работа которых может занимать значительное время в зависимости от ко-
личества варьируемых параметров.
Ещё одной ресурсоемкой задачей в рамках моделирования кинетики ТЛ 
является проведение вычислительных экспериментов, в ходе которых требуется 
сгенерировать  большое число кривых при варьировании параметров модели. 
Для её решения можно использовать инструментарий высокоуровневого про-
граммирования, позволяющего составлять сценарии расчетов. Генерация мно-
жества пиков ТЛ, как и в случае процедуры генетического поиска, может по-
требовать значительной вычислительной мощности для того, чтобы получить 
результат в приемлемый срок.
Таким образом, эффективное распараллеливание процедуры генетическо-
го поиска и сценариев вычислительного эксперимента является актуальной за-
дачей математического моделирования. Благодаря ускорению расчетов, связан-
ных с работой ГА, становится доступным расширение факторного пространства 
исследуемых моделей. Перспективным представляется и разработка программ-
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ного комплекса (ПК), способного объединить в себе функции информационной 
системы и средства моделирования процессов ТЛ с использованием ПВС. 
Объект исследования.  Параллельные алгоритмы генетического поиска 
моделей ТЛ в кристаллах.
Предмет исследования. Параллельный генетический алгоритм и методы 
повышения его эффективности для решения задач по моделированию кинетики 
ТЛ.
Цель работы и задачи исследования. Целью диссертации является раз-
работка и реализация программного комплекса для моделирования кинетиче-
ских процессов с использованием методов параллельных вычислений. В каче-
стве  объекта  исследования  были  выбраны  кинетические  процессы  ТЛ  в 
твердых телах.
Для достижения поставленной цели были решены следующие задачи:
1. выполнен  обзор аналогов программных средств моделирования кине-
тических процессов и выбран прототип;
2. проведен анализ существующих схем распараллеливания ГА, из кото-
рых выбрана наиболее подходящая для исследуемой области;
3. предложен  эффективный  подход  к  распределению  вычислений  ГА, 
применяемого  для  параметрической  и  структурной  идентификации  моделей 
ТЛ;
4. выполнено проектирование программного комплекса с веб-сервисной 
архитектурой для моделирования кинетики ТЛ в кристаллах на ПВС;
5. осуществлена программная реализация спроектированного ПК и про-
ведено его тестирование.
Научная новизна работы заключается в следующем:
1. предложен метод балансировки нагрузки ПВС на основе упорядочен-
ной очереди для процедуры генетического поиска моделей процесса термолю-
минесценции в кристаллах;
2. разработан механизм распараллеливания сценариев вычислительного 
эксперимента, составленных с помощью специального высокоуровневого язы-
ка;
3. реализована  структура  программного  средства  для  моделирования 
процессов ТЛ, которая отличается от структуры прототипа новым блоком рас-
пределения вычислений и подсистемой сценариев и позволяет строить матема-
тические модели адекватные исследуемому физическому процессу;
4. синтезирована  веб-сервисная  архитектура  параллельного  программ-
ного комплекса, имеющая в своей основе сервер приложений, который может 
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быть размещен в глобальной сети в виде сервиса со стандартными внешними 
интерфейсами и использоваться в рамках идеологии облачных вычислений.
Основные положения, выносимые на защиту.
1. Предлагаемый параллельный ГА с балансировкой на основе упорядо-
ченной очереди эффективно использует ПВС и позволяет значительно снизить 
время идентификации моделей ТЛ.
2. Подсистема высокоуровневого языка, использующая метод равномер-
ной загрузки ПВС такой же как  в  параллельном ГА,  позволяет  значительно 
ускорить выполнение программ вычислительного эксперимента.
3. Структура разработанного ПК, в отличие от прототипа,  включает в 
себя новые блоки интерпретации программ вычислительного эксперимента и 
распределения вычислений, которые расширяют функциональность системы и 
позволяют использовать ПК как на кластерных ПВС, так и на многоядерных ра-
бочих станциях.
4. Веб-сервисная архитектура делает возможным размещение созданно-
го ПК в глобальной сети в виде сервиса со стандартными протоколами взаимо-
действия,  благодаря  чему  упрощается  обслуживание  и  развитие  созданного 
программного средства.
Практическая  значимость  работы.  Разработанный  программный 
комплекс  позволяет  проводить  идентификацию  экспериментальных  кривых 
термолюминесценции одновременно при  помощи поиска оптимальных пара-
метров модели и построения системы уравнений, использующих эти парамет-
ры. Благодаря использованию метода параллельных вычислений время работы 
программы значительно снижается, тем самым появляется возможность расши-
рять факторное пространство модели. Время работы генетического поиска со-
кращается в 14 раз при использовании вычислительного кластера с 16-ю узлами 
и в 4 раза –  при работе на 4-ядерной рабочей станции. Кроме того, предложен-
ный подход к распределению вычислений обеспечивает эффективное распарал-
леливание  сценариев  вычислительных  экспериментов,  составленных  с  помо-
щью встроенного высокоуровневого языка, включая сценарии ПФЭ. 
Применение в составе ПК развитого сервера приложений Zope, созданно-
го в рамках идеологии открытого программного обеспечения, упрощает задачу 
по модернизации системы и добавлению в неё других кинетических моделей. 
Веб-сервисный подход, использованный при разработке архитектуры, позволя-
ет интегрировать ПК с внешней информационной системой с помощью извест-
ных протоколов.
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Имеются два Свидетельства о регистрации программ для ЭВМ и акт о 
внедрении разработанного ПК. Созданная система может использоваться в об-
разовательном процессе при обучении студентов физических и информацион-
ных специальностей, а также при подготовке научных кадров высшей квалифи-
кации.
Апробация  работы. Основные  результаты  и  положения  исследований 
докладывались и обсуждались на: VIII международной конференции «Оптона-
ноэлектроника, нанотехнологии и микросистемы» (Ульяновск, 2006); междуна-
родной научно-практической конференции «Снежинск и наука – 2006. Транс-
фер технологий,  инновации,  современные проблемы атомной отрасли» (Сне-
жинск, 2006); the 5-th international scientific conference «Chaos and structures in 
nonlinear systems. Theory and experiment» (Astana, 2006); конференции молодых 
ученых ГОУ ВПО УГТУ-УПИ (Екатеринбург, 2007); юбилейной научно-прак-
тической конференции ФТФ – 60 (Екатеринбург, 2009); Втором Международ-
ном форуме по нанотехнологиям (RusNanoTech 09) (Москва, 2009).
Работа  частично  поддержана  в  рамках  выполнения  Государственного 
контракта по ФЦП «Научно-педагогические кадры инновационной России» на 
2009-2013 годы». Часть результатов получена при выполнении НИР в рамках 
Государственного контракта по  ФЦП «Исследования и разработки по приори-
тетным направлениям развития научно-технологического комплекса России на 
2007-2013 годы». 
Публикации.  По теме диссертации опубликовано 12 научных работ,  в 
том числе 5 статей в научных журналах из перечня ВАК 2005 – 2011 гг. и в ма-
териалах международных конференций, а также 2 Свидетельства об официаль-
ной регистрации программ для ЭВМ. 
Объем и структура работы. Диссертация состоит из введения, 4 глав, за-
ключения, списка литературы из 92 наименований, 4 приложений и содержит 
114 стр. основного машинописного текста, 45 рисунков, 14 таблиц.
ОСНОВНОЕ СОДЕРЖАНИЕ РАБОТЫ
Во  введении показана  актуальность  решаемой  проблемы,  выделены 
научная новизна и практическое применение поставленных задач.
В первой главе проведен обзор известных схем распараллеливания ГА и  
современных  программ  для  моделирования  кинетических  процессов,  осуще-
ствлен  выбор  прототипа.  Рассмотрены  подходы  к  созданию  программных  
комплексов с веб-сервисной архитектурой.  
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В результате  аналитического  обзора  программных пакетов,  предназна-
ченных  для  математического  моделирования  кинетических  процессов 
родственных ТЛ, в качестве прототипа была выбрана система - Программный 
модуль «Электронный ГА-конструктор люминесцентных моделей с термоакти-
вационной кинетикой» («GenTL») / И.А. Вайнштейн, Е.А. Попко // Свидетель-
ство об официальной регистрации программы для ЭВМ                       № 
2006614299. – Москва, 18.12.2006. Основное достоинство данного инструмента 
заключается в возможности одновременно проводить структурную и парамет-
рическую идентификацию модели ТЛ при использовании оригинального ГА. 
Главным недостатком прототипа является отсутствие поддержки параллельных 
вычислений, что затрудняет дальнейшее развитие процедуры генетического по-
иска в части увеличения факторного пространства исследуемой кинетической 
модели. Кроме того, ПК «GenTL» не имеет встроенного инструментария для 
составления сценариев вычислительного эксперимента,  что также сужает его 
применимость.
Выполнен обзор существующих способов распараллеливания программ 
для ЭВМ. Проведен анализ распространенных схем распределения вычислений 
для ГА, включая глобальную, островную, клеточную и гибридную, а также син-
хронных и асинхронных режимов их работы.  Для  реализации программного 
комплекса выбран синхронный глобальный алгоритм, который позволяет полу-
чать решение с таким же качеством, как и в случае исходного последовательно-
го  ГА.  Основным недостатком выбранной схемы является  низкая  эффектив-
ность распараллеливания, связанная с потерей вычислительного ресурса во вре-
мя простоя узлов ПВС на этапе синхронизации.
Рассмотрен веб-сервисный подход к созданию программного комплекса. 
В качестве основы для разрабатываемой системы выбран сервер приложений 
Zope. Данная платформа относится к разряду открытого ПО и благодаря кросс-
платформенности может быть использована на различных ПВС, включая кла-
стер «Beowulf» и многоядерные рабочие станции. Ещё одним преимуществом 
Zope является наличие интегрированной объектной базы данных, которая мо-
жет использоваться для хранения результатов моделирования и параметров ис-
следуемых кинетических процессов. 
Проведен  обзор  различных  средств  высокоуровневого  программирова-
ния, применяемых в распространенных научно-ориентированных математиче-
ских пакетах. Выполнен анализ синтаксиса языков в таких программных паке-
тах, как Mathcad, Matlab и Mathematica. 
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Рассмотрены различные подходы к распараллеливанию программ, составлен-
ных с помощью данных систем.
Вторая глава посвящена разработке алгоритма распределения вычисле-
ний  ГА  с  использованием  процедуры балансировки  на  основе  упорядоченной  
очереди. Также в этой главе приведены расчеты показателей ускорения при  
традиционном и предлагаемом подходах к распараллеливанию. 
Для распределения вычислений ГА в рамках выбранной глобальной син-
хронной  схемы необходимо  использовать  параллелизм  задач.  При  генетиче-
ском моделировании процессов ТЛ такой задачей является процедура оценки 
приспособленности особи. В основе этой операции лежит расчет показателя ка-
чества аппроксимации  FOM, который  применяется во многих исследованиях 
ТЛ-процессов. Функция пригодности f имеет вид:
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где  Icalc –  расчетное  значение  интенсивности  термолюминесценции,  соответ-
ствующее данному набору параметров,  Iexp – экспериментальное значение ин-
тенсивности,  n  –  количе-
ство  экспериментальных 
точек. Таким образом, для 
определения  значения 
функции  пригодности 
необходимо  провести  ге-
нерацию пика ТЛ. В зави-
симости от параметров ки-
нетической модели данная 
процедура может быть вы-
полнена  за  разное  время. 
На рисунке 1 представлена 
диаграмма  распределения 
времени  оценки  для  256 
особей из одного поколения, полученная при проведении генетического поиска 
на однопроцессорной системе. Видно, что время расчета функции пригодности 
для отдельных особей может различаться в несколько раз. Подобный разброс в 
скорости оценки приводит к неравномерной нагрузке узлов ПВС на этапе син-
8
0 50 100 150 200 250
0
2
4
6
8
  
В
ре
мя
 о
це
нк
и 
ос
об
и,
 с
Номер особи
Рисунок 1 – Распределение времени оценки для 
особей из одного поколения
хронизации ГА, который выполняется каждый раз  после расчета  очередного 
поколения. 
Схема оценки особей из одного поколения, применяемая в традиционном 
глобальном ГА представлена на рисунке 2. Согласно данному подходу на на-
чальном шаге  (0)  производится  разделение  всего  множества  особей  на  Np=8 
равных частей и последующая их загрузка в Np процессоров. Во время дальней-
ших шагов (1-8) происходит поэтапное высвобождение узлов по мере того как в 
них не остается необработанных особей. Для того чтобы ГА смог продолжить 
свою работу, необходимо дождаться момента синхронизации, когда оценка бу-
дет проведена для всего поколения. Таким образом, узлы ПВС, которые освобо-
дились до момента синхронизации, будут простаивать без нагрузки.
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Рисунок 2 – Диаграмма занятости второстепенных узлов ПВС в традиционном  алгоритме 
распределения
Для устранения данного недостатка традиционной схемы распараллели-
вания ГА был разработан алгоритм балансировки нагрузки между второстепен-
ными узлами на основе очереди. Диаграмма занятости узлов ПВС при исполь-
зовании  предложенного  подхода  представлена  на  рисунке  3.  На  начальном 
шаге работы программы первые  Np=8 особей загружаются в вычислительные 
ядра, а остальные формируют очередь. По мере высвобождения узлов системы 
в них немедленно передается следующая особь из общей очереди.  В отличие 
от традиционной схемы, на этапе синхронизации предлагаемого ГА необходи-
9
мо дождаться расчета всего Np особей. Благодаря такому решению процессоры 
нагружаются более равномерно, что приводит к увеличению эффективности ра-
боты процедуры генетического поиска на ПВС. Так как механизм балансировки 
не делает различий в причинах задержки при вычислении функции пригодно-
сти, разрабатываемый ПК может применяться и на распределенных системах, 
которые представляют собой совокупность рабочих станций с разной произво-
дительностью.
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Рисунок 3 – Диаграмма занятости второстепенных узлов ПВС в предложенном алгоритме 
распределения
С целью анализа влияния,  которое оказывает  наблюдаемый разброс во 
времени оценки приспособленности особей на работу параллельного ГА, было 
проведено  моделирование  процесса  распределения  вычислений  с  помощью 
оригинального эмулятора ПВС. Используя данный инструмент, выполнен рас-
чет показателя ускорения Sp для традиционного и модифицированного ГА. Вы-
числения производились при количестве особей в популяции Ni = 256, количе-
стве поколений Ng = 10 и варьировании размера ПВС Np = {2,4,8,16,32}. График 
зависимости показателя Sp от количества узлов ПВС представлен на рисунке 4.
Можно заметить, что значения показателя ускорения Sp для предлагаемой 
схемы распараллеливания ГА превосходят соответствующие значения при ис-
пользовании традиционного варианта. Кроме того, применение адаптивной ба-
лансировки нагрузки узлов при решении задачи со схожими особенностями по-
казывает Sp(8) = 4.8 для  ПВС с восемью узлами, тогда как в предлагаемом под-
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ходе степень ускорения Sp(8) = 7,5. Следует так же принять во внимание то, что 
используемый эмулятор не учитывает время, которое расходуется на коммуни-
кацию между процессорами, а также время, необходимое для выполнения по-
следовательной части ГА.
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Рисунок 4 – а) время выполнения процедуры генетического поиска. 
б) ускорение работы ГА в зависимости от числа процессоров ПВС. 1 – идеальный случай; 
2 – модифицированный параллельный ГА; 3 – традиционный параллельный ГА.
На следующем этапе оптимизации алгоритма распределения вычислений 
для ГА была разработана процедура предварительной сортировки особей в рам-
ках  одного  поколения. 
Такое  упорядочивание 
возможно  только  после 
определения  вклада,  ко-
торый вносят параметры 
модели  ТЛ  в  задержку 
при  расчете  функции 
приспособленности.  В 
результате дробного фак-
торного  эксперимента 
были получены значения 
коэффициентов  функции 
отклика,  которые  могут 
использоваться  для  ран-
жирования особей. Выяв-
лены  параметры,  оказывающие  наибольшее  влияние  на  скорость  генерации 
кривых ТЛ. На рисунке 5 представлена диаграмма распределения особей одно-
го поколения в упорядоченной очереди. Применение сортировки на основе из-
11
0 50 100 150 200 250
0
2
4
6
8
  
В
ре
м
я 
оц
ен
ки
 о
со
би
, с
Номер особи
Рисунок 5 – Диаграмма распределения времени 
оценки для упорядоченной очереди особей
вестной функции отклика вносит заметный порядок в последовательность осо-
бей, благодаря чему наиболее медленные особи распределяются между узлами 
ПВС первыми. В результате работы улучшенного ГА на эмуляторе ПВС с Np=8 
были получены значения показателя ускорения Sp на 6% выше, чем для случая, 
в котором сортировка не использовалась.
Предложенный  алгоритм  распределения  вычислений  ГА  используется 
при выполнении сценариев вычислительного эксперимента, составленных с по-
мощью  высокоуровневого  скриптового  языка.  При  этом  распараллеливанию 
могут быть подвергнуты только операторы цикла,  в  теле которых обозначен 
вызов процедуры генерации кривых ТЛ. На этапе трансляции сценария форми-
руется множество наборов параметров модели  ТЛ, которые затем распределя-
ются  между узлами ПВС. Данный процесс осуществляется таким же образом, 
как и в случае расчета приспособленности особей в рамках одного поколения 
при  генетическом  поиске.  С  помощью  эмулятора  ПВС  выполнен  сценарий, 
представленный ниже:
report I,t
Ah[1] = 1E-9
for Ea[1] in (0.8,1.3,0.1)
    for An[1] in 1E-7,1E-9,1E-12
        ra = An[1]/Ah[1]
        run
Результатом работы скрипта является набор кривых 1-ловушечной моде-
ли OTOR для различных значений соотношения скоростей захвата и рекомби-
нации An/Ah и различных значений энергии активации Ea. Прогнозируемый по-
казатель ускорения при параллельном выполнении данной программы достига-
ет значения Sp = 3,9 при работе на ПВС с 4 узлами. 
В  третьей  главе представлены  основные  этапы  моделирования  ПК,  
включая определение требований к системе и ее анализ. В ней также рассмат-
риваются проектирование и реализация комплекса.
В результате анализа структуры прототипа «GenTL» были выделены под-
системы, ответственные за генерацию кривых ТЛ и работу процедуры генети-
ческого поиска. На основе полученных сведений была синтезирована структура 
параллельного приложения (рисунок 6). Центральным элементом структуры яв-
ляется блок управления, который обеспечивает взаимодействие между функци-
ональными элементами программы.  Генетический  конструктор  осуществляет 
параметрическую и структурную идентификацию моделей ТЛ, реализованных 
в  виде  отдельных  модулей  в  общем  контейнере  моделей.  Блок  анализа  ре-
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зультатов производит интерпретацию данных, полученных в результате моде-
лирования.
Для устранения недостатков прототипа в структуру были добавлены два 
новых элемента. Подсистема скриптового языка производит трансляцию и вы-
полнение сценариев, в которых могут использоваться операторы цикла услов-
ного перехода и присваивания. Блок распределения вычислений обеспечивает 
параллельное выполнение процедуры генетического поиска и сценариев вычис-
лительных экспериментов.
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Рисунок 6 – Структурная модель параллельного приложения. Серым цветом 
обозначены новые блоки.
На следующем этапе была синтезирована веб-сервисная архитектура ПК, 
одним из элементов которой является параллельное приложение. На рисунке 7 
представлен вариант использования ПК без интеграции с внешней информаци-
онной системой. В качестве аппаратного сервера в предлагаемом решении вы-
ступает головной узел ПВС. На нем размещается платформа Zope, обеспечива-
ющая взаимодействие между параллельным приложением,  операционной си-
стемой и веб-сервером.  Xранение параметров модели ТЛ, результатов работы 
процедуры параметрической идентификации, а также настроек параллельного 
приложения осуществляется в объектной базе данных Zope.
Для  обмена  с  внешними  потребителями  сервиса  применяются  распро-
страненные протоколы HTTP и SOAP. Такой подход позволяет физически раз-
делить ПК на информационную систему для обслуживания запросов пользова-
телей и средство параллельного моделирования ТЛ на кластерной ПВС. Также 
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разработана спецификация сервиса на языке WSDL, что упрощает интеграцию 
ПК со сторонними клиентскими приложениями.
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Рабочая станция ПВС
Веб-сервер
Параллельное 
приложение
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приложений
Объектная база 
данных
HTTP HTTP
Пользователь
Internet
Рисунок 7 – Архитектура разрабатываемого ПК
Основываясь на схеме синхронного глобального ГА и принципах работы 
подсистемы скриптового языка, были синтезированы алгоритмы, которые отве-
чают за функционирование параллельного приложения (рисунок 8). 
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Рисунок 8 – Модифицированный алгоритм прототипа ПК
Процедуры  оценки приспособленности в параллельном ГА и интерпрета-
ции в алгоритме обработки скриптов подвергаются распараллеливанию с помо-
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щью соответствующего блока в представленной ранее структуре приложения. 
Остальные шаги работы алгоритмов выполняются в последовательном режиме 
на административном узле ПВС.
Функциональная  и  информационная  модели  проектируемой  системы 
были описаны в нотации IDEF. Разработано техническое задание и осуществле-
но проектирование ПК.
На  этапе  реализации  ПК  выполнено  программирование  параллельного 
приложения и дополнительных модулей платформы Zope. Для обеспечения ме-
ханизма распределения вычислений ГА был использован низкоуровневый ин-
терфейс передачи сообщений MPI и распространенные библиотеки на его осно-
ве: “WMPI1.3” для операционной системы MS Windows и “MPICH2” для Linux. 
Кодирование приложения производилось на языке c++. Для описания пользова-
тельского интерфейса АРМ использовались веб-ориентированные средства сер-
вера приложения Zope, включая язык разметки DTML и язык Python. 
Четвертая глава посвящена тестированию разработанного ПК при по-
мощи процедуры генетического поиска моделей ТЛ с заранее известными па-
раметрами и структурой. В данной главе рассмотрена кинетическая модель  
ТЛ,  позволяющая учитывать неоднородность системы дефектов.  В рамках  
тестирования проведен расчет показателей эффективности распараллелива-
ния ГА на кластерной ПВС и на многоядерной рабочей станции для традици-
онной и модифицированной моделей ТЛ.
Генетический конструктор «GenTL», применяемый в данной работе, поз-
воляет одновременно проводить оптимизацию структуры модели и значений её 
параметров. Для этого используется обобщенная кинетическая модель ТЛ, на 
основе которой при помощи битовых «выключателей» могут быть построены 
базовые зонные схемы: «Одна ловушка – один рекомбинационный центр», си-
стемы взаимодействующих и невзаимодействующих ловушек, а также различ-
ные их комбинации. Общее количество параметров, задающих кинетическую 
модель, может достигать 60 и увеличивается при расширении системы диффе-
ренциальных уравнений за счет новых компонентов. Так учет дополнительной 
активной ловушки приводит к увеличению числа параметров на 6.
Для оценки влияния, которое оказывает размер факторного пространства 
модели ТЛ на общее время работы ГА, были выполнены тестовые запуски раз-
работанного ПК на кластерной ПВС типа «Beowulf» и на многоядерной рабо-
чей станции. При этом в качестве экспериментальных пиков для процедуры ап-
проксимации использовались кривые, сгенерированные с заранее известными 
параметрами. 
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На  рисунке  9  пред-
ставлен график зависимости 
степени ускорения от числа 
процессоров,  построенный 
на основе  замеров  времени 
работы  процедуры  струк-
турной  и  параметрической 
идентификации для  2-лову-
шечной  модели  OTOR без 
тушения.  Были использова-
ны  следующие  настройки 
ГА: число особей в поколе-
нии  Ni=250;  число  поколе-
ний Ng=200; число варьиру-
емых параметров R=26.
Из рисунка видно, что реальные значения показателя ускорения Sp отли-
чаются от расчетных. В первую очередь это связано с неучтенными в эмуляторе 
ПВС задержками на коммуникацию между отдельными элементами вычисли-
тельного  кластера.  Кроме того,  снижение  эффективности  распараллеливания 
вызвано работой последова-
тельной  части  программы, 
что  также  не  учитывалось 
во  время  предварительного 
расчета  степени  ускорения. 
Аналогичные  тесты  были 
проведены  с  помощью  4-
ядерной  рабочей  станции. 
Полученные  значения  сте-
пени  ускорения  оказались 
практически  идентичны 
расчетным, что можно объ-
яснить  отсутствием  в 
многоядерной  системе 
проблем с  коммуникацион-
ными задержками.
График зависимости времени выполнения генетического поиска от числа 
используемых вычислительных ядер для модели OTOR с одной ловушкой пред-
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Рисунок 9 – Степень ускорения ГА в зависимости от раз-
мера ПВС, на основе реальных замеров; 
пунктир – идеальное ускорение; 1,2 – расчетное 
и реальное ускорение соответственно
2 4 8 12 16
0
1
2
3
4
 
Число процессоров (N
p
)
В
ре
м
я 
ра
сч
ет
а,
 ч
1
2
Рисунок 10 – Время работы ГА в зависимости от размера 
ПВС, на основе реальных замеров. 
1,2 – 22 и 34 варьируемых параметров соответственно
ставлен на рисунке 10. Расчет проводился при разных настройках ГА: с варьи-
рованием 22 параметров в одном случае и 34 – в другом. Можно заметить, что с 
увеличением числа используемых процессоров разница во времени расчета при 
изменении числа оптимизируемых параметров становится менее заметной и со-
ставляет всего несколько минут при Np=16. 
Для тестирования механизма распределения вычислений при обработке 
программ вычислительного эксперимента сценарий, указанный в главе 3, был 
выполнен на рабочей станции с 4-ядерным процессором. Полученное значение 
показателя ускорения Sp=3.9 практически совпадает с расчетным. Для кластера 
с таким же числом используемых ядер – Sp = 3.9.
ОСНОВНЫЕ РЕЗУЛЬТАТЫ ИССЛЕДОВАНИЯ
1.  Разработан  программный  комплекс,  который  позволяет  проводить 
идентификацию моделей ТЛ на основе генетического поиска оптимальных па-
раметров моделей с применением методов параллельных вычислений. 
2. Проведен анализ существующих программных средств, используемых 
при решении задач параметрической и структурной идентификации моделей 
ТЛ-процессов в кристаллах. Выбран прототип разрабатываемого решения – ПК 
«GenTL».  Выявлены его  недостатки.  Проведен  обзор  различных  подходов  к 
распараллеливанию процедуры генетического поиска. Для использования в раз-
рабатываемом ПК выбран синхронный глобальный ГА.  Определен основной 
недостаток  данной схемы, способный снизить эффективность распараллелива-
ния – простой процессоров в момент синхронизации ГА.
3. Для повышения эффективности распараллеливания генетического по-
иска предложена и реализована процедура балансировки задач на основе очере-
ди для более равномерной загрузки узлов ПВС. Проведены расчеты скорости 
работы ПК в параллельном режиме с использованием эмулятора загрузки узлов 
вычислительной системы. Выполнен анализ влияния порядка задач в очереди 
на степень ускорения и предложены методы, позволяющие повысить эффектив-
ность распараллеливания при помощи сортировки очереди.  На основе предло-
женных  подходов  выполнено  алгоритмическое  и  функциональное  описание 
ПК.
4. Разработана подсистема скриптового языка, которая позволяет состав-
лять и выполнять сценарии вычислительных экспериментов в рамках рассмат-
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риваемой проблемы. Выполнение программ, описанных с помощью сценариев, 
может осуществляться в параллельном режиме с использованием тех же подхо-
дов к распараллеливанию, что и в случае работы ГА. 
5. Рассчитан показатель ускорения при распараллеливании процедуры ге-
нетического поиска на реальных ПВС. При запуске генетического алгоритма на 
кластере с 16 узлами может достигаться 14-кратное ускорение. На 4-ядерной 
рабочей станции значение Sp=3.9. Схожие результаты получены и при выполне-
нии сценариев вычислительного эксперимента.
6.  Практическим  результатом  исследования  является  разработка  про-
граммного комплекса, позволяющего:
– значительно повысить скорость выполнения параметрической и структур-
ной  идентификации  моделей  термолюминесценции  по  сравнению  с 
основным аналогом  GenTL за счет использования параллельных вычис-
лительных систем;
– составлять  сценарии  вычислительных  экспериментов  при  помощи 
встроенного скриптового языка и выполнять их на ПВС;
– работать с исследуемыми моделями удаленно, используя для этого веб-
ориентированный интерфейс пользователя.
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