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In this work, we compare the continuous wavelet transform (CWT) energy
density template matching to a standard technique, for the classification of targets
in synthetic aperture radar (SAR) imagery. We also evaluate the robustness of the
two template matching schemes against reduced signal-to-clutter ratios (SCR).
The data we are using was obtained from the MSTAR (pubhc) data base.
The comparison is performed in two domains of the image, namely the hnear and
logarithm domains, where each domain has a particular characteristic that either
enhances or suppresses certain target features against the background clutter.
Our method specifically uses target features obtained by computing the
energy densities of the image at various relevant scales and orientations for both
the train and test set, where the classification of targets is accompHshed by the
determination of the meiximum correlation of a test image to various templates
generated with the train set. The robustness of the template matching techniques
is determined by the probabihty of correct classification as the SCR is reduced.
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This thesis is part of a Department of Defense funded automatic target
detection and recognition (ATR) project. Our aim is to show the advantage of
using the continuous wavelet transform (CWT) template matching for classifying
targets in Synthetic Aperture Radar (SAR) imagery, especiaRy at low signal to
clutter ratios (SCR). An awareness of the ATR necessity and an understanding
of its limitations, is instructive in order to appreciate the motivation behind the
-/ use of the CWT.
The military has been successfully using SAR systems for reconnaissance
missions over the last few decades, and because of the past success of these sys¬
tems, the military has invested in next generation SAR systems that are sched¬
uled for deployment within the next few years. The new systems will increase the
amount of data needed to be scanned for possible threats, and the data rates that
will result wiU overwhelm human image interpreters. ATR allows analysis of data
at rates that make it possible to process the huge amounts of data that wiU be
coUected by these new systems.
ATR is the processing of sensor data to detect, localize, and recognize tar¬
gets. A target type has distinguishing physical characteristics which can be sensed
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to enable its discrimination from another. The sensor type maybe forward- look¬
ing infrared (FLIR), laser, acoustic, or millimeter wave. In this study, however,
we restrict our work to SAR images. ATR is difficult because of the large number
of components involved in recognizing the target. Beside the problems associated
with sensor limitations, there are two primary sources of difficulty: Target Ap¬
pearance and Environmental Conditions.
A target’s appearance will be affected by variations in its pose (the relative
orientation between the sensor and the target), configuration differences such as
a retraction or extension of an articulated part. Additionally, how the target is
operating at the time it is sensed will affect its appearance; Any variation in the
target’s material will affect the quantities measured at the sensor. These varia¬
tions, some or all of which may be due to camouflage, can cause mis-classification.
In general, environmental conditions and changes in background will affect
how well the target’s distinguishing features can be detected, however SAR can
see through severe environmental conditions such as rain and fog, which would
ordinarily distort the resulting target signature ofmost sensors, although for SAR,
the resulting target signature changes with respect to the nominal target image
collected on a clear day. The presence of clutter will make the process of reli¬
ably detecting targets more difficult. Clutter arises due to the presence of objects
which are not of interest. Clutter is generally wide-spread, whereas targets appear
relatively infrequently.
Many ATR algorithms can be divided into three processing stages, which
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consists of (1) a focus of attention (FOA) algorithm (or first level detection) to
find hot spots in the image, (2) a second level detection to remove false alarms
due to clutter and (3) a final recognition stage to identify and classify the targets
that passed the first two stages [1]. The first stage has the lowest computational
complexity, since it must screen out the most data, while the final stage is the
most computationally expensive step. The recognition stage, however, does not
slow down the system since the earlier stages have ehminated all but the most
probable ground patches containing a target.
In this study we do not examine the detection theory aspect of ATR. Ka¬
plan and Murenzi [2] have applied the 2-dimensional (2D) CWT to the detection
and feature extraction of one foot resolution SAR data, and found it effective at
making targets stand out from their backgrounds.
There are numerous processing paradigms which are applied to overcome
target appearance and environmental difficulties. In general, as the processing
technique becomes more complex, recognition performance improves, but at the
expense of more computation, sensor resolution, and system sophistication.
In practice, many currently fielded systems are based upon some sort of
template matching scheme. Template matching is attractive due to its simplic¬
ity, and is an appropriate method for target recognition under ideal conditions
of targets with no appearance variability. However, it has the disadvantage of
being sensitive to severed factors, such as target appearance variation, template
and test image geometry mismatches, and the presence of confounding clutter.
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Performance can be improved by increasing the number of templates used to rep¬
resent the many conditions and appearances of a target. However, increasing the
number of templates to cover all of the conditions that affect a target’s appear¬
ance soon becomes impractical. More complex approaches attempt to overcome
these difficulties by employing statistical pattern recognition, model vision based
methods, or neural networks. Details of these techniques are reviewed in Bhanu
et all, 1997 [3], and Dudgean and Lacoss, 1993 [4].
In this work, we compare the standard template matching to the CWT.
The particular template matching technique we are using is a determination of
the minimum Euclidean distance of the target to the template, which is also the
maximum correlation. Additionally, the performance of both the standard tem¬
plate matching and the CWT at different SCR is investigated.
The data we are using was obtained from the MSTAR (public) data base.
Our study is done on images of three different tank types. The comparison of
the standard template matching to the CWT is done in the linear and logarithm
domains of the target chips.
In order to study how robust the template-based technique performs against
reduced SCR in the testing chips, we develop a clutter model by adding noise to
the testing chips, thereby forming new target chips.
This thesis begins with Chapter 1, which introduces the ATR problem.
Chapter 2 provides an introduction to SAR imagery and the justification of the
SAR clutter model. An introduction to the 2-dimensional (2D) wavelets and the
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continuous wavelet transform together with the energy density are presented in
Chapter 3. Chapter 4 begins with a brief introduction to classification, with an
emphasis on template matching. Chapter 5 gives an explanation of how the exper¬
iment is conducted, followed by the results and analysis. Finally, the conclusions
are presented in chapter 6.
Chapter 2
Synthetic Aperture Radar
2.1 How Resolution Is Defined
Resolution distance is the smallest distance that two points on the ground may
be separated and stUl be discerned individually by the radar. The separation is
usually expressed in terms of range component dr and an azimuth or cross range
component da. The azimuth component is orthogonal to the line of sight from the
radar. A resolution cell, or ”pixel” (for picture element), is a rectangle whose sides
are dr and da. Radar images are typically sampled so that the spacing between
pixels is smaller than the resolution dr and da, which enables the mainlobe of a
point target to occupy more than one pixel.
Resolution distance and resolution cell size generally define the quality of
/
the ground maps produced by a radar, which is gauged primarily by the ability
of the radar to resolve closely spaced features of the terrain.
2.2 Factors Infiuencing Choice of Cell Size
The more important factors infiuencing the choice of cell size are the object
6
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size that must be resolved, the amount of signal processing required to produce
the maps, and the task of interpreting the maps once they have been made.
In ATR, the issues for cell size comprises of having more pixels on the target
for better ATR performance, the high cost of obtaining the necessary bandwidth
for dr, and the collection time for achieving fine azimuth da, which becomes more
prohibitive as the cell size is reduced. Les Novak [1] has studied the performance
of ATR at various resolutions, and his studies show that there is no significant
gains for ATR beyond a 1 foot resolution. How large the resolution cells can be
and stiU provide useful ground maps depends upon what the maps are used for.
In this work, we are interested in recognizing the shapes of objects on the ground,
such as vehicles, houses, and small buildings, where the resolution is ~ 30/<. As
a rule, the required resolution distance [5] is somewhere between ^ and of
the major dimension of the smallest object to be recognized.
2.3 Achieving Fine Resolution
In general, fine resolution is more readily obtained in range than in az¬
imuth. So we’U consider range resolution first.
The resolution that may be obtained in range amounts to about 500 feet
per microsecond of pulse width. Fine range resolution, therefore, can be obtained
simply by narrowing the pulses. Whereas a 1 microsecond pulse yields a resolu¬
tion of only about 500 feet, a 0.1 microsecond pulse yields a resolution of about
50 feet, and a 0.01 microsecond pulse, a resolution of about 5 feet.
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The principal limitation on how narrow the pulses may be made is the
width of the band of frequencies that can be passed by the transmitter and re¬
ceiver. To pass the btilk of the power contained in the pulses, the 3-dB bandwidth
must be on the order of ^ hertz, which means that for a 0.01 microsecond pulse
width, the bandwidth must be on the order of 100 megahertz. Naturally, trans¬
mitting extremely narrow pulses greatly reduces the average transmitted power,
but this problem can be avoided by employing pulse compression.
The commonly used pulse compression techniques are linear frequency mod¬
ulation (chirp) and step frequency modulation. Stimson [5] gives a thorough ex¬
planation of these techniques. In chirp, the frequency of each transmitted pulse is
continuously increased or decreased, and the received pulses are passed through
a filter, which introduces a delay that increases or decreases with frequency. The
successive increments of a pulse, therefore, bunch up. The width of the com¬
pressed pulse is 2^, where AF is the total change in frequency. Chirp has the
advantage of providing large compression ratios and being simple.
How readily wide bandwidths may be obtained depends primarily on the
radar’s operating frequency. For any one frequency, as the required bandwidth
is increased, a point is ultimately reached beyond which the hardware becomes
increasingly difficult, hence costly, to design and build. One hardware item for
which bandwidth is more critical is the antenna ( if a planar array is used.)
Azimuth resolution is application dependent, and the approaches taken to
obtain fine azimuth resolution vary considerably. Using a real aperture antenna.
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azimuth resolution distance is roughly equal to the 3-dB beamwidth of the antenna
times the range. The 3-dB beamwidth (in radians) roughly equals the wavelength
divided by the length of the antenna in units consistent with the wavelength. So,
for a given range, fine resolution can be obtained by operating at a very short
wavelength or employing a long antenna, or both. In the atmosphere, because of
severe attenuation at the shorter wavelengths, the minimum practical wavelength
for long range mapping is around 3 centimeters. In airborne applications, the
length of the radar antenna is usually severely limited by the dimensions of the
aircraft. However, to obtain resolutions fine enough for recognizing the shapes
of even fairly large objects at long ranges, we must resort either to an impracti-
cally long antenna or use wavelengths so short that the radar must contend with
severe attenuation in the atmosphere. The answer to this dilemma is to create
an antenna of the desired length synthetically, the process called synthetic array
(aperture) radar, SAR.
2.4 Synthetic Array Radar
SAR takes advantage of the forward motion of the airborne radar to pro¬
duce the equivalent of an array antenna which may be thousands of feet long.
A radar system generates SAR imagery by transmitting and receiving a
series of pulses as the radar platform follows an approximately straight line flight.
The transmitted signal consist of a linear frequency modulated pulse, i.e. chirp.
The returned signal consists of a sum of weighted and shifted versions of the chirp.
10
The time delay represent the round trip travel time between the platform and a
scattering center. The weights represent the reflectance of the scatterers. The
reflectance is a positive value proportional to the radar cross section (RCS) of the
scattering object. The SAR system measures the raw video phase history (VPH)
data by matching the received signal to a chirp reflected from a designated point
near the ground known as the central reference point (CRP). Proper coherent
processing of the VPH data collected at the various points along the aircraft tra¬
jectory when the radar is in receive mode allows the SAR system to generate a
two dimensional image of scattering strength versus range and azimuth [6].
The range resolution is obtained through the bandwidth of the chirp,
d,=
2BJ (2.1)
where c is the speed of light, and is the bandwidth of frequencies covered by
the chirp or step frequency.
The azimuth resolution is achieved by the length of the synthetic aperture
created by the flight of the aircraft, and is given by
^ - A (2.2)
where A is the wavelength of the pulse, and 9 is the polar-angle between the line
of flight and the CRP.
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The end result of the SAR processing is the 2D map which actually repre¬
sent a projection of the reflectance of all the scattering centers in the image onto
the slant plane. The slant plane is the plane containing the line of flight of the
aircraft and the CRP. Considering the real 3D world, let p{x,y,z) represent the
reflectance of a scatterer at point {x,y,z) where the CRP is located at the origin.
The a:-ajds represents range, the y-axis is cross-range, and the z-axis is elevation.
The absence of a reflector at point {x',y',z') means that p{x',y',z') = 0.
By pointing a reasonably small antenna out to one side and summing the
returns from successive pulses, it is possible to synthesize a very long side-looking
linear array. The outputs of the array are synthesized in a signal processor from
the returns received by the real radar antenna over periods of up to several seconds
or more. The processing may be done either optically or digitally.
2.5 SAR Target And Clutter Model
Clutter is defined as the returned energy of objects in a scene, which are not
part of a target of interest. The clutter model is developed under the assumption
that a scattering center wiU have a reflectance that is Rayleigh distributed and
that the reflectance of surrounding scattering centers are independent. Since the
clutter model is over a local region covering only the 128 x 128 target chip, we also
assume that the variance of the distribution is constant over the entire chip region.
A heavier tailed distribution is necessary to represent the returns from cultural
clutter objects such as buildings. In this work, we consider only the effects of
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natural clutter such as grass and trees. Additionally, we take into account the
effects of clutter layover [7], where the returns from trees can layover the target
and shadow pixels. Figure 2.1 shows a target of interest (tank) next to a tree,
illustrating the layover effect.
Figure 2.1: Example of scene where tree clutter will layover the target and target
shadow in a SAR image due to the line of integration which is orthogonal to the
slant plane.
Under the stated assumptions, we model clutter by adding complex white
Gaussian noise to the complex SAR image, thereby resulting in a clutter intensity
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that is Rayleigh distributed. New target chips are generated at different clutter
intensities by taking the magnitude of the complex target chips after the addition
of the synthetic clutter.
The reflectance function can be divided in terms of the contribution due
to the target and the clutter. The target reflectance is the sum of the intensities
of all target scattering centers, i.e.
N.
T{x, y, z) = ^ aiS(x -x',y- y', z - z') (2.3)
t=i
where Cj is the RCS of the i-th scattering center which is located at {xi,yi,Zi).
Natural clutter is modeled as a collection of many small scattering centers that
fall under one resolution cell where each scatterer is independent of the others.
Therefore, the reflectance of each point in the 3D space due to clutter is tj{x, y, z),
where 77 represents a Rayleigh distributed random process with mean fi and cross
correlation
r[x,y,z]x\y',z'] = E[{r]{x,y, z) - n){r](x\y', z') - y.)] (2.4)
= - l)fi^S{x - x',y-y',z - z').
TT
The reflectance of the scene is then
p{x,y,z) = T{x,y,z) + r){x,y,z).
14
The actual SAR image is then
',z')€Kx
fix', y', dy', dz' (2.5)
where the intensity of the pixel {x,y) is obtained by an integral along the locus of
points forming a line that intercepts (x,y,0) and is orthogonal to the slant plane,
i.e.
Ra.={x', z' : x' — z'tan'll) = x},
and n is the normal vector pointing from the synthetic aperture center to the
CRP, i.e.
n = {cosjI)cos9, cosif)sinO,sind).
Note that ^ is the grazing angle, 8 is the squint angle, A is the wavelength. For X-
band SAR, the wavelength is roughly 0.1 feet. The phase term in the line integral
wiU vary uniformly over a number of cycles since the line integral is evaluated
to cover a clutter height in the order of feet (to model trees). The result of hne
integration of the clutter reflectance term 7/(x,y,z) leads to complex white noise
whose magnitude is Rayleigh and phase is uniform. In other words, the I and Q
components are uncorrelated Gaussian noise. The variance of the resulting noise is
uniform over (x, -y) because the statistics for rf(x, y, z) are stationary over the local
target chip area. The projection of the 3D reflectance onto the slant plane means
that a pixel intensity for one resolution ceU can represent the sum reflectances due
to target scattering and clutter scattering. The phenomena is known as layover
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[8]. In addition, the clutter reflections may layover shadow regions. In reality, an
accurate clutter model takes into account that the line integral for shadow regions
wiU contain occluded clutter reflectance where r]{x,y,z) = 0. For our worst case
clutter model, we ignore the effect of occlusion so that the variance of the white





Wavelets are used in numerous applications and in various disciplines. A
wavelet is simply a mathematical construct that must satisfy a number of con¬
ditions. These mathematical constructs are multi-dimensional. Since we are pri¬
marily interested in applications to 2D images, we focus on the 2D wavelets.
A 2D wavelet can be defined in the space-domain as a complex-valued function
€ L^{R^,d^x), where x is the vector sum of the spatial components (xi,®2).
In the frequency domain, the wavelet can be defined as a complex-valued function
V* G L^{Rr,(Pk), where k is the vector sum of the spatial frequency components
(ki,k2).
For a complex-valued function to be considered a wavelet, it must satisfy
the following conditions
1. is square integrable € L^{R,(Pk))',
16
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2. is an admissible vector, i.e., the integral
lfcp
< oo (3.1)
converges which for most cases implies
V’(O) = 0,
which in turn implies the zero mean condition
J = 0.
The zero mean condition implies that the wavelet ip must be oscillating.
Two of the more popular wavelets are:
1. The Mexican hat wavelet.
2. The Morlet wavelet.
3.1.1 The 2D Mexican Hat Wavelet
The 2D Mexican hat wavelet, in its isotropic version, is simply the Lapla-
cian of a Gaussian.
V’M*)=(2 - i*r)«Jtp(-ji*r)- (3.2)
18
This is a real and rotation invariant wavelet, with vanishing moments of order 0
and 1.
In its anisotropic version, the 2D Mexican hat wavelet, which is shown in
Figure 3.1 in both the space and frequency domain, is given by.
= (2- |/l£|’)exp(-i|/lS|’), (3.3)
Figure 3.1: The 2D anisotropic Mexican hat wavelet 'iI^h with e = 5,a = 1,9 =
7r/3: (left) in position space; (right) in spatial frequency space.
where
,e>l (3.4)
is the anisotropy matrix.
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3.1.2 The 2D Morlet Wavelet
The 2D Morlet wavelet is an oriented wavelet. Figure 3.2 shows rotated
and scaled Morlet wavelets tiled together in spatial frequency space.
The 2D Morlet wavelet is given by,




Figure 3.2: Rotated and scaled Morlet wavelets tiled together in spatial frequency
space.
The correction term is necessary in order for the wavelet to satisfy the
zero mean condition. This correction term is ex'p[—'^{\Ax\^ + |A;op)], which forces
^(0) = 0. However, the correction term is numerically negligible for |A:o| > 5.6.
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The anisotropy matrix A is the same matrix used in the Mexican hat, and the
parameter ko is the wave vector. Anisotropy is introduced by taking e > 1, and
angular selectivity increases with |/5o|-
The wavelet smoothes a signal in all directions, and detects singularities in
the direction perpendicular to k^. This is due to the phase of the wavelet being
constant in the direction perpendicular to Asq.
3.2 Elementary operations on images
An image is a two-dimensional signal of finite energy, which can be rep¬
resented by a complex-valued function defined on the real plane B? and square
integrable, i.e. a function s G L^{R^ ,(Px):
||s||® = J d^x\s{x)\^ < oo (3.6)
For a black and white image, the above equation must be bounded and non¬
negative, which impHes that
0 < s(a) < M < oo,V« G
The discrete values of s(x) corresponds to the level of gray of each pixel.
The Fourier transform of the signal s is given by
S(k) = — / (fke-'^-^s(x),
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where k € is the spatial frequency and k-x = kiXi + ^22:2 is the inner product.
The Fourier transform is unitary, i.e.,
seL\R,d^k),
The total energy of the signal is conserved across transforms, satisfying parseval’s
relation that
In the space L^(R?,d^x) of signals, there are three elementary transformations of
the plane, which are represented by the following unitary operators:
1. translation: (T^s)(i) = s[x — 6), 6 G R^
2. dilation: (D“s)(x) = ^•s(|),o > 0
3. rotation: {R^s){x) = s(r_e)(x),0 E [0,27r) where b is the displacement
parameter, a > 0, the dilation parameter, 9 the rotation angle, and the
rotation matrix rje50(2) which operates on ® = (a;i,a;2):
re(x) = (a; cos 6 — y sin a: sin ^ + y cos ^), 0 < 0 < 27r.
A combination of the three above operators results in one unitary operator:
n{a,e,b) = T^D^^R?
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This unitary operator acts on any given signal s as:
(0(a, 9, 6)5)(x) = s g^{x) = -s{r_si-—^)). (3.7)
A translation in the space-domain is equivalent to a phase change in the
frequency-domain, and a dilation in the space-domain is equivalent to a contrac¬
tion in the frequency-domain. The Fourier transforms of the translation, dilation
and rotation operators are given by:
1. J^{s{x-b)) =
2. :F(5(f)) = aH{ak)
3. .F(s(r_«(x))) =
A combination of the above operators results in one unitary operator, which acts
on the Fourier transform s of any given signal s, given by
This result is exactly the Fourier transform of the single unitary operator obtained
in the space-domain by the combination of the three operators.
The three unitary operators T**, D“, and their combination fl{a,0,b)
satisfy all the conditions that define a wavelet, therefore any function i’aeb ~
n(a,9,b)'^ obtained from the wavelet V’ by a translation, dilation, or rotation is
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also a wavelet, enabling the given mother wavelet ^ to generate an infinite family
of wavelets{'0^ g 5} indexed by elements a > 0, 0 e [0,27r), b e R^.
3.3 The Continuous Wavelet Transform
Given an image s G L^{R^yd^x), its continuous wavelet transform (with
respect to the fixed wavelet tp) S = W^s, is the scalar product of s and the
transformed wavelet g g} considered to be a function of (a, 9, b) G G:
S{a,9,b) =






The wavelet ip must have one vanishing moment, but one may choose a wavelet
with more vanishing moments in order to enable the wavelet to detect or ignore
singularities of various order derivatives in an image.
Given a wavelet ip with n vanishing moments, i.e..
j d^xx°‘y^ip(x) = 0,1 < a + 0 < n, (3.11)
then the wavelet transform (WT)IV^ is blind to polynomials of degree up to n,
meaning that W,/, detects singularities in the (n+l)th derivative of a signal.
24
The main properties of the CWT (W^^) : s G ,<Px) i—y 5 G L^(G,dg),
dg = a~^dad0d^b defined by [W.^s]{a,0,b) =
1. is linear m the signal s;
2. is covariant under translations, dilations and rotations which means
that the correspondence : s(i) S{a,0,b) impHes the following:
: s{x — So) 1-^ S{a,0,b — So),
: -s{—) ^ S{—,0,—), (3.12)
Oo ao ao ao
: s{r0,{x)) S{a,0 - 0o,r^eo{b))-
3. conserves energy:
ci'l j = Jd‘i\4x)f, (3.13)
i.e., it is a Bnear isometry from the space of signals L^(R^ ,d^x) into the space of
transforms Tig,, a closed subspace of L^{G,dg), where dg = a~^dad0d^b. Since it
is a Hnear isometry, the map Wg, is invertible on its range 7f^, where the inverse
transformation is the adjoint of Wg,. An image ^(s) can be reconstructed from its
wavelet transform S{a,0,b) by the formula
= / j^^M<eU,,^x)S(a,e,b). (3.14)
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this decomposes the image in terms of the analyzing wavelets g g, with coeffi¬
cients S{a,9,b).
3.4 Implementation and Interpretation: The
Two Basic Representations
In practice, there is a problem of computation and visualization of the
CWT. 5(a, 6, b) is a function of four variables, two position variables bj and b2, the
scale parameter a, and the rotation (or anisotropy) angle $. The pair acts
as the spatial frequency, expressed in polar coordinates, thus the four-dimensional
parameter space of the 2D CWT may be interpreted as a phase space [9] .
Using two-dimensional sections of the parameter space, the CWT can be
represented in two ways [10, 11].
1. the position representation, where a and 9 are fixed and the CWT is consid-
ered as a function of position b alone (this can be viewed as a convolution
on position over all scales and angles).
2. the scale-angle representation, which for fixed b, the CWT is considered as
a function of scale and angle {a, 9), i.e., of spatial frequency (this can be
viewed as a convolution on spatial frequency over all position).
For image processing, the position representation is the standard, due to its ability
to detect position, shape and contours of objects. The scale-angle representation
is preferred whenever angular selection is important, particularly when directional
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wavelets are used. However, both representations are needed for a full understand¬
ing of the properties of the CWT in aU four variables.
3.5 Energy Density
Given an image s G L^{R^,(Px), and its Fourier transform J 6 L^{R^,(Pk),
|5(®)|* and |5(A:)P are energy densities. The wavelet transform conserves energy
across transforms, thereby satisfying parseval’s relation. This implies that
j (Px\s{x)^ = J d^k\s(k)\^ = j J J ^d6di^^S{a,9,b)\^, (3.15)
where S{a,9,P) € {L^{R\ x ([0,27r]) x R^,^d9(Pb)) = is the wavelet
transform of the signal s. |5(a,0,6)|^ is the energy density of the signal as a
function of position, scale and orientation. There are six possible energy densities:
• Space (range and aspect) energy density:
1*00 (1(1 /•2ir
Er2{b.,by)= — d9\S{a,9XA)\^ (3-16)Jo Jo
• Scale-angle energy density:
/-l-oo f+oodb, / dby\S{a,9,b,,by)\^• o J—oo (3.17)
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• Anisotropy and aspect energy density:
/•OO fjfj /*oo
E^s{e,a)= ^ dl6||6||5(a,^,|6|,a)|=* (3.18)Jo CL Jo
• Scale-range energy density:
^i3(a,|61)= r r da\S{a,0,\b\,a)\^
Jo Jo
(3.19)
• Anisotropy-range energy density:




• Scale-aspect energy density:







An image is a set of points in a plane, each with its own luminance and
possibly color. A differentiation can be made between binary images (two distinct
luminance values), grey-value (monochrome) images and color images; in this work
however, we only use grey-value images, which can be completely described by
the luminance at each point.
Image processing is defined as manipulating images in various ways, in
order to:
• Code an image, useful for reduction of required storage space or transmission
time;
• Reconstruct an image, reducing distortion and / or noise;
• Enhance an image, as pre-processing for further interpretation;
• Extract information from the image.
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We use image processing techniques from the pattern recognition literature
to perform ATR.
4.1.2 Pattern Recognition
Pattern recognition is concerned with discriminating objects on the basis of
information available about these objects. Each distinct bit of information about
objects is called a feature. In this work, the features are just a set of pixel values
of our image.
To build a pattern recognition system, prior knowledge about the problem
is necessary. This knowledge is usually in the form of a dataset, the learning set.
Sometimes, this is already a set of features. It may also be just raw data, although
in the broadest sense, raw data can also be called features. Raw data often
contains too much non-essential information, therefore a process called feature
extraction is used to get information suitable for use in classification. This process
is also used to lower the number of features, in order to lower the dimensionality
of the input and thus the (computational) complexity of the pattern recognition
mechanism.
4.1.3 Classifiers
The objective of pattern recognition is the design of a classifier, a mech¬
anism which takes features of objects as its input and which results in a classi¬
fication A, a label or value indicating to which class the object belongs. This is
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done on the basis of the learning set: a set of objects with a known labeling. The
classifier’s performance is usually tested using a set of objects independent of the
learning set, called the test set.
A classifier can be represented mathematically by a mapping S : x —* X,
where ® G iE” is a vector of n features and A is a label.
The error in a classifier is usually the percentage of objects classified wrong.
Errors can have one of two causes: wrong classification, or class overlap: some
range of feature-values occuring for more than one class. If the probability density
functions of the classes’ features overlap, no classifier can flawlessly discriminate
objects belonging to them.
Numerous methods can be used to implement a classifier, some of which
include:
• The Bayes optimal classifier
• Linear classifiers
• Quadratic classifiers
• The A:-nearest neighbour classifier
• Artificial neural networks
• Template Matching
In this work, we use the Template Matching classifier.
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4.2 Template Matching
Template matching is a technique used to isolate the average feature for
each class using training data. These features can be single pixels or contours
extracted from the image. Once a template is formed, an unknown target is
classified as belonging to the class of the closest template.
Consider a training set, consisting of objects(targets) divided into Q classes,
Xj, each class j having Pj prototypes, = [X^, ...Xf ...,Xp^), and an unknown
object (target), Y, that we wish to classify as target Xj. The templates are formed
by computing the mean M for the element of class j.
(4.1)
Given an (N1 X N2) matrix of the feature vector and the template, the Euclidean
distance d is found by
1 m JV2
d{XiY) = k) - it, k)r (4.2)
Y is classified as target Xj by taking the minimum of the set {dj,j = 1,...,(5}.
Clearly a template matching system is a minimum-distance classifier. However,
given that both the template and feature vector are properly normalized, then
a minimization of the distance between the feature vector and the template is
equivalent to a maximization of their correlation, where the result will be an image
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with high values where there is a strong correlation (that is, where the template
matches part of the image) and low values elsewhere. Correlation requires less
computation, therefore we use it.
Some kind of matching criterion is often used in template matching. This
is usually a threshold, applied to the image resulting from the convolution between
an image and a template. This threshold will make sure features are detected only
if they result in a large response in the convolved image.
Template matching is a natural approach to pattern classification. It will
not work on aU problems, but when it is appropriate it is very effective. It works
well when the variations within a class are due to ’’additive noise”, but declines in
performance when there are other distortions, such as rotation, shearing, warping,




As previously stated, we are using SAR images obtained from the MSTAR
(public) data base. The train and test set are one foot resolution X-band SAR
target chips of size 128 x 128. The target chips are image matrices of tanks. There
are three different tank types, the T-72 tanks, the BMP-2 armored personnel
carriers (APCs), and the BTR-70 APC. The T-72 and BMP-2 each have three
vehicles with different configurations, where each configuration is identified by a
serial number. The three serial numbers of the T-72 and BMP-2, together with
the BTR-70 give a total of seven serial numbers. For each serial number in the
test set, there are approximately 196 images of the tank at different aspect angles,
ranging from 0® to 360°. Each image consists of the tank, the shadow of the tank,
and the clutter background. However, the target information is concentrated in
a relatively small area of the image, allowing us to extract the target region from
the image. This results in a new 96 x 64 image matrix consisting of the tank,




The train set consists of 1622 target chips, all of which were obtained at
an elevation angle of 17°, while the test set consists of 1365 target chips, obtained
at an elevation angle of 15°. The train set (learning set) is used to form the
templates, and each image in the test set is classified as a particular type by
finding the best match of the test image to the various constructed templates.
5.2 Implementation
We implement two types of ATR experiments. Both experiments are con¬
ducted in the linear and logarithm domain. The logarithm domain is a pointwise
nonlinear transformation of the image matrix, i.e., the operation is performed on
each pixel of the image matrix. Finally, we make a transformation of each of the
above domains to the wavelet domain, and repeat the experiments.
Type I
Using the train set, we construct the templates by averaging. This method
comprises of averaging the three configurations of the T-72 and BMP-2. For each
of the seven serial numbers, all the images within a 5° range are used to construct
a template of each tank type. However, for the T-72 and BMP-2 which consist
of three serial numbers each, the template for a given 5° range of each tank type
is constructed by taking the average of its three serial numbers, making it con¬
figuration independent. Covering the range of aspect angles, we end up with 72
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templates of each tank type, for a total of 216 templates. Figure 5.1 shows three
templates constructed within a 5° aspect angle.
(a) (b)
Figure 5.1: Configuration independent templates constructed from train images
in the logarithm domain at aspect angle 5° to 10°. (a) T-72, (b) BMP-2, (c)
BTR-70.
The test set is used to evaluate the performance of the templates by match¬
ing each test image to the 216 templates. The best match is determined by the
minimum Euclidean distance, or maximum correlation of the test image and the
template.
Type II
Again, using the train set, we construct templates at 5° ranges. However,
for the T-72 and Bmp-2, the template for a given 5° range is constructed for each
of the three serial numbers, making it configuration dependent.
Covering the range of aspect angles, we end up with 72 templates of each serial
number, for a total of 504.
Using the test set, and grouping at 5° ranges, each normalized test image
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matrix is matched to all the 504 templates, where the best match is determined
by the maximum correlation of the test image and the template.
Ideally, a given test image, at a given aspect angle, of a given tank type,
wiU match with the template of the same tank type within a 5° range of the same
aspect angle.
5.2.1 Linear Domain
In the linear domain, the images are used as is,
the target chips are used as features. Figure 5.2 shows
chips. For the image matrix /, the mean /x/, and the
found, and the image matrix is then normalized by
In = {I - (5.1)
i.e. the intensity values of
three linear images of test
standard deviation (T/ are
(a) (b) (c)
Figure 5.2: Linear images of test chips, (a) T-72 at aspect angle 328.79°, (b)
BMP-2 at aspect angle 304.49°, (c) BTR-70 at aspect angle 260°.
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The normalized image matrix has zero mean and a standard deviation of
one. Both the train set and test set are normalized. The normalization helps
to limit the effect of variabihty of SAR signatures at different collection times
due to radar calibration differences, and it allows for each target chip to equally
contribute in the formation of templates. Furthermore, the normalization allows
for the correlation to be bounded by one [7].
Given X number of normalized image matrices within a given
5° range, a template T is constructed as follows:
A resultant image matrix Ixotai is generated by
X
iTotal - Im (5.2)
1=1





However, in the Type I experiment, for the T-72 and BMP-2, the number of
images found in a given 5° range for the three serial numbers is xl, x2 and xZ.
The resultant image matrix is found by
xl x2 a;3




In this case, within a given 5“ range,
/Tp otctl
“
{xl + x2 + xZ)
making configuration independent. For T^, the mean fix and standard devia¬
tion try are found, and the normalized template becomes
T = {Tu - fix)
(Tx
(5.6)
The final template is then T = T„.
5.2.2 Logarithm Domain
Figure 5.3 shows three logarithm test images. The transformation of an
image matrix I from the linear to logarithm domain is accomplished by
Id!) = 20 log I (5.7)
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Figure 5.3: Logarithm images of test chips, (a) T-72 at aspect angle 328.79°, (b)
BMP-2 at aspect angle 304.49°, (c) BTR-70 at aspect angle 260°.
SAR imagery is usually visualized in the logarithm domain so that the
reflections due to the background clutter can be visualized in conjunction with
the strong corner reflections. For target chips, the logarithm images bring out the
overall target shape and highlight the shadow region. The logarithm transforms
puts images into the decibel scale. Both the train set and test set are transformed,
and by finding the mean and standard deviation, they are normalized as in the
linear case to have a mean of zero and a standard deviation of one. The subsequent
steps of forming the templates and classifying the unknown targets are the same
as in the linear domain.
5.2.3 Wavelet Domain
The CWT, or more specifically, its energy density, is used to transform
an image matrix / from any of the two previous domains to the wavelet energy
density domain. Figure 5.4 shows the energy density of three hnear test chips.
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while Figure 5.5 shows the energy density of the same test chips in the logarithm
domain.
(a) (b) (c)
Figure 5.4: Energy density transforms of test chips in the linear domain using the
Mexicanhat. (a) T-72 at aspect angle 328.79°, (b) BMP-2 at aspect angle 304.49°,
(c) BTR-70 at aspect angle 260°.
(a) (b) (c)
Figure 5.5: Energy density transforms of test chips in the logarithm domain using
the Mexicanhat. (a) T-72 at aspect angle 328.79°, (b) BMP-2 at aspect angle
304.49°, (c) BTR-70 at aspect angle 260°.
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The transformation, however, is not pointwise, since the CWT performs a filtering
operation.
We use the position representation of the CWT, where the scale and angle
are fixed, thereby making it a function of position alone. The energy density is
then the Space (range and aspect) energy density. It is our hope that the en¬
ergy density transform will filter out some of the background clutter and clutter
layover effects, and hence preserve the overall shape of the target, especially as
the signal-to clutter ratio is reduced. Computing the CWT energy density of an
image, transforms the image to feature space.
Using the frequency domain version of the CWT, and taking the Fourier
transform of an image, its energy density is calculated in spatial frequency space.
This is justified by Parseval’s theorem, which states that the total energy of a
signal is preserved across transforms. For implementation, the 2D-CWT is actu¬
ally discretized to have the same size as the image, enabling the use of the fast
Fourier transform (FFT), which significantly reduces the computational complex¬
ity. Also, the energy density is approximated by taking the sum of the square
of the modulus of the CWT for specific scales and angles, where the scales and
angles are chosen according to the wavelet used.
In this experiment, we use the anisotropic Mexican hat wavelet. This ver¬
sion of the wavelet makes it necessary to rotate the wavelet. Since the energy
density calculation is very parameter sensitive, a priori knowledge of the SAR
images, enables us to run some brief tests on the images by taking their energy
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densities at different combinations of the scale, angle and anisotropy parameters,
and then visually determine the best combination to use in the template matching
system. The scales are chosen to ’’match” features of interest in the image, such
as the whole target and some of its smaller components. Because of the resolution
of the images, we cannot choose arbitrarily small scales since there is a lower hmit
below which the wavelet begins to lose some critical features, such as the zero
mean condition. Additionally, some of the sensor noise, and clutter are spread
out over the images in ’’packets” which are only a few pixels small, and can be
filtered out by choosing scales that are relatively smaller or larger.
We investigate the template matching in the wavelet domain by performing
two transformations of the image matrix, namely
• Linear domain to Wavelet domain
• Logarithm domain to Wavelet domain
In both transforms, the transformation of the train set is accomplished by taking
the energy density of each constructed unnormalized template, and by finding
the mean and standard deviation the template is normalized. This normalized
template is the one used for template matching.
Similarly, in each of the two transforms, the transformation of the test set is
accomplished by taking the energy density of the unnormalized test image matrix,
and by normalization, we get the final test image.
The investigation is done in both the Type I and Type II experiments, and
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the subsequent steps of forming the templates and classifying the unknown targets
are the same as in the linear domain.
5.3 Results
5.3.1 Linear Images
A confusion matrix is used to evaluate the performance of an ATR algo¬
rithm. The matrix is generated from the test set, where each row of the matrix
represents the histogram of classification results for a certain target class. The
test set is used at the nominal SCR. Table 5.1 shows the confusion matrix for the
linear domain in the Type I experiment, and Table 5.2 shows the confusion matrix
for the wavelet domain in the Type / experiment.
Table 5.1: Confusion matrix for linear ATR using 216 total templates representing
angular bins of 5 degrees when tested over the MSTAR database at nominal SCR.
T-72 BMP-2 BTR-70
T-72 567 12 3
BMP-2 26 558 3
BTR-70 2 1 193
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Table 5.2: Confusion matrix for wavelet ATR using 216 total templates represent¬
ing angular bins of 5 degrees when tested over the MSTAR database at nominal
SCR.
T-72 BMP-2 BTR-70
T-72 541 37 4
BMP-2 25 557 5
BTR-70 2 7 187
The tables show that for the Type I experiment, the standard template
matching performs better than the CWT template matching at the nominal SCR.
In the standard case, only 15 out of 582 T-72 tanks are misclassified, 29 out of 587
BMP-2 APCs are misclassified, and 3 out of 196 BTR-70 APCs are misclassified.
Most of the BMP-2 and BTR-70 vehicles are misclassified as the T-72 tank. The
overall performance is 96.6% correct classification.
Using the CWT, 41 out of 582 T-72 tanks are misclassified, 30 out of 587 BMP-2
APCs are misclassified, and 9 out of 196 BTR-70 APCs are misclassified. Most of
the T-72 and BTR-70 vehicles are misclassified as the BMP-2 APC, and most of
the BMP-2 vehicles are misclassified as the T-72 tank. The overall performance
is 94.1% correct classification.
Table 5.3 shows the confusion matrix for the linear domain in the Type II
experiment, and Table 5.4 shows the confusion matrix for the wavelet domain in
the Type //experiment.
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Table 5.3: Confusion matrix for linear ATR using 504 total templates representing
angular bins of 5 degrees when tested over the MSTAR database at nominal SCR.
T-72 BMP-2 BTR-70
T-72 579 3 0
BMP-2 5 582 0
BTR-70 2 0 194
Table 5.4: Confusion matrix for wavelet ATR using 504 total templates represent¬
ing angular bins of 5 degrees when tested over the MSTAR database at nominal
SCR.
T-72 BMP-2 BTR-70
T-72 572 10 0
BMP-2 15 572 0
BTR-70 2 4 190
In the Type IIexperiment, we again find that the standard template match¬
ing performs better than the CWT, however, the ATR performs better than the
Type I experiment in both the linear and wavelet domains due to the vehicle con¬
figuration dependent templates, which accomodates more of the test images with
different configurations. The overall performance is 99.3% correct classification
for the standard case and 97.7% for the CWT.
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5.3.2 Logarithm Images
Table 5.5 shows the confusion matrix for the logarithm domain in the Type
I experiment and Table 5.6 shows the confusion matrix for the wavelet domain.
Table 5.5: Confusion matrix for logarithm ATR using 216 total templates rep¬
resenting angular bins of 5 degrees when tested over the MSTAR database at
nominal SCR.
T-72 BMP-2 BTR-70
T-72 582 0 0
BMP-2 11 576 0
BTR-70 26 12 158
Table 5.6: Confusion matrix for wavelet ATR using 216 total templates represent¬
ing angular bins of 5 degrees when tested over the MSTAR database at nominal
SCR.
T-72 BMP-2 BTR-70
T-72 567 15 0
BMP-2 7 580 0
BTR-70 3 17 176
The tables show that the CWT template matching performs better than
the standaxd template matching at the nominal SCR, however the increased per¬
formance is not significant. In the standard case, all the T-72 tanks are classified
correctly, and only 11 out of 587 BMP-2 APCs are misclassified. Most of the
misclassifications occured with the BTR-70. In the CWT, the misclassifications
are more evenly distributed, however, the overall performance is 96.9% correct
47
classification for the CWT, compared to 96.4% correct classification obtained in
the standard case.
Table 5.7 shows the confusion matrix for the logarithm domain in the Type
//experiment and Table 5.8 shows the wavelet domain.
Table 5.7: Confusion matrix for logarithm ATR using 504 total templates rep¬
resenting angular bins of 5 degrees when tested over the MSTAR database at
nominal SCR.
T-72 BMP-2 BTR-70
T-72 582 0 0
BMP-2 12 572 3
BTR-70 0 0 196
Table 5.8: Confusion matrix for wavelet ATR using 504 total templates represent¬
ing angular bins of 5 degrees when tested over the MSTAR database at nominal
SCR.
T-72 BMP-2 BTR-70
T-72 580 2 0
BMP-2 4 583 0
BTR-70 0 5 191
The tables for the Type II experiment again show a better although in¬
significant performance using the CWT template matching, It is worth noting
that in the steindard case, the only misclassifications occured with the BMP-2
APCs, where 12 out of 587 are misclassified as the T-72 tank, and 3 are misclassi-
fied as the BTR-70 APC. However, the overall performance for the standard case
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is 98.9% correct classification, whereas the overall performance for the CWT is
99.2% correct classification.
5.3.3 Performance At Different Signal To Clutter Ratio
In this work, we attempt to evaluate the performance of the different do¬
mains for SAR template matching over some changes in the operating conditions.
Specifically, we evaluate the performance changes as the SCR of the target chips
in the test set degrade with respect to the chips used to build the templates. The
SCR of the testing database was measured to be about 8.6db, where the SCR
is defined as the ratio of the average square intensity of target pixels divided by
the standard deviation of clutter pixels. As previously mentioned, in order to
test the ATR robustness against SCR, new testing target chips were created by
adding synthetic clutter to the images in the test set. Five testing databases were
generated to represent SCRs of 3, 0, -5, -10, and -20 dB.
The results of the algorithm is best illustrated by a plot of the probabifity
of correct classification (PCC) against signal-to-clutter-ratio (SCR). Figure 5.6
shows the comparison of the linear a.nd wavelet domain in the Type / experiment,
while Figure 5.7 shows the comparison of the logarithm and wavelet domain.
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Figure 5.6: A comparison of ATR performance in the Typel experiment of the
linear domain standard template matching to the CWT energy density, as the
SCR is reduced.
Figure 5.7: A comparison of ATR performance in the Typel experiment of the
logarithm domain standard template matching to the CWT energy density, as the
SCR is reduced.
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The above two graphs show that in the Type I experiment, the standard
template matching is more robust than the CWT in the linear domain, at all
ranges of the SCR, while in the logarithm domain, the CWT energy density is
more robust than the standard template matching at a wide range of the SCR.
The knee on the wavelet curve immediately after an SCR of 5dB is due to the
disappearance of the shadow information. The probability of correct classification
as the SCR is reduced approximately drops by 0.1 between 5db and -lOdb for
the CWT, and drops by 0.2 within the same SCR range for the standard case.
Additionally, the PCC in the logarithm domain and its wavelet counterpart fall
off more rapidly as the SCR is reduced than in the linear domain.
Figure 5.8 shows the comparison of the linear and wavelet domain in the
Type //experiment, while Figure 5.9 shows the comparison of the logarithm and
wavelet domain.
Figure 5.8: A comparison of ATR performance in the Typell experiment of the
linear domain standard template matching to the CWT energy density, as the
SCR is reduced.
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Figure 5.9: A comparison of ATR performance in the Typell experiment of the
logarithm domain standard template matching to the CWT energy density, as the
SCR is reduced.
The above graphs indicate that in the Type II experiment, the standard
template matching is more robust than the CWT in the linear domain, whereas
in the logarithm domain, the CWT again performs better at a wide range of the
SCR, where the probability of correct classification drops by approximately 0.1
between 5db and -lOdb for the CWT, and drops by 0.4 within the same SCR
range for the standard case.
5.4 Analysis
5.4.1 Performance At The Nominal SCR
At the nominal SCR, it was seen that the standard template matching
produced a higher percent of correct classification than the CWT in the linear
52
domain, while the CWT performed better in the logarithm domain. Figure 5.10
shows a linear image and its CWT energy density transform of a T-72 test image
at an aspect angle of 328.79°.
(b)
Figure 5.10: A comparison of a BMP-2 test image to its CWT energy density
transform (a) linear image, (b) CWT energy density.
It can be seen that the target features are given by intensity values in the
the /mear domain, where the strong corner reflections in the image are highhghted.
The shape information of the target is given by a distribution of intermediate
intensity reflections, which are much weaker than the strong corner reflections.
Moreover, the shadow region, which is a critical feature of the target is not well
pronounced in this domain. A comparison of the linear image to its energy density
transform shows that the CWT captures less of the shape information intensity
reflections, and the shadow region cannot be seen at all, hence the probabihty of
correct classification for the CWT is less than the standard template matching.
Figure 5.11 shows the logarithm image and the CWT energy density trans¬
form of the same test image.
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Figure 5.11: A comparison of a BMP-2 test image to its CWT energy density
transform (a) logarithm image, (b) CWT energy density.
In the logarithm domain, the difference in intensity values of the strong
corner reflections and the background clutter is much less than in the linear do¬
main, enabling the simultaneous highlighting of the strong corner reflections and
background clutter. The overall target shape is more pronounced, and the critical
shadow region is also highlighted. A comparison of the logarithm image and its
energy density transform, shows that the CWT enhances the overall shape of the
target, particularly the boundary between the target and the shadow region. This
is responsible for the higher percent correct classification of the CWT over the
standard template matching.
5.4.2 Performance At Reduced SCR
In this work, the templates used in the different image domains, are con¬
structed at the nominal SCR. It is instructive to analyze the performance of the
ATR, as the SCR is reduced in the test target chips. Figure 5.12 shows linear
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images at various SCR of a BMP-2 test image at an aspect angle of 304.49°, while
Figure 5.13 shows its energy density transform at the same SCR.
(a) (l5) (<=) (d)
Figure 5.13; energy density transform of linear test images at SCR, (a) 8.6db, (b)
3db, (c) Odb, (d) -5db.
The above two figures show that in the linear domain, as the SCR is re¬
duced, the intensity of the reflections, which provide the target shape information,
gradually decreases, but is only noticeable at a drastic reduction of the SCR at
-5db. This accounts for the superior performance of the linear domain over the
logarithm domain as the SCR is reduced. The standard template matching still
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performs better than the CWT in this case, since the reflections are more promi¬
nent.
Figure 5.14 shows logarithm images at various SCR of a BMP-2 test im¬
age at an aspect angle of 304.49“, while Figure 5.15 shows the energy density
transform at the same SCR.
(a) (b) (=) (d)
Figure 5.14: logarithm test images at SCR, (a) 8.6db, (b) 3db, (c) Odb, (d) -5db.
Figure 5.15: energy density transform of logarithm test images at SCR, (a) 8.6db,
(b) 3db, (c) Odb, (d) -5db.
In the logarithm domain, as the SCR is reduced, the shape information
of the target is lost more readily than in the linear domain, hence the inferior
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performance of the logarithm over the linear domain as the SCR is reduced. The
CWT energy density in the logarithm domain domain helps to maintain the over¬




A comparison of the standard template matching ATR to the CWT en¬
ergy density in the linear and logarithm domains of the target chips gives an
indication that the CWT energy density may provide advantages over existing
standard techniques. In both the standard template matching and the CWT en¬
ergy density, configuration independent and configuration dependent templates
were constructed from the train set at angular bins of ASdegrees. Target chips
in the test set were then classified by determining the best match to the various
constructed templates. The logarithm domain which emphasizes the overall shape
of the target and shadow provides the best recognition at high SCR, however as
the SCR is decreased, the shape information is quickly lost and target recogni¬
tion is poor. In the logarithm domain, the CWT energy density helps to preserve
the overall shape of the target within a wide range of the SCR, hence enabling a
more robust ATR performance than the standard case. The linear domain, which
uses bright scatterers do not perform as well at high SCR, however, as the SCR
decreases, the bright scatterers are capable of standing out from the clutter for
moderate SCR and continue to provide reasonable ATR performance. In the lin¬
ear domain, the CWT does not improve ATR performance at the nominal SCR,
nor does it improve the performance as the SCR is reduced. Consequently, it is
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reasonable to suggest an ATR algorithm to be implemented in the logarithm do¬
main that incorporates the CWT energy density where significant clutter layover
may be expected.
The CWT is very parameter sensitive, and presently we have not deter¬
mined the most appropriate method of choosing the best parameter combinations.
This being the case, we cannot afford to be conclusive in our investigation. Future
work should incorporate a possible probabilistic method of determining the ap¬
propriate parameter combinations for the CWT. With this accomplishment, other
CWT energy densities such as the scale-angle energy density can be thoroughly
investigated.
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