In this paper we introduce a numerical method for parabolic PDEs that combines operator splitting with deep learning. It divides the PDE approximation problem into a sequence of separate learning problems. Since the computational graph for each of the subproblems is comparatively small, the approach can handle extremely high-dimensional PDEs. We test the method on different examples from physics, stochastic control, and mathematical finance. In all cases, it yields very good results in up to 10,000 dimensions with short run times.
Using the Feynman-Kac representation, their solutions can efficiently be approximated in high dimensions with simple Monte Carlo averages. But if constraints or frictions are taken into account or the PDE describes a control problem, the function F is no longer linear and equation (1) becomes much more challenging to solve for large d.
Numerical methods for PDEs have a long history. Classical approaches like finite differences and finite elements (see, e.g., [11, 69, 93] ) are deterministic. In their standard form, they work well for d = 1, 2 and 3, but their complexity grows exponentially in d. To tackle higher dimensional problems, different simulation-based approaches have been developed that exploit a stochastic representation of the solution of the PDE. For instance, the articles [1, 5, 6, 10, 13, 14, 15, 16, 17, 18, 19, 20, 22, 24, 34, 35, 36, 37, 38, 39, 52, 68, 71, 72, 75, 76, 77, 82, 83, 85, 87, 88, 89, 94, 96] use BSDE representations of PDEs and introduce and study approximation methods based on recursive polynomial regressions, the articles [48, 50, 51, 80, 91, 95] suggest and analyze approximation methods based on branching diffusion processes, and the articles [27, 28, 55, 57, 58] propose and investigate full-history recursive multilevel Picard (MLP) approximation methods. Recently, numerical methods for possibly high-dimensional PDEs have been proposed in [26, 46] based on the idea to reformulate the PDE as a stochastic learning problem, which opens the door to the application of deep learning. We also refer, e.g., to [2, 3, 4, 8, 12, 29, 31, 32, 40, 47, 49, 53, 60, 73, 74, 78, 86, 90] for modifications and extensions of such deep learning based approximation methods for PDEs. There are also already a few rigorous mathematical results in the scientific literature which provide, at least partially, convergence analyses for such deep learning based approximation methods for PDEs. In particular, we refer, e.g., to [47, 90] for mathematical convergence results for such deep learning based PDE approximation methods with no information on the convergence speed and we refer, e.g., to [9, 30, 42, 54, 61, 67] for mathematical convergence and tractability results for such deep learning based PDE approximation methods with dimension-independent convergence rates and error constants which depend only polynomially on the dimension.
In this paper we develop a new deep learning method for parabolic PDEs that splits the differential operator into a linear and a nonlinear part. More precisely, we write F x, u(t, x), ∇ x u(t, x) = µ(x), ∇ x u(t, x) R d + f x, u(t, x), ∇ x u(t, x)
for (t, x) ∈ [0, T ]×R d and suitable continuous functions µ :
This decomposition is not unique. But the idea is that µ is chosen such that the nonlinearity f x, u(t, x), ∇ x u(t, x) becomes small. Then we solve the PDE iteratively over small time intervals by approximating f x, u(t, x), ∇ x u(t, x) and using the Feynman-Kac representation locally. This requires a recursive computation of conditional expectations. We approximate them by formulating them as minimization problems that can be approached with deep learning. This decomposes the PDE approximation problem into a sequence of separate learning problems. Since the computational graph for each of the subproblems is comparatively small, the method works for very high-dimensional problems.
The rest of the paper is organized as follows. In Section 2 we introduce the framework and derive the deep splitting method. In Section 3 we test the approach on four different high-dimensional examples: a Hamilton-Jacobi-Bellman (HJB) equation, a nonlinear Black-Scholes equation, an Allen-Cahn equation, and a nonlinear heat equation. Trace σ(x)[σ(x)] * (Hess x u)(t, x) .
Derivation of the proposed approximation algorithm
Our goal is to approximately calculate under suitable hypotheses the solution u : [0, T ] × R d → R of the PDE (3).
Temporal discretization
In this subsection we discretize the PDE (3) in time by employing the splitting-up method (cf., for example, [41, 43, 44] ) to obtain a semi-discrete approximation problem. To this end let N ∈ N, t 0 , t 1 , . . . , t N ∈ [0, T ] be real numbers such that 0 = t 0 < t 1 < . . . < t N = T.
Observe that (3) yields that for every t ∈ [0, T ], x ∈ R d it holds that u(t, x) = ϕ(x) + t 0 f x, u(s, x), (∇ x u)(s, x) ds
Trace σ(x)[σ(x)] * (Hess x u)(s, x) + µ(x), (∇ x u)(s, x) R d ds.
Hence, we obtain that for every n ∈ {0, 1, . . . , N − 1}, t ∈ [t n , t n+1 ], x ∈ R d it holds that u(t, x) = u(t n , x) + t tn f x, u(s, x), (∇ x u)(s, x) ds
This illustrates for every n ∈ {0, 1,
This, in turn, suggests for every n ∈ {0, 1,
To derive the splitting-up approximation let U : (0, T ] × R d → R be a function which satisfies for every n ∈ {0, 1,
has at most polynomially growing derivatives, which satisfies for every
and which satisfies for every n ∈ {0, 1, (9) ). Note that (8) and (9) suggest for every n ∈ {1, 2, . . . , N}, x ∈ R d that
Next let V : [0, T ] × R d → R be a function which satisfies for every n ∈ {0, 1,
and which satisfies for every n ∈ {0, 1, (11)). Note that (9) and (11) suggest for every n ∈ {1, 2, . . . , N}, x ∈ R d that
Combining this with (10), in turn, suggests for every n ∈ {0, 1, . . . , N},
Observe that the function V is a specific splitting-up type approximation for the function u (cf., for example, [23, 41, 43, 44] 
An approximate Feynman-Kac representation
In the following we introduce artificial stochastic processes in order to incorporate a Feynman-Kac type representation into (11) . Let (Ω, F , È, (F t ) t∈[0,T ] ) be a filtered probability space which fulfills the usual conditions, let B :
-adapted stochastic process with continuous sample paths which satisfies that for every t ∈ [0, T ] it holds È-a.s. that
Note that the assumption that for every p ∈ (0, ∞) it holds that [ ξ
(cf., for example, Stroock [92, Section 1.2]). Moreover, observe that (11) implies that for every n ∈ {0, 1, . . . , N − 1}, t ∈ (t n , t n+1 ),
This, in turn, assures that for every n ∈ {0, 1,
Next note that Itô's formula, the hypothesis that for every n ∈ {0, 1, (11)), and (14) guarantee that for every n ∈ {0, 1, . . . , N − 1}, r, t ∈ [T − t n+1 , T − t n ) with r < t it holds È-a.s. that
Combining this with (17) implies that for every n ∈ {0, 1, . . . , N −1}, r, t ∈ [T −t n+1 , T −t n ) with r < t it holds È-a.s. that
Hence, we obtain that for every n ∈ {0, 1, . . . , N − 1}, t ∈ (T − t n+1 , T − t n ) it holds È-a.s.
Furthermore, note that (15), the hypothesis that σ : R d → R d×d is a Lipschitz continuous function, and the fact that for every n ∈ {0, 1, . . . , N − 1} it holds that (t n ,
d is an at most polynomially growing function assure that for every
Therefore, we obtain that for every n ∈ {0, 1,
This and (20) demonstrate that for every n ∈ {0, 1,
The fact that for every n ∈ {0, 1, . . . , N − 1} it holds that the function Ω ∋ ω → V t n+1 (Y T −t n+1 (ω)) ∈ R is F T −t n+1 /B(R)-measurable hence implies that for every n ∈ {0, 1,
In the next step we combine the hypothesis that for every n ∈ {0, 1, . . . , N −1} it holds that
has at most polynomially growing derivatives, (11) , the fact that for every ω ∈ Ω it holds that [0,
d is a continuous function, and the hypothesis that for every x ∈ R d it holds that
In addition, note that the fact that [ 
∈ R is an at most polynomially growing function and the fact that for every p ∈ (0, ∞) it holds that sup
Combining (25) 
This and (24) yield that for every n ∈ {0, 1, . . . , N − 1} it holds È-a.s. that
The tower property for conditional expectations therefore assures that for every n ∈ {0, 1, . . . , N − 1} it holds È-a.s. that
In addition, observe that the fact that for every n ∈ {0, 1, . . . , N − 1} it holds that the function
This and (29) imply that for every n ∈ {0, 1, . . . , N − 1} it holds È-a.s. that
Equation (31) constitutes the Feynman-Kac type representation we were aiming at. Note that in (3) the coefficient functions µ :
The above sketched derivation, however, could under suitable assumptions also be performed in the case of time-dependent coefficient functions and nonlinearities as the classical Feynman-Kac formula holds also in the time-dependent case. In the following subsection we employ the factorization lemma (cf., for example, Klenke [ 
Formulation as recursive minimization problems
In this subsection we reformulate (31) as recursive minimization problems. For this we combine the fact that for every n ∈ {0, 1, . . . , N} it holds that R d ∋ x → V tn (x) + f (x, V tn (x), (∇V tn )(x))(t n+1 − t n ) ∈ R is an at most polynomially growing function and the fact that for every p ∈ (0, ∞) it holds that sup
The factorization lemma, the L 2 -minimality property for conditional expectations, e.g., in Klenke [63, Corollary 8.17] [63, Corollary 8.17] ), the fact that for every n ∈ {0, 1, . . . , N −1} it holds that R d ∋ x → V t n+1 (x) ∈ R is a continuous function, and (31) hence imply that for every n ∈ {0, 1, . . . , N − 1} it holds that
Therefore, we obtain that for every n ∈ {1, 2, . . . , N} it holds that
In the following subsections we approximate for every n ∈ {1, 2, . . . , N} the function supp(Y T −tn (È)) ∋ x → V tn (x) ∈ R by suitable deep artificial neural networks.
Deep artificial neural network approximations
In this subsection we employ for every n ∈ {1, 2, . . . , N} suitable approximations for the function
More specifically, let ν ∈ N and let
of V tn (x). We suggest to choose the functions V n :
. . , N}, as artificial neural networks (cf., for example, [7, 70] ). For example, for every k ∈ N let L k : R k → R k be the multidimensional version of the standard logistic function which satisfies for every
. .
. . , N}, be the functions which satisfy for every n ∈ {1, 2, . .
For every n ∈ {1, 2, . . . , N} the function V n : (39) describes an artificial neural network with s + 1 layers (1 input layer with d neurons, s − 1 hidden layers with d neurons each, and 1 output layer with 1 neuron) and multidimensional versions of the standard logistic function as activation functions (see (37) ). In our numerical simulations we use as activation functions multidimensional versions of the standard rectifier function instead of multidimensional versions of the standard logistic function. To avoid technical difficulties, which would arise due to the fact that the rectifier function is not everywhere differentiable, we restrict ourselves in (37)- (39) in this illustrative section to the smooth standard logistic function instead of the rectifier function.
Stochastic gradient descent based minimization
We intend to find suitable (36) by recursive minimization. More precisely, we intend to find for n ∈ {1, 2, . . . , N}, θ
as an approximate minimizer of the function
(cf. (34) and (36) 
above). To this end let
let γ ∈ (0, ∞), M ∈ N, and let
. . , N}, be stochastic processes which satisfy for every n ∈ {1, 2, . . . , N}, m ∈ N 0 that
2.6 Discretization of the auxiliary stochastic process Y Equation (42) provides an implementable numerical algorithm in the special case where one can simulate exactly from the solution processes (14) above). In the case where it is not possible to simulate exactly from the solution processes (41), one can employ a numerical approximation method for SDEs, say, the Euler-Maruyama scheme, to approximatively simulate from the solution processes
, of the SDEs in (41) . This is the subject of this subsection. More formally, note that (41) implies that for every m ∈ N 0 , r, t ∈ [0, T ] with r ≤ t it holds È-a.s. that
Hence, we obtain that for every m ∈ N 0 , n ∈ {0, 1, . . . , N − 1} it holds È-a.s. that
This shows that for every m ∈ N 0 , n ∈ {0, 1, . . . , N − 1} it holds È-a.s. that
Next we introduce suitable real numbers which allow us to formulate (45) in a more compact way. More formally, let τ n ∈ [0, T ], n ∈ {0, 1, . . . , N}, be the real numbers which satisfy for every n ∈ {0, 1, . . . , N} that
Observe that (4) ensures that
Moreover, note that (45) and (46) demonstrate that for every m ∈ N 0 , n ∈ {0, 1, . . . , N −1}
it holds È-a.s. that
This suggests for every m ∈ N 0 , n ∈ {0, 1, . . . , N − 1} that
Based on (49) we now introduce suitable Euler-Maruyama approximations for the solution processes
be the stochastic process which satisfies for every n ∈ {0, 1, . . . , N − 1} that
Observe that (46), (49), and (50) suggest for every m ∈ N 0 , n ∈ {0, 1, . . . , N} that
This, in turn, suggests for every m ∈ N 0 , n ∈ {0, 1, . . . , N} that
In the next step we employ (52) to derive approximations of the stochastic processes ϑ n : N 0 ×Ω → R ν , n ∈ {0, 1, . . . , N}, in (42) which are also implementable in the case where one cannot simulate exactly from the solution processes
Note that (42), (52) , and (53) suggest for every n ∈ {1, 2, . . . , N} and every sufficiently large
In the following two subsections (Subsection 2.7 and Subsection 2.8) we merge the above derivations to precisely formulate the proposed approximation algorithm, first, in a special case (Subsection 2.7) and, thereafter, in the general case (Subsection 2.8).
Description of the algorithm in a special case
In this subsection we depict the deep splitting method in the special case where the standard Euler-Maruyama scheme (cf., e.g., [64, 79, 81] ) is the used approximation scheme for discretizing (41) (cf. (50)) and where the plain vanilla stochastic gradient descent method with constant learning rate γ ∈ (0, ∞) and batch size 1 is the used minimization algorithm. A more general description of the deep splitting method, which allows to include more advanced machine learning approximation techniques such as batch normalization (cf., for instance, Ioffe & Szegedy [59] ) and the Adam optimizer (cf., for example, Kingma & Ba [62] ), can be found in Subsection 2.8 below.
be a filtered probability space, let
. . , N}, be stochastic processes, for every n ∈ {1, 2, . . . , N}, m ∈ N 0 let φ n,m : R ν × Ω → R be the function which satisfies for every θ ∈ R ν , ω ∈ Ω that
for every n ∈ {1, 2, . . . , N}, m ∈ N 0 let Φ n,m : R ν × Ω → R ν be the function which satisfies for every θ ∈ R ν , ω ∈ Ω that Φ n,m (θ, ω) = (∇ θ φ n,m )(θ, ω), and assume for every n ∈ {1, 2, . . . , N}, m ∈ N 0 that
In the setting of Framework 2.1 we think under suitable hypotheses for sufficiently large N, M ∈ N, sufficiently small γ ∈ (0, ∞), every n ∈ {0, 1, . . . N}, and every
is a function with at most polynomially growing derivatives which satisfies for every t
(cf. (3), (13) , and (36)).
Description of the algorithm in the general case
In this subsection we present in Framework 2.2 below a general formulation of the deep splitting method which includes the deep splitting method derived in Subsections 2.1-2.7 above as a special case but also enables us to incorporate other minimization algorithms (cf. (68) 
a filtered probability space, for every n ∈ {1, 2, . . . , N} let B n,m,j :
. . , N}, be functions, for every n ∈ {1, 2, . . . , N}, m ∈ N 0 , j ∈ N let Y n,m,j : {0, 1, . . . , N} × Ω → R d be a stochastic process which satisfies for every
let Θ n : N 0 ×Ω → R ν , n ∈ {0, 1, . . . N}, be stochastic processes, for every n ∈ {1, 2, . . . , N}, m ∈ N 0 , s ∈ R ς let φ n,m,s : R ν × Ω → R be the function which satisfies for every
for every n ∈ {1, 2, . . . , N}, m
. . , N}, be functions, for every n ∈ {1, 2, . . . , N}, m ∈ N 0 let ψ
In the setting of Framework 2.2 we think under suitable hypotheses for sufficiently large N, M ∈ N, every n ∈ {0, 1, . . . N}, and every
of u(t n , x) where
(cf. (3), (13), and (36)). The role of the processes S n : N 0 × Ω → R ς , n ∈ {1, 2, . . . , N}, is to describe the variables needed for batch normalization.
Examples
In this section we illustrate the performance of the deep splitting method by means of numerical simulations for four concrete example PDEs. In each of these numerical simulations we employ the general approximation method in Subsection 2.8 in conjunction with the Adam optimizer (cf. (72) and (73) in Framework 3.1 below and Kingma & Ba [62] ) with mini-batches with 256 samples in each iteration step (see Framework 3.1 for a detailed description).
In our implementation we employ N fully-connected feedforward neural networks to represent V j,s n (θ, x) for n ∈ {1, 2, . . . , N}, j ∈ {1, 2, . . . , 256}, [59] ) is applied just before the first linear transformation, just before each of the two nonlinear activation functions in front of the hidden layers, as well as just before the output layer. As nonlinear activation functions just in front of the two hidden layers we employ the multidimensional version of the rectifier function R ∋ x → max{x, 0} ∈ [0, ∞). We use Xavier initialisation (see Glorot & Bengio [33] ) to initialise all weights in the neural networks. Each of the numerical experiments presented below is performed in Python using TensorFlow on a NVIDIA GeForce GTX 1080 GPU with 1974 MHz core clock and 8 GB GDDR5X memory with 1809.5 MHz clock rate, where the underlying system consists of an Intel Core i7-6800K 3.4 GHz CPU with 64 GB DDR4-2133 memory running TensorFlow 1.5 on Ubuntu 16.04. We also refer to the Python codes in Section 4 below. , (γ m ) m∈N 0 ⊆ (0, ∞), let Pow r : R ν → R ν , r ∈ (0, ∞), be the functions which satisfy for every r ∈ (0, ∞),
be a function with at most polynomially growing derivatives which satisfies for every t ∈ [0, T ], x ∈ R d that u(0, x) = ϕ(x) and
assume for every m ∈ N 0 , i ∈ {0, 1, . . . , N} that J m = 256, t i = iT N , ̺ = 2ν, and d ∈ {10, 50, 100, 200, 300, 500, 1000, 5000, 10000}, and assume for every n ∈ {1, 2, . . . , N}, m ∈ N 0 , x = (x 1 , x 2 , . . . , x ν ), y = (y 1 , y 2 , . . . , y ν ), η = (η 1 , η 2 
and ψ n m (x, y) =
Hamilton-Jacobi-Bellman (HJB) equations
In this subsection we use the deep splitting method in Framework 3.1 to approximately calculate the solutions of PDEs of the form
We refer to (76) below for a more precise description of the PDEs under consideration. The deep splitting method, however, applies to much more general Hamilton-Jacobi-Bellman (HJB) equations than just PDEs of the form (74) . A key feature of a PDE of the form (74) is that it can by means of a logarithmic transformation (cf., for example, E et al. [26, Lemma 4.2] ) be reduced to a linear heat equation which, in turn, can be approximately solved by a classical Monte Carlo method. This enables us to efficiently compute reference solutions in high dimensions.
Assume Framework 3.1, let α = 1 /2, assume that T ∈ { 1 /3, 2 /3, 1}, N ∈ {8, 16, 24}, assume for every n, m, j ∈ N, ω ∈ Ω that ξ n,m,j (ω) = (0, 0, . . . , 0) ∈ R d , assume for every m ∈ N that γ m = 10 
and assume for every s, t (56) and (64)). The solution u : Table 2 : Numerical simulations of the deep splitting method in Framework 3.1 in the case of the nonlinear Black-Scholes equation with default risk in (80) .
In Table 1 
Nonlinear Black-Scholes equations
In this subsection we use the deep splitting method in Framework 3.1 to approximately calculate the solutions of high-dimensional nonlinear Black-Scholes equations. In the scientific literature there are a number of models which intend to incorporate nonlinear phenomena such as transaction costs, default risks, or Knightian uncertainty into the classical linear Black-Scholes model and such models typically result in nonlinear Black-Scholes partial differential equations. In this subsection we consider the following nonlinear version of the Black-Scholes PDE which aims to take default risks into account, that is, in this subsection we consider PDEs of the form (56) and (64)), and
The solution u : (80) is formulated as a terminal value problem as it is usual in this kind of application. Since terminal value problems and initial value problems can easily be transformed into each other we chose the unusual formulation of the PDEs in (80) to keep the PDE formulations consistent across all the examples. In Table 2 we use Python code 3 in Subsection 4.3 below to approximately calculate the mean of V
, the relative L 1 -approximation error (relative to the reference value which is used as an approximation for the unknown value of the exact solution of (80)
, the uncorrected sample standard deviation of the relative approximation error (relative to the reference value which is used as an approximation for the unknown value of the exact solution of (80)) associated to V 3 below) . The reference value, which is used as an approximation for the unknown value of the exact solution of (80), has been calculated through the deep learning-based numerical method in E et al. [26] (see [26, Subsection 4.4] ).
Allen-Cahn equations
In this subsection we use the deep splitting method in Framework 3.1 to approximately calculate the solutions of high-dimensional Allen-Cahn equations with a cubic nonlinearity, that is, we approximately calculate solutions of PDEs of the form (81)).
Assume Framework 3.1, assume that T = 0.3, N = 10, assume for every n, m, j ∈ N, (56) and (64)). The solution u :
In Table 3 we use Python code 4 in Subsection 3.3 below to approximately calculate the mean of V
, the relative L 1 -approximation error (relative to the reference value which is used as an approximation for the value of the exact solution of (82)
, the uncorrected sample standard deviation of the relative approximation error (relative to the reference value which is used as an approximation for the value of the exact solution of (82) (82), has been calculated through the Multilevel Picard approximation method (see, e.g., [27, 28, 55, 57, 58] 
Semilinear heat equations
In this subsection we use the deep splitting method in Framework 3.1 to approximately calculate the solutions of semilinear heat equations of the form
We refer to (84) below for a precise description of the PDEs under consideration.
Assume (56) and (64)). The solution u :
In Table 4 we use Python code 5 in Subsection 4.5 below to approximately calculate the mean of V
, the relative L 1 -approximation error (relative to the reference value which is used as an approximation for the value of the exact solution of (84)
, the uncorrected sample standard deviation of the relative approximation error (relative to the reference value which is used as an approximation for the value of the exact solution of (84) (84), has been calculated through the Multilevel Picard approximation method (see, e.g., [27, 28, 55, 57, 58] for i in range ( n ): 86 87 tf . r e s e t _ d e f a u l t _ g r a p h () 
