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Abstract
Kolawole John ADEBAYO
MULTIMODAL LEGAL INFORMATION RETRIEVAL
The goal of this thesis is to present a multifaceted way of inducing semantic represen-
tation from legal documents as well as accessing information in a precise and timely
manner. The thesis explored approaches for semantic information retrieval (IR) in the
Legal context with a technique that maps specific parts of a text to the relevant con-
cept. This technique relies on text segments, using the Latent Dirichlet Allocation (LDA),
a topic modeling algorithm for performing text segmentation, expanding the concept
using some Natural Language Processing techniques, and then associating the text seg-
ments to the concepts using a semi-supervised Text Similarity technique. This solves
two problems, i.e., that of user specificity in formulating query, and information over-
load, for querying a large document collection with a set of concepts is more fine-grained
since specific information, rather than full documents is retrieved. The second part of the
thesis describes our Neural Network Relevance Model for E-Discovery Information Re-
trieval. Our algorithm is essentially a feature-rich Ensemble system with different compo-
nent Neural Networks extracting different relevance signal. This model has been trained
and evaluated on the TREC Legal track 2010 data. The performance of our models across
board proves that it capture the semantics and relatedness between query and document
which is important to the Legal Information Retrieval domain.
Subject: Legal Informatics.
Keywords: Convolutional Neural Network, Concept, Concept-based IR, CNN, E-Discovery,
Eurovoc, EurLex, Information Retrieval, Document Retrieval, Legal Information Retrieval,
Semantic Annotation, Semantic Similarity, Latent Dirichlet Allocation, LDA, Long Short-
Term Memory, LSTM, Natural Language Processing, Neural Information Retrieval Neu-
ral Networks, Text Segmentation, Topic Modeling
viii
Il Riassunto
L’obiettivo di questa tesi è quello di presentare un modo sfaccettato di accesso alle in-
formazioni da un curpus di documenti legali in modo preciso ed efficiente. Il lavoro
inizia con un’esplorazione degli approcci relativi al recupero di informazioni semantiche
(Information Retrieval o IR) nel contesto giuridico con una tecnica che mappa alcune
parti di un testo a specifici concetti di una ontologia, basandosi su una segmentazione
semantica dei testi. Tecniche di elaborazione del linguaggio naturale vengono poi uti-
lizzate per associare i segmenti di testo ai concetti utilizzando una tecnica di similarità
testuale. Pertanto, interrogando un documento legale di grandi dimensioni con una serie
di concetti è possibile recuperare segmenti di testo ad una grana più fine, piuttosto che i
documenti completi originari. La tesi si conclude con la descrizione di un classificatore
di reti neurali per l’E-Discovery. Questo modello è stato addestrato e valutato sui dati
della legal track TREC 2010, ottenendo una performance in grado di dimostrare che le
più recenti tecniche di neural computing possono fornire buone soluzioni al recupero di
informazioni che vanno dalla gestione dei documenti, di informazioni aziendali e di sce-
nario relativi all’E-Discovery.
Oggetto: Informatica legale.
Parole chiave: Recupero di informazioni, Annotazione semantica, Somiglianza seman-
tica, Allineamento testuale, Risposte automatiche a domande legali, Reti neurali, Eurlex,
Eurovoc, Estrazione di keyphrase.
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INTRODUCTION
1.1 Introduction
The early days of this research were pre-occupied with an endless search for relevant
publications, books, and other interesting information that is useful to the research topic.
One of my favourite generic search keyphrases was ’Handbook of Legal Information Re-
trieval pdf ’. At least, I wanted a detailed but specific book(s) on Legal Information re-
search in PDF format. One of the results of the Google hit is a book titled -’Handbook of
Legal Procedures of Computer and Network’. To the uninformed mind, this would be rele-
vant, more so, both the query and the retrieved item have a few things in common, at
least lexically, i.e., the retrieved document matches the query words ’Handbook’ and Le-
gal’. However, it turns out that the Google search engine got the search intent wrong,
and conversely, the retrieved article reflects that. The experience was an eye-opener to
the practical realities of the complexity of information retrieval task.
Simply put, the operation that I carried out is generally referred to as Information Re-
trieval, from web search to searching for a document on one’s computer -it is what count-
less of people do daily, and the goal of every search activity is to determine the presence
or absence of an information of specific interest to the user, often from a mass of informa-
tion that is available (Salton and McGill, 1986). The information that is of specific interest
to the user is often called the information need, and following my analogy, the set of search
words that I used in presenting my information need is what is generally called the query
(Baeza-Yates and Ribeiro-Neto, 1999).
Information Retrieval (IR) is not a new discipline, however, the content that is being
searched (i.e., paper document, electronic document, musical files etc.), the approaches
and methods employed for search, as well as the technology involved, has evolved over
time. For instance, many decades ago, information was mostly available in written or
printed forms. The task of organizing documents was both trivial and difficult. It was
trivial to the extent that the job was to stack paper files on top of one another, and or-
derly arrange the stack inside a cabinet. However, it was difficult to the extent that the
retrieval of any file requires sorting and checking through thousands or millions of files.
Librarians, in the past, are the first set of people who happen to deal with a lot of books
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and paper documents, and thus, they introduced some indexing mechanism as a way of
simplifying their task and reducing the response time of library patrons. Books by na-
ture have specific meta-data by which they can be organized. The meta-data includes the
name of author(s), subject, title of the book, and any other bibliographic categories. A
search can then be made using the meta-data to retrieve the needed book. Interestingly,
the system worked quite well because most of the documents are somewhat structured.
To be specific, we say that a document that has some attributes, e.g. meta-data through
which it can be identified is semi-structured while the ones with a well-linked informa-
tion which has been organized into different records according to a well-defined syntax
in a database are said to be structured. A free text is classified as being unstructured.
Generally, an overwhelming amount of documents have no structure, and in such cases,
it would be difficult to index the documents since there exist no meta-data attributes.
Despite the impressive effort of Researchers like Palmirani et. al., (Palmirani and Vitali,
2011; Palmirani and Vitali, 2012) in introducing XML standard like the Akoma Ntoso, for
formatting juridical documents, a commanding percentage of legal documents are still
unstructured (Zeleznikow, 2005). Generally, when we talk about a document in this the-
sis, unless otherwise specified, we refer to an unstructured textual document, for it is the
most important for the solutions presented in this thesis.
With the advent of computers, the earliest forms of search uses keywords in case of a
free-text search or the more sophisticated structured database solution. The latter, i.e.,
the structured database provides a parallelized search by linking information that is seg-
mented into different tables, based on some unifying attributes, and a search conveying
user’s need is carried out with the aid of a query language called the structured query
language (SQL). The former, i.e., the keyword search, offers an overlapping solution for
a free-text search based on some explicit keywords that appear frequently in the body
of the documents to be retrieved. However, keyword search has become inefficient ow-
ing to the data explosion and also due to a number of language variability issues such as
Synonymy and Polysemy (Croft, Metzler, and Strohman, 2010).
1.2 Legal Information Retrieval
A field that the computer keeps revolutionizing is the Legal field; bringing about an un-
common trend and evolution in both the practice of law and the attitudes and skills of
the practitioners. For instance, the automation of legal processes has prompted lawyers,
paralegals, legal secretaries and other legal professionals become proficient in an ever-
increasing array of word processing, spreadsheet, telecommunications, database, pre-
sentation, courtroom operation and document management, evidential innovations and
legal research software. The increasing use of computer, coupled with the growth of the
internet, the adaptation by practitioners of Information and Communication Technology
(ICT) tools and the emerging powerful database technologies implies that data accumu-
lates in an unprecedented manner, and readily in electronic form, and at a proportion
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than any practitioner can contend with(Baron, 2011). The deluge of electronically stored
information (ESI) has therefore practically necessitated developing frameworks for intel-
ligent document processing and extraction of useful knowledge needed for categorizing
information, retrieving relevant information as well as other useful tasks. This is impor-
tant since ESI is mostly unstructured (Oard et al., 2010).
Legal Information Retrieval (LIR) has for some years been the focus of research within the
broader Artificial Intelligence and Law (AI & Law) field (Bench-Capon et al., 2012). The
goal of LIR is to model the information-seeking behavior which lawyers exhibit when
using a range of existing legal resources to find the information required for their work
(Leckie, Pettigrew, and Sylvain, 1996). Van Opijnen and Santos (Van Opijnen and Santos,
2017) opined that information retrieval in the legal domain is not only quantitative (in
terms of the amount of data to deal with), but also qualitative. For instance, the duties
of a lawyer include research, drafting, negotiation, counseling, managing and argumen-
tation, and therefore, an ideal LIR system should transcend the quantitative aspect like
document retrieval only, but should explicitly model the complexities of the law and of
legal information seeking behaviour. In addition, such a system must take cognizance of
the distinguishing peculiarities of legal information, which aside its huge volume include
document size, structure, heterogeneity of document types, self-contained documents, le-
gal hierarchy, temporal aspects, the importance of citations etc. (Van Opijnen and Santos,
2017).
Legal practitioners are not unfamiliar with IR. Lawyers for years have had to reinforce
their arguments by researching and quoting pre-existing court decisions. LexisNexis and
Westlaw for instance, are popular commercial legal research service providers, who offer
legal, regulatory and business information and analytics that help practitioners make
more informed decisions, increase productivity and serve their clients better. Lexis, for
example, offers search over a repository of United States (US) state and federal published
case opinion, statutes, and laws etc. In addition, these companies provide other value-
added services e.g., Westlaw’s KeyCite system, which keeps track of the number of time,
and the incidence for which the case was cited. However, these systems heavily rely on
the Boolean retrieval model, which is also the prevalent approach for most Electronic
Discovery (E-Discovery) systems.
The Boolean retrieval model is considered to have worked well for precedence search
systems primarily because of the quality of the Boolean queries. For example, with the
proximity-operator constraint, a user may specify that some particular terms in a doc-
ument must be placed within a certain number of words or pages of each other. As
we will see later in Chapter 2, the objective of Precedence search is different from that
of E-Discovery. Since E-Discovery is a kind of ad-hoc search, in the remainder of this
thesis, we interchangeably refer to it as ad-hoc search. While the goal of an Enterprise
search is to have high precision, i.e., to retrieve few documents, taking into consideration
relevance criterion such as an explicit temporal factor in order to determine the current
binding precedent, ad-hoc search, on the other hand, focuses on achieving high recall,
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i.e., many documents that are ranked in their order of relevance. Almquist (Almquist,
2011) opined that these differences can be explained by the different roles that evidence
and arguments play in legal proceedings.
Managing huge amount of ESI is not an easy task. The challenge is that of effective
management, such that documents are organized in a way that an easy IR, extraction,
searching, and indexing can be done. As in every other field, the Legal domain has also
witnessed a boom in the amount of ESI produced e.g., in the law courts, government
assemblies etc. This comes with the responsibility of developing retrieval techniques
that scale up to this data and afford users the possibility of getting access to needed
information in a timely and efficient manner.
1.3 Motivation
As technology becomes available to more people, especially in solving the day-to-day
tasks, there continues to be a surge in the amount of unstructured text being produced.
The legal community is not isolated in this regard because legal practitioners are con-
stantly inundated with a huge amount of documents that have to be processed. Specifi-
cally, it is possible to break down the kind of search that is peculiar to the legal domain,
and two important categories readily come to the mind, i.e., 1) Ad-hoc search which is
technically what E-Discovery is all about, or 2) Enterprise search which is performed
when search tools like Lexis and Westlaw are used by lawyers to search for information
within a repository, or even when a document is being searched on a web database like
the EUR-Lex or CELEX. The work in this thesis describes our novel ensemble NN model
for the former, a semantic annotation-based system for the latter, as well as our approach
for inducing deep semantic representation across a range of legal corpora and its appli-
cation in Question Answering for the Legal domain.
With respect to the first case of the ad-hoc search, E-Discovery has over the years grown
geometrically into a multi-billion dollar business and as shown in Figure 1.1, the soft-
ware and services market is projected to eclipse $16 billion by 2021. It is expected that E-
Discovery solutions and services will further empower organizations to streamline their
business processes by providing the possibilities for obtaining, securing, searching, and
processing electronic data effectively and efficiently. Furthermore, E-Discovery solutions
and services have its tentacles spread across government, legal sector, Banking, Financial
Services, and Insurance, healthcare, Telecom, Energy, Hospitality, Transportation, Enter-
tainment, and education sector to mention a few. The major forces driving this market
include focus on decreasing operational budget of legal departments, global increase in
litigations, stringent compliance with policies and regulations worldwide, increase in
mobile device penetration and usage.
In the United States of America (US), 19 million and 303,000 civil cases are filed in state
and federal courts respectively each year, all with a total annual cost between $200 - $250
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FIGURE 1.1: E-Discovery Software and Services Market Projection: 2016 –
2021. (Source: www.complexdiscovery.com)
billion. Of these filings, about 12.7 million cases involve contracts or torts. It is estimated
that about 60% of all civil cases involve discovery, and more importantly, about 20 to 50
percent of all costs in federal civil litigation are incurred to perform discovery, without
including soft costs like business interruption. Putting all figures together, discovery is
said to cost the United States an average of $42.1 billion per year. To put this in proper
perspective, if US E-Discovery was its own economic nation, it would rank 90th out of
189 countries in the world1.
However, as significant, important, and costly this process is, existing techniques for de-
veloping E-Discovery systems are based on the conventional information retrieval mod-
els, i.e., the Boolean model, Vector Space model, and Topic model (Wei, 2007; Oard et al.,
2010; Pohl, 2012; Oard and Webber, 2013; Ayetiran, 2017). In practice, a manual approach
could be used for review when collection size is small, however, Machine Learning (ML)
approaches can be used to automatically reduce the size of the search space. Conse-
quently, determining the relevance of a document can be viewed as a classification task,
i.e., a document can either be relevant given a topic or query, otherwise the document is
not relevant. Predictive coding techniques which use powerful ML classifiers have been
proposed (Almquist, 2011; Hyman, 2012; Cormack and Grossman, 2014).
An exciting field of artificial intelligence in Computer science is the ML. A resurfaced
branch of ML is the design of Neural Network (NN) systems, which when configured
to have many layers are referred to as Deep Learning Neural Networks (DNN) (LeCun,
Bengio, and Hinton, 2015). Given the recent success and state of the art performance of
1Statistics quoted herein were obtained from: http://blog.logikcull.com/
estimating-the-total-cost-of-u-s-ediscovery
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DNNs in several Natural Language Processing (NLP) tasks such as Machine Translation
(Bahdanau, Cho, and Bengio, 2014; Cho et al., 2014; Sutskever, Vinyals, and Le, 2014),
Image Recognition (Simonyan and Zisserman, 2014; He et al., 2016), and Speech Recog-
nition (Hinton et al., 2012; Dahl et al., 2012). One of the goals of this thesis is to develop
a DNN-based classifier for the E-Discovery task as a form of technology-assisted review.
Moreover, when efficient technology-assisted review systems are deployed, they could
help reduce risk, while also helping to drastically reduce the duration and budget of any
review exercise.
As regards the Enterprise search, more than ever, the field of Law is generating infor-
mation than anyone could have imagined years ago. This is unsurprising because the
number of cases that are being tried in court keeps increasing. Also, there is an expo-
nential growth in the amount of ESI produced both in the courts and government parlia-
ments, especially with the crave for e-government and open-government (Baron, 2011).
As an example, EUR-Lex2 is a repository of legal documents from the European Union
parliament and Table 1.2 shows the number of English documents that were added to the
repository between 2013-2017. This huge volume of documents requires an effective and
intelligent retrieval process.
A basic legal principle in many countries, especially where common law is practiced is
Stare Decisis, which in a lay man’s language means decision governs. The principle upholds
the norms of legal precedent, i.e., past court cases are used as the standard for deliver-
ing future decisions. Because of this, old court cases are as relevant and important to
lawyers as new court cases, hence, any case law search would require a scrutiny of every
available case laws (no matter how old) in the repository. The problems of synonymy
and polysemy, among other language variability issues have shown that the future of IR
lies in understanding the meaning of a document’s content. Perhaps, such meanings can
be mapped to the relevant user intent. It is therefore important that a developed system
should be able to provide seamless semantic-based retrieval even on a huge repository
of several millions of old and new court cases. There are many desiderata for such a
seamless semantic-based retrieval system (see section (2.3) for details), i.e., such a system
should:
• Be robust to the different ways a user could present his/her information need
(query).
• Transcend matching or retrieving based on words but rather based on the overall
semantic/meaning of the intended document.
• Be able to retrieve specific portion (passage) of the document that may be of interest
to the user.
2EUR-Lex is a collection EU governments data as well as data from national governments of EU countries.
Entries cover treaties, international agreements, legislation, national case-law, preparatory acts, parliamen-
tary questions etc. EUR-Lex is available at http://eur-lex.europa.eu/homepage.html
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FIGURE 1.2: EUR-Lex Content Statistics.
(Source: http://eur-lex.europa.eu/statistics)
Part II of this thesis describes a system that incorporates these desiderata. This part of our
work makes use of documents from EUR-Lex, a web-based multilingual repository for
European Union legislative documents. These documents are already manually labeled
with concepts from Eurovoc3, therefore allowing users to search for relevant documents
from the repository by using the concepts as the query. The proposed system uses a pool
of NLP techniques to aggregate and map the meaning of the user intent (i.e., concept)
to the relevant parts of a text. This part of our work is referred to as Concept-based
information retrieval.
Overall, the thesis adopts a structured approach to Legal Information Retrieval. Rather
than fixating on a single case of information retrieval task, we developed different ap-
proaches for inducing semantic representation from legal text, and proposing approaches
by which the induced representation can be algorithmically used in providing relevant,
meaningful and useful information to users, at different levels of granularity. The tech-
niques also rely on different legal corpora, tool chains, as well as algorithms.
1.4 Problem Statement
It is said that the primary challenge for lawyers, who unlike many other professionals
live in the world of investigations and litigations in this age of exponential information
explosion, is to devise a way to reasonably manage the Electronically Stored Information
(ESI) by relying on the modern-day techniques (Baron, 2011). Civil discovery is a particu-
lar task that involves analysis and retrieval of relevant documents from a voluminous set
3Eurovoc is a taxonomy of concepts that describe some legal terms. It is available at
http://eurovoc.europa.eu/.
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of data. As an example, the author (Baron, 2011) cited an example of an examiner who
had to review some 350 billion pages (3 Peta-bytes) worth of data in a single discovery
exercise.
Civil discovery obliges parties to a lawsuit to provide responsive documents that are
sensitive to the case to each other provided that the request is not subject to a claim of
privilege (Oard and Webber, 2013). Since most documents are now available as ESI, the
term E-Discovery is often used. E-Discovery refers to the process by which one party
(e.g., the plaintiff) is entitled to request evidence in ESI format, that is held by another
party (e.g., the defendant) and that is relevant to some matter that is the subject of civil
litigation (i.e., what is commonly called a “lawsuit”). This procedure, among many other
challenging tasks for legal practitioners, often appears cumbersome with a high cost of
the undertaking.
Three key problems affecting LIR have been identified in this study. The first is the prob-
lem of user specificity, i.e., how is the information need represented or presented to the system?
The second problem is the notion of relevance. How do we determine what is relevant
or what is not relevant, based on the specified user request?. Also, what constitutes
relevance? Opijnen and Santos (Van Opijnen and Santos, 2017) give six dimensions of
relevance that are of interest to LIR. The most important of this is the semantic relevance
which is addressed in this thesis (see section 2.5). The preceding problems are intertwined.
Ideally, a retrieval system typically assumes that a user fully understands his needs and
able to feedback those needs into his thought process when constructing the query. How-
ever, Legal Information Systems (LIS) are mostly based on keywords, and by extension,
the bag-of-words based Boolean models (Salton, 1971; Salton, Wong, and Yang, 1975;
Salton, Fox, and Wu, 1983; Manning, Raghavan, and Schutze, 2008), which unfortunately
do not fully capture the thought that a user has when formulating the query words. A
Concept, being an abstraction of a general idea which may otherwise be described in de-
tail with words, may be used to represent the user intent such that the user does not have
to worry about how to specify the query.
Generally, BOW-based approaches which rely on word frequency have issues with pol-
ysemous words and synonyms. Polysemy is a term used for words which have multiple
meanings for the same lexical or orthographic form, while Synonymy is a term that de-
scribes a word which has other words with exactly, closely related or substitutable mean-
ing. Counting word frequency, coupled with the two phenomenons highlighted above
introduce some arbitrariness into how relevance is perceived by retrieval systems. In
other words, both Polysemy and Synonymy impact the performance of a retrieval sys-
tem negatively, and in different ways. For instance, while Synonymy degrades the recall,
Polysemy degrades the precision of the system. Nevertheless, their eventual effect on an
IR system is called the Query-Document Mismatch. We say that a Query-Document mis-
match occurs when the query representation and the document representation expresses
the same concept but the IR system is unable to realize the relatedness, hence, omitting
the document as though it is not relevant to the query. Researchers have introduced
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techniques to solve this problem. A common solution is the use of Query Expansion
with a thesaurus like the WordNet4, or expanded with the use of an ontology (Xu and
Croft, 1996; Schweighofer and Geist, 2007). Topic models e.g., Latent Dirichlet Allocation
(LDA) and Latent Semantic Analysis (LSA) (Blei, Ng, and Jordan, 2003; Deerwester et al.,
1990) as well as Distributional Semantic approaches (Sahlgren, 2008; Turney and Pantel,
2010) have been proposed. Distributional theory (Harris, 1954; Firth, 1957) hypothesize
that words that live in close context have a similar meaning, therefore, it is possible that
such techniques capture more semantics. Recently, Mikolov et al., (Mikolov et al., 2013b;
Mikolov et al., 2013a) showed that distributional representation of words can be learned,
such that words that occur in similar contexts lie really close in the vector space. The
learned distributional representation is what is called Word Embedding, simply because
each word is represented as a dense vector of real numbers which maps from a space
with one dimension per word to a continuous vector space with much lower dimension.
Mikolov (Mikolov et al., 2013b) further demonstrated the effectiveness of the word em-
bedding with the Word2Vec5 algorithm, which, when trained on a large dataset, is capa-
ble of inducing the semantic similarity and relatedness between the words such that two
words that are close in meaning lie really close in the vector space, or put in another way,
points to the same direction in the space. As an example, the words ’castle’ and ’mansion
would lie really close in the space and then presumed to be similar, thus, a problem like
a synonymy is naturally overcome. An important question of concern is how to use the
rich semantic knowledge from word embeddings to create a semantic representation for
the query and document such that Query-Document Mismatch is overcome.
The third problem is that of granularity of retrieval. This is especially important in the case
of document management system. First, IR should be about retrieving facts which are the
precise response to any given query. The importance of document management system
to the legal domain can never be overstated, and a system like the EUNOMOS (Boella et
al., 2012a; Boella et al., 2016) which is a prominent legal document management system
has raised the bar in this regard. IR systems like EUNOMOS retrieves any document
that it considers to be related to the user query. EUNOMOS, in particular, uses WordNet
(Miller, 1995) to expand terms in the query and then ranks the document based on how
similar they are to the expanded query according to the Cosine similarity function (Boella
et al., 2012b). This kind of similarity ranking, however, has bias for longer documents
since they have a high probability of containing expanded query terms (Almquist, 2011;
Hyman, 2012). More importantly, even though a document in its entirety is retrieved,
a user may only be interested in a specific section or part of the document that is of
specific interest. One of the characteristics of legal documents is that they are usually
long, i.e. a document may contain tens of pages (Van Opijnen and Santos, 2017). The
issue with most document management systems like EUNOMOS is that they take for
granted the problem of Information Overload in the result that they produce for users. The
peculiarity of legal documents, as regards their size/length make the issue of Information
4https://wordnet.princeton.edu/
5https://github.com/RaRe-Technologies/gensim
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Overload to be important. For example, let us assume that the information need of a user
is between the pages 5-7 of a legislative document which is 35 pages long. Let us also
assume that an LIR system actually retrieves that particular document based on the user’s
query. Even though the retrieved document is relevant to the query, the user still has to
manually read the retrieved document page by page in order to identify the section(s)
of the document that is of interest. We call this process manual information filtering. The
implication is that the retrieval result contains a lot of information or say, noise, which is
irrelevant to the user (i.e., pages 1-4 and 8-35), such that the user will still have to carry out
manual filtering. We say that there is information overload when a user is given more
information than is actually needed within a retrieved item, such that the user has to
manually filter the information in order to identify the needed part. Given a query, a good
LIR system would produce the relevant document(s) (e.g., the whole 35 pages), however,
an effective LIR system would retrieve the relevant fact (e.g., pages 5-7) which satisfy
the user’s information need. Such an ideal system will be able to automatically segment
long documents into different sections and then match queries to section(s) of document
instead of whole documents. This will amply solve the problems of information overload
and document mismatch which happen due to the bias for longer documents.
An emerging IR trend is systems that provide high precision, simple and short but direct
answer to a natural language question, some even in a conversational way. Examples in-
clude the personal digital assistants like Siri which was developed by Apple, or Cortana,
which Microsoft bundled with their new operating systems not too long ago. It would
be interesting to a lawyer who is gathering some information about a case to be able to
query the system with a free text question like ’who presided over Zubulake v. UBS War-
burg case’ or ’where was the case of Zubulake v. UBS Warburg heard’ and the system
says ’Judge Shira Scheindlin’ or ’ United States District Court for the Southern District of
New York.’ respectively. These systems are generally called Question Answering systems.
Question Answering (QA) system may rely on an external knowledge like the DBpedia
(Auer et al., 2007), or rely on a self-contain sample of questions and their associated an-
swers. The work of (Fader, Soderland, and Etzioni, 2011; Fader, Zettlemoyer, and Etzioni,
2014) are examples of the former which are classified as open domain, while the work of
(Bordes et al., 2015; Bordes and Weston, 2016; Kumar et al., 2016) are examples of the lat-
ter, and are said to be the closed domain. As regards legal domain, QAKIS (Cabrio et al.,
2012; Cabrio et al., 2013) also, operates over linked-data and has been deployed to an-
swering questions on compliance in the Insurance industry. With the acclaimed success
of Neural Networks-based QA systems (Bordes et al., 2015; Bordes and Weston, 2016;
Kumar et al., 2016) which operates on synthetically generated data. A part of the work
described in this thesis is to develop NN models for inducing semantic representation
from legal documents, and to show how the induced representation may be applied for
the QA task.
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1.5 Thesis Question
Given the highlighted problems in Section 1.4, the main questions that the thesis aim to
answer are:
RQ1- How do we induce representation in order to capture the semantics of a user’s information
need?
The second question this thesis will answer is:
RQ2- How do we reduce the search space of information by ranking document based on their
semantic relevance?
The work described in the thesis aims at finding reasonable answers to these questions.
1.5.1 Research Approach
Most problems in the real-world can be solved in a holistic way, however, as regards real-
world computing problems, no panacea provides a one-size-fits-all effective solution. As
a matter of fact, it is often the case that when problems are thoroughly analyzed, we
can easily identify different sub-problems which require specific but individual clear-cut
solution. This approach to problem-solving is what is referred to as the divide-and-conquer
in Computer Science parlance. The strong and appealing point of this approach is that a
problem is divided into smaller parts which are then solved independently. Fortunately,
it turns out that when individual solutions are combined, a robust and holistic solution
to the bigger problem is obtained.
Our approach in this thesis is to adopt the divide and conquer solution paradigm. We
highlight specific areas pertaining to our stated problems. Usually, we employ different
kinds of legal dataset as demanded by the solution provided and the evaluation to be
made. This thesis then provides an effective solution to each problem. When the solu-
tions are viewed holistically, they address the three research problems highlighted in this
thesis. Figure 1.3 is a pictorial representation of the tasks addressed in this thesis.
An attempt at providing fine-grained search solution is a system that divides a document
into semantically coherent units called segments, these segments are then individually
tagged with some concepts in order to allow a fine-grained conceptual search. In this
approach, instead of retrieving the whole document, only specific part(s) of the document
that is responsive to the query concept is retrieved (Adebayo, Di Caro, and Boella, 2017c).
The Ensemble NN relevance model for the E-Discovery task is described in chapter 6.
The work shows how important relevance signals are extracted from a document using
the induced semantic representation from the Query. The other parts of this thesis also
describes the NN models for inducing semantic representation and how this is applied
to Question Answering. This part of our work is called Question Answering (QA) task
(Bordes and Weston, 2016).
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FIGURE 1.3: Overview of the tasks tackled in this thesis.
1.5.2 Research Goal
The overall research goal of this thesis is to induce semantic representation from different
types of legal text at different levels of abstraction, which may then be applied to some
IR tasks. Our goal is to explore and redesign the state-of-the-art NLP techniques and ML
models for a variety of tasks in legal text understanding and processing. Our approach
is to conduct a rigorous analysis of the documents which are the subject of this study,
where applicable. Knowledge from this analysis is then used to develop systems that
can induce needful semantic representation from the document. We addressed various
search problems using different solution approaches. In some cases, we employed and
combined existing NLP techniques and tools in a novel way while also developing new
methods along the way. We are motivated by the recent exploits of Deep Learning (DL)
approaches in various NLP tasks, and IR in particular, thus developing DL architectures
that show effectiveness in the tasks that we address in the thesis. We measure the success
of the different work described in the thesis either by evaluating using human annotated
gold-standard, benchmarking our model against state-of-the-art models which have been
evaluated on a different set of data (usually bigger), or by having human volunteers
assess the result of our system.
1.6 Contribution to Knowledge
The significance of our work is how we induce semantic representation from different
types of legal texts for the work described in this thesis. In particular, our approach
shifts the IR task from matching by words to matching by meaning, using the induced
semantic representation. We can situate the contribution to knowledge here according to
the section of the thesis where the specific work is done. The significant contributions are
presented below:
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1. Concept-Based IR: We developed a concept to document mapping that works at
the document segment level. The idea is to provide a fine-grained IR experience
while solving two key problems here, i.e., user specificity, and granularity of re-
trieval. In the first instance, by allowing users to search for items using controlled
concepts, users are freed of any worries about query formulation. Furthermore,
since the approach operates at the level of document’s semantics, i.e., the meaning
of the concept, and the document part to be retrieved; the approach steps up from
the keyword search to a semantic search. In the second instance, we proposed an
algorithm that associates a concept not just to the document that it describes but to a
specific part of the document. This not only produces a fine-grained result but also
reduces the problem of information overload. The proposed method operates on
two basic ideas; first is to use NLP approach to represent the meaning of a concept
and the points of topic drifts in a text. Second is to associate the representation of a
concept to a similar representation of a document. As a part of our work, we devel-
oped and utilized a topic-based text segmentation algorithm. Taking cognizance of
the general nature of legal documents, the proposed algorithm divides a document
into segments whose sentences share the same topics. The idea is based on the
assumption that a document is a bag of topics, thus sentences with similar topics
tend to cohere together. Using a list of Eurovoc concepts which are widely used for
legal document indexing, the proposed system expands each concept using some
NLP techniques in order to capture its meaning. The proposed system then maps a
concept to a segment of the document that is most relevant to a query. To the best
of our knowledge, we did not encounter in the literature, any system that offers
this kind of fine-grained annotation for conceptual IR with respect to the legal text.
This part of our work is partly adapted from (Adebayo, Di Caro, and Boella, 2016e;
Adebayo, Di Caro, and Boella, 2016c; Adebayo, Di Caro, and Boella, 2017c)
2. Neural Network-based Relevance Model for E-Discovery: We propose a Neural
Network-based relevance Model, a supervised classifier which determines whether
a document is relevant to a query or not. Furthermore, the system learns to rank
document according to their semantic relatedness to a given query using a weighted
relevancy score that it learns to assign to document. NNs are already being em-
ployed for Adhoc IR, however, existing architectures either focus on query-document
term matching at different scopes of the document, or the semantic similarity be-
tween the query the document texts. However, based on our observations, we dis-
covered that E-Discovery is loosely dependent on the query terms and document
terms relatedness. More importantly, the way the Request for Production (RFP) is
normally presented gives no room for exact term matching, therefore, necessitating
a new approach to representing both the query and the document. The proposed
architecture is an Ensemble system, i.e., a combinatorial feature-rich Siamese archi-
tecture which uses component neural networks to extract multiple high-level se-
mantic features from the query and document, and using another neural network
to combine features obtained from the component neural networks. Furthermore,
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the system also benefits from our newly introduced semantic query expansion ap-
proach which uses a fusion of a knowledge resource (WordNet) and semantic re-
source (Word Embeddings). The model typically overcomes language variability
issues of polysemy and synonymy, especially since the focus is on semantic related-
ness matching. The classification, ranking, and retrieval is performed end-to-end,
and the model outperforms traditional bag-of-word based vector space model. The
system has been evaluated on the 2010 and 2011 TREC legal track data.
3. Researchers usually initialize Neural Networks and encode words with pre-trained
word vectors when applied to NLP tasks. Usually, this improves performance com-
pared to when the network is initialized randomly, this is because pre-trained vec-
tors readily capture syntactic and semantic information. It is usually expected that
the size of data from which the vectors are obtained, coupled with the vector dimen-
sion, among other parameters usually influence how useful a pre-trained vector is.
However, legal documents are strongly domain specific, and somewhat different
to ordinary text, given that they do contain technical legislative terms. Similarly,
it is our observation that the pre-trained word vectors are not created equally, and
the data to be used to train a word embedding algorithm has to be domain-specific,
provided it is to be used in a domain-specific task. In our work, we show our find-
ings regarding this phenomenon, by showing that a superior performance can be
obtained when the word vectors used are obtained from a custom data (e.g., le-
gal documents) rather than a generic data (e.g., Wikipedia data) as revealed in our
experiments. This is important especially for our work, where we show that our
models capture legal nuances, hence, a good semantic representation of a docu-
ment and query can be obtained.
1.7 Thesis Outline
In chapter 2, we discussed IR in depth. The desiderata of IR, the approaches to IR, as
well as the general background knowledge needed for the later chapters. Chapter 5 of
this thesis describes our concept-based semantic IR. We explain our notion of semantic
annotation of document, the semantic similarity approach for matching segments of a
document to the expanded concept etc. We also describe our topic-based text segmen-
tation algorithm. In Chapter 6, we introduce our Ensemble Relevance matching Neural
Network algorithm for the E-Discovery retrieval task. We describe the E-Discovery task
and report our E-Discovery task evaluation using the TREC 2010 and 2011 legal track.
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1.8 Publication
The work presented in this thesis has directly or indirectly benefited from the following
published papers accepted and orally presented at peer-reviewed international confer-
ences and workshops6.
A. Published Paper:
1. (Adebayo, Di Caro, and Boella, 2017a): Siamese Network with Soft Attention for Se-
mantic Text Understanding. In Proc. of Semantics 2017 Association for Computing
Machinery (ACM)*.
2. (Adebayo et al., 2017): Legalbot: A Deep Learning-Based Conversational Agent
in the Legal Domain. In LNCS (Springer) Proc. of International Conference on
Applications of Natural Language to Information Systems (NLDB 2017)*.
3. (Rohan et al., 2017)7: Legal Information Retrieval Using Topic Clustering and Neu-
ral Networks. In Proc. of COLIEE 2017, collocated with ICAIL 2017 (Easychair)**.
4. (Adebayo et al., 2016a): Textual Inference with Tree-structured LSTM. In LNCS
(Springer) Proc. of Benelux Artificial Intelligence Conference*.
5. (Adebayo, Di Caro, and Boella, 2016d): NORMAS at SemEval-2016 Task 1: SEM-
SIM: A Multi-Feature Approach to Semantic Text Similarity. In Proc. of ACL Se-
mEval (ACL Anthology)**.
6. (Adebayo, Di Caro, and Boella, 2016a): A Supervised KeyPhrase Extraction System.
In Proc. of Semantics 2016 Association for Computing Machinery (ACM)*.
7. (Adebayo, Di Caro, and Boella, 2016e): Text Segmentation with Topic Modeling
and Entity Coherence. In Proc. of International Conference on Hybrid Intelligent
Systems (HIS) (Springer)–Awarded the Best Paper*.
8. (Adebayo, Di Caro, and Boella, 2016b): Neural Reasoning for Legal Text Under-
standing. In Proc. of Legal Knowledge and Information Systems - JURIX 2016: The
29 Annual Conference (IOS Press)*.
9. (Adebayo et al., 2016b): An approach to information retrieval and question answer-
ing in the legal domain. In Proc. of JURISIN 2016 Workshop**.
B. Accepted and Awaiting Publication:
1. (Adebayo, Di Caro, and Boella, 2017c): Semantic annotation of legal document with
ontology concepts. Accepted for AICOL 2015 Springer LNCS Proceedings**.
6Conference papers are marked * while workshop papers are marked **.
7The first and second authors have equal participation
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2. (Adebayo, Di Caro, and Boella, 2017b): Solving Bar Exams with Deep Neural Net-
work. Accepted at 2ND Workshop on automated semantic analysis of information
in Legal Text (ASAIL) 2017**.
1.9 Chapter Summary
This chapter lays a foundation for understanding the scope of our study. We highlighted
some existing challenges which motivate our work. We discussed our research goal, fo-
cusing on our step-wise approach to information retrieval in the legal domain. The contri-
bution to knowledge as well as a brief description of each work presented in each chapter.
The datasets and the description, resources as well as our models and other tools that we
used in this thesis are available upon request or at the moment through this link: https:
//www.dropbox.com/sh/vl8bhz0s20vbgy4/AABCd6O3uuwUQEYJMxJF9QJua?dl=
0. In the future, it would be released via other public open source channels.
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Chapter 2
INFORMATION RETRIEVAL AND
RETRIEVAL MODELS
In Chapter 1 of this thesis, we stated that Information Retrieval (IR) seeks to determine
the presence or absence of an information that is of interest to the user. For a system to
give its users’ the desired satisfaction, it must have a way of comprehending the exact
need of its users and creating a representation of the need. An IR model tries to give a
real-world representation of a user’s need. This chapter will give a broad overview of
what IR is, we will then discuss some of the important models of IR from the literature
as well as the strategies for evaluating the performance of an IR model.
2.1 What is Information Retrieval?
One of the popular definitions of IR is the one given by Gerard Salton (Salton, 1968), who
along with his students, was one of the pioneers of this challenging field of IR. Salton’s
definition is reproduced below:
“Information Retrieval is a field concerned with the structure, analysis, organization,
storage, searching and retrieval of information. ”
Notwithstanding that the definition was given decades ago, it still presents the relevant
idiosyncrasies of any modern IR system. Two things can be learned from this definition,
the first being that for an item to be ’searchable’, it has to be ’storable’. Secondly, the
definition implies that the field of information retrieval is broad and not limited to a
specific object type, perhaps, the reason why Salton refrained from explicitly specifying
what an information is. In reality, information is that need which a user requires, be it
music, text, videos and whatever object that can be organized or stored.
The work presented in this thesis focuses on textual document (or simply text). Right
from the early days of the earliest retrieval system like the SMART system (Salton, 1971),
as well as the pioneer work on Vector Space and Boolean model retrieval systems (Salton,
Wong, and Yang, 1975; Salton, Fox, and Wu, 1983) till today, providing more efficient
methodologies and techniques that scale with the increasing size of data for timely and
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improved retrieval of texts has been the focus of researchers (Salton and McGill, 1986;
Croft, Metzler, and Strohman, 2010).
Retrieving information from a storage may be simplified if related pieces of information
are arranged in individual records which have attributes (with related semantics) that
link them to one another. A collection of such related record is called a Database, and
users can retrieve information with the aid of a specialized language called Structured
Query Language (SQL). The type of IR system that operates in this type of environment
is referred to as the Relational Database Management System (RDBMS), and different types
of data such as text, images, music etc. can also be retrieved from these systems. With
RDBMS, a retrieval system uses syntax provided by the SQL to look for any specific in-
formation in a given record, e.g., the retrieval system may be asked to retrieve the content
of the “Lastname” column in a “Student” table in a ’University’ database. Because infor-
mation is arranged in a methodical way in the order of their relationship, we say that this
class of information is structured.
However, many text document collections are usually unstructured. First, the rate at
which electronically stored information (ESI) are generated is unprecedented, in this sce-
nario, it is difficult to format documents such that they can be arranged into tables and
columns as with the RDBMS. Secondly, for any pieces of information to be arranged in
a database, such information must have meta-data that could be used to group them.
However, documents may not have such meta-data. Documents with such meta-data are
said to be partly structured, e.g., they may have a structured header, however, the body
is still unstructured and the header can only contain meta-data about the document and
not exactly the information content of the document (Greengrass, 2000). Lastly, a free text
does not have explicit attributes that provide the possibility of connecting the different
parts of the text as required by an RDBMS.
The implication of all these is that there is no well-defined syntactic structure that the re-
trieval system might use to locate data with a given semantics. For instance, documents
in a collection may have different topics. Even if we know that a document talks about
the European Union (EU), we still do not know the specific thing about the EU that it
is talking about, e.g., it could be EU open border in relation to the trade or open border
with respect to immigration, which are two different things. If we agree that the docu-
ments at least talk about the EU or open-border, without regard for the specificity, there
is still no explicit way of knowing where open-border or EU appears in the body of the
text, i.e., the exact page, section, paragraph or sentence. This characteristic is what de-
fines the ’unstructuredness’, the absence of an explicit syntax for a document or a group
of documents, or a lack of well-defined semantics which relate the syntactic structure of
each document in case there is a partial existence of such a syntactic structure (Green-
grass, 2000). A good IR system should be able to retrieve relevant information from an
unstructured document collection, which is also the focus of this thesis.
As discussed in the previous chapter, most of the search activities can be categorized
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under Desktop search, Enterprise search, and Web search (Croft, Metzler, and Strohman,
2010). The Web search is the commonest, and millions of queries are issued by users to
search the Internet using some search engines like Google, Yahoo, AltaVista etc. Because
of the size of the Internet, building IR systems to perform at this scale in real-time re-
quires some complex indexing techniques, especially since the objects to be retrieved are
sparsely located on millions of servers all across the world. Also, the objects are typi-
cally unstructured. Some efforts are being put into the Semantic Web project (Berners-
Lee, Hendler, and Lassila, 2001) originally conceived by Tim Berners Lee, which allows
for embedding of more knowledge into web pages and documents in order to be more
machine understandable and comprehensible. The introduction of personal digital as-
sistants like the Microsoft’s Cortana, or Apple’s Siri has further simplified the Desktop
search on the computer and Phone. Desktop search deals with files which are stored on a
personal computer, examples include emails, music files or books etc. Enterprise search,
on the other hand, is a kind of search done, for example, over a corporate Intranet. In
this thesis, we categorize the E-Discovery task, which is Ad-hoc by nature, as a kind of
Enterprise search.
2.2 The Goal of an Information Retrieval System
It is possible to analyze IR as a process or a chain of events that fully describes both
the user and the system modeling part of the IR process. In this chain of events, we
have the user activity and the IR system’s activity (Baeza-Yates and Ribeiro-Neto, 1999).
In particular, the user activity may be expressed in terms of two sub-processes, i.e., the
intention and the representation. When a user needs an information, the first thing, i.e.,
the intention is to cogitate what his/her needs are, for the thought process is conceived
in the mind. This cognitive duty includes a formulation of what the user likely expects
as the right response to his need (relevant objects) and what he believes may not satisfy
his need (irrelevant objects). Visualizing the picture of what is relevant or not helps in
the representation sub-process, i.e., the user begins to formulate how to present his ideas
of relevance according to his need in a way that the system can replicate his thoughts
into reality. Obviously, the user may not in totality have a priori knowledge of all the
information he is searching, but he has a modest knowledge of what he is not searching.
This representation process is what is called Query Formulation. A query is, therefore,
an express simplification of the user’s thought about relevance as well as a specification
of an information need. In the subsequent sections, we will describe various ways of
representing queries.
Once a query has been formulated, an IR system must provide useful information which
satisfies the query. An ideal IR system must have an understanding of the user query
as well the documents in the collection in order for a meaningful match to be done. In
Section 2.6, we provide a review of the most important models for query and document
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understanding as well as relevance/semantic matching. Apparently, relevance match-
ing is not an easy task because documents in the collection can belong to different topics.
Also, amidst other challenges, documents are usually expressed in unconstrained natural
language (Greengrass, 2000). An ideal IR system must, therefore, possess some interest-
ing characteristics. As we will see in later chapters, these desirable characteristics guide
the design of the IR solutions proposed in this thesis.
2.3 Desiderata of an Information Retrieval System
The ultimate goal of an IR system is to produce relevant information which satisfies a
user’s information request. Determining whether a retrieved information is relevant to
the query could be dicey, more importantly, since relevance itself is a subjective concept,
e.g., is it topical relevance, semantic relevance etc. A good IR model must, therefore, have
some explicit attributes which must guide its understanding of the kind of relevance it
wants to model. Mitra and Craswell (Mitra and Craswell, 2017a) itemized some of these
attributes. In this work, we use these attributes as the guiding template in the design of
our proposed solutions.
1. Semantic Understanding: There are different sides to relevance, i.e. should it be
about the exactness of terms that occurs in both the query and the document or
more about other relative details or evidence which implies that a document says
something in relation to another document or query? The latter is generally re-
ferred to as the ’aboutness’ of an information, e.g. query or document. Traditional
IR approaches rely on the frequency of intersection of terms between a document
and the associated query in order to judge relevance. While this count-based ap-
proach may not be the most ideal, it has performed reasonably well when enhanced
with different weighing techniques like IDF, TF-IDF, and BM25 (Salton and Buck-
ley, 1988; Robertson and Zaragoza, 2009), and has been the fulcrum of approaches
like the Boolean (Salton, Fox, and Wu, 1983; Lee, Chuang, and Seamons, 1997) and
the Vector-Space models (Salton, Wong, and Yang, 1975; Lee, Chuang, and Sea-
mons, 1997). The problem with this approach, however, is that it fosters the gap be-
tween how people conceive information and expresses same in natural languages.
Human views the world in terms of the semantic and conceptual representation
(Arazy, 2004), which is why we can easily understand that an automobile is con-
ceptually similar to a vehicle or a car, etc. Counting word frequency would fail to
realize this kind of similarity since words are naturally ambiguous, and two dif-
ferent words may express the same meaning. The result is that we relegate the
essence of ’aboutness’ when determining relevance. Also, ’order’ and ’structure’ of
words are important in the way that human understands communication, which,
unfortunately, are lost in the Bag-of-Words (BOW) based approaches. An ideal IR
system must be able to distinguish between ’warm puppy’ and ’hot dog’, even
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though the terms ’warm’ and ’hot’ are synonymous as is ’dog’ and ’puppy’ (Mitra
and Craswell, 2017a).
2. Robustness to rare inputs: One of the guiding principles in Language Modeling
(LM) is the Zipf’s law (Newman, 2005). This law states that, if t1 is the most com-
mon term in the collection, t2 is the next most common, and so on, then the collec-
tion frequency cfi of the ith most common term is proportional to 1/i:
cfi ∝ 1
i
(2.1)
What this means is that frequency decreases rapidly with the rank of a term, or put
in another way, a few terms appear more prominent in a collection count while the
majority terms are used sparingly. In other words, most of the words that a user
might use in a query may be least known words or least used words in a document
collection. An ideal IR model should be flexible and adaptive enough to rare words.
A plausible way to do this is to consider performing an exact matching of the rare
words in situations where a query word is not found in the exclusive vocabulary.
3. Robustness to corpus variance: An ideal IR system must not be too dependent or
sensitive to the specificity of a corpus, otherwise, it may perform creditably when
given documents from a related document to the one it was trained on while per-
forming poorly when documents from another domain are involved. In real life, it
is almost impossible to know a priori the kind of information or the kind of search
that the prospective users might be conducting in the future. Machine Learning
(ML) and especially Deep Learning (DL) based models may, for instance, be sus-
ceptible to such bias because they look for innate patterns in the data. This may
cause such models to ’over-cram’ even the minutest details about the kind of data
they are trained with while not being able to generalize enough across varieties of
data. For instance, the authors in (Szegedy et al., 2013) show that by perturbing
an input data, an equivalent Neural Network that was initially trained on the orig-
inal data committed a lot of misclassification errors on the perturbed data. Also,
Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) are showing
incredible capacity whereby a neural network is generating fake data from an in-
put data for another neural network which is deceived to believe that it is working
with the original data. In the legal domain, a model should be effective, efficient
and robust such that it is invariant or insensitive to the data it was trained with,
and should function optimally irrespective of the kind of search being carried out,
e.g., case law retrieval, E-Discovery ad-hoc search or any legislative document that
may be the subject of search by a user.
4. Robustness to variable document size: Document comes in varying sizes, and it is
common for an IR system to have some bias for longer documents at the expense
of shorter ones. In fact, document normalization techniques like the TF-IDF (Salton
and Buckley, 1988) and pivoted length normalization (Singhal, Buckley, and Mitra,
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1996) were proposed to curtail this bias. Also, queries are usually short in compari-
son to documents (e.g., 1 to 10 words on the average), and even though techniques
like Query Expansion (Xu and Croft, 1996; Buckley et al., 1995; Robertson, 1990;
Voorhees, 1994) can help enrich query terms by including synonyms etc., it is still
the case that longer documents have more terms in common to the query, and thus
retrieved or ranked above shorter ones which may be more relevant. An ideal IR
system must be robust to different data input size/length. In addition, it must be
able to pinpoint the exact section of a document that is most relevant.
5. Robustness to errors in input: A good IR system must be robust to erroneous input.
Users often make mistakes when entering their queries, thus changing the intent of
their search. Likewise, a document could contain mistyped words, abbreviations,
and other orthographic variations. An IR system must offer a way to reformulate a
user’s query into a way that it expresses the user’s intent and can easily match the
relevant documents. Word normalization techniques like stemming and lower-casing
characters can help in this regard. Also pertinent to this is spelling error correction
(Duan and Hsu, 2011) and query re-writing techniques (Guo et al., 2008; Brill and
Moore, 2000; Carpineto and Romano, 2012).
6. Sensitivity to context: A claim of Compositional Semantics (Baroni, Bernardi, and
Zamparelli, 2014; Grefenstette, 2013) is that the meaning of a sentence or phrase
is composed of the meaning of its parts, i.e., the words. This is rightly so, to the
extent that humans believe that words do not live in isolation. However, the mean-
ing expressed by a word also depends on the meaning of its surrounding words or
neighbours, otherwise known as the context. An example is the word bank which
may refer to a financial institution when close to a word like money and deposit, or
it can refer to a hummock when its context words include river or water etc. The
implication is that an ideal IR must take cognizance of the context of each word
in the query when computing the meaning of the query so as to exclude potential
noise from the result set. Incorporation of word-sense disambiguation techniques
(Yarowsky, 1995; Banerjee and Pedersen, 2002; Navigli, 2009) may help in this re-
gard. This is particularly important in the legal domain where legislative terms are
used, and where, as the saying goes, −’the language of the law does not follow the law
of language’.
7. Efficiency: An ideal IR model must be able to scale-up with big data, no matter how
humongous, and should offer its users a graded notion of relevance through rank-
ing (Liu, 2009), especially in a recall-friendly domain like the legal field, where the
system has to provide a lot of relevant documents (i.e., when the recall is favoured
over precision). A fusion of filtering techniques that quickly eliminates grossly ir-
relevant documents from a list of candidate documents to be considered for review
may also speed up the retrieval process. Query feedback techniques (Chen and
Roussopoulos, 1994) can help in improving the effectiveness of the IR model.
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FIGURE 2.1: A General Information Retrieval Procedure.
2.4 Definition
IR systems are expected to provide relevant documents according to the information need
of the user. The idea of what a document means in this regard can be ambiguous, i.e., is
it a section of a document (as we will see in Chapter 5) or whole document as obtainable
in the E-Discovery task that we discuss in Chapter 6. The general IR procedure is shown
in Figure 2.1. It is thus important to specify what we refer to when a term is mentioned.
Within the framework of this study, we define the two terminologies which concern the
input to our retrieval systems.
2.4.1 Document
A document is a textual unit which is indexed as a candidate for IR system. The indexing
which is a way of representing the document is mostly done off-line. A document is
either relevant or not relevant. When the indexed candidate matches a user specification
presented by a user through a query, the system returns this document. When we talk
of retrieved items/documents in this thesis, three granularities are involved, depending
on the task at hand. For instance, the end-result of our IR system in the E-Discovery task
is a ranked set of whole documents. By whole we mean that each ranked document is a
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single entity or piece of evidence. In the conceptual annotation task described in Chapter
5, the retrieved item is indeed segments of document instead of whole documents.
2.4.2 Electronically Stored Information (ESI)
According to the Federal Rules of Civil Procedure (FRCP), ESI is information created,
manipulated, communicated, or stored in a digital form requiring the use of computer
hardware and/or software.
2.4.3 Collection
By collection, we refer to the corpus. For the ad-hoc task of E-Discovery, we employed
the TREC legal track data. Every document in a collection is indexed for the IR task. Our
solution matches the query with the documents in the collection and then yield a ranked
list of the relevant documents according to their order of semantic relevance. Usually, the
TREC evaluation requires that a top-k most relevant documents are produced, e.g., top
10,000 e.t.c. For other IR task that we present in this thesis, a separate collection is used
as we shall describe in the subsequent chapters.
2.5 The Notion of Relevance
The concept of relevance has been been well studied by researchers (Park, 1993; Saracevic,
1996; Borlund, 2003). It is particularly important since we judge IR systems based on how
successful they are in delivering relevant documents to the user. Borlund (Borlund, 2003)
while referring to the work of (Schamber, Eisenberg, and Nilan, 1990) identified three
views of relevance, i.e.,
• relevance is a multidimensional cognitive concept whose meaning is largely depen-
dent on users’ perceptions of information and their own information need situa-
tions
• relevance is a dynamic concept that depends on users’ judgments of quality of the
relationship between information and information need at a certain point in time
• relevance is a complex but systematic and measurable concept if approached con-
ceptually and operationally from the user’s perspective.
The term multidimensional reinforces the fact that relevance means different thing to dif-
ferent users, while by dynamic, Schamber et. al. (Schamber, Eisenberg, and Nilan, 1990)
tries to express how perception might change with time. These views lay a ground for
what Schamber (Schamber, Eisenberg, and Nilan, 1990) and subsequently, Borlund (Bor-
lund, 2003) referred to as situational relevance, or put in another form, the psychological rel-
evance (Harter, 1992). In this regard, relevance can be divided into two broad categories.
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The first category leans toward the system-driven evaluation approach to IR, and it is
called the objective or system-based relevance while the second one which leans toward the
cognitive user-oriented IR evaluation criteria is called the subjective or human/user-based
relevance (Borlund, 2003). In between these categories, Saracevic (Saracevic, 1975) identi-
fied five different manifestations of relevance. These manifestations are briefly described
below:
• System or algorithmic/logical relevance: This relevance captures the relationship
between the query and the retrieved document, i.e., do the query and the retrieved
item express the same meaning? We liken this to the semantic relevance -a solution
that is the ultimate aim of the thesis. This relevance must however not be situated
to the concept of utility, which measures how useful the retrieved information is to
the user; or novelty, which describes the proportion of relevant retrieved documents
that a user just encountered (Lancaster and Gallup, 1973).
• Topical: This captures the aboutness of a retrieved document, and it is distinguished
from semantic relevance. In this approach, a retrieved document that talks about
risk management for banks may be appropriate for a user looking for documents re-
garding regulatory compliance. If a user is satisfied because the topic of the retrieved
information relates to the topic of the information need, then such relevance is top-
ical relevance.
• Pertinence/Cognitive relevance: This relevance emphasizes the notion of subjec-
tivity, i.e., how a user perceives the information need and how impressive the re-
trieved item is to the user (Kemp, 1974). Moreover, it focuses on the amount of new
information it is able to add to the existing knowledge of the user about his need.
• Situational relevance: This relevance captures the relevance of a retrieved item to
a user based on the user’s world-view. If a retrieved document changes the world-
view of a user, then such document is situational (Wilson, 1973; Harter, 1992).
• Motivational and affective: This is a goal-oriented kind of relevance. If the re-
trieved information aids the achievement of a task or goal, then such kind of re-
trieved information is affective.
Our E-Discovery experiments follow the Cranfield IR evaluation model which has been
used in many TREC tasks (Voorhees and Harman, 2005), and in particular, the legal track
(Oard et al., 2008; Hedin et al., 2009; Cormack et al., 2010) where relevance is binary, i.e.,
given a query, a document can either be relevant or non-relevant. Another form of eval-
uation is through ranking, e.g., ordering relevance based on their likelihood probabilities
of relevance. The Learning task of the TREC Legal track follows this style. Non-binary
relevance is not easily evaluated with metrics like precision and recall. We follow strictly
the algorithmic/logical relevance such that we explicitly model the semantic match be-
tween a document and a given query by incorporating some syntactic and semantic anal-
ysis of the query and the document in order to better capture their meaning and in par-
ticular, the user intent. This semantic matching also extends to other experiments other
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than the ad-hoc retrieval task for E-Discovery.
2.6 Information Retrieval Models
In the first chapter, we discussed that the earliest form of IR was through Keyword search,
i.e., where prominent terms (most especially nouns) are used to index and then retrieve
documents that explicitly contain the index terms. The explicit appearance condition im-
posed by this approach implies that the system oversimplifies the way a human under-
stands and expresses language. Clearly, humans view and represent language in terms
of concept such that a concept can express different meanings, i.e., words are usually
ambiguous. This particular condition is what has been coined synonymy and polysemy,
which are two recurring problems which influence the design of any IR system. Simi-
larly, it is often the case that the meaning of a word may not be substantiated without
considering the meaning of the neighbouring words. What this means is that keywords
may not fully capture how we express our information need, and in the eventual case
that it is used, irrelevant documents will overwhelm the relevant ones, if at all there is
any(Baeza-Yates and Ribeiro-Neto, 1999).
One way of understanding how humans think of information and how we naturally
express our thoughts in a language is through the use of models. Scientists often use
models to explain a phenomenon, idea, or behaviour in the real-world (Hiemstra, 2009).
It is often the case that such a behaviour cannot be experienced directly, thus, we can
give a scientific model some hypothetical assumptions and in turn, the model can give
a representation of such real-world experience. As discussed in the preceding section,
an important theme to which every IR process revolves is the relevance. For instance,
while someone’s information need may prefer relevance in terms of topics, such that a
document is relevant if it is ’about’ something, that may not be sufficient for another
person who sees relevance in terms of the semantic relationship or match, i.e., a relevant
document must express the same ’meaning’ as the query. A model may be employed to
understand this variance in perception of relevance. The processes involved in IR also
benefit from mathematical models which researchers have used over the years to codify
how humans perceive relevance.
Baeza et. al. (Baeza-Yates and Ribeiro-Neto, 1999) gives a formal definition of IR model
as a quadruple {D,Q, F, R(qi, dj)} where D and Q are the representations of the document
collection and the query respectively. The framework F captures the logical relationship
between the document and the query representation, and finally R(qi, dj) is a ranking
function which assigns a relevancy score to each document in the collection, based on
its relationship to Q as modeled by F. The success (or otherwise) of the model depends
on F, and if it fails, the ranking function may rank irrelevant documents higher than the
relevant ones.
2.6. Information Retrieval Models 29
A lot of IR models have been proposed in the past and the improvements have been ver-
tical, i.e., each succeeding model tries to overcome the weaknesses of the previous ones
while of course retaining their strengths. Generally, these models can be classified into
three categories, i.e., the Boolean/Set-theoretic model (BM), the Vector Space/Algebraic
model (VSM), and the Probabilistic models (Baeza-Yates and Ribeiro-Neto, 1999). What
differentiates these models from one another is what represents the framework F. For
instance, while this could be the vector of weighted terms of document and query and
the linear algebra operations on the vectors for the VSM, it is the document representa-
tion and the manipulation with the set theory for the BM. The BM and VSM reiterates
the general assumption of the bag of words (BOW) where the order or the syntactic con-
nection between words is dismissed. Even though this may be too simplistic to model
the semantics of natural languages, they are always a good first approximation and the
fact that they have been effective over the years make them a good template which more
powerful models can build on (Salton and Buckley, 1988; Lavrenko and Croft, 2001).
2.6.1 Boolean Model
The Boolean Model is a simplistic approach which relies on the set theory and Boolean
algebra, i.e., the Boolean operators over strings that occur in a text. This model has been
the approach of choice for many IR users especially in the legal domain because of its
formalism, i.e., it allows queries to be specified by Boolean/Logical expressions, using
operators ’AND’ known as the conjunction, ’OR’ known as the disjunction, and ’NOT’
which is the negation. The fact is that these expressions have precise semantics such that
when combined users can flexibly express their information need by intervening the op-
erators with the set of terms in the document collection. For example, the AND operator
infers that a user wants all the document where the terms connected by the operator ex-
plicitly appears, e.g.,"Financial AND Regulation" produces documents where both terms
appear. The OR operator, on the other hand, relaxes the condition as it produces the
union of both terms. The NOT operator produces the documents that do not obey a
logical expression or do not contain specific terms it was conjoined with, e.g., the query
"Financial AND Regulation AND Compliance AND NOT Insurance" produces the doc-
ument where the terms Financial, Regulation, and Compliance exist but where the term
Insurance does not appear.
The retrieval framework of the Boolean model is represented below:
R(q, d) =
1, if q is a term and present in document d0, otherwise (2.2)
Where the Boolean operators are modeled as shown in Equations (2.3) to (2.5) :
ROR(q1, ....., qm, d) = max
i
R(qi, d), (2.3)
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RAND(q1, ....., qm, d) = min
i
R(qi, d), (2.4)
RNOT (q, d) = 1−R(q, d), (2.5)
where i ranges from 1 to m, the number of arguments for each operator.
It is also possible to construct complex boolean queries by combining these basic opera-
tors and evaluating accordingly with the boolean algebra. Several refinements have been
proposed to enhance this model. First, it is possible to target the query at a specific region
or syntactic part of the document, e.g., title or abstract part may be targeted instead of the
whole parts of the document. Second, the query may further be refined such that even
in a particular region of the target, the search space is limited to a specific position, e.g.,
focusing on the first few words of the abstract rather than whole abstract. Third, we may
use proximity operators (Mitchell, 1974) to further refine the search. For instance, with
proximity operator, a user may specify how close in the document the operand terms
must be to satisfy the query condition, such that the position offset between the terms is
used as a condition for retrieval. The proximity operator applies both to terms as well
as boolean operators (Greengrass, 2000). An example of this flexibility is to specify that
some terms / sentences that satisfies a condition must be near or adjacent to another
sentence that satisfies a different condition.
Croft et. al. (Croft, Metzler, and Strohman, 2010) opined that its main advantage is the
predictable and easily explainable results. Also, the fact that document metadata may
be substituted in lieu of word as operands to the logical operator makes it attractive.
Also, it can quickly and effectively eliminate irrelevant documents from the search space.
However, a drawback of this approach is that it does not allow ranked retrieval, i.e.,
it models the binary decision criterion whether a document is relevant or not relevant
(Baeza-Yates and Ribeiro-Neto, 1999). It retrieves all the document that obeys the Boolean
expression and in such a situation, it is difficult to pinpoint the best match for a query.
Secondly, because it is index-based (i.e., terms are either present or absent and assigned
corresponding weights wij ∈ {0,1}), relevant documents are left out if they do not contain
exact query terms. Therefore it can be considered as an exact match such that a word
that is absent in the document receives zero weight. The work of (Salton, Fox, and Wu,
1983) introduced some normalizations to solve this specific problem with his extended
Boolean model, important of which is the p-norm model. Here, operators make use of the
weights (real number between 0 and 1) which are assigned to the terms in each document
consequent upon the degree to which the given Boolean expression matches the given
document, instead of the usual strict values 1( if term is present) or 0 (if term is absent).
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The extended Boolean function from the p-norm is as below:
SIMAND(d, (t1, wq1)AND.....AND(tN , wqN )) = 1−
(∑n
i=1((1− wdi)p · wpqi)∑n
i=1w
p
qi
) 1
p
, (1 ≤ p ≤ ∞)
(2.6)
SIMOR(d, (t1, wq1)OR.....OR(tN , wqN )) =
(∑n
i=1(w
p
di · wpqi)∑n
i=1w
p
qi
) 1
p
, (1 ≤ p ≤ ∞) (2.7)
Where p is a parameter for tuning the model and it takes on values between 1 and∞.
Lastly, the fact that the operator allows for a flexible query does not take away from the
fact that complex queries are often needed if very relevant documents are to be retrieved.
The problem with this is that formulating such complex queries requires some expertise
and experience for it over assume that users know exactly what they need. It is, however,
often the case that users do not fully know how to express their need (Arazy, 2004). The
use of search intermediaries who translate users need into a complex Boolean query may
be required (Croft, Metzler, and Strohman, 2010). In a nutshell, with its logical structure,
the burden is usually on the user to formulate an effective query, which novice or non-
mathematical users find difficult to comprehend.
2.6.2 Vector Space model
It was Luhn (Luhn, 1957) in 1957 who opined that a simple way to retrieve relevant
documents from a collection is to prepare a representation of the information need, in
a way that it is similar to the documents wanted, and that if the representation of the
documents in the collection is also made, a measure of similarity between the information
need representation with those from the collection would yield a rank that may be used to
identify the relevant ones. An implication of Luhn’s approach is that each document and
query needs to be indexed based on the collection of terms. For instance, if we represent
a document by
−→
d = (d1, d2, ...., dm) where each component dk (1 ≤ k ≤ m) is associated
with an index term. If we also represent the query by −→q = (q1, q2, ...., qm) such that
the each query vector item qk references the same indexed word dk which carries a value
between {1,0} depending on if the word appears in the document or query. Then, a vector
inner product can tell us how similar both the document and the query are. The formula
for calculating the inner product between the vectors of document and query is given in
equation (2.8):
Sim(~d, ~q) =
m∑
k=1
dk · qk (2.8)
Both the document and query representation may be normalized further, such that, equa-
tion (2.8) is rewritten as shown in equation (2.9) below, which is equivalent to the cosine
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FIGURE 2.2: A Query and Document Representation in the Vector Space.
formula in equation (2.10):
Sim(~d, ~q) =
m∑
k=1
n(dk) · n(qk),Wheren(vk) = vk√∑m
k=1(vk)
2
(2.9)
The vector space model builds on Luhn’s approach by compensating for the inadequacies
encountered in such a binary weighting approach (Salton, 1968; Salton, Wong, and Yang,
1975). The main improvement of Salton’s Vector Space Model to the approach of Luhn
is the use of real numbers (non-binary) for representing each term, and this is achieved
by the introduction of a better term weighing scheme, e.g., the term frequency (TF), in-
verse document frequency (IDF), and the more robust one called the term frequency-
inverse document frequency (TFIDF) (Salton, Wong, and Yang, 1975). The term weight-
ing schemes enables us to compute the degree of importance of each term in the doc-
ument in relation to every other terms such that we can represent that document as a
vector of its term weights. In essence, we can compute the similarity between vectors
representing a query and a document. Furthermore, both the document and the query
can now be embedded in a high dimensional Euclidean space, such that, each term takes
in a different dimension. Once we have the representative vectors of a document and the
query, the next thing is to compute the similarity between these vectors. Instead of using
the vector inner product, a more intuitive option is the cosine similarity method which
measures the cosine of the angles between the norms of embedded query and document
vectors, such that, the more orthogonal or farther apart two vectors are in the space, the
lower the cosine of their angles, i.e., literally, higher cosine score between a query and
a document means that they are more similar while a lower cosine value of the angles
of two vectors means that the vectors are less similar. This is also the approach adopted
for the SMART system (Salton, 1971) which in the past was a pioneer search engine. Fig-
ure (2.2) shows a visualization of a query vector and the vectors of two documents in
Euclidean space. The cosine formula is given below in equation (2.10) :
Sim(~d, ~q) =
∑m
k=1 dk · qk√∑m
k=1(dk)
2 ·√∑mk=1(qk)2 (2.10)
As earlier explained, the formula is given in equation (2.10) and it outputs a similarity
score between 0 and 1. If the value is high then we say that the documents are similar.
The fact that we have a graded score for each query-document pair makes it possible to
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actually produce a ranked result. For instance, if we sort the query-document similarity
scores for all the documents in the collection in a reversed order, then, the most relevant
pairs are placed on top of the queue. This is the idea of ranked retrieval, the fact that we
can associate a relevancy value to each document in a way that we drastically reduce the
problem of information overload.
The cosine similarity is a prominent choice for computing similarity, however, it does not
come without some flaws. Salton (Salton and Buckley, 1988) for instance notes that cosine
similarity has a bias against longer documents because it deals with multiple topics (Lee,
1995). Lee (Lee, 1995) suggested that a solution to the bias against long document is by
calculating similarity using a hybrid of cosine-similarity result and the similarity score
obtained when a term-frequency normalization technique is used. Other techniques for
improving VSM is by breaking documents into sections/passages and calculating a sep-
arate similarity between the query and document passages. An aggregation of the simi-
larity between passages of a document then becomes the similarity of the document with
the query. Buckley and Salton (Buckley, Allan, and Salton, 1994) in particular introduced
the concept of global and local similarity of a document to a query. The global similarity
being the similarity of a whole document to the query while the local is the similarity of
different parts of the document to the query. If two documents have similar global simi-
larity score, then, the system switches to the local similarity such that the document that
has a part/segment that is most similar to the query is selected.
The important decision to be made in this approach is what defines a section. To this
effect, researchers have used different granularities in grouping document parts into sec-
tion (Salton, Allan, and Buckley, 1993; Callan, 1994; Wilkinson, 1994; Kaszkiel and Zobel,
1997). A recent approach is to break a document into sections using topics as done in
the TextTiling algorithm (Hearst, 1994; Hearst, 1997). As we will see in Chapter (5), our
solution uses a more intuitive algorithm based on topic modeling to divide documents
into sections (Adebayo, Di Caro, and Boella, 2016e). The implication of this is that we
can properly explain why a section is relevant to a query than another section since each
section contains coherent sentences (or paragraphs etc.) that talk about the same thing.
There are other techniques for computing similarity apart from the cosine formula. Kor-
phage (Korfhage, 2008) introduced a similarity function shown in equation (2.11).
Lp(D1, D2) = (
∑
i
|d1i − d2i|p)
1
p (2.11)
Where D1 and D2 are two document vectors, d1i and d2i are the components of D1, D2
respectively, and p is a parameter whose value ranges between 1 to∞. The parameter de-
termines the distance metric to be used between some available options, which include:
Euclidean distance, Maximal direction distance etc. Other notable distance metrics are the
Dice and Jacquard coefficients (Greengrass, 2000). The Dice’s coefficient is computed by the
34 Chapter 2. INFORMATION RETRIEVAL AND RETRIEVAL MODELS
formula given in equation (2.12).
Dice(D1, D2) =
2w
(n1 + n2)
(2.12)
Here, w is the number of terms that is common to vectors D1 and D2. n1 and n2 are
the numbers of non-zero terms in D1 and D2 respectively. The Jacquard’s coefficient is
computed by the formula given in equation (2.13).
Jacquard(D1, D2) =
w
(N − z) (2.13)
Where w retains the same property as in equation (2.12), N represents the number of
distinct terms in the vector space, and z represents the number of distinct terms that are
neither in D1 nor in D2.
Term Weighing Approaches
A document representation is usually obtained by splitting it up into individual terms
which are then used to index the document and build up the vocabulary. Phrases or a
conjoining of two or more contiguous terms, the so-called n-grams, are also a possibility.
An intuitive way to capture the importance of each word in determining a document rel-
evance is by associating each word with a weight which is a numeric value which shows
its contribution to the meaning of the text. As a matter of fact, such weights are non-
binary. The process of assigning this value to each term is called term weighing. There
are various techniques for computing and normalizing term weights, and the reader is
referred to (Greengrass, 2000; Manning, Raghavan, and Schutze, 2008) for a proper re-
view. Specifically, the weight of a given term may be computed with respect to one of
the following: 1) term frequency factor, 2) document frequency factor, and 3) document
length normalization factor (Greengrass, 2000).
The simplest approach is to observe the number of time a term appears in a certain doc-
ument. The idea of assigning weights to a term based on its frequency of occurrence is
called term frequency weighing.
From observation, most documents follow the Zipfian law of distribution, such that some
words appear more prominent while the geometric projection of other words that appear
in that document is inverse. Conversely, a long document may contain some terms ap-
pearing once while a few appear hundreds of time. Past experiments have however
shown that those repetitive few terms may carry less importance to the overall meaning
of the document, e.g., the stop words and thus the raw count should be normalized. As
shown in equation (2.14), the term frequency (tf) is calculated as a normalized count of
the term occurrences in the document.
tfik =
fik
maxi fik
(2.14)
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where tfik is the term frequency weight of term k in the document Di, fik is the number of
occurrences of term k in the document, and the maximum is computed over all terms in
Di. Salton and Buckley (Salton and Buckley, 1988) notes that in a collection, a term that
appears equally in most documents in a collection may be less discriminating, and thus,
may not be important to the meaning of any specific document. The inverse document
frequency (idf) therefore put importance on words that appear prominently in a particular
document but less frequently in others, and it is calculated by the formula in equation
(2.15).
idfk = log
N
Nk
(2.15)
where N is the total documents in the collection, nk is the total number of documents
where a term k occurs, and idfk is the inverse document frequency weight for the term
k. Both tf and idf have their strength and weakness. An easy way of leveraging the
weakness of one with the strength of the other is by combining them. This is called the
term frequency-inverse document frequency of a document, and it is calculated as shown
in equation (2.16).
tfidfik = tfik × idfk (2.16)
Other term weighing approaches and their effectiveness can be found in (Robertson and
Jones, 1976; Zobel and Moffat, 1998).
Latent Semantic Indexing
The traditional VSM described above though theoretically grounded has some limita-
tions. First, the vectors are usually sparse and large since several terms will be missing
in many documents, and this is because the dimension is defined by the indexed terms
in a document collection. Also, it ignores the fact that users would like to retrieve based
on concepts, and many words or document units that co-occur together may be grouped
into topics. Lastly, it does not capture synonyms or polysemous relationship between
words (Deerwester et al., 1990; Hofmann, 1999; Greengrass, 2000).
Deerwester (Deerwester et al., 1990) proposed a more plausible solution, i.e., the Latent
Semantic Indexing (LSI), which captures the term-document relationship in a document
collection. LSI is motivated by the distributional hypothesis that words that have similar
meaning will always cohere in different texts (Harris, 1954; Turney and Pantel, 2010).
Based on this, it uses a term-document matrix to capture the co-occurrence of words in
the documents. The terms are then weighted using the tf-idf. Because the matrix is usually
sparse, it finds a low-rank approximation by using the singular value decomposition
(SVD) technique. The SVD decomposes the matrix into a low dimensional matrix and
a column vector. It is then possible to compare both document and queries when they
have been transformed into the low-dimensional space. The interesting thing here is
that it captures a more semantic relationship that exists between words, e.g., words that
have similar meaning now have similar co-occurrence features. Again as in the VSM
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approach, a separate vector is obtained for the document and the query, the similarity
between these vectors can then be calculated using any distance metrics (cosine similarity
especially) and the similarity score can be used to rank the most relevant documents to a
given query.
2.6.3 Probabilistic Models
One of the earliest influence in the field of IR is the Library management system. Maron
and Kuhns (Maron and Kuhns, 1960) while working on the algorithm for their ’mecha-
nized’ library system mooted the idea of probabilistic indexing, a technique that through
statistical inference assigns a ’relevance number’ to each document to show the probabil-
ity that the document will satisfy the information need. Maron and Kuhns believed that
when the relevance numbers for documents are reversely sorted, it will be easy to pick
out the most relevant ones. Thus, the first probabilistic model for IR was birthed. Robert-
son (Robertson, 1977) extended their work and provided a more theoretically grounded
solution which is not limited by the very ’mean’ definition of relevance by Maron and
Kuhns. Probabilistic models can be summarized by the argument of Cooper, which has
been coined the Probability Ranking Principle (PRP) (Robertson, 1977):
If a reference retrieval system’s response to each request is a ranking of the
document in the collections in the order of decreasing probability of useful-
ness to the user who submitted the request, where the probabilities are esti-
mated as accurately as possible on the basis of whatever data has been made
available to the system for this purpose, then the overall efficiency of the sys-
tem to a user will be the best that is obtainable on the basis of that data.
We can therefore say that the main aim of these models is to estimate the probability that
a document is relevant to a query. In fact, different techniques under this category of IR
differ only in how they estimate these probabilities (Singhal, 2001).
The simplest of these models is the Binary Independence Model (BIM), or the so-called
Okapi model (Robertson, 1977). The assumption here is that a document is associated to
a random variable R which signifies relevance. R can take values 1 (relevant) or 0 (either
relevant), such that each document is a binary vector over the vocabulary. We say that
d ∈ {0,1}|V |. As in the Boolean model, the term occurrence variables are conditionally
independent, i.e., a term that appears in the document gets a value 1 in the document’s
vector and the term not found in a document gets a value 0. The model, therefore, seeks
to identify if the probability for a document being relevant is greater than its probability
of not being relevant, i.e., P(R=1|d) > P(R=0|d). Of course, in practice, we are particu-
lar about relevance than non-relevance, hence, P(R=1|d) is used to rank the documents
according to PRP. This is better modeled by Bayes theory as shown below:
P (R = 1|d) rank= P (R = 1|d)
P (R = 0|d) ,
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=
P (d|R = 1)P (R = 1)
P (d|R = 0)P (R = 0) ,
rank
=
P (d|R = 1)
P (d|R = 0) ,
=
∏
w∈V
P (dw = 1|R = 1)δwP (dw = 0|R = 1)1−δw
P (dw = 1|R = 0)δwP (dw = 0|R = 0)1−δw ,
rank
=
∑
w:δw=1
log
P (dw = 1|R = 1)P (dw = 0|R = 0)
P (dw = 0|R = 1)P (dw = 1|R = 0) (2.17)
where dw is the occurrence variable, δw is 1 if a term w is found in the document and 0 if
not found, and rank= denotes the rank equivalence. There are two possible scenarios where
BIM may be used, i.e., when a relevance judgment is available and when it is not avail-
able. As we shall see in Chapter 6, relevance judgments are essential for the E-Discovery
task or ad-hoc retrieval in general, and in our solution, we used the relevant judgments
as the learning examples for the Neural Network algorithm. This learning examples con-
tain both the positive and the negative sample of documents that are relevant to any
given query. In essence, relevance judgments are human annotations, a Machine Learn-
ing algorithm observes some patterns from the example and uses the learned pattern to
classify any given document as either relevant or not relevant. In a relevance judgment,
there will be positive class (documents that are relevant given a query) and the negative
class (non-relevant documents).
P (dw = 1|R = 0) = nrw + αnr
TNR+ αnr + βnr
(2.18)
P (dw = 1|R = 1) = rw + αr
TR+ αr + βr
(2.19)
where TNR and TR are the total numbers of non-relevant and relevant documents in the
judgment. nrw and rw are the total amount of non-relevant and relevant documents that
contain a term w, respectively. The smoothing parameters α and β prevents sparsity or
zero probabilities and are often set at 0.5 and 0 respectively. Where there is no relevance
judgment given, then, equation (2.20) is used to estimate the probability.
P (R = 1|d) rank=
∑
w:δw=1∧w∈Q
log
N − dfw + 0.5
dfw + 0.5
(2.20)
where dfw is the frequency of document that contains the term w and N is the total num-
ber of documents in the collection.
An upgrade on the BIM is the 2-Poisson Model (Robertson, Rijsbergen, and Porter, 1980).
The difference here is that a document is represented by a vector whose components
are the frequencies of each term. Also, the dimension of the vector is the size of the
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vocabulary. The ranking function is calculated as shown in equation (2.21) :
P (R = 1|d) rank=
∑
w:tfw>0
log
P (dw = tfw|R = 1)P (dw = 0|R = 0)
P (dw = 0|R = 1)P (dw = tfw|R = 0) (2.21)
where tfw is the frequency of a term w in a document. The term frequencies are assumed
to be conditionally dependent.
The BM25 which stands for ’Best Match, version 25’ is an extension of the 2-Poisson Model
and it was proposed by Robertson and Walker in 1994 (Robertson and Walker, 1994). The
final version was first used at TREC-3 in 1995 (Robertson et al., 1995). Interestingly, the
model is simple and performs creditably well with the right parameter settings (Robert-
son, Zaragoza, and Taylor, 2004). The ranking function is given below:
P (R = 1|d) ≈
∑
w∈Q∩d
tfw,Q
(k1 + 1)tfw,d
k1((1− b) + b |d||d|avg ) + tfw,d
log
N − dfw + 0.5
dfw + 0.5
(2.22)
The Inference Network is another popular Probabilistic Model and it has been used in
large-scale systems, e.g., the INQUERY (Callan, Croft, and Harding, 1992). Other vari-
ations of these models exist, and are well documented in the literature (Robertson and
Zaragoza, 2009; Metzler, 2011).
2.6.4 Language Models
The goal of a Language Model (LM) is to estimate a probability distribution over lexical
entities (most especially words) of a natural language, such that the statistical regularities
of the language are obtained. Given a document collection, an LM assigns a probability
of occurrence score to every word in the vocabulary (Croft, Metzler, and Strohman, 2010;
Croft and Lafferty, 2013). In information retrieval, the goal is to estimate the probability
of generating a query from the document model (Ponte and Croft, 1998), put in another
way, LM seeks to establish the likelihood of a query and a document being generated
by the same language model, provided that the model that generates the document is
known, without recourse to whether the model that generates the query is known or
not known (Liu and Croft, 2005). It has been well applied to IR (Ponte and Croft, 1998;
Hiemstra, 1998; Song and Croft, 1999). The common framework is to use n-grams, i.e.,
unigram, bigram and trigram models. The unigram model assumes term independence.
Conversely, the probability of generating a document or query is obtained as the product
of the probabilities of all the constituent terms. Assuming a sentence S is a sequence of k
words such that:
S = w1, w2, w3,....,wk
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then the model that generates S is given below:
Pn(S) =
k∏
i=1
P (wi|wi−1, wi−2, wi−3, ...., wi−n+1) (2.23)
Here, we assume that n = 1. When n = 2 or n = 3, then, it is a Bigram and a Trigram
model respectively. Unlike the Unigram model, the Bigram and Trigram models capture
the contextual information such that the probability of a word is dependent not only on
its probability but also on the probability of prior words. Surprisingly, Unigram model,
which is a simplification of the BOW works well for IR.
The Query Likelihood (Ponte and Croft, 1998) was the earliest approach to applying LM
to IR task. Given a query Q, using a Bayesian estimate, this approach rank documents
according to the likelihood that the query is a representation of the text. The computation
is done as shown below:
P (Q|D) =
∏
q∈Q
P (q|D),
=
∏
q∈Q
∫
θD
P (q|θD)P (θD|D),
= α
∏
q∈Q
∫
θD
P (q|θD)P (D|θD)P (θD) (2.24)
The θD is a multinomial distribution over the vocabulary, and we say that it is the model
that generates the document. We introduce a Bayesian smoothing P(θD), which is, of
course, a Dirichlet (Zhai and Lafferty, 2001). The probability estimate of a word given
a collection and the probability that a word is generated from a document is shown in
equations (2.25) and (2.26) respectively:
P (w|C) = cfw|C| (2.25)
P (w|D) = tfw,D + µP (w|C)|D|+µ (2.26)
here, C is the documents collection, and |C| is the vocabulary size. tfw,D and cfw is the
frequency of a word in document D and collection C respectively. Given the Dirichlet
parameters αw = µP(w|C), µ is a hyperparameter for the model, and its value is usually
set to be 2000. Documents can be ranked accordingly following the equations below:
P (Q|D) rank=
∑
q∈Q
log
tfw,D + µP (w|C)
|D|+µ ,
rank
=
∑
q∈Q∩D
log
(
1 +
tfw,D
µ
.
|C|
cfw
)
− |Q|log(|D|+µ) (2.27)
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The unigram model embodies the standard tfidf formula but incorporates a more robust
document normalization. Moreover, it also suffers from the weaknesses of the tfidf and
BM25 techniques.
2.7 Evaluation of Information Retrieval Systems
It does not serve any good if we have a model without ascertaining how good it per-
formed, and if it compares favourably with other retrieval techniques. Most times, the
complexity of a model is not commensurate with its performance, and there have been
cases where simple baseline like the BOW outperforms a more theoretically complex
model. In order to ward off any subjective assumption about a model, we need an ob-
jective way of gauging the performance of IR models. Available metrics can be grouped
under two different paradigms, i.e., effectiveness measure and the efficiency measure
(Croft, Metzler, and Strohman, 2010). Furthermore, the specific IR metric and how it is
used depends on the kind of retrieval activity that is being carried out, e.g., either un-
ranked or ranked retrieval. For the ranked retrieval solution presented in this thesis,
we followed the Cranfield evaluation standard (Voorhees, 2001; Voorhees and Harman,
2005) which has been adopted for TREC1 retrieval tasks. The datasets for TREC tasks
have similar properties to other popular ones like GOV2, CACM, CLEF, NTCIR and AP
collections.
In order to measure the effectiveness of an IR system, there must be a test collection which
contains some queries with their associated relevant documents. In an ad-hoc retrieval
task like the one we present in chapter 6, the test collection must contain documents,
some information needs (probably expressed as queries or topics as regards TREC), and
the relevance judgment. The relevance judgment, which is also called the gold standard or
the ground truth is a binary assessment of a query-document pair, which signals whether
the document is relevant to the query. In a supervised machine learning approach, part of
the relevance judgment is usually used as the seed set or training sample to feed a classi-
fier with. This is usually called predictive coding in E-Discovery (Cormack and Grossman,
2014). It is important that the test collection is of considerable size so as to cater for any
randomness in the result. In the scenario where there is no explicit relevance judgment, it
is possible to use human assessor to directly evaluate the relevance of the retrieved docu-
ment given a query. In order to ensure the integrity of the evaluation, it is important that
the IR system must not have any privy knowledge of any sample from the test collection.
In machine learning approaches, we usually set apart a portion of example document for
optimizing the parameters of the system. This portion is often called the development set,
and only it and the train set may have been seen by the system before the evaluation is
carried out. It is possible to also differentiate evaluation based on whether the retrieval
is ranked or not. The TREC Legal track dataset used in the solution described in the
Chapter 6 requires a ranked answer. Generally, this kind of task is recall-oriented, which
1The reader is referred to http://trec.nist.gov/overview.html for an overview of TREC tasks.
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FIGURE 2.3: A Contingency Table for Relevance.
means that the cost of missing out a relevant document is higher than when an irrelevant
document is produced. As we will see in the Chapter 5, in an unranked retrieval, users
are mostly interested in a system which retrieves a precise or an exact document(s) that
satisfies the information need.
Assuming that a document collection C contains the set of relevant (denoted R) and non-
relevant (denoted NR) documents such that the task of the IR system is reduced to a
simple 2-class binary classification N or NR. We can also say that the system assumes
that the retrieved documents belong to the positive class (denoted P) while those that
were not retrieved belongs to the negative class (denoted N). This understanding is better
visually represented as a confusion matrix as shown in table 2.3, where we can view
the matrix as separating the collection C into four partial sets, i.e. the True Positive TP
which is the number of relevant documents in the C that the system correctly classified
as relevant, True Negative TN which is the number of irrelevant documents in C that the
system correctly classified as being irrelevant, False Positive FP which is the number of
irrelevant documents in C that the system incorrectly classified as relevant, and lastly, the
False Negative FN which is the number of relevant documents in C incorrectly classified
as irrelevant. An ideal system would ensure that items in its positive class are actually
those labeled to be relevant and vice versa. Evaluation metrics usually measure efficiency
in terms of the misjudgment of the system as regards these four partial sets. Below, we
discuss the metrics commonly used in both ranked and unranked retrieval evaluation.
2.7.1 Precision
When an IR system retrieves some documents in response to the query, it is possible that
not all the documents retrieved are relevant. The fraction of the retrieved documents that
are relevant is referred to as the Precision (Baeza-Yates and Ribeiro-Neto, 1999).
Precision =
Number of relevant documents retrieved
Number of documents retrieved
,
= P (relevant|retrieved),
P ==
TP
TP + FP
(2.28)
Two variants of the precision metric used in ranked retrieval are Precision at k and the
R-precision. Unlike ordinary precision which accounts for exactness at all levels of recall,
Precision at k limits the precision to a specified low recall level, i.e., say 20 or 50 documents.
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Where k is the specified value, e.g., ’precision at 50’. An interesting feature of this metric
is that it cares less about the size of the relevant documents in the collection, however,
it may not give an approximate evaluation, the reason being that the total number of
relevant documents for a query impacts on the precision at k. The R Precision gives a
better approximation for it adjusts for the size of the set of relevant documents. Overall,
it relies on the knowledge of relevant documents (Rel) from which the precision of the
top Rel documents returned by the system is calculated.
2.7.2 Recall
Precision measures the exactness of a system and may not be the best metric since it does
not consider the actual documents that are relevant. Recall on the other hand measures
the completeness since it considers the relevant documents retrieved in proportion to the
total documents that are actually relevant in C.
Recall =
Number of relevant documents retrieved
Number of relevant documents in the collection
,
= P (retrieved|relevant),
R ==
TP
TP + FN
(2.29)
2.7.3 F-Measure
The F-Measure combines the benefit of the Precision and the Recall into one. This is good
because while some IR tasks favour precision, others would be better evaluated using
recall. As an example, it would be delusional to assume that a system is optimal if it
achieves 100% recall simply because it retrieves all the documents in a collection while
obtaining a very poor precision score, or if the system achieves 100% precision score
simply by retrieving just one document (which fortunately is relevant) out of a possible
50 documents, and consequently achieving 2% recall. Moreover, while recall grows with
the number of documents retrieved, we expect that a good system achieves an increase in
its precision inversely to the growth in the number of documents being retrieved. The F-
measure, therefore, strikes a balance by forcing the two to trade off their rigidity against
one another. It is computed as the weighted harmonic mean of the Precision and the
Recall (Croft, Metzler, and Strohman, 2010).
F =
1
α1p + (1− α) 1R
=
(β2 + 1)PR
β2P +R
, where β2 =
1− α
α
(2.30)
where α takes a value between 0 and 1, while β2 takes a value between 0 and ∞. β is
a weighting parameter for the precision and recall. When β > 1, recall is favoured over
precision and vice versa with a lower value for β. The balance F measure, so-called F1
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because the value of β = 1, is derived from the equation below:
Fβ=1 =
2PR
P +R
(2.31)
2.7.4 Mean Average Precision
The Average Precision (AP) calculates the mean of the precision obtained for the top-k
ranked documents existing after each relevant documents. Assuming the relevant docu-
ments for a query qi ∈ Q is {d1, d2,...., dmj } and Rjk is the set of ranked retrieval results
from the top result until the document dk, then, AP is calculated based on the formula
below:
AP =
1
mj
mj∑
k=1
Precision(Rjk) (2.32)
The Mean Average Precision (MAP) is the mean of the score obtained in equation (2.32),
when averaged over the set of queries (Manning, Raghavan, and Schutze, 2008).
MAP =
1
|Q|
|Q|∑
j=1
1
mj
mj∑
k=1
Precision(Rjk) (2.33)
Because MAP weighs each query equally, it is most preferred for ranked retrieval do-
mains like web search, etc.
2.7.5 Normalized Discounted Cumulative Gain
Normalized Discounted Cumulative Gain (NDCG) is mostly applicable where relevance
is not restricted to the binary case of relevance or non-relevance. It is mostly used to
evaluate machine learning based IR systems. It is similar to the precision-at-k in that eval-
uation is also done over a specified k of top search results. For a set of information need
Q, if R(j,d) is the relevance score assigned by human assessor for a document d, given a
query j, the NDCG score is calculated as below:
NDCG(Q, k) =
1
|Q|
|Q|∑
j=1
Zkj
k∑
m=1
2R(j,m) − 1
log2(1 +m)
(2.34)
where Zkj is a normalization factor that conditioned the NDCG score at k for a query j to
be 1.
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2.7.6 Accuracy
The accuracy is calculated with the formula below:
Accuracy =
TP + TN
(TP + FP + FN + TN)
(2.35)
2.8 Approaches for Improving Effectiveness
Many times, a theoretically grounded approach for IR may not live up to its potential in
terms of performance. Several reasons could be adduced to such a situation. For example,
the BOW relies on words as lexical units. If the same word appears in a document in
more than one orthographic form, then each of the words is indexed as a separate term.
Ideally, a system should reduce words like went, go, gone, etc to a single form. This kind
of normalization is usually referred to as stemming. Also, where applicable, parts-of-speech
(POS) tagging may also be done, for example, to identify POS like nouns and verbs which
may carry more informative weights in a document. Even when these techniques are
fully integrated, performance may still not be optimal owing to the fact that the query
is usually a collection of a small piece of terms in comparison to the documents which
are usually hundreds of order of magnitude higher. Below, we discuss some techniques
usually used to improve the performance of IR systems. Some operate by enriching the
query with more terms. The belief is that such an enrichment would incorporate more
important words for the query to be able to match the relevant documents. However, as
we explain below, each of them has its strength and weakness.
2.8.1 Relevance Feedback
Relevance Feedback (RF) is a technique that uses user-derived knowledge about the rele-
vance of a document to improve the retrieval process (Salton and Buckley, 1997; Manning,
Raghavan, and Schutze, 2008). The knowledge used to improve retrieval could be de-
rived implicitly or explicitly. The technique is an iterative process whereby an IR system
accepts a query, produce some documents which it believes to be relevant to the user, the
user checks the produced result and accepts those that are relevant and reject those that
are not. The IR system then uses this new knowledge in order to derive a better repre-
sentation of the query and consequently, a better result. The Rocchio algorithm (Rocchio,
1971) which was introduced in the SMART system is a prominent technique. As shown
in equation (2.36), the goal is to obtain a query vector that maximizes the similarity with
relevant documents while minimizing the similarity with irrelevant documents. In the
equation, Dr and Dnr represents the set of relevant and non-relevant documents and the
q0 in equation (2.37) represents the original query vector. The sim function could be any
Euclidean Distance, for instance, the cosine similarity function in equation (2.10).
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~qopt = argmax
~q
[sim(~q,Dr)− sim(~q,Dnr)],
~qopt =
1
|Dr|
∑
~dj∈Dr
~dj − 1|Dnr|
∑
~dj∈Dnr
~dj (2.36)
Rocchio included three weight parameters γ , β and α which are assigned to each term
as shown in equation (2.37).
~qm = α~q0 + β
1
|Dr|
∑
~dj∈Dr
~dj − γ 1|Dnr|
∑
~dj∈Dnr
~dj (2.37)
Other techniques that have been used for RF are the probabilistic models like the Naive
Bayes, based on the probabilistic IR models (Robertson and Zaragoza, 2009), and the
Neural Network based relevance feedback (Crestani, 1994). Salton (Salton and Buckley,
1997) notes that probabilistic RF does not perform well as their conventional counter-
parts. It is pertinent to also mention the pseudo-relevance feedback, usually called the blind
feedback which assumes that the top-k retrieved documents are relevant, and terms from
these documents are re-inserted to boost the original query terms. The problem with this
approach is that a lot of noise could be inserted into the query which will lead to the
system retrieving a lot of irrelevant documents. In general, RF techniques favour recall
over precision. Also, they do not solve vocabulary mismatch problem along with word
inflection issues (Baeza-Yates and Ribeiro-Neto, 1999).
2.8.2 Query Expansion
Natural languages are ambiguous and we can express a single concept in different ways.
This unconstrained way of using words by humans implies that IR systems have to grap-
ple with synonyms and polysemous words if a true understanding of the query and the
document is to be achieved. Most especially, synonyms along with word inflections, e.g.,
plural forms like ’boys’ compared to ’boy’ often decreases recall. Likewise, polysemous
words often leads to drastic reduction of recall.
Query Expansion (QE) is a query boosting technique where words or phrases that are
semantically similar to the original query terms are used to expand the query, expand the
scope of a search, and resolve term mismatch problems (Carpineto and Romano, 2012).
This process can be fully automatic or semi-automatic in which case, human interaction
in suggesting probable words to be included is needed (Croft, Metzler, and Strohman,
2010). The conventional approach has been the use of ontology and thesaurus (e.g.,
MeSH, Eurovoc, WordNet) to identify new words to be included in the query. For ex-
ample, WordNet is an English thesaurus that contains synonyms (synsets) for each word,
the most similar synsets to a query word might be included. A review of ontology-based
automatic query expansion is provided in (Bhogal, MacFarlane, and Smith, 2007). Some
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researchers have also used knowledge from external corpus like the Wikipedia to expand
queries (Li et al., 2007; Arguello et al., 2008). In any case, the co-occurrence of terms must
be well analyzed and the words that are most appropriate considering the context or
topic of the query must be selected (Croft, Metzler, and Strohman, 2010).
As we will see in chapter (5), instead of relying on the WordNet or an external corpus like
the Wikipedia, we draw knowledge about semantic similarity from word embeddings
which are trained on billions of words. The use of word embedding is intuitive since
it naturally incorporates the contextual information in summarizing the meaning of a
word. We complement this with the use of a thesaurus, i.e., Eurovoc, which is often used
in the legal domain. The combination of our approaches enables us to be able to expand a
concept and associate it not only with whole documents in the collection but to a specific
portion of the document that the expanded concept is most semantically related.
2.8.3 Query Reformulation
Query Reformulation (QR) is the process of altering, refining, re-writing or transforming
a query to another form without losing the original meaning, such that the new query
can match relevant documents. Solutions include spelling correction, stemming, query
segmentation and reduction (Li and Xu, 2014). The challenge in QR is to avoid topic drift
so that the transformed query can match relevant documents. For example, rewriting
the query- ’arms reduction’ to ’arm reduction’ could be misleading and totally perverse
the meaning. Spelling correction (Brill and Moore, 2000) is particularly important for
web-based queries and it is not so relevant to the type of retrieval performed in the E-
Discovery task since experts carefully formulate topic/query. Query segmentation (Li
and Xu, 2014) on the other hand may be useful in this regard because building phrasal
units from the topic/query terms may lead to an improved recall.
2.8.4 Word-Sense Disambiguation
Even though techniques like QE and RF can partially help to resolve ambiguities in nat-
ural languages, they are most suited to obtaining synonyms of words. Polysemy is when
a word has more than one meaning, and it is a frequent occurrence in most natural lan-
guages. Humans can easily understand the meaning of a word based on its context.
Word-sense disambiguation (WSD) techniques aim at properly assigning the appropriate
meaning to a word in a text (Bakx, Villodre, and Claramunt, 2006) and has been shown
to improve IR systems performance (Uzuner, Katz, and Yuret, 1999).
Particularly as regards IR, WSD may be used to address the topic drift problem. For
instance, it can be used in combination with QE and RF to improve an IR system per-
formance. As an example, if the word bank appears in a query word with the intended
meaning as ’the bank of a river’, a QE system may look for synonyms of the word from
a thesaurus, e.g., the WordNet. Since several senses of the word ’bank’ can be found in
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the thesaurus, it may be difficult to know which one to select. Also, selecting all the syn-
onyms, e.g., those related to ’bank’ as a noun (e.g., a financial institution ) or as a verb
(e.g., to ’bank on’ something which means to ’rely on’) would have introduced unneces-
sary noise to the query terms. In this scenario, a WSD may be used initially to understand
the sense of the word, that is, identify that the ’bank’ referred to in the example refers to
the river, and then only the synonyms for that specific sense are retrieved for the query
expansion.
2.9 Word Embedding
Several natural language processing tasks in the past use vector space to encode words.
The weaknesses of this approach, such as sparsity, high dimension and being unable to
capture distributional features have been well researched in the literature (Turney and
Pantel, 2010; Mikolov et al., 2013b) as we have discussed in the preceding sections. An
Embedding is a representation of some items in a specified dimensional space such that
the attributes, properties, and relationships between the items are better captured. A
word embedding W: words→ Rn is a parameterized function mapping words in some
language to high-dimensional vectors. Most importantly, these embeddings have low
user specified dimensions, usually between 50,100, 200, 300 and 500.
Embeddings may be induced through a lot of techniques e.g., the term-feature matrix
factorization based on Latent Semantic Analysis (LSA) (Deerwester et al., 1990). Another
approach is to use Neural Networks which learn to predict the contextual features of a
given term (Bengio et al., 2003). For instance, W learns from a randomly initialized vec-
tors for each word and optimizes its errors such that it is able to generate meaningful
vectors for each word. Mikolov and his colleagues further demonstrates the practica-
bility of this approach with the introduction of the Word2Vec algorithm (Mikolov et al.,
2013b; Mikolov et al., 2013a), where they trained two variants of their algorithm (i.e, the
skip-gram and the continuous bag-of-word (CBOW)) on a big dataset, and used the neu-
ral network to be able to predict the missing words in a sentence. They showed that the
embedding incorporates very rich syntactic and semantic information about the words
to the extent that an algebra computation may be performed on these representations,
and a meaningful result would be obtained, e.g. vector(’King’) - vector(’Man’) + vec-
tor(’Woman’) = vector(’Queen’) (Mikolov, Yih, and Zweig, 2013). Figure 2.4 shows how
king points to the direction of queen and man to woman. More importantly, vectors of indi-
vidual words in a sentence can be combined to obtain the meaning of the sentence. Quoc
and Mikolov demonstrated this with the paragraph vectors (Le and Mikolov, 2014). Re-
searchers like Baroni (Baroni, 2013) and Grefenstette (Grefenstette et al., 2014) have also
done extensive work on compositional semantics where various composition operators
have been studied with regards to their performance. Because of these interesting prop-
erties, a lot of natural language processing research has since incorporated these neural
word embeddings. Furthermore, new techniques to generate word embedding have been
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FIGURE 2.4: A 2-D embedding visualization showing how the related
terms lie close in the vector space
proposed (e.g., see Joulin et al., 2016). As regards IR, the significance of word embedding
has been well studied (Mitra et al., 2016; Mitra and Craswell, 2017b). As we will show
in the following chapters, we have employed word embedding in many of the solutions
described in this thesis. In particular, we have utilized the GloVe word embedding (Pen-
nington, Socher, and Manning, 2014) and where necessary, we have used the Word2Vec
algorithm (Mikolov et al., 2013b) to induce embedding from some collection of data.
GloVe is an acronym for Global vectors for word representation, and it is an unsupervised
learning algorithm for obtaining vector representation for words. The algorithm was
trained on an aggregated global word-word co-occurrence statistics from a corpus. To be
specific, for most of our experiments, we utilized the one trained on 840 billion words
(Common Crawl) with the embedding matrix dimension = 300. In other instances, we
have trained the Word2Vec algorithm on a corpus of Legal texts (Adebayo et al., 2016b)
and used it our experiments. We assume that the embedding obtained when an algorithm
like the Word2Vec algorithm is entirely trained on a set of Legal documents may properly
capture the nuances and the semantics of Legislative terms. This assumption has been
validated in our previous work (Adebayo et al., 2016b). The obtained representations
showcase interesting linear sub-structures of the word vector space, and it is more useful
for any semantic task because of the size of the data it has been trained on.
2.10 Machine Learning and Information Retrieval
The main idea of Machine Learning (ML) is to develop algorithms that learn autonomously,
and improve with experience without being explicitly programmed (Bishop, 2006). ML
may be classified according to the underlying learning strategies, the representation of
knowledge or skill acquired by the learner, and the application domain where the system
is being used, e.g., whether it is a classification, clustering or ranking task. The authors in
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(Michalski, Carbonell, and Mitchell, 2013) articulated different types of learning strate-
gies, such as rote learning or direct implanting of new knowledge, learning from instruc-
tion, learning by analogy, and lastly, learning from examples. The latter is sometimes
referred to as supervised learning.
Supervised learning can be employed for IR task. For example, the goal of predictive
coding in E-Discovery is to develop some algorithms which can learn to assign either
relevant or non-relevant label to a document (Cormack and Grossman, 2014). In order to
be able to do this, the algorithm is given a seed set, which we can regard as examples of
documents that have been humanly assigned some relevance labels. The algorithm then
learns patterns from the seed set which it uses for onward classification.
This is purely a classification task, and the decision is either relevant (R) or not relevant
(NR) (i.e., 2-class classification). Assigning binary labels to document is trivial, and linear
algorithms like the Support Vector Machine (SVM) (Joachims, 1998) and Random Forest
(RF) (Liaw and Wiener, 2002) have proven effective in text classification or categorization
tasks (Sebastiani, 2002). Clustering, for instance by a centroid approach like the K-Means
(Hartigan and Wong, 1979) or topic models such as LSA (Deerwester et al., 1990) and
LDA (Blei, Ng, and Jordan, 2003) have also been effective in this regard.
In (Rohan et al., 2017), we employed a combination of clustering approaches for our sys-
tem at COLIEE 2017 Legal information retrieval task. Obviously, for a set of documents
that are relevant to a query, a user would most likely want to have the documents with
label R to be ordered according to their relevance. When a binary classification task is
formalized as a ranking problem, such that the goal is not only to assign relevance labels
R or NR but to also rank in the order of their relevance, it is called learning to rank (L2R)
(Li, 2011; Li, 2014).
The Learning-to-Rank task can be formalized as follows. Given the training set Q = {q1,
q2, ..., qm}, D and Y = {1, 2, ...., l} which are the sets of a query, document, and label
respectively. Assuming the label is graded such that l ⇒ l − 1 ⇒ .... ⇒ 1 , where ⇒ is
used to denote the degrading order relation. Suppose there exist Di ∈ D such that Di =
{di,1, di,2, ..., di,ni}, and qi is the i-th query corresponding to the set of documents in Di
with labels yi = {yi,1, yi,2, ..., yi,ni}. Here ni denotes the sizes of Di and yi; di,j is the j-th
document in Di and yi,j ∈ Y is the j-th grade label yi which shows how relevant di,j is to
query qi. The training set is represented as a tuple S = {(qi , Di), yi }mi=1.
If we represent each query-document pair with a feature vector, such that xi,j = φ (qi,
di,j), where i = 1, 2, ....., m; and j = 1, 2, ...., ni where φ is a function for translating each
pair (qi, di,j) into a feature vector. For each qi, we can represent the feature vector with
all its corresponding documents as xi = {xi,1, xi,2, xi,3, ....., xi,ni}. We can represent the
transformed dataset as S′ = {(xi , yi)}mi=1, where x ∈ χ and χ ∈ Rd. The goal is to construct
a model F(q, D) = F(x) that assigns a relevance score to each element of x. Liu (Liu,
2009) specified three categories of L2R based on the training objective, i.e., the pointwise,
pairwise, and the listwise approaches (Liu, 2009). Also, different input features may be
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used in these models. A prominent pairwise loss function is the RankNet (Burges et
al., 2005), and LambdaRank (Burges, 2010) for listwise training objective. Our training
objective in the learning to rank task is a kind of listwise objective loss function.
As discussed earlier, most of the rank-based models discussed in section (2.6), especially
the probabilistic models like BM25 can be used to assign relevance score. As we will see
in chapter (6), for the ad-hoc retrieval task of E-Discovery, we employ a neural network
which assigns a relevance score based on the feature vector obtained by encoding each
word in the query and the associated document with some embedding features.
Our NN is an ensemble model based on Siamese architecture, with each component of the
model obtaining a representation of either the document or the query. The benefit of our
approach is that we are able to obtain a high-level semantic representation of documents
and queries, which allows for a semantic matching. Subsequently, the network also learns
to rank by feeding it positive relevant documents and negative irrelevant documents as
sample.
Moreover, a Neural Network is a simplification of the human brain. Neural Networks can
be seen as computational models based on a parallel processing which is able to adapt
themselves to a specific task or learn from some data and generalize their outputs on
an unseen data. Our brains have billions of connected neurons sharing signals amongst
each other. Similarly, a Neural Network consists of a layered interconnected set of nodes
which communicate by sending signals over a number of weighted connections (Zurada,
1992). Here, the lower layer receives some inputs, performs some computation on the
input and passes its output to the layers above it. The bare-bone of every Neural Network
is the Perceptron (Rosenblatt, 1958), as shown in figure 2.5. The Perceptron is computed
by equations (2.38) to (2.39).
Z =
∑
i
wixi (2.38)
y = fN (Z) (2.39)
where wi is the weight assigned to an input xi, z is the node (summation) output and the
function fN is a nonlinear function which produces the perceptron output y. A Neural
Network is composed of an input layer where the inputs are received, one or more hid-
den layers where the interconnected nodes perform some computation to generate some
high-level representation of the input, and an output layer. The property of the output
layer depends on the task at hand, for example, in a 2-way classification task, the out-
put layer is as shown in Figure 2.6. Neural Networks are especially powerful because
of their non-linearity, i.e., they can obtain a good classifier on a model with non-linearly
separable inputs. A simple feed-forward Neural Network with fully connected layers is
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FIGURE 2.5: The Perceptron Neural Network
FIGURE 2.6: A simple 2-way classification Network with one hidden layer
represented by the equation (2.40) below:
~y = tanh(W2 · tanh(W1 · ~x+ ~b1) + ~b2) (2.40)
where W1, W2, b1, b2 are the weight matrices and the bias vectors respectively, which are
parameters to be learned in order to minimize the loss function. The tanh, the hyperbolic
tangent is a non-linear function. Most networks are trained with the back-propagation
algorithm (Bengio, 2009). A network with many hidden layers has more representational
power, and a network with several hidden layers, most especially with a residual connec-
tion, is said to have more depth, hence, the connotation -Deep Neural Network (Schmid-
huber, 2015).
2.11 Chapter Summary
In this chapter, we articulated the desirable features of an IR system, which is applicable
across the tasks that the thesis describes. We enumerated different models of IR, starting
from the Boolean to the probabilistic models. We discussed various approaches used to
improve IR performance, these include query expansion, relevance feedback etc. We also
introduced word embedding, the use of which is central to many solutions described in
this thesis. We also introduced the learning to rank with the aim of showcasing how the
ad-hoc retrieval problem may be visualized as a machine learning problem. Overall, the
chapter gives a basic understanding and important terminologies needed to make the
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succeeding chapters self-contained and understandable. In the next chapter, we discuss
our work on passage retrieval, that is, a system that retrieves a relevant portion of a doc-
ument in response to a query. As we will see, the queries are expanded concepts from
an ontology. We also describe our method to segment document into topical units for
this kind of retrieval. The solutions that we describe in that chapter would give critical
exposition to understanding the later chapters.
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Chapter 3
Document Segmentation for
Fine-grained Information Retrieval
Given the peculiar nature and size of legal documents, in chapter 1, we identified the
issue of granularity as one of the three challenging issues that a LIR has to overcome.
Specifically, most retrieval systems tend to retrieve whole documents, which constitutes
a problem of information overload. In this chapter, we motivate a passage retrieval solution
that works at the level of document units which we refer to as segments. The bone of con-
tention has often been what constitutes a document unit/segment, e.g., is it a sentence
or a paragraph, a fixed number of sentences or paragraphs, or some structured sections
of a document, especially since some legal documents have sectionalized structure. Our
proposal adopts a natural language processing solution which divides a document into
coherent topical sections. The approach is intuitive since, in practice, a user would want
to retrieve a passage whose sentences have a thematic alliance. This chapter gives a de-
tailed background required to appreciate the proposed solution. We also introduced the
relevant components of the overall system. These components, i.e., the text segmenta-
tion unit, and the text similarity unit are essential for the functioning of the proposed
system. In chapter 5, we give a description of the main system that incorporates these
sub-components, as well as the result obtained from the experiments that we ran.
In particular, the contribution that we present here includes the following:
• A novel text segmentation algorithm based on topic modeling and entity coherence.
• A novel semantic annotation framework for mapping legal text segments with con-
trolled concepts, which combines approaches that induce knowledge from distri-
butional word embedding and large-scale encyclopedic data like the Wikipedia.
• An approach to reducing information overload during retrieval activities.
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FIGURE 3.1: Architecture of the Conceptual Passage Retrieval System
3.1 Justifying the Conceptual Passage Retrieval
The demands of citizen that there should be transparency, accountability, and openness
in the dealings of government by making government data to be accessible to the public
have in part contributed to the increasing number of legislative documents available on
the Internet. The guiding principles of open data say that data must be complete, perma-
nently available, timely, accessible, documented and safe to open1. In the past, private
legal information systems like Lexis Nexis, and Westlaw have maintained the monopoly
of providing access to supreme and federal court cases, however, we now have websites
like EUR-Lex, PublicData2 and Europa3 which contain millions of archived legislative
documents that are of concern to the European Union. Generally, the documents usu-
ally archived can be categorized into three, i.e., normative documents such as decrees
and acts; preparatory works which are products of legislative processes, and lastly, court
1https://opengovdata.org/
2http://publicdata.eu/
3https://data.europa.eu/euodp/en/home/
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judgments which show how rules are being interpreted (Lyytikainen, Tiitinen, and Salmi-
nen, 2000). The websites are also frequently updated as new documents arrive. Case
laws are particularly important for they are records of the proceedings of a court, and
play important roles in precedence search in which legal rules from past judgments can
be assimilated to prepare arguments for a similar case. Since it is the stock-in-trade of
legal practitioners and lawyers to do extensive legal research while preparing their argu-
ments, these massive resources that are freely available on the internet are of immense
importance.
Most of the websites offering open legislative data offer different document search cri-
teria, for example, since most documents come with meta-data, it is possible to search
based on attributes like publication date, document origin, document type etc. The XML,
as an important component of the semantic web standard is a markup language which
uses some rules to encode documents such that machines can better read and make much
sense from the document. The importance and use of XML in legislative documents has
been well reported in the literature (Palmirani and Vitali, 2012). The set of rules (i.e., the
lexicon, syntax, and grammar) and the tags it uses are also customizable for any specific
domain (Boella et al., 2016). XML also provides some meta-rules or structure which may
be used as meta-data for querying a database. One may argue about the role of legislative
XML standards, e.g., XML standards with national jurisdiction like the Italian NormaIn-
Rete, Danish Lex-Dania, Swiss CHLexML, Brazilian LexML and the Austrian eLaw or
the more continental frameworks like the European Metalex interchange formats and the
Akoma Ntoso (Palmirani and Vitali, 2011) which has been specially designed for African
legislative documents. However, the reality is that each legislative text comes with its
distinctive characteristics. Also, the fact that XML may help with management and re-
trieval of norms does not translate to a capability to offer information about the semantics
of a document (Boella et al., 2016). Furthermore, the meta-data and how they are used
for classification varies from one document type to another or one website to another,
causing a lot of inconsistencies which pose serious problems for users since it is difficult
to formulate the query that will isolate a specific document.
3.2 Ontology and Legal Document Modeling
In order to provide a unified standard, concepts from ontologies have been used to index
documents from these websites. An ontology is defined as a formal conceptualization
of the world, capturing consensual knowledge in a specific domain (Kiyavitskaya et al.,
2006). As Boella et. al. (Boella et al., 2016) notes, anthropological and psycholinguis-
tic studies support the intuitive design of ontologies as a way to modeling the relations
between concepts. This is done through a hierarchical listing of a detailed category of
a concept into a more specific category of the concept. Hence, they offer a way to per-
forming a semantic analysis of the document. Practitioners in the legal domain tends to
perceive concepts in a normative way. Existing ontologies in the legal domain include the
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LOIS project (Schweighofer and Liebwald, 2007) which was developed based on DOLCE
(Gangemi et al., 2002), the ONTOMEDIA project (Fernandez-Barrera and Casanovas,
2011) as well as the Legal Taxonomy Syllabus (Ajani et al., 2007) which has been incorpo-
rated into the EUNOMOS (Boella et al., 2016) legal document management system.
In particular, concepts from Eurovoc thesaurus have been widely used to index EU publi-
cations that are available on most public databases like the EUR-Lex. An ontology-based
efficient retrieval of legal resources is possible by allowing users to query the database
based on conceptual terms as opposed to ordinary keyword search, or the grossly inef-
ficient Boolean search which also defaults to ’exact’ keyword search. Here, we do not
concern ourselves with whether or how a text is marked-up with any metadata for our
technique as well as the texts in our dataset have none of such markups.
Figure 3.1 shows the general architecture of our proposed conceptual passage retrieval
system. The problem we try to solve is what projects like EUNOMOS (Boella et al., 2016)
and EULEGIS (Lyytikainen, Tiitinen, and Salminen, 2000) slightly overlook, i.e., that of
granularity of retrieval, such that the problem of information overload is adequately
taken care of. On the average, legal documents are usually long and a user may only
be interested in a particular part(s) of a document instead of the whole document. A sys-
tem that is able to retrieve specific portion(s) of a document that is of interest to a user
would definitely be appealing. In addition, such a system can reduce the process of man-
ual filtering which users would otherwise go through in search of relevant passages in a
text. These kinds of IR systems are referred to as passage retrieval systems. The benefit of
a passage retrieval system cannot be overstated, for example, the precision with which
a retrieval system will map a query to a section containing ten sentences will be much
higher than that of a full document containing 20 pages covering different subjects or top-
ics (Salton, Allan, and Buckley, 1993; Callan, 1994). The work of Tellex et. al. (Tellex et al.,
2003) was one of the earliest passage-based question answering system. The authors in
(Rosso, Correa, and Buscaldi, 2011) describes their experiments with the JIRS system on
a range of passage retrieval tasks using patent documents. As we will see, our language
processing techniques clearly differ from the ones employed by these systems; more im-
portantly, our system incorporates the use of domain knowledge, which we formalize as
a semantic annotation task.
The question to be asked is what constitutes an acceptable section of a document? is it
a fixed number of sentences? is it a paragraph or fixed number of paragraphs? or is
it a formatted XML section? Most legal documents are formatted using markups, this
means that they are already highly structured, mostly into partial sections (Moens, 2001),
nevertheless, discourses in the sections are still unstructured text . A keen look at the
structure would reveal that even a section may contain other sub-sections. Moreover,
each section or sub-section may still be several pages long, thus containing many details
on a diversity of subjects. A solution is to group contiguous sentences that talks about
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the same topic into the same section4. A document normally contains a mixture of topics.
Therefore, if topics and subtopics in a document are identified, such that the coherent
ones form separate groups, then it would be much easier to associate concepts with these
topical groups in a way to improving and making retrieval more efficient.
In a sense, the main task here can be divided into two subtasks. The first subtask is to
divide a document into topical group which shares the same semantics. The second task
is to obtain a semantic representation for each concept as well as the topical group, and
then determine if the representation of a concept matches that of a segment. The second
task is defined in this thesis as semantic annotation task.
3.3 Segmenting Document By Topics
3.3.1 Text Segmentation
The goal of Text Segmentation (TS) is to identify boundaries of a topic shift in a docu-
ment. As previously highlighted, discourse structure studies have shown that a docu-
ment is made up of topics and sub-topics exhibited by its constituent units e.g., words,
sentences and paragraphs. The dimension of a shift in topics is, therefore, a function of
the semantic bond and relationship within these units. Intuitively, the bond tends to be
higher among units with common topics. This notion is what is termed cohesion or coher-
ence within a document. Cohesion is a function of grammatical factors, e.g., co-reference
and sentential connectives as well as lexical factors like collocation (Kaufmann, 1999).
It is, therefore, possible to identify the point in the document where there is a change
in topic by monitoring the changes in the ways words are used in the document (Hall-
iday and Hasan, 2014). Obviously, it makes sense to assume that document units with
a similar topic would have many words in common. The process of dividing a text into
portions of different topical themes is called Text Segmentation (Hearst, 1997).
The text units (sentences or paragraphs) making up a segment have to be coherent, i.e., ex-
hibiting strong grammatical, lexical and semantic cohesion (Kaufmann, 1999). Further-
more, such document units have to be contiguous, i.e., share the same context. Segmen-
tation in the legal document is not new, however, the task is mostly done manually by ex-
perts, which is both laborious and expensive (Moens, 2001). Furthermore, the manually
segmented sections may not be entirely fine-grained. It is therefore important to design
algorithms that are able to automatically model language synthesis and define sections
in the document. As we will see in the later part of this chapter, Our goal is to automati-
cally obtain topical segments of any legislative document. The proposed approach is an
unsupervised method which relies on topics obtained from LDA topic modeling of some
documents. Furthermore, we incorporate entity coherence (Barzilay and Lapata, 2008),
4Throughout this chapter, we interchangeably use the terms section, block or segment as referring to the
same thing
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that allows the introduction of some heuristic rules for boundary decision. Once the seg-
ments are obtained, they are used as inputs to the semantic annotation module which
performs semantic analysis of each segment and associates an appropriate concept to the
segment.
3.3.2 Approaches To Text Segmentation
Available Text Segmentation systems can be categorized into two broad groups, i.e., Lin-
ear and Hierarchical Text Segmentation systems. The most popular ones are the Linear
TS algorithms (Choi, 2000; Hearst, 1997; Beeferman, Berger, and Lafferty, 1999). Linear
TS algorithms observe a sequence of topic shift without considering the sub-topic struc-
tures within segments. On the other hand, hierarchical TS algorithms (Eisenstein, 2009)
are more fine-grained, for it is possible to visualize even the minutest detail about the
sub-topic structure of a document. Most of the published work have relied on the use of
similarity in vocabulary usage in sentences in order to detect potential topic shift (Hearst,
1997; Choi, 2000). The lexical relationship that exists between some contiguous text units
is used as a measure of coherence. These lexical relationships include vocabulary over-
lap which could be identified by word stem repetition, context vectors, entity repetition,
word frequency model and word similarity (Hearst, 1993; Kaufmann, 1999; Beeferman,
Berger, and Lafferty, 1999; Reynar, 1999; Utiyama and Isahara, 2001). High vocabulary
overlap between two compared units is taken to mean high coherence and vice versa.
This idea, otherwise known as lexical cohesion has the disadvantage of failing due to lexi-
cal ambiguity. The TextTiling algorithm (Hearst, 1997) is a typical example of TS systems
in this category. TextTiling works by assigning a score to each topic boundary candi-
date within k chosen window. Topic boundaries are placed at the locations of valleys
in this measure and are then adjusted to coincide with known paragraph boundaries.
The authors in (Choi, Wiemer-Hastings, and Moore, 2001) build on this idea with the
introduction of a similarity matrix neighborhood ranking, where the rank of an element
corresponds to the number of neighbours with lower values.
We discussed in the early chapters how ambiguity (as expressed by synonymy and pol-
ysemy) poses a big problem in natural language processing. For instance, when ortho-
graphically different but synonymous words are used within the units of a document,
lexical cohesion-based algorithms are unable to group such units as a segment. A natural
solution is to incorporate approaches that overcome ambiguity problems. Researchers
then proposed the use of topics (Choi, Wiemer-Hastings, and Moore, 2001; Riedl and Bie-
mann, 2012b; Du, Pate, and Johnson, 2015; Dias, Alves, and Lopes, 2007). These works
are mainly inspired by distributional semantics-based approaches such as the LSA (Lan-
dauer, Foltz, and Laham, 1998; Choi, Wiemer-Hastings, and Moore, 2001) and Latent
Dirichlet Allocation (LDA) topic models (Riedl and Biemann, 2012b; Misra et al., 2011).
The second approach which is mostly used is the discourse-based techniques. This ap-
proach relies on the use of cue phrases and Prosodic features, e.g., pause duration that is
3.3. Segmenting Document By Topics 59
most probable to occur close to a segment boundary. These features are combined using
a machine learning model (Beeferman, Berger, and Lafferty, 1999; Passonneau and Lit-
man, 1997; Reynar, 1999). This approach, however, is domain independent and can only
perform well if the system is evaluated on documents which use the same cue words.
Recent work (Du, Pate, and Johnson, 2015; Misra et al., 2011; Riedl and Biemann, 2012b)
employed topic modeling techniques using algorithms like LDA (Blei, Ng, and Jordan,
2003). The idea is to induce the semantic relationship between words and to use fre-
quency of topic assigned to words by LDA instead of the word itself to build sentence
vector. This makes sense since a word could appear under different topics thus partially
overcoming lexical ambiguity. Our proposed approach builds on the previously pub-
lished work by employing a topic modeling algorithm to reveal the topical structure of
any given document. Furthermore, we introduce two heuristics, i.e., (lexical and semantic)
heuristics which are used solely for boundary adjustment. For instance, a position m+1
after a sentence Sm is a valid boundary only if sentences within the region Sm−k and Sm+k
have no common entities, where k is a chosen window. Also, coherent sentences tend to
have similar semantics. This is the main idea in TextTiling and Choi’s work Hearst, 1993;
Choi, 2000 with the exception that they rely on term frequency to build sentence vec-
tor used for similarity calculation. Since this approach suffers from lexical ambiguity,
e.g. the word dog appearing in one sentence followed by puppy in another is not deemed
to be similar, we incorporate a semantic-net based similarity using WordNet. This typi-
cally overcomes the synonymy problem for a more efficient similarity calculation. The two
heuristics were combined in a way to help in boundary decision making with topic-based
sentence similarity. The approach can be summarized into the following steps:
1. Obtain the topic model of a sample corpus by modeling with LDA algorithm.
2. Tokenize each input document into sentences
3. Obtain the topics of each sentence using the topic model in step 1
4. Obtain the topical similarity of sentences and cluster the contiguously similar ones
5. Validate contiguity with a WordNet-based sentence similarity calculation
6. Perform boundary adjustment using Entity Coherence
We now proceed to explain these steps in detail.
3.3.3 Topic Segmentation With LDA
Given an input document W, our algorithm divides the document into a set of minimal
text units (s1, s2, s3, ..., sT ), where T is the number of sentences in the document, each
si can be viewed as a pseudo-document that contains a list of tokens v ∈ V, where V is
the set of vocabulary of W. In practice, the goal is to identify sets of contiguous si that
are mono-thematic, each member of the set being a segment. Following similar work
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(Du, Pate, and Johnson, 2015; Misra et al., 2011), we also employed LDA topic modeling
algorithm (Blei, Ng, and Jordan, 2003; Blei and Lafferty, 2006) to obtain topics for each
word. Moreover, topic models are a suite of an unsupervised algorithm that uncovers
the hidden thematic structure in a document collection. Modeling documents based on
topics provide a simple way to analyze a large volume of unlabeled text while exposing
the hidden semantic relationship between them. The LDA algorithm is briefly described
in section (3.3.4).
3.3.4 The LDA Algorithm
LDA is a generative probabilistic model of a corpus with the intuition that a document is a
random distribution over latent topics, where each topic is characterized by a distribution
over the words in the vocabulary. Say for instance that a document is perceived as a bag
of words where the order does not matter, suppose that the fixed number of topics (say for
instance nT ) is known. Considering there could be many of such documents in a bag, then
each word in the bag is randomly assigned a topic t drawn from the Dirichlet distribution.
This gives a topic representations of the documents and the word distribution of all the
topics. The goal is then to find the proportion of the words in document W that are
currently assigned to each topic t as well as the proportion of assignments to topic t over
all documents that come from this word w. In other words, a Dirichlet distribution of each
word over each topic is obtained. The model has shown capability to capture semantic
information from documents in a way similar to probabilistic latent semantic analysis
(Hofmann, 1999). The idea is to induce a low dimensionality representation of the text in
the semantic space while preserving the latent statistical features of each text.
Formally, given a document w of N words such that w = (w1,w2,w3...wN ) and a corpus
D of M documents denoted by D = (w1,w2,w3.....wM ). For each of the words wn in the
document, a topic zn is drawn from the topic distribution θ, and a word wn is randomly
chosen from P(wn | zn, β) conditioned on zn. Given α, a k-vector with components with
αi > 0 and the Gamma function Γ(x). The probability density of the Dirichlet is given as
P (Θ|α) = Γ(
∑k
i=1 αi)
Πki=1Γ(αi)
Θα1−11 ....Θ
αk−1
k (3.1)
Given the parameters α and β, the joint distribution of a topic mixture θ, a set of N topics
z, and a set of N words w is thus given by
P (θ, z,w|α, β) = P (θ|α)ΠNn=1P (zn|θ)P (wn|zn, β) (3.2)
Integrating over θ and summing of z, the set of topic assignments, the distribution of a
document can be obtained as below
P (w|α, β) =
∫
P (θ|α)
(
ΠNn=1
∑
zn
P (zn|θ)P (wn|zn, β)
)
dθ (3.3)
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where P(zn | θ) is θi for the unique i such that zin = 1. The probability that a corpus is
obtained through the product of marginal probability given in equation (3.3), for each wn
in D is given in equation (3.4):
P (w|α, β) =
{
ΠMd=1
∫
P (θd|α)
(
ΠNdn=1
∑
zdn
P (zdn|θd)P (wdn|zdn, β)
)
dθd
}
(3.4)
Training the LDA model on a corpus requires feeding the model with the set of tokens
from the document. The model statistically estimates the topic distribution θd for each
document as well as the word distribution in each topic. A model can also be used to
predict the topic classes for a previously unseen document. In our work, we have trained
the LDA algorithm on different datasets, these include the JRC corpus5 which is a col-
lection of legislative documents, Wikipedia dump6, and lastly the Choi’s dataset7 (Choi,
2000).
3.3.5 Computing Sentence Similarity with LDA
Riedl and Biemann in (Riedl and Biemann, 2012a) utilized the most frequent topic as-
signed to a word after the Gibbs inference in order to avoid the instability that is usually
associated with a generative algorithm like the LDA. Contrarily, for each sentence, we ob-
tain the distribution of topics for each word along with their probability score. Next, we
select the topic with the highest probability for each word. For each sentence, this results
into a bag of topics where order does not matter. This can be seen as a matrix G = L × T
where l ∈ L is a vector of length k, the chosen number of topics. Each vector l contains
the frequency of each topic ID assigned by the LDA to the words in a sentence, where, by
topic ID, we denote the topic group or cluster that a word belongs, i.e., a number in the
range [0, T − 1 ]. As an example, assuming the number of topics n = 10 and the bag of
topics for a sentence is {0, 0, 5, 2, 3, 3, 7, 7, 1, 6, 5}, then the vector for such a sentence will
be [ 2,1,1,2,0,2,1,2,0,0 ], each element representing the frequency of occurrence of topics 0
to 9. A general assumption is that sentences with similar topics have some semantic rela-
tionship. Furthermore, the LDA is able to unravel the latent relationship between words
through its probabilistic clustering.
We introduce a parameter, wn , called the lookahead window. This works similarly to the
k-block of sentences employed in (Riedl and Biemann, 2012b) but with a different objec-
tive. The previous work compares the vector of a sentence to the k-block of sentences on
the left and the right of a sentence in order to get the similarity score8 for that sentence.
The process is then repeated for each sentence in the document in order to calculate its
5Available at https://ec.europa.eu/jrc/en/language-technologies/jrc-acquis
6The wikipedia dump was downloaded on July 30, 2015. It is accessible at
https://dumps.wikimedia.org/enwiki/.
7Available at http://web.archive.org/web/20040810103924/http://www.cs.man.ac.uk/
~mary/choif/software.html
8Otherwise called coherence score.
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similarity to the surrounding sentences. In our implementation, for each pass over the list
of sentences, using the lookahead window9, we sum up the vectors of sentences within
the window and use it as a reference vector for sentences within that window. The in-
tuition is that we can treat the set of sentences within a window as a mini-document,
summing up the vectors give the overall representation of the mini-document. It is there-
fore, possible to estimate the semantic distance between the mini-document and each
neighour sentence. Sentences with a high topic correlation will have a high similarity to
the reference vector. Figure 3.2 shows the process of summing over the vector for a sam-
ple document of 10 sentences. Once the reference values have been obtained, the next
FIGURE 3.2: Summing over window vector
step is to obtain sentence similarity, otherwise called the coherence score. To do this, for
each window, we use the cosine similarity between each sentence and the reference vec-
tor. Repeating this for all the sentences results into a time series, e.g., a one-dimensional
vector of similarity values over all the sentences.
3.3.6 Feature-Based Supervised Sentence Similarity
This section provides a validation for the sentence similarity calculation performed in
the previous step. This is achieved by incorporating an extra sentence similarity verifi-
cation procedure. The similarity calculation is as done in the preceding section except
that we introduced lexical and semantic similarity calculation method. In particular, our
approach is to extract some descriptive features from the text which a machine learning
classifier aggregates and learns in order to measure how similar two text snippets are.
We trained a Support Vector Machine (SVM) (Chang and Lin, 2011) classifier. The input
to the classifier is the extracted features i.e., the lexical features like the word ordering
and word overlap similarity and a semantic similarity feature with WordNet. Below, we
describe the important features used by the classifier to compute similarity.
9From our observation, we found out that the best default value is wn = 3.
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Word Ordering Feature
We use the union of all tokens in a pair of a sentence to build a vocabulary of non-
repeating terms. For each sentence, the position mapping of each word in the vocab-
ulary is used to build a vector. In order to obtain the position mapping, a unique index
number is assigned to each vocabulary term. Similarly, in order to obtain the word order
vector of a sentence, each term in the vocabulary is compared against the terms in the
sentence. If a vocabulary term is found in the sentence, the index number of that term
in the vocabulary is added to the vector. Otherwise, a similarity of the vocabulary terms
and each term in the sentence is calculated using a WordNet-based word similarity algo-
rithms (Adebayo, Di Caro, and Boella, 2016c). The index number of the sentence term
with the highest similarity score above a threshold is added. If the first two conditions
do not hold, a score, 0, is added to the vector. Consider two sentences S1 and S2,
S1: A panda bear
S2: A baby panda
Then the vocabulary is a list that contains the union of tokens in S1 and S2 as shown
below:
Vocabulary = A, baby, bear, panda
Vocabulary-Index = A:1, baby:2, bear:3, panda:4
and the sentences are transformed to the vectors below:
S1 = 1,0,3,4
S2 = 1,2,4,4
In the example, the vocabulary term bear does not exist in S2. Obviously, the term ’bear’
is more similar to the term ’panda’ than all the terms in S2. The index number of panda
is thus assigned in place of bear. In S1, the vocabulary term baby is not similar to any
term, thus 0 is assigned. The word ordering feature is then computed as the cosine of the
vectors after the WordNet-based similarity transformation.
Word Overlap Feature
We use the word n-gram overlap features of (Saric et al., 2012). The n-grams overlap is
defined as the harmonic mean of the degree of mappings between the first and second
sentence and vice versa, requiring an exact string match of n-grams in the two sentences.
Ng(A,B) =
(
2(
| A |
A ∩B +
| B |
A ∩B )
−1
)
(3.5)
Where A and B are the set of n-grams in the two sentences. We computed three sep-
arate features using equation 2 for each of the following character n-grams: Unigram,
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Bigram, and Trigram. Furthermore, we include the weighted word overlap which uses
information content (Resnik, 1995).
wwo(A,B) =
∑
w∈A∩B ic(w)∑
w′∈B ic(w
′)
(3.6)
ic(w) =
(
ln
∑
w′∈C freq(w
′
)
freq(w)
)
(3.7)
Where C is the set of words and freq(w) is the occurrence count obtained from the Brown
corpus. Our weighted word overlap feature is computed as the harmonic mean of the
functions wwo(A,B) and wwo(B,A).
Word-to-Word WordNet Similarity Feature
In order To compute similarity between two sentences using the WordNet, it is possible
to calculate how similar each word in the first sentence is to the words in the second sen-
tence. When the similarity scores are aggregated, we may have an idea of how similar
thee two sentences are. Usually, there are existing techniques for computing the simi-
larity between two words using any thesaurus like the WordNet, e.g., by using the path
length between two words in a taxonomy (Resnik, 1995). However, as pointed out by
(Li et al., 2006), this obviates the distance knowledge that can be easily observed from
the hierarchical organization of concepts in most semantic nets. As a solution, the depth
function was introduced, with the intuition that the words at the upper layer of a Seman-
tic Net contain general semantics and less similarity, while those at lower layers are more
similar. Therefore, the similarity should be a function of both the depth and the path
length distances between two concepts. Here, we use both the path length between each
word as well as the depth function. Usually, a longer path length between two concepts
signifies a lower similarity. If f1(h) is a function of the depth and f2(l) is a function of the
length, then the similarity between two words is given by:
S(w1, w2) = f1(h).f2(l) (3.8)
The length function is a monotonically decreasing function with respect to the path length
l between two concepts. This is captured by introducing a constant alpha.
f2(l) = e−∝l (3.9)
Likewise, the depth function is monotonically increasing with respect to the depth h of
concept in the hierarchy.
f1(h) =
eβh − e−βh
eβh + e−βh
(3.10)
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The similarity between two concepts is then calculated by:
S(w1, w2) = e
−∝l.
eβh − e−βh
eβh + e−βh
(3.11)
Li et. al. (Li et al., 2006) empirically discovered that for optimal performance in WordNet,
alpha should be set to 0.2 and Beta set to 0.45. We compare each word in the first sen-
tence to each word in the second sentence, obtaining the similarity score. For each pair
being compared, if the similarity score is less than < 0.25 then that similarity value is
dropped. The final similarity is computed by summing the pair similarity values greater
than 0.25 and dividing by the total count of these similarity scores. The similarity feature
is obtained using the formula in equation (3.12), where the default threshold was fixed at
0.25.
Sim =
∑m,n
i,j |S(wi, wj > x)|
tCount
(3.12)
Where S(wi, wj) is the similarity score for two words, tCount is the total number of the
set of similarity scores that exceeds the threshold and Sim is the aggregating function
combining all the pairwise similarities.
Embedding Similarity Feature
Using GloVe embeddings (Pennington, Socher, and Manning, 2014), the similarity be-
tween two sentences is computed as the cosine of the distance between the sentence em-
beddings. Assume that each sentence S contains words xi, xi+1, xi+2, xi+3, ..., xn. We
associate each word w in our vocabulary V with a vector representation xw ∈ Rd. Each
xw is of dimension d × |V| of the word embedding matrix We, where |V| is the size of
the vocabulary. For each sentence S, we generate an embedding representation by per-
forming an element-wise sum of each xw ∈ S. We normalize the resulting vector sum by
the length of the sequence as equation (3.13) shows.
Semb =
1
|n|
|n|∑
i=1
xi, Semb ∈ Rd×|V | (3.13)
where semb denotes the embedding representation of a sentence.
Given a set of human annotated sentence-pairs along with their similarity scores which
may be used as the training samples, our algorithm extracts the above features, the SVM
algorithm then combines the features in order to learn the similarity. Next, we test the
accuracy of the classifier using a set of sentence-pairs which the annotators have graded
with the similarity score. Once the classifier achieves a reasonable accuracy level, we can
put it to use to grade the similarity between any two given sentences.
Recall that our goal is to validate the similarity score obtained for two compared sen-
tences when computed using the LDA as explained in section 3.3.5. Assume that we are
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to calculate the similarity between a given senntence A, and three other sentences B, C,
and D and then rank the sentences according to the similarity score. First, we compute
the similarity using the method described in section 3.3.5 and then using the SVM clas-
sifier. The good case is if the two methods report the same rank for the sentences. In
the other case, a validation is needed and we simply utilize the rank or similarity scores
computed by the SVM classifier as the correct similarity score. The main idea here is
to detect boundary points in a text. This is done by computing the similarity of a sen-
tence to its neighboring sentences. When a set of contiguous sentences are highly similar
semantically, then we say that they belong to the same segment. Similarly, once the simi-
larity drops sharply in-between two sets of contiguous but highly similar sentences, that
signifies a break in topic, the end of a segment, or the beginning of another segment.
3.3.7 Entity-Based Coherence
Researchers working on discourse analysis have observed that the entity distribution and
transition pattern in a text might be a good indicator of the points where there is coher-
ence or topic shift in a text (Mann and Thompson, 1988; Grosz, Weinstein, and Joshi,
1995). The work of (Barzilay and Lapata, 2008) is based on the Centering theory, where
the authors represent a document as a grid of entities in the document with their roles
(subject, object, neither subject nor object, and absence) specified as the actions of these
entities. The rows of the grid correspond to sentences, while the columns correspond to
discourse entities. We adopt their idea in our work by observing the spread of entities
across the sentences in the document to be segmented. Contrary to the grid-based en-
tity ranking (Barzilay and Lapata, 2008), our goal is to observe entity overlap that exists
between sentences within a chosen shift window10. Succinctly, we only use the infor-
mation about entity coherence for the necessary boundary adjustment and not boundary
detection to be specific. To achieve this, we use a grammar-based Regex parser to extract
all the noun phrases in each sentence. There are existing tools for entity extraction, e.g.,
by using Stanford’s Part-of-Speech (POS) tagger11 to extract just the Nouns or any named
entity recognizer (NER). However, this adds other overheads and dependencies, and also
increases the time complexity of our algorithm. The Regex parser is simple, easily cus-
tomizable, and not computationally expensive. Moreover, we observed that it performed
competitively to Stanford POS tagger. To determine the overlap for a sentence Si, we
compute the ratio of its common noun-phrases to its right neighours within a specified
window, e.g., { Si+1, Si+2, Si+3}. The entity overlap is obtained as follows:
EOV =
|A ∩˜B∗|
|A ∪B∗| (3.14)
Where A and B∗ represents the set of entities in the sentence being considered and right
neighours within a specified window, respectively. The intersection, ∩˜, allows partial
10Following our previous lookahead parameter wn , we use a window of 3 sentences as default.
11https://nlp.stanford.edu/software/tagger.shtml
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matches since the entities are considered equivalent if there is an exact match or an entity
is a substring of the other. Instead of using the overlap score, we record the last sentence
from within the B∗ that has shared entities with A if the overlap score actually exceeds
a threshold. As an example, if a sentence S1 is compared to {S2, S3, S4} with the entity
overlap score between them exceeding the threshold, then, one by one, we check if it
actually has an overlap with each of S2, S3 and S4 independently. If say, for instance,
we discover that S1 and S4 do not have any common entities but it has with S2 and S3,
then the index of sentence S312 is used as its last sentence collocation. It becomes plain
whether a sentence share entities with its immediate neighbors. In this case, the assump-
tion is that such a sentence is not likely to be a boundary. As an example, the text below
shows how entity coherence may support boundary adjustment. The entities detected by
our custom parser are in bold.
1. S1: Cook had discovered a beef in his possession a few days earlier and , when he could not
show the hide, arrested him.
2. S2: Thinking the evidence insufficient to get a conviction, he later released him.
3. S3: Even while suffering the trip to his home, Cook swore to Moore and Lane that he
would kill the Indian.
4. S4: Three weeks later, following his recovery, armed with a writ issued by the Catskill
justice on affidavits prepared by the district attorney, Cook and Russell rode to arrest
Martinez.
5. S5: Arriving at daybreak, they found Julio in his corral and demanded that he surrender.
6. S6: Instead, he whirled and ran to his house for a gun, forcing them to kill him, Cook
reported.
In the example above, the entity Cook appears in S1, S3,S4 and S6. Considering S1, we
conclude that no boundary exists until S4 since there is significant entity overlap with
S3 and S4 when moving over the sentence window. Even though there appears to be no
overlap with S2 and S1, it is safe to assume that S2 is not a boundary since it falls within
a coherent window, same goes for S5 which falls within sentences S3 and S6. In our
implementation, we create a vector whose elements hold the index of the last sentence
it overlaps with. In case of no overlap, the entry for a sentence is set to 0. Identifying
the entity distribution in this way is useful for a boundary adjustment for the already
identified boundary from our topic based segmentation.
12We use index here to mean the unique ID of a sentence, e.g., sentence 1 will have index 0, sentence 2 will
have index 1 etc..
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3.3.8 Boundary Detection and Segmentation
As earlier explained, to detect boundaries of segments, it is important to focus on the
points in a text where a sentence, or a few sentences suddenly appear to be less similar to
a group of contiguous and highly similar sentences. We earlier described how to compute
the similarity between the sentences in a text. The computed similarity scores, otherwise
called coherence scores, are vectorized. To obtain the set of possible boundaries, we plot
the coherence scores vector such that we can inspect the local Minima (valleys) and the
local Maxima (peaks). The valleys are the smallest values within a local range of the co-
herence scores vector. Since coherence scores are higher within sentences sharing many
topics, we assume that these points of minimum value signal the points where the least
topic cohesion occurs, hence a segment boundary. The indices of the valleys 13 are col-
lected in a vector as the potential points of a topic shift. We use the entries from the
entity-based coherence described in the previous section to adjust the boundary. A map-
ping between the coherence vector and the entity-coherence vector is created. For each
sentence in a document, each column of the entity coherence vector references the index
of the last sentence it overlaps with. If there is a boundary after a sentence but there is
an overlap reference to a sentence index higher than the boundary point then we left-shift
the boundary as an adjustment task. Figure 3.3 shows the process of boundary adjust-
ment over a sample sentence. In the example shown in the figure, possible segmentation
has been obtained by the topic-based segmenter (see the break in columns of the first
vector). We can see that for the first segment, the highest indexed entity overlap occurs
at the sixth14 sentence, which unfortunately belongs to another segment. Actually, both
the fourth and fifth sentence of the first segment overlaps with the sixth sentence for the
second segment. In this case, we shift this particular referenced sentence to the first seg-
ment for they cohere. This means that the first segment starts from the zeroth sentence
and ends with the sixth sentence. The same thing applies for the third segment which has
been adjusted. The idea here is based on Centering theory (Barzilay and Lapata, 2008),
i.e., contiguous sentences with overlapping entities above a threshold exhibit coherence.
FIGURE 3.3: Entity Coherence-Based Boundary Adjustment
13i.e., the vector index which corresponds to the index of each sentence in the local minima
14considering the zero based ordering or indexing.
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3.4 Associating Legal Concept(s) To Document Segments
Human processes information in terms of concept, therefore, it is ideal to have a system
that allows its users to give concepts as queries to the system. In the legal domain, a com-
monly used ontology for conceptual indexing and cataloging is the EuroVoc thesaurus15.
Along with the European Union publications office, EuroVoc is used by other European
Union institutions, national and regional parliaments in Europe, as well as national ad-
ministrations and private users around the world. Furthermore, EuroVoc is multilingual
and multidisciplinary in nature. It contains concepts listed under twenty-one (21) main
domains such as politics, European Union, Law, Finance etc, and the concepts are cur-
rently available in twenty-three (23) EU languages such as English, French, Italian, etc.
Due to its broadness, It has been used by the European Union publications office for
cataloging multilingual documents, for instance on EUR-Lex website. The advantage of
tagging documents with concepts is obvious, for instance, users are able to navigate a
document collection explicitly by using concept, therefore, providing a solution to the
user specificity problem. Also, users can have an idea of the content or a preview of the
content of the document because the concept label used for indexing is usually a descrip-
tor of a broader knowledge (Pouliquen, Steinberger, and Ignat, 2006).
The important task is how to associate a concept label to the segment of a document that
truly describes that concept. This requires devising a way to understand and represent
the meaning of the concept as well as the meaning of each document/segment. It is pos-
sible to formalize the task as a Semantic Annotation problem. By Semantic Annotation
(SA) (Bikakis et al., 2010), we refer to the process by which we map a concept to the
specific document segment that it is most semantically related to. The rationale behind
our framework is to provide legal practitioners and other end-users with an easy-to-use
framework that allows for a fine-grained information retrieval. This works by providing
a simple natural language processing tool that allows users to specify information need
by using a controlled list of concepts, and the system retrieves not just the document re-
lated to the concept but specific part(s) of the document that is most semantically related
to the concept.
The proposed system serves many purposes. First, users are freed from the rigours as-
sociated with query formulation. This is important because many people understand
their information need, however, formulating the queries that represent such informa-
tion need is cumbersome. By providing a controlled list of descriptors, such a problem is
adequately taken care of. Secondly, from the perspective of information retrieval, concept
mapping can support semantic query processing across disparate sources by expanding
or rewriting the query using the corresponding information in multiple ontologies. The
terms used in a document may be different from those expressed in an ontology (e.g.,
concept descriptors), that is, a concept descriptor being a generic term may not explicitly
appear as a term in a document. The mapping process thus links the concept(s) to the
15http://eurovoc.europa.eu/drupal/
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part of the document that most expresses its meaning. Conceptual retrieval emphasizes
identifying and retrieving specific information that conforms to a specific retrieval con-
cept. In other words, a fine-grained information retrieval can be achieved. Furthermore,
an approach like this improves not only the precision but also the recall, which is an im-
portant metric for acceptability of any retrieval system in a domain-specific IR tasks like
the E-Discovery (Socha and Gelbmann, 2005; Oard et al., 2010) in the legal domain which
is generally classified as recall-oriented. Lastly, users are shielded from the problem of
information overload since the system retrieves passages (or segments) which contain
concise information that typically fits the concept selected for a query.
FIGURE 3.4: A Schematic Representation Of Semantic Annotation.
3.5 Semantic Annotation
Semantic Annotation (SA) is the process of mapping a chunk of a source text to distinct
concepts defined by a domain expert. In other words, SA formalizes and structures a
document with well-defined semantics specifically linked to a defined ontology (Popov
et al., 2003). SA can be formalized as a 4-tuple {Subj, Obj, Pred, Contx}, where Subj is the
subject of the annotation, Obj is the object of the annotation, Pred is the predicate which
defines the type of relationship between Subj and Obj, while Contx signifies the context in
which the annotation is made. As we can see, SA is a mapping function and can be used
to add semantic information to the text. Figure 3.4 shows a pictorial representation of the
task defined as semantic annotation in this thesis.
An Ontology is a formal conceptualization of the world, capturing consensual knowledge
(Gruber, 1993; Kiyavitskaya et al., 2006). It lists the concepts along with their properties
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and the relationship that exists between them. This study uses the Eurovoc 16 thesaurus
as the ontology.
An ontology O := (C, ≤C , R, ≤R) is composed of four elements, i.e., (i) two disjoint set C
(concept identifiers) and R (relation identifiers), (ii) a partial order≤C on C which depicts
the concept hierarchy, (iii) a function σ : R =⇒ C× C which is referred to as the signature
and lastly, (iv) a partial order ≤R on R which is the relation hierarchy.
Similarly, we can derive a taxonomy/thesaurus from an ontology. The authors in (Dill et
al., 2003b) defined a taxonomy as comprising of three elements:: a set of nodes V; a root r
∈ V; and a parent function, p: V 7→ V. Where only the root is its own parent and serves as
the ancestor of every node in the tree. Also, every other node is spawned from a parent
node. Likewise, each node v ∈ V is associated with a set of labels, L(v). A node may
also have siblings which are nodes from the same parent and have the same hierarchy
level. We can incorporate information from the siblings in order to better disambiguate a
concept for efficient annotation.
There are existing work on semantic annotation. GATE (Cunningham et al., 2002) is a
semi-automatic annotation system based on NLP. GoNTogle (Bikakis et al., 2010) uses
weighted k Nearest Neighbor (kNN) classifier for document annotation and retrieval.
The authors in (Presutti, Draicchio, and Gangemi, 2012) developed a tool for ontology
learning and population in the Semantic Web. Their approach utilizes Discourse Rep-
resentation Theory and frame semantics for performing knowledge extraction. KIM
(Popov et al., 2003) assigns semantic description to NEs in a text. The system is able
to create hyperlinks to NEs in a text, indexing and document retrieval is then performed
with the NEs. KIM uses a knowledge base called KIMO which contains over 200k enti-
ties. Furthermore, it relies on GATE for the NLP processing tasks. Regular Expressions
(RE) have also been used to identify semantic elements in a text (Laclavik et al., 2006;
Laclavik et al., 2007). It works by mapping part of a text related to semantic context
and matching the subsequent sequence of characters to create an instance of the concept.
Another named entity based annotation tool is GERBIL (Usbeck et al., 2015) which pro-
vides a rapid but extensive evaluation scheme for named entity recognition tools for the
semantic web. Application of these systems includes document retrieval especially in
the semantic web domain (Handschuh and Staab, 2002; Dill et al., 2003a). Eneldo and
Johannes (Daelemans and Morik, 2008) performed semantic annotation on legal docu-
ments for document categorization. Using Eurovoc concept descriptors on EurLex17, a ML
classifier was trained for multi-label classification. Lawrence (Reeve Jr, 2006) employed
SA for summarizing Biomedical texts based on concept frequency. Lawrence performed
what he referred to as concept chaining, with an approach that mirrors the statistical con-
cept clustering approach described in (Tegos, Karkaletsis, and Potamianos, 2008). These
methods exploit the lexical and syntactic structure coupled with contextual information
and dependencies between words for identifying relations between concepts. The work
16Eurovoc is available online at http://eurovoc.europa.eu/
17An online database of EU government documents. Available at http://eur-lex.europa.eu/
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of (Kiyavitskaya et al., 2005) interfaces that of SemTag but relies on a grammar-based
parsing to annotate entities such as email and web addresses, monetary formats, date
and time formats, etc, with their respective concepts. SemTag (Dill et al., 2003a) works on
large text corpora in the web domain employing corpus statistics to ensure tagging of en-
tities in a text. It uses the TAP ontology (Dill et al., 2003b), and has been used to annotate
about 264 million web pages with 550 million labels. The authors in (Zavitsanos et al.,
2010) introduced a natural language processing approach where a semantic relatedness
between the words in a document and the concept is calculated using exact, stem and se-
mantic matching. In particular, they used WordNet synset path distance to measure the
similarity of the text and the concept. The problem with this approach is that concepts
from an ontology like Eurovoc may not explicitly appear in a text. In such a situation,
a word-word similarity approach proposed by the authors would fail grossly. Charlton
et. al. (Charton and Gagnon, 2012) on the other hand introduced a Wikipedia-based
disambiguation technique for semantic annotation. They used Wikipedia pages to build
metadata for each concept. The metadata consist of (1) surface forms, i.e., the links on a
Wikipedia page and (2) the tf-idf weighted terms that a page is composed of. They also
associate these concepts with DBPedia concept in order to provide a kind of semantic
enrichment.
Even though we also incorporate explicit concept expansion to aid semantic understand-
ing of the concepts, our work is significantly different owing to the manner of the use of
Wikipedia and other resources to build a semantic profile for the concepts. In this regard,
our work follows the approach of Gabrilovich (Gabrilovich and Markovitch, 2007; Egozi,
Markovitch, and Gabrilovich, 2011) in the way we make use of the Wikipedia concepts to
distill the concepts from Eurovoc. Our approach is however different in how we compute
the semantic representation of the text segments and concepts.
Perhaps an abuse of term, it is important to describe what we defined here as semantic
annotation in order to distinguish our work to the existing work. The reviewed works
have focused on entity annotation and identification of mentioned subjects in a text which
share semantic relationship with a list of concepts in a knowledge base. Specifically, the
focus has been on Information Extraction (IE) rather than IR. Here, we focus on develop-
ing ways by which we can approximate and represent the meaning of an abstract concept
and finding a correspondence between this representation and that of any selected text.
In a way, SA as defined in this work is a task of semantic matching between two pieces
of text, rather than labeling entities in a text with some semantic concept.
Generally, this kind of semantic matching can aid a structured organization of documents
for an optimized search. For instance, users may search information by well-defined
general concepts that describe the domain of information need rather than use keywords.
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3.6 Conclusion
In this chapter, we describe our approach to segmenting text into topical sections in our
attempt to motivate a fine-grained retrieval which reduces the problem of information
overload. We reviewed the state of the art systems and also describe our definition of
semantic annotation task.
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Chapter 4
The E-Discovery Information
Retrieval
In this chapter, we discuss the E-Discovery process and the predictive coding with spe-
cific focus on the IR part of the general E-Discovery model, i.e., review for relevance and
privilege. Next, we motivate the reasons for our Neural Network Relevance model, a
classifier for the E-Discovery task.
4.1 E-Discovery
Imagine looking for a thousand relevant documents out of a million candidate docu-
ments that are likely to include the thousand documents being sought. Rather than being
a fiction, the above vignette captures what information seeking looks like in the era of
big data, and how lawyers are expected to swim endlessly in the ocean of electronically
stored information (ESI). Specifically, searching for evidence in an unstructured informa-
tion is cumbersome, particularly when what is being searched is not exactly known. Just
eight years ago, it was estimated that there are 988 exabytes of data in existence, and as
Casey (Auttonberry, 2013) puts it, it would stretch forth and back from the Sun to Pluto
if put in the paper form. This is already 2017, and I reckon that this sheer amount would
have doubled, if not quadrupled. Conversely, organizations now process and store infor-
mation more than ever.
Even though this explosion of data is particularly not a problem for the Legal domain or
the Legal experts, the Law, as we know it postures as a means of conflict resolution. Just
as in any human-managed society, organizations do have conflicts between one another,
the end-product of which are usually litigations where the Law and its ordinances are
brought to bear in providing amicable solutions. Parties involved in a litigation naturally
would look for ways to strengthen their case, this usually involves the civil discovery pro-
cess, in which a party requests the opposing party to produce documents that are in that
party’s possession, custody, and control which are pertinent to a case (Oard and Webber,
2013). As the name suggests, criminal litigation is not subject to the discovery process.
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4.1.1 Federal Rules of Civil Procedures
In the United States of America (US), litigants are empowered to lodge requests for pro-
duction based on the Federal Rules of Civil Procedures (FRCP)1. As we have explained in
chapter 1, when a discovery process entirely involves ESI, it is called E-Discovery (Oard
and Webber, 2013). E-Discovery in particular arises from the 2006 amendments to the
FRCP. The Rule 34 of the FRCP (2006) is reproduced below:
(a) In General. A party may serve on any other party a request within the scope of Rule 26(b):
1. to produce and permit the requesting party or its representative to inspect, copy, test, or
sample the following items in the responding party’s possession, custody, or control
1.1. any designated documents or electronically stored information—including writings,
drawings, graphs, charts, photographs, sound recordings, images, and other data or
data compilations -stored in any medium from which information can be obtained ei-
ther directly or, if necessary, after translation by the responding party into a reasonably
usable form; or
1.2. any designated tangible things; or
2. to permit entry onto designated land or other property possessed or controlled by the re-
sponding party, so that the requesting party may inspect, measure, survey, photograph,
test, or sample the property or any designated object or operation on it.
(b) Discovery Scope and Limits.
1. Scope in General. Unless otherwise limited by court order, the scope of discovery is as fol-
lows: Parties may obtain discovery regarding any non-privileged matter that is relevant to
any party’s claim or defense—including the existence, description, nature, custody, condi-
tion, and location of any documents or other tangible things and the identity and location of
persons who know of any discoverable matter. For good cause, the court may order discovery
of any matter relevant to the subject matter involved in the action. Relevant information
need not be admissible at the trial if the discovery appears reasonably calculated to lead to
the discovery of admissible evidence. All discovery is subject to the limitations imposed by
Rule 26(b)(2)(C)
What this means is that any non-privilege documents that are responsive to a produc-
tion request2 must be made available to the requesting party. A privilege document is a
sensitive document whose disclosure could either expose the strategy adopted by a legal
counsel and the client(e.g., client-attorney communications) or prejudice the producing
party’s interests (Oard and Webber, 2013). Common examples are the attorney-client
1https://www.federalrulesofcivilprocedure.org/
2Throughout the thesis, we have interchangeably used the words "Request for production", "Production
request", "RFP", and "Request". Unless otherwise stated as having a different meaning, we have used them
in reference to the same thing.
4.1. E-Discovery 77
privilege or an attorney work product, according to Federal Rule of Evidence 502. By impli-
cation, lawyers involved in a lawsuit are exposed to hundreds of millions of documents
which are to be reviewed for privilege and relevance often by the plaintiff and the defen-
dant, with the attendant exorbitant cost. However, there are some exceptions where dis-
closure does not hold. For instance, FRCP (Rule 26(b)(2)(C)(iii)) requires that in the event
that the requested information is not ’reasonably’ accessible, a court can limit discovery,
or the parties are relieved from disclosure (FRCP Rule 26(b) (2)(B)). A tenable reason is
if the disclosure would incur a high cost, is stored in an obsolete media, or creates an
undue burden on the defendants. Another credible reason is the case of proportionality
rule (Rule 26(g)(1)), where the cost of a proposed discovery exceedingly outweighs the
potential benefit considering the needs of the case, the amount in controversy, the par-
ties’ resources, the importance of the issues at stake in the action, and the importance of
the discovery in resolving the issues (Grossman and Cormack, 2010). Notwithstanding,
FRCP Rule 37(a)(4) strictly penalizes partial or incomplete disclosure, for it states that
"an evasive or incomplete disclosure, answer or response must be treated as a failure to
disclose, answer, or respond[,]". These rules show how the Law frowns against evidence
hiding while also protecting against harassment or intimidation of an opposing party by,
for example, a big corporation (defendant) who could overwhelm the opposing party with
an unprecedented amount of data in order to force an out-of-court settlement.
Perhaps, it is important to understand that the visibility or accessibility of requested data
during E-Discovery is beyond any territorial or geographical boundary. Other than the
exceptional cases where disclosure may not hold as highlighted above, the FRCP rule
demands total compliance irrespective of the location in the world where the data may
be domiciled. This also alludes to the heterogeneity of the kind of data involved in an
E-Discovery process. Moreover, apart from the fact that this specific obligation often
comes in conflict with the privacy law of some countries where discovery is alien, e.g.,
in Common law countries such as Canada, Australia, and United Kingdom (UK), it also
conflicts the European Union (EU) Data Protection Directive 94/46/EC (EDD), which was
crafted to protect the privacy and protection of all personal data collected for or about
citizens of the EU, especially as it relates to processing, using, or exchanging such data.
The EDD encompasses all key elements from article 8 of the European Convention on
Human Rights, which states its intention to respect the rights of privacy in personal and
family life, as well as in the home and in personal correspondence (Monique, 2011). Tech-
nically, this is also an important issue to be wary of during civil discovery as there could
be territorial/jurisdiction conflict.
4.1.2 The E-Discovery Model
After receiving a request for production (RFP), a defendant is usually expected to inaugu-
rate an E-Discovery information technology (IT) team whose task is to interface between
the corporate counsel and the prosecuting counsel. The team in charge of the data is then
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interviewed to ascertain the available and relevant data. Next, a “Litigation Hold” let-
ter is sent to all relevant parties in order to foreclose any alteration or destruction of the
ascertained relevant data. A Litigation Hold or a Legal Hold is a communication issued as
a result of current or reasonably anticipated litigation, audit, government investigation,
or other such matter that suspends the normal disposition or processing of records. Af-
ter this process comes the ’meet and confer’ meeting with opposing counsel and the Court.
Here, the scope of production of ESI and the activity duration is negotiated. Furthermore,
the negotiation often includes thorough agreement on the search techniques, keywords to
be used in case of keyword search, the format for the production of ESI (TIFF or Native or
both), the requirement for preservation of metadata, the clawback agreements (a clawback
agreement is an agreement outlining procedures to be followed to protect against waiver
of privilege or work product protection due to inadvertent production of documents or
data); and issues of cost shifting (Rule 26 (f)) (Monique, 2011). This set of stages which
highlight the information processing procedural activities has been codified into what is
called the E-Discovery Reference Model (EDRM). Figure 4.1 shows the stages involved
in an E-Discovery process. The authors (Oard and Webber, 2013) already elucidate these
FIGURE 4.1: The E-Discovery Reference Model
stages in their review work on E-Discovery. We highlight the important ones below:
• Information Governance: This deals with the coordination of all information pro-
cessing activities before the litigation process. Common tasks include records man-
agement (e.g., to meet legal, regulatory or policy goals), archival storage of records
that are appraised as having permanent value, information processed using per-
sonally owned devices such as smartphones or home computers, and information
managed by other providers (e.g., the intent is to encompass all of the regular infor-
mation processing activities of an organization prior to the start of an e-discovery
process(e.g., “cloud services”).
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• Identification: This involves locating the ESI that is relevant to the litigation with-
out breaching the privileges of the organization. Usually, lawyers and E-Discovery
information technology (IT) team constituted by an organization are usually in-
volved. Two main tasks are involved, i.e., data mapping and negotiating the discovery
scope. In the former, a data map showing the information flow in an organization
is produced, while in the latter, parties agree about what information is to be col-
lected from each data source and the restrictions to be followed. This process has
been likened to the federated search in the general IR parlance.
• Collection and Preservation: Collection entails using particular techniques to gather
the identified information, e.g., querying a database for information or using foren-
sic techniques to recover an otherwise corrupted or inaccessible information. As
Oard et. al. (Oard and Webber, 2013) puts it, preservation entails "maintaining the
bit-stream, maintaining the information necessary to interpret the bit stream, and
maintaining evidence of authenticity for the bit-stream".
• Processing, Review, and Analysis: This is where most IR work takes place. Dur-
ing processing, some operations are performed on the collection in order to format
it into a desirable form for use by either the manual reviewer or a Technology As-
sisted Reviewer (TAR). During review, an expert (e.g., a lawyer) assesses each doc-
ument one after the other for relevance if manual reviewing is done. The person
may use Boolean search or keywords to initially weed out irrelevant documents.
On the other hand, predictive coding may also be used, where reviewers manu-
ally inspect a sampled set of documents for relevance and then use the identified
relevant documents as a seed set for a machine learning classifier.
• Production: This stage involves the delivery of documents that are deemed respon-
sive from the review process. The produced documents must contain no privileged
information. Usually, the produced documents are handed over to the requesting
parties, accompanied with information about documents that have been with-held
due for containing privileged information.
• Presentation: Here, further information could be deduced from the produced doc-
uments for further legal analysis as may be required.
4.1.3 Information Retrieval-Centric Electronic Discovery Model
The EDRM have a broader view of all the activities involved in the discovery process. A
few of these activities are not of direct interest to an IR researcher whose focus is solely
on the information retrieval aspect, as it is the case in this thesis. Oard et. al. (Oard and
Webber, 2013) further presents an IR-Cetric model as shown in figure 4.2. This shows a
waterfall view of the IR activities involved in the discovery process, leading to a different
retrieval result at each stage, beginning from the formulation stage to the sense-making
stage.
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FIGURE 4.2: An IR-Centric View of The E-Discovery Reference Model.
Dashed lines indicate requesting party tasks and products, solid lines in-
dicate producing party tasks and products.
Three of these stages are particularly of interest in this thesis. The first is the Formula-
tion stage where the request for production is received in the form of topics. Unlike in
ordinary IR, topics do not essentially come in form of query. Rather, the producing party
has to analyze and interpret the topic in order to determine what the query terms should
look like. The request is then reformulated into a more stable query with the aid of query
expansion and similar techniques (Xu and Croft, 1996; Voorhees, 1994). In our work, we
utilize a form of explicit semantic analysis as described in chapter 5 in order to expand
the reformulated topics. The other two important stages are the review for relevance and
the review for the privilege. The two exhibits a core IR task, i.e., given some documents, de-
termine whether any of the document is responsive to a given query or a given privilege
search term. The task here can be likened to a text classification task with two classes, i.e.,
Responsive or Non-Responsive. This is also where E-Discovery seems to differ to most IR
procedures where the goal is to produced a ranked list of relevant documents to a query
(Salton, 1971).
In E-Discovery, seemingly determining whether a document belongs to either of these
two classes suffices. However, it is also possible to rank the documents classified to be
relevant based on their relevance probabilities. In this case, the goal is to push the most rel-
evant document to the top such that documents with the highest relevance probabilities
are presented for production. The legal track of the Text Retrieval Conference (TREC) orga-
nized by the National Institute of Standards and Technology (NIST) offers a ranked assess-
ment for both the Interactive and Batch tasks (Cormack et al., 2010). Once the responsive
documents have been identified, they can also be reviewed for privilege. This also can be
likened to a binary classification, i.e., whether a document belongs to the class Privilege
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or Not Privilege.
Approaches for conducting review are the manual review, linear review, keyword search,
or the TAR which is the focus of this thesis (Baron et al., 2007; Oard and Webber, 2013).
Irrespective of the method that is adopted, considering the heterogeneous nature of the
ESI data, it is necessary to perform an initial de-duplication routine. De-duplication helps
to identify a canonical version of each item, such that the location of each distinct record
is recorded against the item. This serves to reduce redundancy by removing duplicated
items such that the same item would not be reviewed many times. Technically, it reduces
the collection size and saves time, effort and costs attributed to repetitious reviewing
(Oard and Webber, 2013).
The final part is the sense-making which as Oard (Oard and Webber, 2013) describes en-
tail asking the ’5 W’ questions, i.e., Who were involved and what were their roles; What
happened and what objects were involved; When did an event happen, including the
sequencing; Where is an item located; and Why combines knowledge from the previ-
ous questions to provide a veritable and all-encompassing answer. Typically, the cost
of conducting a manual review takes a significant portion of an entire discovery process
(Grossman and Cormack, 2010).
While the general IR task is loose regarding the unit of retrieval, E-Discovery operates at
the document family level, where a family constitutes a logical single communication of in-
formation, even though, the information could spread over many individual documents.
For example, it makes sense not only to consider an email alone but also its attachments.
Furthermore, an email with multiple replies may be grouped into a thread for they are
likely to contain a continuous line of communication or topic. In particular, email, fo-
rum, and collaboration platforms constitute roughly 50% of ESI in existing E-Discovery
procedures (Baron et al., 2007).
4.1.4 E-Discovery Vs Traditional IR
E-Discovery has some distinguishing characteristics when compared to the general IR
process. We itemize some of these features elucidated by (Oard and Webber, 2013):
• E-Discovery places emphasis on fixed result sets instead of ranked retrieval, e.g.,
the decision is whether a document is responsive or not responsive (classification
v. Ranked).
• E-Discovery is recall-oriented rather than fixated on high precision as in web search.
• E-Discovery measures both absolute effectiveness of the retrieval system, as much
as relative effectiveness.
• E-Discovery provides a nexus between the IR field and other exploratory fields like
computer forensics and document management.
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• The result from an E-Discovery process is greatly impacted by the level of coopera-
tion between the plaintiffs and the defendants.
• The request for production is not an explicit query as in general IR.
4.2 The Case for Predictive Coding in E-Discovery
Generally, the review process may take several forms depending on the choice of the
organization involved. The traditional approach is to employ lawyers for manual review.
However, apart from the fact that the review process may take a long time, it is usually
an expensive process. For instance, at an average rate of 50 documents per hour at $50, it
would take a team of 50 lawyers about 400 days to review 10 million documents assuming
they work 10 hours per day, requiring a budget of $10 million. Even if the number of
reviewers is doubled, conducting reviews for over 7 months would definitely take its
toll on the litigation. Typically, the price for estimating this example is conservative,
the Sedona Conference Commentary affirms that the billable rates for junior associates
at law firms now starts at over $200 per hour as at the year 2007 (Baron et al., 2007); a
collection will most likely be bigger in real life, e.g., the United States v. Philip Morris,
in which government lawyers had to search a database of 32 million Clinton-era White
House e-mail records; and according to prior studies, an expert will most likely review
just under 25 documents per hour (Roitblat, Kershaw, and Oot, 2010). Moreover, the
cost of a litigation is not limited to just the discovery, for E-Discovery typically take just
around 25% of the actual litigation cost.
Owing to some of these constraints, attorneys have used a couple of search techniques
to reduce the search space. Prominent among the techniques are the Keyword search,
Boolean search, and Concept search. Boolean search, in particular, was popular with
lawyers for it gives them the power to formulate queries with logical operators. Also,
the fact that they are domain experts help in how they formulate queries and simplify
search with the use of proximity operators. However, as we have explained in chapter
2, Boolean search mostly defaults to keyword search and it suffers from language vari-
ability problems such as polysemy and synonymy. More importantly, researchers have
discussed how attorneys typically miss out on many relevant documents when using
this approach. An approach like the Boolean search is behind the Lexis-Nexis and West-
law search systems which have support for full-text search and also ranked retrieval for
lawyers. For instance, Blair and Maron (Blair and Maron, 1985) show that attorneys us-
ing search tools based on Boolean search could only retrieve 20% of the responsive doc-
uments even though they were convinced that they retrieved over 75% of the responsive
document. This illusion could be catastrophic considering that in E-Discovery, the cost
of missing out on a single responsive document far outweighs that of producing non-
responsive documents. Moreover, empirical studies have shown that Boolean search is
strongly inefficient in large scale full-text search (Sormunen, 2001).
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The success of Machine Learning algorithms (MLA) in text classification buoyed the interest
of E-Discovery research community in exploring text classifiers for the discovery process.
A linear classifier like the Naive Bayes algorithm was first explored. Later, Support Vec-
tor Machine (SVM) (Cortes and Vapnik, 1995) proved particularly adept for classification
tasks. As explained in chapter 2, there are two basic paradigms in machine learning, i.e.,
the supervised which can be described as learning-by-example because the algorithm ob-
serves pattern from an example set (train) which is deemed to be the gold standard, and
the unsupervised approach where the algorithm automatically infers pattern from the data
without needing any example, e.g., clustering algorithm. The classifiers used are mostly
supervised because they give better approximation. Because of this, Lawyers would,
via sampling, select some documents which are responsive to a request for production
(RFP), and these documents are coded as the seed set3 for the MLAs. A sampling can be
done through basic keyword search or Boolean search for the subset of data, and then
review by the human expert. The seed set would also contains some non-responsive
documents to a RFP. The MLAs then learn separate patterns about the responsive and
non-responsive documents such that when a previously unseen document is introduced
to the MLA, it is able to draw a margin that separates the document into either the re-
sponsive or non-responsive class. SVM in particular operates in this manner (Cortes and
Vapnik, 1995). The use of MLAs in E-Discovery process has been termed Predictive Coding
and put in another way, Technology Assisted Review. In general, Predictive coding tech-
niques are iterative in nature, often going through a continuous process of refinement
and correction4 until the algorithm shows to satisfy a minimum expected accuracy. Once
the expected accuracy is reached, the system is then deployed to perform classification
on the test set.
As Roitblat (Roitblat, Kershaw, and Oot, 2010) shows, MLAs performed much better than
human experts in classifying responsive documents. The results from the TREC legal
track have also confirmed the assertion that TAR performs better than exhaustive manual
review by human experts (Grossman and Cormack, 2010; Cormack and Grossman, 2014).
Even though many legal experts were initially apprehensive of this technology, some
have designated it as a destructive technology while a few already cast aspersion as to
its reliability (Remus, 2013), however, studies have shown that predictive coding is able
to drastically reduce E-Discovery costs by up to 71% while maintaining search quality
(Auttonberry, 2013). Perhaps, this efficacy has led to its recognition and legitimization
by the court for use in litigation as pronounced herein - "predictive coding now can be
considered judicially-approved for use in appropriate cases,"5.
3The seed set could be likened to the relevance judgement for the train set in general machine learning
task.
4In machine learning, we say tuning with the development set. This tuning could be in form of parameter
optimization or model fine-tunning etc.
5See, e.g., Moore v. Publicis Groupe, 287 F.R.D. 182 (S.D.N.Y. 2012); In re Actos (Pioglitazone) Prods. Liab.
Litig., No. 6:11-md-2299, 2012 WL 6061973 (W.D. La. July 27, 2012)
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4.2.1 Other Applications of Predictive Coding in Litigation
Apart from being used as binary classifier for identifying whether a document is respon-
sive or not, MLAs may also be employed to support other litigation aspects. Hampton
(Hampton, 2014) identifies a few ways by why MLAs could be used nominatively. He
opined that attorneys may used predictive coding to:
1. Identify key strengths and weaknesses in a client’s case during early case assess-
ments and preliminary investigations.
2. Streamline aspects of document review when responding to document requests.
3. Analyze a document production received from an opposing party or a third party.
4. Prepare for depositions, expert discovery, summary judgment motions and trial.
4.2.2 Advantages of Predictive Coding
The author (Hampton, 2014) also elucidates on the merits and demerits of predictive
coding, some of which are highlighted below. Predictive Coding can:
1. Drastically reduce the number of documents requiring attorney review, thus saving
time and cost, and in general improve the effectiveness of the process.
2. Minimize or eliminate the inconsistent production and privilege calls that plague
every large document review and allow for a higher level of consistency in the
process.
3. Identify more relevant documents than the traditional linear attorney review in
which documents are reviewed one after another.
4. Substantially reduce the risk of being accused of deliberately hiding relevant docu-
ments, since it is far easier to justify the non-production of an important document
where the predictive coding program coded it as non-responsive.
4.2.3 Disadvantages of Predictive Coding
Predictive Coding technique is not a one-stop-gap, it has some demerits which we high-
light below:
1. Many coding protocols (including the one implemented in this thesis) operates on
text without being able to analyze other file types, e.g., Spreadsheet, videos, etc. In
E-Discovery, evidence could be hidden in this kind of files other than mere text.
2. In the case where an opposing counsel insists on joining the defendant team for
seed set document coding, the opposing counsel may inappropriately gain access
to a privilege information.
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3. The success of MLAs depends on the quality or the validity of the seed set. An er-
roneous seed set or training process will cascade those errors throughout a produc-
tion. Therefore, the process of coding a seed set requires the expertise of experienced
attorneys. Specifically, there are existing studies which show how variance in rel-
evance judgment may affect the performance of MLAs in an E-Discovery process
(Voorhees, 2000; Wang and Soergel, 2010; Webber and Pickens, 2013; Grossman and
Cormack, 2010).
4.3 The TREC-Legal Track
TREC is an annual event organized by NIST. The broad goal of TREC is to motivate
large-scale IR among researchers and also providing a nexus between the academia and
the industry where the techniques may find real-world application. TREC has provided
large test collection and appropriate evaluation techniques to encourage research in this
line. The legal track of annual TREC competition held for the first time in 2006 with
the goal of creating an avenue where legal practitioners could interface IR researchers
in providing an efficient search tool for large-scale legal search. The legal track mainly
tries to simulate a real-world E-Discovery process, such that a large document collection
is presented to participants who are to identify all the documents in the collection that
are responsive to a RFP while reducing to the barest minimum the number of the non-
responsive documents that are included in the responsive list for production. TREC Legal
track has evolved over the years, however, the task can be divided into two either of
which participants can elect to partake in. I highlight the two tasks below:
• Learning task: here, a set of seed set (coded as relevant and not relevant) is pro-
duced by the organizers. The seed set is then used either by a humans team or a
MLA to estimate the probability of either relevant or not-relevant of other docu-
ments in the collection.
• Interactive task: here, both humans and technology are deployed in consultation
with a Topic Authority, to classify documents in the collection as either Responsive
or Non-Responsive, while also minimizing the number of false positives. In TREC
2010, this task builds on the Batch task of TREC 2009. This task also includes privi-
lege review, i.e., identifying whether a relevant document contains sensitive infor-
mation and should, therefore, be withheld from disclosure.
4.3.1 Request For Production
A Request for production is presented as a topic which directly relates to a complaint. It
is possible that several RFPs are made regarding a single complaint. Figure 4.3 shows a
RFP topic from the TREC 2011 Legal track. As we can see, the coding instruction gives the
context that guides how a document may be identified as either responsive or not. Unlike
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FIGURE 4.3: Requests for Production (RFP) given as a Topic for the TREC
legal track E-Discovery
the general IR, a topic is not an explicit query, and it is necessary to carefully digest its
information in order to arrive at a set of valid query terms. The complaint information
is a detailed description of a court filing which gives necessary background information
that may help in coding a topic or enriching the topic during query reformulation.
4.3.2 Document Collection
The TREC document collection was derived from the EDRM Enron Dataset version 2.
The document has been prepared by ZL Technologies and the organizers of the track Le-
gal track. This collection contains around 1.3 million Enron email messages from Lock-
heed Martin (formerly Aspen Systems) who captured and maintain the dataset on behalf
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of FERC. The organizers make available the dataset in two formats, i.e., XML and PST (a
Microsoft proprietary format employed by most commercial tools). Both versions con-
tain a text rendering of each email message and attachment, as well as the original native
format with a size roughly 100GB uncompressed. Both law students and professional
lawyers were employed for reviewing the documents for the sampled set used for rel-
evance judgment. According to the organizers, for the Learning task, 78,000 human as-
sessments were used while for the Interactive task, 50,000 human assessments were used.
The organizers already performed de-duplication on the dataset released for TREC 2010,
yielding a total of 455,499 canonical documents and 230,143 attachments. This implies
that the 1.3 million documents have been reduced to a total of 685,592 documents. Tran-
sitioning from scanned documents to email messages have also reduced random noise in
the data which is usually introduced when converting a scanned document to text. See
further description of the tasks and data in (Cormack et al., 2010). In general, each doc-
ument is assigned an identifier (i.e., doc-id), likewise, each topic/query is associated with
an identifier (i.e., qid). A relevance judgment is also provided. The relevance judgment
contains multiple pairs of qid and doc-id along with the associated binary relevance label
showing whether the document with a certain doc-id is relevant or not for the topic with
a particular qid.
In the next section, we motivate the rationale for our relevance-matching Neural Network
model for E-Discovery.
4.4 The Significance Of A Relevance-Matching Model
Generally, IR can be viewed as a kind of semantic matching between a document and
the query. In practice, we want to retrieve a document that is semantically similar to the
query. However, as earlier explained, E-Discovery is technically different, for the goal is
to determine the relevance of a document to a query, i.e., the interest is in determining
those documents that are responsive to a RFP. Traditional information retrieval focuses
on document and query terms, here, relevance is a matter of overlap between these terms.
As we have described in chapter 2, even though this approach seems to be simplistic and
fails in terms of synonymy and polysemy, it is a generalization that offers a window of
how complicated algorithms may be developed.
Researchers have already proposed a couple of NN architectures for information retrieval
(Mitra and Craswell, 2017a). Majority of these systems can be classified based on how
they build relevance signals. For instance, the authors (Guo et al., 2016) classified them
into two, i.e., 1) the interaction-focused based e.g., Hierarchical Attention Matching (Ade-
bayo, Di Caro, and Boella, 2017a), Match Pyramid (Pang et al., 2016), Arc-II (Hu et al.,
2014), and C-DSSM (Shen et al., 2014); and 2) the representation-focused based systems
(Severyn and Mochitti, 2015; Yu et al., 2014; Huang et al., 2013; Palangi et al., 2016; Hu
et al., 2014; Shen et al., 2014). In the former, some local interactions are induced between
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the input texts and a neural network is used to learn the hierarchical interaction pattern
for matching. In the representation-focused model, a neural network is used to obtain a
semantic representation for each text separately, matching and other approximations be-
tween the two representations are then carried out. For example, Palangi et. al. (Palangi
et al., 2016) employed LSTM-RNN to build sentence representation for both query and
document, while Arc-I (Hu et al., 2014) uses CNN.
Some researchers have also employed embedding for IR. The most important ones are
the latent semantic embedding (Gao, Toutanova, and Yih, 2011) and the continuous em-
bedding (Clinchant and Perronnin, 2013; Mitra and Craswell, 2017b; Mitra et al., 2016;
Mitra, Diaz, and Craswell, 2017; Ai et al., 2016) architectures.
Most of these models have also been applied to many text-matching NLP tasks like Nat-
ural Language Inference, Paraphrase Detection, etc. Guo et. al. (Guo et al., 2016) opined
that while the text-matching tasks involve semantic matching, ad-hoc retrieval involves
relevance matching because unlike in the text-matching, the query and document are
not homogeneous, and while the query would be short, a document could be arbitrarily
long. Furthermore, input texts in the semantic matching tasks are characterized by their
linguistic and semantic structure, i.e., they retain all the grammatical structure of sen-
tences, on the other hand, even if we argue that a document contains multiple sentences,
the query does not usually have any grammatical or linguistic link between the query
terms.
As we have earlier explained, the equivalent of the query in E-Discovery is the RFP. Even
though RFP maintains the grammatical structure of a sentence, it cannot be used as a
query for it usually contains many irrelevant information, and a query reformulation
process would have to be done. If an E-Discovery system is modeled like an ordinary
Ad-hoc IR system then it loses the distinction and peculiarity of the E-Discovery task. In
summary, while the text-matching and similar Ad-Hoc IR systems emphasize on 1) com-
positionality of word to derive a sentential meaning of the inputs, 2) similarity matching
pattern between the inputs, and 3) a global matching requirement between the sentential
representation of the inputs; we observed that the E-Discovery task emphasizes on 1) an
exact matching signal between the document and the query, i.e., word overlap and BOW
features are still relevant in IR, 2) query term importance to avoid a topic-drift , 3) Seman-
tic and Relatedness mapping between the document terms and the expanded RFP, and
lastly 4) scope-based matching to compensate for the looseness in RFP and the bias for a
longer document over the shorter ones. Therefore, a relevance-matching model must be
flexible enough to be able to search for relevance signals within the local and global scope
of the document. Most importantly, the model must in a unique way look for interesting
parts of the document that show a semblance of semantic relatedness to the RFP.
The relevance model proposed in this thesis generates the semantic representation of
document and query in a way that the focus is on semantic relatedness of the RFP rep-
resentation across different points in a document without dismissing the term matching
4.4. The Significance Of A Relevance-Matching Model 89
signals. To achieve this, we introduce many semantic and lexical features which are ex-
tracted by separate component neural networks in order to model relevance in a sim-
plistic way. In summary, our model is an ensemble feature-rich approach that incorpo-
rates relevance score using a traditional BOW approach (TFIDF), a latent semantic model
(LSA), a representation-focused model, an interaction-focused model, a continuous em-
bedding distance model, and lastly, a position-aware model for scope-based matching.
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Chapter 5
Concept-Based Information Retrieval
In this chapter, we describe our semantic annotation framework and how the framework
is used to obtain the semantic representations for concepts and document segments, and
a similarity technique-based mapping between similar representations. In other words, a
document segment that has similar semantic representation with a concept is annotated
with that concept. In this way, documents can be indexed based on their conceptual
properties. The significance of our work is how we learn word-concept distribution in
a totally unsupervised way. Furthermore, our approach utilizes both the lexical and the
semantic features which are obtained in the process of concept expansion and semantic
representation of a concept.
Our approach can be divided into three key parts which are:
• Concept expansion and representation
• Document representation
• Concept-document mapping
We describe each of these steps below.
5.1 Concept Expansion And Representation
Legal concepts in an ontology usually do not have any explicit definition. The only way
to extract the meaning of a concept is by finding alternative ways of expanding the con-
cept. Concepts themselves are abstract ideas that some words may be used to describe.
As earlier explained, the Eurovoc thesaurus has hierarchically organized concepts. Each
of the concepts is a node which is identified by a label or descriptor. A node must have a
parent and may have siblings as well as children. A simple way of annotating a concept
with a document segment is by performing lexical matching, i.e., to check the occurrence
of a concept descriptor in a text. However, a descriptor may not appear explicitly in a text.
Furthermore, a concept descriptor may be composed of more than one word, i.e., it could
be a bi-gram or n-grams. Here, we construct a profile for each concept. A concept profile
is like a signature which incorporates all the descriptive information about a concept. We
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employ three strategies for expanding and representing a concept. These include: lexical
expansion (with WordNet and a word embedding model), concept representation with
Wikipedia document, and concept representation with Eur-Lex document. The combina-
tion of the individual representation obtained from these strategies form the profile of a
concept.
5.1.1 Lexical Expansion With WordNet And Word Embedding
The first step here is to perform what we called Concept Expansion. Similar to Query Ex-
pansion (Voorhees, 1994), the essence of performing Concept Expansion is to enrich the
concept with words that are semantically similar to it. The first approach is to use Word-
Net to obtain the synonyms of a concept while the second approach is to obtain a top-k1
related words to the concept from a word embedding model. The use of the word embed-
ding model is important since some concept may not be derived from WordNet. Also,
a word embedding model like the pretrained GloVe (Pennington, Socher, and Manning,
2014) which condenses the distributional representation of around 840 billion words into
a low dimensional vector space, where related words lie very close in the vector space, are
useful for obtaining semantically similar or related words to any concept. The fact that
an algorithm like GloVe is trained on billions of terms makes it possible to capture in-
formation than any human-generated thesaurus like the WordNet could ever capture. In
particular, Researchers have shown that it captures semantic similarity and relatedness.
Semantic relatedness in particular is an essential ingredient in emerging in emerging IR
systems.
First, given a descriptor, we check for its synset in the WordNet. If a concept descriptor
is not a unigram, we also check its occurrence in the WordNet, e.g., the word Jet-lag has
two joint terms (jet and lag). However, it is a term in the WordNet. On the other hand, the
concept public-health does not appear in the WordNet. In this case, we break the n-gram
into its constituent terms, e.g., public and health. We then search for the top synonyms
of the individual word in the WordNet as described in (Adebayo, Di Caro, and Boella,
2017c). Second, the same procedure is repeated except that instead of using the WordNet,
semantically related words to an input word is obtained using the GloVe model.
Third, given that the concepts in a thesaurus are organized in a hierarchical manner, it
makes sense to use the knowledge about this hierarchical structure to also enrich a con-
cept. The idea is that the siblings of a concept are also more or less semantically similar to
the concept. Likewise, the children nodes provide a more specific but less general term
than the parent node. Most importantly, using this information automatically disam-
biguates a concept. Here, for any given concept node in a thesaurus tree, we traverse the
tree in order to locate its dependents, which includes parent, siblings, and children. First,
if a node has no child, we select its leftmost and rightmost siblings. Next, we traverse
the tree up and select its parent. In the second case, if a concept node has one or more
1in our experiment, the parameter k = 3, is the number of topmost the synonyms to be selected
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children, we only select all its children as well as the parent. Once these dependents for
a concept are retrieved, following the steps described before, we obtain the semantically
related word for each dependent concept using the word embedding model and incor-
porate these synonyms into the profile of that concept. The set of related terms obtained
from these lexical expansion approaches is called the lexical-profile of a concept.
5.1.2 Explicit Semantic Analysis Using EUR-Lex And Wikipedia Documents
The terms obtained in the lexical expansion phase may not fully capture the semantics
of a concept. For instance, including many synonyms may introduce topic drift since
those words may not have the same direct sense with the concept. A solution is to view
a concept as a document, or more easily, a Bag-of-Words which contains the representa-
tive words for that concept. It is therefore important to identify some external knowl-
edge resources which fully describe each concept. Deriving semantic information from
an external knowledge base in this manner is referred to as Explicit Semantic Analysis
(ESA), and researchers like Gabrilovich and Egozi (Gabrilovich and Markovitch, 2006;
Gabrilovich and Markovitch, 2007) have utilized Wikipedia pages to obtain a semantic
representation of an individual concept. In their work, each Wikipedia page2 represents
a concept, where the title of the Wikipedia page/document literary gives the concept
being represented. In other words, the Wikipedia page/document title is a concept de-
scriptor, and the assumption is that the words that are contained in that page gives a
representation of this particular concept. The authors, therefore, considered a vocabu-
lary consisting of all the words that appear on all Wikipedia pages. They then build two
inverted indexes, i.e., one maps each word in the vocabulary to all the page titles (i.e.,
concept in this regard) of Wikipedia pages/articles where the word appears. The other
inverted list maps each Wikipedia page title to all the words that are contained in that
Wikipedia page/Article with that title. In a way, they have the conceptual representation
for each word, as well as a term representation for each concept. They have successfully
used this approach to measure the relatedness of concepts, and in particular, they adapt it
for conceptual information retrieval (Egozi, Markovitch, and Gabrilovich, 2011). This ap-
proach is also similar to the exemplar-based concept representation approach described
in (Noortwijk, Visser, and De Mulder, 2006), which has been used for conceptual legal
text classification and ranking. In particular, Witten and Milne (Witten and Milne, 2008)
utilized only the links on each Wikipedia page without considering the words contained
in the page as representing the concept. By measuring the similarity of links in one page
with those in another with a simple cosine-like formula, they are able to determine how
related two concepts are. Since their algorithm uses only the links, they claimed that it is
less computationally expensive. The approach described in (Hou, 2014) is also based on
this technique.
2Here, Wikipedia Page, Document, or Article denote the same thing.
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Even though Wikipedia concepts have been shown to be useful in some general NLP
tasks, replicating this feat in the legal domain may be difficult. Legal experts conceive
concepts in a normative way, whereas this specific attribute is lacking in ordinary doc-
uments, despite the fact that legal documents are also expressed in a natural language.
Furthermore, legal documents have a particular formal nature and contain a lot of tech-
nical jargons for they are written in legislative terms (Mommers, 2010). If we strictly use
Wikipedia concepts, then we lose some peculiarities of the legal jargons which the legal
concept seeks to represent. In this work, we utilize EUR-Lex documents in combination
with the Wikipedia documents to represent each concept. The EUR-Lex database con-
FIGURE 5.1: An excerpt of a sample EUR-Lex document with document
ID:52017PC0047 showing the descriptors and a few metadata.
sists of millions of articles. As we have explained in Chapter 1 and in the sections above,
these articles are from different legal categories such as treaties, international agreements,
legislation in force, legislation in preparation, case-law and parliamentary questions, etc,
and are available in HTML or PDF format. Furthermore, each document in EUR-Lex
is associated with some Eurovoc concept. On the average, a document has around 5.31
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descriptors which it has been labeled with (Mencia and Furnkranz, 2010). Mencia and
Furnkranz (Mencia and Furnkranz, 2010) selected some 19,348 documents from EUR-
Lex which they used for their Eurovoc text classification experiment. The documents
were selected from the English version of the Directory of Community legislation in force
3. The EurLex dataset4 consists of documents from the secondary law and international
agreements. According to the author, the legal form of the included acts are mostly de-
cisions (8,917 documents), regulations (5,706 documents), directives (1,898 documents)
and agreements (1,597 documents). These documents have been labeled with 3,956 Eu-
rovoc concept descriptors. Similarly, the Wikipedia is an example of a knowledge base
with a vast amount of interlinked concepts, and it’s freely available on the web. Because
it is freely available and entirely contributed by volunteers from different fields and back-
ground through an open editing framework, the information provided is of substantial
quality. As of 17 August 2017, Wikipedia contains 5,407,013 English articles. Although,
the number of articles is around 42,726,999 when all the languages (293 in total) are con-
sidered. In total, about 27 billion words are contained in Wikipedia webpages which are
managed by a group of 1251 administrators for the benefit of its more than 31 million
users5.
5.1.3 Modeling Concept With Eur-Lex Documents
Each document in the EUR-Lex dataset is labeled with some concepts, for example, Docu-
ment 52017PC0047 has 10 concept labels which are {driving license, drivers professional
qualifications, transport regulations, road safety, carriage of goods, carriage of passen-
gers, driving instruction, recognition of vocational training qualifications, continuing vo-
cational training }. Our method for building the explicit semantic representation of each
concept from the Eur-Lex dataset is detailed below.
1. For each unique concept Ci in the Eurovoc thesaurus, construct a list of all the
documents that it has been labeled with. We call this the concept bag, e.g. the
concept bag for a concept is Ci = { Di1, Di2,...., Dik }. Where Dij to Dik is not an
ordered sequence but rather, j,...,k represents an unordered unique ID of documents
labeled with concept Ci. We also use this to build an inverted index or a dictionary
Condic where the keys are the individual concept and the values for each key are
the set of documents that are labeled with that concept. e.g., Condic = { C1: D1, D3,
D5; C2 : D2, D15, D23; ...........; Cn : Da, Db, Dc}.
2. Each Dij is is a Bag-of-Word consisting of all the terms in the document. Each term
in the document is from a vocabulary V_eurl consisting of all the unique words
in the collection, i.e., all the words in each document of the EurLex dataset. For
example, Dij = { d1, d2, d3, ....., d|Veurl| }, where |V_eurl| is the number of words in
3http://eur-lex.europa.eu/en/legis/index.htm
4http://www.ke.tu-darmstadt.de/resources/eurlex/
5https://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
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the vocabulary V, each word dp ∈ V_eurl is a unique term in the vocabulary, and Ci
contains a sequence of word distribution from each Dij .
3. We build a TF-IDF weighted sequence of each unique term dp in the concept bag
Ci. This is a distributed weight of each word dp, capturing its overall importance to
Ci based on its frequency in each Dij ∈ Ci. Instead of a sequence of a set of words,
we now have a single weighted sequence of all the unique terms in Ci, based on its
importance to Ci.
4. Let the weight associated with each term dp in the concept bag Ci be wi such that
Ci = { d1 (w1), d2 (w2), d3 (w3), ...., dp (wp) }. We rank each term in the descending
order of their weight such that the most important words are ranked higher.
5. We do not want to use all the weighted terms Ci. In fact, this is the reason for
the weight-based ranking. Because of this, we select the top-s weighted terms to
use for describing the concept. The parameter top-s is a heuristically determined
number which determines the number of the top ranking weighted terms to use
in describing a concept. This parameter could be optimized by varying it based
on the performance of the system. However, we have chosen a default value top-s
= 25. The top-s ranked terms which are used to represent a concept are called the
Eurlex-profile of the concept.
FIGURE 5.2: ESA generation from Wikipedia articles. The articles and
words in them are processed to build a weighted inverted index, represent-
ing each word as a vector in the space of all Wikipedia concepts (articles)
. (Source: (Egozi, Markovitch, and Gabrilovich, 2011).)
5.1.4 Modeling Concept With Wikipedia Documents
In the Wikipedia, unlike the Eur-Lex documents where a text is assigned several descrip-
tor labels, each document is seen as a concept. Figure 5.2 shows how ESA is built from
Wikipedia. Following the work of (Gabrilovich and Markovitch, 2006; Gabrilovich and
Markovitch, 2007), our method for computing the semantic representation of a concept
using Wikipedia is described below.
1. For each Eurovoc concept descriptor, we query the Wikipedia to check if a page ex-
ists for that descriptor. Note that the Wikipedia concept may not be written exactly
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like the Eurovoc concept. For instance, the equivalent page for the Eurovoc con-
cept ’Driving Licence’ is named ’Driver’s license’, likewise, the Wikipedia concept
for the Eurovoc concept ’Professional Qualifications’ is ’Professional Certification’.
However, this difference does not matter. Therefore, a concept bag Ci consist of a
sequence of all the terms in the tokenized Wikipedia page.
2. It is possible that a Eurovoc concept does not have a page on Wikipedia. For ex-
ample, there is no exact page on Wikipedia for the Eurovoc concept ’Driving In-
struction’ shown in the sample document in figure 5.1. In this particular example,
’Driving Instruction’ or any missing concept is a node in the Eurovoc thesaurus and
we traverse the thesaurus hierarchy in order to select the parent of that particular
concept. We then use the Wikipedia page of the parent for this particular missing
child node.
3. Similarly, we build a concept bag for each Eurovoc concept, this consist of the tok-
enized terms of the Wikipedia page for each concept. Also, because each concept
in Wikipedia corresponds to a document, the concept bag here is not a sequence
of sequence, i.e., a sequence of documents each containing a sequence of its tok-
enized terms. Rather, this contains just a sequence of the tokenized terms for each
Wikipedia page per concept. All the terms contained in all the documents for all
Eurovoc concepts form the vocabulary Vwiki.
4. Similar to step 3 of our concept representation with EUR-Lex documents, we build
a TF-IDF weighted sequence of each term in each concept bag. The TF-IDF weight
shows the importance of that term for that document.
5. We rank each term in the descending order of their weights and select the top-s
ranked terms. Here, the default value for top-s = 25. The top-s ranked terms which
are used to represent a concept are called the Wiki-profile of the concept.
Note that unlike in the work of (Gabrilovich and Markovitch, 2006; Gabrilovich and
Markovitch, 2007; Hou, 2014) and (Witten and Milne, 2008), we did not make use of
any extra meta-data or structure that is available in Wikipedia. For example, a Wikipedia
page will normally contain an info-box which contains a summary of attributes of entities
mentioned in a page. Furthermore, a Wikipedia page will contain many in-coming (links
referencing this particular page/concept by another concept) and out-going links/redirect
pages (links referencing other concepts directly from this concept), in addition to the clas-
sification categories, disambiguation pages, and inter-language links. However, since we only
utilize ESA for concept expansion, exploiting this information will only introduce a lot
of noise in the representative terms for a concept, and ultimately resulting in a semantic
drift.
100 Chapter 5. Concept-Based Information Retrieval
5.2 Obtaining the Overall Concept Representation
For each concept, we say that the combination of terms from the lexical expansion, the
EUR-Lex document representation, and the Wikipedia concept representation forms the
profile of each concept. The profile profilecon, which is the set of all descriptive terms of a
concept is defined according to equation (5.1):
profilecon(a) = {Lexical−Profile(a)}+ {Wiki−Profile(a)}+ {Eurlex−Profile(a)}
(5.1)
The concept profile profilecon for any particular concept may contain duplicated terms.
This redundancy is useless and any repeating term in profilecon is removed. Ideally, the
goal is to obtain a semantic representation of a concept, such that this representation can
be compared to any document or document unit. We obtain a semantic representation of
a concept by representing each term in profilecon with its corresponding vectors obtained
from a word embedding model. We also utilize the GloVe embeddings here, such that
each term in profilecon is now represented by its 300-D vector. The overall semantic repre-
sentation of a concept is obtained by vector averaging, i.e., summing all the vectors and
normalizing by the total number of the word vectors according to equation (3.13). This
yields a single vector
−−−−−−−−−→
Sem− repcon(a).
5.3 Semantic Representation for Documents/Segments
Given a document that is to be annotated, we pass the document through our text seg-
mentation module which divides the document into topical units. The goal is to ob-
tain a semantic representation for each document unit. Researchers have shown that
a fixed-length feature representation of a variable-length piece of text (e.g., sentences,
paragraphs, section etc.) can be learned such that the fixed representation contextually
captures the full semantic of the variable piece of text (Mikolov et al., 2013a). Paragraph
vector relies on compositionality of vectors, e.g., vector averaging. The paragraph vector
(Le and Mikolov, 2014 ) was proposed in this regard and Dai et. al. showed that it can be
used to embed a full document (Dai, Olah, and Le, 2015). Instead of training a paragraph
vector (Doc2Vec) model separately, we perform part-of-speech tagging for each segment
using the Stanford POS tagger (Manning et al., 2014). For each segment, only the verbs,
adjectives and nouns are retained for they carry more semantic information. We then
perform vector averaging of the retained words in each segment according to equation
(3.13), yielding a 300-D vector (
−−−−−−−−−→
Sem− repdoc(segi).) which carries the meaning of each
segment. Just like we have a semantic representation of each concept, we now have a
semantic representation of each segment.
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5.3.1 Concept And Document Mapping
Mapping concepts to documents or document segments can be viewed as the task of
finding a semantic correspondence between the semantic representation of a concept
to the semantic representation of each document segment. We formalize it as 4-tuple
(
−−−−−−−−−→
Sem− repcon(a) , −−−−−−−−−→Sem− repdoc(segmi ) , Rel , COS), where
−−−−−−−−−→
Sem− repcon(a) is the se-
mantic representation of a concept a,
−−−−−−−−−→
Sem− repdoc(segmi=0) is the set of all the semantic
representation of all document segments (m is the total number of document segments
available), Rel is the semantic relationship between
−−−−−−−−−→
Sem− repcon(a) and a particular seg-
ment
−−−−−−−−−→
Sem− repdoc(segi), and it is computed with COS, which is the well-known Cosine
similarity formula.
Matching a given concept to a text segment is, therefore, a simple semantic similarity
task between the semantic vector of a concept and the semantic vectors of all document
segments. In order to achieve this, we employ Faiss6 for indexing. Indexing the vectors
allows for easy similarity calculation. Once the similarity is calculated using the Cosine
similarity formula given in equation (2.10), a ranking of the segments based on their sim-
ilarity to a concept is performed and the concept is associated with all the segments with
similarity above a particular threshold. The threshold is a parameter which is optimized
by being changed randomly according to the annotation accuracy. As a default value, we
recommend a value between 0.75 - 1.00, depending on the annotation task and the kind
of documents involved.
5.4 Experiment
The system described in this chapter combines different standalone text analytics and
processing components, which includes the text segmentation subsystem and the seman-
tic annotation subsystem. We describe in detail the results obtained for each experiment.
5.4.1 Evaluating The Text Segmentation Module
Our text segmentation experiment uses the Choi’s dataset, which perhaps, is the most fre-
quently used dataset to evaluate text segmentation algorithms. Also, our baselines (Choi,
2000; Riedl and Biemann, 2012b; Hearst, 1997) have been evaluated on this dataset, which
allows for an easy comparison. We used the Pk error (Beeferman, Berger, and Lafferty,
1999) and WindDiff (Pevzner and Hearst, 2002) evaluation metrics which are commonly
used. These two metrics measure the rate of error in segmentation with a lower value sig-
nifying better segmentation accuracy. Other common metrics are the IR based precision,
recall and accuracy. However, these IR-based metrics over-penalize the near-miss scenar-
ios, e.g., when an actual segment is wrongfully partitioned into two different segments
6Faiss is available at https://github.com/facebookresearch/faiss
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Window 3 - 5 6 - 8 9 - 11 3 - 11
1 1.76 2.90 4.0 2.64
3 0.89 1.18 0.49 0.67
5 1.30 1.53 3.80 1.80
TABLE 5.1: Evaluation on Choi’s Dataset using Pk error metric.
Window 3 - 5 6 - 8 9 - 11 3 - 11
1 1.82 2.94 4.21 2.68
3 0.93 1.41 0.49 0.71
5 1.29 1.48 3.87 1.82
TABLE 5.2: Evaluation on Choi’s Dataset using WinDiff error metric.
by an algorithm. The LDA model utilized in our experiment was trained on the Brown
corpus and a portion of Wikipedia dump7. We used the Gensim version of the LDA algo-
rithm. Gensim is a python library for an array of NLP tasks 8. Among other parameters,
the number of topics specified for training is 50 and the training was concluded under 20
inference iterations.
We compare the result of our algorithm with the TopicTiling system (Riedl and Biemann,
2012b), a TextTiling based system which solely relies on topics assignment to document
from LDA. We also compare the result with TextTiling and Choi’s system as reported
by Rield and Bielmann (Riedl and Biemann, 2012a). For all the reported results from
other systems, we did not reproduce the experiments but instead, we reused the results
reported in (Riedl and Biemann, 2012a).
Tables 5.1 and 5.2 shows the results of our algorithm on Choi’s Text Segmentation dataset
using the Pk and WinDiff error metrics, respectively. Each column shows the result ob-
tained when the number of sentences is varied, e.g., 3-5 sentences, 6-8 sentences etc. We
see that for both Pk and WinDiff metrics, our system obtained the best result when the
window size = 3. Table 5.3 gives the comparison of our system against some state-of-the-
art systems. Specifically, we selected TopicTiling (Riedl and Biemann, 2012a) algorithm
7The Wikipedia data was downloaded on July 30, 2015. It is accessible at
https://dumps.wikimedia.org/enwiki/.
8It is available at https://radimrehurek.com/gensim/
Algorithm 3 - 5 6 - 8 9 - 11 3 - 11
TextTiling 44 43 48 46
Choi LSA 12 9 9 12
Topic Tiling 1.24 0.76 0.56 0.95
Our System 0.89 1.18 0.49 0.67
TABLE 5.3: Evaluation on Choi’s Dataset showing comparison of our sys-
tem to selected State-of-the-art Text-Segmentation algorithms.
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Window 3 - 5 6 - 8 9 - 11 3 - 11
1 1.92 3.30 4.1 2.98
3 1.19 2.23 0.82 0.91
5 1.70 2.36 3.89 2.20
TABLE 5.4: Evaluation of our algorithm showing the impact of Boundary
Adjustment on our system’s performance. Evaluation was done on Choi’s
Dataset using the Pk error metric.
as it is the most similar to our work. The rationale for selecting the benchmark systems
is well described here (Adebayo, Di Caro, and Boella, 2016e). Our intention is to show
that our boundary-adjustment ideas really improves the performance of the system. The
TextTiling and Choi’s work have been severally outclassed by other systems (Du, Pate,
and Johnson, 2015; Misra et al., 2009; Misra et al., 2011) but were selected based on their
popularity. Moreover, TopicTiling also outperformed these systems. We see that our sys-
tem clearly outperforms every other system within all sentence size variation, except at
6-8 where TopicTiling has a better score. To show the importance of the boundary ad-
justment component of our work, we reproduced our experiment without adjusting the
boundary. Table 5.4 shows the effect of the boundary adjustment. Note the significant
decrease in performance when boundary adjustment is not used.
5.4.2 Evaluating The Semantic Annotation Module
We selected 100 documents from EurLex website, 25 documents each from four differ-
ent categories. EurLex is an open and regularly updated online database of over 3 mil-
lion European Union documents covering EU treaties, regulations, legislative proposals,
case-law, international agreements, EFTA documents etc. Documents are already clas-
sified using Eurovoc descriptors. We used the Eurovoc thesaurus as the ontology. The
EurLex database as well as the Eurovoc thesaurus are both multilingual. Currently, it is
available in 26 European languages. The documents downloaded are English versions
from Consolidated Acts section of the website. Specifically, we selected documents under
Transport Policy category. The sub-categories include {Transport Infrastructure, Inland
Transport, Shipping, Air Transport}. The tiny size of the test data was informed by the
level of human efforts required to perform human annotation. We evaluated the system
on a task of conceptual tagging. Furthermore, we verified that these documents are not
included in the original EUR-Lex dataset of (Mencia and Furnkranz, 2010) in order to
avoid conflict of interest since we utilized the dataset for training.
Conceptual Tagging measures the performance of the system in correctly associating a
text segment with a concept. We measured the performance of the system against an-
notations from human judgment. Many semantic-related tasks e.g., (Egozi, Markovitch,
and Gabrilovich, 2011) have used human judgments in the past for humans have innate
ability to ascertain how appropriate a text is to a concept. Human judgements can be
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used as the ’gold standard’, which the result of an algorithm can be compared against.
The assumption is that human judgments are correct and valid. To achieve this, all the
documents were first automatically segmented into topical sections with our text seg-
mentation algorithm. Two volunteer pre-annotators were then asked to read each seg-
ment and assign appropriate Eurovoc descriptors to the segments in the document. The
descriptors chosen for each document are those which the document was labeled with
on the EurLex website. Also, a segment of a document can only take a descriptor only
from the one assigned to the document.
A segment may not be labeled with a concept descriptor if human annotators believed
that there is no semantic relationship between it and any of the concept. Also, a segment
can have more than one concept associated with it. A third volunteer compares annota-
tions from the first two volunteers and where annotations do not correlate, decides the
final annotations per document. It is observed that 13% of the annotations from the first
two annotators were disputed and determined by the third annotator. The pre-annotators
were volunteered Masters student of Law while the validator is a doctoral student of Law
with a few years practice experience. The agreements were rated based on individual’s
judgment in labeling a text segment with a concept.
Figure 5.5 shows the average number of document segment per the document genre.
Note that the numbers signify valid segments which have been annotated with a concept.
In other words, the text segmentation subsystem may actually divide a document into
more sections than this, however, a segment only becomes valid if human annotators
find it to be a realistic section which can be assigned a concept from the list of concept
already assigned to that document on the EurLex website.
The same topical segments for each document were fed into the developed system. The
goal of the system is to quantify the meaning of these segments and for each, select the
concept that is most semantically related. Using the manual annotation as Gold Standard,
we compare the performance of the system with that of manual annotation using the pop-
ular information retrieval metrics: Precision and Recall. The documents were parsed and
the text extracted. Usually, we remove the common headers which are found in all the
documents. Each document is then passed through our text segmentation system which
also does more text processing tasks. The segmented texts are passed to the semantic
annotator which computes the semantic representation of each segment, this result into
a single vector per segment. Similarly, all the concepts were expanded and their seman-
tic representation computed based on the ESA method described in section (5.1). Each
concept also corresponds to a vector. Both the segment and concept representation were
indexed with Faiss9.
The important task is to compare the vector of each concept to the vectors of all the
indexed segment. The segment(s) with the vector that is most semantically similar to
the vector of a concept when computed according to equation (2.10) is associated to that
9Available at https://github.com/facebookresearch/faiss. Faiss is a library for indexing vec-
tors and performing efficient similarity search and clustering on the vectors.
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Domain of documents No of documents Ave No. of Segment per Document
Transport Infrastructure 25 3
Inland Transport 25 5
Shipping 25 4
Air Transport 25 7
TABLE 5.5: Number of valid segment retained per document by human
annotators.
Domain of documents No of documents Precision (%) Recall(%)
Transport Infrastructure 25 0.74 0.77
Inland Transport 25 0.71 0.73
Shipping 25 0.72 0.74
Air Transport 25 0.68 0.71
Average Score 100 0.71 0.73
TABLE 5.6: Precision and Recall obtained with the Semantic Annotation
task
concept. Evaluation is done by comparing the automatically generated concept-segment
mapping to that of human-generated annotation.
5.5 Discussion
The Precision is the number of accurate tagging by the system in comparison to that of
human annotators and it is calculated by the formula in equation (2.28). The Recall, on
the other hand, is the number of accurate tagging made by the system, and it is calculated
using the formula given in equation (2.29). Table 5.6 shows the results obtained under
different categories of documents. We can see that we obtained the best Precision and
Recall scores from the ’Transport Infrastructure’ documents while the worst result comes
from the ’Air Transport’ category. Manual exploration of the documents reveal that the
documents under this category with the best result are quite short (average of 3 pages)
compare to those under Air Transport where the average number of ages was double that
of the former. Overall, we obtained an average precision score of 0.71 and recall value of
0.73.
Table 5.7 shows our user evaluation of the text segmentation subsystem. We selected 150
segments generated automatically by the described system. The segments were derived
from the 100 documents initially used in our experiment. The same human evaluators
were used to provide judgment on the coherence of the segments. In doing this, they were
provided with the original document from which each segment has been extracted. A
judge examines whether the segment is plausible, considering the context of the bound-
ary sentences to each segment. A judge does not need to worry about whether he can
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correctly associate a concept to that segment or not. In essence, we are only concerned
about their decision concerning the segmentation accuracy or plausibility of the derived
segments. Overall, 83% of the segments were accepted to be valid by human observers.
No. Of Segments Acceptable Not Acceptable
Judge 1 150 126 24
Judge 2 150 132 18
Judge 3 150 136 14
Average 131 (%87) 19(%13)
TABLE 5.7: Human Evaluation of the Text Segmentation task
5.6 Semantic Annotation and Information Retrieval
A user who is searching for documents obviously want a simplified way to perform
his/her search. An IR system, possibly a document management system may offer users
the possibility to query the documents using a controlled list of concept. Now, a concept
is an abstract term which amongst other characteristics, may not explicit appear in the
body of documents. Even though a user knows the meaning of this concept, and has an
understanding of the kind of documents he expect to retrieve, the algorithm on the other
hand is completely obscured. Semantic annotation, or matching as technically proposed
in this work does the job of obtaining the semantic representation of both the object (con-
cept) and the subject (document/segment) and finding a correspondence between the
matching objects and subjects.
With respect to IR,the goal is to match a query to a document or set of documents. Sim-
ilarly, once the IR system understands that a particular concept semantically matches a
particular document(s)/segment(s), the matching document(s)/segment(s) are retrieved.
An interesting potential of our approach is its versatility, i.e., if all the documents in a col-
lection are entered into such system, it can automatically segment the documents, and
index each segment based on its conceptual representation as earlier described. Also,
each concept is indexed based on its computed semantic representation as described in
section (5.1). Users of the retrieval system are then given the option to select a concept
(from a controlled list) that represents their information need. And the system retrieves
all the relevant segments from different documents. It is also possible to query the sys-
tem with a free-text query. Here, the system can represent the free text conceptually by
expanding the constituent terms of the query by using the lexical and ESA representation
as done in the case of the abstract concept. Then, a similarity between the semantic rep-
resentation of the query and the representation of the indexed segments is carried out,
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and the top-ranked segments are returned to the user. Similarly, it is possible to obtain
a conceptual representation for a whole document instead of segments, also computed
with our concept representation techniques. These representations are then indexed as
would the segment representation. In this case, instead of retrieving the segments, the
system retrieves the full document.
5.7 Chapter Summary
In this chapter, we describe our conceptual passage retrieval system. The system makes
use of a lot of self-contained components, such as the text segmentation system, se-
mantic text similarity system, and the semantic annotation system. These components
are plugged together to achieve the overall system as shown in Figure 3.1. We evalu-
ated each of the sub-systems separately and benchmarked against some state-of-the-art
systems. Our semantic annotation system incorporates knowledge from knowledge re-
sources like the WordNet, as well as external sources like the Wikipedia and EUR-Lex
texts. We achieved 71% and 73% precision and recall scores for the semantic annota-
tion task. Our text segmentation system outperforms TopicTiling, a state-of-the-art text
segmentation algorithm and has been validated by practitioners to derive meaningful
segments from legal documents.
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Chapter 6
The Ensemble Relevance Matching
Model
In this chapter, we introduce the important Neural Network algorithms which are im-
portant to our work. We also give a technical description of the methodology for the
proposed Relevance matching model.
6.1 General Background
Given a query Q composed of terms q1, q2, q3, ...., q|Q|, and a document D composed of
terms d1, d2, d3, ...., d|D|. Each term q or d is represented as a vector. Depending on the
scoring function, a vector e could be a row of an embedding matrix E ∈ Rdim×v, where
dim is the dimension of each row of the matrix and v is the size of the vocabulary. The
embedding matrix could be generated through a latent semantic approach (Deerwester
et al., 1990) or a distributed approach (Mikolov et al., 2013b). A vector could also be
represented as a one-hot encoding of each word. In our work, this is useful when using
the traditional BOW approach for ranking function. Our goal is to compute a set of scores
F = f1, f2, ...., fN . Where N is the number of features being combined. Each fi(r( , )) is a
feature extraction layer that takes as input both the document and the query and uses a
scoring function r to approximate a score, i.e., f(r(Q , D)). As we will show, r could be a
simple cosine function, a fully connected MLP , or any other neural network that outputs a
matching score given two input representations. Below, we describe two Neural Network
algorithms which are essential components of our model, i.e., the LSTM and CNN. Also,
we give some details about our methods for encoding the input terms and obtaining
semantic representation of the terms with the Neural Network components.
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6.2 Sentence level feature extraction with Long Short-Term Mem-
ory Neural Network
Recurrent Neural Networks (RNNs) have connections that have loops, adding feedback
and memory to the networks over time. This memory allows this type of network to
learn and generalize across sequences of inputs rather than individual patterns. LSTM
Networks (Hochreiter and Schmidhuber, 1997) is a special type of RNNs and are trained
using backpropagation through time, thus overcoming the vanishing gradient problem.
LSTM networks have memory blocks that are connected as layers, the block contains
gates that manage the block’s state and output. These gates are the input gates which
decides the values from the input to update the memory state, the forget gates which de-
cides what information to discard from the unit and the output gates which decides what
to output based on the input and the memory of the unit. LSTMs are thus able to mem-
orize information over a long time-steps since this information is stored in a recurrent
hidden vector which is dependent on the immediate previous hidden vector. A unit op-
erates upon an input sequence and each gate within a unit uses the sigmoid activation
function to control whether they are triggered or not, making the change of state and
addition of information flowing through the unit conditional.
At each time step t, let an LSTM unit be a collection of vectors in Rd where d is the
memory dimension: an input gate it, a forget gate ft, an output gate ot, a memory cell ct
and a hidden state ht. The state of any gate can either be open or closed, represented as
[0,1]. The LSTM transition can be represented by the following equations (xt is the input
vector at time step t, σ represents sigmoid activation function and  the elementwise
multiplication. The ut is a tanh layer which creates a vector of new candidate values that
could be added to the state) :
it = σ
(
W (i)xt + U
(i)ht−1 + b(i)
)
,
ft = σ
(
W (f)xt + U
(f)ht−1 + b(f)
)
,
ot = σ
(
W (o)xt + U
(o)ht−1 + b(o)
)
,
ut = tanh
(
W (u)xt + U
(u)ht−1 + b(u)
)
,
ct = it  ut + ft  ct−1,
ht = ot  tanh ct (6.1)
6.3 Attention Layer
We introduce an attention layer in order to obtain a more informative representation of
the query and document terms during encoding. Attention is a way to focus intensely
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on some important parts of an input, and it has been used extensively for some language
modeling tasks (Bahdanau, Cho, and Bengio, 2014; Parikh et al., 2016). Essentially, it is
able to identify the parts of a text that are most important to the overall meaning of the
text. Specifically, such important words can now be aggregated to compose the meaning
of that text. Assume that hi is the annotation of the i-th word from the word encoding,
the annotation hi is passed through a single layer MLP to get a hidden representation
ui (see equation 6.2). The contribution of a word to the overall meaning of a text can
be computed based on how similar the hidden representation ui is to a word level con-
text vector ut. The context vector is analogous to a container with a fixed value and we
want to measure how close our hidden representation is to the fixed value. The context
vector could be randomly initialized parameter and jointly learned during the training,
otherwise, the hidden annotation of the previous input is used, in this case, the context
vector at time-step t=1 will be randomly initialized. We then obtain a normalized impor-
tance weight αi as shown in equation 6.3. This is computed with a softmax function. The
weights from the attention vector αi sum up to 1, and are used to compute a weighted
average of the word annotation (last hidden layers) generated after processing each of
the input words. In this scenario, hs in equation 6.4 becomes the sentence representation
instead of using the final hidden state from the dual word encoding.
ui = tanh(Wphi + bp) (6.2)
αi =
exp(uMi ut)∑
i exp(u
M
i ut)
(6.3)
hs =
∑
i
αihi (6.4)
6.4 Word Encoding
Each input word to a Neural Network input layer has to be represented with a descrip-
tive vector that captures the semantics of the word. Here, we represent each query or
document word with a d-dimensional vector, where the vectors are obtained from a
word embedding matrix. Assume that each of the inputs contain words xi, xi+1, xi+2,
xi+3, ..., xn. We associate each word w in our vocabulary V with a vector representation
xw ∈ Rd. Each xw is of dimension d × |V| of the word embedding matrix We, where
|V| is the size of the vocabulary and d is the dimension of the word embedding vector.
Generally, we make use of the 300-dimensional GloVe vectors, obtained from 840 billion
words Pennington, Socher, and Manning, 2014. It is also possible to train an embedding
algorithm like Word2Vec (Mikolov et al., 2013b) on the document collection. However,
we observe an improved performance during training when using the pre-trained vec-
tors. A Bi-directional LSTM is used in order to obtain contextual information between
the words. A Bi-directional LSTM is essentially composed of two LSTMs, one capturing
information in one direction from the first time step to the last time-step while the other
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captures information from the last time-step to the first. The outputs of the two LSTMs
are then combined to obtain a final representation which summarizes the information of
the whole sentence. Equations (6.5) and (6.6) describes this computation.
−→
hpi = LSTM(
−−→
hpi−1, Pi), i ∈ [1, ...,M ]
←−
hpi = LSTM(
←−−
hpi−1, Pi), i ∈ [M, ..., 1] (6.5)
hi = [
−→
hpi ;
←−
hpi ] (6.6)
Typically, when using an ordinary LSTM or BiLSTM to encode the words in a sentence,
the whole sentence representation can be obtained as the final hidden state of the last
word or time-step. We encode and obtain the sentence representation of each input text
using the following equation:
~ha = Attentionintra(BiLSTM( ~A)) (6.7)
where Attentionintra(A) is a function for obtaining attention weighted representation of
an input A according to equations 6.2 to 6.4, and BiLSTM(A) is a BiLSTM encoder ob-
tained with equations 6.5 and 6.6. The Attentionintra function uses the annotations, i.e.,
the internal representation of each word from the BiLSTM.
6.5 Hierarchical Attention for Input Interaction
We introduce two forms of attention, i,e, the intra-sentence attention and the inter-sentence
attention. This results into an hierarchical attention which induces necessary interaction
between the inputs. Given two inputs Q and D which are the query and document terms.
This intra-attention works by focusing on the important words within Q and D and it is
computed according to the equation (6.2) - (6.4). Secondly, the inter-attention creates an
interaction between the two inputs by looking at the important words in the query in
the context of the terms in the document, and vice versa. Specifically, what this means
is that the model takes in the intermediate representations of input Q and D according
to the equations 6.7. The model then uses the intermediate representation of Q to cre-
ate another attention (inter) which is conditioned at each time steps of D. We then use a
matching-function which is similar to the one proposed by Wang et. al., (Wang, Hamza,
and Florian, 2017). The matching function creates a similarity interaction between two
texts, i.e., from one text to another text. Also, we utilized the conventional cosine similar-
ity without an additional trainable parameter. The matching function works as explained
below. −−−−→
matchi
forward
= sim(
−−→
hi
Q,
−−→
hi
D) (6.8)
←−−−−
matchi
backward
= sim(
−−→
hi
D,
−−→
hi
Q) (6.9)
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sim = cos(V 1, V 2) (6.10)
Given two inputs Q and D, we represent an interaction (Q→D) by a forward pass and
interaction (D→Q) by the backward pass. In the forward pass (see equation 6.8), we
compare the time-step from the last hidden state of Q to every time-steps of D. Similarly,
in the backward pass (see equation 6.9), the computation is done in a similar way. We
compare the time-step from the last hidden state of D to each of the time-steps in Q . For
both forward and backward passes, the comparison is done by obtaining how similar the
two vectors are, using the cosine function in equation (6.10). The cosine function makes
use of the cosine similarity formula in equation 2.10. This matching function creates a
form of interconnection from one-time-step to every other time-steps, thus yielding two
vectors of interaction signals. In the original full-matching method of (Wang, Hamza,
and Florian, 2017), they compared each time-step from one text to every time-step in
the other text. Furthermore, the comparison is done with a Bi-LSTM which makes the
approach further computationally expensive. Here, we only compare the representation
of the Query terms with each document term and vice-versa. Also, for simplicity, we use
the hidden state from the last time-step of a either the query or document terms as the
final representation.
6.6 Interaction Vector Normalization
The interaction vectors obtained may have variable size, depending on the number of
time-steps in D or Q. This can be normalized by introducing a matching histogram. The
matching histogram can group the signals according to their strengths. The signals are
similarity scores which range between [-1, 1], thus it is possible to introduce a fixed-
size ordered bins such that a fixed size interaction vector which contains counts of local
signals in each bin for both D and Q as done by (Guo et al., 2016). We utilize a bin size
of 0.2 such that we derive ten bins { [-1, -0.8], [-0.8, -0.6], [-0.6, -0.4], [-0.4, -0.2], [-0.2, -0],
[0, 0.2], [0.2, 0.4], [0.4, 0.6], [0.6, 0.8], [0.8, 1.0] }. If for instance, the interaction vectors for
D (Italy, is, the, home, of, pizza, and, pasta) and Q (Italians, love, pizza) respectively are
[0.5, 0.1, 0.6 ] and [0.4, 0.1, 0.1, 0.2, 0.1, 0.6, 0.1, 0.3 ]. We can see that the interaction vector
of Q has three signals while that of D has eight signals which correspond to the number
of the time-steps of both Q and D respectively. By counting the number of signals for
each local bin, we generate a uniform-sized vectors as [0, 0, 0 , 0, 0, 1, 0, 2, 0, 0] and [0, 0, 0
, 0, 0, 5, 2, 1, 0, 0] for D and Q respectively. An alternative to the matching histogram is to
introduce a maxpooling function in order to select the best signals from each interaction
vector.
Once we obtain the uniform-sized interaction vectors, we introduce a Merge layer where
the two vectors are concatenated. The resulting vector is then passed to a fully connected
Multilayer Perceptron (MLP) network.
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6.7 Sentence level feature extraction with Convolutional Neural
Network (CNN)
Here, we apply CNN to extract and compose important features from the query and
document representations, which can then be used for necessary classification. There are
important motivations for using CNN for sentence modeling tasks, i.e., it allows parame-
ter sharing, the use of convolution filter enables the neural network to induce interaction
within a small window of words rather than over the whole sequences of words in the
sentence. Several filters also extract different features across these windows. Lastly, with
the k-MaxPooling feature, it is possible to select the best features from those returned by
the individual filter. These qualities of CNN have contributed to its success in many NLP
tasks. Our CNN architecture is essentially similar to the one used by Kim (Yoon, 2014)
for sentence classification. Let h(t) ∈Rd be the d-dimensional vector corresponding to the
t-th time-step in Q and D. We pad each input representation up to a fixed length. Usu-
ally, the fixed length chosen should reflect the maximum sequence length in the training
sample. Assume a padding size n, a time-step t and a concatenation operator ⊕, after
padding, we concatenate each element in the sentence representation such that each sen-
tence representation is as shown in equation (6.11). Here, h(t) represents the hidden state
at a particular time-step t.
h(t : n) = h(t)⊕ h(t+ 1)⊕ h(t+ 2)⊕ ...⊕ h(t+ n− 1), (6.11)
Assume a window size w which is a local receptive field of a convolution. Also, let
h(t:t+j) be the concatenation of time-steps h(t), h(t+1), h(t+2),...., h(t+j). We can apply a
convolution filter F ∈Rw×d to the concatenated sequence in each sentence representation.
Each filter captures a window of w time-steps in the sentence representation in order to
produce a new feature which is applied to a window of h words to produce a new feature.
By applying a filter of size w to the receptive field h(t:t+w-1), we obtain a local feature c(t)
as shown in equation (6.12).
c(t) = tanh(F • h(t : t+ w − 1) + b) (6.12)
where b ∈ R is a bias vector, and tanh, the hyperbolic tangent is a non-linear function.
Other non-linear functions like the Rectified Linear Unit (ReLU) or the logistic sigmoid
are a possibility. In reality, the filter F is applied to multiple window of time-steps e.g.,
{h(t:w), h(t+1:w+1), ..., h(n-w+1:n)} in order to obtain a feature map c as shown in equation
(6.13).
c = [c1, c2, ..., cn−w+1] (6.13)
where c ∈ Rn−w+1. Once the feature map is obtained, a k-MaxPooling operator can be
applied to extract the k strongest features from a feature map as shown in equation (6.14).
Literally, what the operator does is to take the features with the highest values and thus
obviates the variation in length of the input sequence. The value chosen as k is a matter
6.7. Sentence level feature extraction with Convolutional Neural Network (CNN) 117
of choice but generally, even though setting k to be higher than one introduces more
parameters, it does not always lead to an increase in performance. In our experiment,
we set k = 1. Considering that a model in practice uses multiple (N) filters, there will
be k × N dimensional output vectors, e.g., Z = [cmax(1), cmax(2), cmax(3), ...., cmax(N)]. In
particular, having several parallel filters with each extracting the strongest features from
a collection of receptive fields is the selling point of the CNN. If desired, Z may further
be propagated as a feature into other neural network components or a fully connected
MLP layer. Figure 6.1 shows a high-level view of the LSTM-CNN architecture where the
weights and parameters of the CNN are jointly shared, hence a local interaction is created
between the two vector representations.
cmax = max{c} (6.14)
FIGURE 6.1: LSTM-CNN with jointly shared convolutional layer parame-
ters
We describe each feature extraction layer below:
6.7.1 Semantic Text Representation Feature (STRF)
Here we use Convolutional Neural Network (CNN) to generate a semantic representa-
tion of both the query and the document. Basically, our approach is the same as de-
scribed in section 6.7. The query and document terms are encoded with vectors from a
distributed word embedding matrix. Here, we utilize the GloVe vectors. The encoded
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FIGURE 6.2: A High-level View of the Ensemble Relevance Model.
terms are then passed through a CNN as described in that section. The two represen-
tations (i.e., document and query) have a jointly shared Convolutional layer parameters
and are then passed through a feed-forward Neural Network. Here, the scoring function
r is the cosine similarity. This feature extraction layer is very similar to Arc-I (Hu et al.,
2014) and the CNN text classification model of (Yoon, 2014). Schematically, it resembles
the model in figure 6.1 without considering the input layer.
6.7.2 Local Query-Document Term Interaction (LTI)
This approach is very simple, we encode the query and document terms with the word
embedding Matrix E. Subsequently, we pass the embedded query and document terms
into a separate LSTM neural network. This also follows the approach of (Palangi et al.,
2016) where the LSTM was combined with a vanilla RNN. The output of this stage is the
hidden state representation of the embedded terms in both the query and the document.
The internal representations for each of Q and D can be viewed as a matrix whose row is
the hidden state representation for each constituent term. Next, we induce a word-word
similarity interaction between the two internal state representations as described in sec-
tion 6.5. Using equations 6.8, 6.9, and 6.10 , we compare each hidden state representation
of each term in Q with every term in D. In essence, we obtain a matrix M ∈ D|Q|×|D|
whose i-th row contains the similarity scores between the i-th time-step of Q and the j-th
time step of D (j = 1,2,...,|D|). What this feature does is to identify the matching points
between the query terms and the document terms. Next, we pass the similarity matrix
M through a Convolutional layer with c filters. All the computation in the Convolutional
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layer, as well as the parameters, are as defined in section 6.7, such that the output of each
filter is computed according to equation (6.12). Finally, we pass the output from this layer
through a MLP with a tanh layer. Here, the MLP is used as the scoring function and tanh
ensures that a continuous value output which captures the similarity interaction between
the terms is produced. This approach is closely similar to the local model of the DUET
architecture (Mitra, Diaz, and Craswell, 2017) where the authors used the alignment be-
tween the one-hot encoding of the query and document terms to build a local interaction
matrix. This is also related to the matching by an Indicator function as proposed in (Guo
et al., 2016), where an exact matching position in the interaction matrix is signaled by a
1 and the points where there is no matching takes a value 0. However, unlike in their
work, our approach captures not only an exact matching interaction but also a semantic
matching via the distributed representation.
6.7.3 Position-Aware Hierarchical Convolution Query-Document Interaction
(HCNN)
We include a hierarchical Convolution interaction scoring following Arc-II (Hu et al.,
2014). The key difference is that instead of using the multi-layer convolution on the input
representations of both the query and the document, our approach uses an interaction
similarity matrix. As opined by (Guo et al., 2016), strictly performing a semantic match-
ing does not work well in a situation where the inputs are non-homogeneous. Further-
more, in IR, the length of the document is not commensurate with that of a query, by ob-
taining a deeper semantic representation for the query and the document, and matching
using these representations, the model loses the focus on the position where important
matching occurs between the query and the document terms. This position-awareness
really matters in relevance matching. Arc-II is suitable for tasks like text similarity and
other natural language inference tasks but may not scale well in a large scale information
retrieval settings. Here, we follow the approach described in the section above to gener-
ate a similarity score matrix, but we include a multi-level convolution for locating several
positions of matching. What this means is that we care less about obtaining an overall
sentential representation of the query terms because they lack syntactic or grammatical
cohesion. Instead, we focus on the different parts of the document that the query term
matches. A schematic representation of this approach is shown in figure 6.3.
6.7.4 Latent Semantic Embedding and BOW Feature (LSEB)
Despite the proposal of more sophisticated algorithms by researchers in IR over the years,
the simple approach that is still constantly being used is the count-based approach due
to their simplicity and effectiveness. One extension of the count-based approach is to
weigh terms with TFIDF (Salton and Buckley, 1988). The BM25 (Robertson et al., 1995;
Robertson and Zaragoza, 2009) weight scoring is a probabilistic extension of the TFIDF
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approach. The Latent Semantic Analysis (LSA) builds on the simple term-weighing ap-
proach by capturing the term-document relationship in a collection. The motivations
and the methods for using these algorithms are contained in chapter 2. In this work, we
utilize these three approaches for generating a matching score for each query-document
pair as explained below.
• TFIDF scoring: First, all the terms in both query and document are count-vectorized
and then weighted with TFIDF. We obtain two TFIDF-weighted vectors, one for the
query and the other for the document. These vectors are of the same dimension.
We simply pass a concatenation of the two vectors through a MLP which learns to
predict a similarity score between the two vectors.
• BM25-scoring: Here, we use the BM25 algorithm to generate a score for the query.
The ranking score generated is normalized and scaled to fall between -1 and 1.
We pass the TFIDF-weighted vectors as above through a MLP with a tanh layer to
predict a ranking score.
• LSA-scoring: We trained the LSA algorithm on the full document collection. A
vector is generated for the query and the document based on the LSA model. We
pass a concatenation of the two vectors through a MLP with a tanh layer to predict
a ranking score.
FIGURE 6.3: Hierarchical Convolution on Query-Document Similarity In-
teraction.
(The model diagram is partly adapted from (Hu et al., 2014))
6.8 The Feature Aggregating Network (FAN)
Each of the models described can be seen as a feature extractor for the final ranking
model. The final ranking model incorporates the ranking scores from each of these mod-
els and aggregate a final ranking score. We introduce an aggregating network similar
to the gating network of (Guo et al., 2016). This network combines individual matching
score into a final score by passing each score through a tanh layer and weigh with each
output weighted with a softmax function. Assume an initial feature scorer rk(,), where
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k ranges from 1 to M, the number of feature extractor components e.g., this could be the
semantic text representation feature scorer which was first described above or any other
subsequent ones. We can represent the aggregating network as below.
f (0) = rk(qi ⊗ dj), i = 1, 2, ....., |Q|; J = 1, 2, ....., |D|; k = 1, 2, .....,M
f (l) = tanh(W (l)f (l−1) + b(l)), l = 1, 2, ....., N
Scorefinal =
N−1∑
l=0
σf (l) (6.15)
Where ⊗ represents the interaction between the query and document term. This could
be a full matching interaction or just the BOW similarity. r signifies the feature extractor
component, and lastly, W(l) and b(l) are the weight matrix and the bias vector for an l-th
layer of the network.
6.9 Training
For the distributed word embedding, we utilize the GloVe 840b, 300D vector which has
been used in the other experiments. During encoding, out of vocabulary words are ran-
domly assigned a vector sampled between -0.25 and 0.25. For the latent semantic analy-
sis, we use Gensim’s 1 implementation of LSA on the whole TREC Legal 2010 collection.
We also make use of the BM25 scoring function of the Gensim. The model was trained
with hinge loss (see equation 6.16). Each training sample contains a query, a respon-
sive document for that query and a non-responsive document for the query. Given a
train sample containing a Query q, a Responsive document d+, and a non-responsive
document d−, represented as a triple- (q, d+, d−), the pairwise ranking is such that the
matching score of (q, d+) exceeds that of (q, d−). In essence, the goal is to create a hard
margin between d+ and d− and the loss function is defined as
L(q, d+, d−, θ) = max{0, 1− Scorefinal(q, d+) + Scorefinal(q, d−)} (6.16)
Here, Scorefinal( , ) is the predicted matching score for two inputs. The parameters of the
network are represented by θ. The network is trained via back propagation.
6.10 RFP Topic Reformulation and Query Expansion
One of the ways by which E-Discovery is different from the general IR is the way in which
the information need is presented. Here, the RFP is coded by the legal team, based on the
complaint received from the court. As shown in figure 4.3, the main topic says
1https://radimrehurek.com/gensim/
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All documents or communications that describe, discuss, refer to, report on, or re-
late to the design, development, operation, or marketing of enrononline, or any other
online service offered, provided, or used by the Company (or any of its subsidiaries,
predecessors, or successors-in-interest), for the purchase, sale, trading, or exchange
of financial or other instruments or products, including but not limited to, derivative
instruments, commodities, futures, and swaps.
However, only a few parts of the text carries the important message or the information
need. For example, the part-
“All documents or communications that describe, discuss, refer to, report on, or relate to the.”
is not so useful. Therefore, as much as possible, it is necessary to weed out the redun-
dant part. In this thesis, we manually analyze the topics in order to reformulate it into
a suitable query. For example, using the above topic as an example, we will retain the
following part:
design, development, operation, or marketing of enrononline, or any other online
service offered, provided, or used by the Company (or any of its subsidiaries, pre-
decessors, or successors-in-interest), for the purchase, sale, trading, or exchange of
financial or other instruments or products, including but not limited to, derivative
instruments, commodities, futures, and swaps.
Usually, lawyers go through the topic reformulation process in an iterative way. After
reformulation, they query the collection with the reformulated topics and observe the
performance on a selected sample. If the precision or recall on the sample is poor, they
may decide to include other terms or reformulate the query in order to improve the per-
formance of the system. This may be likened to relevance feedback.
After reformulation, it is important to expand the query so as to overcome a language
variability issue like synonymy. Expanding the query allows for the inclusion of impor-
tant terms which may be missing in the RFP but is pertinent to a good retrieval perfor-
mance. There are many techniques already proposed for query expansion and we have
discussed several of them in chapter 2. The easiest way is to use a knowledge graph
like the WordNet to retrieve the best synonyms of each term in the reformulated query.
While this may work in theory, WordNet does not contain all the words one could ever
encounter. For example, a word like enrononline would be missing in the WordNet. A
practical solution is to make use of a broader and bigger knowledge base which specifi-
cally captures semantic relatedness information.
A word embedding is like a matrix whose rows are the vectors that carry descriptive
information about a word. In particular, because they are obtained from a distributed
analysis of a corpus, they not only incorporate semantic similarity but much more impor-
tantly, they capture relatedness. We believe relatedness is exactly what is essential in ex-
panding queries for E-Discovery. For example, when we check for the most similar terms
6.11. Experiment 123
to the word ’Enron’ using a Word2Vec pre-trained word embedding2, we obtained the
words "Soros, Scandal, Martha Stewart, WallStreet, Gordon Brown, and
Automatic fuel injected" in the top 6 most similar words. Now, this model may
not have been trained on many documents related to Enrononline. In essence, a model
trained on a bigger corpus (e.g., Wikipedia) or even the GloVe vectors trained on 840
billion words would have amassed an incredible amount of knowledge and it is even
better if trained on the entire text collection. In summary, we borrowed our concept ex-
pansion approach described in chapter 5 which makes use of a knowledge graph (Word-
Net), an embedding model (GloVe vectors), and an explicit semantic analysis (ESA) of
the Wikipedia. This approach is well described and the reader is referred to section 5.1.
Moreover, this method already yielded a strong performance during manual inspection
while running our experiments (see details in chapter 5). Assume that each of the impor-
tant words in the reformulated query is viewed as a concept, the expanded terms for that
word is obtained with equation 5.1. A combination of all the expanded terms as com-
puted with equation 5.1 gives the new query terms which we make use of as the query
while training our model.
6.11 Experiment
Here, we describe the experiments conducted using our Relevance-Matching classifier
that takes a document and a query, and determines whether the document is relevant or
not to the query.
The TREC conference provides the best opportunity for benchmarking systems for large-
scale information retrieval. The authors in (Voorhees and Harman, 2005) already articu-
lated the fundamentals of the TREC evaluation. Our experiment makes use of the TREC
Legal track data. However, the track has been discontinued since 2011, probably due to
the sheer amount of efforts that is required in order to get a valid set of relevance judg-
ment. Unlike in other IR tracks, the legal track requires the use of experts and at least, law
students to assess document for relevance judgment. The overview of past competition
contains detail description of these tasks (e.g., see (Cormack et al., 2010) for 2010). There
are two tasks proposed for the 2010 TREC legal track, the learning task, and the interac-
tive task. In this thesis, we are majorly concerned about the interactive task, however, we
report our experiment for the learning task.
6.11.1 The Interactive Task
According to the organizer, the Interactive task fully models the conditions and objec-
tives of a search for documents that are responsive to a production request served during
the discovery phase of a civil lawsuit. Teams are expected to produce a binary output
2GoogleNews-vectors-negative300
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(Responsive or Non-responsive) to each query-document pair in the collection. This task
better mimics a classification task. Training a NN algorithm requires a significant amount
of data, and luckily, the TREC legal track provides a sizable amount of training data.
Moreover, more relevance judgment is made available which helps in better training our
classifier. The full description of this task and some other details can be found in (Cor-
mack et al., 2010). For our experiment, we downloaded the TREC 2010 legal track data
(edrmv2txt-v2) which contains the email used in the Enron civil case and the TREC Legal
2009 data. The 2009 data is a collection of emails that had been produced by Enron in re-
sponse to the requests from Federal Energy Regulatory Commission (FERC) (Hedin et al.,
2009). The messages contain attachments which exemplify a real-world E-Discovery text
collection. The emails belong to 150 employees of Enron Corporation and were created
between 1998 and 2002. In total, there are 569,034 distinct messages embedding some
278,757 attachments. The total text collection stands at 847,791 documents (when parent
emails and attachments are counted separately). The following topics were made avail-
able for participants of 2010 interactive task.
1. Topic 301.
All documents or communications that describe, discuss, refer to, report on, or
relate to onshore or offshore oil and gas drilling or extraction activities, whether
past, present or future, actual, anticipated, possible or potential, including, but
not limited to, all business and other plans relating thereto, all anticipated rev-
enues therefrom, and all risk calculations or risk management analyses in con-
nection therewith.
2. Topic 302.
All documents or communications that describe, discuss, refer to, report on, or
relate to actual, anticipated, possible or potential responses to oil and gas spills,
blowouts or releases, or pipeline eruptions, whether past, present or future, in-
cluding, but not limited to, any assessment, evaluation, remediation or repair
activities, contingency plans and/or environmental disaster, recovery or clean-
up efforts.
3. Topic 303.
All documents or communications that describe, discuss, refer to, report on,
or relate to activities, plans or efforts (whether past, present or future) aimed,
intended or directed at lobbying public or other officials regarding any actual,
pending, anticipated, possible or potential legislation, including but not limited
to, activities aimed, intended or directed at influencing or affecting any actual,
pending, anticipated, possible or potential rule, regulation, standard, policy, law
or amendment thereto.
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4. Topic 304.
“Should Defendants choose to withhold from production any documents or communications
in the TREC Legal Track Enron Collection on the basis of a claim of privilege, attorney
work-product, or any other applicable protection, they should identify all such documents
or communications.”
In particular, Topic 304 includes a privilege review, i.e., participants should determine
whether a responsive document for the topic contains any privilege information. This
task specifically ensures that the documents that have been marked to be relevant are
producible.
There are two different ways of assessing a collection, especially an email collection like
the Enron collection used in both 2009 and 2010 tasks. For instance, the collection could
be assessed for effectiveness at the message level (i.e., treat the parent email together with
all of its attachments as the unit of assessment) or at the document level (i.e., treat each
of the components of an email message (the parent email and each child attachment) as
a distinct unit of assessment. In the Interactive task for TREC 2010, participants are ex-
pected to submit their assessment at the document level. The assessment is then performed
based on the following rules given by the organizers:
• A parent email should be deemed relevant either if in itself, it has a content that
meets the definition of relevance, or if any of its attachments meet that definition;
contextual information contained in all components of the email message should
be taken into account in determining relevance.
• An email attachment should be deemed relevant if it has content that meets the
Topic Authority’s definition of relevance; in making this determination, contex-
tual information contained in associated documents (parent email or sibling attach-
ments) should be taken into account.
• A message will count as relevant if at least one of its component documents (parent
email or attachments) has been found relevant.
• For purposes of scoring, the primary level is the message-level; document-level
analysis is on between documents reviewed and supplementary. By contrast, the
Learning task reports only document-level analysis.
For each topic, participants are expected to submit a classification result for all the doc-
uments in the collection. We trained our model on the TREC 2009 data, using the rele-
vance judgments provided for the Batch and the Interactive tasks. Note that the dataset
for 2009 Batch task is different from the one for the Interactive task. While the Interac-
tive task uses a version of Enron email, the Batch task uses the IIT Complex Document
Information Processing Test Collection, version 1.03. The relevance judgment from the
Batch task contains a total of 20,683 samples, divided into 10 topics. For topics 7 and
51, included are the judgments from the 2006 Ad Hoc task and the residual judgments
3https://ir.nist.gov/cdip/
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FIGURE 6.4: Estimated yields (C.I.=Confidence Interval) for the Interactive
task 2010
Topic # Responsive # Non-Responsive Total
102 1548 2887 4500
103 2981 3440 6500
104 92 2391 2500
105 115 540 701
138 63 472 600
145 52 297 499
51 788 1259 1361
7 307 951 1269
80 721 1139 1879
89 164 607 874
TABLE 6.1: Summary of Batch task 2009 Relevance Judgment
from the 2007 Interactive and Relevance Feedback task. For topics 80 and 89, included
are the judgments from the 2007 Ad Hoc task and the residual judgments from the 2008
Relevance Feedback task. For topics 102, 103 and 104, included are the post-adjudication
judgments from the 2008 Interactive task. For topics 105, 138 and 145, included are the
judgments from the 2008 Ad-Hoc task. Refer to table 6.1 for the summary of Batch 2009
relevance judgment. There are four relevance judgments for the Interactive task, i.e.,
the pre-adjudication judgment for message-based assessment and the one for document
level assessment, as well as the post-adjudication judgment for message and the docu-
ment. We only utilize the post-adjudication judgment for both message and document.
The post-adjudication judgment for the message-level assessment contains 29,206 sam-
ples while that of the document-level assessment is 24,206. Seven topics were provided
in the relevance judgment, i.e., topics 201-207. Altogether, the relevance judgment from
TREC 2009 data contains 74,095 samples. Similar to the Batch 2009 interactive task, the
organizers provided 4 sets of relevance judgments for the 2010 Interactive task. Also, we
are more interested in post-adjudication judgments. The post-adjudication judgment for
message contains 25,507 relevance judgments while the post-adjudication judgment for
document contains 46,331 relevance judgments. The estimated yield computed by the
organizers is shown in figure 6.4. In total, there are 71,838 relevance judgments for the
2010 interactive task which have been used for the evaluation of our model.
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Topic Recall Precision F1
301 .391 .881 .541
302 .295 .820 .433
303 .815 .770 .791
304 .736 .425 .538
TABLE 6.2: Evaluation Of Our Model On The 2010 TREC Legal Track In-
teractive Task Relevance Judgment
. NB: Topic 304 is a privilege review task.
We only have 74,095 relevance judgments from the 2009 data. In order to train the sys-
tem, we have to create a training sample which contains triples of the topic; a responsive
document for that topic; and a non-responsive document for that topic, i.e., in the format
(q, d+, d−). The responsive document for a topic is its positive sample, while the non-
responsive document is a negative sample. Also, in order to populate the train set, we
created some synthetic positive and negative classes by randomly sampling 3 negative
samples from the pool of the documents that are paired with another topic. In total, our
training set consists of 142,933 samples which are triples of topic/query; positive docu-
ment; and negative document. Note that usually during the competition, participants in
the Interactive task are expected to judge every document in the collection for relevance
with respect to each topic, and the organizers would then use a sampling method to se-
lect a strata for each topic. This leads to the selection of a subset of the sample to be used
for evaluation by the assessors. Since the competition has been discontinued, we have no
access to how this sampling is made, however, our assumption is that it has been coded
into the relevance judgment bundled with the dataset. Apart from this uncertainty, we
can have an effective comparison with the result of the participants as discussed in (Cor-
mack et al., 2010). Table 6.2 shows the result obtained from our experiment. Furthermore,
we compare our result with the submitted systems for TREC legal track 2010 interactive
task. This comparison is displayed in the table 6.4. We observe a strong performance
from our system,the best performance (F1) was on Topic 303. We can see that this is con-
sistent with the result of other participants. The model obtains a good precision score
under Topics 301 and 302. Since E-Discovery is a recall-oriented information retrieval
task, it is satisfying to see good recall score especially for topic 303 and 304. Overall, we
notice that there is a good balance between the precision and the recall, which is impor-
tant for E-Discovery because an omission of a relevant document could be costly than
mere retrieval of non-relevant ones. Finally, we can see that our model outperformed the
compared systems. This is particularly interesting considering that we do not have ac-
cess to or make use of any Topic Authority’s advise or expertise unlike the real participant
in the task.
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Topic Responsive Non Responsive Total
401 1040 1460 2500
401 238 1864 2102
403 245 1954 2199
TABLE 6.3: Topic Authority Relevance Determination (Seed Set)
6.11.2 The Learning Task
It is possible that a classifier outputs a binary decision -Responsive/Not-Responsive, for
example as done in the Interactive task. Even though a classification sorting like that
suffices for the E-Discovery task, often times, it is not sufficient just to know that a docu-
ment is relevant, it may be necessary to know how certain the classifier is in deciding that
the document is relevant. Furthermore, imagine if the whole collection is made up of 6
million documents out of which 2 million documents have been marked as relevant by
the classifier, we know that the classifier would have made some errors, however subtle.
An ideal thing would be to output a score or probability for each document, if we sort
these probabilities in descending order, we can select just the documents at a specific cut
off, say just the first 100,000 documents with the highest probabilities. Put in another
way, if I search the Internet with Google using some keywords, Google would give me a
sorted list of relevant pages, usually 1-20 items per page. Does it make any sense to start
checking the pages at the bottom of the page? The answer is no, and this is the essence
of ranking. The Learning task uses a form of ranking metric which has been borrowed
from the web retrieval search into E-Discovery (Oard and Webber, 2013).
As previously explained, a seed set is given, the seed set is just a list of very relevant
documents for a topic. These relevant documents are arrived at after an iterative ex-
ploration and analysis by human experts. The goal is to make a ML algorithm to infer
patterns of relevance for a topic from this seed set. After training the algorithm, the algo-
rithm assigns a probability of likelihood of relevance to each document in the collection.
The higher the probability of a document, the more relevant/responsive it is. Ideally, we
would like to see the number of relevant documents among the ranked documents within
a particular cutoff point, say, 10,000. The precision, recall, and the F1 at this cutoff is them
computed. Usually, there could be several cutoff points (e.g, k = 5000, 10000,50000,...)
which shows the depth at which we would like to assess the performance of the retrieval
system. The ranking quality can be assessed by observing the F1 score. The highest F1
score at each cutoff point is referred to as the Hypothetical F1 and it sets an upper bound
on the achievable F1 score of an actual production (Oard and Webber, 2013).
We evaluated our model on the Learning task of the TREC legal track 2011. The seed
set was provided as a kind of a Topic Authority (TA) relevance determination from the
mop-up task. In practice, the participants would perform an initial review, select some
documents which are deemed relevant to a topic, and then liaise with the topic authority
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who then determines whether those documents are relevant. The statistics of the rel-
evance judgment is displayed in table 6.3. In theory, this is a seed set and it contains
relevant documents for each topic. Please see (Grossman et al., 2011) for details about
how the assessment for responsiveness was carried out. The 2011 task uses the same
dataset with the 2010 task. As displayed in table 6.3, participants were given three topics,
i.e., 401, 402, and 403. We reproduce the topics below:
1. Topic 401.
All documents or communications that describe, discuss, refer to, re-
port on, or relate to the design, development, operation, or marketing
of enrononline, or any other online service offered, provided, or used by
the Company (or any of its subsidiaries, predecessors, or successors-in-
interest), for the purchase, sale, trading, or exchange of financial or other
instruments or products, including but not limited to, derivative instru-
ments, commodities, futures, and swaps.
2. Topic 402.
All documents or communications that describe, discuss, refer to, report
on, or relate to whether the purchase, sale, trading, or exchange of over-
the-counter derivatives, or any other actual or contemplated financial in-
struments or products, is, was, would be, or will be legal or illegal, or
permitted or prohibited, under any existing or proposed rule(s), regula-
tion(s), law(s), standard(s), or other proscription(s), whether domestic or
foreign.
3. Topic 403.
All documents or communications that describe, discuss, refer to, report
on, or relate to the environmental impact of any activity or activities un-
dertaken by the Company, including but not limited to, any measures
taken to conform to, comply with, avoid, circumvent, or influence any
existing or proposed rule(s), regulation(s), law(s), standard(s), or other
proscription(s), such as those governing environmental emissions, spills,
pollution, noise, and/or animal habitats
6.12 Discussion
The results of our evaluation for topics 401, 402, and 403 are as shown in the figures 6.6,
6.7, and 6.8 respectively. The evaluation was done using 6 cutoff depths (c), i.e, 2k, 5k,
20k, 50k, 100k, and 200k. We observe a monotonous relationship regarding the depth
for both the precision and the recall. While the recall score grows with the depth, the
precision does not seem to increase as the depth increases. In particular, this is noticeable
in our evaluation for the three topics. For topic 401, we can see that the F1 score of
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our system increases drastically with depth initially but falls back at later stages. For
instance, between c = 2000 and c = 5k, our model achieves an increase of about 68%
improvement, however, by the cutoff point c=200k, the F1 measure has degraded to 20.
Conversely, the best F1 score was achieved at c=20k. For topic 402, the best F1 score was
achieved at c=5k, while for topic 403, the best F1 score was achieved at c=5k. Generally,
our model significantly outperforms the baseline systems as shown in the result tables.
This assessment is based on the hypothetical F1 scores at each cutoff point. The baseline
scores that are shown in the table are the result of the participants who submitted the
result of their systems for evaluation at the TREC legal track 2011 by the organizers.
The task overview paper (Grossman et al., 2011) is silent about the description of the
individual systems used in our comparison.
In the experiment on TREC 2010 Interactive task, we see that we generally obtained bet-
ter precision scores than the recall. This is indeed for a text classification task where there
are two classes. Moreover, even though we lack many information and guidance which
are normally provided to participants by the organizers in order to aid the development
of their system, we see that our model clearly outperformed the benchmark systems. In
the privilege task which is essential to document production, we see an improvement in
the recall. An essential characteristic of our system is that it is trained end-to-end to clas-
sify and rank documents. This means that we employ the same model for the interactive
task as well as the learning task. For instance, for every query-document pair, the sys-
tem produces two probability scores which are assigned to the Relevant or Not-Relevant
classes. Furthermore, these scores determine whether the document is assigned the Rel-
evant class or otherwise. It is possible to rank documents using the learned relevance
scores, especially since we are only interested in ranking the relevant documents only.
One of the most recent work on E-Discovery experimented with an unsupervised classi-
fier approach (Ayetiran, 2017). The author introduced three techniques, i.e., a stem-based
search which is more or less a keyword matching; a topic-based search which uses the
LDA algorithm in modeling the topical structure of documents and query terms and then
finds the similarity between the topic vectors;and an approach which combines the two
methods. The author also introduced a disambiguation technique for performing query
expansion. Figures 6.9, 6.10, and 6.11 show the comparison of our model to the system
proposed by the author. Specifically, we represent the combined approach by the iden-
tifier ENI-COMB-UNSUP, the topic-based approach by ENI-TOPIC, and the stem-based
approach by ENI-STEM. The comparison is made regarding the TREC 2011 Learning
task. We observe that the author’s topic-based approach seems to give the best per-
formance, however, our model outperformed this system significantly. In fairness, the
system obtains a higher recall score at 2000 cut-off for topics 401 and 402. However,
the performance degrades with the depth of cut-off. The initial gain of the topic-based
system is understandable for it is tied to lexical matching which ordinarily would de-
grade once more documents are examined. A system that fails to scale with data may not
rightly function in a real-life scenarios. Our approach shows steady improvement in both
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recall and precision as the depth increases. This implies that it can be employed in real
life scenario where even more data are to be reviewed. The main advantage of our sys-
tem is the incorporation of many relevance signals, while a neural network components
identifies positions of matching between the texts, another looks for semantic relatedness
(STRF), yet another neural network (LTI) is learning to discover the local and global term
intersection through the hierarchical interaction between document and the query texts.
In a way, the system benefits from the combination of different strategies.
Comparing results in an E-Discovery task depends not only on the techniques proposed
but also how the query is formulated. For instance, where this is done manually by an
expert, it is possible to obtain an improved performance compared to when the formu-
lation is automatically done. Most of the benchmarked systems have access to human
query formulation processes since the teams are allowed to perform the task manually or
automatically. In our work, this process has been automatically done by relying on our
query expansion method which incorporates explicit knowledge from many sources.
6.12.1 Ablation Experiment
In order to determine the significance of the ensemble model, we performed an ablation
experiment where we removed some components neural network (for some features)
and then retrain the model. The goal is to see the importance of the components that we
removed. Figure 6.5 shows the result of the ablation work. Abla1 is the result obtained
when we removed the LTI and STRF components of our Ensemble model, while Abla2
shows the result obtained when only the LTI is removed. The reader can notice a degrade
in performance when both LTI and STRF are removed at the same time. This is partic-
ularly the same when only LTI was removed. Furthermore, the performance degrades
seriously after the 20000 cut-off, hence our reporting of the result for just the 2000, 3000,
and 5000 cut-offs. In general, we notice the significant improvement when all the features
are incorporated.
FIGURE 6.5: Ablation Result on Topic 402 Recall (%), Precision (%), and F1
at representative document review cutoffs for Legal 2011 Learning Task
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Topic Team Recall Precision F1
301 CS .165 .579 .256
IT .205 .295 .242
SF .239 .193 .214
IS .027 .867 .052
UW .019 .578 .036
This Thesis .391 .881 .541
302 UM .200 .450 .277
UW .169 .732 .275
MM .115 .410 .180
LA .096 .481 .160
IS .090 .693 .160
IN .135 .017 .031
This Thesis .295 .820 .433
303 EQ .801 .577 .671
CB2 .572 .705 .631
CB1 .452 .734 .559
UB .723 .300 .424
IT .248 .259 .254
UW .134 .773 .228
This Thesis .815 .770 .791
304 CB3 .633 .302 .408
CB4 .715 .264 .385
CB2 .271 .402 .324
CB1 .201 .327 .249
IN .072 .494 .126
This Thesis .736 .425 .538
TABLE 6.4: Comparison With TREC Legal Track 2010 Interactive Task Sub-
mitted Systems
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FIGURE 6.6: Topic 401 Recall (%), Precision (%), and F1 at representative
document review cutoffs for Legal 2011 Learning Task
FIGURE 6.7: Topic 402 Recall (%), Precision (%), and F1 at representative
document review cutoffs for Legal 2011 Learning Task
6.13 Chapter Summary
In this chapter, we described a Neural Network-based classifier which has been devel-
oped in the context of E-Discovery search. As already discussed, E-Discovery incorpo-
rates ideas from the general IR task while also adding some distinctive features. For
instance, the main task is that of classifying whether a document is relevant or not. This
is more or less a text classification task. We have shown that a Neural Network classifier
is appropriate for this task. Our model being an ensemble system incorporates many
relevance features. In particular, the model performs a form of feature fusion, i.e., com-
bining knowledge from traditional IR approaches in order to ensure a good relevance
matching. The results from our evaluation justifies our methodology. Even though a few
work already utilized Neural Network for information retrieval, this has been restricted
mostly to Web Search using Click-through data, e.g., see (DSSM -Huang et al., 2013; DUET
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FIGURE 6.8: Topic 403 Recall (%), Precision (%), and F1 at representative
document review cutoffs for Legal 2011 Learning Task.
FIGURE 6.9: Comparative analysis of performance with a set of unsuper-
vised techniques on Topic 401.
Recall (%), Precision (%), and F1 at representative document review cutoffs
for Legal 2011 Learning Task
-Mitra, Diaz, and Craswell, 2017; DESM -Mitra et al., 2016; C-DSSM -Shen et al., 2014; and
MatchPyramid -Pang et al., 2016). These studies performed evaluation using Web data
whose distinguishing feature is divergent to that of E-Discovery. Researchers in Legal
Information research have hitherto focused on SVM for text classification in E-Discovery.
A factor that can greatly affect the performance of Machine Learning classifiers is the
quality of relevance judgment. However, that is beyond the scope of this study. Obvi-
ously, an error-prone data would lead to an unimaginable level of randomness in predic-
tion. Researchers have also studied this and reached an empirical conclusion (Voorhees,
2000; Wang and Soergel, 2010; Webber and Pickens, 2013). This study, at least to the best
of our knowledge represents the first adaptation of Deep Learning techniques to the E-
Discovery problem. More importantly, the proposed approach is the first that combines
different approaches to relevance which have been modeled separately by individual
Neural Network components and then combined with another Neural Network. We
have empirically demonstrated that the performance of the system is convincing when
evaluated on the TREC Legal track 2010 Interactive task and the 2011 Learning task.
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FIGURE 6.10: Comparative analysis of performance with a set of unsuper-
vised techniques on Topic 402.
Recall (%), Precision (%), and F1 at representative document review cutoffs
for Legal 2011 Learning Task
FIGURE 6.11: Comparative analysis of performance with a set of unsuper-
vised techniques on Topic 403.
Recall (%), Precision (%), and F1 at representative document review cutoffs
for Legal 2011 Learning Task.
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Chapter 7
Conclusion
The Information Retrieval field and the Legal domain are seemingly routinely becoming
like a Siamese-twin. Lawyers and legal practitioners are more than ever inundated with
a massive amount of information to handle and they have learned to rely on the exper-
tise of Information retrieval researchers. There are several information needs of Legal
Practitioners. A common example that is of huge economic importance is E-Discovery.
In the United States of America, about 19,303,000 civil cases are filed in state and federal
courts respectively each year, with about 60% of involving discovery. Discovery alone
cost the United States an average of $42.1 billion per year. Experts have estimated the
cost in the range of $200 - $250 billion. In particular, the E-Discovery software business
is estimated to eclipse $16 billion by the year 2021. On top of this is the need to also
manage court documents, parliamentary documents, and other documents that lawyers
have to deal with day-to-day. It is obvious that the Legal Information research requires
a systemic modeling and conceptualization of task-specific requirement and developing
custom solutions to cater for each problem.
This research provides a parallel distillation of the task-specific needs of legal experts.
We view the general Legal Information retrieval as a diverse set of tasks, each requiring a
custom built solution. We then analyze each problem and propose an adequate solution.
In this thesis, we have developed solutions which benefit from the state of the art tech-
niques in natural language processing. First, we developed a conceptual retrieval system,
relying on a fusion of some natural language processing techniques like topical text seg-
mentation, explicit semantic analysis, text similarity, and semantic annotation. The eval-
uation approach is to estimate how accurately the model maps a legal concept to a text
snippet. This forms a crucial basis for the conceptual information retrieval which works
at the level of text semantics. The system simplifies document retrieval, e.g., a legal text
collection like the EurLex can be conceptually queried using either a vocabulary or non-
vocabulary controlled concept. Our evaluation shows that the technique is not only novel
but performed creditably. In particular, the conceptual analysis module of the semantic
annotator was redeployed for query expansion in our experiment on E-Discovery.
The final part of our research shows our Neural Network model for ad-hoc search. E-
Discovery is essentially an ad-hoc search which can have a tremendous social, political
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and economic impact on the society. We describe our Neural Network model which
focuses both on semantic matching and relevance matching. As a matter of fact, tradi-
tional approaches mainly focus on linguistic/lexical matching and it is a common knowl-
edge that they fail grossly where synonyms and polysemous words are at play. Semantic
matching, on the other hand, focuses on realizing the meaning of the query and the mean-
ing of the text, and conversely, mapping query to text based on their meaning. However,
while this might be sufficient for some types of information retrieval, it is not sufficient
in a recall-oriented search like the E-Discovery. Coupled with the huge cost of missing
out on any relevant document, no organization or lawyer would take a risk of relying
solely on semantic matching. We discovered that even though lexical matching is an old
and empirically unstable method, it still works well in some cases. We identified some
important features that we can derive from the use of lexical and semantic matching,
and combined them appropriately to perform what we called relevance matching. In a
sense, separate neural network components look for different relevance signals, includ-
ing semantic relatedness. We found out that relatedness is particularly important for a
large-scale search like the E-Discovery. Our model therefore encodes knowledge which
is induced from training a large document collection. This readily captures semantic re-
latedness and similarity between terms. Word embedding models which are trained on
a large corpora are readily useful for IR task in the legal domain.
The basic of our work is a Neural Network which learned to match a relevant document
to a query while teaching itself to identify non-relevant ones for the same query. We
evaluated our technique on the Learning task of TREC Legal Track 2011 and the Interac-
tive task of TREC Legal Track 2010. The evaluation shows a strong performance across
boards, while significantly outperforming the result submitted by participants during
those years.
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Resources, tools, and link to their
sources
8.1 Datasets
Dataset Chapter Source
EUR-Lex 5 http://www.ke.tu-darmstadt.de/resources/eurlex/
Wikipedia 5 https://dumps.wikimedia.org/
TREC 6 https://trec-legal.umiacs.umd.edu/
JRC 5 https://ec.europa.eu/jrc/en/language-technologies/jrc-acquis
Choi 5 http://www.cs.man.ac.uk/~mary/choif/software.html
8.2 Software tools
Software Source
Gensim https://github.com/RaRe-Technologies/gensim
Keras https://github.com/keras-team/keras
Faiss https://github.com/facebookresearch/faiss
8.3 Other Resources
Resources Source
Eurovoc http://eurovoc.europa.eu/
Eurlex https://eur-lex.europa.eu/homepage.html
WordNet/NLTK https://www.nltk.org/
GloVe http://nlp.stanford.edu/data/glove.840B.300d.zip
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